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Abstract 
Some Huffman codes contain a special codeword called a synchronizing codeword, which re- 
synchronizes the code whenever it is transmitted. We demonstrate properties of synchronizing 
codewords and, in particular, give some relationships between the length of the shortest codeword 
and the length and structure of the synchronizing codeword. A tight upper bound and some lower 
bounds are presented. We show that given a shortest codeword of length m and a synchronizing 
codeword of length r <2m-  1 then the code also contains other synchronizing codewords. We 
calculate the number and lengths of these codewords. Finally, several examples of good codes 
are given. @ 1999 Elsevier Science B.V. All rights reserved 
Keywords: Synchronization; Huffman codes; Variable length codes 
I. Introduction 
Variable length codes are used for information transmission as they allow the data 
transfer rate to be maximized. Source symbols which occur more frequently are al- 
located short codewords, whereas symbols which appear less frequently are assigned 
long codewords. Huffman codes [8] are often used as they are optimal in the sense 
that they minimize the redundancy of a code for a given source. There are also other 
codes, which although they cannot be generated by Huffman's algorithm, have the same 
set of codeword lengths and hence the same average codeword length as a Huff`man 
code. All these codes are called Huffman equivalent. For brevity in this paper we shall 
refer to Huffman and Huff`man equivalent codes as Huffman codes. A major problem 
of variable length codes is that if channel errors cause a decoding error, this may 
in turn lead to a loss of  synchronization. Until synchronization is regained, all the 
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following codewords could be incorrectly decoded. Clearly, a useful code is one that 
regains synchronization quickly. The ability of a code to synchronize has been exten- 
sively studied by many authors, see for example [1,7, 9, 12, 13]. We are only concerned 
with statistically synchronizable codes. This type of code contains a sequence, called 
a synchronizing sequence, which always allows the decoder to recover synchronization. 
A special class of statistically synchronizable codes are called synchronous codes. 
These codes contain a codeword which is a synchronizing sequence. Every time this 
codeword is transmitted the code will resynchronize, rather than having to rely on 
a sequence of codewords being transmitted, as is the case of general statistically 
synchronizable codes. Synchronous codes are generally better than standard statisti- 
cally synchronizable codes as they often have a shorter average synchronization delay. 
Ferguson and Rabinowitz [6] were the first to specifically suggest hese codes, al- 
though some of Rudner's results [11] apply to binary synchronous Huffman codes. In 
[6] some probability distributions which admit binary Huffman codes were given. No 
attempt was made to find the code with the best synchronizing properties. Clearly, 
the shorter the synchronizing codeword the more often it is transmitted and hence the 
quicker the code will resynchronize. Escott and Perkins [3-5] considered, for binary 
Huffman codes, a synchronizing codeword of length one greater than the shortest length 
codeword in the code. Other authors, for example Capocelli et al. [2] and Montgomery 
and Abrahams [10] considered suboptimal synchronous codes. 
In this paper we demonstrate some relationships between the structure and length of 
a synchronizing codeword and the length of the shortest codeword. We present a tight 
upper bound on the length of the shortest codeword in the code, given that a cer- 
tain string is a synchronizing codeword. We continue by giving some lower bounds 
on the length of the shortest codeword. Further properties of synchronous Huffman 
codes are then discussed, including showing that given a shortest codeword of length 
m > 1 and a synchronizing codeword of length r < 2m - 1, then the code contains cer- 
tain other synchronizing codewords. Some restrictions on possible length vectors for 
which synchronous Huffman codes can exist are then given. Finally, examples of Huff- 
man codes that have a minimal length synchronizing codeword, for a given length 
vector, are presented. The binary examples are improvements on the codes presented 
in [6] by having a shorter synchronizing codeword and/or more synchronizing code- 
words. 
2. Preliminaries 
Let Y be the set of symbols in alphabet A of size q and let yn be the set of all 
sequences of length n of elements of Y. Furthermore let Y+=Un~>l yn and 
Y* = Y+ u {2} where 2 is the empty sequence. A code C is a finite subset of Y+. Let 
be an element in the set Y\{y} .  
We use the terms suffix and prefix in the normal sense, that is, if y,z E Y+ then y 
is a suffix of z if there exists some x E Y* such that xy = z. Similarly if x,z E Y+ then 
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x is a prefix of  z i f  there exists some y E Y* such that xy  = z. Further i f  x, z C Y+ then 
x is a proper prefix of  z if  there exists some y E Y+ such that xy  = z. 
Let ni be the number of  codewords of length i in a code C, as in [2] and let the 
vector (nl . . . .  ,nM) be the length vector of  the code where M is the maximum length 
of  any codeword in C. We shall be concerned only with codes whose length vector 
satisfies ~'i~tl n i2 - i=  1, as these minimise the average codeword length. For brevity, 
we refer to these codes as Huffman codes, even if they cannot be constructed by 
Huffman's algorithm. We say two codes are equivalent if they have the same length 
vector. 
We now consider the properties of  a synchronizing codeword. The following defini- 
tion was given in [6] for binary Huffman codes but clearly holds for all q-ary Huffma~, 
codes. 
Definition 1. Let C be a Huffman code. We say C is synchronous if there is a code- 
word c =cLc2. . . c , .  in C satisfying the following two conditions: 
1. For all x=xLx2. . .xn  in C such that n>r  and e is a substring of x, we have 
c lc2 . . . c r  =x , - r+ l  ...xn but c lc2. . .c , .  ~x ix i _ l  . . .x i+r-L for any i¢n -  r + 1. 
2. For any j<r  such that c lc2 . . . c /  is a suffix of  some codeword, the string CI~ 
c/+2..,  c,. is a sequence of codewords. 
If such a codeword c exists it is called a synchronizing codeword for C. 
We now consider the effect a synchronizing codeword of length r has on the struc- 
ture of other codewords in the code. From now on we consider a code C whose 
shortest codeword has length m and which contains a synchronizing codeword c~...  c. 
of length r. 
Lemma 2. No codewords  o f  C end cl . . .C/  where j>r -m and j<r .  
Proof. Let y* E Y*. Suppose y 'c1  .. .c,.-m+l is a codeword in the code, then by con- 
dition 2 of Definition 1, Cr-m+2 ..-c," must be a sequence of  codewords. This implies 
there must be some codeword of  length at most r - (r - m + 1 ) = m - 1 in C, which 
is a contradiction. Hence there are no codewords of  the form y 'c1  . . . c ,  . . . . .  t in C. 
A similar argument holds for y* cl ... Ci for j = r - -  m + 2 . . . . .  r -- 1. F5 
Lemma 3. I f  r >~2, then C2. . .  C r is a sequence o f  codewords. 
ProoL In a Huffman code some codeword must end in cl. Hence by condition 2 of  
Definition 1, c2...c,, must be a sequence of  codewords. [] 
Now we look at the structure of synchronizing codewords. Theorem 4 is well known 
and is included only for completeness. 
Theorem 4. We have r = m i f  and  only i f  r = 1. 
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Proof. First we prove the sufficient part of  the theorem. Consider the code whose 
codewords all have length 1. Every codeword is a synchronizing codeword. Now we 
prove the necessary part. If r>~2, by Lemma 3, c2.. .c~ must be a sequence of 
codewords, but there are no codewords with less than r symbols, hence we have 
a contradiction. [] 
From now on we consider the structure of the synchronizing codeword when r > m. 
First we give some definitions. 
Definition 5. A string cl ... c,. has an overlap of length f if there exists some j such 
that 1 ~<j < r - f and ci = cj+i for i = I, 2 . . . . .  f .  
Example 1. I f  c = 10101, then it has an overlap of length 2 as the sequence 10 occurs 
entirely within c. It cannot have overlap of  length 3 or more as 101 does not occur 
entirely within c. 
Definition 6. A string Cl...Cr has a cyclic tail of type (s,t) if cs+k =Cs÷(kmodt) for 
k=0 . . . . .  r - s .  This is the maximum cyclic tail if c has no cyclic tail of type (sl, t ') 
where s' <s  and s /+ t ~ ~<s + t. Furthermore Cl...Cr is cyclic if its maximum cyclic tail 
is of  type (s,t) where s= 1, t I r and t ¢ r .  
We use the word maximum as a small s + t describes a large repetitive tail. 
Example 2. I fc l  ...c~ = 1000100100100100, then it has cyclic tails of  types (5,3), (5,6) 
and (6,3) (along with many more). The maximum cyclic tail is of  type (3,3). 
In the next sections, these definitions are used to prove results about synchronizing 
codewords and shortest codeword lengths. 
3. An upper bound 
In this section we show that a synchronizing codeword cannot be cyclic or its largest 
overlap have length f where f ~>r -  m. This is a generalisation of a result given by 
Rudner [11] for binary Huffman codes. We also give a tight upper bound on the 
length of  the shortest codeword. 
Theorem 7. I f  r>m then, cl . . .cr  is not cyclic and it has no overlap o f  length f 
where f >~ r - m. 
Proof. If cl ... cr is cyclic, then a concatenation of two synchronizing codewords would 
contain another copy of the synchronizing codeword. Hence, a synchronizing codeword 
cannot be cyclic. 
S. Perkins. A.E. Escort/Discrete Mathematics 197/198 (1999) 637,655 641 
Let d = r -m.  Suppose cL...c,, has an overlap of length f where f>~d.  Then there 
exists a j ,  for 1 ~<j < r - d such that C/~: = c: for i = 1 . . . . .  d and either 
l .  c~ =c,~:/ for i=  1 . . . . .  r - j  or 
2. there exists some k>~d and k<r - j ,  such that ci i =c ,  for i - -1  . . . . .  k. 
Suppose case 1 is true then cl . . .c , .  ends cl ...c,. i but j<r  d. This implies that 
a codeword ends ¢ t . . . c , :+ i  for some 1 ~<i<r -d .  By Eemma 2, no codeword can end 
with this sequence. Hence we have a contradiction. 
Suppose case 2 is true. We show that there exists an arbitrarily long proper prefix 
of a codeword in a Huffman code, which is a contradiction. 
Suppose for some l that 
(el . . .  c/ ):Ci- i  . . .  ci+k 
is a proper prefix of a codeword. This implies that the words 
(cl ... c/):Ci+l ... c/+kx, 
where x cA  are all prefixes of some codewords. This can be rewritten as 
(cl . . .  ci): cl . . .  ckx. 
More specifically, 
(c~ . . .  C , ) / c l  . . .  ckc~ l 
is a prefix of a codeword. As k>~d,  this cannot be a codeword by Lemma 2 and 
therefore is the proper prefix of a codeword. Continuing with this line of argument. 
the set of  words 
(el . . .  C/): cl . . .  c~+i 
for i = 1 . . . . .  j are all proper prefixes of a codeword. Hence 
(el . . . c / ) /  cl . . . c /c /+ l  ...C/+~- 
is a proper prefix. This can be rewritten as 
(c l . . . c i ) /+ lc i+ l . . . v /+k .  
Hence given this is true for 1, it is true for 1 + 1. 
Now consider l - -  1. We have 
C 1 . . .  C /C /_  I • • • C i -k .  
As k < r j ,  then j + k < r and the above word is a proper prefix of c l ... c,.. Therefore, 
we have an arbitrarily long prefix of a codeword, which is a contradiction. Hence the 
result is proved. 
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Suppose that cl ... c, is a synchronizing codeword and has an overlap of length f .  
From Theorem 7 we have f < r -  m. Rearranging this gives m < r -  f ,  which is effec- 
tively the upper bound on the length of  the shortest codeword, if Cl ... cr is a synchro- 
nizing codeword. We now show this bound is tight and proceed by giving an algorithm 
to generate synchronous Huffman codes. 
Algorithm 1. Choose any non-cyclic string c~... c~ of length r. Let f be the length 
of  its largest overlap and (s , t )  be the type of its maximum cyclic tail. Choose an 
integer d with f<d<r .  Let e= min{d+ 1,s+t -  1} and Co= y~-a. 
I f s¢ l  ord+l<~s+t -1 ,  
1. enlarge the code Co to the smallest Huffman code Cj containing each word c i . . .  c~ 
for i=  1,2 .. . .  ,e. 
2. enlarge the code Cl to the smallest Huffman code C containing no codewords that 
end c 1 . . .  C u for u = e, . . . ,  r -- 1. 
Otherwise (that is s= 1 and d+ 1 >s+t  - 1), then (with b=r  mod t), 
1. enlarge Co to the smallest Huffman code CI containing each word c i . . .  c~ for 
i--- 1,2 . . . . .  e and i ¢b+ 1. 
2. enlarge CI to the smallest Huffman code C containing the word Cb+l...CtCl...Cb. 
Example 3. If  c l . . .  cr = 1001001 then f = 3, s = 1 and t = 3. Suppose d = 5 then e = 3 
and b = 1. As s = 1 and d + 1 > s + t - 1 then the second option in Algorithm 1 is used. 
C0 = {00, 01,10,11}, at step 1 this is enlarged to form C1={00,011,0101, 
01000,01001, 01, 1000, 10011, 100101, 1001000, 1001001, 11}. At step 2, the code 
C = {000, 001, 011,0101,01000, 01001, 101, 1000, 10011, 100101, 1001000, 1001001, 11} 
is formed. 
For the remainder of  this section we use the notation of Algorithm 1. That is, we 
generate a Huffman code C and have a string c l . . .  cr whose largest overlap has 
length f and maximum cyclic tail has type (s,t).  We also have an integer d such 
that f<d<r  and e= min{d+ 1,s÷t -1} .  We let m be the length of  the shortest 
codeword generated by the code. We show that the algorithm generates a Huffman code 
with c l . . . c r  as a synchronizing codeword and shortest codeword length m>~r-d .  
We first give some preliminary results. Lemmas 10 and 11 apply when s¢  i or 
d+l~<s+t -1 .  Lemmas 12-15 refer to whens=l  andd+l>s+t -1 .  
Lemma 8. We have cj = cj+t fo r  s <<,j <<. r - t. Furthermore, i f  s ~ 2 then cs-1 ~ cs+t- I. 
Proof. Firstly we prove that cj = cj+t. We can rewrite j as j = s + nt + k for some 
integer n and 0 ~< k ~< t - 1, so j + t = s + (n + 1 )t ÷ k. Hence CJ = cs+~nt +k) rood t = Cs+k. 
Similarly cj+t = c~.+~, + l)t + k) mod t = c~+k. Therefore cj = cj+t. 
Secondly we prove that if s>~2, then cs-1 ¢cs+t-1.  Suppose cs- l  =-c.~.+t-1 and let 
s t=s  - 1, we show that Cs,+k,~--Cs,+k, modt for U=O, . . . , r - - t  is true. This implies 
c l . . .  cr has a cyclic tail of  type (s', t) and hence the cyclic tail of  type (s, t) is not the 
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maximum one, which is a contradiction. 
Let k I = k + 1 and suppose (k + 1) mod t ¢ 0 (that is k' mod t ¢ 0). This implies 
(kmodt )+ l=(k+l )modt .  So 
Cs~ +k ~ ~Cs-_ l+k+ 1 ~Cs+k~ 
C~, +k '  rood t : Cs -  1 +(k+ I )modt 
Cs--1 +(kmodt )+ l  
Cs+kmodt 
~- Cs+ k 
Cs~ +k ~ .
Now suppose U mod t = 0. This implies k rood t = t - 1 
Therefore, 
C.C +k: ~ Cs-- 1 +k--  1 ~- Cs+k ~ Cs+k rood t z Cs+t -  1, 
Cs:+k~modt ~ Cv_ l+(k+l )modt  z Cs+kmodt ~ Cs+t I • 
So c,,+~, =C~'+k'modt for all O<~k:~r -s  ~. Hence we have a cyclic tail of  type (s ' , t )  
where s '+ t<s-4- t .  Thus the cyclic tail of  type (s, t) is not the maximum one which 
is a contradiction. Hence cs-1 ~ c:+t- i .  E] 
Lemma 9. The string c i . . . c ,  is not a pref ix  C j . . .c , . . for  l <~j<i<~s +t -  1. 
Proof.  Suppose c~. . .c ,  is a prefix of  c j . . . c ,  and let s := j  and s '+t  ~-  1=i -1 .  
Rearranging these equations gives t :=  i - j .  We show that the cyclic tail of  type (s', t / 
exists. To do this we need to show that 
Cs/+k z Cs.t kmodt~ 
for k = 0 . . . . .  r - s/. Alternatively, cj+k = C/+kmod( i - / )  for k = 0 . . . .  , r - j .  Clearly this is 
true for k = 0 . . . . .  i - j - 1. 
Assuming c : . . .  c,. is a prefix of  c j . . .  c, then c:+k, = Ci+k' for k' = 0 . . . . .  r - i. This 
can be rewritten as  c /+( i - j )+k '  = cj+k, for k' = 0 , . . . ,  r - i. 
We can express k t as U= n( i - j )  ÷ k" for n an integer and 0 ~<k':< i - j .  Thus 
Cl+(n+l  ~( i - i )+k '~ ~ C /+n( i - j )+k""  
By a similar argument, 
C/÷n( i - / )+k"  z C /+(n -  1 )( i - j )+k  H 
which implies 
C/+( ,+ 1 )(i--. i)+k" ~- C j+(n -  I ) ( i - / )+k" .  
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Continuing in this manner, 
C/+(n+ i ) ( i - . / ) J - k  ' '  ~ C/+k,,. 
As n( i - j )  +k"  varies between 0 and r -  i then (n + 1) ( i - j )  +k"  varies between 
i - j  and r - j .  As j+( (n+ 1) ( i - j )+k" )  mod ( i - j )  = j+k"  and letting k vary be- 
tween i - j  and r - j  we can rewrite the equation as ci+k = ei~(krnodIi-/)). Thus we have 
a cyclic tail o f  type (s~,t ') with s' = j  and t /=  i - j  and s '+  t :=  i but by assumption 
s' + t' = i < s + t. Therefore, we have a contradiction. [] 
Lemma 10. l f  s# 1 or d+ 1 <~s +t -  1 then the string c i . . .c ,  for 1 <~i<~e does not 
end el . . . c ,  Jor e<~u<~r-  1. 
Proof .  I f  c i . . .  c,. ends cl ... c, then c /= cA+/ for j = 1 ... u and k = r - u. Let e = d + 1 
so u ~>d + 1. This implies that c l . . .  c,. has overlap o f  length at least d which is a con- 
tradiction. 
Now let e=s+t - l<d+l  so u>~s+t -1 .  By assumption s~>2. This implies 
c~-l=ck+,, ~ and c~.+t l=c~-+.,+t-~. As k=r -u>~l  then k+s- l>~s and by 
Lemma 8 ck+.~-I =c~+t+~ 1. Hence, c,_l =c~,+t-i which by Lemma 8 is a 
contradiction. 
Lemma 11. Suppose that either s ~ 1 or d + 1 <<.s + t -  1. I f  some string ends Cl ... c,, 
fo r  e<~u<~r-  1 then it does not end Cl ...G. fo r  e -  1 <<.v<~r- 1 and v¢u .  
Proof .  By symmetry we only need to consider when u>~,. Assume cl . . . c ,  ends 
cl . . .  c,, for u > t~, then ci = ci+j for i = 1, . . . ,  v and j = u - v. 
Let e = d + 1, then v ~> e - l >~d, therefore cl . . .  c,. has an overlap o f  length d >Jr - m, 
which by Theorem 7 is a contradiction. 
Now let e=s+t -1  <d+ 1, then ci=ci+i  for i=  1 . . . . .  v and j=u-v  and v~e- -1  >>. 
s + t - 2. By assumption s ~> 2. 
Firstly let v>js+t -1 ,  then c,-1 =c:+,.-1 and cs~t l=Ci+. ,+: - i .  By Lemma 8, 
cj+sTt-i = Ci+.,.-I. This implies that c~ i=  G+t-1 which is a contradiction. 
Secondly let v = s + t - 2, then c,_ 1 = cy+~ 1 and c, 1 +i = c /+, -  t +i for i = 1 . . . .  , t - 1. 
As ck = Ck+t for all k>s-  1, then ch+~...ck+t is a cyclic permutation o f  c~,. l  . . .ck,+t 
for k, k'  >s  - 1. Furthermore, i f  we have t -  1 equalities between elements o f  ck+l .. .  ck+~ 
and cz.,~ 1 ... c~,+: then the remaining elements must be equal. This implies that c,+t- I  = 
Cj+s-t- i ~- Cj . . . .  I = G- t  which is a contradiction. [] 
In the fol lowing 4 lemmas we consider the case when s = 1 and d + 1 >s  + t - 1. 
Recal l  that the max imum cyclic tail is of  type (s, t). 
Lemma 12. Let  s= 1. There exists no i for  1 <~i<t such that cl . . . c t=c i+ l  ...ctc1 
...ci.  Moreover, there exists no i and j fo r  O<~i<j<t  such that ci+l . . . c :1  . . .c i  = 
C/+I " 'CtCl  ...C/. 
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Proof.  Suppose c I . . .CroCi+ 1 ...ctc1 . . .c i .  Then c /=c:+/  fo r j  1,2 . . . . .  t - i  and for 
j=t -  i+  1 . t -  i+2  . . . . .  t we have c~ =ci_ /_t .  As cl ...c,. has a cyclic tail of  type 
(1, t), we know that c~. = cz.~: for 1 ~< k ~<r - t. Using this relation we have c/ c,. / : = 
ci_: t+t -c :+/when j<~r- i (as i+ j - - t<~r - t ) .Thusc /=c :+/when j= l  . . . . .  t land  
.j <~ r - i .  By applying the relation ck = cx ~: for 1 ~< k ~< r - t  again, it can be shown that 
c /=c i_ /  for ,j= 1,2 . . . . .  r - i .  Hence c~ ...c,. has a cyclic tail of  type (1,i).  However 
1 + i < 1 + t as i <t  and we have a contradiction. The proof of the second part of the 
lemma follows immediately from the first part. I~ 
In Lemmas 13-15 and Theorem 16 we assume the following notation. The string 
c'~ ... c,. has maximum cyclic tail of  type ( L, t). Also r = at + b where b = r rood t and 
a' ~<a is an integer. 
Lemma 13. The string Ch--i . . .ctcI  .°.Ch is not a pr~/ix ~/  c , . . . c ,  j o r  l <~i~e and 
iCb+ I and does not end Cl . . .c,,  jb r  u>~e. 
Proof. Suppose c:,+l . . .c:ct  ...c:~ is a prefix of c, ...c,. for some i such that 1 <~i<~e 
and i ¢b+l .  This implies that c:~.:l . . .ctcl.. .c:~ c/ . . .c i_ :  i. ByLemma 8, c i - -c i+:  
for i -- 1,2 . . . . .  r - t. Hence, c:, ~ ~ ... c:cl ... c:, = ci . . .  c:cl . .. ci_ t which by Lemma 12, 
is a contradiction. 
Suppose c:,~ ~...c,c~ ...c:, ends cj .. .c,, for some u>~e t. However, c: , .~. . .c :  
cl ...c/, only has length t hence it can only end c~. . .c :  which is not possible by 
Lemma 12. 
Lemma 14. The string ci . . .c , .  Jor 1 <<.i<~e does not end cl .. .c,, Jor u~t  and u~ 
dt+b.  
Proof. The last t symbols of  c~. . .c ,  are Ch+l . . .c :e l  ...Ch. The last t symbols of 
e : . . . c ,  for some u>~t and ufa~t+b are C/+I . . .c:c l  . . . c /  for j ¢b .  By Lemma 12. 
c:, i . . . c ,  cl . . . c / ,¢C / - i  ...C:Cl " "c /  and hence ci . . .c , ,  does not end c'l ...c,,. ~] 
Lemma 15. The string CI l ]] 'C / [~fO]  j 1 <~i<~e and i< j4r  does not end C I . . .Ct: l/~)~" 
u>~t and uy~dt  +b.  
Proof. As cl ...c,. has a cyclic tail of  type (1,t) ,  we know that c~j  ...ch .: is a per- 
mutation of c : . l . . . c :+t  for any k, l  such that O<~k<l<~r- t .  Suppose c , . . . c /  iF)- 
for l<~i<~e and i<j<<.r ends c l . . . c , ,  for u>~t and u¢a ' t+b.  This implies that 
c: : -1 . . .C/  ~C/~=c~, ~1. . . c , ,  However, C/ ~-1...C/ is a cyclic permutation of 
c,, :+j . . .c , , .  This implies that C / :~  which is clearly not true and hence we have 
a contradiction. 
Theorem 16. The code generated by Algor i thm 1 has shortest codeword ~f  length 
m >jr - d and synchronizing codeword el ... c,. o f  length r. 
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Proof. Suppose s ¢ 1 or d + 1 ~<s ÷ t - 1. First we show that it is possible to perform 
both steps 1 and 2. At step 1, the algorithm forms a code containing the strings c i . . .  c,. 
for 1 ~< i ~<e from the code containing all the strings of length r -  d. As e ~<d + 1, 
the string c; . . .c ,  for 1 <~i<~e has length at least r - (e -1 )>~r-d .  Furthermore, by 
Lemma 9, all these strings are distinct. Therefore step 1 is possible. Step 2 removes all 
the strings that end c l . . .  cu for e ~<u ~<r-  1. Lemma 11 shows that extending a string 
that ends Cl... c,, for e ~< u <~r-  1 with an additional symbol produces only one string 
that ends e l . . . c , ,  for e<<.v<~r-1 which is when v=t+ 1. Hence it is possible to 
removes all codewords that end cL . . .c ,  for e<~u<<.r- 1. 
Finally we show that cl. . .c,,  is a synchronizing codeword, that is it satisfies both 
conditions of  Definition 1. If a string is of the form y*c~ . . .c , .y  + where y*~ Y* 
and y+ C Y+, then it has length greater than r. This could only be generated at step 
2. Now suppose some string ends cl ...e,.. By Lemma 10, it does not end cl . . .e, ,  
for e<,u<<.r -1  and hence it would not be extended. Therefore, it is impossible 
to generate a string of the form y 'c1 . . . c ,y  + and condition 1 of Definition 1 is 
satisfied. 
Condition 2 of Definition 1 states that suppose a codeword ends cl ... Ci, for 1 ~<j ~< 
r -1  then C/-1 . . .c ,  is a string of  codewords. Step 2 ensures there are no codewords 
that end cl . . -C/for e<~j<~r - 1 whilst from step 1, C/+l ...c,. for 1 <<.j<e are all code- 
words. Therefore condition 2 of  Definition 2 is satisfied and c l . . .  c,. is a synchronizing 
codeword. 
Now suppose s=l  and s+t - l<d+l .  Again step 1 is possible for the same 
reasons as last time. As s = 1, c l . . .  c, has an overlap of  length (a -  1)t + b -  1. Hence 
d > ( a - 1) t+b-1 .  Therefore r - d < at + b - ( ( a -1 ) t  + b -1 ) .  This gives r - d < t + 1 
which in turn shows that t >~ r -  d. Therefore the codeword added in step 2 has length 
at least r -  d. By Lemmas 9 and 13, none of these codewords is a prefix of  another and 
so they can all be included in the code. Next we show that e l . . .  e, is a synchronizing 
codeword. As no codeword can have length greater than r, then condition 1 must 
be satisfied. Lemmas 13-15 show that steps 1 and 2 create no codewords that end 
cl . . .C/, for j>>-t and j ¢a ; t+b.  No codeword of length r -d  can end this way as 
r -d<~t  and cl . . .ct  is not in the code as it is a prefix of  Cl ...c,.. For the codewords 
ending e l . . .c / ,  for j<<.t and j ~ b we have the codewords c/+l. . .c, . .  For a codeword 
ending cl ... ci for j = art ÷ b we have a - a; copies of c:, + i ... ctcl ... cir. Therefore, 
condition 2 is satisfied. 
As the algorithm starts with the set y,.-d, all codewords must be of length at least 
r - d. [] 
Using Theorems 7 and 16 we show that the bound re<r - f  is tight. 
Theorem 17. Suppose cl . . . c ,  is a non-cyclic string whose largest overlap has 
length f .  Then cl . . .cr  is a synchronizin 9 codeword o f  some Huf fman code whose 
shortest codeword has length m = r - f - 1. 
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ProoL Let C be the code generated using Algorithm 1 when ct ...c,. is the string 
chosen and let d=f+ 1. By Theorem 16, C is a Huffman code whose shortest 
codeword has length m>>-r -d=r  f 1 and which has cl ...c,. as a synchronizing 
codeword. By Theorem 7, m <r - f .  Hence the shortest codeword must have length 
m =r f I .  ~I 
4. Lower bounds 
In the previous ection we provided a tight upper bound on the length of the shortest 
codeword in a Huffman code based on the largest overlap of its synchronizing code- 
word. From now on we will call this upper bound m,/,p and recall that m,/,/, = r - I - 1. 
We now consider which length m <rn~q~p can  be the shortest codeword length of a 
Huffman code when c l . . . c ,  is a synchronizing codeword. We provide some lower 
bounds on m, these bounds are derived using codes generated from Algorithm 1. It 
should be noted that these bounds are not tight, that is, there may be some code with 
a shorter codeword than these bounds. We then proceed to provide other conditions un- 
der which a code exists and give some examples not covered by our 
results. 
Firstly we review the notation used in this section. We have a string c~... c, whose 
largest overlap has length f and maximum cyclic tail has type (s , t ) .  A Huff`man code 
C is generated using Algorithm 1 with c l . . .  c,. as the selected synchronizing codeword. 
Our aim is to generate codes whose shortest codeword is length m where m<r  / 
and we select d=r-m.  Also recall that e= min{d+ 1.s+t  1}. 
We start with our lower bounds. 
Theorem 18. /~[ r - m + 1 ~<s + t 1 then there exists a codeword o f  lenqth m. 
Proof. Le td=r -m.  Wehaved+l~s+t  1. Th ismeansthate=d+l  and we arc 
using the first alternative in Algorithm l. At step 1 we get the codeword c, . . . .  c, which 
has length r - (e - 1 ) = r - d = m. By Lemma 10, this codeword does not end cl . . .  c, 
for e ~< u ~< r -  1 and hence will not be extended in step 2. Hence we have a codeword 
of length m. 
Theorem 19. f f  s+t - l<r -m+ 1 and m>-s+t -1 ,  then there exists a codeword 
(d lenqth m. 
Proof. Let r m d. We haves+t -  l<d+l  and hence e :s+t - I  and m>~e. 
First we consider the case when sO;1 and we are using the first alternative of 
Algorithm 1. We show that the codeword Cl . . .c , ,  i~,,, would not be extended in 
either step 1 or step 2. For c~ ...Cm--]U~,,, to be extended at step 1, it must be a pre- 
fix of c i . . . c ,  for some i=  1,2 . . . . .  e. It cannot be a prefix of c l...c,,, as c,, ¢ c,,. 
Therefore. it must be a prefix of c , . . .c , ,  for some i=  2,3 . . . . .  e. This implies that 
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a codeword cl . . - c /ends  Cl . . .Cm-1 for some, e<<.j<~r - 1 and e - 1 ~<rn - 1 ~<r - 1 and 
jCm - 1. By Lemma 11, this is a contradiction. Hence cl ...Cm l~m is not extended at 
step 1. 
For c l . . .Cm ~,,~ to be extended at step 2, it must end cl .. .c,, for e<<.u<~r-1. 
I f  e=m,  this implies that u=m which is clearly not true. I f  m>e then cl ...Cm-1 
must end cl . . .cu-1 ,  for e<~m- l~<r -  1 and e -  l~<u-  l~<r -  1. By Lemma 11, this 
is a contradiction. Hence, Cl ...Cm-~b~m is not extended at step 2. Therefore, there is 
a codeword o f  length m. 
Secondly we consider the case when s = 1 and we are using the second alternative 
o f  Algor i thm 1. By assumption m ~> s 4. t - 1 and s = 1 so we have m i> t. Furthermore, 
as s= 1 we know that Ct+l . . . c , . -1  is an overlap of  length f=(a -1 ) t+b-1 .  By 
Theorem 7, we have r -  m < f .  Combining these and rearranging ives 
r -m>(a-  1) t+b-  1, 
at+b-  m>(a-  1) t+b-  1, 
-m>(a-  1) t+b-  1 - (a t+b) ,  
-m> - t -  1, 
m<t4.  1, 
rn ~ t. 
Hence we have m = t. In step 2 the codeword Cb+l . . .Gc l . . . c~, ,  which has length 
t = m, is added to the code. Therefore, there is a codeword o f  length m. [] 
Theorem 20. I f  s 4- t - l <r  - m 4-1 and m <s  4- t -1  and qm > s 4. t _ l then there 
exists a codeword o f  length m. 
Proof .  Let d = r - m. We have s 4. t - 1 < d 4. 1 which means that e = s 4. t - 1 and by 
assumption m < e and qm > e. 
First we consider when s ¢ 1, which means the first alternative o f  Algor i thm 1 is 
used. In step 1 a max imum of  e length m codewords will be extended. In step 2, no 
length m codewords wil l  be extended as none of  them are long enough to end c l . . .  c,, 
for u<,e<~r-  1 as e>m.  As q"  >e then there is at least one length m codeword that 
wil l  not be extended. 
Secondly we consider when s = 1, the second alternative o f  Algor i thm 1 is used. In 
steps 1 and 2, a total o f  e length m codewords are extended. As qm >e,  there is at 
least one length m codeword that wil l  not be extended. [] 
The above results imply that a synchronous code exists i f  either r - m + 1 >~ s + t - 1 
or qm <S 4" t -- 1. The fol lowing corollary to the above three theorems does not rely on 
the structure o f  the max imum cyclic tail o f  the synchronizing codeword. 
Coro l lary  21. I f  r < qm + m, then there exists a codeword o f  length m. 
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Proof. Let d = r - m. By assumption r < q"' + m. This implies that m + d < qm + m and 
hence d < q m. 
Firstly, let d + 1 > s + t - 1, then d >t- s + t - 1, hence, qm > s + t 1. Suppose m < s -~ 
t -1 ,  by Theorem 20 there is a codeword of length m. Now suppose m>s+t  - I ,  
by Theorem 19 there is a codeword of length m. 
Secondly, let s+t - l~>d+ 1, then by Theorem 18 there is a codeword of 
length m. !] 
This corollary covers most of the practical cases. If either q ~> 2 and m/> 3, or q >~ 3 
and m ~>2 then r must be at least length l l  for the codeword not to be synchronizing, 
if it satisfies the upper bound. If r ~> 1 1, the synchronizing codeword will be transmitted 
so infrequently that it would make little difference to the code. 
The following two results cover some of the cases excluded above. The first result 
shows that if the 'early part' of the synchronizing codeword does not contain all of 
the strings of length m, then the shortest codeword has length m. 
Theorem 22. Suppose s+t -  l <r -m+ l and qm<~s+t-1 .  I f  c i~ . . . c i  ...... for 
i = 0, 1 . . . . .  e -  1, do not make all o.1 the possible strings o /  length m, then there 
exists a codeword q f  length m. 
Proof. Let d=r -m.  We have s+t  l<d+l  and hence e -s+t - l .  Furthermore 
as q>l ,  we have m<qm<e.  No length m codewords will be extended in step 2 of 
the first alternative of Algorithm 1, as m<e so none of them can end c~ ...c,, tbr 
e<~u<~r- 1. At all the other steps a codeword is extended only if it is of the form 
ci ... c/~,,, I, for i = 1,2 . . . . .  e. Hence if there is some length m string not of this form, 
then there is a length m codeword. E 
The final results show that if the synchronizing codeword is made up of only a proper 
subset of the alphabet, then it is always possible to have a shortest codeword of 
length m. 
Theorem 23. Suppose there exists some a EA such that ci ~ a jo t  all i 1,2 . . . . .  r. 
Then there is a codeword o f  length m. 
Proof. The codeword consisting of m copies of a would not be extended at any step 
of Algorithm 1. Hence, there is a codeword of length m. 
Table 1 summarises the above results. 
In the following example, two codes are given that fit into the 'other case' category 
in Table 1. These codes are ones that satisfy f<r -m and have maximum cyclic tail 
of type (s, t) where r - m + 1 >s  + t - I and qm ~<S + t -- 1, but are not covered by any 
of the bounds in this section. The first case is an example where our algorithm does 
not generate a code with the required shortest codeword length, but a code with that 
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Table 1 
Summary of  results 
Largest overlap Max imum cyclic tail Conditions on the existence 
has length f has type (s , t )  o f  a synchronous code 
f>~r -  m any values No codes exist 
r -m+l<~s+t -1  
f < r - m or Code exists 
q" '>s+t -  1 
r -m+l>s+t - I  Theorem 22 
f < r - m and Theorem 23 
qm ~<s + t - 1 Other cases 
shortest codeword length can be found. The second is a case where it is not possible 
to generate a code with the desired shortest codeword length. 
Example 4. Consider the string 100 as the synchronizing codeword of a code that has 
m = 1. Algorithm 1 would generate the binary code comprising of  00, 01, 11, 100 and 
101, which does not have a codeword of  length 1. However, a code exists that has 
the codewords 0, 11, 100 and 101 that has 100 as a synchronizing codeword and has 
a shortest codeword of  length 1. 
Now consider the string 101 as synchronizing codeword and let m = 1. If 0 is a code- 
word in a binary code then 101 0 101 contains a copy of  101 and hence, 101 cannot 
be a synchronizing codeword when 0 is a codeword. Clearly, 1 cannot be the shortest 
codeword. Hence, 101 can never be a synchronizing codeword of a Huffman code, 
whose shortest codeword has length 1. 
5. Further properties of the code 
By choosing a synchronizing codeword with the properties pecified in Theorem 7, 
we are forced by the structure of  the code, to take certain other codewords. We call 
these codewords, forced codewords. The following two results are generalisations of
results of  Escott and Perkins [5] for the binary Huffman code with r = m + 1. 
Theorem 24. Suppose r<2m,  then there are qi forced codewords for every length 
m+d +i, for l <<.i<<.2m-r-1. 
Proof. Let d=r-m.  From Lemma 2, no codeword can end cl...Ci for d<j<r .  
By assumption o codeword may be shorter than m. Hence, at length m there are 
q" distinct possible words. Specifically there are qi words ending in cl ...Cm-i, for 
every i in the range 1 ~< i ~< m - (d + 1 ). Suppose any two of these endings are not dis- 
tinct, then for some word xl ...Xm we have xl ...X/Cl...Cm-j and x~ ...xicl ...Cm j for 
some i, j such that 1 ~< i < j  ~< m - (d + 1 ). Hence, Ci+k-i = c~ for k = 1 . . . . .  (m - j ) ,  but 
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m j />d + 1. Thus there is an overlap of  at least d + 1 in the synchronizing codeword. 
which, by Theorem 7, is a contradiction. Therefore, the q~ words ending in c~...  c,,, i 
are distinct. These words are not allowable codewords as they contradict Lemma 2. 
Therefore they must be extended. Any word may be extended at length m or greater 
as long as it does not contradict properties of the synchronizing codeword. Therefore 
length m specifies any forced longer codewords, as words that cannot be codewords 
of  length m must be extended. Words that cannot be codcwords of any length greater 
than m could be truncated at length m so they do not force any codewords. We have 
q~ words ending in ct . . . c , , - i  each of which needs to be extended to end in ('i . . .c , .  
These words cannot be extended further as they would contradict properties of the 
synchronizing codeword. Hence each word must be extended by d + i symbols. There- 
fore, there are q~ forced codewords of length m + d + i r - - i ,  for every i in the range 
1 ~ i <~ m - (d + 1 ) = 2m - r - 1. The forced codeword of  length r is the synchronizing 
codeword cl ...c,.. [] 
Corol lary 25. Every Jorced word in a q-ary Htt~)nan code is also a synchroni=in,q 
codeword. 
Proof. Forced words end in cl ...c,., where c] . . .c , ,  is the synchronizing codeword of 
the code. Hence they are trivially synchronizing codewords. U~ 
The forced codewords of length r ÷ i are simply thc synchronizing codeword cE... c, 
prefixed by every q-ary tuple of length i. 
Theorem 24 also gives some restrictions on which length vectors can realise Huflman 
codes with a shortest codeword of length m > 1 and a synchronizing codeword of length 
r <2m. 
Corol lary 26. Let (hi . . . . .  n+~t) be the length vector o /a  Huftman (+ode. Let m he the 
length g f  the shortest codeword and M be the length o)C the longest. I f  M <2m - 1. 
then any HuOman code satisfyimd the length vector does not contain a syn('hroni;in~l 
codeword. 
This tells us that if the length vector has minimum length m and maximum length 
2m 2 or less, then there can never be a synchronizing codeword in the code, that is 
a synchronous code satisfying the length vector will never exist. 
6. Examples 
In this section we give some examples of Huffman codes with a synchronizing code- 
word of  length r and a shortest codeword of  length m. We identify all synchronizing 
codewords by an asterisk. The first example we discuss is the binary Huff'man code 
for the English alphabet. We take as our alphabet he letters a, . . . , z  with the same 
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Table 2 
Huffman code for the English alphabet 
Letter Probability Codeword 
e 0.1277 110 
t 0.0855 l l l  
o 0.0804 0110 * 
a 0.0778 0000 
n 0.0686 0010 
i 0.0667 0100 
r 0.0651 0111 
s 0.0622 1000 
h 0.0595 1010 
d 0.0404 00110 * 
1 0.0372 10110 * 
u 0.0308 00010 
c 0.0296 00111 
m 0.0288 01010 
p 0.0223 10010 
f 0.0197 10111 
y 0.0196 000110 * 
w 0.0176 010110 * 
g 0.0174 100110 * 
b 0.0141 000111 * 
v 0.0112 010111 
k 0.0074 1001111 
j 0.0051 10011100 
x 0.0027 100111010 
z 0.0017 1001110110" 
q 0.0008 1001110111 
probability distribution as Ferguson and Rabinowitz [6]. Clearly, we have the same 
length vector (0,0,2,7,7,5,  1, 1, 1,2). From the length vector we know that the shortest 
length codeword is of size 3, therefore we would ideally like the synchronizing code- 
word to be of length 4. This we achieve. Without loss of generality, we assume that 
the synchronizing codeword starts with the zero symbol. There are only two possible 
synchronizing codewords of length 4, these are 0110 and 0111. We choose 0110 and 
use the techniques discussed in [5] to obtain a 'good' code. 
Our code has one synchronizing codeword of length 4, two of length 5, four of 
length 6 and one of length 10. From Table 2, it can be seen that synchronizing 
codewords occur with probability 0.2284. We would therefore expect a synchroniz- 
ing codeword every 1/(0.2284)= 4.378 letters, that is within every five letters. This is 
significantly better than Ferguson and Rabinowitz [6] who expected a synchronizing 
codeword approximately every 21 letters. 
Ferguson and Rabinowitz [6] also gave the length vector (0,0,2,9,3,3,5, 1, 1,2) for 
the Spanish alphabet. We use this length vector to give us the codeword lengths for 
a binary Huffman code. In [6] they did not actually give a code for the alphabet, but 
they gave a theorem which guarantees a synchronizing codeword of length eight. They 
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Table 3 
Huffman code for the Spanish alphabel 
Codeword Codeword 
000 10101 
011 001001 * 
lOOI 101001 * 
0011 OlO000 
0101 0010000 
1000 0010001 
I011 0100011 
1100 1010000 
1101 1010001 
1110 01000101 
1111 010001001 *
01001 * 0100010000 
00101 0100010001 
use the codeword (1061). Our code has shortest synchronizing codeword of length 5, 
two synchronizing codewords of length 6 and one of length 9 - -  clearly an improve- 
ment. We would have again liked to find a synchronizing codeword of length 4 but it 
is was not possible because of the number of codewords of length 4 that need to be 
taken. There are not enough words available at that length which would not contradict 
a length four synchronizing codeword. 
Capocelli et al. [2] discuss suboptimal synchronous codes for arbitrary code alpha- 
bets. They give an example of the Italian alphabet over the ternary alphabet. Clearly 
we cannot hope to obtain synchronization properties that are as good as their code 
as we have no added redundancy. However we think it is worthwhile contrasting the 
two codes. The average length of their codewords is 2.673 symbols whereas for the 
Huff`man code the average length is 2.559. For the Huff`man code we have length vector 
(0, 5, 10,6) (Tables 3 and 4). We can have no synchronizing codewords of length 2 as 
this is the length of the shortest codeword. However our code has 8 out of 10 possible 
words of length 3 as synchronizing codewords and all 6 of the length 4 codewords 
are synchronizing. Capocelli et al. [2] have 18 synchronizing codewords. They claim 
that their code synchronizes on average within 1.28 codewords [2] whereas our code 
is expected to synchronize very 2.2 codewords. 
7. Conclusion 
In this paper, properties of the synchronizing codewords of q-ary Huffman codes 
have been presented. A tight upper bound and some lower bounds were given on 
the length of the shortest codeword in a Huff`man code with a synchronizing codeword 
c~... c,.. Further properties of synchronous Huffman codes were then discussed including 
showing that under certain conditions there are multiple synchronizing codewords in the 
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Table 4 
Huffman code for the Italian alphabet 
Letter Probability Codeword 
e 0.126 10 
i 0.116 11 
a 0.103 12 
o 0.087 00 
r 0.067 22 
n 0.066 010 * 
1 0.066 011 * 
t 0.061 012 * 
s 0.061 022 * 
c 0.043 200 * 
d 0.038 210 * 
p 0.032 211 * 
u 0.030 212 * 
m 0.026 020 
g 0.020 202 
v 0.015 0210 * 
h 0.011 0211 * 
b 0.009 0212 * 
z 0.009 2010 * 
f 0.008 2011 * 
q 0.006 2012 * 
code.  Th is  leads  onto  some res t r i c t ions  on  the poss ib le  length  vectors  that  can  rea l i se  
synchronous  Huf fman codes .  F ina l ly ,  examples  o f  codes  wh ich  are improvements  on  
codes  a l ready  in the  l i terature were  presented .  
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