Crossover is an important genetic operation that helps in random recombination of structured information to locate new points in the search space, in order to achieve a good solution to an optimization problem. The conventional crossover operation when applied on a pair of binary strings will usually not retain the total number of 1's in the offsprings to be the same as that of their parents. But there are many optimization problems which require such a constraint. In this article, we propose a new crossover technique called, "self-crossover", which satisfies this constraint as well as retains the stochastic and evolutionary characteristics of genetic algorithms. We have also shown that this new operator serves the combined role of crossover and mutation. We have proved that self-crossover can generate any permutation of a given string. As an illustration, the effectiveness of this new operator has been demonstrated in solving the traveling salesman problem (TSP) using GA. This new technique is best suited for path representation of tours and performs better for TSP with large number of cities. Performance of the proposed scheme is compared with that of ordered crossover (OC) scheme.
Introduction
The TSP, a well-known NP-hard problem, can be easily stated as follows : A traveling salesman must visit every city in his territory exactly once and then return to the starting point. An itinerary has to be found such that the total distance traversed in the tour is minimum. Mathematically, given a sequence of cities c 1 During the last decades, several algorithms emerged like nearest neighbor, greedy algorithm, minimum spanning tree [4] to approximate the optimal solutions for problems. Another group of algorithms (like 2-opt algorithm, LinKernighan algorithm) aims at a local optimization -an improvement of a tour by local perturbations. But none of the heuristics is well suited for large TSPs ( i.e. TSP with large number of cities).
Genetic algorithms (GAs) are probabilistic heuristic search processes based on natural genetic system. They are capable of solving a wide range of complex optimization problems using three simple genetic operations (selection/ reproduction, crossover and mutation) on coded solutions (strings/ chromosomes) for the parameter set, not the parameters themselves, in an iterative fashion. There are several interesting features which made GA very popular. GAs consider several points in the search space simultaneously, which reduces the chance of convergence to a local optima. GAs use only the payoff or penalty function (objective function) called, the fitness function and do not need any other auxiliary information.
Eventually, TSP also became a target for GA applications. TSP tours can have various representations. Some of them are 1) adjacency 2) ordinal 3) path and 4) binary matrix representations. Based on different representations and choices of genetic operators several GA-based algorithms have already been reported [2, 3] .
In this note we propose a new genetic operator, called self-crossover (SC). This operator is capable of randomly permuting the entries of a GA chromosome. If the chromosome is a binary string, in absence of mutation, this operator is able to retain the number of 1's in the string same, before and after the selfcrossover operation. So, this operator can be successfully applied to a group of problems like selection of a fixed number of features, selection of a fixed number of prototypes for designing a nearest neighbor (NN) classifier where the constraint on total number of 1's in the chromosome string is very important. We have shown that self-crossover can produce any arbitrary string from any arbitrary starting chromosome. Hence self-crossover alone (i.e.without mutation ) is sufficient for GA to be applicable to TSP and some other problems [7] .
Review of GAs for TSP
In our investigation, we use the path representation of tours. In path representation, a tour 5 − 1 − 7 − 8 − 9 − 4 − 6 − 2 − 3 is represented simply as (5 1 7 8 9 4 6 2 3).
There are several crossover techniques applicable to path representation. Order crossover (OC) of Davis [5] , builds offspring by choosing a subsequence of a tour from one parent and preserving the relative order of cities from the other parent.
Recently a non-vector representation scheme for TSP has been evolved [1] . In this scheme, tours are represented by a binary matrix M. Matrix element m ij contains a 1 if and only if the tour goes from city i directly to city j. This means that there is only one non-zero entry for each row and each column in the matrix. This representation avoids the problem of specifying the starting city. However, not every matrix with these constraints would represent a single valid tour.
Homaifar and Guan [1] proposed a new crossover technique based on matrix representation, called matrix crossover (MC). MC exchange all entries of the two parent matrices after a crossover point (which represents a column number of matrices). An additional "repair algorithm" is run to ensure that each row and each column has precisely single 1; and to cut and connect sub-tours to produce a single legal tour. The first step of the"repair algorithm" moves some 1's in the matrix to satisfy the row and column constraints. The cut and connect phase takes into account the existing edges in the original parents, preserving as many of the existing edges from the parents as possible. Homaifar and Guan [1] incorporated inversion operator to bring the effect of mutation in the GA. Inversion operation needs the path representation of the tours and selects an arbitrary subsequence of cities from the parent tour. The order of this subsequence of cities is reversed producing a new tour.
Though it is true that the order of cities (not the positions of the cities) are important for tours, matrix crossover using matrix representation is not an elegant way to evolve new tours. For mending the illegal tours some repair algorithms are needed. Effectively, efficiency of those repair algorithms will determine the efficiency of GA-based heuristic algorithm for solving TSP.
MC alone is not able to evolve each and every corner of the total tour space. So some additional operators are needed to blend the flavor of mutation with it. In [1] authors considered inversion to play this role. For that they need to switch over to path representation from matrix representation and vice versa.
Self-Crossover(SC): A New Genetic Operator
Unlike Conventional crossover mechanism, self-crossover mechanism alters the genetic information within a single potential string selected randomly from the mating pool to produce an offspring. This is done in such a manner that the stochastic and evolutionary characteristics of GAs are preserved.
Let S = 00010010011001011011 be a string of length 20 selected from the mating pool. For self-crossover, first we select a random position p (0 < p < L) and generate two substrings s 1 and s 2 : s 1 = bits 1 through p of S and s 2 = bits p + 1 through L of S. Now we select two random positions
. Then four substrings are generated as follows :
Using operations similar to crossover we generate S 1 = s 11 | s 22 and S 2 = s 21 | s 12 .
Finally, the self-crossovered offspring of S is generated as
It is easy to see that number of 1's in S and S 1 is the same. We now explain it with the example string S of length 20.
S = 00010010011001011011
A random position, p = 9, is selected for splitting the string into two substrings (s 1 , s 2 ) as follows : s 1 = 000100100 and s 2 
s, the offspring generated through self-crossover will resemble its parent because of the underlying constraint on the total number of 1's in the string. It is also clear that if we do not start GA with a all '1' or all '0' string, GA with self-crossover technique, will never generate such strings as offsprings. So, self-crossover will generate new offsprings as iterations go on.
We can see very well that mutation is not effective in producing such constrained offsprings. But self-crossover can regenerate any lost genetic information. So we may not need mutation when we use the new technique in constrained GA applications.
Next we show through a Lemma that self-crossover (without mutation) can generate any target string.
Lemma : Given a string of symbols, self-crossover operations can generate any arbitrary permutation of the symbols. [7] Proof : We can represent any arbitrary string P by P = S 1 | S 2 | S 3 | S 4 where S i represents a subsequence of symbols. S i can be empty sequence as well. Now if we are able to prove that a parent string P = S 1 | S 2 | S 3 | S 4 can produce an offspring O = S 1 | S 3 | S 2 | S 4 using a finite number of selfcrossover operations, then we can iterate the process to cook up a sequence of self-crossover operations to reach any target offspring.
The position for splitting P is chosen such that two subsequence s 1 and s 2 are formed as s 1 = S 1 | S 2 and s 2 = S 3 | S 4 . Now two random positions for s 1 and s 2 are selected such that after splitting of s 1 and s 2 at these two positions we get s 11 = S 1 , s 12 = S 2 , s 21 = S 3 , and s 22 = S 4 . So the resultant child is obtained as
We apply once more the self-crossover operation on intermediate child P 1 . Now the random position for splitting P 1 is chosen such that
Again we select two random positions for s 1 and s 2 such that after splitting of s 1 and s 2 at these two positions we get s 11 = S 1 , s 12 = S 4 , s 21 = S 3 | S 2 , and s 22 = empty sequence. The offspring now becomes O = S 1 | S 3 | S 2 | S 4 which is nothing but what we wanted to produce. Since S 1 could be a null string, so any symbol from the parent string can be brought at the beginning of the offspring through substring S 3 by two successive self-crossover operations. The lemma also ensures that any substring consisting of symbols starting from the beginning of a parent string can be preserved in the child through substring S 1 . Hence, any target permutation can be grown from the left side. Proceeding this way in the terminal phase of the process S 2 and S 4 will be empty; S 1 will contain the entire target substring except the last symbol which will be in S 3 .
Note that, the lemma does not say that there is no more need for mutation in GA with self-crossover technique. It simply says that for combinatorial problems like TSP, use of self-crossover without mutation can generate all possible valid solution strings. For problems like feature selection [7] , data editing for NN classifier where we want to select the best subset of features or data points of a prefixed cardinality, self-crossover without mutation is sufficient. In fact, conventional mutation for such problems may produce invalid solutions, i.e., it may generate a substring of arbitrary cardinality, not equal to the prefixed cardinality.
At the first sight, it might appear that self-crossover is nothing but a parallel random search, but this is not the case because of two reasons. Self-crossover is done only on a randomly selected subset of strings and self-crossover does not alter the substring s 11 . It exchanges, only s 22 and s 12 . Consequently, the evolutionary characteristics of GA are preserved. The similarity between the parents and offsprings will be more if we take p 1 = p 2 = p (say) = a random number selected between 1 and Min (p, L − p) ; i.e., 0 < p 1 
Here, the bits in positions 0 through p and in positions p + 1 through L − p will remain unaltered. Consequently, the evolution pressure will be high.
TSP with Self-Crossover(SC)
It is seen that the SC operator plays the combined role of conventional crossover and mutation. So, we are getting two-in-one effect with the help of this operator. Because of the simplicity of this operator, our algorithm becomes fast. Here we use path representation of tours. Since the SC operator can generate any permutation of a given string, as already discussed, given a valid tour, it will generate only valid tours. Now we describe the algorithm for solving TSP. The objective here is to minimize the total cost of a tour, TC(tour). To convert it to a maximization problem, we take the fitness function f (tour) = − TC(tour).
1. Start with the population of initial valid tours( a set of integer strings/ chromosomes). 2. Evaluate fitness of every tour in the current population. 3. Generate new mating pool .
4. Each tour of the current population is self-crossovered and copied to the new population. 5. Repetition of steps 2 through 4 until the system ceases to improve or some stopping criterion is reached.
Results and Discussion
The results obtained for TSPs of different sizes are depicted in table I. For each problem we synthetically generated a cost matrix with known cost for the optimum tour. The initial population is generated randomly, consisting of only valid tours. We adopted partially disruptive selection strategy i.e., at each iteration we kept few best candidates and chose the rest of the population randomly. From table I we found that GA equipped with SC can determine exact optimum solution for TSPs of sizes 10 and 20 within few generations. For TSP with 30 cities, our scheme can find a solution within 3% of the optimum solution.
Note that, in table I we used different population sizes for different problems of different sizes. For TSP the population size should be chosen carefully, it should be dependent on the size of TSP; larger the size of TSP, larger should be the population size. SC(Self-crossover) operation does not involve any comparison operation which is an explosive cpu operation. It needs to choose 3 random numbers and a few string copy and string concatenation operations. But OC(Ordered-crossover) operation needs 2 string comparisons per iteration. String comparison operation cost is once again proportional to the string length. Unlike SC, number of OC operations per iteration is proportional to the square of the population size since OC involves a pair of strings (Number of all possible pairs =n * (n−1)/2 where n represents the population size). As a result the time complexity for GA with OC is much more than GA with SC. The time complexity for GA with OC increases even more prominently for higher number of cities, compared to GA with SC. As an illustration, OC needs 17 minutes for 5000 iterations for 20 cities, whereas SC requires only 50 seconds for 5000 iterations for same problem.
Conclusions
There is a class of optimization problem which require the number of '1's in the strings to be constant. Conventional crossover / mutation does not guarantee this. We have introduced a new crossover operation named self-crossover which preserve this constraint. GA with SC has been successfully used for selection of a fixed number of good features for pattern recognition [7] . Here GA with SC is used for study the TSP. SC has some distinct advantages over other GA based approaches for TSP. For example SC produces only legal tours and prevents generation of duplicate tours. Moreover, this new operator plays the combined role of mutation and as well as conventional crossover operator. GA with SC is found to be quite successful for TSP of moderate size. However experiments with problems of much bigger sizes are needed to make finer conclusion.
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