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Abstract 
In this paper, an ensemble of radial basis function neural networks (RBFNs) optimized by differential evolution (DE) (DE-
RBFNs) is presented for identification of epileptic seizure by analyzing the electroencephalography (EEG) signal. The ensemble 
is based on the bagging approach and the base learner is DE-RBFNs. The EEGs are decomposed with wavelet transform into 
different sub-bands and some statistical information is extracted from the wavelet coefficients to supply as the input to ensemble 
of DE-RBFNs. A benchmark publicly available dataset is used to evaluate the proposed method. The classification results 
confirm that the proposed ensemble of DE-RBFNs has greater potentiality to identify the epileptic disorders. 
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1. Introduction 
The EEG signal is usually used for the purpose of recording the electrical activities of the brain signal that 
typically arises in the human brain1. An EEG signal is a measurement of currents that flow during synaptic 
excitations of the dendrites of many pyramidal neurons in the cerebral cortex. During the activation of brain cells, 
the synaptic currents are produced within the dendrites. As a result of which these currents generates a magnetic 
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field measurable by electromyogram (EMG) machines and a secondary electrical field over the scalp measurable by 
EEG systems2. 
The recording of the electrical activity is basically done by placing electrodes on the scalp, which measures the 
voltage fluctuations in the brain3. The neurons in the brain are the source of electric charge, so they exchange ions 
with the extracellular milieu. Ions of same charge repel each other and in this way they are pushed out of the 
neurons when a number of ions are pushed out at the same time they push each other and form a way this is called 
as volume conduction3. When this wave reaches the electrode they push or pull the ions on the surface of the 
electrode which create potential difference and this voltage difference recorded over time gives EEG signals4. There 
are certain unwanted signals that are generated during the EEG signal recorded over the time that are called 
artifacts. These artifacts are later pre-processed as they create noise. Different types of feature reduction techniques 
are used to remove these artifacts24,40. 
Epilepsy is a critical neurological disease stemming from temporary abnormal discharges of the brain electrical 
activity, leading to uncontrollable movements and trembling. About 1% of the world population suffers from 
epilepsy17. Therefore, the diagnosis of epilepsy allows the choice of medicine or surgical treatment5. Since the EEG 
records show the brain electrical activities, they can provide valuable insight into disorders of the brain activity. In 
this context, the EEG recordings measured in seizure-free intervals from the epilepsy patients are considered as 
important components for the diagnosis or prediction process6,7,14. Although the occurrence of epileptic seizures 
seems unpredictable9, more efforts are focused on the development of computational models for automatic detection 
of epileptic discharges, which then can be used to predict the onset of seizure7. 
Over decades neural networks (NNs) have been widely used in many biomedical signal analysis because they 
model the signal very efficiently and make a decision to classify the signal6,10,13,15. Therefore, they provide an 
important support for the medical diagnostic decision process. In a classification system with NN, first step is 
related to the feature extraction from the raw data with minimal loss of potential information by using different 
methods such as frequency domain features, time-frequency features, wavelet transform (WT), leading to the 
extracted feature vectors7,8. In the second step, some statistics over the vectors are used to reduce the dimensionality 
of these vectors. Final step is to apply the feature vectors as inputs to NNs12. Both the architecture of the NN and the 
training algorithm play key roles to obtain satisfactory results from NNs14. Over the years NN models with different 
architectures have been used such as multilayer perceptron neural network (MLPNN)17,39, adaptive neuro-fuzzy 
inference system (ANFIS)18, radial basis function neural network15, and recurrent neural network (RNN)16.  
The trend of identifying a single best  model was popular long back ago, whether the model is based on machine 
learning28,30 or statistics that is more accurate for a given medical decision application22,27. However, this reliance on 
a single model may be ill-advised. The studies of ensemble of predictors have realized that the accuracy of single 
best model can be improved by reducing the generalization error of a single model between 5~70%9,20,21. There are 
three major strategies can be adopted for forming ensembles of learners. The easiest one is the cross-validation 
neural networks ensemble, where all members of ensemble are learnt with the same training sample35. The second 
and third approaches rely on perturbed training set to ensemble learners. In other words, the base learners are 
learning from different variants of the original training data. In bagging, a unique training set from the original data 
is created by sampling with replacement over a uniform probability distribution to train each base learner20,23. The 
approach boosting is based on re-sampling, but unlike bagging, sampling over a probability distribution dependents 
on the misclassification rate for each sample23. Boosting is an iterative algorithm. As it progresses, the composition 
of the training instances becomes largely dominated by hard-to-classify samples23. On the other hand, stacking is 
combining base learners built by different learning algorithms. It has limited usage as because it is difficult to 
analyze theoretically. By considering all, one of the primaries concerned of this paper is to design a simple, 
unbiased, and efficient classifier for epileptic seizure detection to aid medical practitioner. Our method is based on 
bagging. The individual learner is evolved radial basis function neural networks using differential evolution (DE-
RBFNs)32. Radial basis function networks (RBFNs)26 have been studied in many disciplines including EEG signal 
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analysis15. Radial basis function networks have attracted the attention of many researchers because of its: (i) 
universal approximation29, (ii) compact topology31, and (iii) faster learning speed28. 
The rest of the paper is set out as follows. The discrete wavelet transforms and the method of extracting features 
is discussed in Section 2. Our approach of ensemble of classifiers is discussed in Section 3. Experimental design 
and results are analyzed in Sections 4. Conclusions are drawn at Section 5.  
2. Discrete wavelet transform and extracted features 
Discrete wavelet transform (DWT) signal is very much similar to sub-band coding and pyramidal coding or 
multi-resolution analysis25. The DWT uses multi- s 
and reconstruction of signals19. It includes iteration of filters with rescaling. The transform involves successive low 
pass and high pass filtering of the discrete time-domain signal. The resolution of the signal (that is a measure of the 
amount of detail information in the signal) is determined by the filtering, and the scale is determined by up and 
down sampling25. This was called the Mallat algorithm or Mallat-tree decomposition. This algorithm includes 
decomposition of a signal into the approximations and details. It converts an input signal into one high-pass wavelet 
coefficient series and one low-pass wavelet coefficient series (of length reduced to half). The procedure of 
decomposition of a signal by DWT, where filters H[n] and L[n] correspond to high-pass and low-pass filters, 
respectively10 can be illustrated through a dendrogram like tree structure. In level-1, the signal is fed simultaneously 
through H[n] and L[n] filters with the cut-off frequency being the ¼th of the sampling frequency. The outputs of 
L[n] and H[n] filters corresponds to detail (D1) and approximation (A1) coefficients of the level-1, respectively. 
The second level coefficients can be obtained by applying this multi-resolution procedure to first level. At each 
level of decomposition, through filtering and down sampling, the frequency resolution is doubled and the time 
resolution is halved. The frequency content of the original signal can be represented by the coefficients A1, D1, A2, 
and D2 fS/4, fS fS fS/8, and fS fS/4, respectively, where fS is the sampling frequency 
of the original signal. The process of multi-resolution decomposition helps to capture and localize transient events 
in both time and frequency domain. 
It is to be noted that the selection of the appropriate wavelet function and the number of decomposition levels are 
very important in the process of multi-resolution decomposition. One of the solutions of deciding the number of 
decomposition levels is the dominant frequency components of the signal. In this work, the number of 
9,39 too. Generally, tests are performed 
with different types of wavelet function and the one which gives maximum efficiency is selected for the particular 
application. Further, Daubechies wavelet of order 4 (db4) is selected, because its smoothing feature can suitable for 
detecting changes of the EEGs, as proven in other work9. 
Table 1. Frequency bands with four-level DWT decomposition of EEG signals 
Sub-Signal/Decomposition Level Frequency Band (Hz) 
D1/1 43.4 86.8 
D2/2 21.7 43.4 
D3/3 10.8 21.7 
D4/4 5.4 10.8 
A4/4 0 5.4 
 
The frequency bands corresponding to 4-level DWT decomposition with selected coefficients of the EEG signal 
are illustrated in Table 1. An EEG signal is decomposed into four detail sub-signals D1 D4 and one final 
approximation sub-signal A4. The sub-signals D1, D2, D3, D4, and A4 corresponds to levels 1, 2, 3, 4, and 4, 
respectively. Further, each sub-signal corresponds to different frequency bands.  
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From these coefficients the following important features can be extracted: i) maximum of wavelet coefficient in 
each sub band, ii) minimum of wavelet coefficient in each sub band, iii) mean of wavelet coefficient in each sub 
band, and iv) standard deviation of wavelet coefficient in each sub band. 
Figure 1 shows the discrete wavelet transform of a sample EEG signal using DB2 and decomposed up to level 4. 
 
Fig. 1. Discrete wavelet transforms of a sample EEG signal using DB2 and decomposed up to level 4 
3. Our method 
The proposed method of identifying epileptic seizure is developed by combining the components like: i) EEG 
signal decomposition using DWT (c.f., Subsection 2), ii) Feature extraction (c.f., Subsection 2), iii) Bagging: Base 
learner is DE evolved RBFN.  
As first two components have already been introduced in Subsection 2, therefore, the central focus of this section 
is on discussion of third component. However, it is also important to discuss, where the newness of this paper can fit 
in the general framework of the EEG signal analysis. Figure 2 discuss the general framework for EEG signal 
analysis, especially to identify the epileptic seizure.  
 
Fig. 2. Process of EEG Signal Analysis 
In addition, the framework also introduces the feedback path for classification to feature extraction, the reason is 
that if the extracted features are not significantly contributing towards the accuracy of the model then either it needs 
addition or removal of some features. Let us discuss DE-RBFNs, the core part of the ensembler.  
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approximate arbitrarily well any multivariate continuous function on a compact domain if a sufficient number of 
 (k) chosen, need not equal to the 
number of training patterns (n). In general it is better to have k much less than n i.e., k << n. Besides the gain in 
computational complexity, the reduction in the number of kernels is beneficial for the generalization capability of 
the resulting model 
In RBFNs, other extensions are possible e.g., adapting centers, weighted norms, devising learning rules, and 
network with novel and different types of basis functions and multiple scales. A variety of learning procedure for 
RBFNs has been developed32. It is normally divided into two phases: 1) the adjustment of the connection weight 
vector; and 2) the modification of parameter of RBF units such as center and spreads38. In this paper, we have 
adopted our prior work33, which was focus on two aspects such as devising a new kernel with a suitable 
modification of existing one and determination of hidden centers, along with spreads by differential evolution. The 
motivation of using differential evolution (DE)33,34 over other evolutionary algorithms (EAs) such as genetic 
algorithms (GAs)35 is that in DE string encoding are typically represented as real valued vectors, and the 
perturbation of solution vectors is based on the scaled difference of two randomly selected individuals of the current 
population. Unlike GA, the resulting step size and orientation during the perturbation process automatically adopt to 
the fitness function landscape. 
3.1 Modified kernels 
A RBF network with k hidden units and single node in output layer can be expressed as in equation (1): 
k
i i
i
i
cx
wwx
1
2
2
0 exp.)(
,                             (1) 
i.e., RRx d:)( , where iw , 0w , and ic  are the connection weights, bias connection weight, centers, 
respectively and x is the input vector  to RBF network respectively. The Gaussian kernel is local in the sense that
0)(lim i
x
cxf , i.e., changing parameters of one neuron has a small effect for input values that are far away 
from the centers of that neuron (i.e., such type of case may be arise in the case of noise sample). The algorithm 
based on centers (i.e., mean vector) is very sensitive to outliers as because an object with an extremely large value 
may substantially distort the distribution of data. Therefore, to distinguish such sensitivity, we consider a data object 
which is nearest neighbor (nn) to mean vector (i.e., mean vector may not be a data object). Hence, the new modified 
kernel is: 
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3.2 Learning procedure 
As mentioned there are two phases within the learning procedure [40]. In phase one differential evolution is 
employed to reveal the centers and spread of the RBFNS. Although centers, spread and weights can be evolved 
using DE, but here we restrict ourselves with evolving only centers and spreads. This ensures efficient 
representation of an individual of DE. If we encode all the parameters such as centers, spread and weights into a 
individual chromosome, the chromosome length is too long and the search space becomes too large, which results in 
a very slow convergence rate. Since the performance of the RBFNs mainly depends on medoid and spread of the 
kernel, we just encode the medoids and spread into an individual chromosome for   stochastic search. 
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Suppose the maximum numbers of kernels are set to maxK , then the structure of the individual is represented as 
follows: 
 
  
 
    
 
 
   b 
 
Center 
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bias 
Fig. 3.  Structure of the individual 
In other words each individual has three constituent parts such as center, spread, and bias. The length of an 
individual is 2 maxK +1. The fitness function which is used to guide the search process is defined in equation (3).    
N
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where N is the total number of training sample, tj is the actual output of jth sample and )( jx is the estimated output 
of DE-RBFNs. Once the centers and spreads are fixed, the task of determining weights in second phase of learning 
reduces to solving a simple linear system. In this work the pseudo inverse method is adopted to find out a set of 
optimal weights. Figure 4 illustrate the two phase learning procedure adopted in this work.  
 
Fig. 4. Two phase learning scheme 
The algorithmic framework of DE-RBFN is described as follows: 
Initially, a set of np individuals (i.e., np is the size of the population) pertaining to networks medoids, spreads, and 
bias is initialized randomly, the individuals have the form:  
,  , 
where 12 maxKd  and t is the iteration number. 
In each iteration, e.g., iteration t, for individual )(tix undergoes mutation, crossover, and selection as follows: 
Mutation: For vector )(t
ix a perturbed vector 
)1(t
iV called donor vector is generated according to equation (4). 
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where mf is the mutation factor, lies in the interval (0,2], the indices r1, r2, and r3 are selected randomly  from 
np}, such that irrr 321 . 
Crossover: The trial vector )1()1(2
)1(
1
)1( ,...,, tid
t
i
t
i
t
i uuuu is generated as given in the equation (5).   
                                             
1m 2m maxKm 1 2 3 maxK
1 2, ,...,
t t t t
i i i idx x x x 1,2,..., pi n
1
1
(1,2,..., )
(1,2,..., )
t
ij rt
ij t
ij r
v if rand c or i rand d
u
x if rand c and i rand d
(5) 
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where j=1,..d, rand is random number generated in the range (0,1),  cr is  the user specified crossover constant from 
d d].  
The random index is used to ensure that the trial vector differs by, at least one element from )(tix . The resultant 
trial (child) vector replaces its parent if it has higher accuracy (a form of selection), otherwise the parent survives 
unchanged into the next iteration of the algorithm.  Finally, we use selection operation and obtain the target vector 
)1(t
ix as given in equation (6). 
                                                     
j d. 
After getting medoids, spread, and bias from above pseudo-code now the weights of the network are computed 
by pseudo-inverse method as described in below equation. 
,  
        
 
Pseudo-code of De-RBFNs-Bagging 
Input:  
Dataset D={(a1, c1), (a2,c2 n, cn}}, where ai i=1, 2,..,n is a vector of attributes.  
Base Classifier and Learning: DE-RBFNs. 
Number of Learning Rounds: M 
Output: H(a)=arg
M
i
ic ahcMax
1
))((1 , the value of 1(z)=1 if z is true, otherwise 0. 
Computational Steps: 
For i=1 to M 
     Di= Bootstrap(D); 
     hi= DE-RBFN(Di); 
End 
4. Experimental study 
This section describes the dataset, parameter, evaluation criteria for experimental study in addition to results and 
analysis.    
4.1. Description of dataset 
The dataset described by Andrzejak et al. in37, which is publicly available in38 was used to validate the proposed 
method. The dataset consists of five sets (denoted as A, B, C, D, and E), each containing 100 single-channel EEG 
segments of 23.6sec. duration, with sampling rate of 173.6 Hz. After visual inspection for artifacts (such as eye 
1 1
1
,
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x
x otherwise
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(6) 
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movement or muscle activity) these segments were selected and cut-out from continuous multi-channel EEG 
recordings. Segments belongs to sets A and B are taken from surface EEG recording that were carried out on five 
healthy volunteers by a standardized electrode placement scheme. Volunteers were in states like eyes open (A) and 
close (B), respectively. Similarly, from an EEG archive of pre-surgical diagnosis, sets C, D, and E are originated. 
However, in set D, segments were recorded from the epileptogenic zone, and those in set C from the hippocampal 
formation of the opposite hemisphere of the brain. While sets C and D contained only activity measured form 
seizure free intervals, set E only contained seizure activity. Based on an average common reference, all EEG signals 
were recorded with the same 128-channel amplifier system. The data were digitized at 173.61 samples/sec. using 12 
bit resolution and they have the spectral bandwidth of the acquisition system that varies from 0.5 Hz to 85 Hz. 
Figure 1 shows typical EEG segments (one from each of the five described sets). 
In this case three different classification problems are created from the above dataset in order to compare the 
performance of our method with other approaches.  
Experiment 1: The aim of this experiment is the diagnosis of epileptic seizure. Here all EEGs from the dataset 
were used and they are classified into two different classes. Sets like A, B, C, and D is included in non-seizure class 
and set E is included in the seizure class. This classification has a strong resemblance with the clinical application.  
Experiment 2: Like experiment 1, the aim of this is to identify epileptic seizure. In this case two sets are 
examined for binary classification. Set A is treated as a normal class and set E is treated as a seizure class. 
Experiment 3: The aim of this experiment is to classify samples of seizure and non-seizure excluding healthy 
with eyes closed. In this case four sets from the dataset were used, sets A, C, and D is belongs to non-seizure 
excluding healthy with eyes closed class and set E belongs to seizure class.    
        Table 2. Describes dataset of all experiments concisely 
Experiment Classes Segments Total Channels 
#1 (ABCD-E) Non-Seizure (ABCD) 400 500 
Seizure (E) 100 
#2 (A-E) Normal (A) 100 200 
 Seizure (E) 100 
#3 (ACD-E) Non-Seizure Excluding Healthy with 
Eyes Closed (ACD) 
300 400 
 Seizure (E) 100 
4.2. Evaluation criteria 
Standard performance evaluation criteria in the fields of medical expert systems include accuracy, area under the 
ROC curve, and type-I and type-II errors. For a two-class problem, most of these metrics can be easily derived from 
a 2x2 confusion matrix as that given in Table 4, where each entry (i, j) contains the number of seizure or non-
seizure samples. 
       Table 3. Confusion matrix for epileptic seizure identification problem 
  Predicted 
  Seizure Non-Seizure 
Actual Seizure a b 
Non-Seizure c d 
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Table 4. Parameters used in the experimental study 
Parameter Experiment #1 Experiment #2 Experiment #3 
Maximum Iteration 100 100 100 
Population 50 30 40 
Mutation 0.2 0.2 0.2 
Crossover 0.5 0.5 0.5 
 
In many EEG signal analysis applications often employ the accuracy as the criterion for performance evaluation. 
It represents the proportion of the correctly predicted cases (Seizure and non-seizure) on a particular dataset. 
However, empirical and theoretical evidences show that this measure is strongly biased with respect to data 
imbalance and proportions of correct and incorrect predictions. Therefore, the area under the ROC curve (AUC) has 
been suggested as an appropriate performance evaluator without regard to class distribution or misclassification 
costs. The AUC criterion for a binary problem can be defined as the arithmetic average of the mean predictions for 
each class: 
yspecificitysensitivitAUC 2
1 ,                     (7) 
where sensitivity =
)( ba
a measures the percentage of seizure applicants that have been predicted correctly, 
whereas specificity = 
)( dc
d  corresponds to the percentage of non-seizure applicants predicted as non-
seizure. 
On the other hand, the accuracy ignores the cost of different error types (non-seizure being predicted as seizure, 
or vice versa). This is the reason why it also becomes especially interesting to measure the error on each individual 
class by using the type-I and type-II errors: 
Type-I Error Type-II Error 
dc
c
 ba
b
 
Type-I error (or miss) is the rate of non-seizure cases being categorized as seizure. When this happens, the 
misclassified non-seizure cases will undergoes for necessary treatment and creates a heavy financial and health 
burden of a patient. Type-II error (or false-alarm) defines the rate of seizure applicants being predicted as non-
seizure. When this happens, the misclassified seizure cases are refused for further necessary treatment and therefore, 
the further consequence is severe for a patient. Therefore, if the medical practitioner of a medical institution is too 
generous, this will be exposed to high risk.  
4.3. Parameters 
In our experiment, every dataset is divided into two mutually exclusive parts: 2/3 is for training set and 1/3 for 
 
In addition to the tabulated parameters pertaining to DE, we have fixed 5 neurons in the hidden layer and one 
neuron in the output layer for all experiments. In the case of experiments 1, 2, and 3, our empirical evaluation 
recommends to use 5, 3, and 4 base learners respectively.    
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5. Results and analysis 
Tables 5-7 shows the confusion matrix obtained during testing of the proposed method. In the case of experiment 
1 the number of testing samples is coming round to 167 i.e.,1/3rd of total number of samples whereas it is 67 and 
133 for the case of experiment 2 and 3 respectively.    
          Table 5. Confusion Matrix of Bagging (DE-RBFN) (Experiment 1)  
  Predicted 
  ABCD E 
Actual ABCD 128 2 
E 2 35 
 
          Table 6. Confusion Matrix of Bagging (DE-RBFN) (Experiment 2)  
  Predicted 
  A E 
Actual A 33 0 
E 0 33 
 
              Table 7. Confusion Matrix of Bagging (DE-RBFN) (Experiment 3)  
  Predicted 
  ACD E 
Actual ACD 97 1 
E 0 35 
Similarly, the Type-I and Type-II errors are enumerated in Table 8. In experiment 1, 0.0541 rates of non-seizure 
cases being categorized as seizure and 0.0154 rates of seizure applicants being predicted as non-seizure. In 
experiment 2 the error rate of Type-I and Type-II is zero. However, in experiment 3 no seizure cases are 
misclassified as non-seizure but only one non-seizure case is classified as seizure case. Therefore, the medical 
practitioner of a medical institution should not be too generous; this will be exposed to high risk. 
 Table 8. Type I and II errors 
Experiment Type Error 
#1 I 0.0541 
II 0.0154 
#2 I 0.0 
II 0.0 
#3 I 0.0 
II 0.0102 
The comparative performance with other algorithms based on the criterions like specificity and sensitivity are 
presented in Table 9.   
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    Table 9. Comparative Performance based on Specificity and Sensitivity in Terms of Percentage 
 
 
 
(Note:  Sensitivity- Sen.; Specificity: Spec.) 
Further, it is to be noted from Table 9 that the overall accuracy of the proposed method is improved in the case of 
experiment 2 and 3 compared to Guo et al.39 approach, however, it is competitive in experiment 1. 
6. Conclusions 
In this work, we have developed an ensemble of differential evolution evolved RBFNs for classification 
algorithm to classify EEG signals. EEG signals were decomposed into sub-bands through the DWT. The basic 
statistics over the wavelet coefficients are extracted to use as input to the classifier. We have performed three 
different experiments to obtain the performance of the proposed ensemble in the classifications of normal and 
seizure segments, non-seizure excluding healthy with eyes closed and seizure, and non-seizure and seizure 
segments. Based on the various evaluation criteria, we have reported a promising performance. Further, the 
proposed classification algorithm showed that ensemble approach is better than individual classifier. Hence 
considering notable experimental results this paper suggests that ensemble can be used as a diagnostic decision 
support mechanism in the epilepsy treatment.   
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