Modified Shepard interpolation of gas-surface potential energy surfaces with strict plane group symmetry and translational periodicity by Frankcombe, Terry J. et al.
Modified Shepard interpolation of gas-surface potential energy surfaces
with strict plane group symmetry and translational periodicity
Terry J. Frankcombe, Michael A. Collins, and Dong H. Zhang 
 
Citation: J. Chem. Phys. 137, 144701 (2012); doi: 10.1063/1.4757149 
View online: http://dx.doi.org/10.1063/1.4757149 
View Table of Contents: http://jcp.aip.org/resource/1/JCPSA6/v137/i14 
Published by the American Institute of Physics. 
 
Additional information on J. Chem. Phys.
Journal Homepage: http://jcp.aip.org/ 
Journal Information: http://jcp.aip.org/about/about_the_journal 
Top downloads: http://jcp.aip.org/features/most_downloaded 
Information for Authors: http://jcp.aip.org/authors 
Downloaded 17 Jan 2013 to 130.56.65.35. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
THE JOURNAL OF CHEMICAL PHYSICS 137, 144701 (2012)
Modified Shepard interpolation of gas-surface potential energy surfaces
with strict plane group symmetry and translational periodicity
Terry J. Frankcombe,1,a) Michael A. Collins,1,b) and Dong H. Zhang2
1Research School of Chemistry, Australian National University, ACT 0200, Australia
2State Key Laboratory of Molecular Reaction Dynamics and Center for Theoretical Computational Chemistry,
Dalian Institute of Chemical Physics, Chinese Academy of Sciences, Dalian 116023,
People’s Republic of China
(Received 29 July 2012; accepted 19 September 2012; published online 9 October 2012)
A new formulation of modified Shepard interpolation of potential energy surface data for gas-surface
reactions has been developed. The approach has been formulated for monoatomic or polyatomic
adsorbates interacting with crystalline solid surfaces of any plane group symmetry. The interpolation
obeys the two dimensional translational periodicity and plane group symmetry of the solid surface
by construction. The interpolation remains continuous and smooth everywhere. The interpolation
developed here is suitable for constructing potential energy surfaces by sampling classical trajectories
using the Grow procedure. A model function has been used to demonstrate the method, showing the
convergence of the classical gas-surface reaction probability. © 2012 American Institute of Physics.
[http://dx.doi.org/10.1063/1.4757149]
I. INTRODUCTION
Gas-surface interactions and gas-surface chemistry are
vitally important to a wide range of scientific, technological,
and industrial applications.1–16 This importance has given rise
to a long history of modelling and calculating gas-surface in-
teraction energies, and developing compact representations of
these energies.15–27
In the Born-Oppenheimer approximation, the energy of
a gas phase molecule or adsorbate interacting with a solid
surface is dependent only on the positions of the atoms and
forms a single valued potential energy surface (PES). Elec-
tronic structure theory methods such as periodic density func-
tional theory (DFT) can be used to calculate the value of
the PES at any particular gas-surface geometry. For inter-
actions with metal surfaces, the DFT approach has been
quite successful.14–19, 28 Interactions with non-metallic crys-
tal surfaces are harder to describe with DFT, though recent
developments with molecular fragmentation descriptions of
adsorbates interacting with wide band gap materials show
promise.29, 30
Even when one has an electronic structure theory method
that can calculate gas-surface interaction energies suitably ac-
curately at discrete points, for dynamics calculations, a con-
tinuous representation of the PES is usually required. As is
the case for molecular PESs, there are a number of viable ap-
proaches. For example, the energies calculated at particular
geometries can be fit to an analytic functional form.28, 31–37
The PES can be expressed in a neural network38, 39 or
cluster-type40–42 representation. Alternatively, there are sev-
eral approaches based on local expansions around geometries
where the energy and other properties have been calculated
explicitly.42–44
a)Electronic mail: tjf@rsc.anu.edu.au.
b)Electronic mail: collins@rsc.anu.edu.au.
A method that falls into the last category above is modi-
fied Shepard interpolation. Building on the success of mod-
ified Shepard interpolation for building the PESs for gas
phase reactions in an algorithm often called Grow,45–51 mod-
ified Shepard interpolation has been used to represent the
PES in gas-surface reactions.44, 52–55 This approach has sev-
eral advantages, including being able to treat polyatomic ad-
sorbates, simple and seamless treatment of reactive or non-
reactive collisions, physisorption, chemisorption and surface
catalysed reactions, and strict interpolation of known ener-
gies. While the formalism that has been used to date has
been successful,16, 44, 52–57 it has a number of weaknesses. The
most significant of these is difficulty in ensuring that the PES
maintains the correct behaviour as the adsorbate crosses the
edges of the periodic surface unit cell. In the current work,
we develop a new approach to modified Shepard interpola-
tion of PESs for gas-surface interactions. The new formalism
retains the advantages of the previous approach, while rigor-
ously maintaining the symmetry implied by the structure of
the solid surface.
Most investigations of gas-surface interactions assume
the solid surface to be crystalline, meaning that the interac-
tion exhibits translational periodicity. Strict 2D periodicity
idealises the interaction to be between a molecule and an in-
finite extent 2D surface. This is the case we deal with in the
current work. The assumption of periodicity does not imply
that the surface has to be static. Phonon motion is allowed
in a general 2D periodic treatment, provided that the relevant
phonons are commensurate with the 2D periodic lattice. Both
single surface oscillator models58 and the population of multi-
ple phonon modes are compatible with a 2D periodic descrip-
tion. However, in this work we assume a static solid surface,
conforming to what has been termed the BOSS approxima-
tion (for Born-Oppenheimer static surface59). Explicitly in-
corporating the effect of surface motion commensurate with
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the 2D periodicity in the interpolated PES may be possible in
the future, by including appropriate additional coordinates to
describe the surface motion.
Note that throughout the following, we talk of the ad-
sorbate interacting with the solid surface. This should not
be interpreted as suggesting that only a single species can
interact with the solid surface in this formalism. The term
“adsorbate” is here being used to refer to the non-crystalline
part of the modelled system. The approach being described
can equally interpolate PESs for multiple atomic or molecu-
lar fragments interacting with the solid surface, allowing the
investigation of reactions that occur through, for example,
Langmuir-Hinshelwood or Eley-Rideal mechanisms.
II. THEORY
A. Modified Shepard interpolation
The representation of the gas-surface PES is similar in
both spirit and implementation to the modified Shepard in-
terpolation that has been used for some time for representing
molecular45–50 and gas-surface16, 44, 52–57 PESs. The PES is de-
termined by the energies and the first and second order deriva-
tives of the energy at a set of “data point” geometries. The re-
sulting continuous PES interpolates the energies and first and
second order derivatives of the underlying energy landscape,
which must be calculated at the data points by, for example,
some electronic structure theory such as DFT. (In this work,
we are not concerned with how one calculates the potential
energies at the data points, but how these discrete calculations
are interpolated into a complete PES that obeys 2D periodic
and plane group symmetries.)
For a static surface, the PES is a function of the positions
of the adsorbate atoms relative to the solid surface. For N ad-
sorbate atoms, the PES is 3N dimensional. There are many
possible coordinate sets that can be used to describe the po-
sitions of N adsorbate atoms relative to each other and to the
solid surface. The 3N Cartesian coordinates of the atoms (with
the Cartesian axes fixed with respect to the solid surface) are
one possible set, and in this work, we assume that the first
and second derivatives of the energy with respect to the 3N
Cartesian coordinates can be calculated at data point geome-
tries by, for example, the underlying DFT method. In general,
the number of coordinates contained in any set that can de-
scribe the positions of all the adsorbate atoms exceeds 3N.
For example, one could use the N(N − 1)/2 distances between
the N adsorbate atoms and the distances from each adsorbate
atom to a series of fixed points on the solid surface (e.g., sur-
face atoms). Thus, the basic coordinates are here described as
a redundant set of internal coordinates. In Sec. II B, we de-
scribe the particular choice of coordinates we use in this work,
that are consistent with the symmetry of crystalline surfaces.
There are Nred redundant internal coordinates, Nred ≥ 3N.
Cartesian coordinates are not optimal for accurate
interpolation47 and are not convenient for implementing the
required symmetry of the PES. Redundant coordinates, while
being convenient for implementing the symmetry of the PES
if carefully chosen, are also not optimal for accurate interpo-
lation. Therefore, we define a set of 3N local internal coor-
dinates associated with each data point where the energy and
derivatives are known, which are optimised to describe mo-
tion in the vicinity of the data point geometry. These 3N local
internal coordinates are linear combinations of the redundant
internal coordinates.
We denote the redundant internal coordinates by the vec-
tor Z and the full set of Cartesian coordinates for all N atoms
by the vector X. The 3N local internal coordinates are defined
from the relation between the redundant internal coordinates
and the Cartesian coordinates of the N adsorbate atoms em-
bodied in the Wilson B matrix. Noting that we use the notation
(i) to indicate a quantity associated with the ith data point, the
α, β element of the variant of the Wilson matrix used here is
given by
Bαβ(i) = ∂Zα
∂Xβ
, (1)
for 1 ≤ α ≤ Nred and 1 ≤ β ≤ 3N, and where the derivative
is evaluated at the X and Z coordinates of the ith data point
geometry. The local internal coordinates are formed from the
singular value decomposition (SVD) of this matrix
B(i) = U (i)(i)V (i)T , (2)
where U is an Nred × Nred matrix,  is an Nred × 3N matrix,
and V is a 3N × 3N matrix. U and V are unitary matrices con-
taining the left and right singular vectors as columns, while
 is a diagonal matrix with the 3N singular values of B on
the diagonal. 3N local internal coordinates are defined in the
vicinity of the geometry of data point i as
ζ (i) = (i)−1U (i)T Z. (3)
Formally, the (i)−1 appearing in Eq. (3) is the inverse of the
3N × 3N diagonal matrix obtained by dropping the last Nred
− 3N rows of (i) that contain only zeros.
Whereas the general gas phase case requires 3N − 6
local internal coordinates,47 in this work, we require exactly
3N. Hence, the SVD in Eq. (2) can explicitly be the conve-
nient “thin” SVD, in which exactly 3N non-zero singular val-
ues and their corresponding singular vectors are calculated,
rather than the full Nred × Nred U matrix.
The result of Eqs. (1)–(3) is to produce a set of 3N inde-
pendent internal coordinates, which describe changes in ge-
ometry in the vicinity of the data point i. The Jacobean matrix
of the transformation from Cartesian coordinates to the inter-
nal ζ coordinates is given by the matrix of right singular vec-
tors V (i), and is thus unitary. This matrix can then be used to
reliably transform Cartesian derivatives into derivatives with
respect to the internal coordinates.46, 47
In the vicinity of the geometry of data point i, the Taylor
series expansion of the PES is expressed as
T(i)(Z) = E(i) + E(i)T ζ (i) + 12ζ (i)
T F (i)ζ (i)
+ higher order terms, (4)
where E(i) is the energy at the data point geometry [equiva-
lently expressed as X(i), Z(i) or ζ (i)], E(i) is the vector of
first derivatives at data point i with respect to elements of ζ (i),
F(i) is the matrix of second derivatives at data point i with re-
spect to elements of ζ (i), and ζ i is the displacement of the
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point Z from the data point geometry Z(i) in ζ (i) coordinates,
ζ (i) = (i)−1U (i)T [Z − Z(i)] . (5)
In this work, as in similar gas phase calculations, the Tay-
lor series expansions are truncated at second order.60, 61 It is
straightforward to calculate the local coordinate derivatives
and force constants E(i) and F(i) from the Cartesian first
and second derivatives at the data point geometry.47
The global approximation to the PES is defined by a mod-
ified Shepard interpolation of the second order Taylor series
expansions centred on the set of Ndata data point geometries
and all symmetry-equivalent copies of these data point ge-
ometries
V (Z) =
Ndata∑
i=1
∑
g∈GCNP×GPG
w(g◦i)(Z) T(g◦i)(Z). (6)
In this equation, the w are weight functions, and GCNP and
GPG are the molecular permutation and plane group62 sym-
metry groups, respectively, describing the symmetry of the
gas-surface interaction. Generally, GCNP is the complete nu-
clear permutation group for the atoms of the adsorbate, while
GPG describes the symmetry of the solid surface the adsor-
bate is interacting with. The subscript (g ◦ i) denotes that the
quantity for data point i has been transformed according to
the symmetry operation g ∈ GCNP × GPG. By adding a term
for each data point transformed according to the elements
of GCNP × GPG, the interpolated PES exhibits the symmetry
embodied in GCNP × GPG globally.
The PES defined by Eq. (6) is constrained to being an
interpolation of the energies at the data points by requiring
that
w(g◦i) (Z(g ◦ i)) = 1, (7)
at the data points and
Ndata∑
i=1
∑
g∈GCNP×GPG
w(g◦i)(Z) = 1, (8)
for all valid Z. Here, we follow the approach that has been
developed for the Grow procedure for gas phase reactions.
We ensure Eqs. (7) and (8) are satisfied by defining the weight
functions in terms of primitive weights ν according to
w(i)(Z) = ν(i)(Z)∑
j
∑
g∈GCNP×GPG
ν(g◦j )(Z)
. (9)
The primitive weights are required to obey limZ→Z(i) νi(Z)
→ ∞, and ν(i)(Z) must decay sufficiently quickly as
‖Z − Z(i)‖ grows.
When Ndata is small, we use the “one part” weights
ν(i)(Z) = ‖Z − Z(i)‖−2p. (10)
The decay rate of this weight function depends on the value
of p. For redundant coordinates Z comprised solely of inverse
distances and a “uniform” distribution of data points, one can
show that the PES converges with increasing Ndata as long as
p is larger than the number of degrees of freedom in the sys-
tem (3N − 6 for gas phase PESs).45 Similar bounds have not
been proven for the redundant coordinates used in this work,
but we expect p > 3N would be a minimum requirement for
convergence.
The larger density of data points arising from larger Ndata
allows the definition of an elliptical confidence volume for
the truncated Taylor series expansion around Z(i).48 Thus, for
larger numbers of data points, we use the “two part” weight
function
ν(i)(Z) =
[
ε(i)(Z)2p + ε(i)(Z)2q
]−1
, (11)
where q is a small integer (here, q = 2) and ε(i)(Z) is a local
weighted distance in the redundant internal coordinate space,
ε(i)(Z)2 =
Nred∑
j=1
(
Zj − Zj (i)
dj (i)
)2
, (12)
in which Zj, Zj(i), and dj(i) are the jth elements of Z, Z(i), and
d(i), respectively, where the vector d(i) contains the lengths
defining the confidence volume for data point i. The expres-
sions for the elements of d(i) are derived using Bayesian
arguments.48 The effect of this approach is that inside the con-
fidence volume, the slower decay of the q term dominates,
while outside the confidence region, the decay of weights re-
turns to decaying faster according to the magnitude of p.
With the exception of defining the redundant internal co-
ordinates Z appropriate for describing periodic gas-surface re-
actions, this defines the interpolated PES based on sampling
some underlying force field at Ndata discrete geometries. In
terms of building a PES for a gas-surface reaction, little is
different to the gas phase case, where the Grow procedure is
well established.45–50 Starting from an initial small set of data
points (for example, a sampling of geometries along a mini-
mum energy path), classical trajectories can be integrated on
the PES. Geometries are then selected from the set of geome-
tries visited by the classical trajectories using measures that
probe the accuracy of the interpolated PES, and the impor-
tance of various geometrical regions to the classical dynam-
ics. The energy and derivatives of the selected geometries are
evaluated according to the underlying force field and the se-
lected geometries are added to the set of data points, nomi-
nally improving the interpolated PES. The cycle is repeated
until the dynamical quantities of interest converge to a suit-
able level with respect to the number of data points.
A similar procedure has recently been demonstrated for
building gas-surface PESs based on systematic molecular
fragmentation of non-metallic crystals.30 Note that the sam-
pling procedure used in the current work for selecting new
data points is essentially the same as that for the gas phase
case. This is different to the procedure used in the fragmented
gas-surface PES case, where modifications were required to
handle each gas-surface PES evaluation relying on hundreds
of fragment geometries.
B. Redundant coordinates for gas-surface
interpolation
Different sets of redundant internal coordinates, Z, have
been used previously to build PESs for different situa-
tions. The inverses of the full set of N(N − 1)/2 internuclear
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distances are used for adiabatic PESs of gas phase molecules
and molecular fragments. The interpolation of diabatic poten-
tial matrices, which are not invariant under inversion, uses
scalar triple product combinations of internuclear vectors in
addition to the internuclear distances.49, 63
Previous work on interpolating gas-surface PESs used
inverse internuclear distances within the adsorbate, along
with additional inverse distances to surface atoms (lattice
sites).44, 52–55 As was noted in the Introduction, these in-
verse internuclear and lattice site distance coordinates for gas-
surface interpolation have proven to be problematic in terms
of correct behaviour with respect to translation of the adsor-
bate in the plane of the solid surface, particularly when the
adsorbate moves across the boundary of the periodic surface
unit cell. To circumvent these problems, we have identified a
number of general desirable properties for the redundant gas-
surface coordinate system. The coordinates should
1. be complete with respect to the 3N degrees of freedom of
the system, being the adsorbate orientation and position
relative to the surface lattice in addition to the molecu-
lar shape space of the adsorbate (that is, the redundant
coordinates must span the 3N Cartesian space);
2. be a faithful representation of the nuclear permutation
group of the adsorbate;
3. be a faithful representation of the plane group of the pe-
riodic surface;
4. be invariant to lattice translation;
5. reduce to coordinates appropriate for the isolated gas
phase species (independent of rotation and translation)
when the adsorbate is far from the solid surface.
The inverse internuclear and lattice site distance coordi-
nates used previously44, 52 rigorously obey properties 1, 2, and
5 on this list. Property 3 is only partially obeyed, with reflec-
tions, etc., across the edges of the periodic surface unit cell
being problematic. This is closely related to the fact that the
coordinates were never intended to have property 4 globally,
relying on external translation to a particular origin.
In this work, we use a set of coordinates specifically de-
signed to possess these beneficial properties. These coordi-
nates are comprised of
 the full set of N(N − 1)/2 inverse nuclear distances be-
tween adsorbate atoms,
 the inverse of the height of each adsorbate above a
plane parallel to the solid surface, and
 a modified redundant set of sines and cosines of the
projection of each atom on the reciprocal lattice of the
surface lattice.
The first of these are the same as used in the gas phase case
χij = ‖xi − xj‖−1, (13)
for all 1 ≤ i < j ≤ N, where xi = (xi, yi, zi)T is the vector of
the Cartesian coordinates of the ith adsorbate atom.
The inverse height coordinates are measured relative to
some origin located a distance  below the nominal surface
plane. In the following, we take the z Cartesian axis to be
normal to the plane of the solid surface, which is located at
z = 0, with positive z values in the vacuum. Therefore, the
inverse height coordinates are
hi = (zi + )−1, (14)
for the ith atom. The inverse of the height above the solid
surface has been used to reflect that the potential energy is
expected to vary with height above the solid surface most
strongly near the surface. Far from the solid surface, the po-
tential barely changes with respect to translation normal to the
solid surface, so the corresponding coordinates should barely
change. The offset of the origin to below the nominal sur-
face plane (e.g., the plane of the uppermost surface atoms) is
to allow adsorbate atoms to penetrate below the uppermost
plane of surface atoms (important for deeply corrugated solid
surfaces), and to prevent the coordinates from changing too
rapidly very close to the solid surface.
From the surface lattice vectors a = (a1, a2, 0)T and
b = (b1, b2, 0)T , we define the reciprocal lattice vectors
aˆ = 1
a1b2 − a2b1
⎛
⎜⎜⎝
b2
−b1
0
⎞
⎟⎟⎠ (15)
and
ˆb = 1
a1b2 − a2b1
⎛
⎜⎜⎝
−a2
a1
0
⎞
⎟⎟⎠ . (16)
In order to satisfy property 3 above for hexagonal lattices, we
also define a third vector
cˆ = 1
a1b2 − a2b1
⎛
⎜⎜⎝
a2 − b2
b1 − a1
0
⎞
⎟⎟⎠ . (17)
The vectors aˆ and ˆb lie in the plane of the solid surface perpen-
dicular to the lattice vectors b and a, respectively. The vector
cˆ is similarly perpendicular to the a − b direction, which is
the third direction equivalent to a and b in hexagonal symme-
try. The aˆ, ˆb, and cˆ vectors are illustrated in Figure 1. Then
defining
αi = xTi aˆ,
βi = xTi ˆb,
γi = xTi cˆ,
(18)
for each adsorbate atom i yields a set of coordinates whose
values change by whole integers for lattice translations of the
adsorbate. Further, we define
s1i = sin 2παi,
s2i = cos 2παi,
s3i = sin 2πβi,
s4i = cos 2πβi,
s5i = sin 2πγi,
s6i = cos 2πγi,
(19)
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a
bbˆ
aˆcˆ
FIG. 1. Illustration of the reciprocal lattice vectors underlying the definition
of the in-plane coordinates ηki (Eqs. (15)–(20)). The circles represent 2D
periodic images of a surface atom located at the origin of the surface unit
cell, with the surface unit cell shaded. The blue arrows represent the surface
unit cell lattice vectors a and b, while the green arrows represent aˆ, ˆb, and
cˆ. The cˆ vector is not considered for non-hexagonal plane groups (crystalline
surfaces without three-fold rotation symmetry elements).
for each adsorbate atom i. These coordinates are invariant un-
der lattice translation. Both sine and cosine terms are included
as redundant coordinates as either function alone takes the
same value in two locations within each periodic surface unit
cell, whereas the pair uniquely determines positions within a
cell. The final “in-plane” coordinates to be added to the set of
redundant internal coordinates Z are then taken to be
ηki = h2i ski , (20)
with the dependence on the inverse height introduced in order
to satisfy property 5 above. The power 2 that appears in (20)
for the inverse height dependence is not required from theo-
retical considerations, but has been selected for convenience.
Numerical experiments show that this power works well.
For non-hexagonal periodic surfaces (exhibiting symme-
try of plane groups62 #1–#12), only four of these coordinates
are required for each atom, η1i to η4i. For hexagonal symme-
try solid surfaces (plane groups #13–#17), the coordinates η5i
and η6i are added to allow plane group symmetry operations
to be applied as a linear transformation among the ηki. This
ensures that the ηki coordinates form a faithful representation
of the plane group symmetry of the solid surface. Extend-
ing the coordinates to a third in-plane direction for hexago-
nal plane groups (adding coordinates in the direction of cˆ)
is analogous to the use of a redundant set of four Miller in-
dices to specify planes and directions in hexagonal crystals,
where certain symmetries are not obvious with the standard
set of three Miller indices. The transformation of these coordi-
nates under plane group symmetry operations is described in
Appendix A.
Clearly, when the adsorbate is monoatomic, there are no
inverse internuclear distances. In this case, the redundant co-
ordinates are four or six in plane coordinates ηk1 (depending
on the symmetry of the solid surface) and a single inverse
height.
When using the two part weight function of Eq. (11), con-
fidence lengths must be defined for each of the redundant in-
ternal coordinates. For the inverse adsorbate bond length co-
ordinates, χ ij, and the inverse height coordinates, hi, these are
calculated according to the original formulae of Ref. 48. How-
ever, the ηki coordinates are sinusoidal, meaning that they are
multivalued. This means that the analysis of Ref. 48 does not
give an accurate reflection of the accuracy of the Taylor series
expansions in ηki directions around data points for which the
ski values are near ±1 (i.e., atoms above the edges of the sur-
face unit cell, etc.) To combat this, in this work we consider
sine and cosine pairs together when determining confidence
intervals. At each data point, for each atom i, η1i and η2i are
assigned the same confidence interval, and similarly for the
pair η3i and η4i, and the pair η5i and η6i. For each pair of co-
ordinates, contributions from the differences in predicted and
observed gradients in both coordinates are added together to
determine the combined confidence interval. As the sine co-
ordinate is well behaved where the cosine coordinate is prob-
lematic, and also the converse, this approach yields reason-
able confidence lengths for both redundant coordinates in the
pair.
It is worth noting that both the position and orientation
of adsorbate species relative to the surface lattice is well de-
scribed by the set of hi and ηki coordinates. As a consequence,
there is no compelling need to “buckle” data point geometries
away from difficult to describe configurations, as is necessary
in the gas phase case.47 However, when the adsorbate is far
from the solid surface, these coordinates tend to zero. Dis-
tortion away from planar geometries may be required if data
points with the adsorbate very far from the solid surface are
included.
III. DEMONSTRATION OF THE METHOD
A. Model gas-surface force field
A model PES for an H2-like diatomic interacting with a
hexagonal periodic surface has been used as a test case in this
work. The model PES is described in Appendix B. The solid
surface was taken to be hexagonal with lattice constant 6 a0.
The model PES was designed with full p6mm plane group
symmetry (#17). This is the symmetry often imposed on PESs
for adsorbates interacting with fcc(111) and hcp(0001) metal
surfaces (although strictly these surfaces are of lower p3m1
symmetry, with inequivalent hollow sites).
There are no surface atoms in the model PES, and it is
not supposed to represent any particular system. Nonethe-
less, because of the obvious analogy with the important case
of hexagonal surfaces of close packed metals, we use some-
what analogous terminology. Thus, the hexagonal lattice of
points that are equivalent by symmetry to the lattice origin
are termed “top sites” when referred to in opposition to other
sites, or as lattice points or the lattice origin when convenient.
As a benchmark, 5000 classical trajectories were run for
gas-surface collisions using the model PES, with atom masses
taken to be that of hydrogen. The diatomic started 15 a0
(7.94 Å) from the solid surface, with the position of the centre
of mass in the plane parallel to the solid surface being selected
from a uniform random distribution. The initial orientation
and vibrational phase of the diatomic was random, with the
internal vibrational energy set at 20 mEh (52.5 kJ/mol). The
initial velocity for the diatomic was at normal incidence to
the solid surface, with 30 mEh (78.8 kJ/mol) of translational
energy. The total initial energy (50 mEh) is indicated in the
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plots of the potential in Appendix B. This energy is insuffi-
cient to react at the “top sites,” but the translational energy
alone is sufficient to cross the dissociative adsorption barrier
elsewhere on the solid surface.
The most common outcome of the trajectories was dis-
sociative adsorption of the diatomic yielding two independent
adsorbed atoms, which was the behaviour in 75% of the gas-
surface collisions. In a small proportion of collisions (<1%),
the adsorbed atoms were close together at the end of the tra-
jectory; these have been categorised separately as an adsorbed
diatomic. Non-reactive scattering of the diatomic occurred
with a probability of 17%. The total initial energy of 50 mEh
was sufficient to allow the diatomic to dissociate, but for one
atom to escape to the gas phase with the other remaining ad-
sorbed to the solid surface. This could occur either at the point
of adsorption and dissociation, or later after the atoms had mi-
grated away from one another. “Atom release,” as we denote
this surface catalysis process, accounted for the remaining tra-
jectories, at a probability around 8%.
B. The interpolated PES
The interpolated PES for the gas-surface reaction was
constructed using the Grow procedure. The initial PES was
defined by data points at a set of 31 geometries approximating
a constrained minimum energy pathway for a dissociative ad-
sorption. Along this constrained path, the diatomic remained
parallel to the solid surface, directly above the lattice origin
(“top site”) with the centre of the diatomic aligned with the
lattice point, and with the diatomic axis parallel with a lattice
vector. It is notable that the barrier along this constrained path
is higher than the total initial energy for the trajectories.
From each small batch of trajectories, new geometries
were selected for adding as data points by alternating between
the “variance” and “h-weight” criteria regularly used in con-
structing gas phase potentials with the Grow procedure.46 Ge-
ometries for which the interpolated PES gave an energy sig-
nificantly below the energy of the lowest energy data point
known were also selected as new data points.
Periodically, larger batches of trajectories were run to
monitor the reaction probabilities on the interpolated PES.
Using the one part weight function with p = 8, the resulting
probabilities are shown in Figure 2. After adding several hun-
dred data points, the calculated reaction probabilities were of
the correct magnitude. However, the probabilities were clearly
not converged to the values obtained for the underlying ana-
lytic PES as the number of data points approached 900.
Using the two part weight function of Eq. (11) has proven
to be superior in the gas phase case. The two part weight
function was also used in this work, with p = 8 and q = 2.
The two part weight function with Bayesian confidence vol-
umes can only be used if a sufficient number of well-
distributed data points are known to reasonably assign con-
fidence lengths. Thus, for the two part weight function, the
Grow PES construction procedure was restarted from the first
150 data points selected with the one part weight function.
The two part weight function was used exclusively from that
FIG. 2. Reaction probabilities calculated for the interpolated gas-surface
PES as a function of the number of data points. The PES was interpolated
using the one part weight function. Error bars indicate 95% score confi-
dence intervals due to statistical sampling. Horizontal dashed lines indicate
the probabilities from the model potential (see Sec. III A), with the associated
confidence intervals shaded.
point. The resulting reaction probabilities as the number of
data points increased are shown in Figure 3.
Figure 3 shows that the reaction probabilities calculated
from the interpolated PES converged to the probabilities cal-
culated for the underlying analytic PES as the number of
data points increased beyond 800. With only a few excep-
tions, from this point onwards, the confidence intervals of the
probabilities calculated with the interpolated PES contained
the probabilities calculated directly from the analytic PES.
This applied to all four of the monitored probabilities. For
lower numbers of data points (400–800), the calculated prob-
abilities were generally more consistent with the probabilities
from the analytic PES than those produced using the one part
weight function (cf. Fig. 2).
The data point selection procedure that has been used in
this work placed most of the data points near to the solid sur-
face. This is examined in Figure 4, which shows the distribu-
tion of the z coordinate of the centre of mass of the adsorbate
for all the data points defining the final PES. Almost 60% of
the data points have the adsorbate centre of mass closer to the
solid surface than z = 3 a0. Figure 4 also shows the distri-
bution of the z coordinates of the centre of mass considering
only data points for which the adsorbate atoms were closer
than 2 a0 to one another. The partitioning of data points into
FIG. 3. Reaction probabilities as in Fig. 2, but using the two part weight
function.
Downloaded 17 Jan 2013 to 130.56.65.35. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions
144701-7 Frankcombe, Collins, and Zhang J. Chem. Phys. 137, 144701 (2012)
FIG. 4. Histogram of z values for the centre of mass of the diatomic at the
data point geometries. Separate histograms are shown for all data points and
those in which the adsorbate atoms are closer than 2 a0 to each other in an
intact diatomic (“Bond length < 2 a0”). Also shown is the distribution of
diatomic centres of mass from the one part weight function case.
those with adsorbate atom distances less than and greater than
2 a0 allows the comparison of the distribution of data point ge-
ometries contributing to the PES for the system in the molec-
ular state and in the dissociation barrier regions (which can
be expected to strongly influence the reaction probabilities)
with those in which the diatomic has clearly passed over the
dissociation barrier (which may be more relevant for prop-
erties such as product state distributions). Almost all of the
data points with the adsorbate diatomic dissociated into atoms
lie close to the solid surface, as represented by the difference
in these two distributions in the 0.5 a0 ≤ z ≤ 2 a0 region in
Fig. 4.
The distribution of the adsorbate centres of mass in the
data point geometries with intact diatomics (bond lengths less
than 2 a0) when using the one part weight function is shown in
Fig. 4 as connected points. This distribution extends to lower
z values than in the two part weight function case. Using the
two part weight function resulted in a substantial increase in
intact diatomic data points in the 1.5 a0 ≤ z ≤ 3.2 a0 region
compared to the one part weight function. As indicated in
Appendix B, the saddle points along the minimum energy
paths for dissociative adsorption lie in this region. It is rea-
sonable to assume that the dissociative adsorption probability
is sensitive to the PES in this region, suggesting that the suc-
cess of the two part weight function in giving probabilities
converging to the expected values can be attributed in part to
this higher density of points in the critical barrier region.
Figure 5 shows the distribution across the periodic sur-
face unit cell of data point geometries in which the diatomic
bond length was less than 2 a0. Again, this criterion is used
to focus on geometrical regions that are expected to be crit-
ical for the observed reaction rates. At the energies used in
this work, collision at the “top site,” directly above the lat-
tice origin, does not lead to reaction. As might be expected,
this is reflected in the distribution of data point geometries,
which favour reactive sites away from the lattice points. What
may be less expected is the degree to which the initial 31 data
points located above the lattice origin allows the data point
selection procedure to not need to add any more data points
in the vicinity of the lattice points. When the adsorbate di-
atomic remained intact with a separation of less than 2 a0,
only a single data point geometry was selected within a cylin-
der of radius 0.7 a0 centred on the lattice origin; that single
point was far from the solid surface, with the diatomic centre
of mass located at z = 14.9 a0. This was despite the fact that
the trajectory simulations for sampling were run at energies
where the model PES would allow the adsorbate to approach
to within 3 a0 of the solid surface above the lattice points.
Away from the lattice points, the classical turning point lies
even closer to the solid surface.
A more detailed examination of the diatomic centre of
mass distribution for data point geometries with intact di-
atomics reveals that, with the two part weight function, the
PES away from the solid surface is well described by a small
number of data points. After switching to the two part weight
function, only 7 of 459 intact diatomic data points were added
with the diatomic centre of mass further than 6 a0 from the
solid surface. All seven of these points were located near the
15 a0 starting separation. On the other hand, sampling based
on the one part weight function continued to add data points
far from the solid surface.
IV. CONCLUSION
The modified Shepard interpolation scheme described in
this work provides an interpolation of potential energies for
gas-surface interactions. The two-dimensional periodicity and
plane group symmetry of the interactions with crystalline sur-
faces is rigorously reproduced. The symmetry implied by any
of the 17 plane groups can be readily implemented through
simple transformations of the coordinates described in
FIG. 5. The x, y projection of the diatomic centre of mass of the data point geometries. Only data points in which the diatomic atoms are closer together than 2
a0 are shown. The x, y coordinates have been folded into the asymmetric unit of the p6mm surface unit cell, then reflected across the centre line for clarity. The
dark lines connect lattice points (“top sites”), whereas the dashed lines represent the reflections present in the p6mm plane group.
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Sec. II B, which is used to give the required symmetry in the
interpolated PES.
Furthermore, in this work, we have demonstrated that the
classical dynamics sampling method known as Grow is effec-
tive for constructing interpolations using the coordinates de-
veloped here. A model gas-surface reaction with a diatomic
adsorbate has been used as a test case. Reaction rates from
classical trajectories run on the interpolated PES converged to
the same values as those for the model PES (to within statisti-
cal uncertainty). There were no significant problems with en-
ergy conservation during trajectories, as the interpolated PES
constructed here has been designed to ensure continuity and
smoothness at the boundaries of the periodic surface unit cell.
This work makes no assumptions about the source of the
energies being interpolated, other than that they can be evalu-
ated at arbitrary geometries and form a smooth BOSS poten-
tial surface. Analytic first and second derivatives of the energy
with respect to the positions of the adsorbate atoms are desir-
able (as they are generally faster than finite difference calcu-
lations), but not essential. The current state of computational
surface science suggests that the most likely source of these
energies are from periodic DFT calculations on slabs repre-
senting the crystalline surface. There are no differences in in-
terpolating PESs for interactions with the surface of metallic,
semiconducting, or insulating materials. The current interpo-
lation scheme could equally be used to interpolate energies
derived from systematic molecular fragmentation of crystal
surfaces.
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APPENDIX A: PLANE GROUP SYMMETRY
AND COORDINATE TRANSFORMATIONS
A plane group is described by a set of symmetry ele-
ments, being rotations, reflections, and glides. The presence
of a set of these elements can imply the presence of others,
to make the full plane group. Thus, the symmetry of the 17
plane groups can be fully specified in terms of any one of sev-
eral different subsets of symmetry elements. Therefore, only
a limited number of elements need be implemented explicitly,
with the remaining symmetry being applied by successive ap-
plication of different implemented elements. Table I lists one
such set of symmetry operations. Using these symmetry op-
erations, the symmetry present in each plane group is listed
in Table II. This is the decomposition used in the implemen-
tation developed in the current work. Note that for hexagonal
plane groups we take a and b to form an angle of 60◦.
To transform the in-plane coordinates ηki according to
some plane group symmetry element g to form the trans-
formed geometry, we sequentially apply the relevant combi-
nation of operations from Table I. Each operation transforms
ηki to the transformed g ◦ ηki according to Table III.
TABLE I. The particular symmetry operations used to decompose the plane
groups in this work, and the shorthand notation used in Tables II and III.
Element Notation
Twofold rotation around the origin 2
Reflection across the y axis mx
Reflection across x = a/2 axis mx/2
Glide along the y axis gx
Glide along x = a/2 gx/2
90◦ rotation around the origin 4/2
Threefold rotation around the origina 3±
Reflection across a + b (long diagonal) mld
Reflection across b − a (short diagonal) msd
aThe presence of 3+ implies 3−, and the converse.
TABLE II. The decomposition of each plane group into the elements listed
in Table I.
Group # 2 mx mx/2 gx gx/2 4/2 3± mld msd
p1 1
p2 2 
pm 3 
pg 4 
cm 5  
p2mm 6  
p2mg 7  
p2gg 8  
c2mm 9   
p4 10  
p4mm 11   
p4gm 12   
p3 13 
p3m1 14  
p31m 15  
p6 16  
p6mm 17   
TABLE III. How the ηki coordinates transform under each symmetry oper-
ation from Table I.
Element g ◦ η1i g ◦ η2i g ◦ η3i g ◦ η4i g ◦ η5i g ◦ η6i
2 −η1i η2i −η3i η4i −η5i η6i
mx η1i η2i −η3i η4i
mx/2 η1i η2i η3i −η4i
gx −η1i −η2i −η3i η4i
gx/2 −η1i −η2i η3i −η4i
4/2 η3i η4i −η1i η2i
3+ η3i η4i η5i η6i η1i η2i
3− η5i η6i η1i η2i η3i η4i
mld η3i η4i η1i η2i η5i η6i
msd −η3i η4i −η1i η2i −η5i η6i
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APPENDIX B: THE MODEL GAS-SURFACE
POTENTIAL ENERGY FUNCTION
The model gas-surface potential energy surface is given
by
V = D1[R−12 − 2(r0 + z˜−3)−6R−6]
+D2
∑
i=1,2
[(
1 − e−αs(zi−zs))2 − 1]
+ D3
2
∑
i=1,2
(1 + cos 2πρi) , (B1)
where R = ‖x1 − x2‖ is the diatomic bond length and z˜
= (z1 + z2)/2 is the z coordinate of the centre of the diatomic,
with zi the z coordinate of atom i. The first term on the right
of Eq. (B1) is a Lennard-Jones-like function in which the po-
tential minimum increases as the diatomic centre approaches
the solid surface. The second term binds dissociated atoms to
the solid surface. In the third term
ρi = min(di/a, 1/2), (B2)
(a)
(b)
FIG. 6. Contour plots of the model potential. The diatomic is centred on the
“top site” directly above a lattice point (a) and on the “3-fold site” equidistant
from three lattice points (b). The diatomic is aligned in the plane of the solid
surface and parallel to a lattice vector, with the potential plotted as a function
of the diatomic bond length R and the height above the solid surface z. Solid
contours are spaced 20 mEh apart, with the contours below, above, and at
the gas phase diatomic minimum separation energy in blue, red, and black,
respectively. The dashed contour in the entrance valley lies at 50 mEh, the
initial kinetic energy used in the classical trajectories. The location of the
initial data points are indicated with dots in (a).
where a is the lattice constant of the hexagonal lattice (so that
the surface lattice vectors are, for example, a ≡ (a1, a2, 0)T
= (a, 0, 0)T and b ≡ (b1, b2, 0)T = (a/2,
√
3a/2, 0)T ) and di
is the distance from atom i to the nearest lattice point with the
z component scaled by a factor α,
di = min
h,k∈Z
[(xi − ha1 − kb1)2
+ (yi − ha2 − kb2)2 + (αzi)2]1/2. (B3)
Thus, the interaction with the solid surface is corrugated in
accord with the p6mm plane group symmetry of a hexagonal
lattice.
In this work, the potential is defined by the constants D1
= 9 Eh, D2 = 1/7 Eh, D3 = 1/10 Eh, r0 = 1.4 a0, αs = 1.5 a−10 ,
zs = 0.9 a0, α = 1/
√
2, and a = 6 a0. This yields a PES with
a barrier to dissociative adsorption directly above the lattice
points (the “top site”) that is 75 mEh above the asymptotic
energy. Away from the top sites in “bridge” and “3-fold” re-
gions, the potential is more reactive, with the corresponding
barrier height being less than 11 mEh. Some illustrative slices
through the PES are shown in Figure 6. Appropriate scans of
the PES parallel to the solid surface show the hexagonal sym-
metry built into the PES, as do the dissociation barrier energy
and location.
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