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ABSTRACT 
 
 
 
This thesis is primarily concerned with the analysis of some nonlinear 
problems arising in the study of non-Newtonian fluid mechanics by 
employing group theoretic and compatibility approaches. 
 
It is well known now that many manufacturing processes in industry involve 
non-Newtonian fluids. Examples of such fluids include polymer solutions 
and melts, paints, blood, ketchup, pharmaceuticals and many others. The 
mathematical and physical behaviour of non-Newtonian fluids is 
intermediate between that of purely viscous fluid and that of a perfectly 
elastic solid. These fluids cannot be described by the classical Navier–Stokes 
theory. Striking manifestations of non-Newtonian fluids have been observed 
experimentally such as the Weissenberg or rod-climbing effect, extrudate 
swell or vortex growth in a contraction flow. Due to diverse physical 
structure of non-Newtonian fluids, many constitutive equations have been 
developed mainly under the classification of differential type, rate type and 
integral type. Amongst the many non-Newtonian fluid models, the fluids of 
differential type have received much attention in order to explain features 
such as normal stress effects, rod climbing, shear thinning and shear 
thickening. 
 
Most physical phenomena dealing with the study of non-Newtonian fluids 
are modelled in the form of nonlinear partial differential equations (PDEs). 
It is easier to solve a linear problem due to its extensive study as well due to 
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the availability of high performance digital computers. However, finding 
exact solutions of nonlinear problems can be most of the time very difficult. 
In particular, obtaining an exact analytic solution of a given nonlinear 
problem is often more complicated as compared to that of a numerical 
solution, despite the availability of high performance supercomputers and 
software which provide efficient ways to perform high quality symbolic 
computations. It should be said that results obtained by numerical methods 
may give discontinuous points of a curve when plotted. Though numerical 
and analytic methods for solving nonlinear PDEs have limitations, at the 
same time they have their advantages too. Engineers, physicists and 
mathematicians are actively developing non-linear analytical techniques, and 
one such method which is known for systematically searching for exact 
solutions of differential equations is the group theoretic approach for 
differential equations. 
 
The group theoretic methods, most notably since the 60s of the last century, 
are widely applied to the study of differential equations and aid in the 
constructing of their exact solutions. This fertile approach was inaugurated 
by the great Norwegian mathematician Marius Sophus Lie. The main 
advantage of such methods is that they can successfully be applied to non-
linear differential equations. The symmetries of a differential equation are 
those continuous groups of transformations under which the differential 
equation remains invariant, that is, a symmetry group maps any solution to 
another solution. Generally, applications of Lie groups to differential 
equations include: reduction of order for ODEs, mapping solutions to other 
solutions, reduction of the number of independent variables of PDEs, 
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construction of group invariant solutions (also for boundary value 
problems), construction of conservation laws and many other applications. 
 
In recent years, interest in the non-classical symmetry method has also 
intensified. In this method, one attaches a side condition and then derives a 
set of determining equations for the functional dependencies. This method, 
which is a natural extension of the Lie symmetry theory, may lead to new 
exact solutions of nonlinear PDEs. We believe that this aspect deserves 
further elucidation, which is also one of the subjects of the presented work. 
 
In this thesis, we have developed the mathematical modelling and the exact 
solutions to some nonlinear problems arising in the study of non-Newtonian 
fluid mechanics. Both classical and the non-classical symmetry analysis 
have been carried out for the flow models under investigation. In our 
analysis, the primary focus has been on the study of the physical and 
mathematical structure of third and fourth grade non-Newtonian fluid 
models. Throughout, we first perform the mathematical modelling of the 
physical models under consideration and then employ the classical Lie group 
analysis to obtain all possible Lie point symmetries of the underlying model 
equations. After obtaining the symmetries, we invoke these to construct the 
group invariant solutions for each of the problems under investigation. We 
have also used the non-classical symmetry method on a particular model of a 
third grade fluid in Chapter 4. In Chapters 3 and 4, the flow structure of third 
grade fluid models are investigated in detail and some new exact solutions 
have been obtained whereas in Chapters 5-7 we examine the physical 
behaviour of  a fourth grade fluid in different types of flow situation. 
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During the second half of this study, we introduce the concept of 
compatibility.   In recent years, the ansatz method has been used to construct 
exact solutions of nonlinear equations arising in the study of Newtonian and 
non-Newtonian fluids. In the ansatz method different forms of the solution 
are assumed and different techniques are used to develop analytical results. 
In this work, we present a unified treatment to classify exact solutions of 
models of Newtonian and non-Newtonian fluids which are solved using 
different techniques. We develop a general compatibility approach and then 
apply it to several existing studies. We construct some new exact solutions 
and also reconstruct some existing exact solutions of nonlinear problems for 
Newtonian and non-Newtonian fluids using the concept of compatibility. 
Some of these models were previously solved by the ansatz approach and 
not in a systematic way. We first give a rigorous definition of compatibility 
and then developed a general compatibility test for a higher order ordinary 
differential equation (up to fifth-order) to be compatible with a first order 
ordinary differential equation. This can naturally be extended to higher order 
with existing computer codes. Several examples from the literature are 
presented to which the compatibility approach is applied and new and 
existing exact solutions are deduced. This work has been carried out in 
Chapter 8. 
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Chapter 1
Aims, Objectives and Outline
1.1 Introduction
During the past several decades, the study of nonlinear problems dealing with ow mod-
els of non-Newtonian uids has gained prodigious attention. This interest is due to
several important applications in engineering and industry such as aerodynamic heating,
electrostatic precipitation, petroleum industry, reactive polymer ows in heterogeneous
porous media, electrochemical generation of elemental bromine in porous electrode sys-
tems, manufacture of intumescent paints for re safety applications, extraction of crude
oil from petroleum products, synthetic bers, paper production and so forth. Many ma-
terials such as polymers solutions, drilling muds, blood, paint, certain oil and greases
and many other emulsion are classied as non-Newtonian. Due to the complex physical
nature of non-Newtonian uids there is no single model available in the literature which
describes all the properties of non-Newtonian uids. Therefore, in order to mathemati-
cally describe the properties of non-Newtonian uids, several constitutive equations have
been proposed. The ow properties of non-Newtonian uids are quite di¤erent from those
of the Newtonian uids. Therefore, in practical applications one cannot replace the be-
havior of non-Newtonian uids with Newtonian uids and it is very important to analyze
the ow behavior of non-Newtonian uids in order to obtain a thorough understanding
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and improve the utilization in various manufactures.
The most interesting and important task that we need to address when dealing with
the ow problems of non-Newtonian uids is that the governing equations of these models
are of higher order and much more complicated as compared with Navier-Stokes equa-
tions. Such uids have been modelled by constitutive equations which vary greatly in
complexity. The resulting nonlinear equations are not easy to solve analytically and the
mathematical analysis of such equations would present a particular challenge for scien-
tists and engineers. As a result of nonlinearity, the exact (closed-form) solution of these
problems are very di¢ cult to obtain. Advancement in the computational techniques are
making it easier to construct exact solutions of linear problems. However, it is still very
di¢ cult to solve nonlinear problems analytically. Several studies [1  3] are available in
the literature dealing with the ow of non-Newtonian uids in which researchers have uti-
lized the numerical approach to obtain solutions of nonlinear governing equations. Apart
from numerical methods, several other techniques and methods have been developed re-
cently to construct solutions of non-Newtonian uid ow problems. Some of these useful
methods are the variational iteration method, Adomian decomposition method, homo-
topy perturbation method, homotopy analysis method, semi-inverse variational method
and symmetry method. Despite all these methods, exact (closed-form) solutions of non-
Newtonian uid ow problems are still rare in the literature and it is not surprising that
new exact (closed-form) solutions are most welcome provided they correspond to phys-
ically realistic situations. These exact solutions if available, facilitate the verication of
complex numerical codes and are also helpful in stability analysis. Consequently, the
exact solutions of the non-Newtonian uid ow problems are physically important.
Amongst the many models which have been used to describe the physical ow behavior
of non-Newtonian uids, the uids of di¤erential type have received special attention, see
for example [4] for a complete discussion of the relevant issues. One of the widely accepted
models amongst non-Newtonian uids is the class of Rivlin-Ericksen uids of di¤erential
type [5]: Rivlin-Ericksen uids of di¤erential type have acquired the special status in order
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to describe the several non-standard features such as normal stress e¤ects, rod climbing,
shear thinning and shear thickening [6]. Literature surveys point out that much focus has
been given to the ow problems of a non-Newtonian second grade uid model [3; 7; 8].
A second grade uid model is the simplest subclass of di¤erential type uids for which
one can reasonably hope to establish an analytic result. In most of the ow aspects,
the governing equations for a second grade uid are linear. Although a second grade
uid model for steady ows is used to predict the normal stress di¤erences, it does not
correspond to shear thinning or thickening if the shear viscosity is assumed to be constant.
Therefore some experiments may be better described by a third grade uid [9; 10]. The
mathematical model of a third grade uid represents a more realistic description of the
behavior of non-Newtonian uids. A third grade uid model represents a further attempt
towards the study of the ow structure of non-Newtonian uids. Therefore, a third grade
uid model is considered in this research project. This model is known to capture the
non-Newtonian e¤ects such as shear thinning or shear thickening as well as normal stress.
The governing equations for the third grade uid model are nonlinear and much more
complicated than those of Newtonian uids. They require additional boundary conditions
to obtain a physically meaningful solution. This issue has been discussed in detail by
Rajagopal [11; 12] and Rajagopal and Kaloni [13]: Fosdick and Rajagopal [14] made a
complete thermodynamical analysis of a third grade uid and derived the restriction on
the stress constitutive equation. They investigated some stability characteristics of third
grade uids and showed that they exhibit features di¤erent from those of Newtonian and
second grade uids.
Another very important subclass of the di¤erential type uids is the fourth grade
[15; 16] non-Newtonian uid model. This model is the most generalized model among the
di¤erential type uids. This model is known to capture most of the non-Newtonian ow
properties at one time. With this in mind we have considered a fourth grade uid model
in this study for generality. In general, the governing equations for the ow problems of
fourth grade uids are up to fth-order nonlinear equations. That is why, up to now, very
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limited studies are reported in the literature, up to now, dealing with the ow problems
of a fourth grade uid and these investigations further narrow down when we speak about
the exact solutions of these problems. However, there are few investigations available in
the literature in which researchers have utilized various approaches to construct solutions
of fourth grade uid ow problems. For example, in [17]Wang and Wu have tackled the
problem for the unsteady ow of fourth grade uid due to an oscillating plate using
numerical methods. The study of peristaltic transport of a fourth grade uid in an
inclined asymmetric channel under the consideration of long wavelength was made by
Haroun [18]. Hayat et al. [19  21], studied the fourth grade uid problems in di¤erent
types of ow situations by using the homotopy analysis method. Recently, the problem
of rotation and initial stress on the peristaltic ow of an incompressible fourth grade uid
in asymmetric channel with magnetic eld and heat transfer was treated by Abd-Alla et
al. [22]. Despite all of these works in recent years, the exact closed-form solutions for
the problems dealing with the ow of fourth grade uids are still rare in the literature.
Lie theory of di¤erential equations ( see e.g. [23; 24] ) was inaugurated and utilized in
the solution of di¤erential equations by the Norwegian mathematician Marius Sophus Lie
in the 1870s. The main motive of the Lie symmetry analysis formulated by Lie is to nd
one or several parameters local continuous transformation groups leaving the equations
invariant. Thus the symmetry method for di¤erential equations provide a rigorous way
to classify them according to their invariance properties in order to e¤ects reduction and
solution of the equations. This allows us to obtain group invariant and partially invariant
solutions of di¤erential equations in a tractable manner. The Lie symmetry approach has
thus become of great importance in the theory and applications of di¤erential equations
and widely applied by several authors to solve di¢ cult nonlinear problems particularly
dealing with the ows of non-Newtonian uids [25   29]: The conditional symmetry or
nonclassical symmetry approach has its origin in the work of Bluman and Cole [30]. In
recent years, interest in the conditional symmetry approach has increased. Information
on the nonclassical method and related topics can be found in [31 34]. This method has
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also been used to obtain new exact solutions of a number of interesting nonlinear partial
di¤erential equations [35   40]. There are equations arising in applications that do not
admit classical symmetries but have conditional symmetries. Thus this method is useful
in constructing exact solutions. The concept of conditional/non-classical symmetry has
not been used to nd conditionally-invariant solutions of non-Newtonian uid ow prob-
lems. This is the rst time that the conditional symmetry approach has been employed
to tackle nonlinear problems dealing with the ow models of non-Newtonian third grade
uids. We believe that these deserve further importance in tackling non-Newtonian uid
ow problems. A summery of the nonclassical symmetry method is also presented in
chapter 2.
It is often di¢ cult to obtain exact solutions of a higher order nonlinear di¤erential
equation. For this reason, many researchers have assumed a form of the exact solution
by trial and error. In recent years, the ansatz method has been used to construct exact
solutions of nonlinear equations arising in the study of Newtonian and non-Newtonian
uids. In the ansatz method di¤erent forms of the solution are assumed and di¤erent
techniques are used to develop analytical results. In this work, we have also presented a
unied treatment to classify exact solutions of models of Newtonian and non-Newtonian
uids which are solved using di¤erent techniques. We develop a general compatibility
approach and then apply it to several existing studies. We construct some new exact
solutions and also reconstruct some existing exact solutions of nonlinear problems for
Newtonian and non-Newtonian uids using the concept of compatibility. Some of these
models were previously solved by the ansatz approach but not in a systematic way.
1.2 Aims and objectives
The main objectives that we have achieved during this research is summarized as follows:
 During this research, we have tackled nonlinear problems dealing with the ow mod-
els of third and fourth grade non-Newtonian uids ow problems in di¤erent types of ow
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geometries. We have also taken into account the other di¤erent interesting phenomena
like ow in a porous medium, ow in the presence of magnetic eld etc.
 Our rst step was to perform the mathematical modelling of the di¤erent ow
problems that we have considered.
 Secondly, we have computed all possible symmetries of the model equations both
with the classical and non-classical symmetry methods.
 Thirdly, we derived the group invariant solutions and symmetry solutions of the
nonlinear partial di¤erential equations arising in the study of underlying non-Newtonian
uid ow models. We have also obtained the numerical solutions where necessary and
compared the analytical results with the numerical results.
During the second half of this research project, we have presented a unied treatment
to classify exact solutions of models of Newtonian and non-Newtonian uids which are
solved using di¤erent techniques. We have developed a general compatibility approach
and then applied it to several existing studies. We have constructed some new exact
solutions and also reconstructed some existing exact solutions of nonlinear problems for
Newtonian and non-Newtonian uids using the concept of compatibility. Some of these
models were previously solved by the ansatz approach but not in a systematic way.
 After performing all this work we have been able to provide systematic analytical
techniques to solve a wide range of nonlinear problems of non-Newtonian uid mechanics.
1.3 Outline
A detail outline of the thesis is as follows.
In Chapter 2, some basic denitions and concept of uid mechanics are presented.
Moreover, the group theoretic approach for di¤erential equations is also discussed in
detail.
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The aim of Chapter 3 is to provide the study which deals with the modeling and
solution of an unsteady ow of a third grade uid over an innite rigid plate within a
porous medium. The uid is electrically conducting in the presence of uniform applied
magnetic eld in the normal direction to the ow. The ow is generated due to an
arbitrary velocity of the plate. By employing Lie group theory, symmetries of the equation
are founded and the original third-order partial di¤erential equation is reduced to a third-
order ordinary di¤erential equations. The reduced ordinary di¤erential equations are then
solved analytically and numerically. The manner in which various physical parameters
e¤ects the structure of velocity is discussed with the aid of several graphs. The results
presented in Chapters 3 are published in "[41] International Journal of Non-Linear
Mechanics, 47 (2012) 792798 ".
In Chapter 4, we have provided a systematic mechanism to generate exact solutions
for some nonlinear problems which describe the time-dependent behavior of a third uid
model. We have considered three di¤erent types of ow problems dealing with the ow
of third grade uid in a porous medium. In each case, a complete non-classical symmetry
analysis has been carried out for the governing nonlinear partial di¤erential equations to
construct new classes of conditionally invariant solutions. This is the rst time in the
literature that this type of approach has been utilized to construct exact solutions for
non-Newtonian uid models. The ndings of this chapter have been published in "[42]
International Journal of Non-Linear Mechanics, 54 (2013) 5565".
The purpose of Chapter 5 is to venture further in the regime of fourth grade uid.
We have investigated the time-dependent ow of an incompressible fourth grade uid
over a at rigid plate. The motion is caused due to the motion of the plate in its own
plane (xz-plane) with an arbitrary velocity V (t). Reductions and exact solutions of the
governing nonlinear PDE for the unidirectional ow of a fourth grade uid are established
using the classical and the conditional symmetry approaches. Finally, the inuence of
physically applicable parameters of the ow model are studied through several graphs and
appropriate conclusions are drawn. The contents of this chapter have been published in
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"[43] Journal of Applied Mathematics, Volume (2012), Article ID 931587,16
pages".
In Chapter 6, the unsteady unidirectional ow of an incompressible fourth grade uid
bounded by a porous plate with suction or injection is examined. The disturbance is
caused due to the motion of the plate in its own plane with an arbitrary velocity V (t).
The governing nonlinear partial di¤erential equation along with suitable boundary and
initial conditions, is solved analytically and numerically. To the best of our knowledge,
no attempt has been made up to now to obtain the exact analytical solution for the
unsteady ow of fourth grade uid over the porous plate with suitable boundary condi-
tions. A physical interpretation of the obtained results is shown through graphs. The
results presented in this chapter are published in "[44] Applied Mathematics and
Computation, 219 (2013) 9187-9195".
Chapter 7 deals with the modelling and solutions of an incompressible unsteady ow
of a fourth grade uid in a porous half space. The ow has been generated due to motion
of the at plate in its own plane with an impulsive velocity. The governing nonlinear
partial di¤erential equation with corresponding boundary conditions has been solved
exactly by employing Lie group theoretic approach. All possible Lie point symmetries
have been calculated for the modeled fth-order nonlinear partial di¤erential equation.
Some new classes of group invariant solutions have been developed. The inuence of
various emerging parameters on the ow characteristics has been studied and discussed
through graphical analysis of the obtained results. This is the rst time in literature
that a complete Lie classical symmetry analysis has been carried out for any problem
dealing with the ow of a fourth grade uid model. The contents of this chapter have
been written up in the form of a paper and submitted for publication in "[45] Applied
Mathematics and Computation, 2014 (submitted)".
In Chapter 8, we have developed an e¢ cient compatibility criterion for solving higher
order nonlinear ordinary di¤erential equations subject to lower order ordinary di¤eren-
tial equations. The compatibility approach enabled us to construct the exact solutions
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of higher order nonlinear ordinary di¤erential equations subject to lower order ordinary
di¤erential equations. This approach was illustrated by applying it to various nonlinear
ow problems taken from the literature of Newtonian and non-Newtonian uid dynamics.
We have constructed exact (closed-form) solutions of these problems using the compati-
bility approach and found some new solutions of these problems. We have also unied the
various ansatz based approaches for nding exact solutions for some of the ow models.
The compatibility condition generally had physical signicance which depended on the
problem considered. In some problems it gave the speed of propagation of the travelling
wave. The ndings of this work have been published in "[46] International Journal
of Non-Linear Mechanics, 2015, doi:10.1016/j.ijnonlinmec.2015.01.003".
Finally, some concluding remarks and future works are summarized in Chapter 9.
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Chapter 2
Fluid Dynamics and Symmetry
Approaches
2.1 Introduction
In this chapter, we briey present some basic denitions and useful concepts of uid
mechanics. These denitions can be found in many standard books of uid mechanics.
Furthermore, the main aspects of the Lie symmetry method for di¤erential equations are
also discussed with some words on conditional symmetries.
2.2 Compressible and incompressible ows
A ow in which the variation of the mass per unit volume (density) within the ow is
considered constant is known as an incompressible ow. Generally, all liquids are treated
as incompressible uids. On the contrary, ows which are characterized by a varying
density are said to be compressible. Gases are normally considered to be compressible.
The mathematical equation that describes the incompressibility property of the uid is
given by
d
dt
= 0; (2.1)
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where d=dt is the total derivative dened by
d
dt
=
@
@t
+V:r; (2.2)
where V represents the velocity of the ow.
2.3 Unsteady and steady ows
A ow in which uid properties at each point in the ow eld do not depend upon time
is called a steady ow. For such a ow
@f
@t
= 0; (2.3)
in which f represents any uid property. Flow property includes velocity, density and
temperature etc. A ow in which uid properties depend upon time is called an unsteady
ow. For such a ow,
@f
@t
6= 0: (2.4)
2.4 Laminar and turbulent ows
Laminar ow is one in which each uid particle has a denite path. In such ow, the
paths of uid particles do not intersect each other. In turbulent ow the paths of uid
particles may intersect each other.
2.5 Rotational and irrotational ows
A ow in which uid particles rotate about its axis is said to be a rotational ow. For a
rotational ow the curl of the velocity vector does not vanish. Mathematically,
rV 6= 0; (2.5)
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where V is a velocity vector. On the other hand, a ow in which uid particles do not
rotate about its axis is said to be an irrotational ow, For an irrotational ow, the curl
of the velocity vector vanishes. Mathematically,
rV = 0: (2.6)
2.6 Basic equations
2.6.1 The continuity equation
The continuity equation is the mathematical expression of the law of conservation of
mass and is given by
@
@t
+ div(V) = 0; (2.7)
where  is the density and V the velocity vector.
The continuity equation for steady state uid becomes
div(V) = 0: (2.8)
For an incompressible uid the density of any particle is invariable and so the continuity
equation for an incompressible uid becomes
divV = 0: (2.9)
2.6.2 The momentum equation
The momentum equation is the mathematical expression of the law of conservation of
linear momentum and is given by

dV
dt
= divT+ b; (2.10)
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in which T is the Cauchy stress tensor, b the body force per unit mass and d=dt the
material time derivative dened in Eq. (2.2). The Cauchy stress tensor T is
T =
26664
xx xy xz
 yx yy  yz
 zx  zy zz
37775 ; (2.11)
and ii (i = x; y; z) and  ij (j = x; y; z) are the normal and shear stresses respectively.
In scaler form, Eq. (2.10) gives

du
dt
=  @
@x
+
@xx
@x
+
@xy
@y
+
@xz
@z
+ bx; (2.12a)

dv
dt
=  @
@y
+
@ yx
@x
+
@yy
@y
+
@ yz
@z
+ by; (2.12b)

dw
dt
=  @
@z
+
@ zx
@x
+
@ zy
@y
+
@zz
@z
+ bz: (2.12c)
2.7 Non-Newtonian uids
Fluids such as water, air and honey are described as Newtonian uids. These uids
are essentially modelled by the Navier-Stoke equations, which generally describe a linear
relation between the stress and the strain rate. On the other hand, there is a large
number of uids that do not fall in the category of Newtonian uids. Common examples
like mayonnaise, toothpaste, egg whites, liquid soaps and multi grade engine oils are non-
Newtonian. A distinguishing feature of many non-Newtonian uids is that they exhibit
both viscous and elastic properties and the relationship between the stress and the strain
rate is non-linear. Contrary to Newtonian uids, there is not a single model that can
describe the behavior of all the non-Newtonian uids. For this reason many models have
been proposed and among those models, the uids of di¤erential type and rate type have
acquired attention.
If we denote T the Cauchy stress tensor of a given uid, it can be written in general
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as
T =  pI+ S; (2.13)
where p denotes the indeterminate part of the stress due to the constraint of incom-
pressibility, I is the identity tensor and S is the extra stress tensor. We recall that for a
non-Newtonian uid, the extra stress tensor is related to the viscosity of the uid, which
is a nonlinear function of the symmetric part of the velocity gradient.
2.8 Lie symmetry analysis for di¤erential equations
In this section, we present some basics of Lie symmetry methods for solving di¤erential
equations.
2.8.1 Symmetry transformations of di¤erential equations
A transformation under which a di¤erential equation remains invariant (unchanged) is
called a symmetry transformation of the di¤erential equation.
Consider a kth-order (k  1) system of di¤erential equations
F (x; u; u(1); :::; u(k)) = 0;  = 1; :::;m; (2.14)
where u = (u1; :::; um) called the dependent variable, is a function of the independent
variable x = (x1; :::; xn) and u(1); u(2) up to u(k) are the collection of all rst-, second-,
up to kth-order derivatives of u.
A transformation of the variable x and u, viz.
xi = f i(x; u); u = g(x; u); i = 1; :::; n;  = 1; :::;m; (2.15)
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is called a symmetry transformation of the system (2.14) if (2.14) is form-invariant in the
new variables x and u, that is
F (x; u; u(1); :::; u(k)) = 0;  = 1; :::;m; (2.16)
whenever
F (x; u; u(1); :::; u(k)) = 0;  = 1; :::;m: (1.17)
For example, the rst-order Abel equation of the second kind
f
df
dy
= y3 + yf (2.18)
has symmetry transformations
y = ay; f = a2f; a 2 R+: (2.19)
2.8.2 One-parameter Lie groups
A set G of transformations
Ta : x
i = f i(x; u; a); u = g(x; u; a); i = 1; :::; n;  = 1; :::;m; (2.20)
where a is a real parameter, is a continuous one-parameter Lie group of transformations
if the following properties are satised
(i) Closure: If Ta; Tb in G and a; b 2 R; then
TbTa = Tc 2 G; c 2 R: (2.21)
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(ii) Identity: T0 2 G such that
T0Ta = TaT0 = Ta (2.22)
for and a 2 R and Ta 2 G: T0 is the identity.
(iii) Inverses: For Ta 2 G; a 2 R; there exists T 1a = Ta 1 2 G; a 1 2 R+ such that
TaTa 1 = Ta 1Ta = T0 (2.23)
For example, the set of transformations
Ta : x = ax; u = au; a 2 R+ (2.24)
forms a one-parameter Lie group.
2.8.3 Innitesimal transformations and generator
According to Lies theory, the construction of a one-parameter group G is equivalent to
the determination of the corresponding innitesimal transformations
xi  xi + ai(x; u); u  u + a(x; u): (2.25)
One can introduce the symbol X of the innitesimal transformations by writing (2.25)
as
xi  (1 + aX)xi; u  (1 + aX)u; (2.26)
where
X = i(x; u)
@
@xi
+ (x; u)
@
@u
; (2.27)
is known as the innitesimal operator or generator of the group G:
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2.8.4 Lie symmetry method for partial di¤erential equations
Here we discuss the classical Lie symmetry method to obtain all possible symmetries of
a system of partial di¤erential equations.
Let us consider a pth order system of partial di¤erential equations in n independent
variables x = (x1; :::; xn) and m dependent variable u = (u1; :::; um), viz.
E(x; u; u(1); :::; u(p)) = 0; (2.28)
where u(k); 1  k  p; denotes the set of all kth order derivative of u; with respect to the
independent variables dened by
u(k) =

@ku
@xi1 ; :::; xik

; (2.29)
with
1  i1; i2; :::; ik  n: (2.30)
For nding the symmetries of Eq. (2.28), we rst construct the group of invertible
transformations depending on the real parameter a; that leaves Eq. (2.28) invariant,
namely
x1 = f
1(x; u; a); :::; xn = f
n(x; u; a); u = g(x; u; a): (2.31)
The above transformations have the closure property, are associative, admit inverses and
identity transformation and are said to form a one-parameter group.
Since a is a small parameter, the transformations (2.31) can be expanded in terms of
a series expansion as
x1 = x1 + a1(x; u) +O(a
2); :::; xn = xn + an(x; u) +O(a
2)
u1 = u1 + a1(x; u) +O(a
2); :::; um = um + an(x; u) +O(a
2) (2.32)
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The transformations (2.32) are the innitesimal transformations and the nite transfor-
mations are found by solving the Lie equations
1(x; u) =
dx1
da
; :::; n(x; u) =
dxn
da
; (x; u) =
du
da
; (2.33)
with the initial conditions
x1(x; u; a) j a=0 = x1; :::; xn(x; u; a) ja=0= xn;
u1(x; u; a) j a=0 = u1; :::; um(x; u; a) ja=0= um (2.34)
where x = (x1; :::; xn) and u = (u1; :::; um): The transformations (2.31) can be denoted
by the Lie symmetry generator
X = i(x; u)
@
@xi
+ (x; u)
@
@u
; (2.35)
where the functions i(i = 1; :::; n) and ( = 1; :::;m) are the coe¢ cient functions of
the operator X.
The operator (2.35) is a symmetry generator of Eq. (2.28) if
X [p]E jE=0= 0; (2.36)
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where X [p] represents the pth prolongation of the operator X and is given by
X [1] = X +
nX
i=1
xi
@
@uxi
; (2.37)
X [2] = X [1] +
nX
i=1
nX
j=1
xixj
@2
@uxiuxj
; (2.38)



X [p] = X [1] + :::+X [p 1] +
nX
i1=1
:::
nX
ip=1
xi1 :::xip
@p
@uxi1 :::uxp
; (2.39)
with
uxi =
@u
@xi
; uxi1 :::xik =
@ku
@xi1 :::@xik
: (2.40)
In the above equations, the additional coe¢ cient functions satisfy the following relations
xi = Dxi() 
nX
j=1
uxjDxi(
j); (2.41)
xixj = Dxj(
xi) 
nX
k=1
uxixkDxj(
k);



xi1 :::xip = Dxip (
xi1 :::xip 1 ) 
nX
j=1
uxi1 :::xip 1xjDxip (
j); (2.42)
where Dxi denotes the total derivative operator and is given by
Dxi =
@
@xi
+ uxi
@
@u
+
nX
j=1
uxixj
@
@xj
+ ::: (2.43)
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The determining equation (2.36) results in a polynomial in terms of the derivatives of the
dependent variable u. After separation of Eq. (2.36) with respect to the partial deriva-
tives of u and their powers, one obtains an overdetermined system of linear homogeneous
partial di¤erential equations for the coe¢ cient functions is and ,s. By solving the
overdetermined system one has the following cases:
 There is no symmetry, which means that the Lie point symmetry i and  are all
zero.
 The point symmetry has r 6= 0 arbitrary constants; in this case we obtain an
r dimensional Lie algebra of point symmetries.
 The point symmetry admits some nite number of arbitrary constants and arbitrary
functions, in which case we obtain an innite-dimensional Lie algebra.
2.8.5 Example on the Lie symmetry method
Here we illustrate the use of the Lie symmetry method on the well-known Born-Infeld
quation [47] given by
(1  u2t )uxx + 2uxutuxt   (1 + u2x)utt = 0: (2.44)
We seek for an operator of the form
X = 1(t; x; u)
@
@t
+ 2(t; x; u)
@
@x
+ (t; x; u)
@
@u
: (2.45)
The operator given in Eq. (2.45) is a symmetry generator of Eq. (2.44) if
X [2](1  u2t )uxx + 2uxutuxt   (1 + u2x)utt) jEq. (2.44)=0= 0: (2.46)
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The second prolongation in this case is
X [2] = X + x
@
@ux
+ t
@
@ut
+ xx
@
@uxx
+ xt
@
@uxt
+ tt
@
@utt
; (2.47)
with the coe¢ cients
x = Dx(   1ux   2ut) + 1uxx + 2uxt; (2.48)
t = Dt(   1ux   2ut) + 1uxt + 2utt; (2.49)
xx = D2x(   1ux   2ut) + 1uxxx + 2uxxt; (2.50)
tt = D2t (   1ux   2ut) + 1uxxt + 2uxtt; (2.51)
xt = DxDt(   1ux   2ut) + 1uxtt + 2uttt:
where the operators Dx and Dt denote the total derivatives dened in Eq. (2.43). Using
the invariance condition, i.e., applying the second prolongation X [2] to Eq. (2.44), leads
to an overdetermined system of linear homogenous system of partial di¤erential equations
given by
2xx = 0; 
2
xu = 0; 
2
tt = 0; 
2
uu = 0;
1x   2t = 0; 1t   2x = 0;
1u + x = 0; 
2
t   u = 0;
2u   t = 0; 2tu + xx = 0: (2.52)
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By solving the system (2.52), we obtain a four-dimensional Lie symmetry algebra gener-
ated by the operators
X1 =
@
@t
; X2 =
@
@x
; X3 =
@
@u
;
X4 = t
@
@x
+ x
@
@t
;
X5 =  u @
@x
+ x
@
@u
;
X6 = u
@
@t
+ t
@
@u
;
X7 = x
@
@x
+ t
@
@t
+ u
@
@u
: (2.53)
2.8.6 Group invariant solution
Here we state the use of the symmetry for nding special exact solutions to di¤erential
equations. For a symmetry operator of the form
X = 1(x; u)
@
@x1
+ :::+ n(x; u)
@
@xn
+ (x; u)
@
@f
; (2.54)
the group invariant solution f = f(x) is obtained from X(f   f(x)) jf=f(x)= 0 and is
deduced by solving the corresponding characteristic system which is dened by
dx1
1(x; f)
= ::: =
dxn
n(x; f)
=
df
(x; f)
: (2.55)
2.8.7 Travelling wave solutions
Travelling wave solutions are the one special kind of group invariant solutions which are
invariant under a linear combination of time-translation and space-translation generators.
These solutions are of two types depending upon the value of the wave speed (say m).
Let X1 and X2 be time-translation and space-translation symmetry generators re-
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spectively. Then the solution corresponding to the generator
X = X1 +mX2; (m > 0); (2.56)
would represent a forward wave-front type travelling wave solution. In this case, the waves
are propagating away from the plate. On the other hand, the solution corresponding to
the generator
X = X1  mX2; (m > 0); (2.57)
would represent a backward wave-front type travelling wave solution. In this case the
waves are propagating towards the plate.
2.8.8 Non-classical symmetry method for partial di¤erential
equations
Here we present a brief version of the nonclassical symmetry method for partial di¤erential
equations. In recent years, interest in the conditional/non-classical symmetry approach
has increased. There are equations arising in applications that do not admit classical
symmetries but have conditional symmetries. Thus this method is useful in constructing
exact solutions.
We begin by considering a kth order partial di¤erential equation
G(x; u; u(1); :::; u(k)) = 0; (2.58)
in n independent variables x = (x1; :::; xn) and one dependent variable u, with u(k)
denoting the derivatives of the u with respect to the x up to order k dened by
u(k) =

@ku
@xi1 :::xik

; (2.59)
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with
1  i1; :::; ik  n: (2.60)
Suppose that X is a vector eld of dependent and independent variables:
X = 1(x; u)
@
@x1
+ :::+ n(x; u)
@
@xn
+ (x; u)
@
@u
: (2.61)
The functions i and  are the coe¢ cient functions of the vector eld X.
Suppose that the vector eld X is the non-classical symmetry generator of (2.58),
then the solution
u = f(x1; x2; :::; xn) (2.62)
of equation (2.58) is an invariant solution of (2.58) under a one-parameter subgroup
generated by X if the condition
(x; u) = (x; u) 
nX
i=1
i(x; u)
@u
@xi
= 0; (2.63)
holds together with equation (2.58). The condition given in equation (2.63) is known
as an invariant surface condition. Thus the invariant solution of (2.58) is obtained by
solving the invariant surface condition (2.63) together with equation (2.58).
For equations (2.58) and (2.63) to be compatible, the kth prolongation X[k] of the
generator X must be tangent to the intersection of G and the surface , that is
X[k](G) jG\= 0: (2.64)
If the equation (2.63) is satised, then the operatorX is called a non-classical innitesimal
symmetry of the kth order partial di¤erential equation (2.58).
For the case of two independent variables, t and y, two cases arise, viz when 1 6= 0
and 1 = 0.
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When 1 6= 0 the operator is
X =
@
@t
+ 2(t; y; u)
@
@y
+ (t; y; u)
@
@u
; (2.65)
and thus
 = ut    + 2uy = 0; (2.66)
is the invariant surface condition.
When 1 = 0 the operator is
X =
@
@y
+ (t; y; u)
@
@u
; (2.67)
and hence
 = uy    = 0: (2.68)
is the invariant surface condition.
2.8.9 Example on the non-classical symmetry method
We illustrate the use of the non-classical symmetry method on the well-known heat
equation
ut = uxx: (2.69)
Consider the innitesimal operator
X = (t; x; u)
@
@x
+ (t; x; u)
@
@t
+ (t; x; u)
@
@u
: (2.70)
The invariant surface condition is
(t; x; u) = (t; x; u)  (t; x; u)@u
@x
  (t; x; u)@u
@t
= 0: (2.71)
30
One can assume without loss of generality that  = 1, so that Eq. (2.71) takes the form
(t; x; u) = (t; x; u)  (t; x; u)@u
@x
  @u
@t
= 0: (2.72)
The nonclassical symmetries determining equations are:
X [2]ut   uxxjEq:(2:69)=0;=0 = 0; (2.73)
where X [2] is the usual third prolongation of operator X:
Applying the method to the heat PDE (2.69) with  = 1 yields
 = (x; t); (2.74)
 = A(x; t)u+B(x; t); (2.75)
where
At + 2Ax   Axx = 0; (2.76a)
Bt + 2Bx  Bxx = 0; (2.76b)
t + 2x   xx + 2Ax = 0: (2.76c)
The solution of system (2.76) give the following nonclassical innitesimals
 =   wtv   wvt
wxv   wvx ; (2.77)
 = 1; (2.78)
 =
vtwx   vxwt
wxv   wvx (u  u0) + fx + ft: (2.79)
where w, v and f satisfy the heat equation.
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Chapter 3
Group Invariant Solutions for the
Unsteady Magnetohydrodynamic
Flow of a Third Grade Fluid in a
Porous Medium
3.1 Introduction
The purpose of this chapter is to study the time-dependent ow of an incompressible
non-Newtonian uid over an innite rigid plate. The ow is induced due to the arbitrary
velocity V (t) of the plate. The uid occupies the porous half space y > 0 and is also
electrically conducting in the presence of a constant applied magnetic eld in the trans-
verse direction to the ow. Such ows have applications in transpiration cooling, gaseous
di¤usion, boundary layer control and so forth. Analytical solutions of the governing non-
linear partial di¤erential equation for the unidirectional ow of a third grade uid are
established using the symmetry approach. We construct three types of analytical solu-
tions by employing the Lie symmetry method and the better solution from the physical
point of view is shown to be the non-travelling wave solution. We also present numerical
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solutions of the governing PDE and the reduced ODE and compare with the analytical
results. Finally, the inuence of emerging parameters are studied through several graphs
with emphasis on the study of the e¤ects of the magnetic eld and non-Newtonian uid
parameters.
An outline of the chapter is as follows. In Section 3.2, the mathematical modelling
is carried out for the ow problem under investigation. In Section 3.3, all possible Lie
point symmetries of the modelled partial di¤erential equation are calculated. The group
invariant solutions are presented in sections 3.4. Finally, the graphical discussion and
the conclusions are summarized in Sections 3.5 and 3.6 respectively.
3.2 Mathematical formulation and constitutive rela-
tions
The constitutive relation for an incompressible and thermodynamically compatible third
grade uid [41] has the form
T =  pI+ A1 + 1A2 + 2A21 + 3(trA21)A1: (3.1)
In the above relation, T is the Cauchy stress tensor, p the pressure, I the identity tensor,
 the dynamic viscosity, 1; 2 and 3 are the material constants, and Ai (i = 1  3) are
the Rivlin-Ericksen tensors which are dened through the following equations:
A1 = (gradV) + (gradV)
T ; (3.2)
An =
dAn 1
dt
+An 1(gradV) + (gradV)
TAn 1; (n > 1); (3.3)
where V denotes the velocity eld, d=dt is the material time derivative dened by
d
dt
=
@
@t
+ (V:r); (3.4)
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in which r is the gradient operator.
Here we consider a Cartesian coordinate system OXY Z with the y-axis in the ver-
tical upward direction and x-axis parallel to the rigid plate at y = 0. The ow of an
incompressible and electrically conducting uid of third grade is bounded by an innite
rigid plate. The uid occupies the porous half space y > 0. The plate is innite in the
XZ-plane and therefore all the physical quantities except the pressure depend on y only.
Thus, for the ow under consideration, we seek a velocity of the form
V = [u(y; t); 0; 0]: (3.5)
The above denition of velocity identically satises the law of conservation of mass for
incompressible uid, viz.
divV = 0: (3.6)
The unsteady motion through a porous medium in the presence of magnetic eld is
governed by

dV
dt
= divT+ JB+R; (3.7)
where
J =(E+V B); (3.8)
in which  is the uid density,  the electrical conductivity, J the current density, B the
magnetic induction so that B = B0+b (B0 and b are the applied and induced magnetic
elds respectively), R the Darcys resistance in the porous medium and E the imposed
electric eld.
In this study we consider the uid to be electrically conducting in the presence of
an imposed uniform magnetic eld in the transverse direction to the ow. In the small
magnetic Reynolds number approximation, in which the induced magnetic eld can be
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ignored, the e¤ect of the imposed electric eld and induced magnetic eld are negligible
and only the e¤ects of the applied magnetic eld B0 is applicable. In this case the current
density in Eq. (3:8) becomes
J =(V B0): (3.9)
Thus the magnetic force on the right hand side of Eq. (3:7) is
JB =  B20V: (3.10)
Following reference [48]; the constitutive relationship between the pressure drop and
the velocity for the unidirectional ow of a third grade uid is
@p
@x
=  

"
+ 1
@
@t
+ 23

@u
@y
2#
u; (3.11)
where  is the permeability and  the porosity of the porous medium.
The pressure gradient in Eq. (3:11) is regarded as a measure of the ow resistance in the
bulk of the porous medium. If Rx is a measure of the ow resistance due to the porous
medium in the x direction, then Rx through Eq. (3:11) is given by
Rx =  

"
+ 1
@
@t
+ 23

@u
@y
2#
u: (3.12)
Using Eq. (3:5), having in mind Eqs. (3:1); (3:2); (3:3); (3:7); (3:10) and (3:12), one
obtains the following governing equation in the absence of the modied pressure gradient

@u
@t
= 
@2u
@y2
+ 1
@3u
@y2@t
+ 63

@u
@y
2
@2u
@y2
  

"
+ 1
@
@t
+ 23

@u
@y
2#
u  B20u:
(3.13)
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The relevant initial and boundary conditions are
u(y; 0) = g(y); y > 0; (3.14)
u(0; t) = u0V (t); t > 0; (3.15)
u(1; t) = 0; t > 0; (3.16)
where u0 is the reference velocity, g(y) and V (t) are as yet undetermined. These are
specied via, the Lie group approach.
We introduce the non-dimensional quantities
u =
u
u0
; y =
u0y

; t =
u20t

; 1 =
1u
2
0
2
; 3 =
23u
4
0
3
;  =
2
u20
; M2 =
B20
u20
:
(3.17)
Eq. (3:13) and the corresponding initial and the boundary conditions then take the form
@u
@t
=
@2u
@y2
+ 1
@3u
@y2@t
+ 33

@u
@y
2
@2u
@y2
  
"
u+ 1
@u
@t
+ 3u

@u
@y
2#
 M2u: (3.18)
u(y; 0) = g(y); y > 0; (3.19)
u(0; t) = V (t); t > 0; (3.20)
u(1; t) = 0; t > 0: (3.21)
For simplicity we drop the bars of the non-dimensional quantities. We rewrite Eq. (3:18)
as
@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
+ 

@u
@y
2
@2u
@y2
  u

@u
@y
2
  u M2u ; (3.22)
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where
 =

1 + 1
;  =
1
1 + 1
;  =
33
1 + 1
;
 =
3
1 + 1
;  =

1 + 1
; M2 =
M2
1 + 1
: (3.23)
Eq. (3:22) is solved subject to conditions (3:19)  (3:21):
3.3 Lie symmetry analysis
In this section, we briey discuss how to determine Lie point symmetry generators ad-
mitted by Eq. (3:22). We use these generators to solve Eq. (3:22) analytically subject
to the conditions (3:19)  (3:21):
We look for transformations of the independent variables t; y and the dependent
variable u of the form (see the previous chapter on symmetries)
t = t(t; y; u; ); y = y(t; y; u; ); u = u(t; y; u; ); (3.24)
which constitue a group where  is the group parameter such that Eq. (3:22) is left
invariant. From Lies theory, the transformations in Eq. (3:24) are obtained in terms of
the innitesimal transformations
t ' t+ (t; y; u); y ' y + (t; y; u); u ' u+ (t; y; u); (3.25)
or the operator
X = (t; y; u)
@
@t
+ (t; y; u)
@
@y
+ (t; y; u)
@
@u
; (3.26)
which is a generator of the Lie point symmetry of Eq. (3:22) if the following determining
equation holds, viz
X [3][ut   uyy   uyyt   (uy)2uyy + u(uy)2 + u+M2u] j15= 0: (3.27)
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The operator X [3] is the third prolongation of the operator X which is
X [3] = X + t
@
@ut
+ y
@
@uy
+ yy
@
@uyy
+ yyy
@
@uyyy
+ tyy
@
@utyy
; (3.28)
with
t = Dt   utDt   uyDt ;
y = Dy   utDy   uyDy ;
yy = Dy
y   utyDy   uyyDy ; (3.29)
yyy = Dy
yy   utyyDy   uyyyDy ;
tyy = Dt
yy   utyyDt   uyyyDt ;
and the total derivative operators
Dt =
@
@t
+ ut
@
@u
+ utt
@
@ut
+ uty
@
@uy
+ ::: ;
Dy =
@
@y
+ uy
@
@u
+ uyy
@
@uy
+ uty
@
@ut
+ ::: ; (3.30)
Substituting the expansions of Eq. (3:29) into the symmetry condition (3:27) and sepa-
rating by powers of the derivatives of u, as  , , and  are independent of the derivatives of
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u; lead to the overdetermined system of linear homogeneous partial di¤erential equations
u = 0
 y = 0
u = 0
y = 0
t = 0
 uu = 0
y = 0
 t + tu = 0
M2  +  + uM
2
  t + u t + t   uM2 u   uu = 0
 + u t + uu = 0
 t + 2u = 0: (3.31)
The solution of the above system gives rise to two cases. These are:
Case 1:  +M2 6= =
For this case, we nd a two-dimensional Lie algebra generated by
X1 =
@
@t
; X2 =
@
@y
: (3.32)
Case 2:  +M2 = =
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Here we obtain a three-dimensional Lie algebra generated by
X1 =
@
@t
; X2 =
@
@y
;
X3 =  

1
 +M2

e2(+M
2 )t @
@t
+ ue2(+M
2 )t @
@u
: (3.33)
3.4 Solutions of the problem
In this section, similarity solutions (group invariant solutions) which satisfy the initial
and boundary conditions (3:19)  (3:21) corresponding to the above symmetries for Eq.
(3:22) are constructed.
3.4.1 Travelling wave solutions
Travelling wave solutions are special kind of group invariant solutions which are invariant
under a linear combination of the time-translation and the space-translation generators.
We search for an invariant solution under the operator
X = X1 + cX2 ; ) X = @
@t
+ c
@
@y
; (3.34)
which denotes forward wave-front type travelling wave solutions with constant wave speed
c. The characteristic system of Eq. (3:34) is
dy
c
=
dt
1
=
du
0
: (3.35)
Solving Eq. (3:35), the invariant is given as
u(y; t) = F (x1); where x1 = y   ct : (3.36)
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Using Eq. (3:36) into Eq. (3:22) results in a third-order ordinary di¤erential for F (x1);
viz.
 c dF
dx1
= 
d2F
dx21
  cd
3F
dx31
+ 

dF
dx1
2
d2F
dx21
  F

dF
dx1
2
  ( +M2 )F; (3.37)
and the above equation admits the exact solution of the form (which we require to be
zero at innity due to the second boundary condition)
F (x1) = A exp
 p

 px1
!
; (3.38)
provided that s



c


  c

+



   ( +M2 )

= 0: (3.39)
Thus the above solution can be written as
u(y; t) = exp
 p
(y   ct)
 p
!
: (3.40)
We note that this solution satises the boundary condition (3:19); (3:20) and (3:21) with
V (t) = exp
 
c
p
p

t
!
and g(y) = exp
 
 
p
p

y
!
: (3.41)
We remark here that V (t) and g(y) depend on physical parameters of the ow. This
solution in Eq. (3:40) is plotted in Figures 3:1 and 3:2 for various values of the emerging
parameters which satisfy the condition (3:39):
Moreover, we can also nd group invariant solutions corresponding to the operator
X1 and X3, which provide other meaningful solutions as well.
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3.4.2 Group-invariant solutions corresponding to X3
The operator X3 is given as
X3 =  

1
 +M2

e2(+M
2 )t @
@t
+ ue2(+M
2 )t @
@u
: (3.42)
The characteristic system of Eq. (3:42) is
dt
 

1
+M2
 = du
u
=
dy
0
: (3.43)
By solving the above system, the invariant is given by
u(y; t) = w(y) exp[ ( +M2 )t]; (3.44)
where w(y) as yet is an undetermined function of y.
Substituting Eq. (3:44) into Eq. (3:22) yields the linear second-order ordinary di¤er-
ential equation
d2w
dy2
  

w = 0; (3.45)
Using conditions (3:20) and (3:21), one can write the boundary conditions for Eq. (3:45)
as
w(0) = 1 ; w(l) = 0 ; l!1 ; (3.46)
where
V (t) = exp[ ( +M2 )t]: (3.47)
We solve Eq. (3:45) subject to the boundary conditions given in Eq. (3:46) for positive
=. We obtain
w(y) = exp
 
 
p
p

y
!
: (3.48)
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Substituting this w(y) in Eq. (3:44); we deduce the solution for u(y; t) in the form
u(y; t) = exp
"
 f  +M2  t+
s


yg
#
: (3.49)
We observe that this solution (3:49) satises the boundary conditions (3:19), (3:20) and
(3:21) with
V (t) = exp[ ( +M2 )t] and g(y) =
 
 
s


y
!
(3.50)
Again V (t) and g(y) depend on physical parameters of the ow. This solution in Eq.
(3:49) is plotted in Figures 3:3  3:6 for various values of the emerging parameters.
3.4.3 Group-invariant solutions corresponding to X1
The time translation generator X1 is given by
X1 =
@
@t
: (3.51)
The invariant solution admitted by X1 is the steady-state solution
u(y; t) = G(y): (3.52)
Introducing Eq. (3:52) into Eq. (3:22) yields the third-order ordinary di¤erential equation
for G(y), viz.

d2G
dy2
+ 

dG
dy
2
d2G
dy2
  G

dG
dy
2
  G M2G = 0; (3.53)
with the boundary conditions
G(0) = v0;
G(y) = 0; y !1; (3.54)
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where l can take a su¢ ciently large value with V = v0 a constant. The above equation
(3:53) admits the exact solution of the form (which we also require to be zero at innity
due to the second boundary condition)
G(y) = v0 exp
 
 
p
p

y
!
; (3.55)
provided that


   ( +M2 ) = 0: (3.56)
We also solve the above boundary value problem numerically using the Mathematica
solver NDSolve. This solution is plotted in Figure 3:7.
3.4.4 Numerical Solution
We present the numerical solution of PDE (3:22) subject to the initial and boundary
conditions:
u(0; t) = V (t) = e t; u(1; t) = 0; t > 0;
u(y; 0) = g(y) = e y; y > 0: (3.57)
This solution is plotted in Figure 3:8 using the Mathematica
R
solver NDSolve.
Remark 1 The group invariant solution (3:49) corresponding to X3 contains the mag-
netic eld term and shows the e¤ects of magnetic eld on the physical system directly
whereas the travelling wave solution (3:40) and the group invariant solution (3:55) are
the solutions provided that the conditions along which these solutions are valid must hold.
These solutions does not directly contain the term which is responsible for showing the
e¤ects of the magnetic eld. Thus these solutions are valid for the particular value of the
magnetic eld parameter. To emphasize, we say that the group invariant solution of the
non-travelling type generated by X3 is better than the other two group invariant solutions
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in the sense that is best represents the physics of the problem considered.
3.5 Graphical results and discussion
In this section, the velocity proles obtained in the previous sections are plotted through
several graphs. By the group invariants the partial di¤erential equation is transformed
into an ordinary di¤erential equation which is numerically integrated and presented here.
The velocity proles versus y are illustrated in Figures 3:1  3:8 for various values of the
emerging parameters.
The travelling wave solutions over an innite rigid plate are depicted in Figures 3:1
and 3:2 for various values of the time t and wave speed c: These solutions do not predict
the e¤ects of the magnetic eld on the ow. It is noted that the e¤ect of both time t and
wave speed c is seen to increase the velocity prole.
To see the e¤ects of magnetic eld on the ow, the group invariant solution (3:49) is
plotted in Figures 3:3 3:6 for di¤erent values of the emerging parameters. Figure 3 shows
the velocity proles for various values of the time t at xed values of other parameters.
As expected, the velocity prole will decay with time. In order to examine the e¤ects of
the magnetic eld, the velocity proles versus y for various values of the magnetic eld
parameter M are depicted in Figure 3:4. It shows that the velocity decreases when the
magnitude of the magnetic eld is increased. The e¤ects of the uid parameters  and
 in the presence of magnetic eld are shown in Figures 3:5 and 3:6: These gures reveal
that  and  have opposite roles on the velocity even in the presence of the magnetic
eld. From these gures, it is noted that velocity increases for large values of  whereas
it decreases for increasing :
The numerical solutions of ordinary di¤erential equation (3:53) subject to boundary
conditions (3:54) are shown in Figure 3:7 for di¤erent values of the magnetic eld pa-
rameter M: It is observed that the e¤ects of M on the velocity proles are the same
as noted previously for the analytical solutions. Finally in Figure 3:8 we have plotted
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the numerical solution of the governing PDE (3:22) for small variations of time, and it
is observed that the velocity decreases as time increases, which is the same observation
made previously for the analytical results.
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Figure 3.1: The diagram of the velocity eld (3:40) for varying values of t when
 = 1:5;  = c = 1 are xed.
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Figure 3.2: The diagram of the velocity eld (3:40) for varying values of c when
 = 1:5;  = 1; t = =2 are xed.
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Figure 3.3: The diagram of the velocity eld (3:49) for varying values of t when
 = 1:5;  = 1;M = 0:5;  = 1 are xed.
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Figure 3.4: The diagram of the velocity eld (3:49) for varying values of M when
 = 2:5;  = 1:5;  = 1; t = =2 are xed.
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Figure 3.5: The diagram of the velocity eld (3:49) for varying values of  when
 = 1:5;M = 0:5;  = 1; t = =2 are xed.
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Figure 3.6: The diagram of the velocity eld (3:49) for varying values of  when
 = 1:5;M = 0:5;  = 1; t = =2 are xed.
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Figure 3.7: Numerical solution of (3:53) subject to conditions (3:54) for varying
values of M when  = 1:5;  =  = 0:5;  = 1 are xed.
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Figure 3.8: Numerical solution of PDE (3:22) subject to conditions (3:55) for varying
values of t when  = 2;  = 2:5;  = 1:5;  = 2:6;  = 0:8;M = 0:5 are xed.
3.6 Conclusions
In this chapter, we have considered the unsteady magnetohydrodynamic ow of third
grade uid over an innite moved rigid plate. The uid occupied the porous half space
y > 0: The governing nonlinear problem that comprised the balance laws of mass and
momentum was modelled. We performed a complete Lie group analysis on the governing
nonlinear PDE. It was found that the principal Lie algebra was two-dimensional which
was then extended to three dimensions for the restrictive cases of the parameters. We
obtained three types of group invariant solutions with the help of these symmetries.
In Remark 1, a detailed discussion was included regarding the better solution in the
sense of imposing conditions from a physical point of view of the problem considered.
This was shown to be the non-travelling wave group invariant solution (3:49). Finally, we
presented the numerical solution of the governing PDE with a suitable choice of boundary
and initial conditions. The way in which various physical parameters a¤ect the behavior
of the velocity was analyzed with the help of several graphs.
50
Chapter 4
Nonlinear Time-Dependent Flow
Models of Third Grade Fluids: A
Conditional Symmetry Approach
4.1 Introduction
The present chapter continues the research which was carried out in [49; 41; 50]. In Hayat
et al. [49], some classically invariant solutions were obtained for unsteady ow of a third
grade uid in a porous medium. In [41], the analysis of [49] was extended by taking into
account the magnetohydrodynamic (MHD) nature of the uid. We also utilized the Lie
classical symmetry approach to construct a new class of group invariant solutions for the
governing nonlinear partial di¤erential equation. Aziz and Aziz [50] recently extended
the ow model of [41] by including suction and injection at the boundary of the ow. The
same group theoretic approach has been used to obtain closed-form invariant solutions of
the nonlinear boundary-value problem. In this work, we revisit these three ow problems.
In this communication some nonlinear ow problems dealing with the unsteady ow
of a third grade uid in porous half-space are analyzed. A new class of closed-form condi-
tionally invariant solutions for these ow models are constructed by using the conditional
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or non-classical symmetry approach. All possible non-classical symmetries of the model
equations are obtained and various new conditionally invariant solutions have been con-
structed. The solutions are valid for a half-space and also satisfy the physically relevant
initial and the boundary conditions.
4.2 Problem 1: Unsteady ow of a third grade uid
over a at rigid plate with porous medium
Hayat et al. [49] solved the time-dependent problem for the ow of a third grade uid in
a porous half-space. The governing nonlinear partial di¤erential equation in [49], with a
slight change of notation, is given by

@u
@t
= 
@2u
@y2
+ 1
@3u
@y2@t
+ 63

@u
@y
2
@2u
@y2
  

"
+ 1
@
@t
+ 23

@u
@y
2#
u; (4.1)
where u(y; t) is the velocity component,  is the density,  the coe¢ cient of viscosity,
1 and 3 are the material constants (for details on these material constants and the
conditions that are satised by these constants, the reader is referred to [14] ),  the
porosity and  the permeability of the porous medium.
In order to solve the above Eq. (4:1); the relevant time and space dependent velocity
boundary conditions are specied as follows:
u(0; t) = u0V (t); t > 0; (4.2)
u(1; t) = 0; t > 0; (4.3)
u(y; 0) = g(y); y > 0; (4.4)
where u0 is the reference velocity. The rst boundary condition (4:2) is the no-slip
condition and the second boundary condition (4:3) says that the main stream velocity is
zero. This is not a restrictive assumption since we can always measure velocity relative
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to the main stream. The initial condition (4:4) indicates that the uid is initially moving
with some non-uniform velocity g(y):
In [49], the governing problem was solved without transforming the problem into
dimensionless form. Here we rst non-dimensionalize the problem and then obtain solu-
tions. We dene the non-dimensional quantities as
u =
u
u0
; y =
u0y

; t =
u20t

;  =
1u
2
0
2
;  =
23u
4
0
3
;
1
K
=
2
u20
: (4.5)
Eq. (4:1) and the corresponding initial and the boundary conditions take the form
@u
@t
=
@2u
@y2
+ 
@3u
@y2@t
+ 3

@u
@y
2
@2u
@y2
  1
K
"
u+ 
@u
@t
+ u

@u
@y
2#
; (4.6)
u(0; t) = V (t); t > 0; (4.7)
u(y; t) ! 0 as y !1; t > 0; (4.8)
u(y; 0) = g(y); y > 0; (4.9)
where V (0) = g(0). For simplicity we suppress the bars of the non-dimensional quantities.
We rewrite Eq. (4:6) as
@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
+ 

@u
@y
2
@2u
@y2
  u

@u
@y
2
  1
K
u; (4.10)
where
 =
1
(1 + =K)
;  =

(1 + =K)
;  =
3
(1 + =K)
;
 =
=K
(1 + =K)
;
1
K
=
1=K
(1 + =K)
: (4.11)
We solve Eq. (4:10) subject to the conditions (4:7)  (4:9).
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4.2.1 Non-classical symmetry analysis
Here we present the complete non-classical symmetry analysis of PDE (4.10) and develop
some invariant solutions of problem 1.
Consider the innitesimal operator
 = 1(t; y; u)
@
@t
+ 2(t; y; u)
@
@y
+ (t; y; u)
@
@u
: (4.12)
The invariant surface condition is
(t; y; u) = (t; y; u)  1(t; y; u)@u
@t
  2(t; y; u)@u
@y
= 0: (4.13)
The nonclassical symmetries determining equations are:
[3]Eq:(4:10)jEq:(4:10)=0;=0 = 0; (4.14)
where [3] is the usual third prolongation of operator :
Here we nd the determining equations for two di¤erent cases:
Case 1: When 1 = 1 and 2 6= 0
In this case, we obtain the following set of determining equations (which have been
generated manually)
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2u = 0;
22yu    uu = 0;
y = 0;
2yy = 0;
2y = 0;
  
u
2
t
2
+ uu = 0;

2
t
2
  tu +

2
tu
2
= 0;
2t
2
+ 22y   2u = 0;

K
  u
2
t
K
2  
2t
2
+ t  
uu
K
= 0: (4.15)
We solve the determining equations (4.15) for two cases:
Case I:

   K

6= 0
For this case, we deduce
 =
@
@t
+ c
@
@y
; (4.16)
where c is any arbitrary constant. The above symmetry is a combination of translations
in time and space.
Case II:

   K

= 0
In this case, we obtain a two-dimensional symmetry algebra generated by
1 =

exp

  2
K
t

 K

@
@t
+ u
@
@u
; (4.17)
2 =  K
@
@t
+ exp

  2
K
t

@
@y
+ u
@
@u
; (4.18)
Remark 2 The symmetries given in Eqs. (4.17) and (4.18) are the linear combination
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of classical point symmetries of PDE (4.10) also found in [49], which imply that the
symmetries (4.17) and (4.18) are also classical point symmetries. Thus no extra non-
classical symmetry is obtained for the case when 1 = 1 and 2 6= 0:
Now we consider the second case:
Case 2: When 1 = 1 and 2 = 0
For this case, we obtain the following set of determining equations
 uu = 0;
y = 0;
   uu = 0;
 + Kt   utu   Ktu   uu + u + Ktu   u2u = 0:(4.19)
Again we solve the determining equations (4.19) for two-cases:
Case I:

   K

6= 0
For this case, we nd
 =
@
@t
+ u
@
@u
; (4.20)
where  is a constant to be determined.
Case II:

   K

= 0
For this case, we get
 =
@
@t
+ (t)u
@
@u
; (4.21)
where (t) is any function of time t. Thus innite many nonclassical symmetry generators
are obtained in this case for any arbitrary value of function (t):
Remark 3 The symmetries given in Eqs. (4.20) and (4.21) are the only nonclassical
symmetries of PDE (4.10).
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4.2.2 Conditionally invariant solutions
Here we rst present the conditionally invariant solution corresponding to the non-
classical symmetry generator
 =
@
@t
+ u
@
@u
: (4.22)
The characteristic corresponding to Eq. (4.22) is
dt
1
=
dy
0
=
du
u
: (4.23)
By solving Eq. (4:23); the conditionally-invariant solution is given as
u(y; t) = exp(t)F (y); (4.24)
where F (y) is as yet an undetermined function of y:
By the substitution of Eq. (4:24) into Eq. (4:10) yields a second-order ordinary
di¤erential equation in F (y); given by

dF
dy
2 
d2F
dy2
  

F

= 0; (4.25)
and the relation for 
 F + 
d2F
dy2
+ 
d2F
dy2
  1
K
F = 0: (4.26)
The reduced ODE (4.25) is solved subject to the boundary conditions
F (0) = 1; F (y)! 0 as y !1: (4.27)
We solve Eq. (4.25) subject to the boundary conditions (4.27) for two cases.
Case 1:

dF
dy
2
= 0 and d
2F
dy2
  

F 6= 0
57
In this case we have
dF
dy
= 0: (4.28)
Thus the solution of (4.25) subject to the boundary conditions (4.27) is
F (y) = C, where C is constant. (4.29)
Using Eq. (4:29) in Eq. (4:26), we deduce  =   1
K
In this case, the solution for u(y; t) is
u(t) = exp

  1
K
t

: (4.30)
The solution for u is independent of y. The velocity decreases exponentially with time
at a rate which depends only on K and . Expressed in dimensional variables, (4:31) is
u(t) = u0 exp
24  t


+ 1


35 : (4.31)
The uid velocity decreases as the porosity increases and increases as the permeability
of the porous medium increases.
Case 2: d
2F
dy2
  

F = 0 and

dF
dy
2
6= 0
In this case the solution for F (y) is written as
F (y) = a exp
 s


y
!
+ b exp
 
 
s


y
!
: (4.32)
By applying the boundary conditions (4.27), we have a = 0 (for a bounded solution)
and b = 1 (by using rst the boundary condition). Thus the solution for F (y) is
F (y) = exp
 
 
s


y
!
: (4.33)
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Substituting F (y) into Eq. (4:26); we obtain the value for  in the form
 =  

   K
K   K

: (4.34)
Finally, the solution for u(y; t) is
u(y; t) = exp
"
 
(
   K
K   K

t+
s


y
)#
: (4.35)
Note that the above solution satises the boundary and initial conditions with
V (t) = exp

 

   K
K   K

t

; (4.36)
g(y) = exp
"
 
s


y
#
; (4.37)
where V (t) and g(y) depend on the physical parameters of the ow model. The solution
(4:35) is the new exact closed-form solution of the physical model considered in [49].
The physical behavior of the various ow parameters involved in the solution expression
(4:35) is described in Figures 4:1  4:4.
In order to study the e¤ect of time on the velocity distribution, we have plotted
solution (4:35) in Figure 4:1. We see that with the increase in t, the velocity approaches
a steady- state. This gure depicts that velocity decreases as time increases. Clearly, the
unsteady behavior of velocity eld is observed for 0 6 t 6 2:5: For t > 2:5, the velocity
prole remains the same. In other words, we can say that the steady-state behavior of
the velocity is achieved for t > 2:5. The inuence of the porosity of the porous medium
K on the ow problem 1 is illustrated in Figure 4:2. As anticipated, with an increase of
the porosity of the porous medium causes an decrease in drag force and hence the ow
velocity increases. In Figures 4:3 and 4:4, we see the physical behavior of the third grade
uid parameters  and  on the conditional symmetry solution (4:35): These gures
reveal that  and  have opposite roles on the velocity eld. From these gures, it is
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noticed that velocity increases for large values of  showing the shear thinning behavior
of the third grade uid whereas it decreases for increasing  which shows the shear
thickening behavior of the uid.
Now we have
   K
K   K
=
2
3K + 2
> 0;


=
1
3K
; (4.38)
Making use of Eq. (4.38) into Eq. (4.35), the solution for u(y; t) can be expressed as
u(y; t) = exp

 

2t
3K + 2
+
yp
3K

: (4.39)
Expressed in dimensional form interms of the original variable, (4.39) is
u(y; t) = exp
"
 
(
2t
3

+ 21

+
r

3
y
)#
: (4.40)
We observe that u(y; t) always decreases as t and y increases. The decrease is greater for
large porosity and smaller for large permeability.
Now we consider the invariant solution under the non-classical symmetry operator
 =
@
@t
+ (t)u
@
@u
: (4.41)
By the solution of corresponding characteristics system of above symmetry generator,
the invariant solution is written as
u(y; t) = exp [(t)]G(y); where (t) =
Z
(t)dt; (4.42)
where G(y) is an unknown function to be found. Making use of Eq. (4.42) into PDE
(4.10), we obtain a second-order linear ODE for G(y) :
d2G
dy2
  1
K
G = 0; where  = K: (4.43)
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The transformed boundary conditions are:
G(0) = 1;
G(y) ! 0 as y !1: (4.44)
The solution of reduced ODE (4.43) subject to the boundary conditions (4.44) is
G(y) = exp
 
 
s
1
K
y
!
: (4.45)
With the use of Eq. (4.45) into Eq. (4.42), the solution for u(y; t) (for any arbitrary
function (t)) is written as
u(y; t) = exp
"
(t) 
s
1
K
y
#
where (t) =
Z
(t)dt; (4.46)
with
V (t) = exp [(t)] and g(y) = exp
 
 
s
1
K
y
!
: (4.47)
Finally, we consider the invariant solution corresponding to operator
 = a1+ a21 + a33; where ai (i = 1; 2; 3) are constants. (4.48)
where , 1 and 2 are given in Eqs. (4.16), (4.17) and (4.18). It is worth to notice that
the invariant solutions without the linear combination of , 1 and 2 have already been
reported in [49]. Here we are considering another new invariant solution which has not
been found in [49].
The invariant solution corresponding to operator (4.48) is
u(y; t) =

a1 + a3 exp

2
K
t
 1
2
h(y); with  =

K
; (4.49)
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where h(y) is an undetermined function of y. With the use of Eq. (4.49) into Eq. (4.10)
leads a second order ODE in h(y), viz.
a1
d2h
dy2
+ 

dh
dy
2
d2h
dy2
  h

dh
dy
2
  a1
K
h = 0; (4.50)
and the invariant boundary conditions are:
h(0) = 1;
h(y) ! 0 as y !1: (4.51)
If a1 = 0, we get the same invariant solution found in [49]. However, if a1 6= 0, then take
a1 = 1: Then the ODE (4.50) becomes

d2h
dy2
+ 

dh
dy
2
d2h
dy2
  h

dh
dy
2
  h
K
= 0; (4.52)
The above equation admits the exact solution of the form (which we require to be zero
at innity due to the second boundary condition)
h(y) = A exp
 
 
p
p

y
!
; (4.53)
provided that





  1
K
= 0; (4.54)
Finally, the solution for u(y; t), given in Eq. (4.49), becomes
u(y; t) =

a3 exp

2
K
t
 1
2
exp
 
 
p
p

y
!
(4.55)
Remark 4 Here we have obtained three new invariant solutions of the ow model [49].
The invariant solution corresponding to the non-classical symmetry generator given in
Eq. (4.35) is better then the other two invariant solutions given in Eqs. (4.46) and (4.55)
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in the sense that it best represents the physics of the problem under investigation.
4.3 Problem 2: Unsteady magnetohydrodynamic (MHD)
ow of a third grade uid in porous medium
In this problem we extend the previous ow model of third grade uid by considering the
uid to be electrically conducting under the inuence of a uniform magnetic eld applied
transversely to the ow.
The unsteady MHD ow of a third grade uid in a porous half-space (in a non-
dimensionalized form) is governed by [41]
@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
+ 

@u
@y
2
@2u
@y2
  u

@u
@y
2
 

1
K
+M2

u; (4.56)
where , , , ; and 1=K are dened in Eq. (4:11) and
M2 =
M2
(1 + =K)
: (4.57)
Now we have to solve Eq. (4.56) subject to the boundary conditions (4:7)  (4:9):
4.3.1 Non-classical symmetry analysis
Here we compute all possible non-classical symmetry generators of PDE (4.56) and de-
velop some classically invariant solution of problem 2. We nd the determining equations
for two di¤erent cases.
Case 1: When 1 = 1 and 2 6= 0
In this case, we obtain the following set of determining equations (which have been
generated manually)
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2u = 0;
22yu    uu = 0;
y = 0;
2yy = 0;
2y = 0;

2   u2t + uu2 = 0;

2
t   tu2 + 2tu = 0;
2t + 2
2
y
2   2u = 0;

K
+M2   
u2t
K
2  
M2u
2
t
2
  
2
t
2
+ t  
uu
K
 M2uu = 0: (4.58)
We solve the determining equations (4.58) for two cases:
Case I:
h
  

1
K +M
2



i
6= 0
For this case, we get
 =
@
@t
+m
@
@y
; (4.59)
where m is any arbitrary constant. The above symmetry is a combination of translations
in time and space variables.
Case II:
h
  

1
K +M
2



i
= 0
In this case, we obtain a two-dimensional symmetry algebra generated by operators
1 =

exp

 

1
K
+M2

2t

   K +M2  @@t + u @@u; (4.60)
2 =  
 
K +M2
 @
@t
+ exp

 

1
K
+M2

2t

@
@y
+ u
@
@u
: (4.61)
Remark 5 The symmetries given in Eqs. (4.60) and (4.61) are the linear combination of
classical point symmetries of PDE (4.56) also found in [41]. Therefore, the symmetries
(4.60) and (4.61) are also classical point symmetries. Thus there is no non-classical
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symmetry obtained for the case when 1 = 1 and 2 6= 0:
Now we consider the second case:
Case 2: When 1 = 1 and 2 = 0
For this case, we obtain the following set of determining equations
 uu = 0; (4.62)
y = 0; (4.63)
   uu = 0; (4.64)
0 =  + KM
2
  + Kt   utu   KM2utu
 Ktu   uu   KM2uu + u
+KM2 u + Ktu   u2u   KM2u2u: (4.65)
Again we solve the determining equations (4.62)-(4.65) for two-cases:
Case I:
h
  

1
K +M
2



i
6= 0
For this case, we deduce
 =
@
@t
+ u
@
@u
; (4.66)
where  is a constant to be determined.
Case II:
h
  

1
K +M
2



i
= 0
For this case, we obtain
 =
@
@t
+ (t)u
@
@u
; (4.67)
where (t) is any function of time t. Thus innite many nonclassical symmetry generators
obtained in this case for any arbitrary value of function (t):
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4.3.2 Conditionally invariant solutions
We rst consider the conditionally invariant solution corresponding to the non-classical
symmetry generator
 =
@
@t
+ u
@
@u
: (4.68)
where  is a parameter to be determine. The invariant solution corresponding to
(4:68) is
u(y; t) = exp(t)F1(y); (4.69)
where F1(y) is an undetermined function of y: Substituting Eq. (4:69) in Eq. (4:56) leads
to a second-order ordinary di¤erential equation in F1(y); given by

dF1
dy
2 
d2F1
dy2
  

F1

= 0; (4.70)
and the relation for 
 F1 + ( + )
d2F1
dy2
 

1
K
+M2

F1 = 0 (4.71)
The reduced ODE (4:70) is solved subject to the boundary conditions
F1(0) = 1; (4.72)
F1(y) ! 0 as y !1;
for two cases.
Case 1:

dF1
dy
2
= 0 and d
2F1
dy2
  

F1 6= 0
In this case we obtain a time dependent solution
u(t) = C exp(t); (4.73)
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where
 =  

1
K
+M2

: (4.74)
The solution can be expressed as
u(y; t) = exp

 

1 +KM2
K + 

t

; (4.75)
and in dimensional form
u(y; t) = u0 exp
24 

1 +
u20M
2





+ 1

 t
35 ; (4.76)
The e¤ects of the magnetic eld transverse to the uid ow is to cause the uid velocity
to decay more rapidly with time. If we set M2 = 0; we recover the time-dependent
solution (4.31) of the previous problem.
Case 2: d
2F1
dy2
  

F1 = 0 and

dF1
dy
2
6= 0
In this case the bounded solution for F1(y) is written as
F1(y) = exp
 
 
s


y
!
: (4.77)
Substituting F1(y) into Eq. (4:71); we deduce the value for  in the form
 =  

 +KM2   K
K   K

: (4.78)
Using the values of F1(y) and  in Eq. (4.69), the solution for u(y; t) is written as
u(y; t) = exp
"
 
(
 +KM2   K
K   K

t+
 s


!
y
)#
: (4.79)
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The solution (4.79) satises the boundary and initial conditions with
V (t) = exp

 

 +KM2   K
K   K

t

; (4.80)
g(y) = exp
"
 
 s


!
y
#
; (4.81)
where V (t) and g(y) depend on the physical parameters of the ow model. The solution
given in Eq. (4:79) is again the new solution of the ow problem considered in [41]. Note
that, if there is no magnetic eld (M = 0), we recover the solution (4:35) in the Problem
1. To study the behavior of the magnetic eld of the ow problem 2, the conditional
symmetry solution (4:79) is plotted for the varying values of magnetic eld parameter
M in Figure 4:5. From the plot, it is clearly observed that uid velocity decreases with
an increase in the magnetic eld strength. Thus, the graphical behavior of the magnetic
parameter is opposite to the porosity parameter, that is what we expected physically.
Now
 +KM2   K
K   K
=
2 + 3KM2
3K + 2
> 0; (4.82)
and the solution (4.79) can be expressed as
u(y; t) = exp

 

2 + 3KM2
3K + 2

t+
yp
3K

: (4.83)
Expressed in dimensional form (4.83) becomes
u(y; t) = u0 exp
24 
8<:
0@2 + 3u20M22
3

+ 21

1A t+ r 
3
!
y
9=;
35 : (4.84)
In the dimensional form of the solution, the magnetic eld does not a¤ect the dependence
of u(y; t) on y. It increase the rate-of-decrease of u(y; t) with time.
Now we consider the conditionally invariant solution under the non-classical symmetry
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operator
 =
@
@t
+ (t)u
@
@u
: (4.85)
Solving of corresponding Langrangian system of the above symmetry generator, the in-
variant solution is written as
u(y; t) = exp [(t)]G1(y); where (t) =
Z
(t)dt; (4.86)
where G1(y) is an unknown function to be found. With the insertion of Eq. (4.86) into
PDE (4.56), we obtain a second-order linear ODE for G1(y) :
d2G1
dy2
 

1
K
+
M2


G1 = 0; where


=

1
K
+M2

: (4.87)
The transformed boundary conditions are:
G1(0) = 1; (4.88)
G1(y) ! 0 as y !1:
The solution of reduced ODE (4.87) is solved subject to the boundary conditions (4.88)
is
G1(y) = exp
 
 
s
1
K
+
M2


y
!
: (4.89)
Making use of Eq. (4.89) into Eq. (4.86), the solution for u(y; t) (for any arbitrary
function (t)) is written as
u(y; t) = exp
"
(t) 
s
1
K
+
M2


y
#
where (t) =
Z
(t)dt; (4.90)
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The solution (4.90) satises the boundary and initial conditions with
V (t) = exp [(t)] ; (4.91)
g(y) = exp
 
 
s
1
K
+
M2


y
!
: (4.92)
Note that for M = 0, we recover the solution (4.46) of the previous problem.
Finally, we consider the invariant solution corresponding to operator
 = b1+ b21 + b33; where bj (j = 1; 2; 3) are constants. (4.93)
where , 1 and 2 are given in Eqs. (4.59), (4.60) and (4.61). The invariant solutions
without the linear combination of , 1 and 2 have already been investigated in [41].
Here we present another new invariant solution which has not been reported in [41].
The invariant solution corresponding to operator (4.93) is
u(y; t) =

b1 + b3 exp

1
K
+M2

2t
 1
2
h1(y); with


=

1
K
+M2

; (4.94)
where h1(y) is an undetermined function of y. Using Eq. (4.94) into Eq. (4.56) leads a
second order ODE in h1(y):
b1
d2h1
dy2
+ 

dh1
dy
2
d2h1
dy2
  h1

dh1
dy
2
 

1
K
+M2

b1h1 = 0; (4.95)
with
h1(0) = 1; (4.96)
h1(y) ! 0 as y !1:
If b1 = 0, we get the same invariant solution found in [41]. However, if b1 6= 0, then take
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b1 = 1: Then the ODE (4.95) becomes

d2h1
dy2
+ 

dh1
dy
2
d2h1
dy2
  h1

dh1
dy
2
 

1
K
+M2

h1 = 0; (4.97)
The above equation admits the exact solution of the form (which we require to be zero
at innity due to the second boundary condition)
h1(y) = A exp
 
 
p
p

y
!
; (4.98)
provided that





 

1
K
+M2

= 0; (4.99)
Finally, the solution for u(y; t) is written as
u(y; t) =

b3 exp

1
K
+M2

2t
 1
2
exp
 
 
p
p

y
!
(4.100)
Remark 6 We have constructed three new invariant solutions of ow model [41]. The
invariant solution corresponding to non-classical symmetry generator given in Eq. (4.79)
is better then the other two invariant solutions given in Eqs. (90) and (100) due to the
fact that it best represents the physics of the problem considered.
4.4 Problem 3: Unsteady MHD ow of third grade
uid in a porous mediumwith plate suction/injection
This model is an extension of the previous two problems with combined e¤ects of plate
suction/injection and the MHD nature of the uid.
The time-dependent magnetohydrodynamic ow of a third grade in a porous half-
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space with plate suction/injection is governed by [50]
@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
  W @
3u
@y3
+ 

@u
@y
2
@2u
@y2
  u

@u
@y
2
+W
@u
@y
 

1
K
+M2

u; (4.101)
where W > 0 denotes the suction velocity and W < 0 indicates blowing velocity with
, , , , 1=K and M
2
 are dened in Eqs. (4:11) and (4:30) : The velocity W is
dimensionless and given byW = W0
u0
. The boundary conditions remain the same as given
in Eqs. (4:7)  (4:9):
By performing the non-classical symmetry analysis of PDE (4.101), the only condi-
tional symmetry generator calculated for the PDE (4.101) is given by
@u
@t
= u; (4.102)
where  is a constant to be found. The corresponding operator is
 =
@
@t
+ u
@
@u
: (4.103)
Again the invariant solution corresponding to (4:103) is
u(y; t) = exp(t)F2(y); (4.104)
where F2(y) is an undetermined function of y: Substituting Eq. (4:104) in Eq. (4:101)
leads to a second-order linear ODE in F2(y); given by

dF2
dy
2 
d2F2
dy2
  

F2

= 0; (4.105)
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and the relation for 
 F2 + ( + )
d2F2
dy2
  W d
3F2
dy3
+W
dF2
dy
 

1
K
+M2

F2 = 0: (4.106)
Again the reduced ODE (4.105) is solved subject to the boundary conditions
F2(0) = 1; (4.107)
F2(y) ! 0 as y !1;
for two cases. For the rst case we obtain the same time-dependent solution given in Eq.
(4.74) with  replaced by  where
 =  

1
K
+M2

: (4.108)
For the second case,
d2F
dy2
  

F = 0 and

dF
dy
2
6= 0: (4.109)
The bounded solution for F2(y) is deduced as
F2(y) = exp
 
 
s


y
!
: (4.110)
Inserting F2(y) into Eq. (4:106); we nd the value for  in the form
 =  

1
   
"

K
+ M2    +W
s


(   )
#
; (4.111)
where  6= . Thus the nal solution for u(y; t) is written as
u(y; t) = exp
"
 
(
1
   
 

K
+ M2    +W
s


(   )
!
t+
s


y
)#
;
(4.112)
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provided that  6= . Note that the above solution satises the boundary and initial
conditions for the particular values of the arbitrary functions V (t) and g(y), viz.
V (t) = exp
"
 

1
   
 

K
+ M2    +W
s


(   )
!
t
#
;(4.113)
g(y) = exp( 
s


y): (4.114)
The conditional symmetry solution (4.112) is again the new exact solution of this problem.
Note that if we setM = W = 0 in solution (4.112), we can easily deduce the conditional
symmetry solutions of the previous two models. The graphical behavior of solution
(4.112) is shown. For W > 0 suction occurs and W < 0 corresponds to injection or
blowing. It is observed that with the increase in the suction parameter the velocity
decreases so does the boundary layer thickness. This is quite in accordance with the
fact that suction causes a reduction in the boundary layer thickness, whereas the e¤ect
of increasing injection are quite opposite to that of suction. So from these gures it
is evident that our conditional symmetry solution (4:112) is valid for both suction and
blowing.
Now we have

1
   
 

K
+ M2    +W
s


(   )
!
=
2 + 3KM2
3K + 2
+
Wp
3K
:
(4.115)
Making use of Eq. (4.115) into Eq. (4.112), the solution u(y; t) can be written as
u(y; t) = exp

 

2 + 3KM2
3K + 2
+
Wp
3K

t+
yp
3K

: (4.116)
The suction/injection does not a¤ect the dependence on y of u(y; t) but it does signi-
cantly a¤ect its dependence on time t. For suction at the plate, W > 0; suction increases
the rate of decrease of u(y; t) with time. For injection or blowing at the plate W < 0 and
we have W =  jW j. There are three cases to consider. Dene the injection velocity wI
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by
wI =
p
3K

2 + 3KM2
3K + 2

: (4.117)
For weak injection for which jW j < wI , the velocity u(y; t) still decreases with time but
at a reduced rate. When jW j = wI , the velocity u = u(y) which is independent of time.
For strong uid injection at the base, jW j > wI and the uid velocity u(y; t) increases
with time. The magnetic eld increases wI and the injection velocity has to be greater
to make u(y; t) to increase with time.
Expressed in dimensional form the solution (4.116) is written as
u(y; t) = u0 exp
24 
8<:
0@2 + 3u20M22
3

+ 21

+
W0q
3

1A t+ r 
3
!
y
9=;
35 ; (4.118)
and the critical injection velocity is
wI =  

3

 1
2
0@2 + 3u20M22
3

+ 21

1A : (4.119)
From (4.118) the velocity prole at t = 0 is given by
u(y; 0) = u0 exp
"
 
 r

3
!
y
#
: (4.120)
It depends on the ratio 

of the porous material and is independent of the uid parameters
,  and :
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4.5 Graphical analysis of solutions
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Figure 4:1: Prole of solution (4:35) for the varying
values of time t; when  = 1,  = 0:5,  = 1,  = 1,
K = 0:8 are xed.
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Figure 4:2: Prole of solution (4:35) for the varying
values of porosity parameter K; when  = 1,  = 0:5,
 = 1,  = 1, t = =2 are xed.
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Figure 4:3: Prole of solution (4:35) for the varying
values of third grade parameter ; when K = 1,  = 0:6,
 = 1,  = 1, t = =2 are xed.
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Figure 4:4: Prole of solution (4:35) for the varying
values of third grade parameter ; when K = 1,  = 0:6,
 = 1,  = 1, t = =2 are xed.
0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
y
Ve
loc
ity
 P
ro
file
M*=0.2
M*=0.5
M*=0.8
M*=1
Figure 4:5: Prole of solution (4:79) for the varying
values of magnetic eld parameter M; when K = 1:5,
 = 2:5,  = 1:5,  = 0:2,  = 1, t = =2 are xed.
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Figure 4:6: Prole of solution (4:112) for the varying
values of suction parameter W > 0; when K = 3,  = 2:5,
 = 1,  = 0:1,  = 1, M = 1, t = =2 are xed.
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Figure 4:7: Prole of solution (4:112) for the varying
values of injection parameter W < 0; when K = 1,
 = 1,  = 0:1,  = 1, M = 1, t = =2 are xed.
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4.6 Conclusions
In this chapter, we have provided a systematic mechanism to generate exact solutions
for some nonlinear problems [49; 41; 50] which describe the time-dependent behavior of a
third grade non-Newtonian uid model in porous medium. In each case, a complete non-
classical symmetry analysis has been performed for the governing PDEs to construct new
classes of conditionally invariant solutions. This is the rst time in the literature that this
type of approach has been utilized to construct closed-form solutions for non-Newtonian
uid models. The ow models considered in this study are prototype ones but the method
that we have employed can be used to investigate a wide range of nonlinear problems
in non-Newtonian uid mechanics. This work can be extended in a number of ways.
The non-classical method can be used to obtain exact solutions of nonlinear problems
dealing with the ow models of other non-Newtonian uids and also the conditional
symmetry approach can be used to reduce certain nonlinear partial di¤erential equations
arising in the study of non-Newtonian uid models to ordinary di¤erential equations and
then numerical investigation of the reduced ODEs can be made for specic nonlinear
problems. Thus, the novelty of the presented work comes from the sense that it gave us
a new trend to solve nonlinear boundary value problems that arise not only in the eld
of non-Newtonian uid mechanics but also in the other elds of science and engineering.
Finally, from the obtained results we can make the following important conclusions:
 The spatial dependence of u is determined only by the ratio of the permeability of
the medium to the porosity of the medium. It is independent of the properties of the
uid and it does not depend on the magnetic eld or the suction/injection.
 The dependence of u on time is determined by the permeability and porosity of
the medium and also by the properties of the uid and the magnetic eld and suc-
tion/injection velocity at the base. It depend on the uid through the parameter  of a
second grade uid.
 The initial velocity wI for the injection of uid at the base was found. It is dened
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by (4.117) and depends on the permeability and porosity of the medium as well as the
properties of the uid. The magnitude of wI increases as the magnitude of the magnetic
eld increases. If the injection velocity at the base equals wI then the solution for u does
not depend on time. If the magnitude of the injection velocity exceeds jwI j then u will
increase with time at any position of y.
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Chapter 5
Closed-Form Solutions for a
Nonlinear Partial Di¤erential
Equation Arising in the Study of a
Fourth Grade Fluid Model
5.1 Introduction
The unsteady unidirectional ow of an incompressible fourth grade uid bounded by a
suddenly moved rigid plate is studied in this chapter. The governing nonlinear higher
order partial di¤erential equation for this ow in a semi-innite domain is modelled.
Translational symmetries in variables t and y are employed to construct two di¤erent
classes of closed-form travelling wave solutions of the model equation. A conditional
symmetry solution of the model equation is also obtained. The physical behavior and
the properties of various interesting ow parameters on the structure of the velocity
are presented and discussed. In particular, the signicance of the rheological e¤ects are
mentioned.
The chapter is organized in the following fashion. In Sections 5.2 and 5.3, the problem
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formulation is carried out for the ow model under investigation. Travelling wave and
the conditional symmetry solutions of the modelled equation are presented in sections
5.4 and 5.5 respectively. The physical discussion of the solutions is made in Section 5.6.
Some concluding remarks are given in Section 5.7.
5.2 Fundamental equations
The basic equations governing the time-dependent ow of an incompressible uid are the
continuity equation and the momentum equation, viz.
divV = 0; 
dV
dt
= divT; (5.1)
whereV is the velocity vector,  the density of the uid, d=dt the material time derivative
and T the Cauchy stress tensor. For a fourth grade uid the Cauchy stress tensor satises
the constitutive equations [43]
T =  pI+
nX
j=1
Sj with n = 4; (5.2)
where p is the pressure, I the identity tensor and Sj the extra stress tensor
S1 = A1; (5.3)
S2 = 1A2 + 2A
2
1; (5.4)
S3 = 1A3 + 2(A1A2 +A2A1) + 3(trA
2
1)A1; (5.5)
S4 = 1A4 + 2(A3A1 +A1A3) + 3A
2
2 + 4(A2A
2
1 +A
2
1A2)
5(trA2)A2 + 6(trA2)A
2
1 + [7trA3 + 8tr(A2A1)]A1: (5.6)
Here  is the dynamic viscosity, i (i = 1; 2); i (i = 1; 2; 3) and i (i = 1; 2; :::; 8) are
material constants. The Kinematical tensors A1 to A4 are the Rivlin-Ericksen tensors
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dened by
A1 = (gradV) + (gradV)
T ; (5.7)
An =
dAn 1
dt
+An 1(gradV) + (gradV)
TAn 1; (n > 1) (5.8)
in which grad is the gradient operator.
5.3 Flow development
Let an innite rigid plate occupy the plane y = 0 and a fourth grade uid the half-space
y > 0: The x-axis and y-axis are chosen parallel and perpendicular to the plate. For
t > 0, the plate moves in its own plane with arbitrary velocity V (t). By taking the
velocity eld (u(y; t); 0; 0), the conservation of mass equation is identically satised. The
governing PDE in u is obtained by substituting Eqs. (5:2)   (5:8) into Eq. (5:1) and
rearranging. We deduce the following governing equation in the absence of the modied
pressure gradient

@u
@t
= 
@2u
@y2
+ 1
@3u
@y2@t
+ 1
@4u
@y2@t2
+ 6(2 + 3)

@u
@y
2
@2u
@y2
+ 1
@5u
@y2@t3
+(62 + 23 + 24 + 25 + 67 + 28)
@
@y
"
@u
@y
2
@2u
@y@t
#
: (5.9)
The above equation is subject to the following boundary and initial conditions
u(0; t) = U0V (t); t > 0; (5.10)
u(1; t) = 0; t > 0; (5.11)
u(y; 0) = I(y); y > 0; (5.12)
@u(y; 0)
@t
= J(y); y > 0; (5.13)
@2u(y; 0)
@t2
= K(y); y > 0; (5.14)
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where U0 is the reference velocity and V (t), I(y), J(y),K(y) are the unspecied functions.
The rst boundary condition (5:10) is the no-slip condition and the second boundary
condition (5:11) says that the main stream velocity is zero. This is not a restrictive
assumption since we can always measure velocity relative to the main stream. The initial
condition (5:12) indicate that initially the uid is moving with some non-uniform velocity
I(y). The remaining two initial conditions are the extra two conditions imposed to make
the problem well-posed.
We dene the dimensionless parameters as
u =
u
U0
; y =
U0y

; t =
U20 t

;  =
1U
2
0
2
; 1 =
1U
4
0
3
;  =
6(2 + 3)U
4
0
3
;
1 =
1U
6
0
4
;  = (32 + 3 + 4 + 5 + 37 + 8)
U60
4
: (5.15)
Under these transformations the governing Eq. (5:9) and the corresponding initial and
the boundary conditions (5:10)  (5:14) take the form
@u
@t
=
@2u
@y2
+ 
@3u
@y2@t
+ 1
@4u
@y2@t2
+ 

@u
@y
2
@2u
@y2
+ 1
@5u
@y2@t3
+ 2
@
@y
"
@u
@y
2
@2u
@y@t
#
;
(5.16)
u(0; t) = V (t); t > 0; (5.17)
u(1; t) = 0; t > 0; (5.18)
u(y; 0) = f(y); y > 0; (5.19)
@u(y; 0)
@t
= g(y); y > 0; (5.20)
@2u(y; 0)
@t2
= h(y); y > 0; (5.21)
where f(y) = I(y)=U0, g(y) = J(y)=U0 and h(y) = K(y)=U0. The functions V (t), f(y),
g(y) and h(y) are as yet arbitrary. These functions are constrained in the next section
when we seek closed-form solutions using the symmetry technique. For simplicity we
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have neglected the bars in all the non-dimensional quantities. We consider classical and
conditional symmetries of Eq. (5:16). Eq. (5:16) only admits translational symmetries
in variables t, y and u, thus the travelling wave solutions are investigated for the model
equation (5.16).
5.4 Travelling wave solutions
Travelling wave solutions are special kinds of group invariant solutions which are invariant
under a linear combination of time-translation and space-translation symmetry genera-
tors. It can easily be seen that Eq. (5:16) admits Lie point symmetry generators, @=@t
(time-translation) and @=@y (space-translation in y), so that we can construct travelling
wave solutions for the model equation.
5.4.1 Backward wave-front type travelling wave solutions
Let X1 and X2 be time-translation and space-translation symmetry generators respec-
tively. Then the solution corresponding to the generator
X = X1   cX2; (c > 0); (5.22)
would represent backward wave-front type travelling wave solutions. In this case, the
waves are propagating towards the plate. The Langrangian system corresponding to Eq.
(5:22) is
dy
 c =
dt
1
=
du
0
; (5.23)
Solving Eq. (5:23), invariant solutions are given by
u(y; t) = F () with  = y + ct: (5.24)
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Making use of Eq. (5:24) in Eq. (5:16) results in a fth-order ordinary di¤erential for
F ()
c
dF
d
=
d2F
d2
+ c
d3F
d3
+ 1c
2d
4F
d4
+ 

dF
d
2
d2F
d2
+ 1c
3d
5F
d5
+ 2
d
d
"
c

dF
d
2
d2F
d2
#
:
(5.25)
Thus the PDE (5:16) becomes an ODE (5:25) along certain curves in the y   t plane.
These curves are called characteristic curves or just the characteristics. In order to solve
Eq. (5:25) for F (), we assume a solution of the form
F () = A exp(B); (5.26)
where A and B are the constants to be determined. Inserting Eq. (5:26) in Eq. (5:25)
we obtain
( cB +B2 + cB3 + 1c2B4 + c3B5) + e2B(A2B4 + 6cA2B5) = 0: (5.27)
Separating Eq. (5:27) in powers of e0 and e2B, we nd
e0 :  cB +B2 + cB3 + 1c2B4 + c3B5 = 0; (5.28)
e2B : A2B4 + 6cA2B5 = 0: (5.29)
From Eq. (5:29), we deduce
B =
 
6c
: (5.30)
Using the value of B in Eq. (5:28), we obtain

6
+
2
(6c)2
  
3c
(6c)3
+
1
4c2
(6c)4
  
5c3
(6c)5
= 0: (5.31)
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Thus the exact solution for F () (provided the condition (5.31) holds) can be written as
F () = A exp
 
6c

: (5.32)
So the exact solution u(y; t) which satisfy the condition (5:31) is
u(y; t) = exp
 (y + ct)
6c

with c > 0: (5.33)
The solution (5:33) satises the initial and boundary conditions (5:17)   (5:21) for the
particular values of the unspecied functions V (t), f(y), g(y) and h(y). Using Eq. (5:33)
in Eqs. (5:17)  (5:21) results in
u(0; t) = V (t) = exp
 ct
6c

; (5.34a)
u(y; 0) = f(y) = exp
 y
6c

; (5.34b)
@u(y; 0)
@t
= g(y) =
 
6
exp
 y
6c

; (5.34c)
@2u(y; 0)
@t2
= h(y) =
2
(6)2
exp
 y
6c

: (5.34d)
Here V (t), f(y), g(y) and h(y) depend on the physical parameters of the ow. The solu-
tion (5.33) is plotted in Figures 5:1  5:4 for di¤erent values of the emerging parameters.
5.4.2 Forward wave-front type travelling wave solutions
We look for invariant solutions under the operator X1+cX2 (with c > 0) which represent
forward wave-front type travelling wave solutions with constant wave speed c: In this
case the waves are propagating away from the plate. These are solutions of the form
u(y; t) = G() with  = y   ct: (5.35)
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Using Eq. (5:35) in Eq. (5:16) results in a fth-order ordinary di¤erential equation for
G(),
 cdG
d
=
d2G
d2
 cd
3G
d3
+1c
2d
4G
d4
+

dG
d
2
d2G
d2
 1c3
d5G
d5
 2 d
d
"
c

dG
d
2
d2G
d2
#
:
(5.36)
Following the same methodology adopted for the backward wave-front type travelling
wave solutions, the above equation admits exact solutions of the form
G() = A exp


6c

; (5.37)
provided

6
+
2
(6c)2
  
3c
(6c)3
+
1
4c2
(6c)4
  
5c3
(6c)5
= 0: (5.38)
Thus Eq. (5:16) subject to Eq. (5:38) admits the exact solution
u(y; t) = exp

(y   ct)
6c

with c > 0: (5.39)
Note that the solution (5.39) does not satisfy the second boundary condition at innity
but satisfy the rest of the boundary conditions for the particular values of the functions
V (t), f(y), g(y) and h(y). The solution (5.39) is the shock wave solution and describe the
shock wave behavior of the ow with slope approaching innity along the characteristic.
This solution does not show the physics of the model but does predict the hidden shock
wave phenomena in the ow. Some examples of shock waves are moving shock, detonation
wave, detached shock, attached shock, recompression shock, shock in a pipe ow, shock
waves in rapid granular ows, shock waves in astrophysics and so on. Using Eq. (5:39)
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in Eqs. (5:17)  (5:21) gives
u(0; t) = V (t) = exp
 ct
6c

; (5.40a)
u(y; 0) = f(y) = exp

y
6c

; (5.40b)
@u(y; 0)
@t
= g(y) =
 
6
exp

y
6c

; (5.40c)
@2u(y; 0)
@t2
= h(y) =
2
(6)2
exp

y
6c

: (5.40d)
5.5 Conditional symmetry solution
We consider the PDE (5:16) with the invariant surface condition
ut = u; (5.41)
where  is a constant to be found. This corresponds to the operator
X =
@
@t
+ u
@
@u
: (5.42)
The invariant solution corresponding to (5:42) is
u(y; t) = exp(t)F (y); (5.43)
where F (y) is an undetermined function of y:
Substituting Eq. (5:43) in Eq. (5:16) leads to a linear second-order ordinary di¤er-
ential equation in F (y); given by
d2F
dy2
 


1 + + 1
2 + 1
3

F = 0; (5.44)
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and the relation
 + 6 = 0: (5.45)
From Eq. (5.45), we deduce
 =   
6
: (5.46)
Using the value of  in Eq. (5.44), we get
d2F
dy2
 
8>><>>:

  
6


1   
6
+ 1


6
2
  1


6
3
9>>=>>;F = 0; (5.47)
The reduced ODE (5.47) is solved subject to the boundary conditions
F (0) = 1;
F (y) ! 0 as y !1: (5.48)
Now we solve Eq. (5.47) subject to the boundary conditions (5.48) for three di¤erent
cases.
Case 1:

(  6 )
1  
6
+1( 6 )
2 1( 6 )
3

= 0:
We have
d2F
dy2
= 0: (5.49)
Solution of (5.49) subject to the boundary conditions (5.48) is
F (y) = constant (say C) (5.50)
In this case, the solution for u(y; t) is
u(t) = C exp(  
6
t): (5.51)
Thus a time-dependent solution is obtained in this case.
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Case 2:

(  6 )
1  
6
+1( 6 )
2 1( 6 )
3

< 0:
In this case the solution for F (y) is written as
F (y) = a cos
2664
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CAy
3775
+b sin
2664
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CAy
3775 : (5.52)
Since F (1) = 0, an unbounded is solution is obtained for F (y): Thus the solution for
u(y; t) does not exists in this case.
Case 3:

(  6 )
1  
6
+1( 6 )
2 1( 6 )
3

> 0:
In this case the solution for F (y) is given by
F (y) = a exp
2664
8>><>>:
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CA
9>>=>>; y
3775
+b exp
2664 
8>><>>:
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CA
9>>=>>; y
3775 : (5.53)
By applying the boundary conditions (5.48), we have a = 0 (for a bounded solution)
and b = 1 (by using rst the boundary condition). Thus the solution for F (y) is
F (y) = exp
2664 
8>><>>:
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CA
9>>=>>; y
3775 ; (5.54)
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Substituting F (y) into Eq. (5:43); we obtain the solution for u(y; t) in the form
u(y; t) = exp
2664 
8>><>>:


6

t+
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CAy
9>>=>>;
3775 : (5.55)
Note that the conditional symmetry solution (5:55) satises the initial and the boundary
conditions (5:17)  (5:21) with
V (t) = exp[ 


6

t]; (5.56)
f(y) = exp
0BB@ 
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CAy
1CCA ; (5.57)
g(y) =  


6

exp
0BB@ 
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CAy
1CCA ; (5.58)
h(y) =


6
2
exp
0BB@ 
vuuuut
0B@

  
6

1   
6
+ 1


6
2
  1


6
3
1CAy
1CCA ; (5.59)
where V (t), f(y), g(y) and h(y) depend on physical parameters of the ow. The graphical
behavior of solution (5:55) is shown in Figure 5:5.
Remark 7 The backward wave-front type travelling wave closed-form solution (5:33) and
the conditional symmetry solution (5:55) best represent the physics of the problem con-
sidered in the sense that these solutions satisfy all the initial and the boundary conditions
and also show the e¤ects of di¤erent emerging parameters of the ow problem given in
Figures 5:1   5:5. The forward wave-front type travelling wave solution (5:39) does not
satisfy the second boundary condition at innity. As a consequence it does not show the
behavior of the physical model. But this solution does show the shockwave behavior of
the ow. To emphasize, we say that the forward wave-front type travelling wave solution
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is actually a shockwave solution with slope approaching innity along the characteristic
 = y   ct; as shown in Figure 5:6.
5.6 Physical interpretation of the results
In order to explain and understand the physical structure of the ow problem, various
graphs are plotted in Figure 5:1  5:6:
Figure 5:1 shows the inuence of time t on the backward wave-front type travelling
wave solution (5:33). This gure depicts that velocity decreases as time increases. Clearly,
the variation of velocity is observed for 0 6 t 6 5: For t > 5, the velocity prole remains
the same. In other words, we can say that the steady-state behavior of the velocity is
achieved for t > 5.
Figure 5:2 shows the e¤ects of the wave speed c on the velocity prole. It is clearly
observed that with the increase of wave speed c the velocity prole is increasing. So in
this way, we can remark that both time t and the wave speed c have opposite e¤ects on
the backward wave-front type travelling wave solution (5:33) of the governing model.
Figures 5:3 and 5:4 have been plotted to see the inuence of the third grade parameter
 and fourth grade parameter  on the backward wave-front type travelling wave solution
(5:33) of the ow problem. These gures reveal that both  and  have an opposite
behavior on the structure of the velocity, that is, with an increase in the third grade
parameter ; the velocity prole decreases showing the shear thickening behavior of
the uid whereas the velocity eld increases for increasing values of the fourth grade
parameter , which shows the shear thinning behavior of the model. This is in accordance
with the fact that a fourth grade uid model predicts both shear thickening and the shear
thinning properties of the ow.
In Figure 5:5 the conditional symmetry solution (5:55) is plotted against the increasing
values of time t. The behavior of time on the conditional symmetry solution is the same
as observed previously for the backward wave-front type travelling wave solution. That
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is, with the increase in time t the velocity decreases. However, in this case the steady-
state behavior of the velocity is achieved quicker as compared to the backward wave-front
type travelling wave solution. The variation of velocity is observed for 0 6 t 6 0:7: For
t > 0:7, the steady-state behavior of the velocity is observed.
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Figure 5.1: Backward wave-front type travelling wave solution (5:33) varying t when
 = 0:5;  = 2; c = 1 are xed.
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Figure 5.2: Backward wave-front type travelling wave solution (5:33) varying c when
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 = 0:6;  = 4; t = =2 are xed.
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Figure 5.3: Backward wave-front type travelling wave solution (5:33) varying 
when  = 0:2; c = 1; t = =2 are xed.
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Figure 5.4: Backward wave-front type travelling wave solution (5:33) varying 
when  = 3; c = 1; t = =2 are xed.
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Figure 5.5: Conditional symmetry solution (5:55) varying t when  = 0:2; 1 = 0:1;
 = 6; 1 = 0:5;  = 1 are xed.
5.7 Conclusions
The present work has been undertaken in order to investigate further the regime of a
fourth grade non-Newtonian uid model. Some reductions and exact (closed-form) solu-
tions for the time-dependent ow of a fourth grade uid have been established using the
symmetry approach. Travelling wave and conditional symmetry solutions are obtained
for the governing nonlinear PDE. Both forward and the backward wave-front type travel-
ling wave solutions have been constructed. The better solutions from the physical point
of view of the model considered are the conditional symmetry solution and the backward
wave-front type travelling wave solution. This issue has also been addressed in detail in
Remark 7. Moreover, the work contained herein is theoretical in nature and is a proto-
type model. The methods used will be helpful for a wide range of nonlinear problems in
uids given the paucity of known exact solutions especially in non-Newtonian uids.
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Chapter 6
Invariant Solutions for the Unsteady
Flow of a Fourth Grade Fluid with
Plate Suction or Injection
6.1 Introduction
In this chapter, the unsteady unidirectional ow of an incompressible fourth grade uid
bounded by a porous plate is examined. The disturbance is caused due to the motion
of the plate in its own plane with an arbitrary velocity V (t). Symmetry reductions
are performed to transform the governing nonlinear partial di¤erential equations into
ordinary di¤erential equations. The reduced equations are then solved analytically and
numerically. The inuence of various physical parameters of interest on the velocity
prole are shown and discussed through several graphs. A comparison of the present
analysis shows excellent agreement between analytical and numerical solutions. To the
best of our knowledge, no attempt has been made up to now to obtain the exact analytical
solution for the unsteady ow of fourth grade uid over the porous plate with suitable
boundary conditions.
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6.2 Problem statement and mathematical modelling
Consider a Cartesian coordinate frame of reference OXY Z with the x-axis along the
direction of ow and y-axis in the vertically upward direction. A fourth grade uid
occupies the space y > 0 and is in contact with an innite porous plate at y = 0. The
motion in the uid is induced by a jerk to the plate for t > 0 (the geometry of the
problem is given in Fig. 1).
Figure 6.1: Geometry of the physical model and coordinate system.
The unsteady motion of an incompressible uid in the Cartesian coordinate system
is governed by the conservation laws of momentum and mass which are

dV
dt
= divT; (6.1)
divV = 0: (6.2)
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In the above equations  is the uid density, V the velocity vector, d=dt the material
time derivative and T the Cauchy stress tensor.
The Cauchy stress tensor for a fourth grade uid [44] is given by
T =  pI+ S1 + S2 + S3 + S4 (6.3)
where p is the pressure, I the identity tensor and Si (i = 1; 2; 3; 4) the extra stress tensors
given by
S1 = A1; (6.4)
S2 = 1A2 + 2A
2
1; (6.5)
S3 = 1A3 + 2(A1A2 +A2A1) + 3(trA
2
1)A1; (6.6)
S4 = 1A4 + 2(A3A1 +A1A3) + 3A
2
2 + 4(A2A
2
1 +A
2
1A2)
5(trA2)A2 + 6(trA2)A
2
1 + [7trA3 + 8tr(A2A1)]A1: (6.7)
In Eqs. (4)   (7)  is the dynamic viscosity, i (i = 1; 2); i (i = 1; 2; 3) and i
(i = 1; 2; :::; 8) are material constants. The kinematical tensors A1 to A4 are the Rivlin-
Ericksen tensors given by
A1 = (gradV) + (gradV)
T ; (6.8)
An =
dAn 1
dt
+An 1(gradV) + (gradV)
TAn 1; (n > 1); (6.9)
in which grad is the gradient operator.
For the ow under investigation, we seek a velocity of the form
V = [u(y; t); W0; 0]; (6.10)
where u is the velocity vector in the x-direction, W0 > 0 is the suction velocity and
W0 < 0 corresponds to the injection velocity. The above denition of velocity satises
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the continuity equation given in Eq. (6:2) identically. By substituting Eq. (6:10) in Eq.
(6:1); one obtains

@u
@t
=
@Txx
@x
+
@Txy
@y
+
@Txz
@z
; (6.11)
0 =
@Tyx
@x
+
@Tyy
@y
+
@Tyz
@z
; (6.12)
0 =
@Tzx
@x
+
@Tzy
@y
+
@Tzz
@z
: (6.13)
On substituting the components of T from Eqs. (6:3) (6:9) in Eqs. (6:11) (6:13) leads
to the following equations:


@u
@t
 W0@u
@y

=  @p^
@x
+ 
@2u
@y2
+ 1

@3u
@y2@t
 W0@
3u
@y3

+1

@4u
@y2@t2
  2W0 @
4u
@y3@t
+W 20
@4u
@y4

+ 6(2 + 3)

@u
@y
2
@2u
@y2
+1

@5u
@y2@t3
  3W0 @
5u
@y3@t2
+ 3W 20
@5u
@y4@t
 W 30
@5u
@y5

+2(32 + 3 + 4 + 5 + 37 + 8)
@
@y
"
@u
@y
2
@2u
@y@t
#
 2(32 + 3 + 4 + 5 + 37 + 8)W0
@
@y
"
@u
@y
2
@2u
@y2
#
; (6.14)
0 =
@p^
@y
; (6.15)
0 =
@p^
@z
: (6.16)
Equations (6:15) and (6:16) show that p^ is not a function of y and z: Hence p^ is a function
of x and t: In the absence of a modied pressure gradient the governing equation (6:14)
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thus becomes


@u
@t
 W0@u
@y

= 
@2u
@y2
+ 1

@3u
@y2@t
 W0@
3u
@y3

+1

@4u
@y2@t2
  2W0 @
4u
@y3@t
+W 20
@4u
@y4

+ 6(2 + 3)

@u
@y
2
@2u
@y2
+1

@5u
@y2@t3
  3W0 @
5u
@y3@t2
+ 3W 20
@5u
@y4@t
 W 30
@5u
@y5

+2(32 + 3 + 4 + 5 + 37 + 8)
@
@y
"
@u
@y
2
@2u
@y@t
#
 2(32 + 3 + 4 + 5 + 37 + 8)W0
@
@y
"
@u
@y
2
@2u
@y2
#
: (6.17)
The relevant initial and boundary conditions are
u(0; t) = U0V (t); t > 0; (6.18)
u(y; t) ! 0 as y !1; t > 0; (6.19)
u(y; 0) = g(y); y > 0; (6.20)
where U0 is the reference velocity.
On introducing the non-dimensional quantities
u =
u
U0
; y =
U0y

; t =
U20 t

; W0 =
W0
U0
; 1 =
1U
2
0
2
;
1 =
1U
4
0
3
;  =
6(2 + 3)U
4
0
3
;  =
1U
6
0
4
;
  = (32 + 3 + 4 + 5 + 37 + 8)
U60
4
; (6.21)
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the corresponding initial and boundary value problem takes the form
@u
@t
= W0
@u
@y
+
@2u
@y2
+ 1

@3u
@y2@t
 W0@
3u
@y3

+1

@4u
@y2@t2
  2W0 @
4u
@y3@t
+W 20
@4u
@y4

+ 

@u
@y
2
@2u
@y2
+

@5u
@y2@t3
  3W0 @
5u
@y3@t2
+ 3W 20
@5u
@y4@t
 W 30
@5u
@y5

+2 
@
@y
"
@u
@y
2
@2u
@y@t
#
  2 W0 @
@y
"
@u
@y
2
@2u
@y2
#
; (6.22)
u(0; t) = V (t); t > 0; (6.23)
u(y; t) ! 0 as y !1; t > 0; (6.24)
u(y; 0) = g(y); y > 0: (6.25)
For simplicity we have omitted the bars of the non-dimensional quantities.
6.3 Reductions and solutions
It can be seen that Eq. (22) is form invariant under the Lie point symmetry generator
X1 = @=@t (time translation) and X2 = @=@y (space translation). We consider the
interesting case of the invariant solution under the operator X = X1  cX2 (c > 0) which
represents wave-front type travelling wave solutions with constant wave speed c. The
invariant solution is given by
u(y; t) = h(x); where x = y + ct: (6.26)
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Substituting Eq. (6:26) into Eq. (6:22), we deduce the reduced fth-order ordinary
di¤erential equation for h(x); viz.
c
dh
dx
= W0
dh
dx
+
d2h
dx2
+ 1

c
d3h
dx3
 W0d
3h
dx3

+1

c2
d4h
dx4
  2W0cd
4h
dx4
+W 20
d4h
dx4

+ 

dh
dx
2
d2h
dx2
+

c3
d5h
dx5
  3c2W0d
5h
dx5
+ 3cW 20
d5h
dx5
 W 30
d5h
dx5

+2 
d
dx
"
c

dh
dx
2
d2h
dx2
#
  2 W0 d
dx
"
dh
dx
2
d2h
dx2
#
: (6.27)
Thus the governing PDE (6.22) reduce to an ODE (6.27) along certain curves in the y  t
plane. These curves are called characteristic curves or just the characteristics. To solve
Eq. (6:27) for h(x), we assume a solution of the form
h(x) = A exp(Bx); (6.28)
where A and B are the constants to be determined. Substituting Eq. (6:28) in Eq. (6:27)
we obtain
0 = [ (c W0)B +B2 + 1(c W0)B3 + 1(c W0)2B4 + (c W0)3B5]
+e2Bx[A2B4 + 6 (c W0)A2B5]: (6.29)
Separating Eq. (6:29) in the exponents of e0 and e2Bx, we nd
e0 :  (c W0)B +B2 + 1(c W0)B3 + 1(c W0)2B4 + (c W0)3B5 = 0;(6.30)
e2Bx : A2B4 + 6 (c W0)A2B5 = 0: (6.31)
From Eq. (6:31), we deduce
B =
 
6 (c W0) : (6.32)
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Using the value of B in Eq. (6:30), we obtain
  
6 
=
2
(6 )2 (c W0)2
  1
3
(6 )3 (c W0)2
+
1
4
(6 )4 (c W0)2
  
5
(6 )5 (c W0)2
: (6.33)
Thus the exact solution for h(x) (provided the condition (6.33) holds) can be written as
h(x) = a exp
  x
6 (c W0)

with c > W0: (6.34)
So the exact solution u(y; t) which satisfy the condition (6:33) is
u(y; t) = exp
 (y + ct)
6 (c W0)

with c > W0: (6.35)
We note that this solution satises the initial and the boundary conditions (6:23); (6:24)
and (6:25) with
V (t) = exp

  ct
6 (c W0)

and g(y) = exp

  y
6 (c W0)

, (6.36)
where V (t) and g(y) depend on the physical parameters of the ow.
The solution in Eq. (6:35) is plotted in Figures 6:2 6:7 for various values of the emerging
physical parameters of the ow model.
Moreover, we can nd group invariant solutions corresponding to the operator X1,
which provide other meaningful solutions as well. The solution corresponding to X1
would be the steady state solution. The independent invariants of X1 are
u = H; (H = H(y)): (6.37)
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Inserting Eq. (6:37) into Eq. (6:22), we obtain
W0
dH
dy
+
d2H
dy2
  1W0d
3H
dy3
+ 1W
2
0
d4H
dy4
+ 

dH
dy
2
d2H
dy2
 W 30
d5H
dy5
  2 W0 d
dy
"
dH
dy
2
d2H
dy2
#
= 0: (6.38)
The transformed boundary conditions are
H(0) = l1; where l1 is a constant (6.39)
H(y) = 0 as y !1:
It can also be seen that Eq. (6:38) admits the solution
u = H(y) = exp

y
3 W0

, (6.40)
provided that
  
3 
=
2
(3 )2 (W0)2
  1
3
(3 )3 (W0)2
+
1
4
(3 )4 (W0)2
  
5
(3 )5 (W0)2
: (6.41)
Note that the solution given in Eq. (6:40) is valid only for injection (W0 < 0), for the
case of suction (W0 > 0) the solution does not satisfy the second boundary condition
at innity and places a restriction on the physical parameters. One can also solve the
reduced equation (6:38) subject to the boundary conditions (6:39) numerically. This
solution is plotted in Figure 6:8 using the Mathematica
R
solver NDSolve.
Finally, we note that further reductions of Eq. (6:27) are possible. Eq. (6:27) admits
the Lie point generator G = @=@x. The corresponding invariants of G are:
m = h; h0 = n with n = n(m): (6.42)
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Under these invariants Eq. (6:27) reduces to a fourth-order ODE in n, given as
(c W0)n = dn
dm
+ 1(c W0) d
2n
dm2
+ 1(c W0)2
d3n
dm3
+ n2
dn
dm
+(c W0)3 d
4n
dm4
+ 2 (c W0)
"
2n

dn
dm
2
+ n2
d2n
dm2
#
: (6.43)
Eq. (6.43) now admits Lie point symmetry generator L = @=@m, the independent in-
variants of L are:
p = n; n0 = q with q = q(p): (6.44)
Under these invariants Eq. (6:43) reduces to a third-order ODE in q,
(c W0)p = q + 1(c W0)q dq
dp
+ 1(c W0)2
"
q

dq
dp
2
+ q2
d2q
dp2
#
+p2q + (c W0)3
"
q

dq
dp
3
+ 4q2
d2q
dp2
dq
dp
+ q3
d3q
dp3
#
+2 (c W0)

2pq2 + p2q
dq
dp

: (6.45)
The above Eq. (6:45) does not generate any Lie point symmetries. These further reduc-
tions are not useful in this analysis as di¢ culties arises when transforming solutions of
Eq. (6:45) back into the original variables.
6.4 Results and discussion
In order to see the physical aspects of the problem under investigation, the inuence of
the various emerging physical parameters on the velocity eld is analyzed in this section.
 Figure 6:2 show the e¤ects of time t on the velocity prole. This gure depicts that
velocity decreases for large values of time. Clearly, the variation of velocity is observed
for 0 6 t 6 4: For t > 4, the velocity prole remains the same. In other words, we can
say that the steady-state behavior is achieved for t > 4.
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 In Figure 6:3, the e¤ects of wave speed c on the velocity prole has been shown. It
is clearly observed that with the increase of wave speed c the velocity prole is increasing.
So in this way, we can remark that both time t and the wave speed c have opposite e¤ects
on the analytical solution (6:35) of the model equation.
 Figures 6:4 and 6:5 show the variation of the velocity eld with suction (W0 > 0) and
injection (W0 < 0) parameters respectively. It is observed from Figure 6:4 that the veloc-
ity eld decreases as the boundary layer thickness with an increase in suction parameter
W0 > 0: This behavior of the velocity eld is expected physically that suction causes a
reduction in the boundary layer thickness. Figure 6:5 is displayed for the variation of
the injection velocity. The e¤ects of the increasing injection would be quite opposite to
those of suction. So from these gures, it has been observed that our analytical solution
(6:35) remains stable both for the case of suction and injection provided that c > W0:
 In order to see the inuence of the third grade parameter  and fourth grade
parameter   on the ow problem, Figures 6:6 and 6:7 have been plotted. These gures
reveal that both  and   have opposite e¤ects on the structure of the velocity, i.e. with an
increase in the parameter ; the velocity prole is decreases showing the shear thickening
behavior of the uid whereas the velocity eld increases for increasing values of  , which
shows the shear thinning behavior of the uid.
 The numerical solution of the reduced ODE (6:38) subject to the boundary con-
ditions (6:39) is plotted in Figure 6:8 for varying values of W0: It is observed that the
numerical solution shows the same behavior as we have observed for the analytical solu-
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Figure 6.2: Plot of the analytical solution (6:35) for
varying values of t, when  = 2;   = 1; c = 1; W0 = 0:5
are xed.
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Figure 6.3: Plot of the analytical solution (6:35) for
varying values of c, when  = 2;   = 1; t = =2; W0 = 0:5
are xed.
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Figure 6.4: Plot of the analytical solution (6:35) for
varying values of W0 > 0, when  = 4;   = 1; t = =2;
c = 2 are xed.
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Figure 6.5: Plot of the analytical solution (6:35) for
varying values of W0 < 0, when  = 4;   = 1; t = =2;
c = 0:5 are xed.
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Figure 6.6: Plot of the analytical solution (6:35) for
varying values of , when c = 1;   = 0:5; t = =2;
W0 = 0:5 are 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Figure 6.7: Plot of the analytical solution (6:35) for
varying values of  , when c = 1;  = 2; t = =2; W0 = 0:5
are xed.
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Figure 6.8: Numerical solution of the ODE (6:38) subject
to the boundary conditions (6:39) for varying values of W0,
when 1 = 0:2; 1 = 1;  = 2;  = 1;   = 0:1 are xed.
6.5 Conclusions
In this chapter, we have modelled the unidirectional ow of a fourth grade uid over
an innite moved porous plate. Translational type symmetries have been employed to
perform reductions of the governing nonlinear model partial di¤erential equation to dif-
ferent ordinary di¤erential equations. The reduced equations are then solved analytically
as well as numerically. It is seen that the numerical solution has the same behavior as
the analytical solution. The method of solution that we have adopted is also prosperous
for tackling wide range of nonlinear problems in non-Newtonian uid mechanics.
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Chapter 7
Group Theoretical Analysis and
Invariant Solutions for
Time-Dependent Flow of a Fourth
Grade Fluid Through a Porous
Space
7.1 Introduction
The present chapter aims to discuss the unsteady ow of an incompressible non-Newtonian
fourth grade uid. The ow is caused by arbitrary plate velocity V (t). The uid also
occupies the porous half space y > 0 over an innite at plate. Lie group theory is
utilized to obtain all possible point symmetries of the governing nonlinear partial di¤er-
ential equation. One-dimensional optimal system of subalgebras are also obtained for the
modelled equation. With the use of symmetries and the corresponding subalgebras, some
new classes of group invariant solutions have been developed for the modelled problem.
The inuence of various emerging parameters on the ow characteristics has been studied
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and discussed through several graphs.
7.2 Formulation of the problem
Introduce the Cartesian coordinate system OXY Z with the x-axis along the direction of
ow and the y-axis perpendicular to it. Consider the unsteady unidirectional ow of an
incompressible fourth grade uid. The uid occupies the porous half space y > 0 over
an innite at rigid plate. The ow is generated due to the translation of the plate in
its own place with in impulsive velocity V (t). Since the plate is innite in XZ plane,
therefore all the physical quantities except the pressure depends on y only. For the ow
model under consideration, we seek a velocity of the form
V = [u(y; t); 0; 0]; (7.1)
where u denotes the velocity of the uid in x direction. It should be noted that Eq.
(7:1) satises the law of conservation of mass for incompressible uid, i.e.
divV =0: (7.2)
The unsteady motion of an incompressible non-Newtonian uid through a porous medium
is governed by

dV
dt
= divT+R; (7.3)
in which  is the uid density, d=dt the material time derivative, T the Cauchy stress
tensor and R the Darcy0s resistance due to porous medium.
The Cauchy stress tensor T for an incompressible fourth grade uid is
T =  pI+ S1 + S2 + S3 + S4; (7.4)
where p is the pressure, I the identity tensor and the extra stress tensors S1   S4 are
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given by
S1 = A1; (7.5)
S2 = 1A2 + 2A
2
1; (7.6)
S3 = 1A3 + 2(A1A2 +A2A1) + 3(trA
2
1)A1; (7.7)
S4 = 1A4 + 2(A3A1 +A1A3) + 3A
2
2 + 4(A2A
2
1 +A
2
1A2)
5(trA2)A2 + 6(trA2)A
2
1 + [7trA3 + 8tr(A2A1)]A1: (7.8)
Here  is the dynamic viscosity, i (i = 1; 2); j (j = 1; 2; 3) and k (k = 1; 2; :::; 8) are
the material parameters. The Rivlin-Ericksen tensors A1 to A4 are dened by
A1 = (rV) + (rV)T ; (7.9)
An =
dAn 1
dt
+An 1(rV) + (rV)TAn 1; (n > 1); (7.10)
in which r is the gradient operator.
The substitution of Eq. (7.1) into Eqs. (7.4)-(7.8) yields the following non-zero
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components of the Cauchy stress tensor
Txx =  p+ 2

@u
@y
2
+ 22
@u
@y
@2u
@y@t
+ 22
@u
@y
@3u
@y@t2
+ 3

@2u
@y@t
2
+26

@u
@y
4
; (7.11)
Txy = Tyx = 
@u
@y
+ 1
@2u
@y@t
+ 1
@3u
@y@t2
+ 2(2 + 3)

@u
@y
3
+ 1
@4u
@y@t3
+2(32 + 3 + 4 + 5 + 37 + 8)

@u
@y
2
@2u
@y@t
; (7.12)
Tyy =  p+ (21 + 2)

@u
@y
2
+ (61 + 2)
@u
@y
@2u
@y@t2
+ (44 + 45 + 26)

@u
@y
4
+1
"
6

@2u
@y@t
2
+ 8
@u
@y
@3u
@y@t2
#
+ 22
@u
@y
@3u
@y@t2
+3
"
@2u
@y@t
2
+ 4

@u
@y
4#
: (7.13)
To incorporate the e¤ects of the pores on the velocity eld, we have made use of gen-
eralized Darcys law consistent with the thermodynamics stability of the ow. This law
relates the pressure drop induced by the fractional drag and velocity and ignores the
boundary e¤ects of the ow. Since the pressure gradient can be interpreted as a measure
of the ow resistance in the bulk of the porous medium and Darcys resistance R is the
measure of the resistance to the ow in the porous media. According to Darcys law, we
have
R =rp =  

(Apparent Viscosity)V: (7.14)
where  is the porosity and  the permeability of the porous medium. For di¤erent
non-Newtonian uid ows the apparent viscosity is di¤erent. By making use of Eq. (12),
the apparent viscosity for unsteady unidirectional ow of a fourth grade uid over a rigid
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plate is calculated as
Apparent Viscosity =
Shear Stress
Shear Rate
= + 1
@
@t
+ 1
@2
@t2
+ 2(2 + 3)

@u
@y
2
+ 1
@3
@t3
+2(32 + 3 + 4 + 5 + 37 + 8)
@u
@y
@2u
@y@t
: (7.15)
With the use of Eq. (7:15) into Eq. (7:14), the x-component of R for the unidirectional
ow over a rigid plate is given by
Rx =  

[+ 1
@
@t
+ 1
@2
@t2
+ 2(2 + 3)

@u
@y
2
+ 1
@3
@t3
+2(32 + 3 + 4 + 5 + 37 + 8)
@u
@y
@2u
@y@t
]u: (7.16)
Finally by making use of Eq. (7:1), Eq. (7.16) and Eqs. (7:11)   (7:13) into Eq. (7:3);
one deduces the following governing equation in the absence of the modied pressure
gradient

@u
@t
= 
@2u
@y2
+ 1
@3u
@y2@t
+ 1
@4u
@y2@t2
+ 6(2 + 3)

@u
@y
2
@2u
@y2
+1
@5u
@y2@t3
+ 2(32 + 3 + 4 + 5 + 37 + 8)
@
@y
[

@u
@y
2
@2u
@y@t
]
 [u+ 1@u
@t
+ 1
@2u
@t2
+ 2(2 + 3)u

@u
@y
2
+ 1
@3u
@t3
+2(32 + 3 + 4 + 5 + 37 + 8)u

@u
@y

@2u
@y@t

]
'

: (7.17)
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In order to solve Eq. (7:17), the relevant boundary and initial conditions are:
u(0; t) = U0V (t); t > 0; (7.18)
u(1; t) = 0; t > 0; (7.19)
u(y; 0) = I(y); y > 0; (7.20)
@u(y; 0)
@t
= J(y); y > 0; (7.21)
@2u(y; 0)
@t2
= K(y); y > 0; (7.22)
where U0 is the reference velocity and V (t), I(y), J(y), K(y) are yet functions to be
determined. The rst boundary condition (7:18) is the no-slip condition and the second
boundary condition (7:19) says that the main stream velocity is zero. This is not a
restrictive assumption since we can always measure velocity relative to the main stream.
The initial condition (7:20) indicate that initially the uid is moving with some non-
uniform velocity I(y). The remaining two initial conditions are the extra two conditions
imposed to make the problem well-posed.
We introduce the following dimensionless quantities
u =
u
U0
; y =
U0y

; t =
U20 t

;  =
1U
2
0
2
; 1 =
1U
4
0
3
;  =
2(2 + 3)U
4
0
3
;
 =
1U
6
0
4
;   = (32 + 3 + 4 + 5 + 37 + 8)
U60
4
; ' =
'2
U20
: (7.23)
Under these transformations the governing equation (7) and the corresponding initial
and the boundary conditions (7:18)  (7:22) take the form
@u
@t
=
@2u
@y2
+ 
@3u
@y2@t
+ 1
@4u
@y2@t2
+ 3

@u
@y
2
@2u
@y2
+ 
@5u
@y2@t3
+ 2 
@
@y
"
@u
@y
2
@2u
@y@t
#
 
"
u+ 
@u
@t
+ 1
@2u
@t2
+ u

@u
@y
2
+ 
@3u
@t3
+ 2 u

@u
@y

@2u
@y@t
#
'; (7.24)
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u(0; t) = V (t); t > 0; (7.25)
u(1; t) = 0; t > 0; (7.26)
u(y; 0) = f(y); y > 0; (7.27)
@u(y; 0)
@t
= g(y); y > 0; (7.28)
@2u(y; 0)
@t2
= h(y); y > 0; (7.29)
where f(y) = I(y)=U0, g(y) = J(y)=U0 and h(y) = K(y)=U0. The functions V (t), f(y),
g(y) and h(y) are as yet arbitrary.
For simplicity we have neglected the bars in all the non-dimensional quantities. Eq.
(7:24) can be rewritten as
@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
+ 
@4u
@y2@t2
+ 

@u
@y
2
@2u
@y2
+ 
@5u
@y2@t3
+ 2 
@
@y
"
@u
@y
2
@2u
@y@t
#
 1u  2@
2u
@t2
  3u

@u
@y
2
  4@
3u
@t3
  5u

@u
@y

@2u
@y@t

; (7.30)
where
 =
1
(1 + ')
;  =

(1 + ')
;  =
1
(1 + ')
;
 =
3
(1 + ')
;  =

(1 + ')
;   =
 
1 + 1
;
1 =
'
(1 + ')
; 2 =
1'
(1 + ')
; 3 =
'
1 + 1
;
4 =
'
(1 + ')
; 5 =
2 '
(1 + ')
: (7.31)
7.3 Classical Lie symmetry analysis
In this section, we discuss how to determine Lie point symmetry generators admitted by
PDE (7:30): We use these generators to obtain group invariant solutions.
We now look for transformations of the independent variables t; y and the dependent
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variable u of the form
t = t(t; y; u; ); y = y(t; y; u; ); u = u(t; y; u; ); (7.32)
which from a group, where  is the group parameter, and leave Eq. (7:30) invariant.
From Lies theory (see also chapter 3), the transformations in Eq. (7:32) are obtained in
terms of the innitesimal transformations
t ' t+ (t; y; u); y ' y + (t; y; u); u ' u+ (t; y; u); (7.33)
or the operator
X = (t; y; u)
@
@t
+ (t; y; u)
@
@y
+ (t; y; u)
@
@u
; (7.34)
which is a generator of Lie point symmetry of Eq. (7:30) if the following determining
equation holds, viz.
X [5] [Eq. (7.30)] jEq. (7.30)=0= 0: (35)
The operator X [5] is the fth prolongation of the operator X which is
X [5] = X + 1@ut + 
2@uy +   +  i1i2i5@ui1i2i5, (7.36)
where ij; j = 1; 2;   5; refer to the independent variables t, y:
and
 i = Di()  (Dij)uj; (7.37)
 i1i2ik = Dik(i1i2ik 1)  (Dikj)ui1i2ik 1j (7.38)
and the total derivative operators are
Dt = @t + ut@u+ utt@ut + uty@uy +   ; (7.39)
Dy = @y + uy@u+ uyy@uy + uty@ut +   ; (7.40)
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Substituting the expansions of Eq. (7:37) and Eq. (7:38) into the symmetry condition
(7:35) and separating them by powers of the derivatives of u, as  , , and  are indepen-
dent of the derivatives of u; lead to an over-determined system of linear homogeneous
partial di¤erential equations.
u =  y = 0;
u = y = t = 0;
 uu = y = 0;
3 t + tu + ttu + ttut = 0;
 2 t +  tt   2tu +  ttt   3ttu = 0;
2 t   2 tt + 22tu   4 ttt + 34ttu = 0;
1 + 31u t + t   1uu + 2tt + 4ttt = 0;
  t + 3 tt   3tu = 0;
2 t   34 tt + 34tu = 0;
3 + 33u t + 3uu + 5utu = 0;
 3 t   2u   3 tu = 0;
 + 2u t + uu = 0;
 t + u = 0: (7.41)
By solving the above system (7.41), the symmetry Lie algebra of PDE (7.30) is three-
dimensional and spanned by the generators
X1 =
@
@t
; X2 =
@
@y
; (7.42)
X3 =   exp

3t
5

@
@t
+

3
5

exp

3t
5

u
@
@u
; (7.43)
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provided that
3 

3
5

   = 0; (7.44)
64

3
5

  2 = 0; (7.45)
6

3
5

   = 0; (7.46)
4

3
5
3
+ 2

3
5
2
+

3
5

  31 = 0; (7.47)
44

3
5
2
+ 32

3
5

  2 = 0; (7.48)
4

3
5
2
+ 3

3
5

  2 = 0; (7.49)


3
5
3
+ 

3
5
2
+ 

3
5

  3 = 0: (7.50)
Here X1 is translation in time, X2 is translation in space and X3 has path curves which
are equivalent to a combination of translations in t and scaling in u.
7.4 Optimal system
In order to perform the symmetry reductions of Eq. (7.30) and to construct new classes of
group invariant solutions in a systematic manner, we construct one-dimensional optimal
system of subalgebras for the PDE (7.30). The method employed for constructing an
optimal system of one-dimensional subalgebras is that given in [24]. This approach is
based upon taking a general vector eld from the Lie algebra and reducing it to its
simplest equivalent form by applying carefully chosen adjoint transformations.
The Lie series utilized is given by
Ad(exp("Xi))Xj = Xj   "[Xi; Xj] + 1
2
"2[Xi; [Xi; Xj]]  :::; (7.51)
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where " is a real constant and [Xi; Xj] is the commutator bracket dened as
[Xi; Xj] = Xi(Xj) Xj(Xi): (7.52)
The commutation relations of the Lie point symmetries of PDE (7.30) and the adjoint
representations of the symmetry group of (7.30) on its Lie algebra are given in Table 1
and Table 2 respectively. The Table 1 and Table 2 are then used to construct an optimal
system of one-dimensional subalgebras for the symmetries of governing PDE (7.30).
[Xi; Xj] X1 X2 X3
X1 0 0
3
5
X3
X2 0 0 0
X3  35X3 0 0
Table 1: Commutator table of the Lie algebra of PDE (7.30).
Ad X1 X2 X3
X1 X1 X2 exp( "35 )X3
X2 X1 X2 X3
X3 X1 + "
3
5
X3 X2 X3
Table 2: Adjoint representation of the Lie algebra of PDE (7.30).
From Table 1 and 2, we nd a one-dimensional optimal system of subalgebras corre-
sponding to the above Lie algebra of generators. These are
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1 = h X3i = h  exp

3t
5

@
@t
+

3
5

exp

3t
5

u
@
@u
i; (7.53)
2 = hX3   X2i = h  exp

3t
5

@
@t
+

3
5

exp

3t
5

u
@
@u
  @
@y
i; (7.54)
3 = hX3 + X2i = h  exp

3t
5

@
@t
+

3
5

exp

3t
5

u
@
@u
+
@
@y
i; (7.55)
4 = hX2i = h
@
@y
i; (7.56)
5 = hX1 +mX2i = h
@
@t
+m
@
@y
i; where m is an arbitrary constant. (7.57)
Here we have three nontrivial and non-translational generators in the above optimal
system (7:53)-(7:57): We nd the group invariant solutions of the above optimal system
of subalgebras. The group invariant approach for the subalgebras hX3 X2i and hX2i is
not meaningful for the solution of problem considered as they do not leave the boundary
conditions invariant.
7.5 Group invariant solutions
In this section we use the one-dimensional optimal system of subalgebras calculated above
to construct the group invariant solutions. The group invariant solutions are obtained by
solving the Langrangian equations for the invariants of the generators that give physically
meaningful exact solutions.
7.5.1 Invariant solution via subgroup generated by 1 = hX3i
We consider the invariant solutions under
1 =   exp

3t
5

@
@t
+

3
5

exp

3t
5

u
@
@u
: (7.58)
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By solving the corresponding Langrangian system of Eq. (7:58); the invariant solution
form is given as
u(y; t) = F (y) exp

 3
5
t

; (7.59)
where F (y) is as yet an undetermined function. Now inserting Eq. (7:59) into Eq. (7:30)
yields a second-order linear ODE in F (y), viz.
d2F
dy2
 
24

1   2
2
9 2


   
3
362

35F = 0; with  6= 3362 : (7.60)
The reduced ODE (7.60) is solved subject to the boundary conditions
F (0) = 1; F (y)! 0 as y !1; (7.61)
provided that
V (t) = exp

 

3
5

t

: (7.62)
We solve Eq. (7.60) subject to the boundary conditions (7.61) for the three di¤erent
cases.
Case 1:

1 2
2
9 2


  
3
362
 = 0:
Then we have
d2F
dy2
= 0: (7.63)
The solution of (7.63) subject to the boundary conditions (7.61) is
F (y) = 1: (7.64)
In this case, the solution for u(y; t) is written as
u(t) = exp

 3
5
t

: (7.65)
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Thus a time-dependent solution is obtained in this case. The velocity decreases expo-
nentially with time at a rate which depends only on 3 and 5: From Eq. (7.65) it is
clear that the uid velocity decreases as 3 increases and increases as the parameter 5
increases. Now we have
3
5
=

2 
; (7.66)
Making use of Eq. (7.66) into Eq. (7.65), the time-dependent solution u(t) can be
expressed in dimensionless variables as
u(t) = exp

  
2 
t

: (7.67)
Case 2:

1 2
2
9 2


  
3
362
 < 0:
In this case the solution for F (y) is written as
F (y) = a cos
264
vuuut 

1   2
2
9 2


   
3
362
y
375+ b sin
264
vuuut 

1   2
2
9 2


   
3
362
y
375 : (7.68)
The solution given in Eq. (7.68) is not a meaningful solution as F (y) ! 1 when
y !1. Therefore, the boundary condition F (1) = 0 is not satised in this case: Thus
the solution for u(y; t) does not exist in this case.
Case 3:

1 2
2
9 2


  
3
362
 > 0:
Here the solution for F (y) becomes
F (y) = a exp
264
8><>:
vuuut

1   2
2
9 2


   
3
362

9>=>; y
375+ b exp
264 
8><>:
vuuut

1   2
2
9 2


   
3
362

9>=>; y
375 : (7.69)
By applying the boundary conditions (7.61), we have a = 0 (for a bounded solution)
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and b = 1 (by using rst the boundary condition). Thus the solution for F (y) is
F (y) = exp
264 
8><>:
vuuut

1   2
2
9 2


   
3
362

9>=>; y
375 : (7.70)
Substituting F (y) into Eq. (7:59) results in the solution for u(y; t) of the form
u(y; t) = exp
264 
8><>:

3
5

t+
vuuut

1   2
2
9 2


   
3
362
y
9>=>;
375 : (7.71)
We observe that this solution (7:71) satises the initial and the boundary conditions
(7:25)  (7:29) with
u(0; t) = V (t) = exp

 

3
5

t

; (7.72)
u(y; 0) = f(y) = exp
0B@ 
vuuut

1   2
2
9 2


   
3
362
y
1CA ; (7.73)
@u(y; 0)
@t
= g(y) =  

3
5

exp
0B@ 
vuuut

1   2
2
9 2


   
3
362
y
1CA ; (7.74)
@2u(y; 0)
@t2
= h(y) =

3
5
2
exp
0B@ 
vuuut

1   2
2
9 2


   
3
362
y
1CA ; (7.75)
where V (t), f(y), g(y) and h(y) depend on physical parameters of the ow. The boundary
condition (7:72) is the no-slip condition at y = 0. The initial velocity V (0) of the rigid
plate can be prescribed but its velocity for t > 0, V (t), cannot be arbitrary and is given
by (7:73). Similarly the initial velocity prole u(y; 0) = f(y) cannot be arbitrary and is
given by (7:74).
This solution in Eq. (7:71) is plotted in Figures 7:1   7:9 for various values of the
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emerging parameters.
7.5.2 Invariant solution via subgroup generated by 5 = hX1 +
mX2i with m = 0
Here we consider the invariant solutions under
5 =
@
@t
: (7.76)
The invariant solution admitted by 5 is the steady-state solution
u(y; t) = H(y): (7.77)
Introducing Eq. (7:77) into Eq. (7:30) yields the second-order ordinary di¤erential
equation for H(y), viz.

d2H
dy2
+ 

dH
dy
2
d2H
dy2
  3H

dH
dy
2
  1H = 0; (7.78)
with the boundary conditions
H(0) = 1; (7.79)
H(y) ! 0; y !1;
In order to solve Eq. (7.78) for H(y), we assume a solution of the form
H(y) = p exp(qy); (7.80)
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where p and q are the constants to be determined. With the substitution of Eq. (7.80)
into Eq. (7.78) results in
(q
2   1) + e2qy(p2q4   3p2q2) = 0: (7.81)
Separating Eq. (7.81) in the powers of e0 and e2qy, we deduce
e0 : q
2   1 = 0; (7.82)
e2qy : p
2q4   3p2q2 = 0: (7.83)
From Eq. (7.83), we nd
q = 
r
3

: (7.84)
We choose
q =
r
3

; (7.85)
so that our solution would satisfy the second boundary condition at innity. Using the
value of q in Eq. (7.82), we obtain


3


  1 = 0: (7.86)
Thus the solution for H(y) (which satises the condition (7.86)) is written as
u = H(y) = exp

 
r
3

y

; (7.87)
7.5.3 Invariant solution via subgroup generated by 5 = hX1 +
mX2i with m > 0
We now search for the invariant solution under the operator
5 = hX1 +mX2i =
@
@t
+m
@
@y
; (m > 0) (7.88)
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which denotes wave-front type travelling wave solutions with constant wave speed m.
The invariant is given as
u(y; t) = G(); where  = y  mt : (7.89)
Using Eq. (7.89) into Eq. (7.30) results in a fth-order ordinary di¤erential equation for
G();
0 = m
dG
d
+ 
d2G
d2
  md
3G
d3
+ m2
d4G
d4
+ 

dG
d
2
d2G
d2
 m3
d5G
d5
  2 m

dG
d
2
d3G
d3
  4 mdG
d

d2G
d2
2
 1G  2m2d
2G
d2
  3G

dG
d
2
+ 4m
3d
3G
d3
+5mG

dG
d

d2G
d2
: (7.90)
with the transformed boundary conditions
G(0) = l1; where l1 is a constant,
G() ! 0 as  !1;
dnG
dn
! 0 as  !1; for n = 1; 2; 3: (7.91)
The above boundary value problem is nonlinear and complicated in nature and cannot
be solved exactly.
7.6 Graphical results and discussion
In order to examine and understand the behavior of various interesting physical para-
meters of the ow problem, the group invariant solution (7.71) is plotted in Figures
7:1  7:9:
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Figure 7:1 is plotted to show the inuence of time t on the invariant solution (7:71).
This gure depicts that velocity decreases as time increases. Clearly, the variation of
velocity is observed for 0 6 t 6 3: For t > 3, the velocity prole remains the same. In
other words, we can say that the steady-state behavior of the velocity is achieved for
t > 3.
In Figures 7:2 and 7:3, the variation of the parameters 1 and 2 on the velocity
prole is shown. Clearly from the gures it is observed that with an increase in 1 the
velocity eld decreases whereas it increases for increasing 2:
Figures 7:4 and 7:5 are plotted to describe the inuence of uid parameter  and
 on the velocity eld. From both of these gures, it is quite obvious that both these
parameters have an opposite behavior on the velocity eld. That is, with an increase
in parameter ; the velocity prole decreases and with an increase in parameter  the
velocity prole increases.
The e¤ects of the parameters 3 and 5 on the velocity prole (7:71) are presented
in Figures 7:6 and 7:7: Figure 7:6 depicts that the velocity decreases with an increase in
3. The e¤ect of 5 is opposite to that of 3 and is given in Figure 7:7.
Finally Figures 7:8 and 7:9 have been plotted to see the inuence of the fourth grade
parameter  and   on the solution (7:71) of the ow problem. These gures reveal that
both  and   have an opposite role on the structure of the velocity, that is, with an
increase in the parameter  ; the velocity prole decreases showing the shear thickening
behavior of the uid. On the other hand the velocity eld increases for increasing values
of the fourth grade parameter , which shows the shear thinning behavior of the model.
This is in accordance with the fact that a fourth grade uid model predicts both shear
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thickening and the shear thinning properties of the ow.
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Figure 7.1: Analytical solution (7:71) varying t, with
1 = 1:4; 2 = 1; 3 = 1:5; 5 = 1:5;  = 1:5;  = 1;
 = 1;   = 0:5 and  = 1 are xed.
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Figure 7.2: Analytical solution (7:71) varying 1, with
2 = 0:5; 3 = 1:4; 5 = 1:5;  = 1:5;  = 1;  = 1;
  = 0:5;  = 1 and t = =2 are xed.
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Figure 7.3: Analytical solution (7:71) varying 2, with
1 = 1:5; 3 = 1:4; 5 = 1:5;  = 1:5;  = 1;  = 1;
  = 0:5;  = 1 and t = =2 are xed.
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Figure 7.4: Analytical solution (7:71) varying , with
1 = 1:5; 2 = 0:5; 3 = 1:4; 5 = 1:5;  = 1;  = 1;
  = 1:5;  = 1 and t = =2 are xed.
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Figure 7.5: Analytical solution (7:71) varying , with
1 = 1:5; 2 = 0:5; 3 = 1:4; 5 = 1:5;  = 1;  = 1;
  = 0:5;  = 1 and t = =2 are xed.
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Figure 7.6: Analytical solution (7:71) varying 3, with
2 = 1; 1 = 1:4; 5 = 1:5;  = 1:5;  = 1;  = 1;
  = 0:5;  = 1 and t = =2 are xed.
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Figure 7.7: Analytical solution (7:71) varying 5, with
2 = 1; 1 = 1:4; 3 = 1;  = 1:5;  = 1:5;  = 1;
  = 1:5;  = 1 and t = =2 are xed.
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Figure 7.8: Analytical solution (7:71) varying , with
1 = 1:5; 2 = 1:5; 3 = 1:4; 5 = 1:5;  = 1;  = 3;
  = 2:5;  = 1 and t = =2 are xed.
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Figure 7.9: Analytical solution (7:71) varying  , with
1 = 1:5; 2 = 1:5; 3 = 1:4; 5 = 0:5;  = 3;  = 1;
 = 1;  = 1 and t = =2 are xed.
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7.7 Conclusions
The present study aims to discuss the ow problem of an incompressible fourth grade
uid through a porous space solved earlier by Hayat et al. [51]. The authors in [51]
have provided the travelling wave solutions and the conditional symmetry solution for
the problem dealing with the unsteady ow of a fourth grade uid over a moved rigid
plate. The ow is caused by arbitrary plate velocity V (t). The uid occupies the porous
half space y > 0. The model equation in [51] is incorrect as it contains an extra factor
u in the second last and the fourth last terms on the right hand side of the equation.
As a consequence of this error, the exact closed-form solutions constructed in [51] need
revisiting. Due to these facts the physical behavior of these solutions is unrealistic. In
the present study, we focus on this problem once again. We have presented the correct
form of the governing nonlinear partial di¤erential equation. We have found all possible
Lie point symmetries of the model equation. Then we obtained one-dimensional optimal
systems of subalgebras which give all possibilities for classifying meaningful solutions in
using the Lie group approach. With the help of these symmetries, a new class of group
invariant solutions have been reported. The manner in which various ow parameters
a¤ect the structure of the velocity has been observed through the aid of several graphs.
The physical mechanism in the problem is di¤usion. Fluid velocity generated by the
no-slip boundary condition when the plate is impulsively set in motion di¤uses in the
direction towards the axis of the ow. This causes the velocity proles to atten out and
the shear stress across the medium to steadily decrease and vanish as t!1. The model
has some features in common with Stokes0 rst problem for ow induced in a half-space
of viscous uid when a plate is impulsively set in motion. However, the present study
can be described as a generalized Stokes0 ow for which the plate is impulsively set into
motion with some time-dependent velocity V (t) which can not be prescribed arbitrary
but depends on the physical parameters of the ow.
The study considered is prototype one and theoretical in nature but the methodology
adopted is going to be very useful to study wide range of complicated nonlinear problems
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not only in non-Newtonian uid mechanics but also in the other elds of science and
engineering.
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Chapter 8
A Unied Compatibility Approach
to Construct Exact Solutions of
Nonlinear Flow Models of
Newtonian and Non-Newtonian
Fluids
8.1 Introduction
In this chapter, the compatibility criteria are established for higher order ordinary dif-
ferential equations to be compatible with lower order ordinary di¤erential equations.
Necessary and su¢ cient compatibility conditions are derived which can be used to con-
struct exact solutions of higher order ordinary di¤erential equations. Using this approach
new exact solutions of nonlinear ow problems arising in the study of Newtonian and
non-Newtonian uids are derived. The ansatz approach for obtaining exact solutions
for nonlinear ow models of Newtonian and non-Newtonian uids is unied with the
application of the compatibility criteria.
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8.2 Compatibility approach
It is often di¢ cult to obtain exact solutions of a higher order nonlinear di¤erential equa-
tion. For this reason, many researchers have assumed a form of the exact solution by
trial and error. We provide a general compatibility criteria for many of these higher or-
der ordinary di¤erential equations arising in the study of Newtonian and non-Newtonian
uid models. This compatibility approach leads to some new exact solutions of these
models and is also helpful in reproducing some existing solutions.
Firstly, we present a precise denition of compatibility:
Denition 8 Consider the nth-order ordinary di¤erential equation
y(n) = P (x; y; y(1); y(2); :::; y(n 1)); n  2; (8.1)
where x is the independent variable, y the dependent variable and y(1); y(2); :::; y(n) denote
the rst, second; :::; nth derivative of y with respect to x: If every solution of the mth-order
ordinary di¤erential equation
y(m) = Q(x; y; y(1); y(2); :::; y(m 1)); m < n; (8.2)
is also a solution of the nth-order ordinary di¤erential equation (8.1), then the mth-order
ordinary di¤erential equation (2) is said to be compatible with the nth-order ordinary
di¤erential equation (1).
Wewill consider the compatibility of a nth-order (n  2) ordinary di¤erential equation
with a rst order ordinary di¤erential equation so that m = 1.
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8.2.1 Compatibility criterion for a fth order ordinary di¤er-
ential equation
Here we develop a compatibility criterion or compatibility test for a fth order ordinary
di¤erential equation to be compatible with a rst order ordinary di¤erential equation.
Let us consider a fth-order ordinary di¤erential equation in one independent variable
x and one dependent variable y;
F (x; y; y(1); y(2); :::; y(5)) = 0; (8.3)
and a rst order ordinary di¤erential equation
E(x; y; y(1)) = 0; (8.4)
such that
J =
@[E;F ]
@[y(1); y(2); :::; y(5)]
6= 0: (8.5)
Then, we can solve for the highest derivatives as
y(5) = f(x; y; y(1); y(2); y(3); y(4)); (8.6)
and
y(1) = e(x; y); (8.7)
where f and e are smooth and continuously di¤erentiable functions of x, y and, in the
case of f , the derivatives of y:
Now Eq. (8.6) depends on y(1); :::; y(5) which are obtained by di¤erentiating Eq. (8.7).
This gives
y(2) = ex + eey; (8.8)
y(3) = exx + 2eexy + e
2eyy + exey + ee
2
y; (8.9)
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y(4) = exxx + 3eexxy + 3e
2exyy + e
3eyyy + 3eeyy(ex + eey)
+3exy(ex + eey) + ey(exx + 2eexy + e
2eyy + exey + ee
2
y) (8.10)
y(5) = exxxx + 4eexxxy + 6e
2exxyy + 4e
3exyyy + e
4eyyyy + 6e
2eyyyfex + eeyg
+12eexyyfex + eeyg+ 4eeyyfexx + 2eexy + e2eyy + exey + ee2yg
+5exxyfex + eeyg+ 4exyfexx + 2eexy + e2eyy + exey + ee2yg
+ey[exxx + 3eexxy + 3e
2exyy + e
3eyyy + 3eeyyfex + eeyg
+3exyfex + eeyg+ eyfexx + 2eexy + e2eyy + exey + ee2yg] + 3e2eyy: (8.11)
By equating the right hand side of Eq. (8.6) with Eq. (8.11), we obtain
f [x; y; e; (ex + eey) ;
 
exx + 2eexy + e
2eyy + exey + ee
2
y

;
(exxx + 3eexxy + 3e
2exyy + e
3eyyy + 3eeyy(ex + eey)
+3exy(ex + eey) + ey(exx + 2eexy + e
2eyy + exey + ee
2
y))]
= exxxx + 4eexxxy + 6e
2exxyy + 4e
3exyyy + e
4eyyyy + 6e
2eyyyfex + eeyg
+12eexyyfex + eeyg+ 4eeyyfexx + 2eexy + e2eyy + exey + ee2yg
+5exxyfex + eeyg+ 4exyfexx + 2eexy + e2eyy + exey + ee2yg
+ey[exxx + 3eexxy + 3e
2exyy + e
3eyyy + 3eeyyfex + eeyg
+3exyfex + eeyg+ eyfexx + 2eexy + e2eyy + exey + ee2yg]
+3e2eyy; (8.12)
which gives the general compatibility criterion or compatibility test for a fth order
ordinary di¤erential equation to be compatible with a rst order ordinary di¤erential
equation.
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8.2.2 Compatibility criterion for lower order ordinary di¤eren-
tial equations
Equations (8.8), (8.9) and (8.10) can be used to derive compatibility criteria for lower
order ordinary di¤erential equations.
For a fourth order ordinary di¤erential equation to be compatible with a rst order
ordinary di¤erential equation, the compatibility test is
f [x; y; e; (ex + eey) ;
 
exx + 2eexy + e
2eyy + exey + ee
2
y

]
= exxx + 3eexxy + 3e
2exyy + e
3eyyy + 3eeyyfex + eeyg
+3exyfex + eeyg+ eyfexx + 2eexy + e2eyy + exey + ee2yg: (8.14)
For a third order ordinary di¤erential equation to be compatible with a rst order ordi-
nary di¤erential equation, the compatibility criterion takes the form
f [x; y; e; (ex + eey)] = exx + 2eexy + e
2eyy + exey + ee
2
y: (8.15)
Finally, for a second order ordinary di¤erential equation to be compatible with a rst
order ordinary di¤erential equation, the compatibility test becomes
f [x; y; e] = ex + eey: (8.16)
8.3 Applications of the compatibility approach
In order to demonstrate the application and utility of the compatibility method we apply
it in this section to various research problems taken from the literature dealing with
ow models for Newtonian and non-Newtonian uids. Using this approach, some new
solutions are constructed and some existing solutions are re-derived.
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8.3.1 Viscous ow due to a shrinking sheet
Miklavcic and Wang [52] were the rst to investigate the viscous ow due to a shrinking
sheet under Prandtls boundary layer assumptions. The existence and uniqueness of the
exact solutions are elegantly proved in [52]. Here, we construct a new exact (closed-from)
solution of the boundary layer problem of shrinking sheet by employing the compatibility
criterion.
Consider a steady laminar ow over a continuously shrinking sheet in a quiescent
uid. The x-axis runs along the shrinking surface in the direction opposite to the sheet
motion and the y-axis is perpendicular to it. Let (u; v; w) be the velocity components
along the (x; y; z) directions, respectively. The boundary conditions on the shrinking
surface are [52]
u =  ax, v =  a(m  1)y, w =  W; (8.17)
and far away from the sheet
u! 0; v ! 0 as z !1; (8.18)
where a (> 0) and W are the shrinking constant and the suction velocity.
The stream function and the similarity variable can be posited in the following form
 =
p
axf() and  =
r
a

z: (8.19)
With these denitions, the velocities are expressed as
u = ax
df
d
, v = a(m  1)y df
d
, w =  pamf(): (8.20)
Using Eqs. (8:17)   (8:20), the governing problem describing the viscous ow due to a
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shrinking sheet in a non-dimensionalized form, is given by [52]
d3f
d3
+mf
d2f
d2
 

df
d
2
= 0; (8.21)
f = s;
df
d
=  1 at  = 0;
df
d
! 0 as  !1: (8.22)
where s = W=m
p
a is the suction/injection parameter. Now we construct an exact
closed-form solution of the boundary-value problem (8.21) and (8.22) by the use of our
compatibility approach. We check the compatibility of the third-order ODE (8.21) with
the rst-order ODE
df
d
+ f =  where  6= 0; (8.23)
with the solution
f() = A exp( ) + ; (8.24)
where A,  and  are the parameters to be determined.
Using the compatibility test (8.15) (for a third-order ODE to be compatible with the
rst-order ODE), we obtain
3   3f   2mf + 2mf 2   22   2f 2 + 22f = 0: (8.25)
Equating the above equation by powers of f , we nd
f 2 : 2(m  1) = 0; (8.26)
f 1 :  3   2m+ 22 = 0; (8.27)
f 0 : 3   22 = 0: (8.28)
From Eq. (8.26), we obtain m = 1. This shows that the sheet shrinks in the x-direction.
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This is also the physical condition of the ow model. Using m = 1, Eqs. (8.27) and
(8.28) reduce to
2    = 0; (8.29)
which is the second compatibility condition for a third-order ODE (8.21) to be compatible
with the rst-order ODE (8.23). Thus, the solution of Eq. (8.21), subject to Eq. (8.23),
can be written as
f() = A exp( ) + ; (8.30)
provided condition (8.29) holds. Now with the use of the boundary conditions (8.22), we
deduce
A =
1

; (8.31)
 =

s  1


: (8.32)
Utilizing the value of  in Eq. (8.29) results in
 =
sps2   4
2
: (8.33)
Note that the solution domain of this problem is determined by the suction parameter.
In order to have a physically meaningful solution we must have s2 > 4. Here we have two
solution branches corresponding to the positive and negative signs in equation (8.33),
that is
1 =
s+
p
s2   4
2
> 0; (8.34)
2 =
s ps2   4
2
> 0: (8.35)
146
The solutions corresponding to 1 and 2 are written as
f() = s  1
s+
p
s2 4
2
 + 1
s+
p
s2 4
2
 exp  s+ps2   4
2



; (8.36)
f() = s  1
s ps2 4
2
 + 1
s ps2 4
2
 exp  s ps2   4
2



: (8.37)
Thus two independent solutions are obtained in this case corresponding to positive sign
branch and negative sign branch with s2 > 4. The solutions (8:36) and (8:37) are the
new exact solutions of the ow model [52], which are not available in the literature. This
shows the great potential of the compatibility approach for solving higher-order nonlinear
equations exactly. We can also extend this solution by incorporating other interesting
physical phenomena to this ow model, such as the consideration of stagnation-point
ows dealing with Newtonian and non-Newtonian uids [53 56], heat and mass transfer
analysis, power-law variation of the stretching velocity and temperature and magnetic
eld. We can also apply the compatibility approach to construct exact solutions of
other boundary layer problems due to a shrinking sheet dealing with ow models of non-
Newtonian uids [57; 58]. In all the studies [53   58], the coupled systems of nonlinear
ordinary di¤erential equations have been solved numerically. Therefore, one can apply
the compatibility approach to look for the exact solutions of these type of ow models
as well.
8.3.2 MHD viscous ow due to a shrinking sheet
The magnetohydrodynamic (MHD) viscous ow due to a shrinking sheet has been investi-
gated by Fernández [59], Noor et al. [60] and Sajid and Hayat [61]. In [59] numerical and
perturbation solutions are obtained for the ow model. Noor et al. [60] have discussed
a series solution for the governing problem using the Adomian decomposition method
(ADM) coupled with the Padé approximation. The same model has also been analyzed
by Sajid and Hayat [61] by using the homotopy analysis method (HAM).
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The governing equation describing the MHD viscous ow due to a shrinking sheet in
non-dimensionalized form, is given by [59  61];
d3f
d3
+mf
d2f
d2
 

df
d
2
 M2 df
d
= 0; (8.38)
which is subject to the boundary conditions
f = s;
df
d
=  1 at  = 0 and df
d
! 0 as  !1; (8.39)
where s = W=m
p
a is the suction/injection parameter, M = (B20=a)
1
2 the magnetic
eld parameter and a > 0 the shrinking constant. We now construct the exact (closed-
form) solution of the boundary-value problem (8.38) and (8.39) using the compatibility
approach.
We check that the third order ordinary di¤erential equation (8.38) is compatible with
the rst order ordinary di¤erential equation
df
d
+ f = ;  6= 0; (8.40)
where  and  are constants. The general solution of (8.40) is
f() = A exp( ) + : (8.41)
The parameters to be determined are A;  and .
Using the compatibility test (8:15) for a third order ordinary di¤erential equation to
be compatible with a rst order ordinary di¤erential equation, we obtain
3   3f   2mf + 2mf2   22   2f 2 + 22f  M2+M2f = 0: (8.42)
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Now separating equation (8.42) in powers of the dependent variable f , we obtain
f 2 : 2m  2 = 0; (8.43)
f 1 :  3   2m+ 22 +M2 = 0; (8.44)
f 0 : 3   22  M2 = 0: (8.45)
From Eq. (8.42), we obtain m = 1. This shows that the sheet shrinks in the x-direction,
which is also the physical compatibility condition of the ow model. Using m = 1, Eqs
(8.44) and (8.45) reduce to
2    M2 = 0; (8.46)
which is the second compatibility condition for the third order ordinary di¤erential equa-
tion (8.38) to be compatible with the rst order ordinary di¤erential equation (8.40).
Thus, the solution of Eq. (8.38), subject to Eq. (8.40), can be written as
f() = A exp( ) + ; (8.47)
provided condition (8.46) is satised. Now applying the boundary conditions (8.39), we
deduce
A =
1

; (8.48)
 =

s  1


: (8.49)
Substituting (8.49) into (8.46), we obtain
 =
sps2   4(1 M2)
2
: (8.50)
We observe that the solution domain of this problem is determined by the suction and
magnetic parameters. In order to have a physically meaningful solution we must have
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 > 0: Thus we arrive at three distinct cases:
Case 1: 0 < M < 1
For real solutions it is necessary that s2 > 4(1 M2): There are two solution branches
corresponding to the positive and negative sign in equation (8.50), that is
1 =
s+
p
s2   4(1 M2)
2
> 0; (8.51)
2 =
s ps2   4(1 M2)
2
> 0: (8.52)
The solutions corresponding to 1 and 2 are written as
f() = s  1
1
+
1
1
exp [ 1] ; (8.53)
f() = s  1
2
+
1
2
exp [ 2] : (8.54)
Thus two independent solutions are obtained in this case corresponding to positive sign
branch and negative sign branch with s2 > 4 (1 M2) :
Case 2: M = 1
In this case, we have
 = s;  = 0: (8.55)
We do not consider the case  = 0. The case  = s gives
f() = s+
1
s
[exp [( s)  1] : (8.56)
There is one solution obtained in this case with  = s but s must be greater than zero.
Case 3: M > 1
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In this case, we have
1 =
s+
p
s2 + 4(M2   1)
2
> 0; (8.57)
2 =
s ps2 + 4(M2   1)
2
< 0: (8.58)
Thus only one physically meaningful solution is obtained in this case corresponding to
1, given by
f() = s  1
1
+
1
1
exp [ 1] : (8.59)
The solution domain of this problem is shown in Figure 8:1.
Figure 8.1: The solution domain at di¤erent values of M as a function
of the mass suction parameter s:
The exact solutions obtained here were reported before by Fang and Zhang [62].
The authors in [62] have employed an ansatz method to construct these solutions. We
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have shown here that these solutions are actually formulated through the compatibility
approach.
8.3.3 Flow due to a stretching sheet/surface
One of the classical application of Prandtl boundary layer equations is the boundary
layer ow induced due to a stretching sheet/surface. The motivation of study the ow
problems of viscous uid over a stretching surface stems because of its several important
engineering and industrial applications. The ow engendered by such a sheet occurs in
cooling and extrusion processes, paper production, the boundary layer along material
handling conveyers, polymer processing unit of a chemical plant, metal working process
in metallurgy and many others.
Crane [63] obtained the analytical solution for a boundary layer ow of an incom-
pressible viscous uid over a stretching sheet. Apparently no such simple exact solution
exists for a such a ow. Nevertheless some approximate, yet reasonably accurate, solu-
tions have been developed and reported in the literature. We show here that the classical
solution, obtained by Crane [63], is actually formulated through compatibility.
Consider the boundary layer ow of viscous (Newtonian) uid induced by a stretching
sheet which moves in its own plane with a velocity at each point which is proportional
to the distance from the origin, thus
velocity of sheet = V0x; (8.60)
where V0 is a constant. Dening the stream function
 (x; y) = xF (y): (8.61)
The velocity components in the x and y directions, u(x; y) and v(x; y), are related to the
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stream function  (x; y) as
u(x; y) =
@ 
@y
; v(x; y) =  @ 
@x
: (8.62)
The governing boundary value problem for boundary layer ow of a viscous uid due to
a stretching sheet is governed by [63]

d3F
dy3
+ F
d2F
dy2
 

dF
dy
2
= 0; (8.63)
subject to the boundary conditions
F (0) = 0;
dF
dy
(0) = V0;
dF
dy
! 0 as y !1: (8.64)
We now check that the third-order ODE (8.63) is compatible with the rst-order ODE
dF
dy
  F = V0 where  6= 0; (8.65)
with solution
F (y) = A exp(y)  V0

; (8.66)
where A and  are the constants to be found from the compatibility test.
Using the compatibility test given in Eq. (8:10); for a third-order ODE to be compatible
with a rst-order ODE, we obtain
2V0   3F + V0F   V 20 + 2V0F = 0: (8.67)
Now equating Eq. (8.67) by powers of F , we determine
F 1 :  3   V0+ 2V0 = 0; (8.68)
F 0 : 2V0   V 20 = 0: (8.69)
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From Eqs. (8.68) and (8.69), we deduce
 = 
r
V0

; (8.70)
and we choose
 =  
r
V0

; (8.71)
so that our solution satisfy the boundary condition at innity in Eq. (8.64). Thus, the
solution of the third-order ODE (8.63) compatible with the rst-order ODE (8.65), is
written as
F (y) = A exp
 
 
r
V0

y
!
+
p
V0: (8.72)
Now applying the boundary conditions (8:64), we arrive at
A =  
p
V0: (8.73)
Thus, the exact closed-form solution for F (y) takes the form
F (y) =  
p
V0 exp
 
 
r
V0

y
!
+
p
V0: (8.74)
The corresponding stream function and the velocity components are:
 (x; y) = x
"
 
p
V0 exp
 
 
r
V0

y
!
+
p
V0
#
, (8.75)
u(x; y) = xV0 exp
 
 
r
V0

y
!
; (8.76)
v(x; y) =
p
V0
"
1  exp
 
 
r
V0

y
!#
: (8.77)
The solutions (8:74) (8:77) are exactly the same as obtained by Crane [63]. Here, we have
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shown that these solutions actually arise from the compatibility test. We can also extend
this solution by including various other aspects to this problem, such a consideration
of heat and mass transfer [64; 65], power-law variation of the stretching velocity and
temperature and magnetic eld [66; 67]. We can also apply the compatibility approach
to construct exact solutions of other boundary layer problems due to a stretching sheet
dealing with ow models of non-Newtonian uids [68  70].
8.3.4 MHD viscous ow due to a stretching sheet
The model of the boundary layer ow of an incompressible viscous uid over a non-linear
stretching sheet was discussed by Ghotbi [71] and very recently by Fathizadeh et al. [72].
In [71], the homotopy analysis method (HAM) was applied to obtain the solution of the
governing model and in [72], the homotopy perturbation method (HPM) was used on
the same ow model. Here, we present the exact solution of that model by using the
compatibility method. The dimensionless ow problem describing the (MHD) viscous
ow due to a stretching sheet, is given by [71; 72]:
d3f
d3
+ f
d2f
d2
  

df
d
2
 M df
d
= 0; (8.78)
f(0) = 0;
df
d
(0) = 1;
df
d
(1) = 0; (8.79)
where
 =
2n
n+ 1
and M =
2B20
c(1 + n)
: (8.80)
We check that the third order ordinary di¤erential equation (8.78) is compatible with
the rst order ordinary di¤erential equation
df
d
+ f = 1 where  6= 0; (8.81)
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with solution
f() = A exp( ) + 1

; (8.82)
where A and  are the constants to be found from the compatibility test.
Using the compatibility test given in Eq. (8:15); for a third order ordinary di¤erential
equation to be compatible with a rst order ordinary di¤erential equation, we obtain
2   3f   f + 2f 2      2f 2 + 2f  M +Mf = 0: (8.83)
Separating Eq. (8:83) by powers of f , we nd
f 2 : 2(1  ) = 0; (8.84)
f 1 :  3   + 2+M = 0; (8.85)
f 0 : 2     M = 0: (8.86)
From Eq. (8.84) we obtain  = 1 which is the physical constraint of the ow model.
From Eqs. (8.85) and (8.86) we deduce
 = p1 +M: (8.87)
Now using the boundary conditions (8.79), we deduce from (8.82) that
 = +(1 +M)
1
2 ; A =   1
(1 +M)
1
2
: (8.88)
Thus, the exact closed-form solution for f() takes the form
f() =
1
(1 +M)
1
2
h
1  exp[ (1 +M) 12]
i
: (8.89)
The solution (8:89) is the new exact solution of the ow model [71; 72] when  = 1.
For viscous ow over a nonlinearly stretching sheet without the e¤ects of magnetic eld
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(M = 0), discussed numerically by Vajravelu [73], we can deduce the exact solution when
 = 1 as
f() = [1  exp( )]: (8.90)
8.3.5 MHD ow of a Sisko uid in porous medium with plate
suction/injection
Khan et al. [74] investigated the steady ow of a Sisko uid over an innite porous plate.
The ow is produced by the motion of the plate with velocity U0. The uid occupies the
porous half space y > 0 and is also electrically conducting in the presence of a constant
applied magnetic eld in the transverse direction to the ow. The governing second-order
nonlinear ordinary di¤erential equation was solved using the homotopy analysis method.
Here, we construct the exact solution of the same ow model by using the compatibility
approach. The dimensionless boundary value problem that describes the MHD ow of a
Sisko uid in a porous medium is given by [74]
d2f
d2
+ nb
d2f
d2

df
d
n 1
+ V 0
df
d
  b

K
f

df
d
n 1
 

1
K
+M2

f = 0; (8.91)
f = 1 at  = 0; f ! 0 as  !1; (8.92)
where
b =
b
a

U20

n 1
; V 0 =
V0
aU0
;
1
K
=
'2
U20
; M2 =
B20
2
aU20
: (8.93)
In Eq. (8.93), b is the Sisko uid parameter, V 0 ? 0 the suction/injection parameter,
1
K
the porosity parameter and M the magnetic eld parameter.
We now obtain the condition for the ordinary di¤erential equation (8.91) to be com-
patible with the rst order ordinary di¤erential equation
df
d
+ f = 0 where  6= 0; (8.94)
157
with solution
f() = A exp( ); (8.95)
where A and  are the parameters to be determined. Using the compatibility test given
in Eq. (8:16) for a second-order ordinary di¤erential equation to be compatible with a
rst order ordinary di¤erential equation, we obtain
2f + nb2f( f)n 1   V 0 f + 2f 2  
b
K
f( f)n 1  

1
K
+M2

f = 0: (8.96)
Separating Eq. (8.96) by powers of f we obtain
fn : b

n2   1
K

= 0; (8.97)
f 1 : 2   V 0   

1
K
+M2

= 0: (8.98)
From Eq. (8.97), we deduce
 =  1p
nK
: (8.99)
We choose  = +1=
p
nK so that (8.94) satises the second boundary condition in (8.92).
Equation (8.98) can be expressed in the form
M2K +
V 0 K
1
2p
n
+
(n  1)
n
= 0; (8.100)
which is the required compatibility condition on the physical parameters of the owmodel
for a second-order ordinary di¤erential equation (8.91) to be compatible with the rst
order ordinary di¤erential equation (8.94). From the rst boundary condition in (8.92),
A = 1: Thus, the solution for f() which satises the compatibility condition (8.100) is
f() = exp

  1p
nK


: (8.101)
The compatibility condition (8.100) can be regarded as a quadratic equation forK
1
2 . The
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solution of (8.100) for (nK)
1
2 is
(nK)
1
2 =
1
2M2
h
 V 0  (V 20 + 4(1  n)M2)
1
2
i
: (8.102)
For 0 < n 6 1 the solution is always real while for n > 1 it is real provided
V 20 > 4(n  1)M2: (8.103)
For V 0 > 0 which describes suction, there is one unique positive real solution which exists
only for 0 < n < 1 and can be expressed as
(nK)
1
2 =
V 0
2M2
"
1 +
4(1  n)M2
V 20
 1
2
  1
#
: (8.104)
For V 0 < 0, which describes injection, there is one unique positive real solution which
exists only for 0 < n < 1; given by
(nK)
1
2 =
 V 0
2M2
"
1 +

1 +
4(1  n)M2
V 20
 1
2
#
; (8.105)
while for n > 1 there are two positive real solutions provided (8.103) is satised
(nK)
1
2 =
 V 0
2M2
"
1

1  4(1  n)M
2
V 20
 1
2
#
; (8.106)
and the solution is not unique.
For the ow model without the e¤ects of plate suction/injection [75] for which V 0 = 0,
the exact solution remains formally the same and is given by Eq. (8.101). However, the
compatibility condition (8.100) becomes
1
nK
 

1
K
+M2

= 0; (8.107)
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and therefore
M2 =
1
K

1  n
n

> 0 provided 0 < n < 1: (8.108)
Thus, the solution of the ow model [75] is valid only for 0 < n < 1, that is, only for
pseudoplastic behavior.
8.3.6 Steady ow of a third grade uid in porous half-space
The nonlinear steady ow model of a third grade uid in porous half-space was rst
analyzed by Hayat et al. [48] by using the homotopy analysis method. Later the same
problem was investigated again by Faiz [76] and the asymptotic analysis was carried out
for the governing model. Here, we construct the exact closed-form solution of that model
using the compatibility criterion. The dimensionless problem is given as [48; 76]
d2f
dz2
+ b1
d2f
dz2

df
dz
2
  b2f

df
dz
2
  cf = 0; (8.109)
f(0) = 1 and f ! 0 as z !1; (8.110)
where
b1 =
63V
4
0
2
; b2 =
23'V
2
0

; c =
'2
V 20
; (8.111)
are the third grade and porosity parameters respectively.
We have to check the compatibility of equation (8.109) with the rst order ordinary
di¤erential equation
df
dz
+ f = 0 where  6= 0; (8.112)
with solution
f(z) = A exp( z); (8.113)
where A and  are the parameters to be determined. Using the compatibility test given
by Eq. (8:16) for a second-order ordinary di¤erential equation to be compatible with a
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rst order ordinary di¤erential equation, we obtain
2f + b1
4f 3   b22f 3   cf = 0: (8.114)
Separating Eq. (8:114) by powers of f , we obtain
f 3 : 2(b1
2   b2) = 0; (8.115)
f 1 : 2   c = 0: (8.116)
From Eq. (8:115), we deduce
 = 
r
b2
b1
: (8.117)
Substituting (8:117) into (8:116) gives
b2
b1
  c = 0: (8.118)
By imposing the boundary conditions (8:110), we obtain
A = 1;  = +
r
b2
b1
. (8.119)
Thus the solution for the boundary value problem (8:109) and (8:110) is
f(z) = exp
"
 
r
b2
b1
z
#
; (8.120)
provided the parameters b1, b2, and c satisfy the compatibility condition (8:118):
8.3.7 Unsteady ow of a third grade uid
Hayat et al. [49], discussed the unsteady incompressible ow of a third grade uid in a
porous medium. The ow is generated by the motion of a plate in its own plane with an
arbitrary velocity V (t): A Lie symmetry analysis was performed to reduce the govern-
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ing nonlinear third order partial di¤erential equations to ordinary di¤erential equations.
The reduced equations were then solved analytically and numerically. In [49], the trav-
elling wave solution of the governing model was constructed with the use of the ansatz
method. Here, we reproduce this solution with the aid of the compatibility approach.
The governing nonlinear partial di¤erential equation in [49] is
@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
+ 1

@u
@y
2
@2u
@y2
  2u

@u
@y
2
  1u; (8.121)
where u is the velocity component parallel to the plate,  is the coe¢ cient of viscosity,
, 1 and 2 are the material constants and 1 is the porosity of the porous medium.
The relevant time and space dependent velocity boundary conditions are specied as
follows:
u(0; t) = V (t); t > 0; (8.122)
u(y; t) ! 0 as y !1; t > 0; (8.123)
u(y; 0) = g(y); y > 0; (8.124)
where
g(0) = V (0): (8.125)
The rst boundary condition (8:122) is the no-slip condition and the second boundary
condition (8:123) states that the main stream velocity is zero. This is not a restrictive
assumption since we can always measure velocity relative to the main stream. The
initial condition (8:124) indicates that the uid is initially moving with some non-uniform
velocity g(y):
Using the classical Lie method of innitesimal transformations [49], the similarity
solution for equation (8.121) is found to be
u(y; t) = U(x1) where x1 = y + ct; (8.126)
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which represents a wave front type travelling wave propagating in the negative y direction
with constant speed c. The substitution of Eq. (8.126) in Eq. (8.121) yields a third order
ordinary di¤erential equation for U(x1):
c
dU
dx1
  
d2U
dx21
  cd
3U
dx31
  1

dU
dx1
2
d2U
dx21
+ 2U

dU
dx1
2
+ 1U = 0; (8.127)
with transformed boundary conditions
U(0) = l1; U(x1)! 0 as x1 !1; (8.128)
where l1 is a constant. We now solve the reduced Eq. (8.127) subject to the boundary
conditions (8.128) using the approach of compatibility. We check the compatibility of
Eq. (8.127) with the rst order ordinary di¤erential equation
dU
dx1
+ "U = 0 where " 6= 0; (8.129)
with solution
U(x1) = A exp( "x1); (8.130)
where A and " are the parameters to be determined from the compatibility condition.
Using the compatibility test given in Eq. (8:15) for a third order ordinary di¤erential
equation to be compatible with a rst order ordinary di¤erential equation, we obtain
1U + c"U + 2"
2U3   1"4U3   "2U + c"3U = 0: (8.131)
Separating Eq. (8:131) by powers of U we nd
U : 1 + c"  "2 + c"3 = 0; (8.132)
U3 :
 
2   1"2

"2 = 0: (8.133)
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From Eq. (8:133), we nd
" = 
r
2
1
; (8.134)
and choose
" = +
r
2
1
; (8.135)
so that solution (8.130) satises the boundary condition at innity. By substituting
(8.135) into Eq. (8.132), we obtain
1 + c

2
1
 1
2
  
2
1
+ c

2
1
 3
2
= 0: (8.136)
Thus, the exact solution for U(x1); provided the compatibility condition (8.136) holds, is
U(x1) = l1 exp

 
r
2
1
x1

: (8.137)
Hence the exact solution u(y; t) which satises the compatibility condition (8:136) is
u(y; t) = exp

 
r
2
1
(y + ct)

: (8.138)
We note that the solution (8.138) satises the boundary and initial conditions (8:122); (8:123)
and (8:124) with
V (t) = exp

 
r
2
1
ct

and g(y) = exp

 
r
2
1
y

. (8.139)
The condition V (0) = g(0) is clearly satised by (8.139). We see that V (t) and g(y)
depend on the physical parameters of the ow. The solution given by Eq. (8.138) is
exactly the same as obtained in [49] using the ansatz method.
We observe that the compatibility condition (8.136) gives the speed c of the travelling
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wave,
c =
h

2
1
  1
i

2
1
 1
2
h
1 + 2
1
i : (8.140)
For a wave travelling away from the plate it is necessary that c < 0 and therefore that
1 > 
2
1
: (8.141)
8.3.8 UnsteadyMHDow of a third grade uid with suction/blowing
Aziz and Aziz [50] very recently extended the ow model of [49] by including a magnetic
eld and suction/injection in the ow. The same group theoretic approach was used to
obtain closed-form invariant solutions of the nonlinear boundary-value problem. Here, we
reproduce the exact travelling wave solution obtained in [50] by using the compatibility
approach. The governing initial boundary value problem in dimensionless form is given
as [50]
@u
@t
= 
@2u
@y2
+
@3u
@y2@t
 W0@
3u
@y3
+

@u
@y
2
@2u
@y2
 u

@u
@y
2
+W0
@u
@y
  (+M2 )u;
(8.142)
where W0 > 0 indicates suction velocity and W0 < 0 corresponds to blowing or injection
velocity. The relevant boundary and initial conditions are specied as follows:
u(0; t) = V (t); t > 0; (8.143)
u(y; t) ! 0 as y !1; t > 0; (8.144)
u(y; 0) = f(y); y > 0; (8.145)
where
f(0) = V (0): (8.146)
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Using the classical Lie theory of innitesimal transformations [50], the invariant solution
for equation (8.142) is written as
u(y; t) = G(x); where x = y + ct: (8.147)
Substituting Eq. (8:147) into Eq. (8:142) results in a third order ordinary di¤erential
equation for G(x):
c
dG
dx
= 
d2G
dx2
+ c
d3G
dx3
  W0d
3G
dx3
+ 

dG
dx
2
d2G
dx2
 G

dG
dx
2
+W0
dG
dx
  ( +M2 )G; (8.148)
with the invariant boundary conditions
G(0) = l; (8.149)
G(x) ! 0 as x!1; (8.150)
where l is a constant. We now obtain the exact solution of the reduced ordinary di¤eren-
tial equation (8.148) using compatibility. We check the compatibility of the third order
ordinary di¤erential equation with the rst order ordinary di¤erential equation
dG
dx
+ G = 0 where  6= 0; (8.151)
with solution
G(x) = A exp( x); (8.152)
where A and  are the parameters to be determined from the compatibility criterion.
Using the general compatibility test (8.15), we obtain
 cG+2G c3G W03G+4G3 2G3 W0G (+M2 )G = 0: (8.153)
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By the separation of Eq. (8.153) by powers of the dependent variable G, we obtain
G :  c + 2   c3   W03  W0   ( +M2 ) = 0; (8.154)
G3 :
 
2   

2 = 0: (8.155)
From Eq. (8:155), we obtain
 = 
r


: (8.156)
From the boundary condition (8:150) as x ! 1 we see that we must take the positive
sign in (8:156):
 = +
r


: (8.157)
Substitution of Eq. (8.157) into Eq. (8.154) gives
 (c+W0)



 1
2
+ 


  (c+W0)



 3
2
  ( +M2 ) = 0: (8.158)
Thus imposing the boundary condition (8.149) at x = 0, the solution of the third or-
der ordinary di¤erential equation (8.148) subject to the rst order ordinary di¤erential
equation (8.151) is
G(x) = l exp

 
r


x

; (8.159)
provided condition (8.158) is satised. Finally, the exact solution u(y; t); which satises
the compatibility condition (8:158); is
u(y; t) = exp

 
r


(y + ct)

: (8.160)
The solution (8:160) is the same as that found in [50] by employing the ansatz tech-
nique. From the solution (8.160), we can also recover the exact travelling wave solution
of the ow model without the e¤ects of suction or blowing [41]. Thus, for the problem
considered in [41], the exact solution is the same as given in Eq. (8:160) but the result
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of imposing the compatibility condition on the physical parameters is changed to
 c



 1
2
+ 


  c



 3
2
  ( +M2 ) = 0: (8.161)
The physical signicance of the compatibility conditions (8.158) and (8.161) is that they
give the speed of the travelling wave. From condition (8.158), we deduce that
c+W0 =
h



  ( +M2 )
i



 1
2
h
1 + 


i ; (8.162)
while (8.161) gives (8.162) with W0 = 0: From (8.147), for a wave travelling away from
the plate, it is necessary that c < 0 and therefore
 +M
2
 >



 1
2
"




 1
2
+

1 + 



W0
#
: (8.163)
8.3.9 Hydromagnetic ow of a second grade uid over a stretch-
ing surface
Vajravelu and Rollins [77], carried out the study of analyzing the ow characteristics in
an electrically conducting second grade uid permeated by a uniform magnetic eld over
a stretching surface. The governing fourth-order nonlinear ordinary di¤erential equation
is solved numerically. We present here the exact (closed form) solution of that problem
using the compatibility approach. The problem describing the MHD ow of a second
grade uid over a stretching sheet [77] is given by

df
d
2
  f d
2f
d2
  d
3f
d3
+M
df
d
  1
"
2
df
d
d3f
d3
 

d2f
d2
2
  f d
4f
d4
#
= 0; (8.164)
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f() = R;
df
d
= 1 at  = 0;
df
d
! 0, d
2f
d2
! 0 as  !1; (8.165)
where 1 = B= is the non-Newtonian parameter, M = B20=B the magnetic para-
meter and R = v0= (B)
1
2 the suction parameter.
We now check that the fourth-order ordinary di¤erential equation (8.164) is compat-
ible with the rst order ordinary di¤erential equation
df
d
+ f = a, (8.166)
where  6= 0. The solution of (8.166) is
f() = a+ b exp( ); (8.167)
where a, b and  are the parameters to be determined. Using the compatibility test given
in Eq. (8.14), we obtain
a +M   2   1a3 = 0: (8.168)
Utilizing the boundary conditions (8.165), we deduce
a = R +
1

; (8.169)
b =   1

: (8.170)
Now substituting (8.169) for a into Eq. (8.168), we obtain
H() = 1R
3 + (1 + 1)
2  R   (1 +M) = 0: (8.171)
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Finally, the solution for f() is written as
f() = R +
1

  1

exp[ ]; (8.172)
where  is the positive real root of the cubic equation (8.171). From Descartes rule of
signs, H() = 0 has not more than one positive real root and since H()!1 as  !1
and H(0) =  (1 +M) < 0 it follows that H() = 0 has exactly one positive real root.
The one positive real root of (8:171) can be found approximately for small R by using
a regular perturbation expansion. Let
 = 0 +R1 +O(R
2); as R! 0: (8.173)
Substituting the perturbation expansion (8.173) into Eq. (8.171) results in
1R
3
0 + 
2
0 + 201R + 1
2
0 + 2011R  0R  (1 +M) +O(R2) = 0: (8.174)
Equating to zero the terms of O(1) and O(R) in (8.174), we obtain
O(1) : (1 + 1)
2
0   (1 +M) = 0; (8.175)
O(R) : 2(1 + 1)01 + 1
3
0   0 = 0: (8.176)
Solving Eqs. (8.175) and (8.176), we deduce
 =
r
1 +M
1 + 1
+
(1  1M)
2(1 + 1)2
R +O(R2); (8.177)
which is the required positive real root of  providedM is not too large. Using this value
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of  in Eq. (8.172), we obtain
f() = R +
1q
1+M
1+1
+ (1 1M)
2(1+1)2
R
 "1  exp"  r1 +M
1 + 1
+
(1  1M)
2(1 + 1)2
R
!#

#
:
(8.178)
The exact solution for the ow model without the e¤ects of the magnetic eld (M = 0)
and suction (R = 0) discussed by Vajravelu and Roper [78], can be deduced from the
perturbation solution (8.178). For when M = R = 0, (8.178) reduces to
f() =
p
1 + 1

1  exp

  1p
1 + 1


: (8.179)
8.3.10 Stokes0 problem for a fourth grade uid
The unsteady unidirectional ow of an incompressible fourth grade uid bounded by a
suddenly moved rigid plate was studied by Hayat et al. [79]. The governing nonlinear
higher order partial di¤erential equation for this ow in a semi-innite domain was mod-
elled. An exact travelling wave solution of the model equation was obtained by using an
ansatz method.
We construct the solution of this model by the use of the compatibility approach. The
governing partial di¤erential equation modelled in [79], with a slight change of notation,
is given by

@u
@t
= 
@2u
@y2
+ 
@3u
@y2@t
+ 
@4u
@y2@t2
+ 

@u
@y
2
@2u
@y2
+ 
@5u
@y2@t3
+ 
@
@y
"
@u
@y
2
@2u
@y@t
#
; (8.180)
where
 = 6(2 + 3);   = 2(32 + 3 + 4 + 5 + 37 + 8): (8.181)
Using the classical Lie symmetry method, the invariant solution for equation (8.180) is
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written as [79]
u(y; t) = v(x); where x = y   ct: (8.182)
Substituting Eq. (8:182) into Eq. (8:180) results in a fth-order ordinary di¤erential
equation for v(x) :
 cdv
dx
= 
d2v
dx2
  cd
3v
dx3
+ c2
d4v
dx4
+ 

dv
dx
2
d2v
dx2
  c3 d
5v
dx5
 c  d
dx
"
dv
dx
2
d2v
dx2
#
: (8.183)
We now check that the fth-order ordinary di¤erential equation (8.183) is compatible
with the rst order ordinary di¤erential equation
dv
dx
+ v = 0 with  6= 0; (8.184)
which has solution
v(x) = A exp( x); (8.185)
where A and  are the parameters to be determined. Using the compatibility test for a
fth-order ordinary di¤erential equation to be compatible with the rst order ordinary
di¤erential equation given in Eq. (8.12), we obtain
0 =
 c + 2 + c3 + c24 + c35 v + 4 + 3c 5 v3: (8.186)
Separating Eq. (8:186) by the powers v1 and v3, we nd
v1 :  c + 2 + c3 + c24 + c35 = 0; (8.187)
v3 : 
4 + 3c 5 = 0: (8.188)
From Eq. (188), we deduce
 =   
3c 
: (8.189)
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Substituting  given by Eq. (8.189) into Eq. (8.187), we obtain

3 
+
 ()
2
c2 (3 )2
   ()
3
c2 (3 )3
+
1 ()
4
c2 (3 )4
   ()
5
c2 (3 )5
= 0: (8.190)
Eq. (8.190) is the compatibility condition for a fth-order ordinary di¤erential equation
(8.183) to be compatible with the rst order ordinary di¤erential equation (8.184). Thus
the solution for v(x) can be written as
v(x) = A exp


3c 

x

; (8.191)
and therefore the solution for u(y; t) is
u(y; t) = A exp


3c 

(y   ct)

. (8.192)
The compatibility condition (8.190) can be written as
c2 =

3 




3 
3
  1


3 
2
+ 


3 

  


; (8.193)
which determines the wave speed c. The wave speed will be real if



3 
3
  1


3 
2
+ 


3 

   > 0: (8.194)
In [79], the authors did not impose initial and boundary conditions on the solution.
Here, we observe that the solution (8:192) does satises the boundary and initial condi-
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tions
u(0; t) = U(t); (8.195a)
u(y; 0) = P (y); (8.195b)
@u(y; 0)
@t
= Q(y); (8.195c)
@2u(y; 0)
@t2
= R(y); (8.195d)
where
U(t) = A exp

 
3 
t

; (8.196a)
P (y) = A exp


3c 
y

; (8.196b)
Q(y) =  


3c 

P (y); (8.196c)
R(y) =


3c 
2
P (y); (8.196d)
with
A = U(0) = P (0): (8.197)
The boundary condition (8:195a) is the no-slip condition at y = 0. The initial velocity
U(0) of the rigid plate can be prescribed but its velocity for t > 0, U(t), cannot be
arbitrary and is given by (8:196a). Similarly the initial velocity prole u(y; 0) cannot be
arbitrary and is given by (8:196b).
8.3.11 Unsteady magnetohydrodynamic ow of a fourth grade
uid
The unsteady magnetohydrodynamic ow of an incompressible electrically conducting
uid over a moving plate was investigated by Hayat et al. [80]. Translational type sym-
metries were employed to reduce the governing fth-order nonlinear partial di¤erential
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equation to a fth order ordinary di¤erential equation. The reduced ordinary di¤erential
equation was solved exactly by the use of an ansatz approach. Here, we present the
exact solution of the reduced higher order ordinary di¤erential equation by using the
compatibility criterion. The governing partial di¤erential equation investigated in [80],
is given by

@u
@t
= 
@2u
@y2
+ 1
@3u
@y2@t
+ 1
@4u
@y2@t2
+ 

@u
@y
2
@2u
@y2
+ 1
@5u
@y2@t3
+
@
@y
"
@u
@y
2
@2u
@y@t
#
  MH2u; (8.198)
where  = 6(2+3) is the third grade parameter and  = 2(32+3+4+5+37+8)
is the fourth grade uid parameter, respectively. The appropriate boundary and initial
conditions are
u(0; t) = u0V (t); t > 0; (8.199)
u(1; t) = 0; t > 0; (8.200)
u(0; y) = g(y); y > 0; (8.201)
where u0 is the reference velocity, V (0) = 1 and g(0) = u0:
The invariant solution specied in [80] is given as
u(y; t) = F (x1); where x1 = y + ct: (8.202)
Substituting Eq. (8:202) into Eq. (8:198) results in a fth-order ordinary di¤erential
equation for F (x1) given by
c
dF
dx1
= 
d2F
dx21
+ 1c
d3F
dx31
+ 1c
2d
4F
dx41
+ 

dF
dx1
2
d2F
dx21
+ 1c
3d
5F
dx51
+c
d
dx1
"
dF
dx1
2
d2F
dx21
#
  MH2F (x1): (8.203)
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The transformed boundary conditions are
F (0) = u0;
F (x1) ! 0 as x1 !1: (8.204)
The velocity of the plate, V (t), and the initial prole , g(y), which occur in Eqs. (8.199)
and (8.201) cannot be prescribed arbitrary and are determined by the solution.
We now check the compatibility of a fth-order ordinary di¤erential equation (8.203)
subject a rst order ordinary di¤erential equation
dF
dx1
+ F = 0 with  6= 0; (8.205)
which has solution
F (x1) = A exp( x); (8.206)
where A and  are the parameters to be determined. Using the compatibility criterion
given in Eq. (8.12) for a fth-order ordinary di¤erential equation to be compatible with
the rst order ordinary di¤erential equation, we obtain
(c+ 2   1c3 + 1c24   1c35   MH2)F + (4   3c5)F 3 = 0: (8.207)
Separating Eq. (8:207) by powers of F and F 3, we nd
F : c+ 2   1c3 + 1c24   1c35   MH2 = 0; (8.208)
F 3 : 4   3c5 = 0: (8.209)
From Eq. (8:209), we deduce
 =

3c
: (8.210)
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Using this value of  in Eq. (8:208), we nd that

3
+
2
c2 (3)2
  
31
c2 (3)3
+
1
4
c2 (3)4
  1
5
c2 (3)5
  MH2 = 0: (8.211)
Thus the exact solution for F (x1) (provided the compatibility condition (8.211) holds) is
written as
F () = u0 exp
 
3c
x1

; (8.212)
Finally, the exact solution u(y; t) which satisfy the condition (8:211) is
u(y; t) = u0 exp
 (y + ct)
3c

with c < 0; (8.213)
The solution (8.213) is the same as the solution obtained in [] using the ansatz approach.
The compatibility condition (8.211) can be written as
c2 =


3
2 
1


3
3
  1


3
2
+ 1


3
1
  



3
  MH2
 ; (8.214)
provided
MH2 6= 
3
: (8.215)
Eq. (8.214) reduces to Eq. (8.193) for H = 0. Equation (8.214) determines the wave
speed c. The range of the values of  for which c is real depends not only on the zeros
of the cubic polynomial in  in the numerator of (8.214) but also on the sign of the
denominator.
8.4 Conclusions
In this chapter, we have developed an e¢ cient compatibility criterion for solving higher
order nonlinear ordinary di¤erential equations subject to lower order ordinary di¤eren-
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tial equations. The compatibility approach enabled us to construct the exact solutions
of higher order nonlinear ordinary di¤erential equations subject to lower order ordinary
di¤erential equations. This approach was illustrated by applying it to various nonlinear
ow problems taken from the literature of Newtonian and non-Newtonian uid dynamics.
We have constructed exact (closed-form) solutions of these problems using the compati-
bility approach and found some new solutions of these problems. We have also unied the
various ansatz based approaches for nding exact solutions for some of the ow models.
We emphasize one of the central points which is a consequence of our systematic
approach. Other approaches such Adomian, Homotopy and similar methods have been
applied numerously. However their rigorous application is unclear and the solutions they
produce are not dictated by the physical problem at hand. The compatibility method as
advocated here is a more systematic, rigorous and general method. The side conditions
reect the physical signicance of the problem and can be chosen to a large extent in order
to obtain meaningful special solutions. In some of the physical models it gave the speed
of propagation of the travelling wave. Thus the side conditions represent a particular
type of constraint on a physical system which when imposed makes the physical system
compatible. In other words, these insights of the results are very important to state
explicitly. Thus from a physical point of view there is a way to choose the side conditions
on mechanical and physical grounds and this approach is fruitful as amply shown in this
work. Also for the case of classical problem of steady viscous ow, the compatibility and
group approach shows the non-uniqueness of solutions for high Reynolds number ows.
The method developed in this study is a contribution to the derivation and unication
of exact solutions of nonlinear ordinary di¤erential equations in uids. To the best of our
knowledge, the concept of compatibility and generalized groups has not been used before
in uid mechanics to investigate exact solutions of higher order ordinary di¤erential
equations subject to lower order ordinary di¤erential equations. In this work, we have
applied this approach only to nonlinear problems of Newtonian and non-Newtonian uid
dynamics thus achieving unication of the many ad hoc approaches utilized to date.
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There is the potential to apply this technique to nonlinear problems in other areas such
as solid mechanics, wave mechanics and general relativity.
Renement and extension of this compatibility approach could be investigated. We
have established the compatibility of higher order ordinary di¤erential equations, from
second-order up to fth-order, subject to linear rst order ordinary di¤erential equation
with known exponential type of exact solution and known symmetry group. We could
consider the compatibility of higher order ordinary di¤erential equations subject to other
di¤erential equations. This may lead to new exact solutions in other areas of science and
engineering.
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Chapter 9
Concluding Remarks and Future
Work
9.1 Non-Newtonian uid ow models
The dynamics and mechanics of non-Newtonian uid ow problems have been an impor-
tant area of interest in the recent few years. The study of non-Newtonian uids involves
the modelling of materials with dense molecular structure such as polymer solutions,
slurries, blood, and paints. These material exhibit both viscous behavior like liquids and
elastic behavior like solids. The ow phenomena of non-Newtonian uids occur in a vari-
ety of industrial and technological applications. Some of them are the extraction of crude
oil from petroleum products, oil and gas well drilling, food stu¤, extrusion of molten plas-
tic, paper and textile industry, and so on. The ow properties of non-Newtonian uids are
quite di¤erent from those of the Newtonian uids. Therefore, in practical applications,
one cannot replace the behavior of non-Newtonian uids with Newtonian uids and it is
very important to analyze and understand the ow behavior of non-Newtonian uids in
order to obtain a thorough understanding and improve utilization in various manufac-
tures. The model equations of the problem dealing with the ow of non-Newtonian uids
are higher order nonlinear and complex in nature. Several methods have been developed
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in the recent years to obtain the solutions of these sort of ow problems. Some of these
techniques are variational iteration method, Adomian decomposition method, homotopy
perturbation method, homotopy analysis method, semi-inverse variational method. But
all these techniques are limited in the search for the exact (closed-form) solutions of the
non-Newtonian uid ow problems.
The purpose of this thesis was to develop the mathematical modelling and the exact
solutions to some nonlinear problems arising in the study of non-Newtonian uid me-
chanics. In our analysis, we considered the di¤erential type uid models of third and
fourth grade. A third grade uid model represents a further attempt towards the study
of the ow behavior of non-Newtonian uids. This model is known to capture the non-
Newtonian a¤ects such as shear thinning or shear thickening as well as normal stress.
A Fourth grade uid model is another very important subclass of the di¤erential type
uids. This model is the most generalized model among the di¤erential type uids. This
model is known to capture most of the non-Newtonian ow properties at one time. With
these facts in mind, the studies related to the unsteady ow models of third and fourth
grade uids have been taken into consideration in Chapters 3  7. In Chapters 3 and 4,
the ow properties of third grade uid model was investigated in detail and in Chapters
5  7, we examined the physical behavior of fourth grade uid in di¤erent types of ow
situation.
9.2 Group theoretical analysis and invariant solu-
tions
A symmetry of a di¤erential equation is an invertible transformation that leaves the un-
derlying equation invariant. We employed the Lies algorithm to nd symmetries that
depend continuously on one-parameter transformations that constitute a group. In most
of the uid ow problems that we considered in this thesis, the governing equations were
complex, so generating the determining equations of such problems turns out to be te-
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dious. Fortunately, now there are several symbolic computation packages (Mathematica,
Maple,...) available which are very helpful in nding the determining equations for any
di¤erential equation. In this work, we utilized the program YaLie [81], written in Mathe-
matica for the generation and manipulation of the determining equations for symmetries,
for the fourth grade problem considered in Chapter 7. Throughout this research, we rst
performed the mathematical modelling of the physical situation under consideration and
then employed the complete classical Lie group analysis on the underlying models. After
obtaining the symmetries, we utilized these to construct the group invariant solutions for
each of the problem under investigation. We also employed the conditional symmetry
approach on some particular models of third grade uids in Chapter 4. Many equations
arising in applications do not admit Lie point symmetries but have conditional symme-
tries. Thus this method is also powerful in obtaining exact solutions of such problems. In
some situations if we were unable to construct the analytical results, we tried to reduce
the underlying model with the help of symmetries and then solved the reduced model nu-
merically using some of the powerful numerical solvers like NDSolve in Mathematica
R
and PDEPE in MatLab
R
. In both the analytical and numerical approaches, emphasis
was given to study the physical behavior and properties of non-Newtonian uids.
9.3 Compatibility approach for di¤erential equations
Notwithstanding the above mentioned techniques, we also studied the concept of compat-
ibility. During the second half of this thesis, the compatibility criteria were established for
higher order ordinary di¤erential equations to be compatible with lower order ordinary
di¤erential equations. Necessary and su¢ cient compatibility conditions were derived
which can be used to construct exact solutions of higher order ordinary di¤erential
equations. Using this approach new exact solutions of nonlinear ow problems arising
in the study of Newtonian and non-Newtonian uids were derived. The ansatz approach
for obtaining exact solutions for nonlinear ow models of Newtonian and non-Newtonian
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uids were also unied with the application of the compatibility criteria.
It is often di¢ cult to obtain exact solutions of a higher order nonlinear di¤erential
equation. For this reason, many researchers have assumed a form of the exact solution by
trial and error. We provided a general compatibility criteria for many of these higher order
ordinary di¤erential equations arising in the study of Newtonian and non-Newtonian uid
models. This compatibility approach leads to some new exact solutions of these models
and are also helpful in reproducing some existing solutions.
9.4 Future work
We conclude here by mentioning some further works.
Most of the work considered in this thesis is new and the presented analysis give
us insights and observations in understanding the physical behavior of non-Newtonian
uids. In our analysis, we have only considered unidirectional ow which makes the
nonlinear part of the inertia (v:r):v to vanish. What we would like to do in future work
is to consider multidimensional ows in which one have to solve the system of ODEs and
PDEs. Also in some models, the induced magnetic eld was neglected. What would be
interesting is to see how this a¤ects the model once the above are taken into consideration.
The work considered in Chapter 4 regarding non-classical symmetry analysis can also
be extended in a number of ways. The non-classical method can be used to obtain exact
solutions of nonlinear problems dealing with the ow models of other non-Newtonian
uids and also the conditional symmetry approach can be used to reduce certain non-
linear partial di¤erential equations arising in the study of non-Newtonian uid models
to ordinary di¤erential equations and then numerical investigation of the reduced ODEs
can be made for specic nonlinear problems.
The compatibility method developed in Chapter 8 is a contribution to the derivation
of exact solutions of nonlinear ordinary di¤erential equations in uids. To the best of
our knowledge, the concept of compatibility has not been used before in uid mechanics
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to investigate exact solutions of higher order ordinary di¤erential equations subject to
lower order ordinary di¤erential equations. In this thesis, we applied the compatibility
approach only to nonlinear problems of Newtonian and non-Newtonian uid dynamics.
There is the potential to apply this technique to nonlinear problems in other areas such
as solid mechanics, wave mechanics and general relativity. Renement and extension of
this compatibility approach could also be investigated. We established the compatibility
of higher order ordinary di¤erential equations, from second-order up to fth-order, sub-
ject to linear rst order ordinary di¤erential equations with known exponential type of
exact solution. We could consider the compatibility of higher order ordinary di¤erential
equations subject to other di¤erential equations. This may lead to new exact solutions
in other areas of science and engineering.
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Fluid flow through a porous media is a common phenomena in nature and in many fields of science and engineering.
Important flow phenomenons include transport of water in living plants, trees and fertilizers or wastes in soil. In industry
fluid flow through porous media has attracted much attention due to its importance in several technological processes,
for example, filtration, catalysis, chromatography, petroleum exploration and recovery, cooling of electronic equipment, etc.
In recent years non-Newtonian fluid flow models have been studied extensively because of their relevance to many engi-
neering and industrial applications, particularly in the extraction of crude oil from petroleum products, synthetic fibers, food
stuffs, etc. The non-Newtonian models exhibit a nonlinear relationship between stress and rate of strain. A special differen-
tial type fluid, namely the third grade fluid model, is considered in this study. This model is known to capture the non-
Newtonian affects such as shear thinning or shear thickening as well as normal stresses. The third grade fluid model is
thermodynamically analyzed in detail by Fosdick and Rajagopal [1]. Some recent contributions dealing with the flows of
third grade fluid are [2–5]. Few authors have dealt with the flows of a third grade fluid over a porous plate [6] or within
a porous medium [7]. The governing equations for non-Newtonain fluid flow models are higher order nonlinear partial dif-
ferential equations, whose analysis would present a particular challenge for researchers and scientists. Due to the nonlinear
terms in partial differential equations the exact solutions are difficult to be obtained for the flow of non-Newtonian fluids.
Some recent studies in finding the analytical solutions for such problems can be found in [8–13]. To the best of our
knowledge no attempt is available in the literature where the unsteady MHD flow of a third grade fluid over a porous plate
within a porous medium is discussed.
The purpose of present investigation is to discuss the analytical solutions for the unsteady MHD flow of a third grade fluid
over a porous plate within a porous medium. The flow is induced due to arbitrary velocity VðtÞ of the plate. The fluid is. All rights reserved.
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ABSTRACT 
This work describes the time-dependent flow of an incompressible third grade fluid filling the porous 
half space over an infinite porous plate.  The flow is induced due to the motion of the porous plate in its 
own plane with an arbitrary velocity V(t).  Translational type symmetries are employed to perform the 
travelling wave reduction into an ordinary differential equation of the governing nonlinear partial differ-
ential equation which arises from the laws of mass and momentum.  The reduced ordinary differential 
equation is solved exactly, for a particular case, as well as by using the homotopy analysis method 
(HAM).  The better solution from the physical point of view is argued to be the HAM solution.  The 
essentials features of the various emerging parameters of the flow problem are presented and discussed. 
Keywords: Third grade fluid, Suction/Injection, Travelling wave solutions, Homotopy analysis method 
(HAM). 
1.  INTRODUCTION 
The study of non-Newtonian fluids involves the 
modelling of materials with dense molecular structure 
such as geological materials, polymer solutions, slurries, 
hydrocarbon oils, blood and paints.  These material 
exhibit both viscous behavior like liquids and elastic 
behavior like solids.  Therefore, the understanding of 
the complex behavior and properties of non-Newtonian 
fluids is crucial these days.  The problems dealing 
with the flow of non-Newtonian fluids have several 
technical applications in engineering and industry.  
Some of them are the extraction of crude oil from pe-
troleum products, oil and gas well drilling, food stuff, 
extrusion of molten plastic, paper and textile industry 
and so on.  The flow properties of non-Newtonian 
fluids are quite different from those of the Newtonian 
fluids.  Therefore, in practical applications one cannot 
replace the behavior of non-Newtonian fluids with 
Newtonian fluids and it is very important to analyze 
and understand the flow behavior of non-Newtonian 
fluids in order to obtain a thorough understanding and 
improve utilization in various manufactures. 
One of the widely accepted models amongst non- 
Newtonian fluids is the class of Rivlin-Ericksen fluids 
of differential type [1] Rivlin-Ericksen fluids have se-
cured special attention in order to describe the several 
non-standard characteristics of non-Newtonian fluids 
such as rod climbing, shear thinning, shear thickening 
and normal stress effects.  Literature survey witness 
that much focus has been given to the flow problems of 
a second grade fluid [2-5].  A second grade fluid mod-
el is the simplest subclass of differential type fluids for 
which one can reasonably hope to establish an analytic 
result.  In most of the flow aspects, the governing 
equations for a second grade fluid are linear.  Alt-
hough a second grade fluid model for steady flows is 
used to predict the normal stress differences, it does not 
correspond to shear thinning or thickening if the shear 
viscosity is assumed to be constant.  Therefore some 
experiments may be well described by third grade fluid.  
The mathematical model of a third grade fluid repre-
sents a more realistic description of the behavior of 
non-Newtonian fluids.  A third grade fluid model rep-
resents a further attempt towards the study of the flow 
properties of non-Newtonian fluids.  Therefore, a third 
grade fluid model has considered in this study.  This 
model is known to capture the non-Newtonian affects 
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The simplest equation method is employed to construct some new exact closed-form solutions of the general Prandtl’s boundary
layer equation for two-dimensional flow with vanishing or uniformmainstream velocity. We obtain solutions for the case when the
simplest equation is the Bernoulli equation or the Riccati equation. Prandtl’s boundary layer equation arises in the study of various
physical models of fluid dynamics. Thus finding the exact solutions of this equation is of great importance and interest.
1. Introduction
Many scientific and engineering problems and phenomena
are modeled by nonlinear differential equations. Therefore,
the study of nonlinear differential equations has been an
active area of research from the past few decades. Consider-
able attention has been devoted to the construction of exact
solutions of nonlinear equations because of their important
role in the study of nonlinear physical models. For nonlinear
differential equations, we donot have the freedom to compute
exact (closed-form) solutions and for analytical work we
have to rely on some approximate analytical or numerical
techniques which may be helpful for us to understand the
complex physical phenomena involved.The exact solutions of
the nonlinear differential equations are of great interest and
physically more important.These exact solutions, if reported,
facilitate the verification of complex numerical codes and
are also helpful in a stability analysis for solving special
nonlinear problems. In recent years, much attention has been
devoted to the development of several powerful and useful
methods for finding exact analytical solutions of nonlinear
differential equations. These methods include the powerful
Lie group method [1], the sine-cosine method [2], the tanh
method [3, 4], the extended tanh-function method [5],
the Backlund transformation method [6], the transformed
rational function method [7], the (𝐺󸀠/𝐺)-expansion method
[8], the exponential function rational expansion method [9],
and the Adomian’s decomposition method [10].
Prandtl [11] introduced boundary layer theory in 1904 to
understand the flow behavior of a viscous fluid near a solid
boundary. Prandtl gave the concept of a boundary layer in
large Reynolds number flows and derived the boundary layer
equations by simplifying the Navier-Stokes equations to yield
approximate solutions. Prandtl’s boundary layer equations
arise in various physical models of fluid mechanics. The
equations of the boundary layer theory have been the subject
of considerable interest, since they represent an important
simplification of the original Navier-Stokes equations. These
equations arise in the study of steady flows produced by
wall jets, free jets, and liquid jets, the flow past a stretching
plate/surface, flow induced due to a shrinking sheet, and
so on. These boundary layer equations are usually solved
subject to certain boundary conditions depending upon the
specific physical model considered. Blasius [12] solved the
Prandtl’s boundary layer equations for a flat moving plate
problem and gave a power series solution of the problem.
Falkner and Skan [13] generalized the Blasius boundary layer
problem by considering the boundary layer flow over a wedge
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Being scientifically appealing and challengi ng due to their complex physical nature, the interest of investigators in the 
study of non-Newton ian fluid flow problems has grown considerably during the past few decades. As a result a wide range 
of applications in engineering and industry has been performed. Amongst the many models which have been used to de- 
scribe the flow behavior of non-Newtonia n fluids, the fluids of different ial type have received special attention as well as
much controversy, see e.g. [1] for a complete discussion of the relevant issues. Some recent contributions dealing with 
the flow of differential type fluids are given in Refs. [2–9].
A simplest subclass of differential type fluids is the second grade fluid. Although the second grade model is found to pre- 
dict the normal stress differences, it does not take into account the shear thinning and shear thickening phenomena due to
its constant apparent shear viscosity. For this reason some experiments may be well described through fluids of grade three 
or four. With this fact in mind we consider a fourth grade fluid in the present analysis for generality. The fourth grade fluid
model is incapable of describing relaxation and retardation phenomena . However, this model describes the shear thinning 
and shear thickening effects. The governing equations for the fourth grade fluid model are non-linear and much more com- 
plicated than those of Newtonian fluids, and thus require additional conditions for a unique solution. This issue has been 
discussed in detail in Refs. [10–12]. Literature survey witness that limited studies are reported in the literature up to now 
dealing with the flow problems of fourth grade fluid and these studies further become few when we speak about the exact 
(closed-form) solutions of these problems. These exact solutions if available, facilitate the verification of numerica l solvers 
and are also helpful in stability analysis. Consequently, the exact (closed-form) solutions of the non-Newton ian fluid flow
problems are physically more important. Some useful investigatio ns in this direction are made in the studies [13–22].
In this article, the unsteady unidirectional flow of an incompressible fourth grade fluid bounded by a porous plate is
examined. The disturbance is caused due to the motion of the plate in its own plane with an arbitrary velocity VðtÞ. The 
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This study focuses on obtaining a new class of closed-form shock wave solution also known as soliton solution for a nonlinear
partial differential equation which governs the unsteady magnetohydrodynamics (MHD) flow of an incompressible fourth grade
fluid model. The travelling wave symmetry formulation of the model leads to a shock wave solution of the problem.The restriction
on the physical parameters of the flow problem also falls out naturally in the course of derivation of the solution.
1. Introduction
A shock wave (also called shock front or simply “shock”)
is a type of propagating disturbance through a media. It
actually expresses a sharp discontinuity of the parameters that
delineate themedia.Unlike solitons, the energy is a conserved
quantity and thus remains constant during its propagation.
Shock wave dissipates energy relatively quickly with distance.
One source of a shock wave is when the supersonic jets
fly at a speed that is greater than the speed of sound. This
results in the drag force on aircraft with shocks. These waves
also appear in various interesting phenomena in real-life
situations. For example, solitons appear in the propagation
of pulses through optical fibers. Another example is where
cnoidal waves appear in shallow water waves although an
extremely scarce phenomena.
The dynamics and mechanics of non-Newtonain fluid
flow problems have been an important area of interest in
the recent few years.The flow phenomena of non-Newtonian
fluids occur in a variety of industrial and technological
applications. Because of the diverse physical structure and
behavior of non-Newtonian fluids, there is no single mathe-
matical expression which describes all the characteristics of
non-Newtonian fluids. Due to this fact, several models of
non-Newtonian fluids have been proposed. Apart from this
fact, the model equations of the problem dealing with the
flow of non-Newtonian fluids are higher-order nonlinear and
complex in nature. Several methods have been developed in
the recent years to obtain the solutions of these sort of flow
problems. Some of these techniques are variational iteration
method, the Adomian decomposition method, homotopy
perturbation method, homotopy analysis method, and semi-
inverse variational method. But all these techniques fail
to develop the exact (closed-form) solutions of the non-
Newtonian fluid flow problems.
One of the simplest classes of non-Newtonian fluid mod-
els is the second grade fluid [1]. Although the second grade
model is found to predict the normal stress differences, it does
not take into account the shear thinning and shear thickening
phenomena due to its constant apparent shear viscosity. For
this reason, some experimentsmay bewell described through
fluids of grade three or four. Very little attention has been
given to date to the flows of fourth grade fluid [2]. This
model is known as the most generalized model amongst the
differential-type non-Newtonian fluidmodels [3].The fourth
grade fluid model describes most of the non-Newtonian
flow properties at one time. This model is known to cap-
ture the interesting non-Newtonian flow properties such as
shear thinning and shear thickening that many other non-
Newtonianmodels do not show.This model is also capable of
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This study is based upon constructing a new class of closed-form shock wave solutions for some nonlinear problems arising in the
study of a third grade fluid model. The Lie symmetry reduction technique has been employed to reduce the governing nonlinear
partial differential equations into nonlinear ordinary differential equations.The reduced equations are then solved analytically, and
the shock wave solutions are constructed. The conditions on the physical parameters of the flow problems also fall out naturally in
the process of the derivation of the solutions.
1. Introduction
A shock wave is a disturbance that propagates through a
media. Shock is yielded when a disturbance is made to
move through a fluid faster than the speed of sound (the
celerity) of the medium. This can occur when a solid object
is forced through a fluid. It represents a sharp discontinuity
of the parameters that delineate the media. Unlike solutions
where the energy is a conserved quantity and thus remains
constant during its propagation, shockwave dissipates energy
relatively quickly with distance. One source of a shock wave
is when the supersonic jets fly at a speed that is greater
than the speed of sound. This results in the drag force on
aircraft with shocks. These waves also appear in various
interesting phenomena in real life situations. For example,
solitons appear in the propagation of pulses through optical
fibers. Another example is where cnoidal waves appear in
shallow water waves, although this is an extremely scarce
phenomena. Some interesting communications dealing with
the shock wave solutions are found in [1–3].
During the past several decades, the study of the nonlin-
ear problems dealing with the flow of non-Newtonian fluids
has attracted considerable attention. This interest is due to
several important applications in engineering and industry
such as reactive polymer flows in heterogeneous porous
media, electrochemical generation of elemental bromine
in porous electrode systems, manufacture of intumescent
paints for fire safety applications, extraction of crude oil
from the petroleum products, synthetic fibers, and paper
production [4]. Due to the diverse physical nature of non-
Newtonian fluids, there is no single constitutive expression
which describe the physical behavior of all non-Newtonian
fluid models. Because of this important issue, several models
of non-Newtonian fluids have been proposed in the literature.
Togetherwith this factor, themathematicalmodelling of non-
Newtonian incompressible fluid flows gives rise to nonlinear
and complicated differential equations. As a consequence
of this nonlinearity factor, the exact (closed-form) solutions
of these sort of problems are scarce in general. Several
techniques and methods have been developed in the recent
few years to construct the solutions of these non-Newtonian
fluid flow problems. Some of these useful methods are vari-
ational iteration method, Adomian decomposition method,
homotopy perturbationmethod, homotopy analysis method,
and semi-inverse variational method. Literature survey wit-
nesses that, despite all thesemethods, the exact (closed-form)
solutions of the non-Newtonian fluid flow problems are still
rare in the literature, and it is not surprising that new exact
(closed-form) solutions are most welcome, provided they
correspond to physically realistic situations. Some interesting
and useful communications in this area are made in the
studies [5–14].
International Journal of Non-Linear Mechanics 54 (2013) 55–65Contents lists available at SciVerse ScienceDirectInternational Journal of Non-Linear Mechanics0020-74
http://d
n Corr
E-mjournal homepage: www.elsevier.com/locate/nlmNon-linear time-dependent flow models of third grade
fluids: A conditional symmetry approachTaha Aziz a,n, F.M. Mahomed a, Muhammad Ayub b, D.P. Mason a
a Centre for Differential Equations, Continuum Mechanics and Applications, School of Computational and Applied Mathematics, University of the Witwatersrand,
Wits 2050, South Africa
b Department of Mathematics, COMSATS Institute of Information Technology, Abbottabad 22060, Pakistana r t i c l e i n f o
Article history:
Received 18 December 2012
Received in revised form
26 March 2013
Accepted 26 March 2013
Available online 3 April 2013
Keywords:
Third grade fluids
Boundary-value problems
Conditional/non-classical symmetry62/$ - see front matter & 2013 Elsevier Ltd. A
x.doi.org/10.1016/j.ijnonlinmec.2013.03.013
esponding author. Tel.: +27 11 7176132; fax: +
ail address: tahaaziz77@yahoo.com (T. Aziz).a b s t r a c t
In this communication some non-linear flow problems dealing with the unsteady flow of a third grade
fluid in porous half-space are analyzed. A new class of closed-form conditionally invariant solutions for
these flow models are constructed by using the conditional or non-classical symmetry approach. All
possible non-classical symmetries of the model equations are obtained and various new classically
invariant solutions have been constructed. The solutions are valid for a half-space and also satisfy the
physically relevant initial and the boundary conditions.
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During the past several decades, the study of non-linear
problems dealing with flow models of non-Newtonian fluids has
gained prodigious attention. This interest is due to several impor-
tant applications in engineering and industry such as aerodynamic
heating, electrostatic precipitation, petroleum industry, reactive
polymer flows in heterogeneous porous media, electrochemical
generation of elemental bromine in porous electrode systems,
manufacture of intumescent paints for fire safety applications,
extraction of crude oil from petroleum products, synthetic fibers,
paper production and so forth. Due to the intricate microstructure
of non-Newtonian fluids, there is no single constitutive expression
available in the literature which describes the physical behavior
and properties of all non-Newtonian fluid models. Because of this,
several models of non-Newtonian fluids have been proposed. The
mathematical modeling of non-Newtonian incompressible fluid
flows gives rise to complicated non-linear differential equations.
The situation becomes more involved when we consider exact
(closed-form) solutions of these problems. Several techniques and
methods have been developed recently to construct solutions of
non-Newtonian fluid flow problems. Some of these useful methods
are the variational iteration method, Adomian decomposition
method, homotopy perturbation method, homotopy analysis
method, semi-inverse variational method and symmetry method.ll rights reserved.
27 11 7176149.Despite all these methods, exact (closed-form) solutions of non-
Newtonian fluid flow problems are still rare in the literature and it
is not surprising that new exact (closed-form) solutions are
most welcome provided they correspond to physically realistic
situations.
Amongst the many models which have been used to describe
the physical flow behavior of non-Newtonian fluids, the fluids of
differential type have received special attention as well as much
controversy, see for example [1] for a complete discussion of the
relevant issues. Rivlin–Ericksen fluids of differential type have
secured special attention in order to describe several non-standard
characteristics of non-Newtonian fluids such as rod climbing,
shear thinning, shear thickening and normal stress effects. Litera-
ture surveys point out that much focus has been given to the flow
problems of a non-Newtonian second grade fluid model [2].
A second grade fluid model is the simplest subclass of differential
type fluids for which one can reasonably hope to establish an
analytic result. In most of the flow aspects, the governing equa-
tions for a second grade fluid are linear. Although a second grade
fluid model for steady flows is used to predict the normal stress
differences, it does not correspond to shear thinning or thickening
if the shear viscosity is assumed to be constant. Therefore some
experiments may be better described by a third grade fluid. The
mathematical model of a third grade fluid represents a more
realistic description of the behavior of non-Newtonian fluids.
A third grade fluid model represents a further attempt toward
the study of the flow structure of non-Newtonian fluids. Therefore,
a third grade fluid model is considered in this study. This model is
known to capture the non-Newtonian effects such as shear
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The unsteady unidirectional flow of an incompressible fourth grade fluid bounded by a suddenly
moved rigid plate is studied. The governing nonlinear higher order partial differential equation for
this flow in a semiinfinite domain is modelled. Translational symmetries in variables t and y are
employed to construct two different classes of closed-form travelling wave solutions of the model
equation. A conditional symmetry solution of the model equation is also obtained. The physical
behavior and the properties of various interesting flow parameters on the structure of the velocity
are presented and discussed. In particular, the significance of the rheological effects are mentioned.
1. Introduction
There has been substantial progress in the study of the behavior and properties of viscoelastic
fluids over the past couple of years. This progress is due to the fact that these viscoelastic
materials are involved in many manufacturing processes in today’s industry. Modelling
viscoelastic flows is important for understanding and predicting the behavior of processes
and thus for designing optimal flow configurations and for selecting operating conditions.
Most of the viscoelastic fluids in industry do not adhere to the commonly accepted
assumption of a linear relationship between the stress and the rate of strain and thus are
characterized as non-Newtonian fluids. As a result of their complex physical structure and
diversity in nature, these materials cannot have a single constitutive relation which describes
all the properties of viscoelastic fluids. The flow properties of viscoelastic non-Newtonian
fluids are quite different from those of viscous and Newtonian fluids. Therefore, in practical
applications, one cannot replace the behavior of non-Newtonian fluidswithNewtonian fluids
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This work describes the time-dependent flow of an incompressible non-Newtonian fluid over an
infinite rigid plate. The flow is induced due to the arbitrary velocity V(t) of the plate. The fluid occupies
the porous half space y40 and is also electrically conducting in the presence of a constant applied
magnetic field in the transverse direction to the flow. Analytical solutions of the governing non-linear
partial differential equation for the unidirectional flow of a third grade fluid are established using the
symmetry approach. We construct three types of analytical solutions by employing the Lie symmetry
method and the better solution from the physical point of view is shown to be the non-travelling wave
solution. We also present numerical solutions of the governing PDE and the reduced ODE and compare
with the analytical results. Finally, the influence of emerging parameters are studied through several
graphs with emphasis on the study of the effects of the magnetic field and non-Newtonian fluid
parameters.
& 2012 Elsevier Ltd. All rights reserved.1. Introduction
Recently, non-Newtonian fluid models have been studied
extensively due to their relevance to many industrial and engi-
neering applications, particularly in the extraction of crude oil
from petroleum products, synthetic fibers, foodstuffs, etc. In order
to mathematically describe the properties of non-Newtonian
fluids, several constitutive equations have been proposed. One
of the widely accepted models in non-Newtonian fluids is the
class of Rivlin–Ericksen fluids [1]. Much focus has been given to
the simplest subclass of such fluids known as the second grade
fluids. Although a second grade fluid predicts normal stress
differences, this model is inadequate as it does not explain shear
thinning and shear thickening phenomena when viscosity is
constant. A special Rivlin–Ericksen fluid, namely, a third grade
fluid model is considered in this study. This model is known to
capture the non-Newtonian effects such as shear thinning or
shear thickening as well as normal stresses.
Some of the important and useful work on the third grade fluid
model are as follows: Fosdick and Rajagopal [2] made a complete
thermodynamical analysis of third grade fluid and showed the
restriction on the stress constitutive equation. Rajagopal [3]
investigated some stability characteristics of third grade fluidsll rights reserved.
: þ27 11 7176149.
Mahomed).and showed that they exhibit features different from that of
Newtonian and second grade fluids. The flow of third grade fluids
between heated parallel plates was treated by Szeri and Rajagopal
[4] and flow past an infinite porous flat plate with suction was
examined by Rajagopal et al. [5]. Kacou et al. [6] studied the flow
of a third grade in a journal bearing and constructed a perturba-
tion solution. Recently, Vajravelu et al. [7] obtained numerical and
exact analytical solutions for third grade fluid between rotating
cylinders and did a comparison between numerical and analytical
results. Akyildiz et al. with Vajravelu in another paper [8]
discussed the exact solutions for third grade fluid for bounded
and unbounded domain cases and compared those results with
numerical ones.
One of the most important issues arises when we take into
account the flow problems of non-Newtonian fluids is that the
governing equations of these models are higher order non-linear
and much more complicated than those of Newtonian fluids
whose analysis would present a particular challenge for research-
ers and scientists. As a result of non-linearity, the exact solutions
are sometimes difficult to obtain for the flows of even Newtonian
fluids. Such exact solutions further become scarce when non-
Newtonian fluids are taken into account. The exact solutions, if
available, facilitate the verification of numerical codes and are
also helpful in qualitative analysis. Consequently, the exact
solutions for the flows of non-Newtonian fluids have much
physical importance. Some of the useful recent contributions in
this direction are made in the studies [10–15].
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Abstract An analysis is carried out to study the time-
dependent flow of an incompressible electrically conducting
fourth-grade fluid over an infinite porous plate. The flow
is caused by the motion of the porous plate in its own
plane with an impulsive velocity V (t). The governing non-
linear problem is solved by invoking the Lie group theoretic
approach and a numerical technique. Travelling wave solu-
tions of the forward and backward type, together with
a steady state solution, form the basis of our analytical
analysis. Further, the closed-form solutions are also com-
pared against numerical results. The essential features of the
embedded parameters are described. In particular, the phys-
ical significance of the plate suction/injection and magnetic
field is studied.
Keywords Fourth-grade fluid · Lie symmetry approach ·
MHD flow · Travelling wave solutions · Porous plate
1 Introduction
The scientific appeal of non-Newtonian fluid mechanics
has advocated a deeper study of its theory. There has been
substantial interest in the steady and unsteady flows of non-
Newtonian fluids over the last few decades. One reason for
this interest is the wide variety of applications of such flows,
both natural and industrial. These applications range from
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the extraction of crude oil from petroleum products to the
polymer industry. Spin coating is a classic example where
the coating fluids are typically non-Newtonian. The non-
Newtonian fluid models exhibit a nonlinear stress-strain
relation or have a non-zero yield stress. Unlike Newtonian
fluids, non-Newtonian fluids, in view of their diversity in
nature, cannot have a single constitutive relation. One of the
widely accepted models amongst non-Newtonian fluids is
the class of Rivlin-Eriksen fluids [1]. Rivlin-Eriksen fluids
have secured special attention in order to describe the sev-
eral non-standard features of non-Newtonian fluids such as
shear thickening, shear thinning and normal stress effects.
Due to the complex physical structure of non-Newtonian
fluids, these fluids are classified according to the prop-
erties which characterise them. Literature surveys witness
that much focus has been given to the flow problems of
a second-grade fluid [2–4]. A second-grade fluid model,
despite its simplicity, has drawbacks in that although it can
predict the normal stress differences, it fails to recognise
the shear thinning and shear thickening properties if the
shear viscosity is assumed to be a constant. This impediment
is remedied by the third-grade fluid [5–8] and the fourth-
grade fluid models. Very little attention has been given in
literature to the studies related to the fourth-grade fluid
model [9, 10]. Currently, only the fourth-grade fluid seems
to define the properties of non-Newtonian flow phenom-
ena most generally. The fourth-grade fluid model is known
to capture the interesting non-Newtonian flow properties
such as shear thinning and shear thickening that many other
non-Newtonian models do not exhibit. This model is also
capable of describing the normal stress effects that lead to
phenomena like “die-swell” and “rod-climbing” [11]. With
these facts in mind, we have considered a fourth-grade fluid
model in this study. In general, the governing equations of
the problems dealing with the flow of fourth-grade fluids are
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