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Abstract
We investigate a method for the numerical evaluation of integrals over [−1, 1] of functions of the form
(1 − x2)−1/2f (x), based on approximating f (x) by a ﬁnite Chebyshev expansion. Error bounds are obtained,
and the method is illustrated by an example.
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0. Introduction
This paper is concernedwith amethod for the numerical evaluation of integrals over [−1, 1] of functions
involving the Gegenbauer weight-function (1−x2)−1/2, where >− 12 . It is based on term-by-term inte-
gration of an approximate Chebyshev series, and can be regarded as a generalization of Clenshaw–Curtis
quadrature [3]. Although it is generally of a lower order than a Gaussian quadrature formula with the
same number of nodes, it has the advantage that the nodes are easily calculated, and are independent of
. The method is derived in Section 1, and an error analysis is given in Section 2. Some simpliﬁcations
occur if the parameter  is an integer; this is discussed in Section 3. Section 4 brieﬂy considers a variation
of the method, and ﬁnally an example is given in Section 5.
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1. The method
Suppose a function f is analytic over some region of the complex plane containing the interval [−1, 1]
in its interior. For a real number >− 12 , denote by I ()(f ) the integral
I ()(f )=
∫ 1
−1
(1− x2)−1/2f (x) dx. (1.1)
The function f (x) can be approximated by a ﬁnite Chebyshev expansion
n∑′′
r=0
an,rTr(x), (1.2)
where the double prime indicates that the ﬁrst and last terms are halved. As some details depend on the
parity of n, we shall set
n= 2s + , (1.3)
where s is an integer and  = 0 or 1 according to n is even or odd. We now approximate I ()(f ) by the
expression
()n (f )=
s∑∗
r=0
an,2rI
()(T2r ), (1.4)
where the asterisk indicates that the ﬁrst term is halved, and also the last term if n is even. Here
I ()(T2r )= (−1)
r(+ 12 )(+ 1)
√

(+ r + 1)(− r + 1) (1.5)
(see [5, Eq. (3.1)]). This can be rewritten in the form
I ()(T2r )= (+
1
2 )
√

(+ 1) Gr(), (1.6)
where
Gr()=


r∏
j=1
j − 1− 
j +  if r0,
G−r () if r < 0.
(1.7)
So (1.4) becomes
()n (f )=
(+ 12 )
√

(+ 1)
s∑∗
r=0
an,2rGr(). (1.8)
This sum can be evaluated as follows:
us = + 12 an,2s,
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ur = r − 
r + + 1ur+1 + an,2r (r = s − 1, s − 2, . . . , 1), (1.9)
u0 =− 
+ 1u1 +
1
2
an,0.
Then
()n (f )=
(+ 12 )
√

(+ 1) u0. (1.10)
There are several ways of obtaining the coefﬁcients an,r . We shall use the following formula, based on
the “practical abscissae”, i.e., the extreme points of Tn. With this choice, we have
an,r = 2
n

1
2
f (1)+
n−1∑
j=1
f
(
cos
j
n
)
cos
rj
n
+ (−1)
r
2
f (−1)

 . (1.11)
The approximation is then of degree n in general, though we shall see later that in some cases the order
may be larger than this. Alternatively, we may use a formula based on the “classical abscissae”, i.e., the
zeros of Tn+1; we shall indicate later the differences due to this choice.
Eq. (1.4) can be rearranged in the form
()n (f )=
n∑′′
i=0
wn,if
(
cos
i
n
)
, (1.12)
where
wn,i = 2
n
s∑∗
j=0
I ()(T2j ) cos
2ij
n
. (1.13)
2. Error analysis
Denote the error in approximation (1.4) by
E()n (f )= I ()(f )−()n (f ). (2.1)
The points xn,i = cos(i/n) (i= 0, 1, . . . , n) are the zeros of Tn+1(x)− Tn−1(x) (see [2]). Now suppose
f is analytic within and on some contour C in the complex plane containing the interval [−1, 1] in its
interior. Then, as in [2], the error is given by the equation
E()n (f )=
1
i
∫
C
[Q()n+1(z)−Q()n−1(z)]f (z)
Tn+1(z)− Tn−1(z) dz, (2.2)
where
Q()n (z)=
1
2
∫ 1
−1
(1− x2)−1/2Tn(x)
z− x dx (z /∈ [−1, 1]). (2.3)
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We shall choose for C the ellipse
E = {12 (ei + −1e−i) : 0< 2}, (2.4)
where > 1. We ﬁrst require an expansion forQ()n (z).
Theorem 2.1. Let n be given by (1.3). Setting z= 12 (+ −1), where z /∈ [−1, 1] and ||> 1,Q()n (z) can
be expanded as follows:
Q()n (z)=
(+ 12 )
√

2(+ 1)
∞∑
k=1
1−−2k[Zk+s+()+ Zk−s()]. (2.5)
Here,
Zr()=


r−1∏
j=1
j − 
j +  if r1,
−Z1−r () if r1.
(2.6)
(Note that Z1()= 1 and Z0()=−1.)
Proof. Setting z= 12 (+ 1) in Eq. (2.3), and substituting x = cos , we get
Q()n (z)=
∫ 
0
sin2  cos n
− 2 cos + −1 d
=
∫ 
0
sin2−1  cos n
∞∑
r=1
−r sin r
sin 
d
= 1
2
∞∑
r=1
−r
∫ 
0
sin2−1 [sin(r + n)+ sin(r − n)]d (2.7)
(see [2, Eq. (20)]).
From Gradsteyn and Rhyzik [4, Eq. (3.631)], for integer values of k,∫ 
0
sin2−1  sin 2k d= 0,
while ∫ 
0
sin2−1  sin(2k − 1) d= (−1)
k+1
22B(+ k, − k + 1)
= (−1)
k+1(2)
22−1(+ k)(− k + 1) .
Applying the duplication formula ([1, Eq. (6.1.18)]), this reduces to
∫ 
0
sin2−1  sin(2k − 1) d= (−1)
k+1()(+ 12 )
√

(+ k)(− k + 1)
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and some further manipulation produces the form
∫ 
0
sin2−1  sin(2k − 1) d= (+
1
2 )
√

(+ 1) Zk().
The required result follows on setting r = 2k − 1+  in (2.7). 
We can now prove the following result.
Theorem 2.2. The error E()n (f ) satisﬁes the bound
|E()n (f )|
4(+ 12 )
√
M()
(+ 1)(2 − 1)(n − −n) , (2.8)
where
M()=Max
z∈E
|f (z)|
E being deﬁned by (2.4).
Proof. Choosing the ellipse E for the contour C of (2.2), so that = ei, we have
|E()n (f )|
1

∫
E
|Q()n+1(z)−Q()n−1(z)||f (z)||dz|
|Tn+1(z)− Tn−1(z)| .
Here,
Q
()
n+1(z)−Q()n−1(z)=
(+ 12 )
√

(+ 1)
∞∑
k=1
−2k[Gk+s()−Gk−s−()], (2.9)
where
Gr()= 12 (Zr+1()− Zr()).
It is easy to verify that Gr() is the function given by Eq. (1.7).
So if Un() is an upper bound for |Gk+s()−Gk−s−()|,
|Q()n+1(z)−Q()n−1(z)|
(+ 12 )
√

(+ 1)
∞∑
k=1
Un()
−2k
= (+
1
2 )
√
Un()
(+ 1)(2 − 1) . (2.10)
Also, as in [2, p. 655],
|dz|
|Tn+1(z)− Tn−1(z)|
|d|
(n − −n) =
d
n − −n .
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So
|E()n (f )|
1

∫ 2
0
(+ 12 )
√
Un()M()
(+ 1)(2 − 1)(n − −n) d
= 2(+
1
2 )
√
Un()M()(1−Gn())
(+ 1)(2 − 1)(n − −n) .
It follows from (1.7) thatG0()= 1, and that, for >− 12 , |Gr()|< 1 if r = 0. So a simple upper bound
for |Gk+s()−Gk−s−()| is given by Un()= 2. This leads immediately to (2.8). 
The bound of Theorem 2.2 is rather crude, and can be improved in many cases. One such reﬁnement
is provided by the following result.
Theorem 2.3. If −12 < < 1, then
|E()n (f )|
2(+ 12 )
√
M()(1−Gn())
(+ 1)(2 − 1)(n − −n) . (2.11)
Proof. If 0< 1, then G0() = 1, while Gr()0 for all r = 0. Hence G0() − Gn() = 1 −
Gn()1, while |Gk+s() −Gk−s−()|1 for all integers k = s + . That is, the maximum value of
|Gk+s()−Gk−s−()| is 1−Gn(), when k= s+.Assigning this value toUn() in (2.10) gives (2.11).
If−12 < < 0, thenGk()> 0 for all  ∈ (−12 , 0); in fact,G0()=1while if k = 0 thenGk() decreases
from 1 to 0 as  increases from −12 to 0. Now Un() is the maximum value of |Gm()−Gm+n()| over
all integers m1− s − . Here if m0,
Gm()−Gm+1()= −(1− )(2− ) · · · (m− 1− )
(1+ )(2+ ) · · · (m+ ) +
(1− )(2− ) · · · (m− )
(1+ )(2+ ) · · · (m+ 1+ )
= −(1− )(2− ) · · · (m− 1− )(1+ 2)
(1+ )(2+ ) · · · (m+ 1+ ) .
This is positive and decreasing with respect to m. It follows that
Gm()−Gm+n()= (Gm()−Gm+1())+ (Gm+1()−Gm+2())
+ · · · + (Gm+n−1()−Gm+n())
is also positive and decreasing with respect to m, and hence has its maximum value, 1 − Gn(), when
m= 0. If 1− s − m< 0 then
Gm()−Gm+n()=G|m|()−Gm+n()G|m|()−G|m|+n()1−Gn().
So Un()= 1−Gn(), and (2.11) follows. 
In particular, when = 12 , we get the bound
|E(1/2)n (f )| 16n
2M()
(4n2 − 1)(2 − 1)(n − −n)
(see [2, Theorem 1]).
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Table 1
n 1 2, 3 4, 5 6, 7 8, 9 10, 11 12, 13
∗(n) ∞ 3 8.4737 15.8063 24.8885 35.6407 48.0030
Bound (2.11) also holds for some values of  outside the interval (−12 , 1). For any value of n, there is
a real number ∗(n)1 such that (2.11) holds for all  satisfying −12 < < ∗(n). Table 1 gives values
of ∗(n) for a range of values of n.
The values in Table 1 were obtained by producing graphs of the quantities |Gk+s()−Gk−s−()| for
a range of values of k (using a computer algebra package). From these we can clearly see the point ∗(n)
at which the choice k = s +  ceases to maximize this value, and then solve the appropriate equation to
determine ∗(n) accurately.
3. Integer values of 
If  is an integer with <s, some of the results of Sections 1 and 2 can be reﬁned. It follows from
(1.7) that Gr() = 0 if r > . So the upper limit of the summation in (1.4) can be reduced from s to .
Correspondingly the backward recurrence (1.9) can start from u = an,2 rather than us . In particular, if
= 0, (1.8) simpliﬁes to
()n (f )=

2
an,0 = 
n
n∑′′
j=0
f
(
cos
j
n
)
(3.1)
i.e., Lobatto–Chebyshev quadrature.
As a consequence, the method has a higher order than for noninteger values of , as shown by the
following result.
Theorem 3.1. If <s is an integer then the method given by Eq. (1.8) is exact for all polynomials f of
degree 2n− 2− 1 or less.
Proof. As any polynomial can be expressed as a linear combination of Chebyshev polynomials, it is
sufﬁcient to consider the case
f (x)= Tk(x),
where k < 2n − 2. Denoting by 	n(x) the approximation to f (x) given by Eq. (1.2), it follows from
(1.11) that
an,r = 2
n
n∑′′
j=0
cos
kj
n
cos
rj
n
.
From the orthogonality properties of the trigonometric functions it is easy to deduce that
	n(x)=
{
Tk(x) if kn,
T2n−k(x) if n<k2n.
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So Eq. (1.8) is exact if kn while, if n<k < 2n− 2,
()n (Tk)=()n (T2n−k)= I ()(T2n−k)= 0.
Thus (1.8) is exact in this case also. 
We also have the following result.
Theorem 3.2. If  is an integer and s, then
Q()n (z)= (−1)2−2−n(− −1)2−1. (3.2)
Proof. If = 0 then
Zr()=
{
1 if r1,
−1 if r < 1.
So
Q(0)n (z)=

2
∞∑
k=s+1
21−−2k = −1−2s−(1− −2)−1 = −n(− −1)−1.
If > 0, then Zr()= 0 if r >  or r < 1− . As s, Zk+s+()= 0 for all integers k1. So
Q()n (z)=
(+ 12 )
√

2(+ 1)
s+∑
k=s+1−
1−−2kZk−s()
= (+
1
2 )
√

2(+ 1)
2−1∑
j=0
−n+2−1−2jZ1−+j ().
Here the coefﬁcient of 2−1−n−2j is
cj = (+
1
2 )
√

2(+ 1) Z1−+j ()
= (−
1
2 )(− 32 ) · · · 12
2! Z1−+j ()
= (2− 1)!
22(− 1)!!Z1−+j ().
If j
Zj−+1()= (1− )(2− ) . . . (j − 2)
(1+ )(2+ ) . . . j = (−1)
j+ (− 1)(− 2) . . . (2− j)
(+ 1)(+ 2) . . . j .
So
cj = (2− 1)!22(− 1)!! ·
(−1)j+(− 1)(− 2) . . . (2− j)
(+ 1)(+ 2) . . . j = (−1)
j+2−2
(
2− 1
j
)
.
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If j < , then Zj−+1()=−Z−j (). Then similar reasoning to the above shows that cj is again given
by this equation. So
Q()n (z)=
−n
22
2−1∑
j=0
(−1)j+
(
2− 1
j
)
2−1−2j = (−1)
−n
22
(− −1)2−1. 
From this, we immediately obtain the following result.
Theorem 3.3. If  is an integer and <s +  then
|E()n (f )|
(+ −1)2M()
22−1(2n − 1) . (3.3)
Proof. From Theorem 3.2
Q
()
n+1(z)−Q()n−1(z)=
(−1)
22
(− −1)2−1(−n−1 − −n+1)
= (−1)
+1(− −1)2
22n
.
Note that the condition <s +  ensures that bothQ()n+1 andQ()n−1 satisfy the requirements of Theorem
3.2. So for z ∈ E
|Q()n+1(z)−Q()n−1(z)|
(+ −1)2
22n
.
Also, as in the proof of Theorem 2.2,
|dz|
|Tn+1(z)− Tn−1(z)|
d
n − −n .
So
|E()n (f )|
1

∫ 2
0
(+ −1)2M() d
22n(n − −n) =
(+ −1)2M()
22−1(2n − 1) .
4. The classical abscissae
If we choose for the points xj the zeros of Tn+1, approximation (1.2) is replaced by
n∑′
r=0
bn,rTr(x), (4.1)
where the prime indicates that the ﬁrst term is halved, and
bn,r = 2
n+ 1
n∑
j=0
f
(
cos
(2j + 1)
2(n+ 1)
)
cos
r(2j + 1)
2(n+ 1) (r = 0, 1, . . . , n). (4.2)
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The approximation to I ()(f ) is now

()n (f )=
s∑′
r=0
bn,2rI
()(T2r )= (+
1
2 )
√

(+ 1)
s∑′
r=0
bn,2rGr(). (4.3)
The error
N()n (f )= I ()(f )− 
()n (f ) (4.4)
is thus given by
N()n (f )=
1
i
∫
C
Q
()
n+1(z)f (z) dz
Tn+1(z)
. (4.5)
If we choose the ellipse E for the contour C, then
|dz| = |12 (1− −2) d| 12 (+ −1) d
and
|Tn+1(z)| = |12 (n+1 − −n−1)| 12 (n+1 − −n−1).
Also, noting that n+ 1= 2(s + )+ 1− , we have
Q
()
n+1(z)=
(+ 12 )
√

2(+ 1)
∞∑
k=1
−2k[Zk+s+1()− Zk−s−()].
So
|Q()n+1(z)|
(+ 12 )
√

2(+ 1) Vn()
∞∑
k=1
−2k = (+
1
2 )
√
Vn()
2(+ 1)(2 − 1) ,
where Vn() is an upper bound for |Zk+s+1()− Zk−s−()|. It follows that
|N()n (f )|
1

∫ 2
0
(+ 12 )
√
Vn()M()(+ −1)
2(+ 1)(2 − 1)(n+1 − −n−1) d
= (+
1
2 )
√
Vn()M()(+ −1)
(+ 1)(2 − 1)(n+1 − −n−1) . (4.6)
It remains to determine suitable expressions for Vn(). If 0 |Zr()| has its maximum value, 1, when
r = 0 or 1. So a suitable choice for Vn() is 2. This leads to the following analogue of Theorem 2.2.
Theorem 4.1. If 0 then
|N()n (f )|
2(+ 12 )
√
M()(+ −1)
(+ 1)(2 − 1)(n+1 − −n−1) . (4.7)
As in Section 2we can improve on this bound if 01.ThenZr() is nonnegative if r > 0, nonpositive
if r0. It follows that |Zk+s+1()+Zk−s−()| has its maximum value, 1+Zn+2(), when k=s++1.
This leads to the following analogue of Theorem 2.3.
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Theorem 4.2. If 01
|N()n (f )|
(1+ Zn+2())(+ 12 )
√
M()(+ −1)
(+ 1)(2 − 1)(n+1 − −n−1) .
In particular when = 12 this leads to the bound
|N(1/2)n (f )| 4(n+ 2)
M()(+ −1)
(2n+ 3)(2 − 1)(n+1 − −n−1) (4.8)
(see [2, Theorem 2]), as amended by Kambo [6].
There remains the case −12 < < 0. For each integer r , as  decreases from 0 to −12 Zr() varies
monotonically from Zr(0)=±1 to Zr(−12 )= 2r − 1. Thus |Zr()| |2r − 1|. It then follows from Eq.(2.5) that
|Q()n+1(z)|
(+ 12 )
√

2(+ 1)
∞∑
k=1
−2k(|Zk+s+1()| + |Zk−s−()|)

(+ 12 )
√

(+ 1)
∞∑
k=1
(2k + 2s + 1)−2k
= (+
1
2 )
√
[(2s + 3)2 − (2s + 1)]
(+ 1)(2 − 1)2 .
Applying a similar argument to that in the proof of Theorem 4.1, we obtain the following result.
Theorem 4.3. If −12 < < 0, then
|N()n (f )|
2(+ 12 )
√
(+ −1)[(2s + 3)2 − (2s + 1)]M()
(+ 1)(2 − 1)2(n+1 − −n−1) .
Finally, if s is an integer, we have the following analogue of Theorem 3.3.
Theorem 4.4. If  is an integer and s then
|N()n (f )|
(+ −1)2M()
22−1(2n+2 − 1) .
5. Example
To illustrate the method we shall consider the case f (x)= cos(ax), where a is a positive real number.
Thus
I ()(f )=
∫ 1
−1
(1− x2)−1/2 cos(ax) dx = (+
1
2 )
√

(12a)

J(a), (5.1)
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where J is a Bessel function (see [1, Eq. (9.1.20)]). Here if z = 12 (ei + −1e−i) ∈ E then f (z) =
cos(A cos + iB sin ), where A= 12a(+ −1) and B = 12a(− )−1. So
|f (z)|2 = cosh2(B sin )− sin2(A cos ).
This has its maximum value, cosh2 B, when  is an odd multiple of /2. Hence we get the result
M()= cosh(12a(− −1)).
So if, e.g., 0< < 1, Theorem 2.3 provides the following error bound:
|E()n (f )|
2(+ 12 )
√
 cosh(12a(− −1))(1−Gn())
(+ 1)(2 − 1)(n − −n) . (5.2)
To illustrate, in the case a = 2, n= 6, the even-order coefﬁcients a6,2r are
a6,0 = 0.4477815660,
a6,2 =−0.7056685603,
a6,4 = 0.0680357987,
a6,6 =−0.0048097159.
Here, for any ﬁxed value of  the right-hand side of (5.2) has its minimum value when = 7.905. If, e.g.,
= 0.75 this leads to the bound
|E(0.75)n (f )|2.789× 10−4.
In fact, the method gives a value (0.75)6 (f )= 0.9154488348, with error 2.163× 10−6.
By way of comparison the six-point Gauss–Gegenbauer quadrature formula for the weight-function
(1 − x2)0.25 gives the approximation 0.9154509940, with error 4.212 × 10−9. As we might expect,
Gaussian quadrature normally gives a better accuracy than the method of this paper. However, the new
method has the advantage that it does not require the determination of the appropriate nodes and weights,
as Gaussian quadrature does. Also, if values of ()n are required for a range of values of , once the
coefﬁcients an,2r have been determined it is quite straightforward to vary the value of .
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