Abstract
Introduction
Perceiving the motion of the human body ('biological motion' in the literature of human vision) is a most important ability for the human visual system. Understanding how the brain perceives human motion and developing a computational model for it is an interesting and challenging problem for the fields of computer vision and human vision.
The abilities of the human visual systems for detection and direction discrimination, for both simple translation and biological motion, have been measured psychophysically [4] . In [4], a Johansson-like display [3] was used and it is found that the ability of the visual system to integrate biological motion over space and time is different from that of simple translation. Sensitivity to biological motion increases rapidly with the number of displayed joints, far more rapidly than for translation.
Many quantitative models of motion perception have been proposed, for example those in In [7, 6, 81, we proposed a perceptual model for detecting a moving human and for labeling its parts automatically. Rather than modeling the details of the mechanics of the human body, we choose to approach biological motion perception as the problem of recognizing a peculiar spatio-temporal pattem which may be learned perceptually. We observe the subject moving about in order to estimate a model of hisher stereotypical motions. This model, which we formulate as the joint probability density function (PDF) of the position and motion of the body, has a Markov-like structure.
The above model has demonstrated excellent and efficient performance on motion sequences with clutter and occlusion. It is therefore very interesting to compare the performance of it with that of the human visual system and examine if it can model how the human visual system behaves. In this paper we apply the probabilistic model to the tasks of detection and direction discrimination using stimuli similar to [4] and compare the results with the psychophysics results.
In section 2, the tasks and stimuli used to test the model are depicted. The probabilistic model is explained in section 3. Section 4 contains our simulation results, which are compared with psychophysics experiments in section 5.
Our stimuli
There are two kinds of tasks: one is to detect the presence of the target, and the other is to discriminate the direction of the target motion, both in the presence of dynamic random noise. The target is either a walker (biological motion) or simple translation. In the following, we first describe how the signals (targets) are generated, and then explain the tasks in more details.
Signals

Detection
Biological motion: We use the same program as in (4, 21 to generate the human walking sequence, where the motion of 13 dots represents the motion of the main joints of a person walking on a treadmill. Since we want to study how performance changes with the number of displayed joints, only a subset of the 13 joints appear in each frame. Each signal dot has a 'limited-lifetime' of two frames, then is 'reborn' at a randomly chosen joint, that is, we randomly select which joints to be displayed for each pair of frames, and during the whole sequences each joint has an equal chance to be represented.
Translation:
Signal dots are generated in random positions over the area of the walker, with all moving at the same speed (set to match the average speed of the individual dots of biological motion). As in biological motion, the lifetime of each dot is also assumed to be two. Therefore, the positions of signal dots are generated randomly for the first frame, then those dots move to the second frame, and the positions are generated randomly again for the third frame, and so on.
Tasks
Detection. Detection is to decide which one of the two side by side displays contains the target: one consists of signal dots with certain amount of noise dots, and the other is a control display with the same dots density. Noise dots are generated independently for each frame using a uniform probability density. For biological motion, the control dots are derived from the waking algorithm [2] by randomizing the order of the frames presented. For translation, the control dots are generated independently for each frame.
Direction discrimination. Direction discrimination is to determine whether the target is moving rightwards or leftwards for a display known to contain the target. The display consists of signal dots superimposed with dynamic noise dots. The signal dots are generated as in section 2.1 for either biological motion or translation, and noise dots are generated randomly for each frame.
Computational Model
In the following subsections, the approaches of doing detection and direction discrimination from two frames are described. Based on the results from two frames, decisions upon multiple frames can be made handily as in [SI. between the two frames (see Appendix for our implementation). 
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If we don't have any prior information about the labeling, then we can assume in the above equation, for any labeling 
If independent uniform background noise is assumed,
will be described in section 3.3. P(X2102) can similarly be obtained.
Direction discrimination
For a given set of measurements x, direction discrimiHypothesis 1 (HI): rightward motion Hypothesis 2 (H2): leftward motion nation is to decide between the following two hypotheses: If we assume the prior probabilities are equal, i.e. P ( H 1 ) = P(H2), then the decision rule becomes if P ( r I H 1 ) > P(ylH2), the motion is rightwards, and vice versa. P(XIH1) and P(ylH2) can be computed in a similar way to equations ( 2 ) and (3).
Triangulated model for foreground probability
Biological motion [7, 81. We first consider the case where all the body parts are present. By using the kinematic chain structure of human body, the whole body can be decomposed as in where LW is the left wrist, R F is the right foot, etc; X L W is the measurements (positions and velocities) of left wrist, X R F is the measurements of right foot, etc. For our stimuli with some body parts missing in each frame, the foreground probability P f g (Ffg) is the marginalized version of equation (5) and can be computed as in [8] . Under this triangulated decomposition, the summation in equation (2) can be computed in polynomial time (on the order of N where N is the number of observed features).
Translation. In case of no features missing, by the way of translation stimuli generated, the total number of signal dots in a translation display is the same as that of biological motion (13 here). To test the model, we assume that the 13 the joint foreground probability density function (PDF) for translation can also be decomposed into multiplications of joint (or conditional) PDF of triplets as in equation ( 5 ) Though the probabilistic model structure and the computing method are the same for biological motion and translation, the model parameters (e.g. mean and covariance for Gaussian PDF) are different because the training sets are different (as will be explained in the next section).
Experiments
In our experiments, the probabilistic models are first learned, and then applied to the stimuli as described in section 2.
Training of the probabilistic models
Four kinds of foreground probabilistic model are learned: rightward and leftward motion for biological motion and translation respectively.
Biological motion. The training sequence is generated by the program in [4, 21. For each pair of frames, positions and velocities are taken as measurements. Since the ground truth (labeled data) is needed for training, the velocities are obtained by subtracting the positions in two consecutive frames, not from Reichardt model. Independent uniform noise is added to both positions and velocities to match the quantization error introduced by the Reichardt detector which is used calculating velocities in the test data.
The training was done by estimating the joint (or conditional) probabilistic density functions (pdf) for all the triplets as described in section 3.3. As in [8, 61, we assumed all the pdfs were Gaussian, and the parameters for the Gaussian distribution were estimated from the training set.
Translation. For each frame, the positions of signal dots are generated randomly over the area, and the velocities are assigned to be the same for the dots in the same frame and generated from a uniform distribution over a certain range (identical to the range observed in biological motion, horizontal only and opposite for rightward and leftward model) across frames. Independent uniform noise is added to velocities to simulate the quantization error from Reichardt model. To use the decomposition model as in equation (6) for translation, labels are assigned randomly to signal dots for each pair of frames. The joint (or conditional) PDFs for all the triplets are assumed to be Gaussian.
Detection
The detection task, for both biological motion and translation, is performed on stimuli as in section 2. The size of the display is 170 by 310 pixels, a set-up very close to that in [4].
The algorithm described in section 3.1 is used. TI and X S , which are positions and velocities for the image containing target and the control image, are obtained through Reichardt energy model so that P(011F1) and P(02Ix2) can be computed. In our simulations, we integrate over 5 pairs of frames to make decisions [8] .
To compare with psychophysics results in [4], we study how sensitivity varies with the number of displayed signal dots (joints). As in [4], sensitivity is defined as the noise level (number of noise dots) at which 75% correct decisions are made. To find the sensitivity for a certain number of displayed signal dots, several noise levels were tried, and sensitivity was calculated by fitting a raised cumulative Gaussian curve (with asymptotes at 0.5 and 1) to the psychometric functions. Figure 2 shows the detection rate vs. the number of dis- 
Direction discrimination
The direction discrimination task assumes that a moving target is in the scene and needs to decide the direction of the motion. For a given pair of images, positions and velocities are obtained using Reichardt model as measurements (x), and plugged into P(XIH1) and P(xlH2) as described in section 3.2. As in detection, decisions are then made upon integration over 5 pairs of frames. Sensitivities are calculated in the same way as in section 4.2.
The curves in Figure 4 are the correct direction discrimination rate vs. the number of displayed signal points (joints) under several noise levels, for 
Comparison with psychophysics
From Figure 3 , the log-log curves for perceiving biological motion are steeper than those for translation, that is, the performance of biological motion perception changes more rapidly with the number of displayed signal points than that of translation, which is consistent with the psychophysics results in [4] . This indicates that the number of displayed signal points is more crucial to biological motion perception, which implies that to perceive biological motion, more concerted movement (collaboration) among signal dots is needed. The steepest curve is the one of biological motion direction discrimination, which conforms with our intuition (also the results of psychophysics) that the direction perception of human motion is the most demanding task and needs the signal dots to be the most concerted (collaborative).
The above observation can be explained intuitively by our probabilistic model. For biological motion, the relative positions and velocities are correlated in the PDF of one triplet. But for translation, relative positions and velocities are independent, velocities of different parts are highly correlated and with small variance, and positions are almost independent and with large variance. Therefore, for biological motion, if only two signal points with big relative distance (not in the same triangle) are observed, it is very unlikely for our probabilistic model to take them as a human configuration. For translation, if two signal points are observed, then regardless of their relative position, they can give a higher likelihood being translation as long as they have similar velocities. So in some sense, when the number of signal dots is small, the dots of translation are more 'informative' than those of biological motion.
Our experimental set-up is very similar to that of [4], but different from theirs in the temporal integration part. In their paper, they used the 'limited-lifetime' technique and integration over 120Oms (40 frames). In our temporal integration, we assume independence among pairs of frames, and only integrate over 5 pairs. We believe that experiments with the same condition as them would be qualitatively similar.
Conclusions
The consistency between our results and the psychophysics both of biological motion and translational motion perception suggests that our model could be a good computational model for human motion perception.
Our probabilistic model indicates that the visual system may gain the ability of perceiving biological motion and translation through leaming. The mechanisms for perceiving biological motion and translation could be the same, but are tuned to different model parameters. When biological motion is perceived, it may not be viewed as a whole, but some closer (or more correlated) body parts may be grouped together first.
Our model could predict the performance of the human visual system on any complex motion pattem. Detailed comparison of such predictions with the psychophysics would allow further refinements of the model.
Appendix: implementation of Reichardt-type feature velocities between two frames [5,1,9]
This appendix describes our implementation of getting point feature velocities between two frames using a Reichardt-type model. A image sequence can be represented as a function I ( z , y, t ) , where z and y are spatial coordinates in horizontal and vertical directions respectively, and t is the time coordinate. We compute the velocities between two frames I ( z , y, t ) and I(z, g, t +1) (for simplicity the time interval is assumed to be 1) in three steps:
(1) Spatial filtering is first applied to both images. Let K(x,y) denote the filter (we use the same filter for both images), then, where * means convolution, and fl(z,y) and f2(z,y) are the two images after spatial filtering.
