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An Application of a Construction Theory of Strongly Closed
Subgraphs in a Distance-regular Graph
AKIRA HIRAKI
Let 0 be a distance-regular graph with .c1; b1/ D    D .cr ; br / 6D .crC1; brC1/ D    D
.c2r ; b2r / where r  2 and crC1 > 1. We prove that r D 2 except for the case a1 D arC1 D 0
and crC1 D 2 by showing the existence of strongly closed subgraphs.
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1. INTRODUCTION
Our notation and terminology are standard. The reader is referred to [2, 4] and [7]. Let
0 be a distance-regular graph of valency k and
.c1; b1/ D    D .cr ; br / 6D .crC1; brC1/ D    D .crCs; brCs/
where r  2 and crC1  2. It is known that s  r . (See [4, Section 5.9] and Corollary
2.5.) The following examples show that the bound s  r is tight:
(1) doubled Moore graphs,
(2) odd graphs and doubled odd graphs,
(3) doubled Grassmann graphs.
All of them have r D 2 and a1 D arC1 D 0. Moreover, they naturally have distance-
regular subgraphs.
Our main purpose in this paper is to prove that if r D s, then r D 2 except for the case
a1 D arC1 D 0 and crC1 D 2 by showing the existence of distance-regular subgraphs of
diameter r C 1.
The main result in this paper is the following theorem.
THEOREM 1.1. Let 0 be a distance-regular graph with .c1; b1/ D    D .cr ; br / 6D
.crC1; brC1/ D    D .c2r ; b2r / where r  2 and crC1  2. Then one of the following holds:
(i) r D 2,
(ii) a1 D arC1 D 0; crC1 D 2 and r  0 .mod 2/.
Throughout this paper 0 denotes a distance-regular graph as in Theorem 1.1.
In Section 2, we give a necessary and sufficient condition for 0 to be a doubled Moore
graph. Since a doubled Moore graph has r D 2, we may assume that 0 is not a doubled
Moore graph. In Section 3, we show that if r > 2 or arC1 D 0, then there exist generalized
polygons as strongly closed subgraphs in 0. We prove our main result in Section 3.
2. PRELIMINARIES
First we introduce the following result proved by K. Nomura [10]. He proved the case
c D 1 but the result is proved for the case c > 1 using the same method.
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PROPOSITION 2.1. Let 3 be a distance-regular graph of valency k, .c1; b1/ D    D
.cr ; br / D .1; k − 1/ and .crC1; arC1; brC1/ D    D .crCs; arCs; brCs/ D .c; a; b/ where
r; s  2. Then
Nr .a; c/ VD 1C
rX
iD1
a.a − 1/i−1 C a.a − 1/
r
c
 ps−1rC1;rCs D
.k − 1/r−sC2bs−1
c
:
Moreover if b D 1 < c and s D r , then .c; a; b/ D .k − 1; 0; 1/.
PROOF. For the proof of the first part, see [10, Theorem 1] and [11]. Assume b D 1 < c
and s D r . Then we have
1C a C a.a − 1/C a.a − 1/
2
c
 Nr .a; c/  pr−1rC1;2r D
.a C c/2
c
and hence 0  a3 − 3a2 C a C c.a − 1/2 − c2.
Suppose a > 0. Then 2  c  a from the integrality of prrC1;2rC1 D .c C a/=c. Thus
0  a3 − 3a2 C a C c.a − 1/2 − c2
 a3 − 3a2 C a C 2.a − 1/2 − a2 > a.a C 1/.a − 3/:
This implies c D a D 2 and r  3 from Nr .a; c/  pr−1rC1;2r . Since brC1 D 1 < 2 D crC1,
3 has diameter d D 2r C 1 2 f5; 7g. However, it is not hard to verify that no such
distance-regular graphs exist. Hence we have a D 0 and the desired result follows. 2
Let .u; v/ be an edge in 0 and set Dij D Dij .u; v/ VD 0i .u/ \ 0 j .v/. The intersection
diagram with respect to .u; v/ is a collection of fDij gi; j with lines between them. We erase
Dij if it is an empty set. We also erase the line between D
i
j and Dst when we know that
there are no edges between them. In this paper we say .u; v/-diagram for the intersection
diagram with respect to .u; v/.
More information about the intersection diagram will be found in [3, 6] and [10].
LEMMA 2.2.
(1) Let .u; v/ be an edge in 0. Then the .u; v/-diagram has the shape given in Figure 1.
In particular Dii D ; iff ai D 0. Moreover if arC1 D 0, then a1 D 0.(2) CrC1.x; y/ is a coclique for any x; y 2 0 with @0.x; y/ D r C 1. In particular,
arC1  crC1a1.
(3) Let x 2 DrC1rC1 in the .u; v/-diagram. Then DrC1r \ 01.x/ 6D ;.(4) If a1 D 0  arC1, then crC1  arC1.
(5) If brC1 D 1, then a1 D 0.
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FIGURE 1.
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PROOF. (1)–(4) These follow from the basic properties of an intersection diagram [3, 4, 6].
(5) Let .u; v/ be an edge in 0. Consider the .u; v/-diagram. Suppose a1 > 0. Then there
exists x 2 D11 and y 2 DrC2rC2 such that @0.x; y/ D r C 1. This implies fu; vg  BrC1.y; x/
contradicting brC1 D 1. 2
A quadruple of vertices .u; v; x; y/ is called an .h; j/-box if
@0.u; v/ D 1; @0.u; x/ D h − 1; @0.x; y/ D j;
@0.v; x/ D h; @0.v; y/ D h − j; @0.u; y/ D h − j C 1:
More information about .h; j/-boxes is given in [1]. In this paper, we say ‘a box’ for a
.2r C 1; r C 1/-box for short.
In the rest of this section we prove the following result.
THEOREM 2.3. Let 0 be a distance-regular graph as in Theorem 1.1 and valency k  4.
Then the following are equivalent:
(i) There exists a box .u; v; x; y/ such that jC.u; y/ \ C.x; y/j  2.
(ii) jC.u; y/ \ C.x; y/j D k − 2 for any box .u; v; x; y/.
(iii) 0 is a doubled Moore graph. In particular, r D 2 and k 2 f7; 57g.
We start from lemmas.
LEMMA 2.4. Let .u; v; x; y/ be a box with C.u; y/ \ C.x; y/ 6D ;. Then
C.x; y/ \ A.u; y/ D C.y; x/ \ A.u; x/ D ;;
C.x; y/ \ B.u; y/ 6D ; and C.y; x/ \ B.u; x/ 6D ;:
PROOF. From our assumption there exists z 2 C.u; y/ \ C.x; y/. Draw the .u; v/-
diagram. Then x 2 D2r2rC1; y 2 DrC1r and z 2 DrrC1. Assume there exists y1 2 C.x; y/ \
A.u; y/ to derive a contradiction. Let .y1; : : : ; yrC1 D x/ be the shortest path connecting
them. Then yi 2 DrCirCi for all 1  i  r . Let fu0g D C.z; u/ and consider the .u0; u/-
diagram. Then x 2 D2r−12r ; y 2 DrrC1 and y1 2 DrC1rC1 as y1 2 A.u; y/ − A.z; y/. Hence
yi 2 DrCirCi for all 1  i  r . This contradicts that x is adjacent to yr . We have C.x; y/ \
A.u; y/ D ; and hence C.y; x/ \ A.u; x/ D ;. Since
crC1 D jC.x; y/j D jC.x; y/ \ B.u; y/j C jC.x; y/ \ C.u; y/j
 jC.x; y/ \ B.u; y/j C jC.u; y/− C.v; y/j
D jC.x; y/ \ B.u; y/j C .crC1 − cr /;
we have C.x; y/ \ B.u; y/ 6D ; and thus C.y; x/ \ B.u; x/ 6D ;. The lemma is proved. 2
COROLLARY 2.5. Let 0 be a distance-regular graph as in Theorem 1.1. Then b2rC1 6D
b2r .
PROOF. It is clear that there exists a box .u; v; x; y/ with C.u; y/\C.x; y/ 6D ;. Lemma
2.4 shows that ; 6D C.y; x/ \ B.u; x/  B2r .u; x/ − B2rC1.v; x/. Hence we have the
assertion. 2
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LEMMA 2.6. Suppose there exists a box .u; v; x; y/ such that jC.u; y/ \ C.x; y/j  2.
Then the following hold.
(1) B.u; x/  C.y; x/ and 2  crC1 − brC1.
(2) Let .u0; v0; x 0; y0/ be a box with C.u0; y0/\C.x 0; y0/ 6D ;. Then B.u0; x 0/  C.y0; x 0/.
PROOF. (1) There exist distinct vertices z; w 2 C.u; y/ \ C.x; y/ from our assumption.
Let .z D u0; u1; : : : ; ur D u/; .x D z0; z1; : : : ; zr D z/ and .x D w0; w1; : : : ; wr D w/ be
the shortest paths connecting them. Then @0.x; ui / D r C i for all 0  i  r .
Take any p 2 B.u; x/. Consider the .u1; u2/-diagram. Then z 2 D12; x 2 DrC1rC2; y 2 D23
and wr−i 2 DiC3iC4 for all 0  i  r − 3. Note that w1 2 C.u; x/ D    D C.u2; x/;
w2 2 C.u; w1/ D    D C.u2; w1/ and p 2 B.u; x/ D    D B.u2; x/. We have w1 2
DrrC1; w2 2 DrC1r and p2 VD p 2 DrC2rC3. Take pi 2 DrCirCiC1 \ 01.pi−1/ for all 3  i  r .
Then .u1; u2; pr ; w2/ is a box with w1 2 C.u1; w2/ \ C.pr ; w2/. From Lemma 2.4 there
exists p0 2 C.w2; pr / \ B.u1; pr /. We note that p0 2 02r .z/ \ 0r .w2/.
Next consider the .z; y/-diagram. Then x 2 DrrC1; w1 2 DrC1r ; w2 2 Drr−1 and p0 2
D2r2r−1. Since p 2 C.p0; x/, we have p 2 DrC1r which implies p 2 C.y; x/. Hence we
obtain
fz1; w1g [ B.u; x/  C.y; x/ and 2C brC1  crC1:
(2) From Lemma 2.4 we have C.x 0; y0/ \ A.u0; y0/ D ; and
crC1 D jC.x 0; y0/j D jC.x 0; y0/ \ C.u0; y0/j C jC.x 0; y0/ \ B.u0; y0/j
 jC.x 0; y0/ \ C.u0; y0/j C jB.u0; y0/j
D jC.x 0; y0/ \ C.u0; y0/j C brC1:
Therefore jC.u0; y0/ \ C.x 0; y0/j  crC1 − brC1  2 and the assertion follows from (1). 2
PROOF OF THEOREM 2.3. (iii) ) (ii) ) (i). These are clear.
(i) ) (iii). Let c VD crC1 and b VD brC1: Let
f1; : : : ; c−1g D C.u; y/− C.v; y/ and f1; : : : ; bg D B.u; x/:
Then f1; : : : ; bg D B.u; x/  C.y; x/ from Lemma 2.6(1). Let f 0i g D C.i ; y/ 
C.x; y/ for all 1  i  b. Then .v; u; 1; i / is a box with C.v; i / \ C.1; i / 3 y
for any 1  i  c − 1. Hence x 2 B.v; 1/  C.i ; 1/ from Lemma 2.6(2). We have
@0.i ; x/ D r and i 2 C.x; y/ for all 1  i  c − 1. Then
f1; : : : ; c−1g [ f 01; : : : ;  0bg  C.x; y/:
This implies .c− 1/C b  c and thus b D 1. From Lemma 2.2(5) and Proposition 2.1, we
have a1 D 0 and c D k − 1. Since brC1 < crC1, we have d D 2r C 1 and cd D k from
integrality of kd . Therefore 0 is a doubled Moore graph. In particular, r D 2 and k 2 f7; 57g.
(See [4, Section 4.2B and Section 6.7].) This concludes the proof of Theorem 2.3. 2
3. PROOF OF THE THEOREM
In this section we prove Theorem 1.1. First we recall some terminology.
Let 3 be a distance-regular graph with r D maxfi j.ci ; bi / D .1; b1/g  2. Let 1
be a subset of vertices in 3. We identify 1 with the induced subgraph on it. 1 is
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called strongly closed if S.u; v/  1 for any u; v 2 1 with u 6D v; where S.u; v/ VD
fvg [ C.u; v/ [ A.u; v/.
A circuit of length m is a sequence of distinct vertices .x0; x1;    ; xm−1/ such that
.xi ; xiC1/ is an edge of 3 for all 0  i  m − 1, where xm D x0. A circuit of length m
is called reduced if m  4 and any proper subset of it does not form a circuit. A shortest
reduced circuit is called a minimal circuit. The numerical girth of 3, denoted by g, is the
length of a minimal circuit.
A quadruple of vertices .w; x; y; z/ is called a root if
@0.w; x/ D @0.y; z/ D r C 1; y 2 S.x; w/ and z 2 S.w; x/:
For example, if .w; y; z; x/ is an .r C 1; 1/-box, then .w; x; y; z/ is a root.
More detailed description for a minimal circuit and a root will be found in [7].
The conditions (A) and (B) are defined as follows.
(A) Let ; ; γ;  2 3 with @0.; γ / D @0.; γ / D r C1; @0.; /  1 and @0.γ; / D r .
Then @0.; / D 2r C 1 implies @0.; / D 2r C 1.
(B) Let .; ; γ; / be a root with  6D  and . D 0; : : : ; r ; r ; : : : ; 0 D / be a
minimal circuit. Then @0.; r / D 2r C 1 implies @0.γ; r / D 2r C 1.
The following results were proved in [7, 8].
PROPOSITION 3.1. Let 3 be a distance-regular graph with r D maxfi j.ci ; bi / D .1; b1/g
 2 and crC1  2. Suppose the conditions (A) and (B) hold. Then there exists 1.u; v/ a
strongly closed subgraph which is .crC1CarC1/-regular of diameter rC1 containing a given
pair of vertices u and v at distance r C 1. Moreover we have the following:
(1) If cr C ar < arC1, then arC1 < arC2 and brC1 > brC2.
(2) If crC1 D crC2, then r  0 .mod 2/.
PROOF. The first assertion was proved in [7, Theorem 1.1 and Proposition 3.2].
(1) See [8, Proposition 4.2].
(2) Let x0; xrC2 2 3 with @0.x0; xrC2/ D rC2. Since 2  crC1, we can take .x0; x1; : : : ;
xrC1; xrC2/ and .xrC2; xrC3; : : : ; x2rC3; x2rC4 D x0/ as shortest paths such that xrC1 6D xrC3
and x1 6D x2rC3. Then .x0; : : : ; xrC2; : : : ; x2rC3/ is a reduced circuit of length 2r C 4.
As xrC3 2 C.x0; xrC2/ D C.x1; xrC2/, we have @0.x1; xrC3/ D r and @0.x1; xrC4/ D
@0.x2; xrC3/ D r C 1. Then there exists a strongly closed subgraph 1 VD 1.x2; xrC3/
of diameter d1 D r C 1 from the first assertion. We note that x1; xrC2 2 S.xrC3; x2/ [
S.x2; xrC3/  1. If xrC4 2 1, then x0 2 S.xrC4; x1/  1 which contradicts @0.x0; xrC2/ D
r C 2 > d1. Hence we have xrC4 62 S.x2; xrC3/ and @0.x2; xrC4/ D r C 2. Inductively we
have
@0.xi ; xrC2Ci / D

r C 2 if i  0 .mod 2/,
r if i  1 .mod 2/.
Since @0.xrC2; x2rC4/ D @0.xrC2; x0/ D r C 2, we have the assertion. 2
In the rest of this section, we assume 0 is a distance-regular graph as in Theorem 1.1
which is not a doubled Moore graph. We show that if r > 2 or arC1 D 0, then there exist
generalized polygons as strongly closed subgraphs in 0 by using the previous result.
We start from lemmas.
LEMMA 3.2. Let .u; v; w; y/ be an .r C 1; 1/-box. Then the following hold.
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(1) If x 2 02rC1.v/ \ 0r .w/, then C.y; x/− C.w; x/  B.u; x/.
(2) Let .w D w0; w1; : : : wr ; yr ; : : : ; y1; y0 D y/ be a minimal circuit. Then @0.v;wr / D
2r C 1 implies @0.u; yr / D 2r C 1.
PROOF. (1) From Theorem 2.3 .u; v; x; y/ is a box with fwg D C.u; y/ \ C.x; y/.
Consider the .u; v/-diagram. Then we have the assertion from Lemma 2.4.
(2) We note that wr 2 02rC1.v/ \ 0r .w/. It follows that yr 2 C.y; wr / − C.w;wr / 
B.u; wr / from (1). Hence @0.u; yr / D 2r C 1. The lemma is proved. 2
LEMMA 3.3. Let .v;w; x; y; x 0; y0/ be a 6-tuple of distinct vertices in 0 with
@0.v;w/ D r C 1; @0.v; x/ D @0.v; y/ D r; @0.x; w/ D @0.y; w/ D 1;
@0.x; x
0/ D @0.y; y0/ D r − 1 and @0.v; x 0/ D @0.v; y0/ D 2r − 1:
If r  3 and @0.w; x 0/ 6D r − 2, then @0.x 0; y0/  2. Moreover if @0.x 0; y0/ D 2, then r D 3
and C.x 0; y0/  02r−2.v/.
PROOF. Suppose @0.x 0; y0/  2. Let fug VD C.y; v/ and draw the .u; v/-diagram. Then
y 2 Dr−1r ; w 2 DrrC1 and x 2 DrC1r . From our assumption we have y0; x 0 2 D2r−22r−1. Letfx 00g D C.x 0; x/ p 2 B.v; x 0/ and p0 2 B.v; p/. Then w 6D x 00 and .u; v; p0; x/ is a
box with x 00 2 C.u; x/ \ C.p0; x/. From Lemma 2.4 there exists z 2 C.x; p0/ \ B.u; p0/.
Let fu0g D C.y; u/ and consider the .u0; u/-diagram. Then y 2 Dr−2r−1; w 2 Dr−1r ; x 2
DrrC1; y0 2 D2r−32r−2; z 2 D2r2rC1 and x 00 2 DrC1r . Then .u0; u; x; x 00/ is an .r C 1; 1/-box and
z 2 02rC1.u/\0r .x/. Lemma 3.2(1) shows that p0 2 C.x 00; z/−C.x; z/  B.u0; z/. Then
p0 2 D2rC12r and x 0 2 D2r−12r−2. Therefore we have @0.x 0; y0/ D 2; r D 3 and C.x 0; y0/ 
C.u; y0/ D C.v; y0/. The assertion follows. 2
LEMMA 3.4. Suppose r  3. Then the following holds:
(1) There exist no edges between D2r2r and D2r2rC1 [ D2rC12r in the .u; v/-diagram for any
edge .u; v/ in 0. In particular, condition (A) holds.
(2) Let u 2 0 and .x0; : : : ; xr ; yr ; : : : ; y0/ be a minimal circuit with @0.u; x0/ D @0.u; y0/
D r C 1. If @0.u; xr / D 2r C 1, then @0.u; yr / D 2r C 1.
PROOF. (1) Assume there exists an edge .x0; x1/ such that x0 2 D2r2rC1 and x1 2 D2r2r .
From Lemma 2.2(1) and (3) we can take xiC1 2 D2r−i2r−i \01.xi / for i D 1; 2; : : : ; r − 1 and
xrC1 2 DrC1r \ 01.xr /. Then .u; v; x0; xrC1/ is a box with A.u; xrC1/ \ C.x0; xrC1/ 6D ;.
Hence C.u; xrC1/ \ C.x0; xrC1/ D ; from Lemma 2.4. Take any yr 2 C.x0; xrC1/ − fxr g
and let .x0 D y0; y1; : : : ; yr / be the shortest path connecting them. Then yr 2 A.u; xrC1/[
B.u; xrC1/. Let u0 2 C.xr ; u/ − C.xrC1; u/ and consider the .u0; u/-diagram. We have
xr−i 2 DrCirCiC1 for all 0  i  r − 1, x0 2 D2r−12r and xrC1 2 DrC1rC1.
If yr 2 A.u; xrC1/, then yr−i 2 DrCirCiC1 for all 0  i  r − 1. Then .u0; xrC1; xr ; yr ;
x1; y1/ contradicts Lemma 3.3.
If yr 2 B.u; xrC1/, then yr−i 2 DrCiC2rCiC2 for all 0  i  r − 2 and y1 2 D2r2rC1. Letfpg VD C.u0; xr / and .u0 D p0; p1; : : : ; pr−1 D p/ be the shortest path connecting them.
Since x0 62 A.x2; x1/ D A.x3; x1/ D    D A.xr ; x1/ D A.p; x1/, we have @0.p; x0/
6D r .
On the other hand y1 2 A.p0; y2/ D A.p1; y2/ D    D C.p; y2/ and x0 2 C.p0; y1/ D
C.p1; y1/ D    D C.p; y1/. We have @0.p; x0/ D r . This is a contradiction. The first
assertion is proved. The second assertion follows from the first.
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(2) We can take v 2 C.x0; u/ \ A.y0; u/ from Lemma 2.2(3). Draw the .u; v/-diagram.
Then xi 2 DrCiC1rCi for all 0  i  r and y0 2 DrC1rC1. From (1) and Lemma 3.3, we have
yi 2 DrCiC1rCiC1 for all 0  i  r . The assertion follows. 2
THEOREM 3.5. Let 0 be a distance-regular graph as in Theorem 1.1 which is not a
doubled Moore graph. If either r  3, or arC1 D 0, then there exists a strongly closed
subgraph of diameter rC1 containing the given pair of vertices at distance rC1. Moreover,
r  0 .mod 2/ and arC1 D a1 D 0.
PROOF. Condition (A) holds from Lemma 3.4(1). From Proposition 3.1 it is enough to
prove that condition (B) also holds. Suppose @0.; r / D 2r C 1.
We note that f@0.; /; @0.γ; /g  fr; r C 1g since γ 2 S.; / and  2 S.; /.
If @0.; / D r C 1, then arC1 6D 0 and thus r  3 from our assumption. We have
@0.; r / D 2r C 1 from Lemma 3.4 (2). Thus @0.γ; r / D 2r C 1 from condition (A).
If @0.γ; / D r C 1, then r  3. We have @0.γ; r / D 2r C 1 from condition (A). Hence
@0.γ; r / D 2r C 1 from Lemma 3.4(2).
If @0.; / D @0.γ; / D r , then .γ; ; ; / is an .rC1; 1/-box. Hence @0.γ; r / D 2rC1
from Lemma 3.2(2).
Thus condition (B) also holds. The first assertion is proved.
From Lemma 2.2 and Theorem 3.1(1) we have 1 C a1  arC1  crC1a1. If arC1 > 0,
then we have .a1; crC1; arC1/ D .1; 2; 2/. This does not occur from [6]. Hence arC1 D 0
and a1 D 0 from Lemma 2.2 (1). The theorem is proved. 2
To prove Theorem 1.1, we use the following well-known theorem by Feit and Higman [5].
THEOREM 3.6. [5, 4, Theorem 6.5.1] The collinearity graph of a generalized 2.rC1/-gon
has r 2 f1; 2; 3; 5g, unless it is an ordinary polygon.
PROOF OF THEOREM 1.1. Suppose r  3. Then Theorem 3.5 shows that there exists
1 a strongly closed subgraph of diameter r C 1 in 0. Moreover, r  0 .mod 2/ and
arC1 D a1 D 0. Then 1 is the collinearity graph of a generalized 2.r C 1/-gon of order
.1; crC1 − 1/. Hence we have a contradiction from Theorem 3.6 unless 1 is an ordinary
2.r C 1/-gon. Therefore crC1 D 2. This completes the proof of Theorem 1.1. 2
REMARKS. (1) In the forthcoming paper [9], we study a distance-regular graph with
crC1 D 2. In particular, we show that r D 2 for case (ii) in Theorem 1.1.
(2) Let 0 be a distance-regular graph as in Theorem 1.1. Then we have r D 2. All of
the known examples have a1 D arC1 D 0. (See Section 1.)
If we can show the same results as in Lemma 3.3 and 3.4, then we can obtain the same
result as in Theorem 3.5 and conclude arC1 D a1 D 0.
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