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This paper deals with issues of corpus design that might prove problematic for the
study of under-resourced languages, e.g. in language documentation. It argues that it
is not yet well understood which linguistic and extra-linguistic (predictor) variables
cause linguistic variation (i.e. the response variable), which means that the scope of a
linguistic finding cannot always be assessed. In order to deal with this problem, it is
argued that we need a flexible corpus architecture with the option of adding meta-data
to corpora/sub-corpora at any point in time.
1. INTRODUCTION. On an abstract technical level, there are no categorical differences
between a large corpus for a well-researched language with many resources and a standard-
ized orthography and a corpus of an endangered language or small variety without codified
standards: In both cases one needs to represent a source text and annotations to it. Which
levels of annotation are needed depends on the research question or purpose of the corpus;
the corpus architecture needs to be flexible enough to represent annotation layers in differ-
ent formats. A large number of corpora have been built in recent language documentation
projects; and because many of these corpora are multi-modal and diverse, language doc-
umentation has had a significant impact on the development of corpus tools, formats, and
architectures (see e.g. Auer et al. 2010, Wittenburg et al. 2010). Many of these tools, for-
mats, and architectures are also used for other corpora – typically smaller corpora, corpora
of spoken language, or corpora of non-standardized varieties, such as learner varieties, di-
alects, or historical language stages (see e.g. Ostler 2008 for an overview of smaller corpora,
or Wittenburg 2008 for an overview of multimodal corpora) where linguistic analysis and
annotation is crucial, and the methods developed for well-resourced languages or language-
independent methods sometimes have fed back into language documentation projects (see
e.g. Kirschenbaum et al., this volume, for a language-independent method of automatic mor-
phological analysis). The same multi-layer standoff architecture and search tool (Annis, cf.
Zeldes et al. 2009, Zipser & Romary 2010), for example, is used for a historical corpus
of German (Petrova et al. 2009), deeply annotated corpora of African languages (Chiarcos
et al. 2011), a modern German learner corpus (see below), or a large treebank of modern
German newspaper texts.
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On a more detailed level, however, there are issues of linguistic variation that can be
understood only by working with many well-documented varieties of a language, and it
might be that language documentation projects can learn from corpus work in the well-
researched and richly-resourced languages.
2. CORPUS DESIGN. Research on linguistic variation is probably among the most in-
teresting fields for which corpus data can be used, and I will focus on variation research
here. It has been known for a long time that language production depends on many param-
eters – ‘the same’ (the variable) can be expressed in many different ways (the variants).1
Research on variation focuses on the language-internal and language-external co-variables
that influence the choice of one variant over another. In an ideal world, a corpus could be de-
signed according to well-understood parameters that only depend on the research question
at hand.2 In addition to issues of time, money, and feasibility, this means that we would have
to understand all the parameters that influence language production and could find portions
of language for each necessary combination of parameters. This would mean that we select
a sample (or several samples) of a language according to some design criteria and add these
as meta-data to the corpus sources. I want to argue here that we are far from understanding
which parameters influence variation and that we continue to discover new (not previously
discussed) parameters that also influence linguistic variation. This means that we cannot
work with a static set of meta-data categories.
Dedicated corpora as well as large reference corpora (such as ‘national’ corpora, the
BNC, the ANC, DeReKo, etc.) that are not built for one specific research question include
material for some of the possible combinations (such as n % of spoken informal dialogue
or m % of written formal language, etc., see e.g. Hunston 2008 on corpus design). The
rationale behind this is that for a given combination of parameters, each piece of material
would be as good as any other piece of material. If we wanted to do research on, say,
the use of adjectives in informal conversation we could take any informal conversation and
generalize from that – there are countless publications on many aspects of the grammar of
‘newspaper language’, a given dialect, a given register, etc. that seem to (implicitly) follow
this reasoning.3
However, linguistic research frommany domains (sociolinguistics, dialectology, etc.) has
discovered more and more parameters that seem to influence the choice of variants. These
include among many others
• properties of the speaker: dialect, socio-economic factors, age, gender, education, etc.,
see e.g. Labov (1972, 2001)
• mode of communication: spoken, written, computer-mediated, etc., see e.g. the papers
in Androutsopoulos & Beißwenger (2008) for CMC research or Siekmeyer (2011) for
1 This is the view formulated in variationist sociolinguistics or in variationist models for language change (see
e.g. Labov 1972, 1994, 2001 etc. or Rissanen 2008).
2 In addition to corpora with a specific and documented design, we find opportunistic corpora and Web-based
corpora where the composition is not known (such as the WaCky corpora, Baroni et al. 2009). While these
might be used as ‘example banks’ or for NLP purposes, the lack of meta-information is problematic for more
fine-grained variation research (see Lüdeling et al. 2007 for a discussion of the problems).
3 This issue has sometimes been discussed under the header of ‘representativeness’; see e.g. Biber (1993).
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a corpus-based study of spoken versus written texts; mode is often discussed together
with other parameters such as distance or level of formality (Koch &Oesterreicher 1994,
Maas 2006)
• purpose of the communication: text type, functional variation, register, see e.g. Biber
(1995, 2006).
There are several problems for corpus design here: First, for many of these co-varying
variables it is unclear what the variants would be: Maas (2006), for example, distinguishes
between three registers while Biber (1993, 1995, 2006) shows that many more distinctions
can be made reliably. Second, without more research it is unclear which other factors play
a role in language production. I want to illustrate this with an example from the German
learner corpus Falko (Lüdeling et al. 2008, Reznicek et al. 2010). The corpus consists
of written argumentative essays produced by advanced learners of German as a foreign
language. It is well-known that the L1 has an influence on a learner’s text production in
the L2 (transfer, interference, see Ellis 2008). Golcher & Reznicek (2011, in preparation)
show that a machine learning method that takes into account only substring frequencies
is able to classify learner texts by L1 with high accuracy. In addition to using substring
frequencies of the original texts, they also compare the part-of-speech annotation, again
modeled as a string, and show that simply by looking at the frequencies of part-of-speech
(POS) sequences, the L1 of a learner can be predicted with high accuracy. While this in
itself might not be too surprising, Golcher & Reznicek use the same method to classify
learner texts by their topic. All learners were asked to choose one of four topics; all other
production parameters (time, setting, access to assistance, etc.) were kept equal for all texts.
Figure 1 (from Golcher & Reznicek 2011: 31) shows that classification by topic is possible
with an accuracy of around 80%, even by only taking into account POS sequences (thus
not looking at lexical information). Automatic classification by topic is more reliable than
classification by L1.
Findings such as these show that people use different grammatical means (represented by
sequences of POS tags) when writing about different topics, even within the same text type
(argumentative essay) written under the same circumstances.4 This means that we might
have to add ‘topic’ to the list of co-varying variables.5 And if we look at further param-
eters, we might find further variables. The findings by Mosel (this volume), who shows
that certain narrative styles are associated with specific stories in Teop, and Gullberg (this
volume), who speaks about the different parameters that influence L2 acquisition, provide
further cases in point.
3. CONSEQUENCES. Detailed studies that analyze variable after variable and their in-
teraction with text production can only be done for languages with rich resources. But there
4 The method here is a stylometric method developed in Golcher (2007). Golcher & Reznicek take care to
eliminate any confounding L1 evidence that might have been introduced by the fact that learners with a given
L1 tend to choose certain topics over others.
5 Further studies are needed to find the reasons for these differences (Golcher & Reznicek, in preparation, provide
some suggestions). It might, for instance, turn out to be the case that the differences are only indirectly due to
the topic but point to register differences instead because some of the topics prompt the writers to argue more
emotionally than others.
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FIGURE 1: Classification of Falko texts by topic, using substring frequencies (figure taken
from Golcher & Reznicek 2011: 31). The target hypothesis is a slightly
modified version of the learner text where grammatical errors are corrected;
results for classification are similar.
is no reason to assume that the findings from such research on richly-resourced languages
will not in principle carry over to less-researched languages. Does this mean for language
documentation that we only make grammatical statements about individual texts and do not
generalize at all in such a context? This is clearly not the case because, as has been shown
time and again. Speakers have a good awareness of appropriate variants (this is, of course,
the basis for the fact that automatic classification works at all). But it is necessary that
we understand which grammatical elements (on all grammatical levels, from sounds to text
structure) are specific to external co-varying variables and which are not, and how variables
interact with each other.6
On a technical level, we need powerful flexible corpus architectures where annotation
layers and meta-data can be added at any point in time. Today very often a corpus can only
be accessed via an interface and only the original corpus provider has the power to change
it. If new linguistic analyses on this material are carried out and new co-varying variables
6 There are many statistical models that can be used to reduce dimensions (such as principal component analysis)
or can be used to look at the effect of different variables (also as random effects models). Interaction is crucial,
and its effects have often been underestimated, cf. Gries, forthcoming.
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are found after the corpus was first constructed, we need the option to add this information
to the corpus. The technical means are there: Several multi-layer standoff architectures for
corpora are being developed, and I am hopeful that the remaining technical issues (with
respect to conversion frameworks and search tools, etc.) will be solved within the next few
years. What seems to be just as necessary (but perhaps more difficult) is an awareness of
the fact that we do not yet understand variation and cannot know all meta-data categories or
annotation layers when we construct a corpus. This awareness would result in better corpus
exchange and update functionalities and a fundamental work-flow change.
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