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Le but de cet article est d’obtenir une nouvelle demonstration d’un theoreme 
de Kruskal [l]. 
A cet effet seront approfondies les proprietes des decompositions binomiales, 
soit en elles-memes, soit dans leurs relations avec les complexes. 
INTRODUCTION 
Soit E un ensemble fini. Un ensemble A’- de parties de E est un 
“complexe” (non orient@ si il admet pour ClCment tout sous-ensemble 
d’un de ses Cltments, i.e.: 
AEX 
A’C A t 
* A’EX. 
Soit un entierp tel que 0 < p < ) E ) (nous noterons ) E j le cardinal de 
l’ensemble I?) soit X9 l’ensemble des ClCments de X de cardinal p: 
XD=(A~XIIAl =p}. 
Soit m un entier positif, Nous noterons QDm l’ensemble des complexes 
X pour lesquels j X, / = m. On sait que, pourp flxxt, tout entier positif m 
peut Ctre dhompost de faGon unique sous la forme: 
avec v(p) > ~(p - 1) > a-. > v(i) b i 3 1. 
J. Kruskal [l] a d&montrC le thCor&ne suivant:* 
Sip’ 2 p, alors max 1 X,f 1 
XGQZ 
Sip’ < p, alors min 1 XD, I 
X-GO:: I 
* Ce resultat etait Cgalement l’objet dune conjecture de M. P. Schutzenberger [2]. 
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L’object du present article est dormer de ce thtoreme une nouvelle 
demonstration nettement plus simple. La simplification apportee est 
fondte essentiellement sur deux rtsultats: 
Le theoreme 1, qui exprime une propriete assez generale des decompo- 
sitions binomiales. 
Le theoreme 2, qui Ctablit une propritte des “complements” et “Ctoiles” 
dans un complexe et renforce un resultat obtenu par Kruskal (lemme 6 
dans [I]). 
Je remercie vivement Monsieur le Professeur Schutzenberger de tous 
les conseils qu’il a bien voulu me donner. 
1. DECOMPOSITIONS BINOMIALES 
Dans cette section now rappelons certains proprietts connues des 
decompositions binomiales des nombres entiers positifs. Nous definirons 
deux representations “canoniques” dun entier au moyen des coefficients 
binomiaux. 
1 .I. D&composition binomiale-application associke 
Soit m E N (N ensemble des entiers naturels, N * = N - {0} et p E N*.) 
On appellera d&composition binomiale de degrC p du nombre m une 
tgalitt de la forme: 
m = (;) + (;rll) + (,“r’,) + a*- + (z) + ... + (T) 
ohn,>n,-, >*a* >n,***>ni+l, > ni 3 0 (si Itk < k on pose (2) = 0. 
De plus $ = 1). 
A une decomposition binomiale nous associons une application 
fp : {i, i + l,..., p} -+ N dtfinie par q(k) = nk . 
Reciproquement, &ant donnee une application y : {i, i + I,..., p} -+ N 
on appellera valeur binomiale de 9) le nombre: 
Si, pour une decomposition binomiale, ou bien i = p, ou bien 
n,,, > nt > 1 et i > 1, on dira que la decomposition (ou I’application 
associee) est de type (II. 
COMPLEXES ET DlkOMPOSITIONS BINOMIALES 169 
Si 11i+1 = ni on dira que la decomposition (ou l’application associee) est 
de type /?. 
On notera FSi (resp. GDi) l’ensemble des applications de type (Y (resp. 
de type j3) dtfinies sur {i, i + I,..., p}. 
On posera encore: 
HDi = Fpi u Gsi, FV = ij Fpi, 
a-1 
G, = u Gsi, 
i=l i=O 
HP = (j H9i, H= (j H,,. 
i=Q p=0 
A une application q E HSi sera associee la suite 
s(v) = [cP(P>, dp - Q..., di>l. 
L’ensemble S = {s(v) 1 y E H} est muni de l’ordre lexicographique note 
=a% , 42 ,*a*, 4 < (bl , h ,.**> bk) si le premier ai # bi drifie Qi < b,]. 
11 resulte de la relation de Pascal que pourj E (0, 1,2, k - l> on a: 
(On peut remarquer que les deux derniers coefficients binomiaux ont des 
termes suptrieurs Bgaux.) 
On en deduit immediatement: 
~EF, et q#O*q< ( 
T(P) + 1 
1 P ’ 
=> q < cp(P) + 1 
( 1 P ’ 
1.2. D&compositions et applications canoniques 
Une decomposition binomiale sera dite or-canonique si 
(a) elle est de type OL, 
(b) ni 3 i (ce qui entraine n, > k pour tout k E {i, i + l,...,p}). 
(4) 
170 HANSEL 
Une dkomposition binomiale sera dite /3-canonique si: 
(a) elle est de type p, 
(b) i = 0. 
De man&e analogue, une application p E F9% sera dite cu-canonique si 
y(i) 3 i. Les applications de G,O seront appelkes ,&canoniques. 
On notera P9,i l’ensemble des application a-canoniques de FPi et on 
posera I;;, = &PPi. 
Soit n E k4. Une application F epi, (resp. G,O) telle que q = n sera 
appelCe reprhentation wcanonique (resp. p-canonique) de degrCp de n. 
Deux applications F EP, et F* E G,O seront dites duales si $5 = q* . 
PROPOSITION 1. 
(4 
(b) De mEme: 
(~3 pl’) E G, x G,’ 
s(y) < s(#) * 97 < $‘- 1 
Dtfmonstration. Soit 9 E HSi. Notons yk (resp. I& la restriction de p 
au sous-ensemble {i, i + I,..., k} (resp. {k, k + I,..., p}). Soient v et CJI’ 
deux applications de meme degrC telles que s(q) < s(v’) et soit j le plus 
grand entier tel que cp(j) < g?‘(j). 
(a) Si (v,, IJJ’) E F, x p9 utilisant (2) nous obtenons: 
(b) Si (y, q’) E G, x G,O, il rCsulte de (3): 
COROLLAIRE 1. Soient v et q~’ deux applications de mCme type (CX ou /I)>, 
canoniques et de mEme degre’. Alors: 
(r&&e immtfdiatement de la proposition prtWdente et de (4)). 
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PROPOSITION 2. Pour tout (n, p) E N* x N* les reprhentations 01- 
canoniques et /3-canoniques de degre’ p de n existent et sont uniques. 
DPmonstration. L’unicitC r&sulte du corollaire prCcCdent. Montrons 
l’existence. 
(a) Representation ol-canonique: 
Le coefficient binomial (:) est, pour j fix&, une fonction croissante non 
bornCe de k. On pose alors: 
v(p) = max k 
t Ii:) 4. 
Puis par rkurrence: 
y(j) = max [k 1 (F) < n - (yf)) - ($?‘--I1)) _ . . . _ (F’yzll))j. 
De la formule de Pascal il rksulte que v(p) > y(p - 1) > *-a . Comme 
(“i”) peut prendre toute valeur entihe, il existe i 3 1 tel que 
n = (9y) + (y-y) )  + .  .  .  + (Qy )  
l’application IJI ainsi dkfinie est ol-canonique. 
(b) ReprCsentation /3-canonique: 
Dkomposant le dernier terme (“‘ii’) de l’tgalit6 prkckdente selon la 
relation (1) on obtient: 
n = (Yy) + ($y) + .  .  .  + ( y ; ) )  + (di); 1) 
+i 
94) -  2 q(i) - i + 1 
i-l 
)+ . . .+ (  1 )+y(i);i+l). 
Cette decomposition binomiale dtfinit l’application y* duale de 9). 
Notation. Soit n E IV*. Nous noterons a,(n) (resp. p,(n)) la reprtsen- 
tation a-canonique (resp. p-canonique) de degrC p de n. 
Convention. Par convention nous appellerons reprt%entation a- 
canonique de degr6 p de 0 l’application a,(O) : {p} + N dkfinie par 
[c~~(O)](p) = p - 1. On a bien 
ck!,(O) = ip p ‘) = 0. 
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1.3. Exernple 
La decomposition wcanonique de degre 5 de 40 est: 
4o = 6, + i$ + 0 
En effet: 
7 est le plus grand entier n6 tel que ; ( ) 
< 40, 
6 est le plus grand entier n4 tel que “4” i 1 < 40 - (i), 
4 est le plus grand entier ylg tel que (T) < 40 - (;) - ($. 
La decomposition p-canonique de degre 5 de 40 s’obtient en decom- 
posant le dernier coefficient (a suivant la relation (1) (avecj = k - 1): 
4o = 0 + 19 + i:, + (3 + i:, + ii, 
2. OP~~RATEUR D. PROPRIGTTBS 
Dans cette section nous introduirons un operateur D : H + H. Le 
theoreme 1 qui le caracterise, sera dune importance particuliere pour la 
demonstration du thtoreme de Kruskal. 11 permet d’eviter les parties les 
plus techniques de cette demonstration (lemmes 14, 15, 16 et corollaires 
dans [l]). 
11 sera commode de partir d’un exemple illustrant le resultat que nous 
voulons obtenir. 
Considtrons les decompositions ar-canoniques de degres 5 et 6 respecti- 
vement des nombres 94 et 51: 
g4 = 0 + ia + ii, + (3 + i:,p 
51 = ii, + 0 + (4 + 0 
Nous observons que 
&5W)l = C&7,3,2, 1) < (67,493) = dQ(51)l. 
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Notons d(94) et d(51) les nombres obtenus en augmentant d’une unit6 
les termes infkrieurs des coefficients binomiaux: 
d(94) = (i) + (i) + (3 + (i) + (i) = 49, 
451) = (“,) + (‘,) + (Z) + (i) = 15. 
Soit d’autre part la decomposition wcanonique de degrt 6 de 
94 + 51 = 145: 
145 = (4 + (i) + (i). 
Puis nous calculons: 
d(145) = (;) + (;) + (:) = 65. 
Nous constatons que dans le cas particulier envisage est vkrifike 
I’implication: 
s[o1,(94) < s[o1,(51)] =+- d(94) + d(51) d d(94 + 51). 
L’objet de cette section est d’obtenir une ghtralisation de ce rtsultat. 
2.1. Ophateur D 
Nous definissons l’optrateur D : H + H par 
(DFJ)W = dj - 1) 
(siyEH2)i,jE(i+ l,i+2 ,..., p+ 1)). 
D envoie HPi dans Hz1 (plus prtki&ment FDi dans F$: et G,i dans 
G;$). 
Puis par rkurrence on d&nit D” = D o D”-l. 
Soit y E HPi et considhrons la dhomposition binomiale de +j: 
Q = ($y + (y--ll)) + . . . + (““). 
La valeur binomiale de Dkg, s’obtient en augmentant de k unit& les 
termes infkieurs des coefficients binomiaux: 
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On verifie aisement: 
s(Dky) = s(y). (5) 
Db!,(n) = Dy3,(n) pour tout (fl, p) 6 N* X N *. (6) 
On definit alors la loi de composition (notee 0) de H,-, ‘K H,, ---+ H, 
par (9, 99 - F 0 7’ = 4@ + 43. 
TH~OR~ME 1 (1 ere forme). 
Dhnonstration. Pour simplifier les Ccritures now supposerons k = 1. 
La demonstration est identique pour k > 1. Elle s’effectue par recurrence 
sur le nombre q: 
(a) g’=l. 
La dkcomposition binomiale a-canonique de degre p - 1 de up est 
q = (;I:) done Dp, = 0. 
D’autre part: 
On a bien Dg, + Dp?’ < D(g, -I- y’). 
(b) Supposons la proposition vraie pour q < m - 1 et montrons 
qu’ehe I’est encore pour $5 = m. 
Soient deux fonctions F EF~-~ , ‘p’ E P, telles que $ = m et s(q) < ~(9’). 
Soit y.+ la function duale de y et soient 
et 
s(q*) = [V*(P - 0, ‘p*(P - %.*3 Y*(l) T*W 
s(p?‘) = [y’(p), $(P - l)Y, p?‘(i’)] les suites associees a y* et y’. 
Nous supposons que v*(O) > 0, le cas y,(O) = 0 se traitant de faGon 
trts voisine. 
Si i’ = p le thtoreme est immediat. Nous supposerons done i’ <p- 
Soit,j le plus grand entier tel que y,*(j) > y’(j) (on a i’ - 1 <j < p - 1). 
COMPLEXES ET DlkOMPOSITIONS BINOMIALES 175 
ler cas. i’ = 1 etj = 0: 
q* = ( FJ*(P - 1) p _ 1 ) + (‘*6pe;2’) + *** + (y(l)) + (y-y)), 
p’ = (V’jp’) + (Fy-y) + . . . + (Yy), 
v*(k) < ~‘W pour k = 1, 2 ,..., p - 1. 
Nous dtfinissons deux nouvelles applications h et A’ par les dtcom- 
positions de A et de 1,’ (A,’ duale de A’): 
Ainsi h est a-canonique et de degre p - 1, 
h,’ est /3-canonique, h’ est a-canonique de degre p. 
Par construction on a: 
x=$%1, X’ = cp’ + 1 done m < s(cp> < s(v’) =G m. 
D’oh par hypothese de r&urence appliquee aux applications A et h 
Dx+Dx’ < D(A@h’). 
D’autre part: 
X$X’=~$~’ done h @ x’ = v 0 c$. 
De l’inegalite v*(l) < ~‘(1) il resulte: 
Dtp,+w <Dh,‘+DX. 
Rassemblant ces rtsultats (et tenant compte des Cgalids D~I* = Dx 
m = %i’) on obtient: 
09,+&$ <Dh+Dh’ f D(h@X’) = D(g,@q’). 
2Pme cas. (i’ >, 2) ou (i’ = 1 et j > 1). Nous d&inissons maintenant 
X et h’ par “Cchange des fins de decomposition”: 
F*(P - 
x=( p-l 
1) ) + . . . + c’ *i”+i 1’) + (Y-y + .,. + (Ty’)), 
A*’ = ($y + . . . + (my+‘,“) + (y.y + . . . + (rp;(l)) + (Vf)). 
582alI2/2-2 
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h est a-canonique car y*(i + 1) > p*(j) > y’(j) par definition 
I A*’ est fl-canonique car v’(i + 1) 3 q*(j + 1) > q,(j) de j. 
On a par construction: 
X<g, et A’ > q’ d’oh s(h) < s(v) =$ s(c$) =$ s(X), 
x+L=r+T++ d’oti h @ h’ = v 0 r$, 
-- 
DX-+DX’=i&&Dp? (car les mCmes coefficients binomiaux 
apparaissent dans x + A,’ et I& + $). 
Appliquant l’hypothese de recurrence a h et x’ on obtient encore: 
Dg, + &’ = DX+ DX’ < Do( @ A’) = D(p, @ y’). C.Q.F.D. 
11 nous sera commode pour la suite de donner du theoreme 1 un 
deuxieme Cnonct equivalent. 
THI~OR~~ME 1 (2eme forme). Soient deux nombres entiers positif m et 
m’ tel.9 que: 
Alors : 
Dkb,-&41 + Dkb,W)l < Dkb,(m + 41. 
3. cOMJ?LBXBS ET DlkOMPOSITIONS BINOMIALES 
L’objet de cette section est de rappeler certaines definitions et proprietes 
connues concernant les complexes envisages sous le seul aspect com- 
binatoire. 
3.1. D@initions 
Soit E un ensemble fini note E = { 1, 2 ,..., j ,..., n} dont les elements, 
seront appeles sommets. 
Un ensemble LX? de parties de E est un complexe (non oriente) si il 





I1 en resulte qu’un complexe est d&n par la donnee de ses elements 
maximaux. 
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Soit un entier p E (0, 1, 2 ,..., n}. 
On notera X, l’ensemble des ClCments de X de cardinal p: 
Ainsi 
xp = {A E x 1 / A 1 = p}. 
X=ij, (reunion disjointe). 
p-0 
3.2. Complexe associe’ d une application q~ EI;(,~ 
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(7) 
Soit une application y EFDi telle que q < (z). On lui associe un com- 
plexe X(v) de parties de E dtfini par les BlCments maximaux: 
A, = (1, L-9 V(P)), 
A,-1 = (1, 2 )...) dP - I), T(P) + 11, 
A,-, = (1, 2 ,..., dP - 2), T(P), 9)(P) + 119 ----------------------------------- 
Al, = (19 2,..., VW, dk + 2)9 9J(k + 3),..., F(P), F(P) + 11, -_--_--------------_--------------- 
Ai = (1, 29.0-y v(i), di + 2), di + 3),..., 9(p), V(P) + 11. 
X(v) sera appel6 complexe associ6 a la fonction cp. 
(En particulier si g = (;), A, = {1,2,..., n} et X(v) = B(E), B(E) 
d&&ant I’ensemble des parties de E.) 
L’inttrCt principal de la dkfinition de X(y) hide dans la proposition 
suivante. 
PROPOSITION 3. Soit une application y up,,” et X = X(v) son 
complexe associe’. Pour p’ E (0, 1,2 ,..., n} on a: 
En particulier : 
(On pose (i) = 0 lorsque k < 0 ou lorsque j < k.) 
Dkmonstration. Soit k ~(i, i + l,...,p} et soit L%, l’ensemble des 
BlCments de X(q) contenus dans Al, et non contenus dans Ak+l , Ar+a ,..., 
A,. Ainsi: 
X(d = (j % (rkunion disjointe). 
k-i 
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On verifie que: 
LiY8, = {A 1 A c A,}, 
g 9-I = {A I IdP) + 11 c A c 4-11, 
puis pour k = p - 2,p - 3,..., i 
%c = {A I {dk + 2), dk + 3L.v V,(P), Y(P) + 11 CA C 4 
II en resulte que: 
et la proposition s’en deduit. 
Remargue. Pour p’ 2 p, utilisant les definitions des sections 1 et 2, 
la proposition s’bnonce: 
1 x,, I = D-(v). 
4. COMPLIMENTS, STOILES ET FRONTIBRES DANS UN COMPLEXE 
L’objet de cette section est, apres avoir rappel6 certaines definitions 
connues, de demontrer le theoreme 2. 
Ce theoreme renforce un resultat obtenu par Kruskal (lemme 6 dans 
[l]). On pourra verifier que sa demonstration evite des detours techniques 
assez longs (lemmes 8 a 13). La propritte des complexes qu’il exprime 
jouera un role important dans la demonstration du thtoreme de Kruskal 
car elle permet une application simple du raisonnement par recurrence. 
4.1. Dtfjinitions 
Soient un complexe X et un sommet je E. On appelle complkment de j 
(dans X) l’ensemble 9”i des elements de T qui ne contiennent pas le 
sommet j: 
xi ={AEX(j$A). 
Xj est un sous-complexe de T et peut Ctre aussi considtre comme un 
complexe de E - {j}. 
- 
On appelle &ode de j (dans zT) l’ensemble X-2 des elements de T 
qui contiennent le sommet j: 
SF= (AEX) jEA}. 
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3 n’est pas un complexe. Cependant, soit 2F l’ensemble de parties de E 
obtenu en retirant le sommet j de chaque Clement de 3: 
LP=(A-{(j)/AEB-j. 
SF est un sous-complexe de X qui peut &tre aussi consider6 comme un 
complexe de E - {j}. 
3 s’appelle la front&e de j (dans X). 
4.2. 
Notons encore X,j (resp. e, 6p,j) l’ensemble des elements de cardinal 
p de 2-5 (resp. de 3, .Yi). 
On a les relations suivantes: 
I q I = I =K;-1 I 
d’oti 
(Les deux membres de cette Cgalitt s’obtiennent en denombrant de deux 
manieres CAEJEr, 1 A I.) - 
Posons: 
I P-l = y&n I -q-l I, 
I* P-l = y&x I gi-1 I> 
k, = ryx I X,J’ I. 
De (8) il resulte: 
kp + L-1 = I % I. 
PROPOSRION 4. Soit Y = X(v) le complexe 
cp E Fpi. On ff: 
(13) 
associe’ d une fonction 
Dt!monstration. (a) Montrons que 
mfxl~~-II = I~~-Il. 
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Soit A E Sy. Posons 
si SEA 
eA) = (;a - {j}) u {l>’ si l$A. 
De cette man&e 8(A) E T> (si A C Al, on a encore B(A) C A, car 1 E A, 
pour tout k E {i, i + I,..., p}). 
On verifie que l’application 6 : X> + Y;” ainsi definie est injective 
(soient deux elements distincts A et A’ appartenant a XDj; notons 
A=,?---; on distingue les cas leAnA’, lEAnA’, lEAnA’, 
1 E A n A’; dans chaque cas 6(A) # B(A’)). 
Par suite 
(b) Z&1 = ui=( (ak n gLI) (reunion disjointe) et 
La proposition s’en deduit. 
THI~O&ME 2. Soit X un complexe de parties de E. Pour p E (2, 3,..., n} 
on a d~,-ILI)l =G h#d. 
Dkmonstration. Soit y = a,([ Z, I) et .X(v) le complexe associe a p. 
Notons I,-, , k, , & (resp. lpel , &, &) les nombres d&nis par (lo), 
(1 I), (12) pour le complexe X (resp. X(y)). 
ler cas. La decomposition or-canonique de degrC p de 1 sp 1 ne con- 
tient qu’un terme: 
De (9) applique a Z il resulte: 
Puis de (13) et (14) il resulte: 
k, = I Yp I - l,,-, >, 
( 
v(P;- ‘). 
On a bien 
hd,-dl =G &&~1. 
(si q(p) = p on utilise la convention faite plus haut). 
(14) 
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22me cas. La decomposition a-canonique de 1 SD 1 contient plus dun 
terme: 
~=l~~I=(~~))+(~~~ll))+...+(“~‘) avec l,<i,<p-1 
(15) 
(9) applique a X et X(y) donne: 
(la deuxieme inegalite est stricte car, pour le complexe .X(q), les nombres 
1 -!Z’& 1 ne sont pas tous Cgaux; considererj = 1 et j = v(p) + 1). 
De la proposition 4 il resulte: 
(13), (15) et (16) donnent: 
k, = I .fp I - l,-, 2 E y’“‘,- ‘) + 1. 
k-i 
De (16) et (17) il resulte alors: 





(en fait, soit j le plus grand entier tel que y(j) = j. On verifie que 
5. THI?OR&ME DE KRUSKAL 
Dans cette section nous dtmontrons le theoreme de Kruskal, pratique- 
ment comme consequence de la proposition 3 et des theoremes 1 et 2. 
Auparavant nous montrons la proposition auxiliaire suivante, corollaire 
des theoremes 1 et 2. 
PROPOSITION 5. Soit un complexe X et deux entiers p et p’ satisfaisant 
d 1 <p <p’ dn. Alors: 
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Dhnonstration. Si p = I la proposition est immediate: Soit 
E’ = {i 1 {i} E S,}. 
Pour tout A E X on a A C E’ done 
/ xp, I < (’ p”: ‘) = (’ 2 1). 
Supposons p > 2. Nous dtmontrons la proposition par recurrence sur 
1 E 1 = n. Pour n = 1 la proposition est triviale. Supposons rr > 2. 
D’aprk le theoreme 2 il existe Jo (1,2,..., n} tel que 
Par hypothbe de recurrence appliquee aux complexes 9 et Xi nous 
obtenons: 
L’application du theoreme 1 (2eme enonce) aux nombres I 5?& 1 et 
1 X,i 1 conduit irnmediatement au resultat. 
Notation. Soit q EI;;,< . Pour p’ 3 p on a: 
Par convention nous definissons encore Dp’-p(y) par cette Cgalit6 
pour p’ < p (avec (L) = 0 si k < 0). 
T&O&ME DE KRUSKAL. Soient (p, m) E N* x N*, E un ensemblefini 
tei que 
m < (’ E I). 
P 
Dhignons par Qp;” I’ensemble des complexes X de parties de E satisfaisant 
h la condition I X3 1 = m. Posons q = a,(m). Alors: 
(lo) 
(2”) 




2% p’ <p, min I Xp, I 
XEOT 
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Dkmonstration. (a) De la proposition 3, il resulte que: si p’ 2 p, 
max ] X,, I b Dp’-p(v), 
xeo; 
et de m&me si p’ < p, 
min 1 Xp, 1 < Dp’-p(y). 
S-=0; 
11 reste a montrer les inegalitb oppostes. 
(b) Sip’ > p la proposition 5 montre que: 
max I X,, I G D”‘-‘(F)- 
XEQT 
(c) Soit p’ -c p et supposons qu’il existe un complexe X E Qpm tel que 
Posons 3)’ = 01~’ (I X,n 1). On aurait: 
Done v’ &ant de degre p’, s(#) < [v(p), y(p - l),..., v(i)] = s(v) soit 
encore: 
s(D”-~‘(~‘N < 4~) 
soit d’apres la proposition 1 (applicable car y et DP-P’(#) sont de degrtp): 
D”-P’(cp’) < q5 = 1 xp 1 
et celb est contradictoire avec (b) applique en echangeant les r6les de 
p et p’. 
Remarque. On pourra remarquer qu’en fait, il sufhrait de demontrer le 
theoreme pour p’ = p + 1. La generalisation serait immediate. 
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