image where the nanoparticles uniformly show a flaky morphology, and the particle sizes range from 100 ~ 1000 nm. Fig. S1b shows the TEM image of the sample. We can identify the particles are formed in layers and the particle sizes vary from 100 nm to a few ~100 nm. We also endeavored to identify the major crystal plane(s) of the forsterite nanoparticles by TEM; however, the nanoparticles may have not crystallized with dominant planes as shown by the SEM image, the diffraction pattern in TEM did not provide a conclusive result. Fig. S1c,d show the XRD patterns for the synthetic forsterite sample. Except the mineral phase of forsterite, no other phase is identified. Fig. S1c shows a standard forsterite XRD pattern in which the sample was not processed into nanoparticles. In contrast, Fig. S1d shows a pattern where the (020) peak is significant and broadened compared to the standard pattern. Sample for this pattern underwent further annealing and grinding processes, producing the nanoparticles as shown in Fig. S1a . The prominence and broadening of (020) peak could be due to the preferred orientation of the nanoparticles which mainly exhibit (010) crystal plane as the surface, in accord with the layered feature of the nano-crystal morphology. 
Time scales probed by the QENS experiments
The time scales accessible by HFBS, DCS, and BASIS are illustrated in Fig. S3 , from which we can observe the broad time scales that can be detected in this study and also the time scale overlapping. were free to move.
(3) Simulation details for bulk water
Bulk water simulation is conducted at 298 K using an NVT ensemble and SPC/E water model. 6 The simulation box is at the length of 21.7 Å in each direction with a total number of 343 water molecules. Thus the density of water in the simulation box is 1.0037 g·cm -3 . A cutoff distance of 9.3 Å is used. The simulation is set to run 2 ns, and the last 1.5 ns is taken as the production time. Additional calculation algorithms are the same as surface water simulation mentioned above.
(4) How experiment and simulation reach agreement on water content
Using the surface area of the nano-powdered forsterite (66.0 m 2 /g) and the cross-sectional area that one molecule takes (0.1 nm 2 ) 13 , one can calculate the number of water molecules per layer per gram of sample. Considering the weight percent of water on the powder's surface (~ 10.0% wt), one can know the total number of water molecules per gram. Therefore, the number of water layers can be estimated, which is ~ 5 -6 in this study by assuming uniform coverage for the total surface area of the powder. This number of water layers should achieve the full hydration state as stated in the main text that satisfies the immobile L1+L2, and a more mobile L3. In the configuration by MD simulations (Fig. 1 in the main text), the 392 water molecules distribute on both sides of the slab, and both sides generate the three layer structure. Therefore, the hydration scenarios in experiments and simulations are essentially the same.
Section II. More results of QENS and MD 10 (1) MD simulations
Mean Squared Displacement (MSD)
Mean squared displacements (MSD) in each layer were calculated using the center of mass (COM) trajectories of the molecules that reside continuously in a particular layer for a specific period of duration, e.g., 1.5 ns in L1, 500 ps in L2, and 900 ps in L3. Ten representative molecules from each layer were selected. Fig. S5 shows the overall MSD for all the molecules as well as for molecules residing in certain layers for a period of time, along with the MSD of bulk water calculated in this study for comparison. The diffusion coefficient (D) for all the molecules on the surface has been mentioned in the main text, 0.42 × 10 -9 m 2 s -1 , whereas the molecules from L3 yield a D value of 0.58 × 10 -9 m 2 s -1 , lower than the D of bulk water. The curves for L1
and L2 water indicate that molecules in the two layers are almost immobile. 
Production time of 1.5 ns vs 10 ns
A simulation of 10 ns after equilibration was performed to test if 1.5 ns production time is sufficient, and the total 10 ns was taken as the production time to calculate relevant properties.
A longer time interval (0.2 ps) for recording trajectories was adopted to keep the file sizes economical. Note that for production time of 1.5 ns, the time interval was 0.02 ps for recording trajectories. However, for ease of calculation, we used intervals of 0.4 ps and 0.08 ps for calculating MSD and ISF for the above two cases. Fig. S6 shows the comparison for MSD and ISF calculated using 1.5 ns and 10 ns trajectories. We can observe that the properties calculated with 1.5 ns simulation overlap well with those from 10 ns simulation Therefore, 1.5 ns production time is reasonable and sufficient. 
ISF of L3
In Fig. S7 , the ISF of L3 (green symbols) is fitted with the following equation, The space fixed center of mass coordinates (r CM ) have been used to analyze the mean squared displacement (MSD) as discussed earlier and plotted in Fig. S5 . 
Rotational ISF
Rotational ISF (RISF) represents the temporal and spatial information of rotational motion. Fig. S9 shows the RISF curves for eight Q values at 270 K. Instead of coordinates of atom in the center of mass frame (d), a unit vector u is used to produce the RISF curves using eqn (3) in the main text, with r replaced by u. As seen in Fig. S9 , the RISF data undergo three decay stages. The fast decay lasts for ~ 0.2 ps, followed by a slower decay ending at ~ 5 ps, and the slowest decay after 5 ps. The three stages of decay indicate different time scales of the rotational motion, which was also observed for water molecules in the interlayers of clay minerals. 15 The very fast rotational motion below ~ 0.2 ps corresponds to a quasi-elastic width of 
Residence time (τ R )
The residence autocorrelation function (RACF) is used to quantify the average time of a molecule residing in certain regions, i.e., residence time. For a given region of space i, the RACF for that region, (R i (t)) can be calculated as 16, 17 16
where θ i (t) is a Heaviside step function that takes the value of 1 if a molecule is in the given region i at time t and all previous times; otherwise 0 if the molecule is outside the region.
Triangular brackets denote ensemble average. Here we used this function to present an observation for water molecules in three different layers at 270 K. The defined regions for each layer is according to their positions shown in Fig. 1b in the main text. Fig. S10 shows the R i (t) function for water molecules in the three layers. Average residence times were estimated by fitting the RACF curves with single exponential decay functions. 16 The derived average residence times are 956 ps, 49.5 ps, and 335 ps for L1, L2, and L3, respectively. It is expected that molecules in L1 has a longer residence time whose typical trajectory can be observed in Fig.   1d . The reason why molecules in L3 stays longer than those in L2 is due to the larger geometrical thickness of L3. (2) QENS experiments QENS data fitting also generates the elastic incoherent structure factor (EISF) which is A(Q) in eqn (2) in the main text, and prefactor (p) that weighs the broadening contribution of the two components. Fig. S11a (Γ 2 ,ω) . The greater the prefactor, the more contribution to the broadening from one of the two Lorentzians that corresponds to the prefactor. Therefore, in In Fig. S12 , the fast and slow components determined by BASIS at 270, 285, and 300 K are compared. It can be observed that although temperature is a factor influencing the dynamics where the dynamics at 270 K is the slowest; data from three temperatures show the same trend and the difference between 270 K and 300 K is approximately by a factor of 1.5. 
