A state space method for computing upper bounds for the peak of the structured singular value over frequency for both real and complex uncertainties is presented. These bounds are based on the positivity and Popov criteria for one-sided, sector-bounded and for norm-bounded, block-structured linear uncertainty. These criteria are restated and used to derive upper bounds for the peak structured singular value by equating the feasibility of a linear matrix inequality which involves a plant state space realization to the strict positive realness of a transfer function. Numerical examples are given to illustrate these upper bounds.
Introduction
Computation of the structured singular value for robust stability analysis is an intractable problem. Hence, upper bounds for the structured singular value are used in practice. In particular, the upper bounds of [lo] for complex uncertainty and [5] for mixed real and complex uncertainty are stated in terms of the frequency response of the plant transfer function, and hence are evaluated at a finite set of frequencies.
Parametric model uncertainty is frequency independent, while the frequency-dependent component of unstructured model uncertainty can be absorbed into the plant model. Hence, the reciprocal of the peak value of these upper bounds over frequency provides a lower bound for the size of the smallest destabilizing perturbation. Thus, robustness is characterized by the peak of these upper bounds.
In practice, it is often difficult to reliably compute the peak value of the upper bound over frequency. For example, since plants with lightly damped modes have poles close to the imaginary axis, a small perturbation can destabilize the system. Not surprisingly, it is often the case that upper bounds for the structured singular value have sharp peaks. Since the grid of frequencies near the peak must be dense, computing these upper bounds may be difficult to do reliably.
In the case of real parameter uncertainty, the structured singular value may be discontinuous, so that this problem may be more severe. One approach to this problem involves adding a small amount of phase uncertainty to each uncertain real parameter [14] . However, the phase uncertainty increases the conservatism of the upper bound, and the essential problem of a sharp peak would likely remain.
In [Ill, frequency domain upper bounds for the structured singular value were derived using the positivity and Popov criteria in the form of positive real tests for transfer functions evaluated at each frequency. In the present paper, these positive real tests are rewritten in the form of linear matrix inequalities (LMI's) that involve a realization of the plant transfer function. State space upper bounds for the structured singular value are derived using these LMI's and are shown to provide upper bounds for the peak values of the frequency domain upper bounds. This form of the state space upper bounds is computationally attractive since the solution of each LMI involves a convex optimization problem that can be solved efficiently using interior point methods [3, 61. Numerical examples are given to show that the state space upper bounds are upper bounds for the peak values of the corresponding frequency domain upper bounds, so that the need for searching over frequency can be eliminated.
Mat hematical Preliminaries
In this section we introduce definitions and present results that will be used in later sections. First we extend the notions of positive realness and strict positive realness to rational functions of a complex variable whose numerator may have complex coefficients. These definitions will be used to state robustness tests in the form of positive real tests that involve comdex matrix multinliers and scalings. Next, we extend the positive real lemma to this class of functions and characterize strict positive realness in terms of both a frequency-domain condition on the transfer function and an LMI involving its state space realization. Define the paraconjugate transpose of a complex-rational func- Proof. Suppose that Z(s) is strictly positive real and let E > 0 be such that Z(s -E ) is positive real. Using Lemma 2.1, it follows from (2) and (3) that rational functions. Next note that since He Z ( p ) > 0 for all w E E and limWdca 
is negative for sufficiently large w , which shows that Z(s -E ) is not positive real. Hence, although Z ( s ) satisfies He Z(s) > 0 for all s = gw, it is not strictly positive real.
Finally, the following lemma equates the feasibility of an LMI to the strict positive realness of a complex-rational function. 
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Proof. Assume that there exists a positive-definite matrix P E ( E n x n such that (4) holds. Then, letting
it follows from (4) that F'GF > 0, which implies D+ D* > 0 and
Next, note that
Let z E (Em, z # 0, and suppose Bx = 0. Then z*B* = 0 and
Next, suppose Bx # 0. Adding and subtracting B*P(sI-A)-lB+ ' B*(-s1 -A T ) -l P B to (6) and using ( 5 ) yields 
Schur complements as (4).
Positivity and Popov Criteria
In this section we state the multivariable positivity and Popov criteria as tests for stability of a nominal plant transfer function in a negative feedback interconnection with a real, symmetric, sector-bounded, uncertain matrix representing parameter uncertainty. The Popov criterion, which is a generalization of the positivity criterion, involves a multiplier which plays a key role in reducing the conservatism of the upper bounds for the structured1 singular value. The positivity and Popov criteria are first written in the form of positive real tests involving the plant transfer1 function. Then, using Lemma 2.3, these criteria are rewritten in the form of LMI's involving a state space realization of the plant transfer function.
Consider a square nominal transfer function G ( s ) in a negative feedback interconnection with a real, square, symmetric, uncertain matrix F which belongs to the set of sector-bounded matrices
F & { F E E "~~: F = F~, O L F~M } ,
where M E E " ' " is positive definite. This type of sector bound i s referred to as one-sided to denote the fact that the lower bound 1s zero. w e ako consider the subset F b s of F consisting of red, symmetric, block-structured matrices defined by and F is asymptotically stable for a l l F E F b s .
Fbbs.
Next we use Lemma 2.3 to rewrite the positivity and Popov criteria from Lemma 3.1 in the form of LMI's that involve a state space realization of the plant. 
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In both cases, the negative feedback interconnection of G(s) and F is asymptotically stable for all F E Fbs.
Proof. First, note that ( i ) is a special case of (ii) with N = 0.
To prove ( Finally, these criteria are rewritten in the form of LMI's, which are ised in the following section to obtain state space upper bounds 'or the structured singular value.
Define the set A, of norm-bounded, real, block-structured ma- In all cases, the feedback interconnection of G(s) and A is asymp-and
--totically stable for all A E A-,. 
In [ll], it was shown that ppos(G(jw)) and ppos,sc(G(jw) ) are upper bounds for the complex structured singular value, and that y p o p ( G ( j w ) ) and /~p~~,~~( G ( j w ) ) are bounds for the real structured smgular value. Furthermore, these bounds satisfy the ordering 1 1
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p=omE ( In this section, we use the positivity and Popov criteria given in the previous section to obtain upper bounds for the structured singular value. Specifically, the positive real criteria are used to obtain upper bounds for the structured singular value in the frequency domain, while the LMI criteria are used to obtain upper bounds for the structured singular value in the time domain. Finally, these time domain bounds are shown to be upper bounds for the peaks of the corresponding frequency domain upper bounds.
Recall that the structured singular value of a complex matrix G(jw) for complex, block-structured uncertainty is defined as 
Frequency Domain Bounds and P P~~( G (~) )
by [I11 Using the positivity and Popov criteria, we define p p o s ( G ( j w ) )
State Space
In this section, we present the main result of the paper which provides state space upper bounds for the structured singular value. 
Since Q E G? and N E n/ imply Q-iNQ-4 E n/ and Q i E V , 
The state space bounds (20)-(23) are in the form of LMI's that involve a state space realization of the plant transfer function. Hence, the state space bounds can be found by using a bisection algorithm for y, where at each step the LMI is solved as a feasibility problem [3, 61. Thus, at each step, the algorithm reveals whether there exist appropriate matrices such that the LMI is satisfied for a given y, and the state space bounds can be computed to arbitrary accuracy. The size of the smallest destabilizing perturbation is the inverse of the state space bound.
Consider the linear plant model whose realization is given by First consider the case of nonrepeated, diagonal uncertainty, that is, A = diag (61, 62, 63) . Each frequency domain bound was computed over a frequency range from 0.6 to 1.1 rad/sec to focus on the region near the peak. Successively finer grids of frequencies were used to accurately compute the peak value. Then, the corresponding state space bounds were computed. The frequency domain and state space bounds are shown in Figure 1 . Note that in all cases the state space upper bounds nonconservatively predict the peaks of the frequency domain upper bounds so that equality holds in (20)-(23). Next consider the cases of repeated uncertainty of the form A = diag(61, &z, 62). Each frequency domain bound was computed, using the particular uncertainty structure to define the structure of the matrices Q and N , over a frequency range from 0.6 to 1.1 rad/sec as before, and the corresponding state space bounds were computed. All the bounds are shown in Figure 2 . Again, the state space upper bounds nonconservatively predict the peaks of the frequency domain upper bounds.
Conclusions
A procedure for computing the peak upper bounds of the structured singular value for real and complex uncertainty was presented. The positivity and Popov criteria for norm-bounded, block-;tructured linear uncertainty in the feedback loop were stated in ;erms of positive real tests. By stating these criteria for scaled iransfer functions, upper bounds for the structured singular value 'or real and complex uncertainties can be derived. Using a generdization of the positive real lemma, the feasibility of an LMI was :quated to the strict positive realness of a transfer function, so that the peak values of the frequency-domain upper bounds could be written as tests on a state space realization of the transfer function. Such time-domain tests in the form of LMI's have the advantage that robustness bounds can be determined efficiently by solving a convex optimization problem, without performing an exhaustive search over frequency or using gradient search techniques.
