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Abstract—In several application domains like Ambient
Assisted Living systems or in users accounting services,
speciﬁc network protocols are called for to interconnect
different data processing devices having limited processing
power and energy [1]. Typically, the interconnections are
accomplished through dedicated cables or as power lines,
or through wireless, but even if the cables are fully utilized,
few protocols have been drawn up or planned to optimize
communication among a high number of devices. One reason
for the limited development of these protocols lies in the
difﬁculty of reconciling the efﬁciency and efﬁcacy of a pro-
tocol with scarce power computing of the nodes. This article
will propose an efﬁcient algorithm for routing applicable to
networks with many nodes and with interferences typically
present in power lines, and with low management overhead.
The algorithm guarantees reliability and transparent distri-
bution over large networks like accounting networks for the
distribution of water, gas and tele-heating. Implementation
of the protocol can be realized within the European M-Bus
[EN13757] [2] [3].
Index Terms—Utility Networks, Routing Protocols, Opti-
mization Algorithms, Adaptive Networks
I. INTRODUCTION
Usually the distribution of gas, water and heat employs
many accounting devices distributed over a vast territory.
In smaller cities there can be hundreds of thousands of
users and the costs for manual readings heavily inﬂuence
costs for total management of service. Furthermore, read-
ings done in real time are increasingly requested both
by users to control expenses and by suppliers to improve
quality of service. The role of networks will assume a key
role in the development of services [4]. In particular, the
focus concerns the new network systems that integrate the
next generation of systems for the management of energy,
gas, water, etc.. [5] The tendency with respect to the
European norms for the standardization of measurements
2004/22/CE (Measuring Instruments Directive), is to uti-
lize electronic measuring devices which handle electronic
treatment of data as indicated by the Standardization Man-
date to European Standardization Organizations (ESOPs)
to support European Smart Grid deployment M/441 [6].
Reasons for this differ from, on the one hand, organiza-
tional and management issues, and on the other the need
to optimize resources in the context of smart grids [7].
The electronic component of these devices is principally
made up of simple microcontrollers with sensors. The
highest cost for these networks is not the device itself but
the subsystem of interconnectionand communication.The
subsystem of communication can be made up of different
technologies like dedicated lines, optical ﬁber, wireless,
GSM or others. Basic distinctions can be made between
wireless and cable communication subsystems [8]. Even
though lately wireless networks are used increasingly
more frequently and have been proposed as the ad hoc
standard like IEEE802.15.4g, in some sectors like service
networks the common cable system is still quite popular
[9]. Furthermore, many operators continue to invest in
cable because they believe it is safer as to reliability and
data protection. Historically, the technologies that were
adopted were inherited from the industrial sector, like the
ﬁeld bus, or from the home automation with KNX [10].
These protocols offer characteristics and uses that are
not required for service networks and add unnecessary
costs. Generally a communication subsystem with bus
architecture is preferred because it can be extended and
reduces production costs. In Europe a speciﬁc protocol
EN13757 for the utility networks has been developed [2],
which is more simple and more ﬂexible. The EN13757
norm conforms to OSI, implements only several of the
standard levels, particularly EN13757-3 [3] for services
at level OSI 7 and EN13.757-2 or EN13757-4 for OSI
levels 1-2 [2]. Protocols at level OSI 3 are limited to the
double identiﬁcation of nodes, but cannot allows routing.
The predominating software architecture is the collector-
device type where the collector (Master) requests or sends
data to the devices (Slave). There are diverse ways to
communicate which can be classiﬁed as uni-directional
or bi-directional. In the uni-directional mode, the collector
arbitrates the communication. The bound to these archi-
tectures is primarily the restricted number of devices; the
absence of the routing protocol limits the extension of
the network and the number of nodes. The network can
be extended using repeaters which, however, offer only
limited physical applicability. Alternately, routers or the
same nodes as repeaters or routers can be used, as in
mesh networks. To use a router, nodes with speciﬁc cost
and usage characteristics are required. Mesh architecture
is very similar to the architecture of service networks
[11]. As with wireless networks, there are two possible
connection mechanisms: through an intermediary (bridge)
or directly (peer-to-peer). The bridge requires an access
point while peer-to-peer requires software mechanisms for
users accessibility. With utility networks, the presence of
a collector enables the ﬁrst solution. Unlike wireless mesh
networks, which are used for moveable nodes, distribution
networks have ﬁxed nodes. Furthermore, signal breakups
and the presence of noise are different than they are on
wireless networks. These limits require the introduction
of speciﬁc protocols OSI 3-4 in the context of utility
networks.
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A metropolitan network based on an EN13757-2 (wire)
protocol has many characteristics in common with EN13-
757-4 (wireless). The signal propagation and the presence
of noise make them similar. However, one substantial
difference lies in the immovability of the devices and in
the master-slave hierarchy used by the utility networks.
This characteristic allows for choices that can be use-
ful for designing routing protocols. In fact, if noise is
persistent and repetitive, as is often the case with cable
networks, the information can be part of the parameters
of the routing algorithms. But even the bus channel
communication structure allows for routing choices that
must of necessity take into account the occupation of
the channel. Furthermore, the low communication speeds
which in large size networks can vary from 300 to 38400
bps [EN13757-2] do not allow for any interconnection
overhead excess. Figure 1 shows a topology for network
wire M-Bus [EN13757-2] and next to it 2 a noise table.
Classic routing techniques are based mainly on Dijkstra or
Flooding. In a mesh environment and in ad-hoc networks
there are different approaches that seek to minimize
service communications or sizes of routing tables, as in
OLSR and BATMAN [12]. Nonetheless, one of the major
differences between the protocols is the choice of routing
on-demand or routing based on more or less frequently
updated static tables. For utility networks, as long as
the services are based on a master-slave architecture the
master (collector) can be used as the manager of tables for
the entire network. The use of on-demand routing is not
really feasible because, given the low speeds, the overhead
costs for services communications become prohibitive.
Even large size tables on the nodes become problematic
because the nodes are produced using microcontrollers
with very limited memory and computing capabilities. So
one feasible route would be the possibility of realizing
a protocol based on the repartition of assignments and
services between master (collector) and slave (device).
Interesting results have occurred using only local infor-
mation to optimize the routing [13]
M 1 2
b
3
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Fig. 1. Architetture M-Bus
slave next(noise)
1 2(2), 4(2), 3(4)
2 1(2)
3 M(2), 1(4), 6(3), 7(3)
4 1(3), 3(4)
5 8(2), 9(2)
6 3(3), 7(2)
7 6(2), 3(3), 8(2)
8 7(2), 5(2), 9(2)
9 5(2), 8(2)
Fig. 2. Noise table
III. PROTOCOL
The basic idea is to concentrate most computing on
the master, with the nodes as ’sensors’ that contribute
by gathering the parameters needed for protocol man-
agement. One physical value that all nodes can measure
is the quality and strength of the signal carrying the
information. This data means that the distance between
the nodes can be ascertained indirectly, as can the pres-
ence of disturbances, breakdowns, etc. But even if the
physical parameters cannot be ascertained, the codiﬁca-
tion of information, for example through the Hamming
codes [14], allows for measuring the deterioration of
the communication channels. Thus we may assume that
only the collector can process large quantities of data
and the routing table even using the Dijkstra algorithm
(not in its heuristic version) for to determine the shortest
paths between the collector and the device with which
to communicate. The measure used by the algorithm is
the quality of the signal between the two nodes that we
call noise. Noise may not exist at all if the quality of
the signal is optimal, or it may increase until it is no
longer perceptible. Each node must manage only one
local table with the noise associated with every visible
node (reachable via a message) and a key to the message
associated with the noise. The node must update the noise
parameters passively, that is by listening to the messages
that pass between the nodes. Changes to the local table
are communicated to the master requested by the master
or by the messages exchanged. The master, with tabulated
values 2 of noise communicated by the device, make
the messages with static routing. This protocol has the
advantage of preserving the master-slave structure and can
therefore be constructed directly as a service on ISO 7
[EN13757-2]. The basically static nature of the routing
means no overhead costs when sending messages and
limits service communications to special events deﬁned
by the collector. Automatic update of the noise tables
means obtaining (even if not in real time) the actual
state of network connectivity. Furthermore,since the noise
is metered by all nodes simultaneously (and bears the
masters timestamp), it is possible to have a very detailed
and time-accurate map of the type and kind of noise.
This data means that network maintenance, improvement,
and management can be programmed without further
difﬁculty. The activities in detail for sender and receiver
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4 The data link of protocol EN13757-2 includes different
modes of communication between collector and device
but from device-to-device. The same architecture can be
maintained by introducing, in layer 3, the mechanisms for
device-to-devicecommunication because the collector can
be used as a bridge.
Fig. 3. Master and Slave activities
Fig. 4. Activities for intermediate node
IV. SERVICES
The routing protocol is based on four principal opera-
tions:
hello
Operation hello is used to identify the network
nodes. It is a rather long operation since it requires
the participation of all the nodes and is accom-
plished at system start up or following a restart.
The EN 13757-2 standard identiﬁes the nodes
using two addresses, the primary with a range of
250 addresses and the secondary a single address
shared among all devices. Using an algorithm
prescribed by the protocol, the network nodes
can be identiﬁed. In this phase, the identiﬁcation
messages are utilized by the nodes to initialize the
noise table. In this phase the messages from the
nodes to the master regarding the noise tables can
be accomplished only by nodes that are visible by
the master. To reach the nodes that are beyond the
masters horizon, several nodes, already identiﬁed
by the master, serve as themselves to repeaters. The
repeater nodes act as echoes to the hello message
and the operation is repeated until all the nodes
on the network have been contacted and identiﬁed.
The repeater nodes indicate in their hello message
the path to reach the master. Ultimately the master
knows the network nodes and can request the noise
table for each node. The type of routing has not
been optimized and is used only for communica-
tions of the ﬁrst noise table.
update noise
Is the operation that all nodes carry out when they
are witnesses to a message. Messages of any kind
are listened to and according to the technology
utilized (Hamming codes, CRC, detectors of hard-
ware noise), reception quality can be evaluated.
If the sender is intelligible, the node updates the
value in the table that related to the quality of the
signal relative to the connection with the node that
sends the message. The operation is carried out in
any case, even if the receiver is the same node
send/response
Messages are always sent from master to slave or
vice-verse. In the message the nodes of interme-
diate hops are indicated in sequence Each node
forwards the message in its entirety to the next
according to the store and forward procedure. The
recipient uses the hops sequence in reverse order
to respond to the master. Each slave memorizes the
last path for further communication to the master.
request noise table
The master explicitly requests that noise values
be sent to a node by means of a special service
message. The node responds with the difference
of noises between the last request of request noise
table or message passing. If the identiﬁers of the
messages that caused the update of noise values are
indicated in the answer, this information allows the
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confronting them with the data coming from other
nodes and with the physical deployment of the
nodes.
All communications from collector to device have, in
addition to the payload, the variation in the noise table
of the hops node that it crosses. Thus the number of
explicit requests for noise table operations from the master
(service communications) are kept to exceptional cases
and no protocol overhead is generated. The message
format for collector to device communication and vice-
versa is:
start master hop1 .. hopn slave payload stop
For communication slave to master:
start slave hopn payload noiseslave stop
Communication between collector and device may not
succeed since the number of hops is based on the noise ta-
ble. Communication between the collector and the device
may not succeed because the sum of the hops is based
on the table of noise detected. To minimize the failure
rate and in any case use the failures to improve service,
every hop node in the message estimates a timeout based
on the maximum waiting time to route the reply message
from the device to the collector. The calculation is based
on the number of hops necessary to reach the destination
device (n) and on the channel speed (v). The value of
can be used to determine whether the routed message
has reached its destination or not. In fact, if within a
given time the reply message does not reach the node,
it is a certainty that the message has not arrived. The
values of e are, respectively, a temporal corrector linked
to the routing time and the maximum estimated value of
the response by the recipient. The estimated values allow
the last node involved in the routing to be reached to
create a reply message using the failure of communication
and to forward it with the collectors destination. Each
node involved will add its own noise value to update the
collectors noise table.
The policy of sustaining a heavier load of messages
before any absence of service message for the manage-
ment of protocol in the presence of noises of low variance
efﬁciently links functions. It should be noted that in the
absence of noise variations in the messages, only the pay
charge is present.
V. SIMULATION
To measure the functions of the proposed protocol a
simulator software has been developed. The simulation
results were compared with Rumor Routing Algorithm
[15]. The Rumor Routing Algorithm although within the
sensor network is the most similar to the layout of our
proposal. Nodes and connections are modeled in the
simulator. The master node manages and utilizes the table
to calculate global noise of the chain of hops relative to
the sending of messages to the nodes. The algorithm used
TABLE I
EXAMPLE OF COMMUNICATION
from → to
message
master → hop1
[start,master, hop1,..,hopn,slave, payload,stop]
hop1 → hop2
[start,hop1,hop2,..,hopn,slave, payload,stop]
...
hopn → slave
[start,hopn,slave, payload,stop]
slave → hopn
[start,slave, hopn,payload,noiseslave,stop]
hopn → hopn−1
...
[start,hopn,hopn−1,payload,noiseslave, noisen,stop]
hop1 → master
[start,hop1,master, payload,noiseslave,
noisen, noisen−1,..,noise1,stop]
to calculate the shortest path (less noise means more trust-
worthy communication) is the classic Dijkstra algorithm.
There are only two noise levels: connection without noise,
and connection with noise and absence of connection.
With these noise parameters, networks can be simulated
that have no instruments for the physical measurement of
noise but which utilize the Hamming code to construct
messages. For each message the master receives noise
updates from the nodes involved in the hop chain. In the
simulator there are two noise tables: the real noise table,
which represents the course of the physical noise, and the
table of noise drawn from the communications that have
actually taken place. Upon startup by the master using
the request noise table operation, the tables coincide. As
time passes the real noise table departs from the detached
noise table because it depends on the number of messages
sent. The simulator manages the following parameters:
nodes
number of nodes in the network
connectivity
initial connectivity, the number of nodes reachable
from each node
noise frequency
the frequency of change in the noise table, the
number of communications between two succes-
sive changes in the real noise table.
noise Range
the number of connections that have been changed
in the real noise table.
noise Intensity
the intensity that a changed connection is subject
to.
messages
number of messages sent.
Values produced by the simulation: noitemsep
performance
the relationship between the number of hops
estimated on the basis of the revealed noise table
and the number of hops calculated on the basis
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faults
errors of communicationascertained on the basis
of the table of real noise.
With the simulator it has been possible to measure the
distance between the real noise table of the revealed noise
table. This distance increases with the increase in change
frequency in the real noise table and diminishes as the
number of messages exchanged increases. In simulations,
networks with two noise levels were considered (no noise
and noise) and connection loss. Results of the simulated
exchanges of 10,000 messages on networks of 100 nodes
and 1000 nodes are shown in ﬁgure 6, 7, 8, 9. For the
100 node network, the highest error connection rate is
reached by changing 10% of the nodes connections at a
frequency of one change every two messages. In a 1000
node network, the greatest error rate (20) occurs at a
change of noise frequency every six messages, involving
10% of the nodes. With these parameters, one out of every
500 messages sent is lost. Independently of the number of
faults, the performance always functions at greater than
0,995, that is, the difference between the number of hops
calculated on the basis of the noise table shown and the
actual noise table differs by 5 every 1000.
It should be noted that the errors are signiﬁcantly lower
at a lower noise frequency and depending on the limited
number of connections. This means that the growth of the
size of the network means greater resistance to noise and
reliability. Experimental analysis shows that the analytical
function fault F : N × N → (0,1) is this type:
F(f,r) =
1
1 + kf(f − 1)ef + kr(N − r)er (1)
where f ∈ [1,+∞) is the frequency of noise incidence
per message sent. The value f = 1 means that the noise
changes with every message sent. The value f = n means
that the noise changes with every n message sent. The
value of r ∈ [0,N], where N is the number of nodes,
is the number of nodes subject to noise. The value of
r = 0 means that no node is subject to disturbances. The
value of r = N means that all nodes are subject to noise.
The constants kf, kr, ef > 1 and er > 1 are constants
that depend on media, on the type and typology of the
network. The greatest value of the F function is 1 if no
message sent arrives at its destination. The value produced
by the function has the meaning of probability that a sent
message has gone missing. The values produced by the
function can vary in time to the varying of constants that
are inﬂuenced by environmental and structural features of
the network.
In the actual management in the presence of many er-
rors, the collector explicitly requests a noise table from the
hops nodes present in the sent message and not received.
The master detects an error with an error message. The
error message is sent by a node in the chain of hops.
Each node sets a timeout equal to the maximum expected
to receive a return message to the recipient. This time can
be easily calculated by counting the number of hops in
0 50 100 150 200 250
100
101
102
Faults
R
e
a
c
h
Fig. 5. Distribution of frequency’s faults for network with 100 node
with noise parameters frequency to 2 and range to 10
the message that divide it by the recipient. If a node does
not receive a return message from the recipient within
the timeout then sends the error message to the master.
The timeout is incremented by a constant value equal to
the number of hops that separate it from the recipient so
that the last node reached by the message to send the
error message. In any case, from the data produced by
the simulator even in the presence of stress, very few
faults congestion is generated that are not managed by an
explicit request table noise from the master. The faults are
uniformly distributed over a temporal arc. On the x-axis in
Figure 5 the 244 faults for 10000 messages sent occurring
on a 100 node network are listed with the change on the
noise table every two messages sent and with an incidence
on 10% of the nodes, in order of the number of messages
delivered between two fault events.
To calculate the course, the parameter used was the
distribution of the noise of the connections between the
nodes. The choice of noise ﬁrst, and second the number
of hops allows for choosing the course (route) that offers
greatest message reliability notwithstanding the number
of hops. In contexts where the priority is speed of com-
munication over reliability, the parameters for calculating
the route can be reversed and run time can be changed
to adapt to performance requirements. A second aspect
not to be ignored is the capability to monitor the ﬂow of
network noise in time and thus the customary use of the
network allows for detection of anomalies, malfunctions,
and damage prevention. The physical topology of the
network, along with the noise table, allows for rapid
detection of faults risk zones. Furthermore, the analysis
of time in the noise table allows for deﬁnition of the
constants of the function 1. Deﬁnition of function 1 means
that reliability of the network can be compared as well
as the network’s capabilities and thus service can be
improved.
Although the Rumor Routing Algorithm [15] the clos-
est as comparison, there are substantial differences, even
if using both local and global information for the determi-
nation of paths. Rumor Routing Algorithm uses special
service agents for the management of the protocol and
introducing additional trafﬁc. Our algorithm does not
use special messages but uses the same communication
messages for the Circulation of the information service.
In our algorithm, the occupation of the channel for
trafﬁc related to payload is nearly 100%. In Rumor
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restrict the bandwidth to 90%.
Regarding fault tolerance, our algorithm is more robust
than the Rumor Routing Algorithm because with an
alteration of the noise on the 10% of the nodes (probable
fault on hops), with 10000 messages on a network of 1000
nodes only 20 messages are lost then with a success rate
of 99.998%. While in Rumor Routing Algorithm for it
has a rate of 20% error only 90% of the messages are
delivered.
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VI. CONCLUSIONS AND FUTURE JOBS
We have seen how a protocol for the management of
service networks with multiple nodes can be developed
by optimizing communications and reduction installation
and maintenance costs. The advantages that derive from
the use of routing mechanisms are:
• extension of the size of the network maintaining the
same physical architecture and means of transmis-
sion
• availability of an instrument to monitor the correct
function and to facilitate maintenance of the network.
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Fig. 8. Performace for network with 1000 nodes
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Fig. 9. Faults for network with 1000 nodes
• the opportunity to create messages between slave
and master by attributing the routing service to the
master, thus keeping the slaves’ burden of processing
to a minimum.
The protocol can be implemented at level 3 OSI described
in the EN 13757-2 [2] standard. The EN 13757-2 standard
required for level 3 OSI provides only identiﬁcation and
labeling mechanisms for multiple networks, but no routing
policies. As to transparency at the physical level, any
bus architecture is supported, such as RS485 or power
line. The greatest computational load is required of the
collector (master) who, because this is single instance,
must estimate the value so as not to compromise the
performance of the entire system. Creating a federation
of collectors on heterogeneous networks or out-sized
networks is not difﬁcult and can be done as a level 7
ISO service. The possibility of maintaining the physical
characteristics of the subsystem of communication un-
der constant observation using the noise tables makes
it possible to prevent errors and to intervene in case
of breakdown. Implementation costs and the increase in
necessary calculation resources for the new functions are
limited. If the devices furnish updating mechanisms for
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In future works we will be studying analysis techniques
that allow for the determination of the function constants
1. The accurate deﬁnition of function is important to the
planning of maintenance and to uncovering anomalies and
preventing damage by comparing the values arrived at
through analysis with those revealed in real time.
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Abstract—In  this  paper,  we  proposed  a  symbol-based 
multiple  phase  shift  keying  (MPSK)  soft-information-
forwarding  (SIF)  scheme  for  a  two-hop  parallel  relay 
wireless  network  in  Rayleigh  fading  channel.  First  the 
binary information streams at the source are mapped into 
MPSK  symbols,  and  the  relays  construct  the  relay 
processing  function  by  passing  the  intermediate  soft 
decisions. Then the relays broadcast the processed symbols 
to the destination. After the maximum ratio combination, 
the received symbols at the destination can be decided by 
maximum-likelihood  (ML)  decision.  Four  MPSK  symbol-
based  forwarding  schemes  are  investigated  and  the 
simulation  results  show  that  the  bit  error  rate  (BER) 
performance  of  soft  information  forwarding  scheme  has 
better  BER  performance  than  the  existing  memoryless 
forwarding scheme based on MPSK modulation, and it is 
more  practical  than  the  SIF  scheme  based  on  BPSK 
modulation. 
 
Index  Terms—Soft  Information  Forwarding  Scheme; 
Rayleigh  Fading  Channels;  Diversity  Technique; 
Cooperative Communications 
I.  INTRODUCTION 
As we all know, wireless communication will suffer 
multipath  fading  during  information  transmission.  The 
multipath fading in wireless channels is one of the main 
reasons  hindering  the  increase  of  channel  capacity  and 
improvement of QoS [1]. As an effective way to combat 
shadowing  and  multipath  fading  effects  of  wireless 
channels, the study of cooperative communications has 
received  much  attention  in  the  last  decades  [2-4]. 
Cooperative diversity as a space diversity technique, can 
make  system  obtain  spatial  diversity  order  by  sharing 
adjacent to the users’ antennas. It is therefore crucial to 
effectively  combat  or  reduce  the  effect  of  multipath 
fading,  without  additional  power  or  any  sacrifice  in 
bandwidth [5-7]. 
Cooperative communications as an emerging research 
area,  has  enormous  potential  and  implementation 
prospect  [8-9].  Memoryless  relay  schemes  have  gained 
widespread  popularity  due  to  their  simple  algorithm, 
small  processing  delay  and  low  energy  consumption. 
Memoryless relay schemes can be primarily categorized 
into three types: amplify-and-forward (AF), detect-and-
forward (DF), and soft information forwarding (SIF). AF 
scheme was first proposed by Laneman [10] in which the 
relay nodes transmit a scaled version of the signals that 
received  from  the  source  to  destination.  However,  the 
noise part of the received signals is also amplified and 
forwarded  as  the  same  scaled  version.  Sendonari 
proposed  the  DF  scheme  in  which  relay  decoded  the 
received signals from source and forwarded the decoded 
results to destination [11-12]. The DF scheme can reduce 
the influence of the noise part, but if the link between the 
source  and  the  relay  is  poor,  the  relay  can’t  correctly 
detect the received signal, which leads to an imperfect 
final  decision  at  the  destination.  Compared  with  hard 
decision, soft information has better system performance. 
Based  on  this  theorem,  Gomadam  proposed  a  soft 
information  forwarding  scheme-estimate-and-forward 
scheme (EF) [13]. It is optimal in terms of mean square 
uncorrelated  error  (MMSUE)  and  can  obtain  the 
maximum generalized signal-to-noise ratio (GSNR) at the 
destination.  According  to  the  basic  theory  of  the  EF 
scheme,  the  relays  are  used  to  forward  the  conditional 
expectation  of  the  received  symbol  to  the  destination. 
However, the EF scheme can not guarantee good bit error 
rate  (BER)  performance  in  the  wireless  network  with 
multiple  relay.  M.  A.  Karim  proposed  a  novel  soft 
forwarding  technique  for  memoryless  relay  channels 
based on symbol-wise mutual information [14], and this 
technique  is  also  known  as  mutual  information  based 
forwarding (MIF). As is known that mutual information 
has been used in various field like medical image non-
rigid registration. In probability theory and information 
theory,  mutual  information  is  used  to  measure  mutual 
dependence of two random variables. In MIF scheme, 
the  mutual  information  is  first  applied  to  cooperative 
relay  network  and  used  as  a  reliable  measure  in 
generating the soft forwarding symbols. The MIF scheme 
is  superior  to  other  schemes  in  terms  of  bit  error  rate 
performance. 
Existing research results show that when the data rate, 
signal-to-noise ratio (SNR) and the number of relay are 
the same premise, the SIF scheme has higher reliability 
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doi:10.4304/jnw.9.6.1368-1373than the AF and the DF scheme. However, the current 
results  still  stay  in  binary  phase  shift  keying  (BPSK) 
modulation for additive white Gaussian noise (AWGN) 
channels.  Due  to  the  limited  power  of  terminal 
equipments, the wireless communication system should 
select  the  modulation  with  higher  power  efficiency. 
Moreover, the MPSK modulation, with its high spectral 
efficiency  and  good  anti-noise  performance,  has  been 
widely used in wireless communication systems. To put 
the SIF scheme into practice and ensure the validity and 
reliability  of  wireless  communication,  we  propose  a 
symbol-based  MPSK  SIF  scheme  in  Rayleigh  fading 
channels.  First  the  binary  information  streams  at  the 
source are mapped into MPSK symbols, and the relays 
construct  the  relay  processing  function  by  passing  the 
intermediate soft decisions. Then the relays broadcast the 
processed symbols to the destination. After the maximum 
ratio combination, the received symbols at the destination 
can be decided by maximum-likelihood (ML) decision. 
Simulation  results  show  that  the  data  rate  gradually 
increased  while  the  reliability  of  each  scheme  reduced 
obviously with an increasing modulation order. However, 
the BER performance of SIF scheme is always superior to 
AF scheme and DF scheme. Since the CSI in practice is 
imperfect, we are interested in investigating the impact of 
channel estimation error on the MPSK symbol-based SIF 
scheme.  The  study  shows  that  the  impact  of  channel 
estimation error on the MPSK symbol-based SIF scheme 
increases as the CSI estimation accuracy decreases. 
In  Section  II,  the  symbol  model  and  simple 
mathematical descriptions are given. In Section III, the 
existing  memoryless  forwarding  scheme  and  the 
proposed forwarding scheme are discussed. In Section IV, 
the SIF scheme with MPSK modulation is presented and 
its  bit  error  performance  is  compared  with  that  of  the 
existing memoryless forwarding scheme. Moreover, the 
BER  performance  of  channel  estimation  error  of  the 
MPSK symbol-based SIF scheme is also discussed. 
II.  SYSTEM MODEL 
The  parallel  two-hop  relay  wireless  network  [15]  is 
used as the system model, as shown in Fig. 1. It is mainly 
composed  of  three  parts:  the  source  node  S,  the 
destination  node  D  and  K  parallel  relays  (respectively 
denoted by Ri, i=1, 2, 3, ..., K). We assume that all of the 
nodes  have  a  half-duplex  omnidirectional  transmitting 
and receiving antenna, the direct link between the source 
and  the  destination  is  not  available,  the  relay  nodes 
forward the information from source to destination. 
 
1 w
1 R
2 w
2 R
K w
RK
SR,1 h
S
D w
D SR,2 h
SR,K h
RD,1 h
RD,2 h
RD,K h
 
Figure 1.   Scheme of a two-hop parallel relay wireless network 
In the system model, the transmission consists of two 
phases. In the first time slot, the source broadcasts the 
modulated symbols to the relays. We define that  l x  is the 
modulated  symbol  and  P  is  the  average  energy 
transmitted at the source. The received symbol at the i-th 
relay, i=1,2, ...,K can be expressed as: 
  ,, SR i SR i l i y Ph x w    (1) 
where  , SR i h  is the path loss coefficient between the source 
and the i-th relay, which obeys the Rayleigh distribution 
(the channel is modeled as a Rayleigh process),  i w  is the 
complex AWGN with zero mean and variance ˃
2=N0/2 
per dimension, for the link between the source and the i-
th relay. To simplify the analysis, we set N0=1, the SNR 
at the i-th relay is ρ=P/N0. So the received symbol model 
at the i-th can be rewritten as follows: 
  ,, SR i SR i l i y h x w     (2) 
In  the  second  time  slot,  the  K  relays  forward 
simultaneously the regenerated versions of the received 
symbols to the destination. We assume that the average 
energy  of  each  relay  is  P,  the  received  symbols  at 
destination can be expressed as: 
    ,
1
K
RD i l D
i
y h q x w 

    (3) 
where q (•) denotes the corresponding relay processing 
function,  D w  is the complex AWGN with zero mean and 
variance ˃
2=N0/2 per dimension, in the link between the i-
th relay and the destination. We can see that the received 
symbols  at  the  destination are  the  sum  of  the  symbols 
transmitted by relays. 
III.  MPSK SYMBOL-BASED PORWARDING SCHEME IN 
RAYLEIGH FADING CHANNELS 
We assume that the binary information streams at the 
source  are  mapped  into  MPSK  symbols, 
exp( 2 / ), 0,1, , 1 l x j L l L     .  The  conditional 
probability density function at the i-th relay in Rayleigh 
fading channels is: 
 
2
, , ,
1
( | ) exp( ) SR i l SR i l SR i p y x y x h 

     (4) 
A. Existing Memoryless Forwarding Scheme 
In  the  AF  scheme,  the  relays  forward  the  amplified 
versions  of  the  received  symbols  via  the  amplification 
factor  quantifying  to  the  destination,  and  the  relay 
processing function of the AF scheme can be expressed 
as: 
  ,, () AF SR i AF SR i q y y     (5) 
where  2
,
1
[]
AF
SR i Ey
   is the amplification factor. 
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symbols  to  the  destination.  After  the  maximum  ratio 
combination, the received symbols at the destination can 
be denoted as: 
  ,,
1
()
K
AF SR i RD i D
i
y q y h w 

    (6) 
The received symbols can be decided by maximum-
likelihood decision: 
 
2
,
1
ˆ argmin
l
K
AF l RD i x
i
x y x h 

    (7) 
In the DF scheme, the relays make the received symbol 
to  a  hard  decision.  Therefore,  the  relay  processing 
function of the DF scheme can be written as: 
 
2
, , , ( ) argmin
l
DF SR i SR i l SR i x q y y x h     (8) 
The same as the AF scheme, each relay broadcasts the 
processed symbols to the destination. After the maximum 
ratio  combination,  the  received  information  symbols  at 
the destination can be denoted as: 
  ,,
1
()
K
DF SR i RD i D
i
y q y h w 

     (9) 
The  received  symbols  can  also  be  decided  by 
maximum-likelihood decision: 
 
2
,
1
ˆ argmin
l
K
l RD i x
i
x y x h 

    (10) 
B. The Symbol-based MPSK Soft-information-forwarding 
Scheme 
According to the basic theory of the EF scheme, the 
relays forward the conditional expectation of the received 
symbol  to  the  destination.  The  conditional  expectation 
can be denoted as  , [ | ] l SR i E x y . The EF scheme is optimal 
in  terms  of  mean  square  uncorrelated  error  (MMSUE) 
and  obtains  the  maximum  generalized  signal-to-noise 
ratio at the destination. The relay processing function of 
the EF scheme can be expressed as: 
  ,, ( ) [ | ] EF SR i EF l SR i q y E x y     (11) 
where  2
,
1
[ [ | ] ]
EF
l SR i E E x y
   is  the  normalization 
factor. 
In  formula  (11),  the  conditional  expectation  of  the 
received information symbols at the relays is: 
 
1
,,
0
( | ) ( | )
L
l SR i l l SR i
l
E x y x p x y


   (12) 
Then, each relay broadcasts the processed information 
symbols  to  the  destination.  After  the  maximum  ratio 
combination,  the  received  information  symbols  at  the 
destination can be denoted as: 
  ,,
1
()
K
EF SR i RD i D
i
y q y h w 

    (13) 
The received symbols can be decided by maximum-
likelihood decision: 
 
2
,
1
ˆ argmin
l
K
EF l RD i x
i
x y x h 

    (14) 
In  the  MIF  scheme,  the  relays  construct  the  relay 
processing  function  via  making  a  hard  decision  of  the 
received  information  symbols  and  calculating  the 
corresponding  mutual  information.  The  mutual 
information  as  a  reliability  measure  can  assist  the 
destination  to  make  accurate  decisions.  The  relay 
processing function of the MIF scheme can be expressed 
as: 
  , , , ˆ ( ) ( ; ) MIF SR i MIF l SR i SR i q y I x y y       (15) 
where 
 
2
,
1
( ; )
MIF
l SR i E I x y
 
 
 is  a  normalization 
factor. 
The relay processing function of the MIF scheme in 
(15)  consists  of  two  parts:  , ( ; ) l SR i I x y  is  the  average 
mutual information and  , ˆSR i y  is the hard decision. 
The average mutual information can be computed as 
follows [16]: 
     
,,
2 2 , ,
1
2 2 , ,
0
( ; ) ( ) ( | )
log Pr( ) Pr( ) log Pr( | ) Pr( | )
log log Pr( | ) Pr( | )
l SR i l l SR i
l l l SR i l SR i
L
l SR i l SR i
l
I x y H x H x y
x x x y x y
L x y x y



       
     
 (16) 
where  () l Hx  is  the uncertainty  of  l x  and  , ( ; ) l SR i I x y  is 
the reduction of uncertainty of  l x  by receiving  , SR i y . It is 
obvious that larger average mutual information represents 
more reduction of uncertainty, which is equivalent to the 
forwarded symbol being more reliable. In this paper, the 
average  mutual  information  can  be  used  to  reflect  the 
reliability of the forwarded symbol. 
The hard decision at the relays can be given by: 
 
2
, , , ˆ argmin
l
SR i SR i l SR i x y y x h     (17) 
We  can  see  that  the  hard  decision  , ˆSR i y  in  (17)  is 
equivalent to the hard decision of the DF scheme, so the 
MIF scheme can be regarded as a combination of the DF 
scheme and the average mutual information. 
Then, each relay broadcasts the processed symbols to 
the  destination.  After  the  maximum  ratio  combination, 
the received information symbols at the destination can 
be denoted as: 
  ,,
1
()
K
MIF SR i RD i D
i
y q y h w 

    (18) 
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maximum-likelihood decision: 
 
2
,
1
ˆ argmin
l
K
MIF l RD i x
i
x y x h 

    (19) 
IV.  SIMULATION RESULTS AND PERFORMANCE 
ANALYSIS 
We use a two-hop parallel relay wireless network as 
the  system  model,  and  the  channels  being  Rayleigh 
fading channel. We use the AF, the DF, the EF and the 
MIF  scheme  with  QPSK  and  8PSK  modulation, 
respectively. 
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Figure 2.   The BER performance of each scheme in Rayleigh fading 
channels when K=2 
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Figure 3.   The BER performance of each scheme in Rayleigh fading 
channels when K=3 
In all circumstances, we assume that the SNR between 
the  source  and  the  relay  is  the  same  with  the  SNR 
between the relay and the destination and set N0=1. We 
also assume that the CSI (channel state information) at 
the destination is perfect. Fig. 2 shows the SNR of the 
MIF scheme in a two-hop parallel relay wireless network 
when K=2, after QPSK modulation, at BER = 10
-4. We 
can see that the MIF scheme can achieve around 1dB, 
2.4dB and 8.8dB SNR gain over the EF scheme, the DF 
scheme  and  the  AF  scheme,  respectively.  After  8PSK 
modulation,  at  BER=10
-4,  there  is  little  difference 
between the MIF and the EF scheme, which can achieve 
around 2dB and 6.8dB more gain over the DF and the AF 
scheme, respectively. In addition, in the low SNR region, 
the BER performance of the EF scheme is superior to the 
MIF, the DF and the AF scheme. From Fig. 3 we can see 
that when K=3, after either QPSK or 8PSK modulation, 
the MIF scheme always has better BER performance than 
the EF, the DF and the AF scheme. Comparing Fig. 2 
with  Fig.  3,  we  can  also  observe  that  the  BER 
performance  doesn’t  change  significantly  in  Rayleigh 
fading channels as the relays increase. 
The BER performance of the MIF scheme in Rayleigh 
fading channels when K=2 is shown in Fig. 4. The data 
rate  gradually  increases  with  the  increase  of  the 
modulation orders, whereas the reliability of each scheme 
is  significantly  reduced.  It  can  be  seen  that  the  MIF 
scheme based on BPSK has the best BER performance, 
but the validity of data transmission can’t be guaranteed. 
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Figure 4.   The BER performance of the MIF scheme in Rayleigh 
fading channels when K=2 
However, we all know that the CSI is not perfect in 
practice.  Then,  we  are  interested  in  investigating  the 
impact of channel estimation error on the MPSK symbol-
based SIF scheme. In this case, channel estimation at the 
destination has to be identified blindly. Hence, we model 
the estimated channel as [17]: 
  ˆ
e HH      (20) 
where  the  entries  of    are  independent  identically 
distributed  zero-mean  circularly  symmetric  complex 
Gaussian variables with unity variance and 
2
e   represents 
the variance of the channel estimate error. 
The effect of channel estimation error on the QPSK 
symbol-based  SIF  scheme  has  been  examined  and  the 
results are displayed in Fig. 5. We can see that for a two-
hop  parallel  relay  wireless  network  when  K=2,  after 
QPSK  modulation,  the  BER  performance  has  an  error 
variance 
2=0.1 e  . And we can get the conclusion that the 
impact of channel estimation error on the MPSK symbol-
based SIF scheme in high SNR region is larger than the 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1371
© 2014 ACADEMY PUBLISHERimpact  in  low  SNR  region.  In  addition,  the  erroneous 
channel estimation can lead to a BER performance lower 
bound contrary to the perfect CSI case shown in Fig. 5. 
This lower bound problem is serious when the SNR is 
very  large.  In  other  words,  the  impact  of  channel 
estimation error on the MPSK symbol-based SIF scheme 
increases as 
2
e   increases. 
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Figure 5.   The BER performance of channel estimation error on the 
QPSK symbol-based SIF scheme 
The  complexity  calculation  of  different  forwarding 
schemes at the relays can be regarded as a linear function 
of  L.  Table  1  lists  the  computation  of  different 
forwarding  schemes  in  any  moment,  which  consists  of 
real number multiplication (× ), addition (+), taking the 
maximum  value  (max),  the  exponent  (exp)  and  the 
logarithm (log). 
TABLE I.   CALCULATION COMPLEXITY COMPARISON OF 
DIFFERENT FORWARDING SCHEMES 
  AF  DF  EF  MIF 
×   4  24 L   39 L   38 L  
+  2  2 L   41 L   31 L  
max  -  1  -  1 
exp  -  -  L   L  
 
We assume that a complex multiplication is equivalent 
to  4  real  multiplications  and  2  real  additions  in  the 
analysis.  As  it’s  difficult  to  obtain  the  closed-form 
solution by using the definite integral during the process 
of calculating the mathematical expectation, and it needs 
a longer runtime to get the values, we can take advantage 
of  the  arithmetic  mean  instead  of  mathematical 
expectation  when  the  source  sequence  is  longer.  The 
received  symbols  at  the  relays  are  only  normalized  to 
amplified versions in the AF scheme, so the AF scheme 
involving  only  multiplication  and  addition  of  real 
numbers, has the lowest complexity and does not change 
as  the L  changes.  In general,  the  MIF scheme  has  the 
highest  algorithm  complexity  at  the  relays  and  the  EF 
scheme ranks second, both of which are much higher than 
the DF scheme. 
At the destination, formula (10), (14) and (17) explain 
that the DF, the EF and the MIF scheme have the same 
detection complexity, while formula (7) shows that the 
detection complexity of the AF scheme is much higher 
than the others. 
V.  CONCLUSION 
In this paper, we study the SIF scheme after MPSK 
modulation  for  the  two-hop  parallel  relay  wireless 
network  with  Rayleigh  fading  channels.  Simulation 
results show that when the user requires a higher data rate, 
after higher order modulation, the SIF scheme performs 
better than the AF and the DF scheme in terms of BER 
performance. In the low SNR region, the EF scheme is 
superior to the MIF scheme. While in the high SNR area, 
the MIF scheme is optimal. In addition, the modulation 
constellation  should  not  be  too  large,  which  not  only 
guarantee the validity of the data transmission, but also 
ensure the reliability. Due to the imperfect CSI in practice, 
the  impact  of  channel  estimation  error  on  the  MPSK 
symbol-based  SIF  scheme  increases  as  the  estimation 
accuracy of the CSI decreases. And there is large space 
for  improvement.  In  general,  the  proposed  scheme  has 
better  BER  performance  than  the  existing  memoryless 
forwarding scheme based on MPSK modulation, and it is 
more  practical  than  the  SIF  scheme  based  on  BPSK 
modulation. 
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Abstract—In  this  paper,  we  investigate  the  capacity  of 
spatially correlated, multiple-input–multiple-output (MIMO) 
channels in a 60 GHz indoor environment. We first derive 
the correlation coefficients between two antenna elements as 
a  function  of  the  antenna  spacing.  Then,  the  standard 
deviation  of  the  power  azimuth  spectrum  (PAS)  and  the 
mean angle of arrival (AOA) are obtained for the truncated 
Laplacian  model,  which is appropriate for  broadband  60 
GHz indoor channels. The  Triple Saleh-Valenzuela (TSV) 
model  is  considered  as  a  typical  for  these  channels.  The 
capacity of correlated MIMO channels for 60 GHz indoor 
environments  is  investigated  for  two  power  allocation 
schemes,  equal  and  water-filling.  It  is  shown  that  the 
capacity is affected by the spatial correlation , which varies 
according to the antenna spacing , PAS standard deviation 
and mean AOA. Finally, it is determined that when channel 
state information (CSI) is available at the transmitter, the 
correlated MIMO channel capacity with water-filling power 
allocation is greater than the capacity achieved with equal 
power allocation. 
 
Index Terms—MIMO; Channel Correlation; TSV Channel; 
60 GHz; Channel Capacity 
I.  INTRODUCTION 
The  increasing  demand  for  broadband  multimedia 
applications has created a significant need to increase the 
capacity of wireless networks. The required capacity will 
soon exceed that available with the current 2.4-2.5 and 
5.2-5.8 GHz frequency bands. Fortunately, an abundance 
of available spectrum around 60 GHz is available to meet 
these  needs.  As  a  consequence,  the  Federal 
Communications  Commission  (FCC)  has  allocated  the 
57-64 GHz band for general unlicensed applications [1]. 
In  recent  years,  multiple-input–multiple-output 
(MIMO) systems have emerged as a promising solution 
for optical and short range radio communication. The use 
of multiple transmit and receive antennas can potentially 
provide  a  large  improvement  in  spectral  efficiency  for 
wireless  communications  in  the  presence  of  multipath 
fading [2] [3]. 
It  is  known  that  scattering  is  a  limiting  factor  in 
uncorrelated  channels.  In  many  practical  situations, 
spatial correlation among the antenna elements exists due 
to poor scattering conditions. According to Foschini [4] 
and  Telatar  [5],  at  lower  frequencies,  a  rich  scattering 
environment  is  critical  to  producing  a  spatially 
uncorrelated  channel  conducive  to  multiplexing. 
However, for 60 GHz and above, multipath is attenuated 
by high reflection losses and thus cannot always provide 
an uncorrelated channel. Thus, propagation conditions at 
60 GHz are rather unfavourable for spatial multiplexing 
(SM). This non-rich scattering environment results in a 
relatively  high  spatial  correlation  which  is  known  to 
reduce the potential performance improvements with SM 
[6]. 
Most  of  the  works  on  MIMO  systems  make  the 
assumption  that  the  sub-channels  between  transmit 
antennas and receive antennas experience independently 
and identically distributed fading [7]. [8] points out that 
the  potential  capacity  of  MIMO  systems  suffers  from 
fading correlation between antennas, and that the effects 
of sub-channel correlation on the capacity are weakened 
when antenna subset selection is employed. In [9], when 
the channel is rank-deficient, it considers the capacity of 
MIMO  systems  with  transmit  antenna  selection  and 
showed that more capacity can be achieved  by using a 
subset of transmit antennas. [10] provides the exact BER 
of  MIMO  systems  with  transmit antenna  selection  in a 
spatially correlated fading channel. But they all focus on 
correlated flat fading channels at lower frequencies. This 
motivates the study of correlated MIMO systems in 60 
GHz indoor environments. 
The rest of the paper is organized as follows. Section II 
introduces  the  spatial  correlation  function,  and  the 
correlated MIMO system model is presented in Section 
III.  Section  IV  presents  the  correlated  MIMO  system 
capacity. Numerical results are given in Section V, and 
some conclusions are given in Section VI. 
II.  SPATIAL CORRELATION 
The  spatial  correlation  between  the  received  signals 
impinging  on  two  antenna  elements  has  been  studied 
extensively.  According  to  the  results  in  [11]  [12],  the 
correlation  coefficient  between  the  antenna  elements 
depends mainly  on the  power  azimuth  spectrum  (PAS) 
and the radiation pattern of the antenna elements. 
PAS is an important factor in determining the spatial 
correlation  between  antenna  elements.  Several  PAS 
models  have  been  derived  from  measurements  in 
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doi:10.4304/jnw.9.6.1374-1379different  channel  environments.  The  nth  power  of  a 
cosine function has been used to model the PAS in an 
outdoor channel [13]. The truncated Gaussian PAS model 
[14]  and  the  uniform  PAS  model  [15]  have  also  been 
introduced. The truncated Laplacian distribution [16] is 
the  best  fit  to  measurement  results  in  urban  and  rural 
areas. 
In this paper, the commonly employed linear antenna 
array  with  omni-directional  antenna  patterns  is 
considered to determine the spatial fading correlation. Fig. 
1 shows the antenna array model. 
We consider two adjacent antennas in the array a and b 
spaced a distance d apart. For received signals with mean 
AOA θ0, dsin(θ0) represents the average difference in the 
distance traveled, and the corresponding delay is given by 
ω0=(d/c)sin(θ0),where  c  is  the  speed  of  light.  The 
corresponding channel impulse responses are denoted as 
ha(θ) and hb(θ), respectively, where θ is the AoA of the 
received  signal.  The  spatial  correlation  of  the  received 
signals  with  mean  AOA  θ0  for  two  antenna  elements 
spaced a distance d apart is given by [17] 
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where p(θ) denotes the PAS, λ is the signal wavelength, 
the superscript * denotes conjugate. Re(d,θ) and Im(d,θ) 
represent the correlation of the real and imaginary parts 
of the signals, respectively [18]. 
In a 60 GHz indoor environment, a truncated Laplacian 
model  is  commonly  employed  for the  PAS  [19]  which 
has power distribution 
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where  σ  is  the  PAS  standard  deviation  [18].  The 
normalization factor η is given by 
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so that η can be expressed as 
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Substituting  (2)  and  (4)  into  (1)  gives  the  spatial 
correlation coefficients 
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where Jm() is the first-kind mth order Bessel function. 
Equations (5) and (6) show that the antenna spacing d, 
the mean AoA θ0 and the PAS standard deviation σ are 
factors  in  determining  the  spatial  correlation  between 
antenna elements. 
 
Figure 1.   The linear antenna array model 
III.  CORRELATED MIMO SYSTEM MODEL 
Because  of  the number  of  obstructions,  variations  in 
building  layout,  and  the  movement  of  people,  it  is 
difficult to model a specific 60 GHz indoor channel. To 
avoid  this  problem,  general  models  are  preferred  [20]. 
Based  on  clustering  in  both  the  temporal  and  spatial 
domains , the IEEE 802.15.3c Task Group has developed 
the Triple Saleh-Valenzuela (TSV) model [21]. The TSV 
model is the most widely accepted cluster based model 
for  60  GHz  indoor  channels.  The  complex  impulse 
response obtained using this model includes the time of 
arrival (TOA), AOA, and complex amplitude of each ray 
in the cluster. This impulse response can be expressed as 
[22] 
, , ,
11
( , ) ( ) ( ) ( ) ( )
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LOS k l l k l l k l
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The  first  part  of  (7)  is  the  line  of  sight  (LOS) 
component,  ʱLOS  is  the  complex  amplitude  of  LOS 
component, ʦ is the angle of arrival of LOS component. 
The  second  part  is  the  NLOS  component,  ʱk,l  is  the 
complex amplitude of each ray, Tl is the delay of the lth 
cluster, tk,l is the delay of the kth ray in the lth cluster, θl is 
the angle of arrival of the lth cluster, and θk,l is the angle 
of arrival of the kth ray in the lth cluster. The ray and 
cluster amplitudes follow a Poisson distribution and the 
angles follow a Laplacian distribution [23]. 
A broadband MIMO channel can be modeled as [24] 
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where Ap is the complex channel gain matrix for the pth 
path with delay τp. Here, A1 is the complex channel gain 
matrix for the LOS component. 
Considering an MR× MT uncorrelated MIMO system, 
i.e., with MT transmit antennas and MR receive antennas, 
the complex channel gain matrix Ap in (8) is given by 
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where β
(p)
m,n is the channel gain between the nth transmit 
antenna and the mth receive antenna for the pth path. 
Since the TSV model contains AOA information, (8) is 
not sufficient for this model. According to (7),(8), taking 
into  account  the  AOA  information,  the  uncorrelated 
MIMO channel for the TSV model is modeled as 
01
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where  A1  represents  the  LOS  component,  which  only 
contains the first path. ʦ is the AOA for the first path , Ap 
represents the NLOS component, ʦp is the AOA for the 
pth path of the NLOS component . 
The MIMO channels are typically not independent and 
identically  distributed  (i.i.d.)  due  to  poor  scattering 
conditions.  Rt  represents  the  correlation  matrix  for  the 
transmit antennas and Rr represents the correlation matrix 
for the receive antennas. The spatial correlation matrix is 
then given by [25] 
  tr R R R   (11) 
where    denotes the Kronecker product. 
According to (11), the root-power correlation matrix Γ 
is given by [17] 
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R
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Γ is a non-singular matrix which can be decomposed 
into a symmetric mapping matrix [26] 
 
T CC    (13) 
where C can be obtained by Cholesky decomposition or 
square-root decomposition, depending on whether Rt and 
Rr are complex or real matrices, respectively [27]. 
The uncorrelated MIMO channel gain matrix for the 
pth path can be represented by an (MT ×  MR) × 1 vector 
given by 
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The correlated MIMO channel gain matrix for the pth 
path AAp can be written as 
  pp AA C    (15) 
Substituting (15) into (10) gives the correlated MIMO 
channel for the TSV model. 
The received signal vector can be given by 
  Y HX W    (16) 
where Y is the received signal vector , H is the correlated 
MIMO channel for the TSV model , X is the transmitted 
signal  vector,  W  is  additive  complex  white  Gaussian 
noise  with  covariance  N0IN,  N0  is  the  power  spectral 
density  of  the  additive  noise  ,and  IN  is  the  MR  ×  MR 
identity matrix. 
IV.  CAPACITY OF SPATIALLY CORRELATED MIMO 
CHANNELS 
The  channel  correlation  is  closely  related  to  the 
capacity  of  the  MIMO  channels.  In  this  section,  the 
capacity  of  the  MIMO  channels  is  analyzed  when  the 
channel gains between the transmit and receive antennas 
are correlated. Two cases are considered corresponding to 
whether  or  not  the  channel  state  information  (CSI)  is 
known at the transmitter. 
A. Equal Power Allocation 
When the transmitter does not have any channel state 
information, the optimal strategy is to allocate the energy 
equally  among  all  transmit  antennas.  In  this  case,  the 
capacity in bits per second per Hz (bps/Hz) is given by 
[5] 
  2
0
log det
H x
EP MR
E
C I HH
MT N

   
  (17) 
where Ex is the energy of the transmitted signals, and IMR 
is the MR× MR identity matrix. The superscript H denotes 
conjugate and transpose. 
B. Water-filling Power Allocation 
When  CSI  is  available  at  the  transmitter,  antenna 
power can be allocated according to the water-filling (WF) 
scheme described in [28]. In this case, the capacity in bits 
per second per Hz (bps/Hz) is given by 
  2
0 0
log det 1
r
xi
WF i
i
E
C
MT N




       (18) 
where λi is the ith eigenvalue of HH
H, r is the number of 
the eigenvalues , and γi is the transmit power for the ith 
transmit antenna given by 
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where 
 
1
r
i
i
MT 

   (20)
 
μ is a constant. 
V.  PERFORMANCE RESULTS 
Fig. 2 presents the uncorrelated and correlated MIMO 
channel  capacity  for  the  equal  and  water-filling  power 
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varied  from  0  dB  to  20  dB.  We  assume  that  CSI  is 
available  at  the  transmitter.  As  expected,  for  a  given 
allocation  scheme,  the  uncorrelated  MIMO  channel 
capacity  is  higher  than  the  correlated  MIMO  channel 
capacity. For example, when SNR=8 dB, the uncorrelated 
MIMO  channel  capacity  with  EP  is  1.8  bps/Hz  higher 
than  the  correlated  MIMO  channel  capacity  with  EP. 
However, when the SNR is small, the correlated MIMO 
channel capacity with WF is larger than the uncorrelated 
MIMO channel capacity  with EP. This reflects the fact 
that allocating more transmit power to the better channel 
is more efficient than sharing it equally between antenna 
elements. As the SNR increases, the difference between 
the  MIMO  channel  capacity  with  WF  and the  capacity 
with EP decreases. In fact, for an SNR greater than 18 dB, 
the difference is negligible. Thus the capacity with a high 
SNR is not sensitive to the power allocation strategy. 
Fig. 3 shows the cumulative distribution function (CDF) 
of  the  channel  capacity  with  water-filling  power 
allocation  when  MT=MR=2.  Here,  we  investigate  the 
effect of antenna spacing. The SNR values considered are 
5, 10, 15 and 20 dB. The antenna  spacing  d  was  varied 
from λ to 2λ.When the SNR is fixed, the MIMO channel 
capacity  increases  significantly  as  d  increases.  For 
example, when SNR=5dB, CDF=0.4, the MIMO channel 
capacity increases from 4 bps/Hz to 6 bps/Hz .This can be 
explained by the fact that the spatial correlation decreases 
as  d  increases  from  λ  to  2λ.  In  addition,  the  channel 
capacity with  SNR=10  dB  and  d=λ  is smaller than the 
channel  capacity  with  SNR=5  dB  and  d=2λ,  the 
difference  is  1  bps/Hz.  As  the  SNR  increases,  the 
difference gradually decreases, which reflects the fact that 
when the SNR is low, the antenna spacing is a key factor 
affecting performance. 
Fig.  4  shows the CDF of  the  channel  capacity  with 
water-filling power allocation when MT=MR=2. Here, the 
effect of the mean AOA is examined.  The SNR values 
considered are 5, 10, 15 and 20 dB. The mean AOA θ0 was 
varied  from  10°   to  20° .  When  the  SNR  is  fixed,  the 
channel  capacity increases considerably as θ0  decreases. 
For example, when SNR=15 dB, CDF= 0.4, the MIMO 
channel  capacity  increases  from  7.5  bps/Hz  to  8.5 
bps/Hz .This can be explained by the fact that the spatial 
correlation increases as θ0 increases from 10°  to 20° . In 
addition,  when  the  SNR  is  greater  than  4.5  dB,  the 
channel capacity with SNR=10 dB and θ0=20°  is smaller 
than the capacity with SNR=5 dB and θ0=10° . When the 
SNR is greater than 10 dB, this difference is negligible. 
However,  the  channel  capacity  with  SNR=15  dB  and 
θ0=20°  is larger than the channel capacity with SNR=10 
dB and θ0=10° . It reflects the fact that when the SNR is 
low,  the  mean  AOA  has  a  significant  effect  on 
performance. 
Fig.  5  shows the CDF  of  the  channel  capacity  with 
water-filling power allocation when MT=MR=2. Here, the 
effect of the  PAS  standard  deviation  is  examined.  The 
SNR values considered are 5, 10, 15 and 20 dB. The PAS 
standard deviation σ was varied from 10°  to 25° . When 
the SNR is fixed, the channel capacity increases greatly as 
σ increases. For example, when SNR=10 dB, CDF = 0.4, 
the MIMO channel capacity increases from 5 bps/Hz to 6 
bps/Hz.This can be explained by the fact that the spatial 
correlation decreases as σ increases from 10°  to 25° . As 
the  SNR  increases,  as  expected,  the  channel  capacity 
increases, and the channel capacity when σ=25°  is larger 
than when σ=10° . 
 
Figure 2.   The uncorrelated and correlated MIMO channel capacity 
with equal and water-filling power allocation 
 
Figure 3.   The CDF of the correlated MIMO channel capacity with 
water-filling power allocation 
 
Figure 4.   The CDF of the correlated MIMO channel capacity with 
water-filling power allocation 
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Figure 5.   The CDF of the correlated MIMO channel capacity with 
water-filling power allocation 
VI.  CONCLUSIONS 
In this paper, the capacity of spatially correlated MIMO 
channels  was  investigated  in  a  60  GHz  indoor 
environment.  The  commonly  employed  linear  antenna 
array  with  omni-directional  antenna  patterns  was 
considered. The spatial fading correlation was examined 
and its effect on the capacity investigated. The correlation 
coefficient  between  two  antenna  elements  was  been 
derived  for  the  truncated  Laplacian  model,  which  is 
appropriate for 60 GHz indoor channels. This coefficient 
is  a  function  of  the  antenna  spacing,  PAS  standard 
deviation,  and  mean  angle  of  arrival  (AOA).  The  TSV 
model  was  used  as  is  typical.  The  correlated  MIMO 
channel  capacity  was  determined  for  the  equal  and 
water-filling power allocation schemes. Since the spatial 
correlation affects the capacity, the antenna spacing, PAS 
standard deviation and mean AOA should be optimized to 
maximize  capacity.  As  expected,  the  correlated  MIMO 
channel  capacity  is  larger  with  water-filling  power 
allocation than with equal power allocation. 
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Abstract—The data processed by intrusion detection systems 
usually  is  vague,  uncertainty,  imprecise  and  incomplete. 
Rough Set theory is one of the best methods to process this 
kind of data. But Rough Set theory can only process some 
discrete  data.  So  the  data  with  continuous  numerical 
attributes must be discretized before they are used.  Some 
current discretization algorithms are classified and reviewed 
in detail. The mathematical descriptions of the discretization 
problem  and  intrusion  detection  are  given  by  means  of 
Rough Set theory. By fusing Rough Set theory with entropy 
theory we propose a simple and fast discretization algorithm 
based  on  information  loss.  The  algorithm  is  applied  to 
different samples with the same attributes from KDDcup99 
and intrusion detection systems. The discretized data is used 
to reduce attributes so as to relieve the payload of intrusion 
detection systems.  The experimental results show that the 
proposed discretization algorithm is sensitive to the initial 
samples  only  for  part  of  all  condition  attributes.  But  the 
algorithm  dose  not  compromise  the  effect  of  intrusion 
detection and it improves the response performance of the 
intrusion detection model remarkably. 
 
Index  Terms—Rough  Set;  Discretization  Algorithm; 
Intrusion Detection; Information Entropy 
 
I.  INTRODUCTION 
As  one  of  the  most  effective  methods  to  process 
uncertainty, imprecise, incomplete and vague information, 
Rough Set theory is widely researched and applied since 
it  was  proposed  by  Z.  Pawlak  in  1982 [1].  Rough  Set 
theory is different from the traditional Fuzzy Set theory 
because its applications are not dependent on any prior 
knowledge.  This  theory  expresses  vagueness  not  by 
means  of  member  relationship  but  by  employing  the 
boundary region of a set, and it has been applied to many 
different  fields  such  as  machine  learning,  knowledge 
acquisition,  decision  analysis,  data  mining,  pattern 
recognition and risk assessments [1, 2]. Rough Set theory 
often  uses  decision  tables  to  describe  the  decision 
systems.  The  decision  table  generally  includes  some 
condition  attributes  and  classification  attributes.  The 
values of these attributes may be discrete or continuous. 
But Rough Set theory can only process some discrete data. 
So  before  Rough  Set  theory  is  used  the  continuous 
numerical attributes must be discretized. At the same time, 
by discretizing the complicated degree of some learning 
algorithms can be reduced effectively so as to speed up 
the  learning  process  and  to  improve  the  precision  of 
training and classification of some decision models. 
There exist many discretization algorithms so far. But 
these  algorithms  did not  consider the  sensitivity  of  the 
algorithms  to  the  initial  samples  during  discretizing 
process  and  the  affect  to  its  application  effect.  In  this 
paper  the  discretization  algorithms  of  the  continuous 
numerical attributes are reviewed and analyzed in detail. 
A  novel  discretization  algorithm  based  on  information 
loss  is  proposed  especially.  The  algorithm  is  used  to 
process the typical data from KDDcup99. The discretized 
data are  used  to reduce  some  dispensable  or redundant 
attributes  and  the reserved  attributes  are used  to  detect 
intrusions  by  an  intrusion  detection  model.  At  last  we 
justify  the  effect  of  the  proposed  discretization  and 
reduction algorithm by the experiments. 
The remainder of this paper is organized as follows. In 
section II, we simply review the current works done by 
other  researchers.  In  Section  III,  we  introduce 
mathematical description of the discretization problem. In 
Section IV, we give the formal description of intrusion 
detection based on Rough Set theory and justify that an 
intrusion  detection  system  is  equivalent  to  a  decision 
table.  In  Section  V,  we  propose  some  new  concepts: 
information loss and information gain. Then we propose a 
novel discretization algorithm based on information loss 
and an attribute reduction algorithm based on information 
gain.  In  section  VI,  we  use  some  typical  data  from 
KDDcup99 and make some experiments to analyze the 
performance  of  the  algorithms.  At  the  same  time  we 
propose an intrusion detection model based on SVM and 
apply the proposed algorithms to the model, then we test 
its application effect. The paper is concluded in Section 
VII with a summary. 
II.  RELATED WORKS 
Before  the  advent  of  Rough  Set  theory  the 
discretization  algorithms  had  been  researched  in  many 
fields.  Discretization  is  to  find  a  set  of  breakpoints  to 
partition the sample set into a small number of intervals 
that have good classification coherence, which is usually 
measured  by  an  evaluation  function.  An  ideal 
discretization method can also minimize the number of 
intervals  without  significant  loss  of  classification 
information  of  the  initial  samples.  Discretization  is 
performed  prior  to  the  learning  process  and  it  can  be 
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of  discrete  intervals  and  only  a  few  discretization 
algorithms perform this. The second step is to find the 
width, or the boundaries of the intervals given the range 
of values of a continuous attribute [3]. 
The discretization algorithms are usually divided into 
the  supervised  algorithms  and  the  non-supervised 
algorithms  [4].  The  non-supervised  algorithms  are 
independent  to  the  classification  attributes  of  samples. 
But  the  supervised  algorithms  depend  on  the 
classification  attributes  of  samples.  The  non-supervised 
algorithms  are  simple  and  fast  because  they  do  not 
concern the classification situation of samples. But before 
discretizing  continuous  attributes,  some  parameters  are 
usually set by the artificial experiences, which make these 
algorithms subjective in some extent. Otherwise, because 
the  non-supervised  algorithms  are  independent  to  the 
classification information of samples it is very difficult 
for the algorithms to get a good discretization effect. The 
supervised algorithms are more reasonable than the non-
supervised algorithms. The supervised algorithms utilize 
the classification information of samples to instruct the 
discretizing process, which makes discretizing effective. 
The  supervised  algorithms  include  many  concrete 
algorithms. They use information entropy (e.g. Patterson-
Niblett), statistics (e.g. ChiMerge), the correlation degree 
of the attribute classification(e.g. CAIM) and the k-means 
of clustering as their measure, respectively [5, 6, 7]. 
For the supervised discretization algorithms, one of the 
typical  algorithms  is  based  on  decision  tree  which  is 
proposed by Fayyad and Irani [8]. Supposed there are two 
attributes, one is a continuous numerical attribute X and 
another is a classification attribute C. The discretization 
algorithm  is  based  on  the  classification  information 
entropy of the samples. For the sample S of the attribute 
X, its values are divided into two parts: S1 and S2 by one 
breakpoint. We find one breakpoint T which makes the 
sum of the classification entropy for S1 and S2 get to the 
smallest.  Then  the  value  domain  of  the  attribute  X  is 
divided into two sub-intervals by the breakpoint T. The 
procedure  described  above  is  repeated  for  each  sub-
interval  until  the  ultimate  condition  is  satisfied.  This 
ultimate  condition  is  represented  by  the  Minimum 
Description Length (MDL). But it is difficult to get this 
length.  The  algorithm  only  chooses  a  breakpoint  each 
time  and  it  needs  more  time  to  discretize  the  whole 
sample set when there are many samples. 
Another typical supervised discretization algorithm is 
ChiMerge  algorithm  proposed  by  Kerber  [9].  This 
algorithm  uses 
2   testing  as  the  measure.  It  calculates 
the 
2   value  of  each  interval.  It  chooses  two  adjacent 
intervals  to  merge  each  time.  After  these  intervals  are 
merged the sum of their 
2   values is the smallest. Then 
the merging process is repeated until the 
2   value of all 
adjacent  intervals  is  less  than  the  preset  threshold. 
Because the algorithm merges two intervals each time its 
speed is also slow when there are many samples. 
For the non-supervised discretization algorithms, they 
often  use  the  equal-width-interval,  equal-frequency-
interval  or  clustering  method  to  partition  the  initial 
sample space [8]. These algorithms are simple and easy 
to be completed. But they do not consider the distribution 
of  samples  so  that  it  is  difficult  to  find  some  good 
breakpoints.  So  the  performance  of  these  discretization 
algorithms is usually unsatisfied. On the other hand, some 
non-supervised algorithms often use K-means clustering 
algorithms  to  discretize  the  continuous  numerical 
attributes.  But  these  algorithms  are  short  of  the  theory 
evidence because they use the Euclid distance to partition 
intervals. And it is difficult to define the best number of 
intervals  being  merged  each  time.  These  discretization 
algorithms may change the indistinguishing ability of the 
initial decision system because they do not consider the 
classification attributes. 
From  another  point  of  view,  the  discretization 
algorithms  include  two  approaches:  top-down  and 
bottom-up. For the top-down methods, the initial sample 
set  is  considered  as  one  big  interval  at  the  beginning. 
Then the best breakpoint is selected and this breakpoint 
partitions the whole interval into two sub-intervals. For 
each sub-interval, the process above is repeated until the 
whole  partitioned  sub-intervals  satisfy  some  ultimate 
conditions.  One  of  the  typical  algorithms  is  the 
discretization algorithm base on decision tree introduced 
above.  Otherwise  there  are  MDLP, CADD,  CAIM  and 
FCAIM. 
For  the  bottom-up  algorithms,  all  different  sample 
values  are  used  to  construct  the  initial  interval 
distribution. Then two adjacent intervals are chosen to be 
merged by means of some measure and a new interval 
distribution is generated. The merging process is repeated 
until  the  interval  distributions  satisfy  some  ultimate 
conditions. The typical algorithms are ChiMerge, Chi2, 
Modified Chi2, and Extended Chi2. 
Among all discretization algorithms introduced above, 
most of them perform an iterative greedy heuristic search 
in the candidate discretization space, using different types 
of  scoring  functions  as  their  measures  to  control  the 
discretizing  process  of  the  samples.  The  calculation  of 
these measures is usually complicated and it often needs 
more  time.  On  the  other  hand,  whichever  algorithm  is 
used it could result in information loss so that it would 
compromise  the  distinguishing  ability  of  the  decision 
system.  So  during  discretizing  the  information  loss 
should  be  avoided  or  reduced  to  the  least.  Hence  the 
information loss can be used as the measure to control 
discretizing process. 
III.  MATHEMATICAL DESCRIPTION OF THE 
DISCRETIZATION PROBLEM 
For Rough Set theory a knowledge description system 
is  usually  used  to  represent and  process  knowledge.  A 
knowledge description system S is a four-tuple: 
  ( , , , ) S U A V f    (1) 
where U is a non-empty and finite set called the universe. 
A is a non-empty set of attributes.  a
aA
VV 
∈
,  a V  is the 
value domain of the attribute a and V is the set of values 
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and it assigns a value to each attribute in a sample, which 
means  aA ∀ ∈ ,  xU ∀ ∈ ,  ( , ) a f x a V ∈ . 
The decision table is a special knowledge description 
system and the most decision problems are described by 
it.  For  a  decision  table  ( , , , ) S U A V f  ,  A C D  , 
CD .  12 { , ,...... } m C a a a   is  the  set  of  condition 
attributes.  {} Dd   is a set of decision attributes. d is the 
unique decision attribute among  D and it is also called 
the  classification  attribute.  For  aC ∀ ∈ ,  its  value 
domain  [ , ) a a a V l r R  ⊂  is supposed to be a real interval 
and R is the real number domain.  a p  is a partition of  a V . 
For a positive integer  a k , there exists a partition: 
  0 1 1 2 -1 {[ , ],[ , ],......,[ , ]}
aa
a a a a a a
a k k p c c c c c c    (2) 
where  0 1 2 -1 ......
aa
a a a a a
a k k a l c c c c c r         and 
0 1 1 2 -1 [ , ) [ , ) ...... [ , )
aa
a a a a a a
a k k V c c c c c c  . Then the values 
of  the  attribute  a  are  partitioned  into  a k  equivalent 
classifications, where  (1 )
a
ia c i k   is called a breakpoint 
of the attribute a in its value domain  a V . 
It is obvious that the discretizing goal is to partition the 
sample space and to get the best breakpoint set for each 
continuous  numerical  attribute.  Then  there  is 
1 ( , ) ( , ) [ , )
p
ii f x a i f x a c c  - ⇔ ∈ . This means each of the 
partitioned  sub-intervals  is  corresponding  to  a  discrete 
value.  After  discretizing  the  old  decision  table  will  be 
replaced with the new one and they should have the same 
distinguishable  ability,  which  means  that  during 
discretizing  the  information  amount  owned  by  the 
decision system should not be lost or its loss must get to 
the least. Hence the distinguishable ability of the decision 
system can be ensured. 
IV.  FORMAL DESCRIPTION TO INTRUSION DETECTION 
BASED ON ROUGH SET THEORY 
As shown by the equation 1, a knowledge description 
system  S  is  often  defined  as  a  four-tuple  by  means  of 
Rough  Set  theory.  The  decision  table  is  a  special  and 
important  knowledge  description  system,  and  most 
decision problems can be described by it. 
For an intrusion detection system (abbreviated to IDS 
simply), the procedure to detect intrusions is to judge the 
behaviors of the system by analyzing the acquired data 
from computers or Internet, which is corresponding to a 
decision  procedure.  The  data  which  are  processed  by 
intrusion  detection  systems  are  usually  rough,  vague, 
incomplete and imprecise. They generally include some 
different attributes and these attributes are equivalent to 
the condition attributes in a decision table. The detection 
results can be represented by an attribute whose value is 
true or false, which represents that the system is attacked 
or  normal  respectively.  This  attribute  is  a  Boolean 
variable and it is equivalent to the decision attribute in a 
decision  table.  From  analyzing above  we  can  conclude 
that an intrusion detection system can be represented by a 
decision table. Then we describe an intrusion detection 
system as a five-tuple: 
  ( , , , , ) S U C D V f     (3) 
where U  is a non-empty and finite set of the samples. C 
is a non-empty set of condition attributes and each sample 
in  U  is  an  instance  composed  of  the  values  of  all 
attributes in C. D is a classification attribute set and it 
consists only a decision attribute. Its value depend on the 
state of the detected system (attacked or normal). Because 
the states of the detected system are very complicated and 
network  attacks  are  various,  the  data  processed  by  an 
intrusion  detection  system  is  usually  some  high 
dimensional data and it includes many different condition 
attributes, which are continuous or discrete. In order to 
improve  the  response  performance  of  an  intrusion 
detection system the knowledge reduction is often used to 
reduce the dispensable or redundant condition attributes 
so  as  to  relieve  the  payload  of  the  intrusion  detection 
system. 
The  knowledge  reduction  means  to  delete  some 
dispensable  or  redundant  attributes  under  the 
circumstance of assuring the distinguishable ability of the 
decision  system.  For  a  condition  attribute  rC  ,  if 
({ }| ) ({ }| /{ }) p d C p d C r  ,  which  means  the  attribute 
r  does  not  affect  the  values  of  the  decision  attribute, 
whether it is used or not, then we consider the attribute r  
can be reduced. 
The  diagram  of  intrusion  detection  process  based  on 
Rough Set and attribute reduction is shown by Fig. 1. 
   
Continuous 
numerical 
attributes 
Discretization 
algorithm 
Discrete 
numerical 
attributes 
Attribute 
reduction 
Intrusion 
detection
model 
 
Figure 1.   The diagram of intrusion detection based on Rough Set and 
attribute reduction 
V.  DISCRETIZATION ALGORITHM BASED ON 
INFORMATION LOSS AND ATTRIBUTE REDUCTION 
A. The Discretization Algorithm Based on Information 
Loss 
As  described  above,  for  the  bottom-up  method,  the 
discretization  of  continuous  numerical  attributes  is  to 
select  some  adjacent  sub-intervals  according  to  some 
measure and merge them until the ultimate condition is 
satisfied. 
Supposed that S is the sample set and X is a condition 
attribute, S is sorted by ascending order according to the 
values  of  the  attribute  X.  The  sorted  result  is 
12 , ,......, n x x x ,  The  initial  interval  distribution 
12 , ,......, n I I I  are constructed as follows: 
 
2 3 -1 1 2 1 2
1 [ , ),[ , ),......,[ , ]
2 2 2 2
nn
n
x x x x x x x x
xx
 
(4) 
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the values of the attribute X for all samples are different 
the  number  of  the  initial  intervals  is  the  same  as  the 
number of the samples. 
Next  step  is  to  select  some  adjacent  intervals  and 
merge them according to some measure until the ultimate 
condition is satisfied. After discretizing each interval is 
corresponding to a discrete value. The discretization of 
continuous numerical attributes is completed. 
In order to speed up interval merging process, for the 
initial  interval  distribution  12 , ,......, n I I I ,  some  adjacent 
intervals are merged if their classification attributes have 
the same value. Then the number of the initial intervals is 
reduced  so  as  to  facilitate  the  following  merging 
procedure. 
Supposed m(2 mn  ) adjacent intervals are chosen 
to be merged each time. It is very obvious that there exist 
many such intervals. Then which adjacent intervals are 
chosen  to  be  merged?  Next  we  define  an  important 
concept:  information  loss,  and  this  concept  is  used  to 
describe  the  loss  of  the  information  entropy  generated 
during interval merging. The information loss is used as 
the measure to choose some adjacent intervals to merge. 
Supposed  we  choose  m  adjacent  intervals 
12 , ,......, p p p m I I I     each  time and  merge these  intervals 
into an interval  I . The classification information entropy 
before interval merging is defined as follows: 
  12
1
||
( , ,......, ) ( )
||
m
pi
p p p m p i
i
I
E I I I E I
I

   

   (5) 
where || pi I   is the number of the samples and for these 
samples the values of their attribute X are in the interval 
pi I  ,  || I  is  the  number  of  the  samples  and  for  these 
samples the values of their attribute X are in the interval 
I ,  () pi EI  is  the  classification  information  entropy  of 
the  interval  pi I  .  After  these  adjacent  intervals  are 
merged into the interval  I , the classification information 
entropy of the interval  I  is calculated as follows: 
 
1 1
( ) ( ) - ( , )log ( , )
m k
p i i i
i i
E I E I p D I p D I 
 
 ∑   (6) 
where  ( , ) i p D I  is  the  ratio  between  the  number  of  the 
samples which classification attribute values is equal to 
i D  and the total number of the samples in the interval  I . 
After interval merging the information loss is defined as 
follows [7, 10, 11]: 
  12 _ ( )- ( , ,......, ) p p p m Infor Loss E I E I I I        (7) 
It is obvious that the discretization effect is better when 
the information loss generated during interval merging is 
less. Then the information loss is used as the measure to 
choose some adjacent intervals to merge. The procedure 
of  interval  merging  is  being  repeated  until  the 
information loss of the current step is bigger than k times 
of the last step. k is an integer dependent on the user’s 
definition,  e.g.  2  or  3.  Based  on  describing  above  the 
discretization  algorithm  base  on  information  loss  is 
described as follows: 
 
************************************** 
The discretization algorithm based on information loss 
************************************** 
The discretization algorithm( ) 
Input: the sample set  S  with the continuous numerical attribute X 
and  the  classification  attribute  D,  the  interval  number  being  merged 
each time: m and an integer k. 
Output: the sample set  S  with the discrete numerical attribute X and 
the classification attribute D. 
Begin 
step1: sort the sample  S  by ascending order according to the values 
of the attribute X. 
step2:  generate  the  initial  interval  distribution  according  to  the 
equation 4 and merge some adjacent intervals with the same value of the 
classification  attributes  into  an  interval,  get  the  initial  interval 
distribution  12 , ,......, n I I I . 
step3: according to the equation 5, 6 and 7, calculate the information 
loss of each m adjacent intervals. 
step4:  choose  one  adjacent  intervals  to  merge,  which  information 
loss is the least, hence get a new interval distribution. 
step5: if the information loss of the current step is less than k times 
of the last step, go to step3; 
step6:  discretize  the  value  of  the  attribute  X  and  let  the  interval 
[ , ) ab  or [ , ] ab  equal to  int(( )/2) ab  , then we get the new sample set: 
S ; 
step7: output the discretized sample set  S . 
End 
B. The Attribute Reduction for Rough Data 
On the basis of the discretization algorithm described 
above we use the discretized data to reduce attributes and 
apply  these reduced  attributes  to  an  intrusion  detection 
system. Hence we can justify the application effect of the 
proposed discretization algorithm. On the other hand, the 
reduction of redundant attributes can eliminate the noise 
of the samples effectively and decrease the amount of the 
data  processed  by  intrusion  detection  systems  so  as  to 
improve the distinguishing ability and performance of the 
systems [12, 13]. 
In  order  to  reduce  attributes  we  propose  another 
important concept: information gain. This concept is also 
used  to  justify  the  robustness  of  the  proposed 
discretization algorithm. 
Supposed S is the sample set, its classification attribute 
D has k different values and the i
th classification value is 
denoted  with  i D ,  the  classification  information  entropy 
of  the  sample  set  S  is  denoted  with  () ES .  () ES  is 
calculated as follows: 
 
1
( ) - ( , )log ( , )
k
ii
i
E S p D S p D S

 ∑    (8) 
where  ( , ) i p D S  is  the ratio  between  the number  of  the 
samples  which  classification  attribute  value  is  equal  to 
i D  and the total number of the samples in S [14, 15]. 
Supposed X is a condition attribute in the sample space 
S,  XC  , X is used to partition S into n sub-spaces and 
these sub-spaces do not intersect, which means 
1
n
i
i
SS

 , 
ij SS  (ij  ),  i S  is defined as follows: 
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where  () value X  is the set of all values for the attribute X. 
After the sample space S is partitioned by the attribute X 
the  classification  information  entropy  is  denoted  with 
( , ) E X S .  ( , ) E X S  is defined as fellows: 
 
1
||
( , ) ( )
||
n
i
i
i
S
E X S E S
S 
   (10) 
where  () i ES  is the classification information entropy of 
the sub-space  i S . 
The information gain of the condition attribute X for 
the sample space S is denoted with  ( , ) IG X S .  ( , ) IG X S  
is defined as fellows: 
  ( , ) ( )- ( , ) IG X S E S E X S     (11) 
According  to  the  equations  8,  10  and  11,  the 
information gain of each continuous numerical attribute 
for the sample space will be calculated. On the view of 
information  theory,  the  information  gain  ( , ) IG X S  
represents  the  contribution  of  the  attribute  X  to  the 
classification ability of the decision system. It is obvious 
when the amount of the samples is enough the different 
sample  sub-space  should  have  the  same  or  similar 
contributions to the classification ability of the decision 
system for a continuous numerical attribute. It also states 
when the attribute is discretized on the different sample 
sub-space  by  a robust  algorithm the  gotten information 
gain  should  keep  similar  and  does  not  change  bitterly. 
Next we use the information gain of each attribute as the 
measure  to  reduce  some  attributes  which  have  less 
contribution  to  the  decision  system  and  propose  an 
attribute reduction algorithm based on information gain. 
This algorithm is described as follows: 
 
************************************** 
The attribute reduction algorithm based on information gain 
************************************** 
The attribute reduction algorithm( ) 
Input1: the sample set  S  with the condition attribute set  A  and the 
classification attribute set  D  
Input2: the preset threshold: TH 
Output: the reduced condition attribute set  A  
Begin 
step1: let  A. 
step2:  for  XA  ,  calculate  ( , ) IG X S  of  the  attribute X  
according to the equation 8, 10, and 11. 
step3: let  /{ } A A X  . 
step4: if  ( , ) IG X S > TH, then let  {} A A X  . 
step5: if  A goto step2. 
step6: output  A . 
End 
VI.  THE EXPERIMENTS AND ANALYSIS 
In order to test the effect of the proposed discretization 
and  attribute  reduction  algorithm  a  lot  of  experiments 
have been made. The goal of the experiments is to justify 
the robustness of the algorithm and its application effect 
to intrusion detection. 
During the experiments a novel IDS model based on 
SVM is proposed [16, 17, 18], as shown in Fig. 2. The 
model  uses  SVM  as  the  classifier  to  detect  network 
intrusions. At first we choose randomly some data from 
KDDcup99  to  train  the  proposed  intrusion  detection 
model so that we can find the best super plane used to 
classify.  Then  we  choose  other  samples  to  test  the 
performance of the detection model and the effect of the 
proposed discretization algorithm. Before the samples are 
sent to the detection model they must be filtered by the 
reduction  of  attributes  so  as  to  eliminate  the  noise  or 
redundant data. Hence the payload of the detection model 
can also be reduced effectively. 
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Figure 2.   The diagram of the intrusion detection model based on SVM 
During the experiments a computer with T2450 CPU, 
2.0GHz main frequency, 2G inner memory and 80G hard 
disk is used. The developing software is Visual C++6.0. 
The intrusion detection data: KDDcup99 is used as the 
processed objects. Because the amount of KDDcup99 is 
very massive we only use its 10%, which includes about 
494021  records.  Each  record  includes  41  condition 
attributes and 1 classification attribute. The values of the 
classification attribute are divided into 5 classes: Normal, 
DOS,  Probing,  R2L  and  U2R.  41  condition  attributes 
include 34 numerical attributes and 7 symbol attributes. 
By analyzing all condition attributes we find the values of 
all  symbol  attributes  and  the  values  of  13  attributes 
among  34  numerical  attributes  are  very  limited,  we 
consider  they  are  discrete.  So  they  are  classified  as 
discrete attributes. The detail distribution situation of all 
condition attributes is shown by TABLE I. Next we begin 
from  21  continuous  numerical  attributes  to  discuss  the 
performance of the proposed discretization algorithm. 
In  order  to  judge  whether  the  proposed  algorithm  is 
sensitive to the initial samples and it affects the decision 
system,  we  use  information  gain  generated  from  the 
equations 8, 10 and 11 as the measure. 
TABLE I.   THE DISTRIBUTION SITUATION OF THE CONDITION 
ATTRIBUTES 
The type of condition attributes 
The  number  of  condition 
attributes 
Symbol condition attributes  2, 3, 4, 7, 12, 21, 22 
Discrete condition attributes  8, 9, 11, 13, 14, 15, 16, 17, 18, 
19, 20, 25, 26 
Continuous condition attributes 
1, 5, 6, 10, 23, 24, 27, 28, 29, 30, 
31, 32, 33, 34, 35, 36, 37, 38, 39, 
40, 41 
 
Because  the  amount  of  the  initial  samples  is  about 
494021 records and it is so massive that we select 9 data 
1384 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHERsets  from  KDDcup99 randomly  during the  experiments 
and  each  set includes about  30000 records. In  order  to 
speed up the discretizing procedure 3 adjacent intervals 
are  merged  each  time(m=3).  Another parameter k is  2. 
The discretizing situation for one of 9 data sets is shown 
in TABLE II and TABLE III. These tables list the change 
situation of the breakpoint amount for some continuous 
condition attributes. We can see the remarkable change of 
the breakpoint amount. Then the information gain of each 
attribute  on  the  different  sample  sets  is  calculated.  In 
order to compare these information gains on the different 
sample sets the equation 12 is used to normalize them. 
The equation 12 is defined as follows: 
 
( , )- ( , )
( , )
( , )- ( , )
YA
Y A Y A
IG X S MinIG Y S
IG X S
MaxIG Y S MinIG Y S

∈
∈ ∈
  (12) 
TABLE II.   THE CHANGE SITUATION OF THE BREAKPOINT AMOUNT 
FOR SOME CONDITION ATTRIBUTES 
The  number 
of  condition 
attributes 
1  5  6  23  24  27  28  29 
The  amount 
of  initial 
breakpoints 
430  1218  3244  396  274  57  27  72 
The  amount 
of discretized 
breakpoints 
34  67  31  186  119  26  13  46 
TABLE III.   THE CHANGE SITUATION OF THE BREAKPOINT AMOUNT 
FOR SOME CONDITION ATTRIBUTES 
The  number 
of  condition 
attributes 
32  33  34  35  36  37  38  40 
The  amount 
of  initial 
breakpoints 
256  256  101  96  101  50  58  100 
The  amount 
of discretized 
breakpoints 
117  151  68  69  77  31  43  85 
 
During discretizing we find that the information gain 
of 6 attributes among 21 continuous condition attributes 
keep  steady.  Only  the  information  gain  of  other  15 
condition attributes occur to change. Fig. 3, 4 and 5 show 
the  change  situation  of  the  information  gains  for  15 
numerical attributes on the different sample sets. We can 
conclude from these figures that the information gains of 
the  attributes  1,  5,  23,  29,  32,  33,  34,  36,  40  change 
smoothly and this states that the algorithm is not sensitive 
to  the  sample  data  for  these  attributes.  But  the 
information gains of other attributes change bitterly and 
specially for the attributes 6, 24, 30, 35, 38. Except for 
the  attributes  35  and  38  the  information  gains  of  other 
several attributes become smooth soon after they occur to 
change. 
On the basis of the proposed discretization algorithm 
we  use  the  attribute  reduction  algorithm  based  on 
information gain to reduce the dispensable or redundant 
attributes. We select 3 sample sets from 494021 records 
randomly. These sample sets include 49400, 41000, and 
34500  records  respectively.  When  these  records  are 
selected we assure that the intersection of these sets is the 
smallest so as to enhance the adaptability of the reduction 
algorithm. Then we calculate the information gain of all 
attributes by the equations 8, 10 and 11. 
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Figure 3.   The change situation of the information gain for some 
condition attributes on different sample sets 
0.00
0.20
0.40
0.60
0.80
1.00
1.20
data1 data3 data5 data7 data9 data11 data13 data15 data17
Data Set
I
n
f
o
r
m
a
t
i
o
n
 
G
a
i
n
29
30
32
33
34
 
Figure 4.   The change situation of the information gain for some 
condition attributes on different sample sets 
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Figure 5.   The change situation of the information gain for some 
condition attributes on different sample sets 
In  order  to  compare  these  information  gains  from 
different  sample  sets  they  must  be  normalized  by  the 
equation 12. For the sample set with 41000 records the 
distribution  situation  of  the  information  gains  for  each 
condition  attributes  is  shown  in  Fig.  6.  The  threshold 
value TH is set to 0.6. If two or more of the information 
gains of one condition attribute for 3 data sets is bigger 
than 0.6 this condition attribute is reserved, otherwise the 
attribute  is  reduced.  The  reduction  result  is  that  11 
condition attributes are reserved, as shown in TABLE IV. 
In  order to  assure the  completeness  of  the  samples the 
amount  of  the  reduced  condition  attributes  must  be 
controlled lest some indispensable condition attributes are 
reduced.  This  can  be  assured  by  choosing  a  right 
threshold value flexibly. The reduction of the condition 
attributes is finished before training so it does not affect 
the speed of the intrusion detection model. 
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Figure 6.   The distribution situation of the information gain for each 
condition attribute in the sample set with 41000 records 
TABLE IV.   THE DISTRIBUTION SITUATION OF THE CONDITION 
ATTRIBUTES AFTER REDUCTION 
Items  The number of condition attributes 
The reserved 
attributes  2, 3, 4, 5, 23, 24, 29, 32, 33, 34, 36 
The  reduced 
attributes 
1, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 
20, 21, 22, 25, 26, 27, 28, 30, 31, 35, 37, 38, 39, 
40, 41 
TABLE V.   THE DISTRIBUTION SITUATION OF THE ATTACK TYPES 
IN EACH GROUP SAMPLE 
The attack types  The amount of attack types for each group 
Normal  1985 
DOS  7986 
Probing  82 
R2L  27 
U2R  4 
TABLE VI.   THE COMPARISON OF THE PROPOSED DISCRETIZATION 
ALGORITHM WITH OTHER RELATED ALGORITHMS 
Algorithm 
types  
The 
definition 
of  the 
ultimate 
condition 
The 
amount 
of 
merged 
intervals 
each time  
The 
discretizing 
speed  for 
massive 
samples 
The 
algorithm 
completing 
The 
proposed 
algorithm 
simple  2  fast  simple 
Fayyad 
and Irani’s 
algorithm 
complex  2  slow  complex 
ChiMerge   complex  2  slow  complex 
 
After reducing the condition attributes, we use all 41 
condition attributes and 11 reserved condition attributes 
to  construct  two  detection  models  based  on  SVM, 
respectively. Before  we  train  and  test these  models  we 
divide  494021  records  into  49  groups  and  each  group 
includes 10084 records except the last group. When we 
divide the initial records we choose each group to keep 
the  distribution  of  the  amount  of  different  attack types 
similar to the total samples. The amount of all kinds of 
attacks for each group is shown in TABLE V. We select 
10 groups randomly as the training data and another 10 
groups  as  the  testing  data,  respectively.  After  two 
different models are trained they are used to process the 
testing data. For two models the detection ratio gets to 
99.26 and 98.57 for DOS, 99.81 and 99.19 for probing, 
99.97  and  99.74  or  so  for  U2R  and  R2L, respectively. 
The  detection  speed  for  different  types  of  attacks  is 
commonly  increased  by  three  times  and  even  higher. 
Although two models include some condition attributes 
sensitive to the initial samples the detection ratio of these 
models  almost  keeps  steady.  So  the  proposed 
discretization  algorithm  is  robust  and  it  is  superior  to 
other  algorithms  (as  shown  in  TABLE  VI).  It  can  be 
applied to such decision systems as intrusion detection. 
VII.  CONCLUSION 
When Rough Set theory is applied the discretization of 
continuous  numerical  attributes  is  one  of  the  most 
important steps. It is proved for discretizing to be a NP-
hard  problem  and  it  is  impossible  to  get  the  optimal 
solution.  In  this  paper,  at  first  we  review  the  current 
discretization algorithms and analyze their characteristics. 
Then we propose a novel discretization algorithm based 
on information loss and make a lot of experiments to test 
the  sensitivity  of  the  proposed  algorithm  to  the  initial 
samples.  We  also  propose  a  fast  attribute  reduction 
algorithm  based  on  information  gain.  These  algorithms 
are  simple  and  they  can  be  completed  easily.  The 
experimental  results  justify  that  although  the  proposed 
discretization algorithm is sensitive to the initial samples 
for part of all condition attributes, it does not compromise 
its  application  effect,  but  it  improves  the  response 
performance  of  the  intrusion  detection  models.  So  the 
proposed  discretization  algorithm  can  be  effectively 
applied to such decision systems as intrusion detection. 
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Abstract—Providing  per  node  throughput  fairness  is  an 
important challenge for Wireless Mesh Networks (WMNs) 
in  order  to  achieve  serviceability  of  the  entire  system. 
However,  existing  protocols  provide  poor  performance 
results for nodes located more than one hop away from the 
gateways when the network load increases. In some cases, 
single-hop nodes dominate the network causing throughput 
starvations to multi-hop nodes. In this paper, we propose a 
novel  and  efficient  Mesh  Fairness  Algorithm  (MFA)  to 
provide per node throughput fairness with very simple-state 
information  that  considers  the  packets’  owners  and  the 
parents activity. Our key techniques for MAC coordination 
is  that  each  node  adjust  its  backoff  counter  based  on 
activities of its parent and children. Additionally, we utilize 
scheduling  model  to  establish  a  benchmark  and  compare 
our result with the developed benchmark. The simulation 
results indicate that the MFA provides per node throughput 
fairness in a single-branch of mesh networks with a small 
amount  of  network  throughput  degradation  and  packet 
overhead. 
 
Index  Terms—Wireless  Mesh  Networks;  Fairness; 
Throughput 
 
I.  INTRODUCTION 
Wireless  Mesh  Networks  (WMNs)  [1],  [2],  [3] have 
received  significant attention  these  days  since  they  can 
provide  robust  and  reliable  wireless  broadband  service 
access. Further, the WMNs do not require huge upfront 
investment and they can be deployed incrementally, one 
node at a time. The WMNs have board application such 
as  broadband  home  networking,  community  and 
neighborhood  networks,  enterprise  networking,  disaster 
areas,  military  application,  security  surveillance,  outer 
space  and  medical  systems  [3].  Similar  to  ad  hoc 
networks, each node in the WMNs operates not only as a 
host  but  also  as  a  router  which  forwards  packets  from 
other  nodes.  However,  the  main  difference  between  a 
WMN and an ad hoc network is the traffic pattern. In the 
WMNs,  all  the  traffic  is  either  to  or  from  a  gateway 
which  connects  the  WMNs  to  the  Internet  (community 
and neighborhood networks) or a control center (disaster 
areas, military application, and security surveillance). On 
the other hand, the traffic flows between arbitrary pairs of 
nodes  in  ad  hoc  networks.  Although  all  the  required 
networking  protocols  to  implement  the  WMS  are 
available  in  the  form  of  ad  hoc  networks,  significant 
research  efforts  are  still  needed  before  the  WMNs  can 
reach  their  full  potential  due  to  scalability  of  ad  hoc 
routing and MAC protocols, throughput degradation as a 
result of multi-hop forwarding, and hidden terminals [3], 
[4].  
Utilizing WMNs for broadband home networking, and 
community and neighborhood networks can significantly 
increase  throughput  of  individual  home  or  public  “hot 
spots.” Although commercial wireless LANs can achieve 
throughputs up to 800 Mb/sec, for residences and public 
places, throughputs remain dismally slower due to slow 
wired backhaul connections in the range of hundreds of 
kbps to lower tens of Mbps as provided by DSL or cable 
modems. Higher-speed wireline backhaul for residences 
and  “hot  spots”  can  technically  be  achievable; 
unfortunately it is not economically feasible to match the 
capacity of the backhaul link to that of the wireless LAN. 
WMN can be utilized to provide high-speed and low-cost 
Internet access for residences and public places such as a 
metropolitan  network  operations  center  or  a  university 
[25, 26]. 
In the WMNs, achieving per node throughput fairness 
in case of ad hoc deployment or per Transit Access Point 
(TAP) [5] is very important in order to have successful 
WMNs'  deployment  for  residences  and  public  places. 
However, existing protocols result in poor performance, 
severe unfairness, and in some cases, starvation, for users 
located more than one hop away from the gateways when 
networks load increases  [4],  [5].  Consider the  “parking 
lot”  scenario  depicted  in  Fig.  1  which  is  utilized  in 
Reference [5]. This scenario represents a single-branch in 
the access tree of the Wireless Mesh Networks with data 
rate  1Mbps.  We  assume  that  each  branch  uses  an 
orthogonal frequency such that they do not interfere with 
each  other.  Therefore,  the  results  obtained  for  a  single 
branch  represent  system-wide  behavior  [5].  We  run  a 
simple  experiment  in  which  each  node  generates  CBR 
traffic with the same data rate and the IEEE 802.11 MAC 
protocol  with the  four-way  hand-shaking mechanism is 
deployed. As shown in Fig. 2 (a), each node achieves the 
same throughput when the data rate of each node is up to 
120kbps. Then, the node 1, the closest to the Gateway, 
dominates the throughput and achieves up to 66.11% of 
the  total throughput  while node  3,  the  furthest,  gets as 
low as 1.11%. Furthermore, when the data rate of each 
node  increases,  overall  network  throughput  increases 
until the date rate of 250kbps per node as shown in Fig. 2 
(b).  However,  after  this  point,  the  network  throughput 
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Figure 1.   Parking lot scenario 
 
(a) Throughput of Individual Mesh Router 
 
(b) Network Throughput 
Figure 2.   Performance of IEEE 802.11 under Single-Branch mesh 
network 
In this paper,  we  first develop  a  novel  and  efficient 
layer  2  fairness  algorithm,  namely  Mesh  Fairness 
Algorithm  (MFA),  to  provide  per  node  throughput 
fairness  in  a  single-branch  with  a  simple-state  that 
considers the packets’ owners and the parent’s activity. In 
this  algorithm,  we  employ  three  different  strategies  to 
achieve  throughput  fairness  in  the  Mesh  networks:  1) 
two-levels  of  queues  in  the  MAC  layer,  2)  local 
coordination  among  parents  and  their  children,  and  3) 
different  contention  window  size  (Ws)  for  different 
packets  and  nodes.  Second,  we  explore  the  effect  of 
design  space  on  the  performance  of  our  mechanism. 
Finally,  we  run  extensive  simulation  to  evaluate  the 
performance of the MFA and compare the results with the 
TAP Fairness Reference Model, presented in [5].  
The MFA provides  fairness among mesh nodes with 
optimal  setting  which  requires  the  knowledge  of  the 
number of nodes in the single-branch. However, when the 
contention window size is set less than optimal values, 
the  MFA  does  not  achieve  fairness  while  bigger 
contention  window  sizes  cause  the  network  throughput 
degradation.  One  of  the  advantages  of  wireless  mesh 
networks is that they can be deployed incrementally, one 
node at a time. However, the MFA with commonly used 
First In First Out (FIFO) queue requires the change of its 
design  parameters  whenever  the  number  of  nodes 
increases or decreases. In order to eliminate this problem, 
we  replace  FIFO  queue  with  Last  In  First  Out  (LIFO) 
queue. With the new queuing, the MFA provides fairness 
regardless of the number of nodes when the contention 
window size is set to 16. To achieve local coordination, 
the  MFA  requires  nodes  to  transmit  a  dummy  packet 
when they do not have any packet to transmit. However, 
in  the  worst  case,  the  dummy  packet  causes  only  1% 
network throughput reduction. When compared with the 
IEEE  802.11  MAC,  the  MFA  provides  throughput 
fairness while the IEEE 802.11 MAC favors the single-
hop  nodes  and  starves  the  multi-hop  nodes.  The  MFA 
achieves  25kbps  (6.7%)  more network  throughput  even 
though  the  IEEE  802.11  favors  the  single-hop  node. 
When  we  compare  the  MFA  with  the  TAP  reference 
model, the MFA provides 80% of the network throughput 
of the TAP reference model. As pointed out in Reference 
[5], the TAP reference model requires perfect knowledge 
of network loads, collision-free scheduling, and network-
wide  synchronization.  As  mentioned  in  Reference  [5], 
this  discrepancy  occurs  due  to  imperfect  media  access 
and collisions, and 70% to 85% the network throughput is 
in  the  range  of  the  maximum  achievable  by  the  IEEE 
802.11 as indicated by models and simulation studies. 
The remainder of this paper is organized as follows. In 
Section 2, we review the related work. We present the 
Mesh Fairness Algorithm in Section 3. In Section 4, we 
present the simulation results of the MFA and compare 
with  the  TAP  Fairness  Reference  Model.  Finally,  we 
conclude in Section 5. 
II.  RELATED WORK 
Achieving  fairness  in  ad  hoc  networks  has  received 
significant attention. While References [6] [7] [8] aim at 
implementing max-min fairness, References [9] [10] [11] 
[12]  address  proportional  fairness.  For  multi-hop 
Wireless  Mesh  Networks  (WMNs),  there  are  multiple 
possible ways to achieve fairness. One could extend max-
min fairness to multiple resources [13] as targeted in the 
ATM  fairness  literature  or  modify  TCP  to  achieve 
proportional fairness similar to ad hoc network solutions 
[14] [15] [16].  
In this paper, we utilize a layer 2 scheduling algorithm 
to  achieve  per  Mesh  Router  fairness.  Fairness  in  the 
WMN  is  addressed  in  terms  of  capacity  calculation  as 
well as scheduling design. For capacity calculation, Jun 
and  Sichitiu  [4]  have  investigated  various  queuing 
schemes for multi-hop wireless networks and examined 
the  fairness  and  the  throughput  performance  of  each 
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obtained  an  upper  bound.  However,  the  upper  bound 
underestimates the capacity because they did not consider 
spatial reuse inside collision domains. Furthermore, they 
considered a  single  bottleneck  collision  domain  for the 
entire  network,  reducing  the  efficiency  of  network 
resources utilization. Aoun and Boutaba [17] proposed an 
algorithm  for  max-min  capacity  calculation  which  is 
formulated  by  means  of  collision  domains.  In addition, 
they  showed  how  to  calculate  the  effective  load  of 
collision  domains,  assuming  the  IEEE  802.11  as  the 
MAC protocol. 
Bejerano, Han and Li [18] propose an algorithm that 
determines the user-AP associations that ensure max-min 
fair  bandwidth  allocation.  They  study  the  association 
control  problem  and  consider  bandwidth  constraints  of 
both the wireless and backhaul links. Their formulation of 
the  problem  indicates  the  strong  correlation  between 
fairness and load balancing, which allows for the usage of 
load balancing techniques to obtain a near optimal max-
min fair bandwidth allocation. Since this problem is NP-
hard,  they  present  algorithms  that  achieve  a  constant-
factor approximate max-min fair bandwidth allocation.  
Salem and Hubaux [19] propose a collision-free per-
client  fair  scheduling  mechanism  that  optimizes  the 
bandwidth  utilization  in  the  mesh  networks.  The 
algorithm utilizes a Spatial TDMA approach based on the 
link-based transmission rights assignment rather than the 
node-based assignment. Similarly, Han, Jia and Lin [20] 
proposed  a  collision-free  centralized  scheduling 
algorithm  that  utilizes  transmission-tree  and  considers 
some  important  performance  metrics,  such  as  fairness, 
channel  utilization  and  transmission  delay.  Narlikar, 
Wilfong and Zhang [27] propose a general link activation 
framework  that  mitigates  interference  given  a  TDMA 
physical  layer,  so  that  any  wireline  scheduler  can  be 
applied  locally  at  the  nodes  of  a  wireless  multihop 
backhaul;  the  framework  efficiently  maps  end-to-end 
wireline  delay  guarantees  to  the  wireless  setting.  Cao, 
Raghunathan,  and  Kumar  [28]  defined  a  new  fairness 
model  where  the  notion  of  fairness  is  coupled  to  the 
actual  traffic  demands  in  such  a  way  that  the  capacity 
region achieved is higher than that of “hard” fairness due 
to the multiplexing gain. Then, they provide an efficient 
centralized  scheduling  algorithm  that  maximizes  the 
system utilization and achieves the new fairness objective 
that  they  define.  These  algorithms  require 
synchronization  and  complete  knowledge  of  network 
loads. Furthermore, if any users do not use the assigned 
time  slot,  it  will  result  in  throughput  degradation. 
Contrary  to  these  algorithms,  our  algorithm  employs 
contention protocol with simple state information. Hence, 
we do not require any synchronization or the knowledge 
of  network  loads.  Cicconetti,  I.  F.  Akyildiz,  and  L. 
Lenzini  [29]  propose  a  Fair  End-to-end  Bandwidth 
Allocation (FEBA) algorithm for IEEE 802.16 nodes to 
negotiate  bandwidth  in  a  multi-channel  environment. 
FEBA is aimed at providing a fair bandwidth allocation, 
in  terms  of  throughput,  to  end-to-end  traffic  flows 
regardless of their path length. The FEBA also requires 
synchronization.  However,  it  utilizes  distributed 
scheduling rather than central scheduling.  
Yi and Shakkottai [10] propose a distributed layer 2 
congestion control mechanism that aims at achieving per 
flow  proportional  fairness,  which  makes  a  case  for  the 
feasibility  of  hop-by-hop  schemes  in  ad  hoc  networks. 
Similarly,  Gambiroza,  Sadeghi,  and  Knightly  [5] 
proposed a distributed layer 2 protocol that targets time 
share fairness, removal of spatial bias, etc. as targeted by 
the  TAP  reference  model.  Additionally,  they  explored 
performance analysis of the solution space. Chakaborty, 
Swain, and Nandi [30] propose a probabilistic approach 
to  provide  proportional  fairness  without  solving  global 
non-linear  and  non-concave  optimization.  The 
probabilistic approach tunes the contention window based 
on  the  difference  between  actual  channel  share  and 
required channel share, so that the node with more traffic 
load gets more channel share. These algorithms require 
that  the  total  offer  load  per node has  to  be  exchanged 
among the neighbor nodes  and  each node  rate-limit  its 
own traffic based on calculation of its fair share. Contrary 
to these mechanisms, we aim to achieve per TAP fairness 
without limiting traffic per TAPs and we do not require 
information exchange among TAPs. 
III.  MASH FAIRNESS ALGORITHM  
In this section, we first briefly review the underlying 
MAC protocol, Cooperative MAC (C-MAC) [21]. Then, 
we describe the proposed mesh fairness algorithm. 
A. Review of the Cooperative-MAC Protocol 
The  Cooperative-MAC  (C-MAC)  [21]  protocol 
provides  short-term  fair  access  to  all  users  in  wireless 
LANs  via  a  contention-based  MAC  protocol  with 
minimum  computational  complexity  and  memory 
requirements,  and  high  network  throughput.  In  this 
section, we briefly explain the C-MAC protocol and more 
detailed information about the C-MAC can be obtained 
from Reference [21]. 
The C-MAC, similar to the IEEE 802.11 MAC, only 
considers collisions in the backoff procedure; however, it 
introduces  a  two-level  strict-priority  mechanism  by 
assigning  different  backoff  counters  and  interframe 
spaces (IFS) to each level. Contrary to the IEEE 802.11 
MAC  protocol,  collided  users  have  higher  priority  to 
access  the  channel  than  regular  users  who  did  not 
participate  in  the  collision  event.  Furthermore,  the  C-
MAC  protocol,  which  is  similar  to  TDMA,  assigns  a 
larger  backoff  counter  to  a  successful  user  to  achieve 
short-term fairness. The C-MAC protocol operation is as 
follows: 
When a user becomes active for the first time, it senses 
the channel to transmit. If the user finds the channel to be 
idle  for  a  period  of  regular  interframe  spaces  (RIFS), 
which  is  similar  to  DIFS  in  the  IEEE  802.11,  the 
transmission will proceed. If the channel is busy, the user 
defers its transmission until the channel is idle for a time 
period of RIFS. Then, it generates an initial value for its 
backoff  counter,  which  is  chosen  randomly  from  the 
discrete range [Ws, 2Ws -1], where Ws is the contention 
window  size  for  regular  users.  After  that,  the  user 
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duration of slot time. If the channel becomes busy, the 
counter  is  frozen  until  the  channel  is  idle  again  for  a 
duration  of  RIFS.  The  user  will  keep  decreasing  its 
backoff counter as long as the channel remains idle. 
When  the  backoff  counter  reaches  zero,  the  user 
transmits  a  request-to-send  (RTS)  message,  if  the 
RTS/CTS mechanism is used. The receiver responds with 
a clear-to-send (CTS) message after a time period of short 
interframe  spaces  (SIFS).  Any  other  users,  who  hear 
RTS/CTS  packets,  defer  their  transmissions  and  update 
their  network  allocation  vectors  (NAV).  The  sender 
responds to the CTS with a data packet and waits for an 
ACK packet. If the sender does not hear a CTS/ACK, it 
assumes  that  a  collision  has  occurred  and  proceeds 
according to the procedure described below. 
If  a  successful  transmission  occurs,  then  the  sender 
chooses  a  new  backoff  counter  uniformly  from  the 
discrete range [Ws,2Ws -1]. As shown in Reference [21], 
the C-MAC requires a successful user to choose a large 
value  for  its  backoff  counter  so  that  the  new  value  is 
larger  than  other  users'  backoff  counters.  Hence,  the 
successful user will not transmit before the other existing 
users.  As  a  result,  the  C-MAC  provides  short-term 
fairness within 2-3 packets per users. 
If a user is involved in a collision, it chooses a new 
value  for  its  backoff  counter  from  the  discrete  range 
[0,Wc-1], where Wc is the contention window size for the 
collided users. Then, the collided user starts decreasing 
its backoff counter if the channel is idle for a duration of 
priority interframe spaces (PIFS) rather than a duration of 
RIFS. In order to give every collided user a strict priority 
to  access  the  channel  over  the  regular  users,  in  our 
protocol, we set 
  RIFS PIFS Wc SlotTime      (1) 
Collided users, who have higher priority over regular 
users,  can  encounter  consecutive  collisions  among 
themselves. An additional mechanism is needed to allow 
only the users that were involved in the latest collision to 
contend for the channel. The users that collided first, but 
were  not  involved  in  the  latest  collision,  should  defer 
their transmissions until  the  latest  collision  is resolved. 
However,  they  still  should  have  a  higher  priority  to 
transmit than the regular users. To satisfy this purpose, if 
a  collided  user  identifies  another  collision  before  its 
transmission, it sets its backoff counter to zero and waits 
for the channel to be idle for a period of RIFS, like any 
regular  user.  Therefore,  it  would  not  contend  for  the 
channel until the latest collision is resolved. But it still 
has a higher priority over regular users, since the lowest 
backoff counter any regular user could have is one. Note 
that  any  user  (except  transmitting  users)  who  does  not 
receive the RTS/CTS message correctly is able to sense 
that  the  medium  is  busy  since  the  interference  power 
received is sufficiently higher than the noise floor. As a 
result  of  this  mechanism,  when  a  collision  occurs,  the 
user  identifies  the  collision  and  sets  its  NAV  to  the 
extended interframe  spaces  (EIFS)  [22],  [23].  If  a  user 
cannot  successfully  transmit  the  packet  within  re-
transmission limit, which is set to seven for the RTS/CTS 
mechanism and to four for the basic access mechanism, it 
drops the packet and schedules a new packet by choosing 
a new backoff counter uniformly from the discrete range 
[Ws,2Ws -1] and waiting a RIFS amount of idle time to 
reduce  its  backoff  counter.  In  case  of  a  successful 
transmission, for the next packet, the collided user also 
chooses  a  new  value  for  its  backoff  counter  from  the 
discrete range [Ws,2Ws -1] and needs to detect a RIFS 
amount of idle time to reduce its backoff counter. 
In  Fig.  3  (a),  we  depicted  the  individual  node 
throughput  for  the  C-MAC  protocol  under  the  single-
branch Mesh Network. Similar to the IEEE 802.11 MAC 
protocol, each node receives equal throughput until data 
rate  of  120  kbps,  then  Node  1  dominates  the  network 
throughput. However, contrary to the IEEE 802.11 MAC, 
under  the  C-MAC  multi-hop  nodes  receives  equal 
throughput.  In  Fig.  3  (b),  we  compare  the  network 
throughput of the C-MAC with the IEEE 802.11 MAC. 
As shown in the Fig. 3, the C-MAC network throughput 
increases  with  individual  node’s  data  rate  and  then 
remains constant. On the other, the network throughput of 
the IEEE 802.11 has a concave shape. The IEEE 802.11 
outperforms  the  C-MAC  when  data  rates  are  between 
120kbps and 350kbps. The main reason is that C-MAC 
treats multi-hop nodes equally while IEEE 802.11 favors 
shortest-hop  nodes.  As  a  result,  the  IEEE  802.11  has 
more network throughput.  
As  shown  in  Fig.  2  and  3,  we  need  additional 
algorithms/mechanisms to achieve throughput fairness in 
Mesh Networks. 
 
 
(a) Throughput of Individual Mesh Router 
 
(b) Network Throughput 
Figure 3.   Performance of C-MAC under single-branch mesh network 
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In  this  section,  we  describe  the  Mesh  Fairness 
Algorithm  (MFA).  We  assume  that  there  is  a  single 
branch of mesh networks. We will describe our protocol 
under heavy load assumption, i.e., each node always has a 
packet to transmit. Then, we will relax this assumption in 
the later part of this section. 
The MFA employs three different strategies to achieve 
throughput fairness in the Mesh networks: 1) two-levels 
of queues, 2) local coordination among parents and their 
children,  and  3)  different  contention  window  size  (Ws) 
for different packets and nodes. 
When we investigated the performance of the C-MAC 
and the IEEE 802.11 MAC under heavy load, we realized 
that  the  node’s  individual  packets  dominate  its  MAC 
queue. Hence, even when a multi-hop node successfully 
transmitted  a  packet;  the  packet  was  dropped  due  to 
buffer overflow of its parent. In order to address this issue, 
we  employ  two  levels  of  queues  at  MAC  layer.  Each 
node first inserts its packet to the queue level 1 which we 
will call MAC queue. Then, a packet will be moved to the 
queue level 2, called the transmission queue, if and only 
if the node transmits its own packet successfully, i.e., the 
node  can  have  only  one  packet  at  a  time  in  the 
transmission  queue.  Any  transient  packet  from  other 
nodes  will  be  inserted  into  the  transmission  queue 
directly. As shown in Fig. 4, employing two-level queues 
decreases the throughput of node1 which allows node 2 to 
transmit  more.  Specifically,  the  throughput  of  node  1 
decreases  from  398kbps  to  281kbps,  while  both 
throughputs  node  2  and  3  increases  from  21kbps  to 
144kbps  and  15kbps  to  29kbps,  respectively.  Although 
there is a throughput improvement of node 2, node 3 still 
suffers  and  no  fairness  is  achieved.  Please  note  that 
Target  values  are  obtained  from  the  TAP  Fairness 
Reference Model, presented in [5]. 
 
 
Figure 4.   Effect of two-level queues 
When  we  explored  the  reason  behind  node  3’s 
starvation,  we  discovered  that  node  2  becomes  too 
aggressive  to  transmit  packets,  causing  node  3  to 
encounter  more  waiting time to  access  the  channel.  To 
mitigate  this  problem,  we  deploy  a  local  coordination 
among parents and their children. Specifically, if a node 
transmits  its  own  packet,  it  will  not  transmit  its  own 
packet  again  until  it  detects  its  parent’s  own  packet 
transmission. However, the node can transmit any transit 
packets. To implement this, we only require single state 
information per node to schedule the node’s own packet 
transmission. For example, let’s assume node 2 in Fig. 1 
is  active  and  has  following  packets  with  user  id  in  its 
transmission queue: 2, 3. It will transmit the packet with 
user  id  2  first.  Since  node  2  sent  its  own  packet,  it 
changes its state to passive, i.e. it cannot schedule its own 
packet, and inserts one of its packets, i.e., the queue has: 
3, 2, now. However, the next packet in the queue has id 3. 
Hence, node 2 will schedule the packet with id 3. Assume 
that node 2 successfully transmits the packet with id 3. 
The next packet in the queue has id 2 which is the node 
2’s own packet. Therefore, node 2 cannot schedule this 
packet until it detects node 1 packet transmission. Note 
that,  each node  in  broadcast network  must monitor the 
network and check node id’s of each transmitted packets 
to  determine  the  intended  receiver  of  the  transmitted 
packet. Therefore, besides a single-state, our mechanism 
does  not  require  additional  state  or  activity  to  achieve 
local coordination. As shown in Fig. 5, deploying a local 
coordination  further  decreases  node  1  throughput  from 
281kbps to 188kbps. Therefore, multi-hop nodes get more 
access to channel. The local coordination also mitigates 
the aggressiveness of node 2 and gives more transmission 
opportunity to node 3. Specifically, node 2’s throughput 
decreases from 144kbps to 124kbps while the throughput 
of node 3 significantly increases from 29kbps to 124kbps. 
The  local  coordination  provides  equal  throughput  for 
multi-hop nodes. However, node 1 still obtains more than 
its fair share. 
The node 1 transmits more than any multi-hop node 
since  node  1  never  changes  its  state  to  passive  due  to 
being  a  single  hop.  Therefore,  we  need  an  additional 
mechanism to allow multi-hop nodes to access  channel 
more.  In  Reference  [21],  we  show  that  transmission 
probability of any node is 
 
1
[ ] 1
p
EB


  (2) 
where E[B] is the average backoff counter chosen when a 
packet  is  scheduled  first  time.  Therefore,  assigning 
different backoff counters for different packets and nodes 
will  allow  multi-hop  nodes  to  access  channel  more. 
Toward  this  end,  we  utilize  a  similar  approach  to 
highway traffic. In big cities, there are traffic lights at the 
entrance points of highways to give a smooth transition 
when the traffic is very heavy. To achieve a similar effect, 
when  a  single-hop  node  has  a  packet  to  transmit,  it 
generates  a  random  backoff  counter  chosen  uniformly 
from  the  range  [2Ws,3Ws-1]  for  its  own  packet  and 
[Ws,2Ws-1]  for  transient  packets.  To  allow  multi-hop 
node to access channel more, multi-hop nodes generate a 
random backoff counter chosen uniformly from the range 
[Ws,2Ws-1] for its own packet and [0,Ws-1] for transient 
packets. With this assignment, according to Equation 2, 
multi-hop nodes have 67% more transmission probability 
than  single-hop  for  their  own  packets,  while  it  is  33% 
more for transient packets. As shown in Fig. 6, utilizing 
different backoff counters for different packets and nodes 
allows the MFA to achieve the throughput fairness per 
node in single-branch Mesh Networks. Specifically, the 
throughput of node 1 decreases from 188kbps to its fair 
share of 135kbps, while the throughput of both node 2 
and 3 increases from 124kbps to 135kbps and 124kbps to 
134kbps, respectively. Note that the network throughput 
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packets which must go through multiple nodes to reach 
the Gateway.  
 
 
Figure 5.   Effect of local coordination 
Initially,  we  assume  that  each  node  always  has  a 
packet to  transmit.  Let  us  consider  the  case  where  this 
assumption does not hold. If a node does not have a new 
packet  when  it  transmits  its  own  packet,  it  inserts  a 
dummy  packet  into  the  transmission  queue.  If  an 
application generates a packet before the dummy packet 
is  transmitted,  the  dummy  packet  is  replaced  with  this 
newly generated packet. Otherwise, the dummy packet is 
transmitted  without  the  RTS/CTS  mechanism.  The 
dummy packet does not contain any data load. Therefore, 
its size is 28byte which is basic MAC header size. The 
dummy packet transmission is required to achieve local 
coordination explained above. The dummy packet will be 
discarded  by  the  parents  and  will  not  travel  along  the 
network. As shown in Fig. 10, the dummy packets cause 
1% network throughput degradation. 
 
 
Figure 6.   Effect of different back off counter 
TABLE I.   OPERATION EXAMPLE 
Step 
Node 2  Node 1  Gateway 
S  BC  Queue  S  BC  Queue  Queue 
1  A  12  2.1  A  20  1.1    
2  A  0  2.1  A  8  1.1    
3  P     2.2  A  10  2.1,1.1    
4  P     2.2  A  0  2.1,1.1    
5  P     2.2  A  18  1.1  2.1 
6  P     2.2  A  0  1.1  2.1 
7  A  15  2.2  A  23  1.2  2.1,1.1 
8  A  0  2.2  A  8  1.2  2.1,1.1 
9  P     2.3  A  13  2.2,1.2  2.1,1.1 
10  P     2.3  A  0  2.2,1.2  2.1,1.1 
11  P     2.3  A  22  1.2  2.1,1.1,2.2 
12  P     2.3  A  0  1.2  2.1,1.1,2.2 
13  A  11  2.3  A  19  1.3  2.1,1.1,2.2,1.2 
 
The  MFA  algorithm  requires  an  optimal  contention 
window size (Ws) which heavily depends on the number 
of nodes in the single-branch to achieve fairness and high 
network  throughput  as  shown  in  the  Table  III.  This 
information can be obtained easily due to infrastructure 
of the Mesh Networks. As shown in Fig. 8 (a) and (b), 
setting  the  contention  window  size  smaller  causes 
unfairness  while  bigger  contention  sizes  result  in  the 
throughput  degradation.  In  order  to  eliminate  this 
problem,  we replace  commonly  used  First In  First  Out 
(FIFO) queue with Last In First Out (LIFO) queue. As 
shown  in  Fig.  7,  using  LIFO  causes  1kbps  throughput 
degradation  of  each  node  which  accumulates  to  3kbps 
network throughput degradation. However, as shown in 
Fig. 9, the contention window size of 16 provides fairness 
regardless  of  the number  of  nodes  in the  single-branch 
Mesh Networks. Please note that the results presented in 
this  section  were  obtained  by  using  the  contention 
window size Ws=16. 
 
 
Figure 7.   Effect of Last In First out (LIFO) queue 
Finally, we extend the MFA to incorporate the cross 
traffic.  To  achieve  local  coordination  for  downstream 
traffic, similar to upstream coordination, each node must 
generate  a  dummy  packet  intended  to  one  of  its 
downstream parents if they do not have any downstream 
traffic. Furthermore, if the MFA with LIFO queue is used, 
when a node transmits its own packet, it inserts a new 
packet  right  after  its  other  packet  in  the  transmission 
queue. This modification allows each node to take turns 
transmiting upstream and downstream packets. We need 
one additional adjustment to allow the Gateway (node 0) 
in Fig. 1 to transmit one packet per downstream flow (we 
define flow as aggregate traffic from one MR/Gateway to 
another MR/Gateway) when it becomes active. Therefore, 
we adjust the Gateway’s weight based on the number of 
downstream  flows  it  serves.  As  shown  in  Fig.  12,  by 
assigning the contention window size based on its weight, 
we could allow a node to achieve more throughput than 
other nodes. As shown in Fig. 14, we could incorporate 
the  downstream  traffic  with  2%  network  throughput 
degradation. 
C. Operation of Mesh Fairness Algorithm 
In  this  section,  we  will  explain  the  operation  of  the 
MFA-LIFO with a simple example. Consider Fig. 1 with 
only two MRs and the Gateway. In Table I, we show the 
operation  of  the  MFA  step  by  step.  In  the  table,  S 
represents the statues of the node (A: Active, P: Passive). 
A node cannot transmit its own packet if it is passive. BC 
stands for backoff counter selected by a node for head of 
the  queue  packet,  and  Queue  shows  the  packets in the 
queue where the packet in the left is at the head of queue. 
The first number represents the node id and the second 
number represents the packet id. In this example, we set 
Ws=8,  i.e.  node  1  uses  the  range  [16,  23]  for  its  own 
packet and  the range  [8, 15]  for transient  packet  while 
node 2 utilizes the range [8, 15] for its own packet. The 
Queue for the gateway shows the packet received in the 
order. 
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BC=12 for their own packets. Since node 2 has lower BC, 
it transmits first as shown at step 2. At step 3, node 2’s 
packet 2.1 is inserted into the head of node 1’s queue. 
Node 1 picks new BC=10 for the packet 2.1 while node 2 
becomes passive. Furthermore, node 2 inserts the packet 
2.2  into  its  transmission  queue.  Next,  node  1  first 
transmits  packet  2.1  as  shown  at  step  4,  and  then 
transmits its own packet 1.1 as shown at step 6. At step 7, 
node 1 inserts a new packet 1.2 and choose BC=23 while 
node 2 becomes active since it detects its parent’s packet 
transmission  and  selects  BC=15.  At  step  8,  node  2 
transmits its packet, inserts the packet 2.3 into its queue 
and  becomes  passive.  Next  node  1  first  transmits  the 
packet 2.2 at step 10 and then transmits its own packet 
1.2 at step 12. Again at step 13, node 2 becomes active 
after detecting its parent operation while node 1 generates 
new packets.  
As shown in the operation example, the MFA provides 
fair throughput for each node regardless of its location. 
IV.  SIMULATION RESULTS 
In this section, we present the simulation studies for 
the  Mesh  Fairness  Algorithm  and  compare  it  with  the 
IEEE  802.11  and  the  TAP  Fairness  Reference  Model, 
presented in [5]. We use the DSSS specification, which is 
shown in Table II, in our simulation. We set packet size 
to 1kbyte and data rate is 1 Mbps for every simulation. 
The simulation time is 10 min and we report the average 
of  10  simulation  results.  Most  of  the  results  were 
obtained with assumption of heavy load, i.e., each node 
always has a packet to transmit. 
As  explained  in  Section  III.B.,  the  MFA  utilizes 
different  contention  window  sizes  (Ws)  for  different 
packets and nodes. Setting the right contention window 
size  is  an  important  performance  objective  for  the 
operation  of  the  MFA.  Toward  this  end,  we  first 
investigate the effect of contention window size on the 
throughput.  In  this  experiment,  we  vary  the  contention 
window size from 4 to 64 while we have only three nodes 
and one gateway. We depicted the throughput of node 1 
and 3 in Fig. 8 (a), and the network throughput in Fig. 8 
(b) under the MFA with FIFO queue and the IEEE 802.11 
MAC.  As  shown  in  the  Fig.  8,  setting  the  contention 
window  size  smaller  causes  unfairness  while  bigger 
contention  sizes  result  in  the  throughput  degradation. 
Specifically,  the  contention  window  size  Ws=16  gives 
best  solution  for  this  network  size  since  it  provides 
fairness  and  high  network  throughput.  When  Ws=16, 
each user receives 135kbps and the network throughput is 
404kbps.  When  Ws  is  reduced  to  8,  node  1  achieves 
186kbps, 42.4% of the network throughput, while node 3 
receives 127kbps, 28.8% of the network throughput. The 
reason for the node 1 throughput is that node 1 becomes 
too  aggressive  for  smaller  contention  window  size  and 
does not allow multi-hop nodes to transmit. On the other 
hand, the network throughput increases from 404kbps to 
440kbps, 8% increase, because the node 1 transmits more 
than its fair share in a single-hop transmission. When Ws 
is increased to 32, although the MFA provides fairness, 
the throughput of each node decreases to 130kbps and the 
network throughput reduces to 390kbps, i.e. there is 3.5% 
throughput degradation in the network. As a result, we 
can conclude that the performance of the MFA heavily 
depends on the contention window size. 
 
 
Contention Window(Ws) 
(a) Throughput of Node 1 and Node 3 
 
b) Network Throughput 
Figure 8.   Effect of the contention window size on the performance of 
MFA with FIFO queue 
TABLE II.   SYSTEM PARAMETER FOR MAC PROTOCOLS 
Parameters  Values 
SIFS  10µ sec 
PIFS  30µ sec 
DIFS  50µ sec 
Slot time  20µ sec 
RTS  160bits 
CTS  112bits 
ACK  112bits 
MAC Header  224bits 
PHY Header  192bits 
Packet Size  1kbits 
Data Rate  1 Mbps 
 
We  found  that  Ws=16  is  the  right  choice  for  the 
network size of 3 nodes. However, Ws=16 may not be the 
right choice for different network size. Furthermore, any 
fairness algorithm/mechanism must provide fairness for 
different  network  size.  Toward  this  end,  next,  we 
investigate  the  effect  of  the  number  of  nodes  in  the 
single-branch mesh networks and we vary the number of 
nodes from 2 to 8. When the MFA with FIFO queue is 
used, as shown in the Table III, the optimal contention 
window  size  heavily  depends  on the number  of  nodes, 
which can be obtained easily due to infrastructure of the 
Mesh  Networks,  in  the  single-branch  of  the  Mesh 
Networks.  For  example,  when  there  are  2  nodes,  the 
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we achieve optimal contention window size of 256 for 8 
nodes  in  the  network.  Furthermore,  we  found  that  the 
optimal  contention  size  increases  when  the  number  of 
nodes in the network increases. One of the advantages of 
Wireless  Mesh  Networks  is  that  they  can  be  deployed 
incrementally,  one  node  at  a  time.  However,  the  MFA 
with  FIFO  queue  requires  the  change  of  its  design 
parameters  whenever the number  of  nodes  increases  or 
decreases.  
In  order  to  eliminate  this problem,  we  replace  FIFO 
queue  with  LIFO  queue.  Third,  we  investigate  the 
performance of the MFA with LIFO queue for different 
network  size  and  contention  window  size.  Toward  this 
end, we vary the network size from 2 nodes to 8 nodes. 
For each number of node, we vary the contention window 
size (Ws) from 4 to 64. As shown in Fig. 9, we found that 
the  contention  window  size  of  16  provides  fairness 
regardless  of  the number  of  nodes  in the  single-branch 
Mesh Networks. In Fig. 9, we depicted the ratio of the 
throughput  of  the  closest  node  to  the  Gateway  vs.  the 
throughput of the furthest node for different number of 
nodes  in  the  single-branch  topology.  The  contention 
window size Ws=8 provides fairness when the numbers 
of nodes are 2 or 3, but cannot deliver fairness when the 
numbers  of  nodes  are  4  or  more.  On  the  other  hand, 
Ws=16 always provides fairness regardless of the number 
of nodes in the single-branch. Therefore, the simulation 
results suggest that we should set the contention window 
size to 16 for deployment of Mesh Networks. We would 
like to note that using Ws=16 when the number of nodes 
are 2 or 3 causes 4.5% and 2% the network throughput 
degradation when compared with the network throughput 
obtained with the optimal contention window size. 
 
 
Figure 9.   Effect of # of nodes on the performance of MFA with LIFO 
 
Figure 10.  Network throughput for different data rate of node 2 
As we explained in Section III. B., the MFA requires 
local coordination among parents and their children. If a 
node has no own packet to transmit, it must generate a 
dummy packet to achieve local coordination. Fourth, we 
investigate  the  packet  overhead  caused  by  the 
transmission of the dummy packet when a node does not 
have a packet to transmit. For this reason, we set the data 
rate of node 1 and 3 to 1Mbps and vary the data rate of 
node 2 from 0 to 512kbps when we have 3 nodes in the 
single-branch. We depicted the network throughput in Fig. 
10. When the data rate of node 2 is 0kbps, the network 
throughput  reduces  from  401kbps  to  397kbps,  1% 
degradation  when  compared  with  the  heavy  load  case. 
However, when data rate of node 2 increases, the packet 
overhead due to dummy packet transmission decreases. 
Therefore,  we  can  conclude  that  the  MFA  with  LIFO 
queue provides per node throughput fairness in a single-
branch  of  mesh  networks  with  a  small  amount  of  the 
network throughput degradation and packet overhead. 
Next, we compare the performance of the MFA with 
LIFO  queue  with  the  IEEE  802.11  MAC and  the TAP 
Fairness Reference Model, presented in [5] to show the 
effectiveness of the MFA. As shown in Fig. 11, the MFA 
provides  throughput  fairness  while  the  IEEE  802.11 
MAC favors the single-hop nodes and starves the multi-
hop  nodes.  The  MFA  achieves  25kbps  (6.7%)  more 
network throughput even though the IEEE 802.11 favors 
the  single-hop  node.  Since  the  MFA  provides  a 
coordination among nodes, the MFA reduces the collision 
significantly resulting in higher throughput. On the other 
hand,  the  IEEE  802.11  causes  very  high  collision  rate 
even for node 1 transmission resulting in lower network 
throughput. When we compare the MFA with the TAP 
reference model, the MFA provides 80% of the network 
throughput of the TAP reference model. As pointed out in 
Reference [5], the TAP reference model requires perfect 
knowledge  of  network  loads,  collision-free  scheduling, 
and  network-wide  synchronization.  As  mentioned  in 
Reference [5], this discrepancy occurs due to imperfect 
media  access  and  collisions,  and  70%  to  85%  of  the 
network  throughput  is  in  the  range  of  the  maximum 
achievable  by  the  IEEE  802.11  MAC  as  indicated  by 
models and simulation studies. 
TABLE III.   OPTIMAL CONTENTION WINDOW SIZE 
Number of Nodes  Ws 
2  8 
3  16 
4  24 
5  32 
6  64 
7  128 
8  256 
 
 
Figure 11.  Performance comparison 
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throughput  to  some  nodes  due  to  pricing  or  access 
agreement.  Therefore,  any  fairness  algorithms  must 
differentiate  nodes  and  provide  proportional  fairness 
based  on network nodes  weight. In Reference [24], we 
show that by assigning different contention window size, 
we can provide different weight in wireless LANs. When 
we apply this concept to the MFA, it provides different 
weight by (1) assigning the contention window size based 
on their weight, and (2) when a node become active, it 
transmits  multiple  packets  based  on  its  weight  before 
becoming passive while its children become active after 
detecting multiple packet transmissions of the their parent. 
In order to see the effectiveness of weight setting, sixth, 
we  investigate  the  case  in  which  one  node  has  more 
weight  than  the  other  nodes.  Toward  this  end,  we  set 
node 2’s weight to two while nodes 1 and 3 have weight 
one in Fig. 1. In this case, we set the convention window 
size of node 2 to 8 while other nodes have the contention 
window size of 16. Furthermore, when node 2 becomes 
active  it  transmits  two  packets  before  going  back  to 
passive  mode  while  node  3  must  see  2  packet 
transmissions  from  its  parent,  node  2.  In  Fig.  12,  we 
depicted  the  throughput  of  each  node  and  the  network 
throughput.  As  shown  in  Fig.  12,  as  expected,  node  2 
achieves  twice  the  throughput  of  node  1  and  node  3. 
Specifically,  node  2  achieves  202kbps  (50%  of  the 
network  throughput)  while  node  1  and  node  3  receive 
102kbps and 101kbps (each receiving 25% of the network 
throughput),  respectively.  Furthermore,  the  MFA  still 
achieves  80%  of  the  network  throughput  of  the  TAP 
reference  mode.  We  repeat  the  experiment  for  other 
nodes  as  well  as  different  weights  and  achieved  the 
similar results. 
 
 
Figure 12.  Different node weights 
In any single branch, a node may have more than one 
child  and  any  fairness  algorithm  must  provide  fairness 
regardless  of  branch  configuration.  Therefore,  we 
investigate multiple children per node next to show the 
performance  of  the  MFA.  In  Fig.  1,  we  assign  two 
children to node 2, which are node 3 and 4. In Fig. 13, we 
depicted  the  throughput  of  each  node  and  the  network 
throughput. As shown in Fig. 13, as expected, the MFA 
still  provides  fairness among nodes.  Specifically,  while 
node 1 receives 90kbps, nodes 2, 3 and 4 obtain 89kbps 
(each  receiving  25%  of  the  network  throughput), 
respectively. Furthermore, the MFA still achieves 80% of 
the network throughput of the TAP reference mode. We 
repeat the experiment for different numbers of children as 
well as other nodes having multiple children. We found 
that the MFA achieved fairness among nodes regardless 
of branch configuration. 
 
 
Figure 13.  Different number of children for each node 
So far we have considered traffic going from MRs to 
the Gateway. However, in real network, we have not only 
traffic from MRs to the Gateway, but also traffic from the 
Gateway to MRs. Hence, finally, we investigate the effect 
of the cross traffic on the performance of the MFA with 
LIFO queue. In Fig. 1, we define Flow 1 as aggregate 
traffic from node 1 to the Gateway, Flow 2 from node 2 
to the Gateway, Flow 3 from node 3 to the Gateway and 
Flow 4 from the Gateway to node 3. However, to achieve 
local coordination for Flow 4, nodes 1 and 2 also generate 
dummy traffic from node 1 to node 2 and from node 2 to 
node  3,  respectively.  In  Fig.  14,  we  depicted  the 
throughput of each flow and the network throughput. As 
shown in Fig. 14, the MFA still provides fairness among 
flows. Specifically, while Flow 1 receives 88kbps, Flows 
2, 3 and 4 obtain 87kbps (each receiving 25% of network 
throughput),  respectively.  Furthermore,  the  MFA  still 
achieves  78.6%  of  the network throughput  of  the TAP 
reference  mode.  The  MFA  received  2%  less  network 
throughput  when  compared  with  heavy  load  due  to 
dummy packets which confirms the result shown in Fig. 
10.  
 
 
Figure 14.  Effect of cross traffic 
V.  CONCLUSION 
The goal of this work is to design a fairness algorithm 
to provide per node throughput fairness in a single-branch 
of the Mesh Networks. Toward this end, we propose a 
novel and efficient Mesh Fairness Algorithm, which can 
be  easily  implemented  by  using  the  Cooperative  MAC 
protocol (C-MAC) for the Wireless Mesh Networks. Our 
key  technique  for  MAC  coordination is that  each node 
adjust its backoff counters based on activities of its parent 
and  children.  The  existing  protocols  provide  poor 
performance results for users, located more than one hop 
away from the gateways, when networks load increases. 
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starvation. The simulation results indicate that the MFA 
provides per node throughput fairness in a single-branch 
of the Mesh Networks with a small amount of network 
throughput  degradation  and  packet  overhead  when 
compared with the IEEE 802.11 based networks.  
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Abstract—Network  Coordination  Systems  (NCS)  are 
powerful  mechanisms  to  efficiently  predict  the  network 
latency  of  pairwise  hosts  in  Internet  without  directly 
network  measurement  between  them.  Each  host  is 
embedded into a distance space where the latency between 
nodes is calculated according to the distant function defined 
by the space with assigned coordination of hosts. In terms of 
the properties of distant space, most popular NCS can be 
classified into two categories. One is based on metric space 
and the other is based on vector space obtained by matrix 
factorization.  Unfortunately,  the  metric  space  such  as 
Euclidean space based NCS is known to severely suffer from 
the  weakness  of  inaccurate  formulation  of  the  Triangle 
Inequality  Violation  (TIV)  and  asymmetric  latency 
frequently observed in Internet. To overcome the limitations 
of  metric  space,  matrix  factorization  methodology  is 
therefore  proposed  to  represent  the  latency  matrix  with 
missing  data  by the  product  of two  low-dimension  vector 
matrices. In contrast to the huge amount of work on metric 
space  type  of  NCS,  there  are  fewer  study  of  matrix 
factorization NCS up to now. This leads us to consider a 
probabilistic  matrix  factorization  (PMF)  based  network 
distance prediction framework. In this paper we propose a 
model  of  distributed  probabilistic  matrix  factorization 
(DPMF) which provides a probabilistic view of NCS with 
introduction of latent random variables to the incoming and 
outgoing vectors of hosts. Simulation on the real word data 
set  shows  that  DPMF  can  achieve  competitive  prediction 
accuracy  compared  with  two  matrix  factorization  based 
NCS algorithms. Although the convergence rate of DPMF is 
relatively slow, the probabilistic viewpoint of delay matrix 
allows  automatic  regularization  parameter  selection  in 
latent vector iteration process which makes the algorithm 
much  practical  for  various  latency  data  sets.  Therefore, 
DPMF provides a promising generative process of latency 
value which potentially extends the usage scope of NCS. 
 
Index Terms—Network Coordination Systems; Probabilistic 
Matrix Factorization; Network Distance Prediction 
 
I.  INTRODUCTION 
The goal of Network Coordination Systems (NCS) is 
to  predict  the  round-trip  latency  between  two  arbitrary 
hosts in Internet without directly exploring expensive and 
time-consuming network measurements. Various latency-
conscious  distributed  applications  can  greatly  benefit 
from NCS by facilitating the choice of proximate peers 
[1]. For instance, in P2P DHT (Distributed Hash Table) 
network  [2],  a  nearby  relay  node  could  be  selected  to 
create a  shorter  path  for real-time  communication. The 
applications of CDN (Content Distribution Networks) [3], 
network  monitoring  [4]  and  cloud  service  [5]  in  large 
scale  networks  also  gain  remarkable  performance 
improvement  from  the  ability  of  light  weight  delay 
estimation.  
The  essential  idea  of  NCS  is  to  assign  each  host  a 
synthetic coordinates in a coordination space [1] in which 
the distance between two hosts’ coordinates is computed 
as  communication  delay  between  them.  Consequently, 
the main challenge of NCS is to find proper coordinates 
space  according  to  Internet  latency  properties.  The 
coordination space would not work well to achieve little 
prediction error if it fails to model the nature of complex 
routing  policies  of  Internet.  There  are  huge  NCS 
algorithms adopting metric spaces as coordinates space, 
such as GNP [5], vivialdi [6] and ICS [7]. For example, 
hosts  are  embedded  in  a  multi-dimension  Euclidean 
coordination  system  where  Euclidean  distance  is 
computed as delay between nodes. However, the metric 
space  is  inherently  inconsistent  with  the  observed 
characteristics  of  Internet  communication  delay;  the 
distances satisfy triangle inequality and symmetry, which 
are  not  always  the  cases  of  Internet  delays.  The  wide 
existence  of  Triangle  Inequality  Violations  (TIV)  of 
Internet  delays  makes  the  prediction  accuracy  severely 
limited.  
To overcome the drawback of metric space based NCS, 
the framework of matrix factorization (MF) based NCS is 
introduced in [3]. The linear dependence among rows of 
distance matrix [8, 3, 9] makes it possible to represent the 
distance  matrix  by  the  product  of  two  low-dimension 
vector matrices from which the hosts are assigned vectors 
as their coordinates. The delay between two hosts is thus 
estimated as the inner product of the two vectors of hosts. 
Unlike the case of metric space, the predicted distance of 
matrix factorization can theoretically formulate the TIV 
and  asymmetric  distance  which  makes  it  a  promising 
mechanism to model Internet distance.  
Nevertheless, the study on matrix factorization based 
NCS has still not been developed as comprehensively as 
metric space based NCS. The methods of Singular Value 
Decomposition  (SVD)  and  Non-negative  Matrix 
Factorization  (NMF)  are  used  to  factorize  the  distance 
matrix  in  centralized  algorithm  of  IDES  [3].  A 
decentralized version of IDSE is proposed by DMF [10], 
and  Phoenix  [11]  further  improves  prediction  error  by 
taking  propagation  of  inaccurate  prediction  into 
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based  on  explicit  SVD  and  result  in  a  solution  of 
minimum of sum-squared error problem. Although TIV 
and symmetric constraint no longer exists in the matrix 
factorization model, there are still some drawbacks need 
to be considered. The SVD approach adopted by IDES 
cannot be used directly when distance matrix  D  contains 
large percentage of missing entries. It has to eliminate the 
rows and columns in  D  that contain missing elements. 
As a result, the selection of landmarks involved in SVD 
computation  is  therefore  significantly  limited. 
Furthermore,  the  suitable  regularization  parameter  and 
potential range of the network coordination in DMF and 
Phoenix algorithms have to be set manually to resolve the 
vectors, which is not feasible in practice.  
To make the MF based NCS an efficient and practical 
model of NSC, algorithms of delay matrix decomposing 
need to be further explored. Fortunately, there is already 
lots  of  thorough research  work  on matrix  factorization, 
among  which  Probabilistic  Matrix  Factorization  (PMF) 
[12]  is  widely  used  for  collaborative  filtering.  This 
inspires  us  to  view  the  network  distance  prediction 
problem in a novel probabilistic way, and there is no such 
model  discussed  in  the  literature  of  NCS  as  far  as  we 
know. In this paper, we propose a network coordination 
model  based  on  Distributed  Probabilistic  Matrix 
Factorization  (DPMF).  The  main  contribution  of  the 
paper is that we show the matrix factorization of distance 
matrix  can  also  be  expressed  as  maximum  likelihood 
solution  of  a  probabilistic  latent  variable  model  rather 
than an explicit dimension reduction scheme mentioned 
in previous work. The reformulation of MF based NCS 
brings several advantages compared with SVD or NMF 
approaches. First, the model has the ability to produce a 
completely representation of delay matrix from a view of 
probability. Unlike IDES [3] and DFM [10], resolving the 
vectors of hosts based on hidden random variables may 
take use of the overall prosperity of delay matrix rather 
than  directly  traceable  computing  based  on  individual 
delay  values,  which  may  cause  the  problem  of  over-
fitting.  Second,  the  probabilistic model  forms  the  basis 
for  Bayesian treatment  in  which  the  parameters  can  be 
captured  automatically  from  distance  matrix  thus 
manually  parameter  setting  is  avoided.  Therefore, 
acceptable  prediction  accuracy  could  be  achieved  from 
training  the model  using  efficient  inference  algorithms. 
Furthermore,  the probabilistic  model  of  delay  could  be 
used  to  generate  delay  samples  from  the  posterior 
distribution of latent vectors to support further studies of 
network distance.  
The rest of the paper is structured as follows. Section II 
presents  a  background  of  MF  based  NCS.  Section  III 
describes  the  linear  Gaussian  probabilistic  model  of 
DPMF. The evaluation of the model on real data set of 
network delay is described in section IV. We discuss the 
improvement and contributions of our model in section V 
and point out the potential future directions of the model. 
II.  RELATED WORK 
Consider a network with  N  hosts. Each component of 
distance  matrix 
NN D
  is  the  end-to-end  delay  between 
hosts. Since real-world measured delay dataset are always 
sparse,  most  entries  in 
NN D
  will  be  missing.  In  most 
situations,  two  nearby  hosts  are  high  likely  to  have 
similar distance to all the other hosts in the network thus 
their corresponding rows in the distance matrix is nearly 
identical  [3].  The  absolute  values  of  top  () k k N   
singular values of distance matrix, which means the linear 
dependence among rows, are significantly larger than the 
rest  [13].  It  turns  out  as  a  typical  linear  dimension 
reduction problem which inspires the basic idea of matrix 
factorization  based  NSC.  The  distance  matrix 
NN D
  is 
presented  by  the  product  of  a  matrix 
Nk X
  and  the 
transpose  of  a  matrix 
Nk Y
  both  with  smaller  size 
compared to  D , which is showed in Fig. 1.  
 
 
Figure 1.   Matrix Factorization model of NCS 
A host is assigned with two  k -dimension vectors as its 
coordinates. The row vector  i X  of matrix  X  represents 
the outgoing vector of host  i H , while the row vector  i Y  
of matrix Y  represents the incoming vector of host  j H . 
The  delay  between  hosts  i H  and  j H  could  be 
approximately obtained by the inner product of  i X  and 
T
j Y : 
 
1
( , ) ( , ) ( , )
k
ET
ij
d
D i j X Y X i d Y j d

       (1) 
Generally  in  most  cases,  the  two  direction  distances 
between hosts are not necessarily symmetry. The rank of 
delay  matrix  D  which  admits  above  factorization  is  at 
least k . The basic idea behind this factor model is that 
there  is  only  a  small  number  of  hidden  factors 
determining  the  delay  property  between  hosts.  The 
distance of a source host is a linear combination of these 
factor  vectors  with the  corresponding  coefficients  from 
destination  hosts.  The  sum  of  squares  of  the  absolute 
prediction error of  N  nodes can be written as followed: 
   
2
11
[ ( ( , ) )]
NN
T
ij i j
ij
F D i j X Y 

        (2) 
F  is the overall minimization objective,  ( , ) D i j  is the 
network distance between host  i H  and  j H , and  ij   is the 
weight  with  1 ij    if  ( , ) D i j  is  measured  and  0 
otherwise.  Low  rank  approximations  based  on 
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Singular  Value  Decomposition  (SVD).  Note  that  the 
decomposition  is  not  unique.  Any  solution  can  be 
orthogonally transformed to equivalent matrices [14]. 
IDES [3] is the first work of matrix factorization based 
NCS.  IDES  classifies  Internet  hosts  into  landmark  and 
ordinary hosts. A centralized information server gathers 
the  pairwise  distances  in  the  system  either  via  directly 
network  measurement  or  report  from  landmark  nodes. 
The  vectors  of  m  landmarks  are  directly  calculated  by 
SVD or NMF (Non-negative Matrix Factorization) with 
full  measured  distance  matrix  among  them.  When  an 
ordinary host  new H  joins the system, it takes landmarks 
as its reference hosts. Suppose 
out
i D  is the distance from 
host  new H  to landmark  i L , and 
in
i D  is the distance from 
landmark  i L  to  the  host  new H .  Ideally,  the  outgoing 
vector  new X  and  incoming  vector  new Y  should  satisfy 
out T
i new i D X Y   and 
in T
i i new D X Y  .  As  the  result,  the 
outgoing and incoming vectors of  new H  can be calculated 
as: 
   
2
1
argmin ( )
m
out T
new i i UR
i
X D U Y


      (3) 
   
2
1
argmin ( )
m
in T
new i i UR
i
Y D X U


      (4) 
Above functions are typical least squares problems of 
2 min Ax b   which  has  close  form  solution 
1 ()
TT x A A A b
  .  
To  overcome  the  scalability  problem  caused  by 
landmarks, DMF [10] is proposed to extend IDES to a 
decentralized architecture. Each host randomly selects a 
set  of  reference  hosts  as  landmarks  to  update  its  own 
coordination according to (3) and (4) similarly. When the 
iterative update converges, each host has its own pair of 
coordination.  However,  once  hosts  with  inaccurate 
network coordination are referred, their errors could be 
propagated  to  the  hosts  and  mislead  these  hosts.  To 
reduce the negative impact of error propagation, Phoenix 
[11] introduces a link weight to each distance into (3) and 
(4),  and  assigns  lower  weight  to  link  with  higher 
inaccuracy. To increase the numerical stability, DMF and 
Phoenix  both  penalize  vector  x  with  regularization 
parameter    as  the  form 
22 min Ax b x    which 
prevents the Euclidean norm of  x  from being too large. 
Unfortunately, all the matrix factorization based NCS 
suffer from manually regularization parameter choice to 
ensure  the  overall  prediction  accuracy  [10,  11]. 
Furthermore, to avoid the drift of network coordination 
(NC) whose centroid moves continuously and repeatedly 
[11],  a  prior  estimation  of  the  potential  range  of  the 
elements in network coordination is required that makes 
it inconvenient in practice. Considering these limitations 
of matrix factorization based NCS, we introduce a novel 
matrix factorization model of NCS from the probabilistic 
perspective. 
III.  DISTRIBUTED PROBABILISTIC MATRIX 
FACTORIZATION 
A. Probabistic Model of NCS  
As  mentioned  before,  distance  matrix  of  large  scale 
network is commonly incomplete and rare, which leads to 
the  fundamental  target  of  NCS  to  predict  the  missing 
entries  of  distance  matrix.  The  issue  of  missing  data 
reconstruction  in  large  scale  matrix  based  on  matrix 
factorization  is  widely  studied  in  various  applications 
especially collective filtering [15, 16] from the view of 
probability. Similarly, in scenario of NCS the measured 
delays could be regarded as observed samples from some 
unknown  probabilistic  distribution  and  provide relevant 
information  to  infer  the  distribution.  The  missing  data 
could  be  predicted  if  we  know  the  distribution.  In  this 
section,  we  apply  PMF  (Probabilistic  Matrix 
Factorization) [16] to implement a probabilistic model for 
vector based network coordination system. The goal is to 
present a probabilistic NCS algorithm that scale linearly 
with the number of measured distances and perform well 
on sparse distance matrix.  
From the perspective of probability model, there exists 
hidden structure in the observed distance matrix. Thanks 
to the linear dependency between rows of nodes nearby, 
it is reasonable to assume that the pairwise distances are 
inherently  generated  by  a  small  set  of  latent  random 
variables. Consequently, the observed entries in distance 
matrix are viewed as a set of samples drawn from some 
distributions. The distributions are assumed in the form of 
prior probability before measuring the delay, and then are 
converted  to  posterior  probability  by  incorporating  the 
observed delays. Therefore, our framework is based on a 
mapping from latent vector space into observed distance 
space, in contrast to the conventional view of MF which 
directly derives the vector. In particular, in our scheme, 
the outing and incoming vectors of hosts are selected as 
latent  random  variables,  which  determines  the 
distribution of entries of distance matrix. The inference of 
latent random variables from observed data evidence is 
typical  Bayesian  interpretation  of  probability.  The 
generative  process  of  prediction  delay  is  illustrated  in 
detail. 
Suppose a distance matrix  D  of  N  nodes. Denoted as 
previous, 
Nk XR
   and 
Nk YR
   present  the  latent 
outgoing and incoming vector matrices, with row vectors 
i X  and  i Y  being the  outgoing and  incoming  vectors  of 
host  i H . We adopt a probabilistic linear Gaussian model 
on  the  measured  distances.  The  likelihood  function  of 
delay matrix  D  is: 
22
11
( , , ) [ ( ( , ) , )]
NN
T ij
ij
ij
p D X Y N D i j X Y
 

   (5) 
which  expresses  how  probable  the  observed  delays  are 
for  different  setting  of  vectors. 
2 ( , ) Nx  is  the 
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with  mean    and  variance 
2  ,  and  ij   is  an  indicator 
that  equals  1  if  ( , ) D i j  is  observed  and  0  otherwise. 
Equation (5) shows that distance  ( , ) D i j  could be viewed 
as  a  sample  from  a  Gaussian  distribution  with  mean 
T
ij XY  and variance 
2  . The mean of  ( , ) D i j  is a general 
linear  function  of 
T
ij XY .  Note  that  the  latent  vector 
matrices are not unique. Any orthogonal rotation of latent 
matrices  can  all  satisfy  the  model.  There  is  a  whole 
family of latent matrix  , XY, all of which give rise to the 
same predictive distribution.  
The outgoing and incoming vectors  , XY are regarded 
as latent random variables in our model. We also assume 
prior  probability  for  them  and  try  to  estimate  their 
posterior probability. The prior probability distribution of 
, XY is selected as zero-mean multivariate Gaussian:  
 
22
1
( ) ( 0, )
N
X i X
i
p X N X I 

   (6) 
   
22
1
( ) ( 0, )
N
Y i Y
i
p Y N Y I 

   (7) 
where  I  denotes  identity  matrix, 
2
X   and 
2
Y   are  the 
variance  of  , XY  respectively.  From  a  generative 
viewpoint, a sampled value of the measured distance is 
obtained  by  first  choosing  two  values  i X  and  j Y  from 
the  latent  variables respectively,  and then  sampling the 
observed distance conditioned on the inner production of 
the two vectors. A example of the generative process of 
measured distance is illustrated in Fig. 2. The two ellipses 
in  the  left  part  of  Fig.  2  show  the  probability  density 
contours  of  2-dimension  multivariate  X  and  Y .  The 
blue  line  in  the  right  part  is  probability  density  of  a 
univariate  Gaussian  distribution  with  mean 
T XY  (red 
point) and variance 
2  . The delay between host  i H  and 
host  j H  (green  point)  is  therefore  drawn  from  it  with 
certain probability. The real distance d  could be thought 
as an  approximation  of 
T XY  plus  a  Gaussian noise. In 
particular, the measured variable is defined by the inner 
product  of  two  latent  variable  , XY  plus  additive 
Gaussian noises, which is 
    ( , )
T D i j X Y        (8) 
Note that the univariate Gaussian   at right part is the 
probabilistic distribution of an individual distance sample 
rather  than  the  overall  distribution  over  the  whole 
measured distances. Different samples of  X  and Y  will 
result in different Gaussian distribution for the distance 
samples.  As  for  the  formulation  of  distribution  over 
overall  distances  of  Internet,  a  mixture  Weibull 
probability distribution is one of the fitness [17] which is 
out of the scope of this paper. 
 
 
Figure 2.   Generation process of measured distance 
A more formal expression for generative approach to 
probabilistic modeling is graphical model [18]. In Fig.3, 
nodes  , XY represent  the  hidden  random  variables  of 
outgoing  and  incoming  vectors,  while  the  shaded node 
D  represents the random variables of measured distance. 
Symbol  N  in  the  plates  of  node  , XY means there  are 
total  N  random variables corresponding to  N  hosts. The 
total number of samples of measured distances is the sum 
of  indicator  ij  .  The  arrows  in  the  graph  express 
probabilistic  relationships  between  the  three  variables. 
The links  from nodes  , XY to node  D  show  that  D  is 
conditional  distributed  on , XY .  The  deterministic 
parameters 
2  , 
2
X   and 
2
Y   are  also  linked  to  their 
random variables. 
 
 
Figure 3.   Generation process of measured distance 
B. Latent Variables Inference 
As discussed above, the hidden variables  , XY play a 
crucial role in the model. If we obtain the distributions of 
them, the distances of network would be easily predicted. 
Evaluation of posterior distribution of  , XY based on the 
measured distances involves a straightforward application 
of Bayes’ theorem. Hence, the posterior over the latent 
matrices  X  and Y  is: 
2 2 2 2 ( , , , , ) ( , , ) ( ) ( ) X Y X Y p X Y D p D X Y p X p Y        (9) 
which allows us to evaluate the uncertainty of  X  and Y  
after  we  have  observed  distance  matrix  D .  The  log-
posterior over the latent matrices  X  and Y  is: 
22
22
2
22
11
2
2
1 1 1
22
   ln ( , , , , )
ln ( , , ) ln ( ) ln ( )
11
( ( , ) )
22
11
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   (ln ln ))
XY
XY
N N N
TT
ij i j i i
i j i X
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j i j Y
XY
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  
  


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


  
  
   
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  
 
 
  (10) 
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parameters.  , XY  can  be  estimated  by  maximum 
likelihood. Maximizing the log-posterior is equivalent to 
minimize the following objective function: 
   
2
11
2 2
11
1
( ( , ) )
2
     
22
NN
T
ij i j
ij
NN
XY
ij Fro Fro
ij
E D i j X Y
XY








  (11) 
where 
22
XX     , 
22
YY     ,  and 
2
Fro   is  the 
Frobenius norm. The equation (11) comes out as the form 
of  least  sum  square  error  with  regularization  of  latent 
outgoing and incoming vectors. Minimization of  E  can 
be done through gradient descent or stochastic gradient 
descent on  X  and Y . If all the distances are completely 
obtained, which is all  1 ij   , equation (11) reduces to the 
standard SVD solution with the covariance of  X  and Y  
going to infinity. Although the form of (11) is actually the 
same as the regularized objective function of DMF [10], 
the  regulation  parameters  X   and  Y   are  explicitly 
connected  to  the  distribution  properties  of  measured 
distance and latent variables, which allows the potential 
of automatic parameters adaption during the inference of 
hidden variables rather than using a fixed constant as the 
result from many times experiments. 
C. Distributed Probalistic Matrix Factorization(DPMF) 
Generally,  the  optimization  process  of  matrix 
factorization  is  usually  performed  in  a  centralized 
architecture. All the observed distances are collected by a 
central  server  where  the  latent  variables  are  iteratively 
inferred.  As  discussed  in  DMF  [10],  the  centralized 
server  suffers  from  failure  and  overloading  which  is 
infeasible  in  large  scale  network.  Consequently,  we 
extend the iterative approach to a fully distributed manner. 
Each host retrieves distance measurements from and to a 
small number of randomly selected hosts and updates its 
latent  vectors  simultaneously  and  iteratively.  It  shortly 
shows  that  the  iterative  update  approach  of  stochastic 
gradient descent is naturally consistent with the situation 
of distributed network.  
For each host  i H , it independently draws the outgoing 
vectors  i X and incoming vector  i Y  from the distribution 
of  k -dimension  multivariate  Gaussian  priors  according 
to (6) and (7). The original values of covariance 
2
X   and 
2
Y   are identical to all the hosts, and each host can get the 
values from a bootstrap server. After initialization, host 
i H  randomly selects a set of hosts from the network as 
its neighbors. The host  i H  directly measures to and from 
distances  of  the  neighbors,  which  is  not  necessarily 
symmetric under most circumstances. At the same time, 
the  outgoing  and  incoming  vectors  of  neighbors  are 
simultaneously retrieved by host  i H . Denote the number 
of neighbors is m, the outgoing vectors of these  m hosts 
are  12 { , ,..., } m X X X ,  the  incoming  vectors  are 
12 { , ,..., } m Y Y Y ,  the  measured  distances  are 
12 { , ,..., }
to to to
i i im d d d  and  12 { , ,..., }
from from from
i i mi d d d .  The  object 
function  of  (11)  could  be  rewritten  as  the  sum  of 
prediction errors of each distance: 
11
2 2 2
11
1
2
1
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NN
ij
ij
NN
to T XY
ij ij i j i j Fro Fro
ij
EE
d X Y X Y
NN





      

  (12) 
Note that the distance 
from
ji d  does not explicitly appear 
in (12) because 
to
ij d  actually equals to 
from
ji d . To achieve 
the minimization of (12), the derivative of error  ij E  with 
respect to  i X  is given: 
    ()
ij to T X
ij i j j i
i
E
d X Y Y X
XN
 
   

  (13) 
where  i X  is the outgoing vector of host  i H  and  j Y  the 
incoming  vector  of  its  neighbor  host  i H  ,  X   is 
regularization  parameter  of  X .  It  is  obvious  that  the 
derivative could be independently calculated by host  i H  
as long as it acquires the hidden vectors and distances of 
all  its  neighbors.  Similarly,  the  derivative  of  error  ij E  
with respect to  j Y  is given: 
    ()
ij from T Y
ij j i i j
j
E
d Y X X Y
YN
 
   

  (14) 
Therefore,  the  outgoing  vector  i X  and  incoming 
vector  i Y  of host  i H  are updated by: 
 
( 1) ( ) ij tt
ii
i
E
XX
X

 


  (15) 
   
( 1) ( ) ji tt
ii
i
E
YY
Y

 


  (16) 
where   is the learning rate. According to (15) and (16), 
each host repeats the update process until converges to a 
stationary point. When a host needs to know the distance 
to or from any arbitrary host on which to make further 
decision,  it  predicts  the  distance  directly  by  the  inner 
product of the vectors of them.  
D. Parameter Adaptive Selection 
As showed by (13) and (14) the parameters of  X   and 
Y   are  involved  in  the  iterative  update  procedure  of 
latent  vectors  so  that  the  value  of  them  should  be  set 
appropriately.  Parameters 
2
X   and 
2
Y   and  noise 
covariance 
2   reflect  the  distribution  of  latent  vectors 
and distance data set, therefore could be acquired from 
real  data.  Given  the  initial  values,  the  variances  are 
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each iterative learning. Due to the lack of centre server, 
the  parameters 
2
X   and 
2
Y   cannot  be  updated  from the 
global  viewpoint.  To  simplify  the  parameter  update  in 
distributed  environment,  each  host  i H  only  estimates 
covariance  of  current  latent  vectors  of  local  and  m 
neighbor hosts instead of that of all hosts of each iteration. 
The  locally  estimated  covariance  is  used  as  latest 
approximation of parameters 
2
X   and
2
Y  . Obviously the 
parameters 
2
X   and 
2
Y   are not always the same for each 
host.  The 
2   is  also  estimated  roughly  as  variance  of 
current squared prediction error and updated during the 
iteration.  Thus  X   and  Y   in  (13)  and  (14)  are 
accordingly updated automatically in each iteration based 
on the real latent vectors. In simulations, 
2
X   and 
2
Y   are 
originally set as diagonal covariance matrix and then re-
estimated  over  iterations.  The  pseudo-code  of  DPMF 
algorithm is concluded as follows. 
 
Input:  D ,  k ,  m  
D : Distance matrix with missing entries 
k : Dimension of latent outgoing and incoming vectors 
m : Number of neighbors 
 
Output:  , XY:  Nk   vector matrices 
Initialization: 
2
X  , 
2
Y   and 
2   is selected for all hosts 
For each host  i H  do 
Randomly select  m  neighbors 
 Draw  , ii XY  independently according to (6) and (7) 
 While forever do 
 Measure distance  12 { , ,..., }
to to to
i i im d d d  and  
  12 { , ,..., }
from from from
i i mi d d d ; 
 Retrieve  12 { , ,..., } m X X X  and  12 { , ,..., } m Y Y Y  from neighbor ; 
 Updates 
2
X   , 
2
Y   and 
2   ; 
 Updates  i X  by (15); 
 Updates  i Y  by (16); 
 Sleep for while  
 End 
End  
IV.  EVALUATIONS 
In  this  section,  we  evaluate  the  distance  prediction 
performance  of  DPMF  on  real  distance  data  set,  and 
compare  it  with  two  matrix  factorization  based  NCS 
algorithms  of  IDES  [3]  and  DMF  [10]  from  multiple 
perspectives. 
A. Property of Data Sets 
We use two real-world delay data sets to evaluate the 
performance  of  DPMF:  P2Psim  (1740  hosts)  [20]  and 
meridian (2500 hosts) [21]. The delay matrices contain 
symmetric distances. The matrices are not fully complete, 
and  a  small  portion  of  elements  are  missing 
corresponding to unmeasured delays. The data set is used 
as  observed  distances  to  infer  the  probabilistic  model 
parameters of outgoing and incoming vectors. We simply 
filter out the unmeasured entries in the matrix and do not 
take them into algorithm iteration and error evaluation.  
The distribution property of end-to-end delay is firstly 
considered,  which  is  crucial  for  the  performance  of 
matrix factorization. The measured distances among hosts 
of  both  data  sets  are  not  uniformly  distributed.  Most 
distances are ranged roughly from 30ms to 200ms which 
contributes to the peak of distribution for P2Psim in Fig. 
4.  The  distances  larger  than  200ms  show  much  lower 
probability density with long tail. The delays of meridian 
show a similar distribution pattern with a rather broader 
high  density  region  roughly  from  20ms  to  400ms. 
Actually,  the  maximum  delays  are  799.9ms  and 
2997.2ms respectively for P2Psim and Meridian. It means 
the distances of meridian have larger variation than that 
of P2Psim. The effects of probability density of delay on 
the prediction error will be showed lately.  
 
0 200 400 600 800 1000
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
delay distribution
delay(ms)
P
D
F
 
 
P2Psim
meridian
 
Figure 4.   Distribution of measured delay 
Besides of probability density, low dimension property 
of  distance  matrix  is  the  basic  assumption  of  matrix 
factorization based NCS. The value of pairwise latency is 
considered  approximately  related  to  the  geographic 
distance between hosts, and the location of hosts can be 
embedded into relative low dimension geometric space. 
Thus, only a small number of hidden factors would be 
enough to determine the delay property between hosts. To 
illustrate the structure property of distance space, we use 
PCA (Principal Components Analysis) approach [21] to 
extract the eigenvalues of the distance matrices. What we 
are interested in is the proportion of each eigenvalue to 
the sum of all of them, which is called the contribution 
rate of the eigenvalue. Fig. 5 plots the contribution rate of 
top 10 eigenvalues in decent order for the two data sets. It 
is  obviously  that  only  a  few  eigenvalues  take  a  large 
portion of the whole data space. The sum of contribution 
rate of top 4 engenvalues is almost more than 95%, which 
implies  a  remarkable  low  dimensional  characteristic  of 
the distance matrix. 
B. Prediction Accuracy 
The  primary  performance  of  DPMF  is  prediction 
accuracy  of  network  distances.  Aligned  with  DMF,  we 
adopt  Relative  Estimation  Error  (REE)  as  evaluation 
criteria: 
   
( , ) ( , )
( , )
E D i j D i j
REE
D i j

   (17) 
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of REE of our DPFM algorithms to IDES [3] and DFM 
[10]. Because of the low dimension property of distance 
matrix,  the  dimension  k  of  outgoing  and  incoming 
vectors  for  all  the  three  approaches  is  set  to  10.  The 
learning rate   is set to 0.00002. For DMF and DPFM, 
the number of neighbors m is set to 32. That means the 
training set of DPFM in each row and column of delay 
matrix is composed by  m entries randomly selected from 
original  data  sets.  The  unselected  entries  are  therefore 
utilized as testing set to evaluate REE. To compare with 
IDES  algorithm  in  the  same  situation,  32  hosts  are 
randomly selected as landmarks for IDES while the rest 
are treated as ordinary hosts. The ordinary hosts acquire 
their  distances  to  landmarks  and  estimate  the  vector 
coordination  according  to  (3)  and  (4).  The  observed 
distance between ordinary hosts are not used to calculate 
the vector coordination. Instead, they are used to assess 
REE of IDES.  
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Figure 5.   Contribution rates of top 10 eigenvalues 
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Figure 6.   Relative estimation error of P2Psim 
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Figure 7.   Relative estimation error of meridian 
Fig.  6  and  Fig. 7 plot the  cumulative  distribution  of 
REE  for  P2Psim  and  Meridian  data  set respectively.  It 
shows  that  the  relative  prediction  errors  of  the  three 
algorithms are almost same, while prediction accuracy of 
DPMF slightly outperforms DMF and IDES on P2Psim, 
and slightly degrades on Meridian. For example, the 90th 
percentile  relative  error  of  DPMF  is  about  0.5  over 
P2Psim data, which is roughly 0.7% and 2% better than 
that  of  DMF  and  IDES  respectively.  The  result  shows 
that  the  probabilistic  approach  can  yield  comparable 
prediction accuracy with explicit SVD based MF. Besides 
REE,  Stress  is  another  metric  to  measure  the  overall 
fitness of algorithm which is defined as [10]: 
   
2
2
( ( , ) ( , ))
( , )
E D i j D i j
stress
D i j

 

  (18) 
Table I lists the Stress of three algorithms on two data 
sets.  Similarly  to  REE,  DPMF  has  the  best  prediction 
accuracy  on  Stress.  The  Stress  of  DPMF  is  obviously 
smaller than that of IDES, and achieves relative little gain 
compared with DMF. For example, it is about 30% lower 
than that of IDES on P2Psim data set which means much 
smaller prediction error. 
TABLE I.   STRESS OF IDES, DMF AND DPMF 
  IDES  DMF  DPMF 
P2Psim  0.3226  0.2397  0.2274 
Meridian  0.4849  0.4358  0.4275 
 
The absolute prediction errors are also calculated. For 
each  distance  data  set,  the  range  from  minimum  to 
maximum distance is divided into bins with equal length 
of 20ms. Each measured distance is allocated to one of 
the  bins  so  that  each  bin  contains  a  part  of  measured 
distances.  The  mean  and  standard  deviation  of  all  the 
distances in each bin is calculated and plotted by error bar 
in Fig. 8 and Fig. 9. The line in the middle of error bar 
indicates the average of absolute prediction error, while 
the length of bar above and below the mean line indicates 
variation scale of errors for each bin. 
It shows that the absolute errors are relative low in the 
range of about 50ms to 220ms in terms of mean value and 
standard  deviation  for  P2Psim.  For  delays  shorter  than 
50ms, the absolute errors are likely to be positive which 
means the predicted delays are larger than observed ones. 
On  the  contrary,  for  delays  longer  than  220ms,  more 
negative  errors  indicate  that  more  predicted  delays  are 
smaller than real ones. Similar result comes to Meridian 
data  set.  It  suggests  that  the  matrix  factorization 
algorithm can reconstruct distances in the relative central 
part of bins with higher accuracy, and is less capable to 
predict extreme short or long delays. Recall the long-tail 
probability distribution in Fig. 4, it can be clearly seen 
that low prediction error occurred approximately in the 
delay region with higher probability density. That implies 
the DPMF could achieve acceptable accuracy for most of 
the delays. As the result, the entire prediction accuracy of 
meridian is lower than that of P2Psim as already showed 
in Fig. 6 and Fig. 7 because of larger delay variations. 
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Figure 8.   Absolute prediction error of P2Psim 
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Figure 9.   Absolute prediction error of meridian 
C. Paremeters Analysis 
Despite  the  unobvious  benefits  from  prediction 
accuracy,  DPMF  provides  practical  flexibility  to 
automatically  exploit  the  property  of  distance  data  set 
which facilitates the parameter selection of algorithm. For 
DMF, the appropriate value of regularization parameter 
  comes out as the result of many training experiments, 
and keeps the same for all distance matrices during the 
convergence,  which  is not  very  convenient in  practical 
use  for  arbitrary  distance  data  set.  For  DPMF  the 
parameters  X   and  Y   are traced dynamically over latent 
vectors inference iteration. 
Fig.  10  and  Fig.  11  displays  X   and  Y   values  re-
estimated  from  latent  vectors  of  all  hosts  as  learning 
process  forwards.  Each  dimension  of  X   and  Y   is 
plotted  accordingly.  As  the  prediction  errors  decrease 
along with the update going, the variance 
2   of squared 
errors  drops,  at  the  same  time, 
2
X   and 
2
Y   increase.  It 
suggests  that  the  distribution  of  errors  converges  from 
broad Gaussian to relative narrow one. Consequently, the 
parameters  X   and  Y   decrease  with  iteration  and  are 
not constant. That means the learning process tries to find 
optimal trade-off between prediction errors and Frobenius 
norm of latent vectors. 
As plotted in Fig. 10 and Fig. 11, the convergence of 
parameters  X   and  Y   are  also  presented.  The  X  axis 
presents  the  number  of  iteration.  For  P2Psim,  the 
parameters  are  stable  after  about  100  iterations,  while 
they  converge  after  almost  300 iterations  for meridian. 
Compared with the convergence rate of tens of iterations 
of  DMF,  the  convergence  of  DPMF  is  relatively  slow. 
The reason  behind  is  partially  the adoption  of  gradient 
descent  inference  by  DPMF  rather  than  close  form 
solution  used  by  DMF.  The  convergence  of  prediction 
errors  could  also  be  represented  by  that  of  X   and  Y   
because  parameters  are  decided  partially  by  prediction 
errors, which is not directly plotted here. 
 
0 100 200 300 400
10
1
10
2
10
3
10
4
Iteration

Parameters(P2Psim)
 
 
x
y
 
Figure 10.  Parameters  X   and  Y   (P2Psim) 
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Figure 11.  Parameters  X   and  Y   (Meridian) 
Finally,  the  posterior  distribution  of  latent  vectors  is 
further  illustrated  in  Fig.  12.  Take  the  converged 
outgoing  vector  X  of  P2Psim  as  example.  Two 
dimensions denoted as  1 X  and  2 X  are randomly picked 
up from converged outgoing vector  X  and plotted in Fig. 
12(a) where the location of a point is determined by the 
values of  1 X  and  2 X  respectively. Here  1 X  and  2 X  are 
treated  as  two  random  variables  and  their  histogram 
distributions are depicted in Fig.12 (b)-(c). It shows that 
each dimension does not scale exactly between the same 
range, and the profile of histogram distribution is not quit 
similar.  To  provide  deeper  understand  of  posterior 
properties, we estimate the means and standard deviations 
of  random  variables  1 X  and  2 X  using  normal 
distribution, and the modeling result is plotted as PDF by 
red lines in Fig. 12(b)- (c). Also, the joint distribution of 
1 X  and  2 X  is estimated and showed in Fig. 12(d). In this 
case, the covariance of  1 X  and  2 X  is 0.543 and they are 
not orthogonal. It is obvious that the posterior distribution 
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Figure 12.  Posterior distributions of outgoing vectors (P2Psim) 
of  outgoing  vectors  could  not  be  perfectly  fitted  by 
univariate  Gaussian  with  zero  mean.  For  example,  the 
histogram distribution of  2 X  could be better formulated 
by  probabilistic  model  of  mixture  Gaussian.  Even  the 
unimodal distribution of  1 X  seems more reasonable to be 
presented  as  asymmetrical  skewed  normal  distribution. 
Inspired  by  the  observation,  the  consideration  of  more 
general  and  appropriate  prior  options  for  latent  vectors 
would be one of the future works.  
V.  CONCLUSION 
In  this  paper,  we  propose  a  distributed  matrix 
factorization based network coordination algorithm from 
the  viewpoint  of  probabilistic  model.  The  observed 
entries in delay matrix are viewed as samples randomly 
drawn  from  the  distribution  of  latent  variables.  The 
matrix factorization of distance matrix is represented as 
maximum  likelihood  solution  of  a  probabilistic  latent 
variable  model  instead  of  explicit  dimension  reduction 
scheme used in other MF based NCS. The delay between 
pairwise  Internet  hosts  is  regarded  as  the  sum  of  dot 
production of two latent Gaussian distribution vectors and 
a Gaussian prediction error. 
Simulation  shows  the  delay  prediction  accuracy  of 
DPMF  is  comparable  to  that  of  IDES  and  DMF.  The 
major  advantage  of  DPMF  is  to  explore  probabilistic 
model to trace the property of latency data. That allows 
the  possibility  of  automatic  regularization  parameter 
update during the gradient decent based iteration process, 
which makes DPMF much feasible in practice. 
The posterior distribution of hidden vectors of hosts is 
not well modeled by unimodal Gaussian as assumed by 
prior distribution, that is, distributions over latent vectors 
turn out to be non-Gaussian. A richer class density model 
might  be  considered  in  the  future  to  overcome  the 
formulation limitation of single Gaussian. More complex 
graph models [22, 23] such as Gaussian-Wishart priors or 
kernel method could be also explored to approximate the 
true posterior distributions. 
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Abstract—This  paper  considers  how  to  detect  structural 
change  in  persistence  between  (0) I  and  (1) I  behaviour 
with innovations in the domain of attraction of a  -stable 
law.  Conventional  ratio-based  tests  developed  in  Kim  [J. 
Econ.  95(2000)]  are  unreliable  in  the  presence  of  such 
behavior, having non-pivotal asymptotic null distributions. 
In this paper we propose a subsampling approach to ratio-
based  tests  that  is  valid  against  a  range  of  heavy-tailed 
processes.  Our  proposed  method  does  not  require  the 
practitioners  to  specify  knowledge  for  stable  index. 
Consistency and the rate of convergence for the estimated 
change  point  are  also  obtained.  We  show  via  simulations 
that our asymptotic results provide good approximations in 
finite samples. 
 
Index  Terms—Term  Persistence  Changes;  Subsampling; 
Ratio-Based Tests; Heavy-Tailed 
 
I.  INTRODUCTION 
While  fixed  parameter  autoregressive  models  have  a 
long history in time-series econometric modeling, there is 
growing  evidence  to  suggest  that  the  parameters  of 
autoregressive  models  fitted  to  many  economic  and 
financial time-series are not fixed across time. Being able 
to  correctly  characterize  a  time  series  into  its  separate 
trend-stationary,  and  difference-stationary,  (1) I  
components, should they exit, has important implications 
for effective model building and accurate forecasting in 
economics  and  finance.  Recently,  a  number  of  testing 
procedures have  suggested that  aim to  distinguish  such 
behaviour. These include, inter alia, ratio tests (Kim [1], 
Kim et al. [2], Leybourne and Kim [3], Harvey et al. [4]), 
LBI test (Busetti and Taylor [5], Leybourne and Taylor 
[6]), CUSUM of squares-based tests (Leybourne et al [7]). 
As a general discussion about ratio tests and LBI test, we 
refer the reader  to  Perron  [8].  More recetly,  Carvaliere 
and Taylor [9] have considered persistence change tests 
under  the  non-statioanry  volatility  innovation  case, 
Sibberten  and  Kruse  [10]  have  studied  the  long-range 
dependence innovation case. Hassler and Scheithauer [11] 
have  applied ratio tests  and  LBI  tests to  detect  change 
points  from  short  to  long  memory.  Since  the  multiple 
change point is also an important issue in change point 
analysis,  Leybourne  et  al.  [12]  proposed  a  multiple 
change point detection procedure based on sequences of 
doubly-recursive  implementations  of  regression-based 
unit root statistic of Elliott et al. [13]. 
Most  of  the  work  in  statistic  and  econometric 
literatures has concentrated on the case where innovations 
are  Gaussian.  In  fact,  debates  related  to  persistence 
changes are important in context of the infinite variance 
sequences,  which  have  many  intriguing  mathematical 
properties. Investigation of non-Gaussian cases has been 
partly  driven  by  empirical  evidence  that  financial  time 
series can be very heavy-tailed. Guillaume et al. [14] and 
Anderson and Meerschaert [15] have argued that many 
types of data from economics and finance have the same 
character: a heavier tail than the normal variables, and it 
is more suitable to model these heavy-tailed data by some 
processes  belonging  to  the  domain  of  attraction  of  a 
stable law with stable index  , where the stable index 
can reflect the heaviness of the data. The variance of   
stable  processes  is  infinite  when  2   .  Examples  of 
modeling of heavy-tailed data in finance and economics 
are given by Kokoszka and Wolf [16]; in communication 
systems by Samorodnisky and Taqqu [17]. Such data sets 
are  poorly  described  by  a  Gaussian  model,  but  can  be 
well described by a heavy-tailed distribution. There are 
now  reliable  computer  programs  to  computer  heavy-
tailed densities, distribution functions and quintiles. For 
more details about this heavy-tailed with infinite-varaince 
sequence we refer the reader to Horvath and Kokoszka 
[18],  Rosadi  [19] and  Jin  et al.  [20-21] ,  among many 
others. 
In this paper the random variables  t   are heavy-tailed 
with stable index  , where   is an unknown parameter 
(strictly)  between  one  and  two.  Although  the 
econometrician  and  academician  have  established 
important  results  about  the  weak  convergence  of  the 
sample  mean,  autocovariances  and  autocorrelations  for 
heavy-tailed variables, one drawback to their theorems is 
that explicit knowledge of stable index   is required to 
make use of these statistic (  appears in the normalizing 
rate of convergence); worse, the conventional ratio-based 
tests  are  unreliable  and  quite  complicated, having non-
pivotal asymptotic null distribution dependence on stable 
index  . The goal of this paper is to illuminate that the 
subsampling  methodology  can  be  used  to  analyze  the 
asymptotic distribution of the ratio-based tests for model 
where  series  display  a  change  in  persistence  at  some 
unknown date, when the innovations sequence are heavy-
tailed with infinite variance. 
The paper is organized as follows. In Section 2 of the 
paper, we begin analysing the case where the direction of 
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any  change  in  persistence,  under  the  alternative 
hypothesis,  is  taken  as  given.  That  is,  we  construct 
statistics to test for a change from  (0) I  to  (1) I  or from 
(1) I  to  (0) I  under the alternative. Section 3 of the paper 
derives the limiting null distributions of these statistic. In 
Section  4  we  discuss  subsampling  test  containing  the 
asymptotic  validity  of  the  method.  Section  5  reports 
Monte Carlo simulation evidence on various aspects of 
test  performance.  Finally,  we  provide  brief  concluding 
remarks in Section 6. 
II.  THE PERSISTENCE CHANGE MODELS 
We begin by analysing the case where the direction of 
any  change  in  persistence  under  the  alternative  is 
specified, first considering in some detail the possibility 
of a switch from  (0) I  to  (1) I , a fraction 
  through the 
series. Our analysis then exploits the fact that a switch 
from  (1) I  from  (0) I  a  fraction  
  through  the  series 
corresponds  to  a  break  from  (0) I  to  (1) I ,  with  break 
fraction 1-
, in the time-reversed series. Our approach 
to testing is through ratio-based test, and we exploit the 
power gains promised by the work of Kokoszka and Wolf 
[16]. Since the break fraction 
  is not assumed known, 
ratio-based  tests  should  be  computed  for  all  possible 
0,1   （ ） . 
As a model for a change in persistence, we adopt the 
following data-generating process (DGP), that is 
    , t t t yd   (1) 
  , t t t      for  1, , tT     (2) 
where  t d  contains  a  constant  only  or  a  constant  and 
linear trend and  t   is a stationary innovation term which 
is taken to satisfy the following assumption: 
Assumption  2.1  The  symmetrical  independent 
identical  distributed  (I.I.D.)  innovations  t   are  in  the 
domain of attraction of a stable law with index  (1,2)    
and  0 t E  . 
Lemma 2.1 If Assumption 2.1 holds, then. 
[ ] [ ]
1 2 2
12
11
, ( ( ), ( ))
Tv Tv
d
T t T t
tt
a a U v U v 



  
  , 
where 
1 inf{ : (| | ) } Tt a x P x T 
    and  the  random 
variable  1() Uv is    stable  and  2() Uv is  /2   stable 
Levy process in [0,1].  
Remark 2.1 This result is obtained by Kokoszka and 
Wolf  [16].  The  exact  definition  of  the  Levy  process 
12 ( ( ), ( )) U v U v  appearing in Lemma 2.1 is not needed in 
the following, but we recall that the quantities  T a  can be 
represented  as 
1/ ( ), T a T L T
   for  some  slowly  varying 
function  . L  
Remark  2.2  We  conjecture  that  most  of  the  results 
given in this paper continue to hold even if Assumption 
2.1  is  replaced  by  the  more  general  assumption  the 
innovations are Gaussian ( 2)   , see also the discussion 
in Busetti and Taylor [5]. 
Within the model (1), we consider three possibilities. 
The first of these is that  t y  is  (1) I  throughout the sample 
period; that is,  t  ,  1, , tT  . We denote this  1 H . 
, t t t yd  
, t t t     for  1, , tT   
The second, denoted  01 H , is that  t y  change from (0) I  
to  (1) I  at time [] T
 , where []   denotes the integer part 
of its argument; that is, | | 1 t    for  [] tT 
   and  1 t    
for  [] tT 
   in  (1).  The  (0) I - (1) I  persistence  change 
alternative is obtained under the alternative 
01 H :  1, t t t t        1,2, ,[ ] tT 
   
1, t t t        [ ] 1, , . t T T 
   
The third, denoted,  10 H , is that  t y  is  (1) I  changing to 
(0) I  at time [] T
 . Just as  01 H  implies the level of the 
process  is  fixed  pre-change-point,  so  that  10 H  implies 
this behaviour post-change-point, the model is (1) with 
1 t    for  [] tT 
  . 
10 H :  1, t t t        1,2, ,[ ] tT 
   
1, t t t t        [ ] 1, , . t T T 
   
Here the change-point proportion, 
 , is assumed to be 
an unknown point in  [ , ] lu   , where  [ , ] lu   is a 
closed subset of (0,1). 
III.  TEST AND ESTIMATION PERSISTENCE CHANGE 
A. Test for Persistence Changes 
When innovations have finite variance, Leybourne and 
Taylor [6] have proposed ``modified ratio-based tests'' for 
the null hypothesis that is  t y  is a constant  (0) I  process 
against an  (0) I - (1) I  shift at some unknown point in the 
sample. These tests are constructed using the sequence of 
ratios 
   
2
1
2
2
ˆ
( , ) ( )
ˆ
m



     (3) 
   
22
2,
[ ] 1 [ ] 1
[]
22
1,
11
ˆ ( [ ]) ( )
()
ˆ ([ ]) ( )
Tt
i
t T i T
T t
i
ti
TT
T






   






  (4) 
where, following KPSS 
[ ] [ ]
2 1 2 1
1 1, 1, 1,
1 1 1
ˆ ˆ ˆ ˆ [ ] 2[ ] ( , )
TT m
t t t i
t t t i
T T i m

      


   
     
2 1 2
2 2,
[ ] 1
ˆ ˆ ( [ ])
T
t
tT
TT

  


   
1
2, 2,
1 [ ] 1
ˆ ˆ 2( [ ]) ( , )
mT
t t i
t t i T
T T i m

   


   
   
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with  ( , ) 1 /( 1) i m i m     . In (4),  1, ˆ
t   are OLS residuals 
from regression of  t y  on an intercept  1, ,[ ] tT   , and 
2, ˆ
t   are  OLS  residuals  from  regression  of  t y  on  an 
intercept  [ ] 1, t T T   . In discussing the properties of 
the ratio tests, Leybourne and Taylor [6] recommended 
that  setting  0 m   in  the  modified  tests,  the  choice 
delivers most of the available size improvements under a 
given  scenario  yet  not  sacrificing too  much  test  power 
against persistence change processes. 
Where  the  potential  change  point, 
 ,  is  known  the 
null of no persistence change is rejected for large values 
of  () 
  .  In  the  more  realistic  case  where  
  is 
unknown, Kim [1] and Busetti and Taylor [2] consider 
three  statistics  based  on  the  sequence  of  statistics 
{ ( ), }    . These are: 
1 {[ ], [ ]} ( ,0): max ( / )
lu s T T sT
 
    , 
[]
1
2
[]
( ,0): ( / )
u
l
T
sT
T s T






     
[]
1
3
[]
1
( ,0) ln exp( ( / ))
2
t
l
T
sT
T s T






      
     
where 
1 [ ] [ ] 1 ul T T T 

    .  In  each  case,  the  null  is 
rejected for large values of these statistic and the tests are 
consistent at rate 
2 () p OT  against the  (0) I  - (1) I  change 
DGP. 
In  order  to  test  1 H  against  the  (1) I -  (0) I  change 
DGP  10 () H , Busetti and Taylor [5] propose further tests 
based  on  the  sequence  of  reciprocals  of  ()   ,  ; 
precisely, 
1
1 {[ ], [ ]} ' ( ,0): max ( / )
lu s T T sT
 

    , 
[]
11
2
[]
' ( ,0): ( / )
u
l
T
sT
T s T






     
[]
11
3
[]
1
' ( ,0) ln exp( ( / ) )
2
t
l
T
sT
T s T






      
     
and  in  order  to  test  against  an  unknown  direction  of 
change (that is, either a change from  (0) I  to  (1) I  or vice 
versa), they propose  ' ( ,0) max[ ( ,0), ' ( ,0)] j j j        , 
1,2,3 j  .  The  pairwise  ratio-based  tests  are 
2 () P OT  
under  both  (1) I - (0) I  and  (0) I -  (1) I  alternatives  and 
rejects for large values of the statistics. 
When the innovations have infinite variance, we have 
following theorems. 
Theorem 3.1 Suppose that  t   satisfies Assumption 2.1. 
Then, under the null hypothesis  1 H  it is true that 
( ,0)
d A
B
     
where 
1 1 2 2
12 0 (1 ) ( ) ( ) A W r dr V r dr

 
      
1 1 2 2
12 0 ( ) ( ) B V r dr W r dr

 
   
and 
( ,0) jj
A
B

     
 
,  1,2,3 j   
where 
1
1 1 1 00 ( ) ( ) ( )
r
V r U s ds r U s ds


   and 
1
2 1 1 0 ( ) ( ) ( ) V r U r U r dr


    for  [0, ] r    and 
1 1
1 1 1 ( ) ( ) ( )(1 ) ( )
r
W r U s ds r U s ds
   
       and 
1 1
2 1 1 ( ) ( ) (1 ) ( ) W r U r U r dr
 
      for  ( ,1] r   . 
Remark 3.1 Provided   is symmetric about 0.5, it is 
easy to show  A  and  B  have identical limiting marginal 
distributions under the null hypothesis  1 H . 
Theorem 3.2 Suppose that  t   satisfies Assumption 2.1 
and the process  t y  generated under  01 H . Then  ( ,0)   , 
0 
   is  of  () P OT,  while  for  1 
 ,  ( ,0)    is 
of  (1) P O .  Consequently,  if  the  intersection  of  the 
intervals  (0, ] 
  and    is  non-empty,  then  ( ,0) j 
   
is () P OT,  1,2,3 j  . 
Theorem 3.3 Suppose that  t   satisfies Assumption 2.1 
and the process  t y  generated under  10 H . Then  '( ,0)   , 
0 
   is of  (1) P O , while for  1 
  ,  ( ,0)    is of 
() P OT. Consequently, if the intersection of the intervals 
[ ,1) 
  and    is  non-empty,  then  ( ,0) j 
   is  () P OT, 
1,2,3 j  . 
Remark 3.2 When the direction of change is unknown, 
then  ( ,0) j 
   is  () P OT.  Note  that  the  asymptotic  null 
distribution depends on the stable index   which is often 
unknown and difficult to estimate. Therefore, in Section 
IV, we proposed the subsampling tests procedure without 
estimating the stable index  . 
B. Estimation of Persistence Change 
In  this  subsection,  we  discuss  how  to  estimate  the 
unknown change point. Let 
   
22
2,
[ ] 1
[]
12
1,
1
ˆ ( [ ])
()
ˆ ([ ])
T
t
tT
T
t
t
TT
R
T













  (5) 
where  1, ˆ
t   and  2, ˆ
t   are as defined in (3). In what follows, 
the estimator of change point 
  is defined by 
01
10
argmax ( ),     under    
ˆ
argmin ( ),      under    
RH
RH





 

   
 
 
The asymptotic properties of  ˆ 
  is given in Theorem 
3.4. 
Theorem  3.4  Suppose  that  Assumption  2.1  holds. 
Then under the alternative  10 H  or  10 H , 
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ˆ ( ) (1). P TO 
   
Remark 3.3 The result shows that the estimator  ˆ 
  is 
robust  even  the  innovations  is  infinite  variance,  and  it 
plays  an  important  role  on  subsampling  procedures  in 
Section IV. 
IV.  SUBSAMPLING PERSISTENCE CHANGE TESTS 
In this Section, we consider the subsampling test and 
develop an approximation to the asymptotic distribution 
of  ( ,0)    under null hypothesis. 
To  describe  the  idea,  we  focus  on  model  (1)  and 
construct the steps as follows: 
Step  1:  Compute  the  OLS  residuals,  1, ˆ
t  ,  from  the 
regression of  t y  on an intercept,  ˆ [ ( )] tT 
  , and the 
OLS  residuals,  2, ˆ
t  ,  from  the  regression  of  t y  on  an 
intercept,  ˆ [ ( )] 1 tT 
    ,  where  ˆ 
  is  defined  in 
Theorem 3.4. 
Step  2:  Compute  the  estimator  of  innovations 
1, 1 1, 1 ˆ ˆ ˆ ˆ t t t      ,  ˆ [ ( )] tT 
   and 1, 1 1, 1 ˆ ˆ ˆ ˆ t t t      , 
ˆ [ ( )] tT 
  ,  where 
ˆ ˆ [ ( )] [ ( )]
2
1 1,j 1, 1 1, 1
22
ˆ ˆ ˆ ˆ  /
TT
jj
jj
   
   
 


   
and 
2
2 2,j 2, 1 2, 1
ˆ ˆ [ ( )] 2 [ ( )] 2
ˆ ˆ ˆ ˆ  /
TT
jj
j T j T    
   


     
  . 
Step 3: Compute the centered estimator of innovations 
ˆ [ ( )]
01
1
ˆ ˆ ˆ [ ( )]
T
t t t
t
T

    



    ,  for  ˆ [ ( )] tT 
   and 
ˆ [ (1 )]
01
1
ˆ ˆ ˆ [ (1 )]
T
t t t
t
T

    
 


     , for  ˆ [ ( )] tT 
  . 
Step  4:  Set 
10
ii   ,  ˆ [ ( )] iT 
  ;
10
ii   , 
ˆ [ ( )] 1, , iT 
    [ (1 2 )] T   . Fixed an integer bT   
and  construct  [ (1 2 )] Tb    processes  of  length  b  
which  satisfy  the  null  hypothesis.  For 
1, ,[ (1 2 )] k T b     , the k -th process is defined by: 
0( ) 0 yk , 
1
1() k yk   , 
1 1 1 1 1
2 1 1 1 ( ) , , ( ) k k b k k k b y k y k                .  For 
each process we compute  , ( ,0) bk    in the same way that 
of  ( ,0)   . 
Step  5:  Denote  by  b
   the   -th  quantile  of  the 
empirical distribution of [ (1 2 )] Tb    value  , ( ,0) bk   . 
We reject  1 H  if  ( ,0) jb
 
    ,  1,2,3 j  . 
Remark  4.1  Our  procedure  relies  on  a  choice  of 
bandwidth parameter in our case the subsample size b for 
fairly large samples. However there is no universal good 
subsample size. In this paper, we consider subsample size 
b approximately  equal  to  anything  between  10%  and 
15%  of  the  sample  size  T .  For  a  given 0   ,  the 
consistency  of  the  change  point  estimator, 
ˆ (| | ) 1 P   
    ,  could  guarantee  that  there  be  no 
changes in regions  ˆ (0, ) 
   and  ˆ ( ,1) 
  , whether or 
not an actual break date occurs in whole series. In Section 
IV,  we  consider  0.02    for  a  reasonable  choice  in 
simulation  results.  Then,  we  can  construct  the 
subsequences  to  simulate  approximation  to  the  null 
distribution of  ( ,0)   . 
To  formalize  the  idea  of  the  subsampling  test,  we 
define  , ( ,0) bk    by 
12
,
12
/
( ,0)
/
bk
AA
BB
  
and 
22
1 [ ] 1
[ ] 1
( [ ]) ( ( ))
b
t
i ib
tb
A b b y k






   
12
2
[ ] 1
( [ ]) ( )
b
i
tb
A b b y k




   
[]
22
1 1
1
[ ] ( ( ))
b
t
i i
t
B b y k





   
[]
22
2
1
[ ] ( )
b
i
t
B b y k




   
where 
[]
1
1
( ) ( ) [ ] ( )
b
i i j
j
y k y k b y k




  and 
1
[ ] 1
( ) ( ) ( [ ]) ( )
b
i i j
jb
y k y k b b y k




    .  
Let 
[ (1 2 )]
1
,
1
( ) ([ (1 2 )] ) { ( ,0) }
Tb
b b k
k
x T b I x





        
Denote also 
( ) ( )
A
B G x P x  . 
We  will  show  that,  in  Theorem  3.1,  the  empirical 
distribution  () b x   converges pointwise in probability to 
() Gx. 
Theorem 4.1 Suppose that  t   satisfies Assumption 2.1 
and  as T ,  b  and  /0 bT  .  Under  the  null 
hypothesis  1 H , it is true that for every  x  
( ) ( )
P
b x G x    . 
For  1,2,3 j  , we define 
[ (1 2 )]
1
, , ,
1
( ) ([ (1 2 )] ) { ( ,0) }
Tb
j b j b k
k
x T b I x





        
and 
( ) ( ( ) )
A
jj B G x P x    . 
Theorem  4.2  If the conditions of Theorem 3.1 hold, 
then for every  x  
, ( ) ( )
P
j b j x G x      1,2,3. j   
Remark  4.2  Theorems  4.1  and  4.2  imply  the 
subsampling  test  has  asymptotically  correct  size.  All 
proof  of  theorems  in  Section  III  and  IV  are  available 
upon request. 
V.  NUMERICAL RESULTS 
In this section we use Monte Carlo simulation methods 
to compare the finite sample size and power properties of 
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the  1  ,  1 '   and  1
  , persistence change tests of Section 
III,  the  tests  being  run  at  the  nominal  (asymptotic) 
5%    level  with  their  subsampling  counterparts  of 
Section IV, based on de-mean and de-mean and de-trend, 
for  a  variety  of  stable  index  .  (Results  for  the  other 
persistence change tests discussed in this paper and for 
tests  based  on  de-trended  data  are  qualitatively  similar 
and are available on request.) The finite sample size and 
power properties of the tests are discussed in Sections V 
for  100,200 T   and  500  with  the  first  200  
observations discarded to control for initial effects. As is 
typical we take the search set   to be [0.2,0.8]. Results 
are  reported  with  all  experiments  conducted  using 
10,000 replications and the STABLE function provided 
by Prof. John Nolan (academic2.american.edu./jpnolan). 
All  subsampling  tests  used  b  depended  on  size  T  
subsampling replications; cf. Remark 4.1. 
Results are reported for the following models: 
Model 1. (Under null hypothesis  1 H ): 
t t t yd  ,  1 t t t      ,  1,2, tT  . 
Model 2. (Under alternative hypothesis  01 H ): 
-1 t t t t     ,  1,2, [ ] tT 
   
1 t t t      ,  [ ] 1, t T T 
 . 
TABLE I.   ESTIMATION OF STRUCTURAL CHANGE  k
  WITH 
1.13    
[] kT 
    200 T    500 T    800 T   
0.3T   65.35(1.31)  146.93(1.92)  237.36(2.32) 
0.5T   100.69(1.25)  258.32(2.02)  409.25(1.83) 
0.7T   145.17 (2.84)  346.46(2.27)  567.75(2.72) 
TABLE II.   ESTIMATION OF STRUCTURAL CHANGE  k
  WITH 
1.46    
[] kT 
    200 T    500 T    800 T   
0.3T   62.25(1.26)  150.93(1.36)  241.33(2.04) 
0.5T   102.18(1.32)  252.13(1.74)  401.12(1.90) 
0.7T   140.21 (2.26)  352.31(1.97)  562.37(2.21) 
TABLE III.   ESTIMATION OF STRUCTURAL CHANGE  k
  WITH 
1.95    
[] kT 
    200 T    500 T    800 T   
0.3T   60.79(1.48)  151.35(1.83)  241.33(1.76) 
0.5T   104.15(1.22)  254.37(1.60)  398.52(2.05) 
0.7T   138.94 (1.65)  355.57(1.58)  558.83(1.97) 
 
Essentially, a process which switch from  (1) I  to  (0) I  
behaviour at 
  may also be viewed as a process with the 
opposite  switch  in  behaviour  at  1 
   when  the 
observations are taken in reverse order. Consequently, all 
of the comments made regarding the results for changes 
from  (1) I  to  (0) I  translate almost directly to the results 
for  the  change  from  (0) I  to  (1) I .  Without  loss  of 
generality, we set  0 0    in all cases and the innovations 
t   in  the  domain  of  attraction  of  a  stable  law  with 
1.13,1.46,1.95   . For Model 1 we let the de-mean case 
1 t d   and the de-mean and de-trend case  (1,1) t d  . For 
Model  2,  we  let  0.3 t   ,  [] tT 
   and take 
  values 
among 0.3,0.5,0.7 . 
To find the accuracy of the estimator of  ˆ ˆ [] kT 
  we 
evaluate the mean and the standard deviation of  ˆ k  based 
on the simulation of the above Model 2. The mean and 
standard  deviation  of  the  estimate  ˆ k  are  provided  in 
Table I. The mean of the estimated change period  ˆ k
  is 
with less than two-period distance from the true change 
period  [] kT 
   in  all  the  cases  under  consideration. 
Also, the standard deviation of the estimate is quite small 
in  all  the  cases.  We now  report the  empirical rejection 
frequencies of the tests against data generated by Model 1 
and 2. We observe that for tables II-III, first of all, size 
distortions tend to be worse, ceteris paribus, for all tests 
in  the  case  of  de-mean and  de-trend  vis-à -vis  de-mean 
data,  echoing  the  findings  of  subsampling  tests.  For 
different ( )' 
 s power values are slightly different. With 
0.7 
   power values are the lowest in most cases. Not 
surprisingly, the power of the tests decrease with 
 , as 
the proportion of the series which is  (0) I  is growing. For 
1.95   , subsampling tests have mostly the same size 
and power as Busetti and Taylor [5]. This can be due to 
the fact the heavy-tailed distribution with  1.95    does 
not have much heavier tails than the normal distribution. 
Subsampling tests significantly differ as  1.46   , being 
the lowest power. The factor may be that the stable index 
  can  describe  main  characters  of  heavy-tailed  series: 
the smaller stable index   is, the more(large) probability 
a  series  will  contain  `oscillations',  and  the  easier  the 
residuals have very different distributions before and after 
the change that could strongly affect the performance of 
test. Generally, as sample size T  increase power values 
become higher and higher in each of the tests. Since our 
tests  are  consistent,  power  values  will  convergence  to 
unity for all cases as T  tends to infinity. The simulation 
evidence is intensely in favors of using our procedures to 
detect mean change point with heavy-tailed innovations. 
VI.  CONCLUDING REMARKS 
In this article we have proposed the ratio-based tests 
for a change in persistence with heavy-tailed innovations. 
The test is based on the ratio of maximized (standardized) 
cumulative  sums  of  squared  sub-sample  OLS  residuals 
obtained  from  realizations  of  the  process.  Neither  the 
direction of change nor the location of the change need be 
assumed know. We derive the null distribution that is a 
complicated  function  of  Levy  process,  however,  the 
asymptotic  distribution  is  dependent  on  the  unknown 
stable index  . To overcome the problem, we adopt an 
approach based on subsampling which is a variation on 
the subsampling methodology. Unlike the asymptotic test, 
the  subsampling  procedure  does  not  require  any 
knowledge  of  the  often  very  complex  asymptotic 
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TABLE IV.   EMPIRICAL SIZE OF  1, ( ,0) b    TEST WITH  1.14    
1 t d    (1, ) t dt   
T   b   .. 
1,b    1, ' b   
1,b
    1,b    1, ' b   
1,b
   
100  13  0.0  0.181  0.176  0.184  0.156  0.164  0.161 
    0.3  0.653  0.164  0.662  0.731  0.142  0.675 
    0.5  0.627  0.152  0.645  0.707  0.167  0.655 
    0.7  0.601  0.155  0.605  0.685  0.161  0.631 
200  28  0.0  0.156  0.145  0.178  0.165  0.182  0.152 
    0.3  0.916  0.162  0.914  0.939  0.195  0.935 
    0.5  0.892  0.186  0.906  0.914  0.201  0.919 
    0.7  0.874  0.195  0.886  0.894  0.186  0.893 
500  73  0.0  0.131  0.136  0.147  0.146  0.136  0.141 
    0.3  0.938  0.208  0.929  0.952  0.193  0.947 
    0.5  0.914  0.194  0.908  0.944  0.188  0.934 
    0.7  0.897  0.185  0.893  0.925  0.194  0.917 
TABLE V.   EMPIRICAL SIZE OF  1, ( ,0) b    TEST WITH  1.46    
1 t d    (1, ) t dt   
T   b   
   1,b    1, ' b   
1,b
    1,b    1, ' b   
1,b
   
100  13  0.0  0.152  0.151  0.156  0.176  0.181  0.186 
    0.3  0.763  0.183  0.704  0.795  0.192  0.712 
    0.5  0.752  0.175  0.701  0.794  0.187  0.714 
    0.7  0.683  0.146  0.628  0.711  0.141  0.643 
200  28  0.0  0.126  0.134  0.128  0.157  0.162  0.164 
    0.3  0.942  0.202  0.924  0.964  0.218  0.946 
    0.5  0.936  0.201  0.922  0.965  0.214  0.951 
    0.7  0.863  0.163  0.841  0.900  0.192  0.889 
500  73  0.0  0.091  0.088  0.087  0.125  0.131  0.138 
    0.3  0.972  0.224  0.957  0.980  0.212  0.967 
    0.5  0.965  0.231  0.949  0.976  0.224  0.952 
    0.7  0.943  0.191  0.922  0.951  0.203  0.940 
TABLE VI.   EMPIRICAL SIZE OF  1, ( ,0) b    TEST WITH  1.95    
1 t d    (1, ) t dt   
T   b   
   1,b    1, ' b   
1,b
    1,b    1, ' b   
1,b
   
100  13  0.0  0.084  0.091  0.096  0.096  0.102  0.112 
    0.3  0.820  0.211  0.812  0.855  0.241  0.825 
    0.5  0.804  0.195  0.694  0.837  0.223  0.811 
    0.7  0.713  0.134  0.684  0.733  0.153  0.699 
200  28  0.0  0.076  0.084  0.091  0.087  0.093  0.104 
    0.3  0.962  0.245  0.945  0.984  0.283  0.966 
    0.5  0.946  0.231  0.932  0.972  0.274  0.958 
    0.7  0.931  0.143  0.915  0.950  0.209  0.933 
500  73  0.0  0.061  0.058  0.067  0.075  0.081  0.088 
    0.3  1.000  0.275  1.000  1.000  0.342  1.000 
    0.5  1.000  0.246  0.999  1.000  0.302  0.999 
    0.7  0.998  0.156  0.993  1.000  0.253  0.997 
 
distribution.  Numerical  evidence  suggests  that  our 
procedures work well in practice. As a by-product of our 
analysis we have also proposed estimators for the timing 
of the persistence change which appear to fair quite well 
in  practice.  In  conclusion,  the  ratio  tests  based  on 
subsampling  constitutes  a  functional  tool  for  detecting 
changes in persistence with heavy-tailed innovations. 
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Abstract—A  great  number  of researches  on  network  flow 
characteristics show a large proportion of the network flows 
are single-packet flows. However,  almost  all  existing flow 
termination  strategies  have  no  optimization  for  single-
packet flows, so the efficiency of flow-aggregation is lower. 
Based  on in-depth  study  of  flow  characteristics  and  TCP 
protocol  specifications,  we  find  the  packet  status,  packet 
arrival  interval  and  SYN  packet  size  can  identify  single-
packet  flows  accurately,  and  then  propose  a  flow-
aggregation accelerating strategy for TCP traffic that aims 
to quickly identify single-packet flows. We build efficiency 
model  and  accuracy  model  to  compare  our  strategy 
performance with others and make a lot of experiments on 
the traces collected from a main channel in the CERNET 
during the latest five years. The results prove our strategy 
can greatly improve the efficiency of flow-aggregation at the 
cost of very little loss of accuracy. 
 
Index  Terms—Single-Packet  Flow;  Flow  Timeout; 
Optimization;  Flow  Identification;  Flow  Characteristics; 
TCP; Accelerating 
 
I.  INTRODUCTION 
With the development of the Internet, network traffics 
grow rapidly and network behaviors become increasingly 
complicated.  Network  traffic  analysis  based  on  packet 
has not met the needs of network management. Instead, 
the  traffic  analysis  based  on  flow  is  widely  used  in 
network security management, performance management, 
accounting  management,  traffic  classification,  topology 
analysis, and so on [1-5]. As network flow technology is 
widely  applied,  efficiency  and  accuracy  of  flow-
aggregation  become  more  and  more  important;  under 
high  accuracy  to  improve  the  efficiency  of  flow-
aggregation is always one of the most important research 
issues of network flow technology. 
Flow  is  an  abstraction  of  network  traffic.  A  flow  is 
defined  as  a  stream  of  packets  that  meet  certain  flow 
specification  and  termination  constraints  [6-14].  Flow 
specification  only  specifies  the  composition  of  a  flow, 
while  flow  termination  strategy,  e.g.  flow  timeout, 
directly influences the efficiency and accuracy of flow-
aggregation.  For  avoidance  of  ambiguity,  in  this  paper 
flow-aggregation refers to a process that IP packets are 
matched into flow records. In a general way, accuracy is 
the  opposite  of  efficiency;  accuracy  improves  with  the 
efficiency  decreases.  In  essence,  flow  termination 
strategy is aimed to look for a balance between efficiency 
and  accuracy  of  flow-aggregation.  Although  there  are 
many excellent researches, all of them fail to achieve the 
best balance between efficiency and accuracy [6, 11, 12]. 
A lot of researches on flow characteristics indicate that 
a  large  proportion  of  network  flows  are  single-packet 
flows  in  various  networks.  For  the  convenience  of 
presentation, single-packet flow is denoted as SPF. Based 
on five-tuple specification and 64 seconds fixed timeout 
strategy, the SPF proportion is from 20% to 40% [6, 11, 
13, 14], and the latest research on CERNET and CAIDA 
traffics shows the proportion is between 30% and 60% 
[15]. As we know, the duration of SPF is zero second, but 
it is not exported from memory until the end of timeout 
during  flow-aggregation,  so  a  lot  of  memory  and 
computing  resources  are  wasted  on  SPFs.  If  we  can 
export SPFs in time, the efficiency  of  flow-aggregation 
will  be  improved  greatly.  However,  flow  timeout 
optimization strategy on SPF is very few up to now. 
This  paper  focuses  on  flow  termination  strategy 
optimization of SPF, aims to increase efficiency as much 
as  possible  under  the  premise  of  high  accuracy.  For  a 
long  time,  TCP  traffic  has  occupied  the  dominant 
proportion  of  network  traffic  in  terms  of  packets  and 
bytes  [15,  16-18].  Meanwhile,  TCP  is  a  connection-
oriented protocol, has strict connection established, data 
exchange  and  connection  release  processes,  and  TCP 
packet  can  provide  abundant  transmission  status 
information  [19].  So,  in this  paper  we  only  study  flow 
termination strategy  optimization for TCP traffic, while 
the  optimization  for  UDP  and  other  protocols  will  be 
researched  in  the  future.  Based  on  in-depth  analysis  of 
TCP SPF characteristics and the existing flow termination 
strategies,  we  propose  a  Flow-aggregation  Accelerating 
Strategy  for  TCP  traffic,  denoted  FAST.  The  main 
contributions of our work are as follows: 
Firstly,  we  research  TCP  SPF  characteristics  deeply 
based  on  CERNET  backbone  network;  find  the  packet 
status, packet arrival interval (denoted PAI) and the SYN 
packet  size  are  high  discerning  features  that  can 
distinguish SPFs from the other flows. At the same time, 
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doi:10.4304/jnw.9.6.1416-1425more than 95% of TCP SPFs only have SYN, SYN+ACK 
and RST+ACK three statuses. 
Next,  we  propose  a  flow-aggregation  accelerating 
strategy based on TCP protocol, which can fast identify 
and  export  SPFs.  If  it  is  used  to  optimize  the  existing 
flow termination strategies, under normal circumstances, 
about 50% of the memory space and computing resources 
will be saved. 
The remainder of this paper is organized as follows. 
Section II deeply analyzes the existing flow termination 
strategies. Section III analyzes the characteristics of SPFs 
in  detail.  Section  IV  describes  our  flow-aggregation 
accelerating strategy, then build time cost model, space 
cost model and accuracy model to compare our strategy 
with  the  others  in  efficiency  and  accuracy.  Finally,  we 
conclude the paper in section V. 
II.  RELATED WORK 
The  existing  flow  termination  strategies  can  be 
classified  as  three  categories.  The  first  one  is  timeout 
strategies based on PAI, when PAI greater than timeout 
threshold  the  flow  is  terminated,  such  as  fixed  timeout 
strategy [6]. The second one is the termination strategies 
based on protocol flags, such as flag termination strategy 
for TCP traffic [6, 11, 20, 21]. The third one is the forced 
termination  strategies  based  on  resource  consumption, 
such as time or space forced termination strategies [20, 
21].  The  third  one  is  mainly  used  in  routers,  aims  to 
ensure efficiency of flow-aggregation at the cost of loss 
of  accuracy.  The  second  one  is  often  used  with  other 
termination  strategies.  Up  to  now,  researches  on  flow 
termination strategy have focused on the first category. 
According to setting mode of timeout threshold, the first 
category is divided into fixed timeout and self-adaptive 
timeout strategies. 
Fixed timeout strategy (denoted FT) is the earliest flow 
timeout strategy  [6]. It judges the termination of a flow 
by PAI. It sets a global timeout threshold, when PAI is 
greater  than  the threshold  a  flow  is  terminated.  For  its 
simpleness,  it  is  widely  used.  However,  FT  has  its 
inherent  defects:  (1)  It  treats  all  flows  equally  without 
utilizing  differences  and  correlation  of  flow 
characteristics to improve efficiency of flow-aggregation. 
For  example, the  terminated  short  flows,  especially  the 
SPFs, should be thrown in time, but because their waiting 
time does not exceed the timeout threshold, they are hold 
in memory. So, a lot of system resources are wasted and 
system efficiency decreases. (2) Small timeout threshold 
can  throw  the  terminated  flows  in  time,  but  the  slow 
flows will be cut off frequently and result in thrashing; 
although large timeout threshold can reduce the thrashing, 
lead  to  a  waste  of  system  resources.  So,  it  only  can 
achieve a balance between efficiency and accuracy. 
Ryu  et  al.  [11]  proposed  a  self-adaptive  timeout 
strategy  named  measurement-based  binary  exponential 
timeout,  denoted  MBET.  MBET  maintains  an 
independent  timeout  threshold  for  every  flow  and 
decreases  flow  timeout  threshold  by  binary  exponential 
based  on  flow  rate  during the initial timeout  threshold. 
This  strategy  has  much  higher  comprehensive 
performance  than  FT.  However,  it  also  has  some 
disadvantages: (1) This strategy is based on the stability 
of PAI of a flow, it is suitable for steady and increasing 
flow  rates,  not  applicable  for  fluctuant  and  decreasing 
rates, such as FTP flows [12]. (2) Timeout is not adjusted 
to a suitable value until receiving sufficient packets, so 
the  strategy  is  mainly  suitable  for  large  flows,  not 
applicable  for  short  flows;  especially  the  SPFs.  So, 
MBET is not optimized for short flows and SPFs. 
Wang  et  al.  [12]  proposed  a  self-adaptive  timeout 
strategy named probability-guaranteed adaptive timeout, 
denoted  PGAT.  PGAT  can  adjust  timeout  threshold 
automatically  based  on  application  type,  flow  size  and 
guarantee  probability  during  any  present  timeout 
threshold. It has high flexibility and overall performance. 
However, it still has some shortcomings: (1) Application 
type is judged by transmission port number, accuracy is 
very low [22-24], so it is poor in generality. (2) It focuses 
on integrality of long flows, does not optimize timeout 
thresholds of short flows, especially of SPFs. 
FT,  MBET  and  PGAT  are  the  most  typical  flow 
timeout  strategies.  However,  they  do  not  optimize  the 
timeout  thresholds  of  short  flows,  especially  of  SPFs. 
Besides,  there  are  also  other  typical  strategies,  such as 
two-level  self-adaptive  timeout,  denoted  TSAT  [13], 
multiclass support vector machines, denoted MSVM [14] 
and dynamical timeout strategy, denoted DToS [25], and 
so  on.  Among  these  timeout  strategies,  only  TSAT 
noticed SPFs. 
TSAT uses a small timeout threshold to filter SPFs. If 
the first PAI of a flow is less than this threshold, the flow 
is  identified  as  SPF.  TSAT  optimized  the  timeout 
threshold  of  SPFs  and improved  the  system  efficiency. 
However, it also has some disadvantages: (1) The global 
unified filtering threshold ignores the differences of flow 
characteristics, lack of pertinence and flexibility. (2) The 
filtering mechanism is only based on a single feature and 
its accuracy is easily affected by network environment. (3) 
A  large  error  of  SPF  identification  is  introduced  by 
filtering  mechanism  and  system  overall  accuracy  is 
reduced. 
It is thus clear that SPF timeout optimizing is only in 
its  infancy  at  present,  it  is  necessary  to  research  new 
optimizing  mechanisms  so  as  to  shorten  the  retention 
time of SPFs in memory and improve the efficiency of 
flow-aggregation system. 
III.  SINGLE-PACKET FLOW CHARACTERISTICS 
Traditional flow termination strategies usually ignore 
the  differences  of  flow  characteristics  and  employ  the 
unified strategy for all flows; therefore, some chances to 
improve  flow-aggregation  efficiency  are  certainly  lost. 
Because  this  paper  aims  to  optimize  SPF  timeout,  this 
section is about to study the characteristics of SPF deeply 
based  on  actual  traffics  so  as  to  find  applicable 
optimizing strategies. All traces used in this paper were 
collected from the main channel in the CERNET with 1/4 
flow  sampling.  This  main  channel  covers  over  100 
universities and high schools; its bandwidth is 10 Gbps. 
Table I lists the basic information of 17 traces that are 
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Trace ID  Date  Start time  Duration  Size  # of TCP flows  # of total flows  # of total packets 
1  01/21/2013  23:55:05  1 hour  27.5 GB  22,579,919  28,103,055  433,990,135 
2  10/25/2012  23:54:37  1 hour  56.5 GB  41,111,872  53,130,374  891,719,826 
3  09/20/2012  23:55:05  1 hour  32.2 GB  33,434,012  37,001,072  508,351,233 
4  07/24/2012  23:55:05  1 hour  33.6 GB  57,246,177  61,419,050  530,934,446 
5  04/25/2012  23:55:05  1 hour  28.4 GB  32,500,885  38,148,248  447,702,206 
6  03/19/2012  23:55:05  1 hour  31.3 GB  44,742,398  55,469,794  494,010,718 
7  11/16/2011  23:55:05  1 hour  35.6 GB  58,528,335  64,307,813  564,643,640 
8  04/17/2011  23:55:04  1 hour  24.5 GB  19,177,374  26,589,458  387,309,462 
9  03/12/2011  00:00:02  1 hour  33.2 GB  33,922,537  42,741,669  524,715,732 
10  01/16/2011  09:55:17  1 hour  35.4 GB  23,188,424  29,888,032  558,212,507 
11  11/14/2010  09:55:16  1 hour  48.2 GB  36,631,177  45,425,719  761,759,609 
12  09/11/2010  09:55:17  1 hour  41.2 GB  17,478,313  27,382,109  650,733,917 
13  05/18/2010  09:55:16  1 hour  57.8 GB  19,759,581  31,963,415  912,877,912 
14  03/28/2010  13:55:16  1 hour  54.1 GB  14,926,245  29,239,129  854,281,019 
15  02/23/2010  13:55:17  1 hour  18.7 GB  6,797,344  11,690,538  296,068,512 
16  12/17/2009  13:55:16  1 hour  54.9 GB  14,745,839  28,372,727  866,617,207 
I  12/21/2012  23:55:05  24 hours  1,139.4 GB  1,354,253,155  1,688,574,369  17,992,157,088 
 
used in the paper, where the flow number was calculated 
by 64 seconds FT. 
For presentation purposes, we define flow, TCP flow, 
TCP flow status and TCP bidirectional flow as follows. 
Definition  1.  A  flow  is  defined  as  a  unidirectional 
stream of packets subject to a specification that all the 
packets  have  same  five-tuple  (source  IP  address, 
destination  IP  address,  source  port  number,  destination 
port  number,  layer  3  protocol  type)  and  termination 
constraints. 
Definition 2. A TCP flow is defined as a unidirectional 
flow between source endpoint and destination endpoint of 
a TCP connection. 
Definition 3. TCP flow status refers to the flag field 
value of a packet received by the TCP flow at some point. 
For the convenience of presentation, TCP Flow Status is 
denoted as TFS. 
Definition  4.  A TCP  bidirectional  flow  consists  of  a 
forward  TCP  flow  and  a  reverse  TCP  flow  of  a  TCP 
connection. 
In this section, we employ 64 seconds FT to generate 
flow  records  based  on trace  I that lasted  for  24 hours. 
Then  we  analyze  the  distributions  of  source  port, 
destination port, size, TOS, TTL and PAI of TCP flows. 
Unfortunately,  port,  size,  TOS  and  TTL  are  very  low 
discerning  features  to  distinguish  SPFs  from  the  other 
flows. Although PAI is a high discerning feature, if we 
want to ensure high accuracy of SPF identification, the 
PAI  threshold  is  still  large.  So,  we  need  to  seek  some 
high  discerning  features  to  identify  SPFs.  Because  this 
paper focuses on TCP traffic, we will deeply analyze the 
TCP SPF characteristics. 
TCP  SPF  distribution  based  on  trace  I  demonstrates 
that around 70% of SPFs are TCP flows, the distribution 
plots  TCP  SPF  proportion  by  the  hour,  the  details  as 
shown in Fig. 1. And the measurements based on trace 
1~16 also verify this finding; average 62% of SPFs utilize 
TCP protocol. 
Obviously, most of the SPFs are normally TCP SPFs. 
Meanwhile,  as  a  reliable  transmission  control  protocol, 
TCP has rigid  connection  establishment,  data  exchange 
and connection release specifications; and it can provide 
abundant  transmission  statuses  informations;  these  are 
important for TCP SPF identification. TCP transmission 
statuses refer to flag field value of a packet, i.e. TCP flow 
status. Although TCP flag field can indicate 63 statuses, 
distribution of TCP SPF statuses based on trace I shows 
98%  of  TCP  SPFs  only  have  SYN  (13%),  SYN+ACK 
(75%) and RST+ACK (10%) three statuses, the details as 
shown in Fig. 2. And the measurements based on trace 
1~16  also  show  average  95%  of  SPFs  are  these  three 
statuses. 
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Figure 1.   Distribution of TCP SPF proportion 
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Figure 2.   Distribution of TCP SPF transmission statuses 
1418 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHERIt is thus clear that, the vast majority of TCP SPFs only 
have  SYN,  SYN+ACK  and  RST+ACK  three  statuses. 
And  the  analysis  based  on  entropy  shows  the  TCP 
transmission status is a high discerning feature for TCP 
SPF identification. Therefore, this paper will research a 
quick  identifying  mechanism  for  TCP  SPFs  based  on 
TCP  transmission  status  to  accelerate  flow-aggregation 
process. 
IV.  FAST STRATEGY 
As we know, TCP protocol specifies rigid connection 
establishment and termination processes. From the three-
way  handshake  of  TCP  connection  establishment  and 
four-way  handshake  of  connection  termination  can  be 
concluded that an effective TCP connection contains at 
least 6 packets, and when timeout threshold is applicable, 
it  contains  two  unidirectional  flows  (denoted  uniflow) 
both packet number greater than 2. However, TCP SPF 
only has one packet; this illustrates that TCP SPF much 
more likely relates to an ineffective TCP connection or it 
is  generated  by  an  unreasonable  timeout  threshold  that 
makes a TCP flow be shortened. Because we utilize the 
widely  accepted  64  seconds  timeout  threshold,  this 
eliminates  the  case  that  threshold  is  not  reasonable. 
Therefore, we propose FAST based on effectiveness of 
TCP connection to identify TCP SPFs. 
A. Principle 
The basic starting point of FAST is the legality of flow 
status  transition  based  on  TCP  protocol.  When  a  new 
packet arrives, TCP transmission status of this packet is 
obtained and TCP flow status will change from previous 
status to this status, if the transition is legal, then flow 
status  is  changed  as  the  new  status,  else  the  flow  is 
terminated  and  exported.  Because  a  SPF  only  has  one 
packet,  we  only  keep  a  watchful  eye  on  the  first  two 
packets of a flow; once a flow receives the second packet 
legally,  it  is  not  a  SPF  and  moved  to  TCP  flow-
aggregation  module.  This  design  not  only  can  quickly 
identify SPFs, but also can save system resources, FAST 
working process as shown in Fig. 3. 
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Figure 3.   FAST working process 
The  vast  majority  of  TCP  SPFs  only  have  SYN, 
SYN+ACK and RST+ACK three statuses; the other 60 
statuses only occupy around 2% of TCP SPFs and they 
distribute evenly, the identifying cost of these 60 statuses 
SPFs is large but the improved system efficiency is very 
little.  So,  FAST  only  identifies  the  first  three  statuses 
SPFs to accelerate flow-aggregation process. In order to 
expound  FAST  more  clearly,  Table  II  describes  the 
algorithm of FAST. 
TABLE II.   ALGORITHM OF FAST 
FAST algorithm pseudo-code 
1. PROCEDURE FAST(struct packet) 
2. //FS stands for flow-aggregation space, 
//SAS stands for status analysis space. 
3. IF(packet.protocol=6) 
4. IF(packet belongs to a flow in FS) 
5. update the flow record in FS 
6. ELSE IF(packet belongs to a biflow in SAS) 
7. BEGIN 
8. update the biflow record in SAS; 
9. divide the biflow record and move to FS 
10. END 
11. ELSE IF(packet belongs to a flow in SAS) 
12. update and move the flow record to FS 
13. ELSE CASE packet.tcpflag OF 
14. 2:BEGIN 
15. create a flow record for the packet in SAS; 
16. IF(packet.pktLength=40) 
17. choose time threshold in table VIII for the new flow 
18. ELSE 
19. choose time threshold in table III for the new flow 
20. END 
21. //match(): look for matched SYN for SYN+ACK. 
//succeed in SAS, return 1; succeed in FS, return 2; 
//otherwise, return 0. 
22. 18: CASE match() OF 
23. 0: create a flow record for the packet and export it to disk; 
24. 1:BEGIN 
25. create a biflow record for the packet in SAS; 
26. copy matched SYN flow information to biflow in SAS; 
27. delete the matched SYN flow in SAS 
28. END 
29. 2:create a flow record for the packet in FS 
30. END 
31. 20: create a flow record for the packet and export it to disk 
32. ELSE create a flow record for the packet in FS 
33. END 
34. ELSE 
35. Do flow-aggregation with usual timeout strategy in FS 
36. END 
 
The  core  module  of  FAST  is  TCP  status  analysis 
module. For TCP status analysis, we need to focus on two 
issues: 
Firstly, which status is the first legal TFS. 
Secondly, what is the suitable holding time threshold 
of the first legal status, i.e., the longest waiting time of 
the first legal TFS transition. 
If the first TFS of a flow is illegal, the flow is judged 
as a SPF and exported. If the first TFS of a flow is legal, 
the holding time threshold will be used to judge whether 
the flow is a SPF, if waiting time is greater than holding 
time threshold and the TFS is still not changed legally, 
then the flow is judged as SPF. 
For an effective TCP uniflow, the first legal status only 
can be SYN or SYN+ACK status. However, for a TCP 
connection, SYN status is earlier than SYN+ACK status, 
this  fact  is  not  reflected  by  uniflow.  In  view  of  the 
bidirectional  characteristic  of  TCP  connection,  we  use 
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Figure 4.   Distribution of SYN+ACK SPF status 
bidirectional  flow  to  reflect  the  time  sequence  of  TCP 
flow  statuses.  For  the  convenience  of  presentation, 
Bidirectional Flow is denoted as biflow. For an effective 
TCP biflow, the first legal status only can be SYN status. 
For  RST+ACK  SPF,  it  can  be  identified  directly; 
firstly  RST+ACK  is  not  the  first  legal  flow  status, 
furthermore RST is one of the flow termination flags in 
TCP  flow  termination  strategies  [6,  20,  21].  For 
SYN+ACK SPF, it can be identified by biflow; at first, 
SYN+ACK  is  not  the  first  legal  status  of  a  biflow, 
secondly the researches based on trace I and trace 1~16 
also show that the biflow with SYN+ACK status as the 
first  status  is  a  SPF.  Fig.  4  describes  the  status 
distribution of SYN+ACK SPFs based on trace I. Fig. 4 
(a)  shows  average  97%  of  SYN+ACK  SPFs  (denoted 
SASPF) can be identified by time sequence of statuses. 
Although,  the  remainder  3%  cannot  identified  by  time 
sequence  of  statuses,  81%  of  this  3%  are 
SYN/SYN+ACK  bidirectional  SPFs  that  both  forward 
and reverse flow are SPFs, the details as shown in Fig. 4 
(b); they can be identified and exported in the course of 
SYN SPFs identification, so the final identifying ratio of 
SYN+ACK  SPFs  can  exceed  99%  and  the  identifying 
error  is related to  SYN  SPF identifying  error.  Suppose 
that SYN SPF identifying error is 2%, SYN+ACK error 
is only 0.05% that can be ignored. The experiments based 
on trace 1~16 also verify the effectiveness of SYN+ACK 
SPF identification using time sequence of statuses. 
For SYN status, because it is the legal first status of 
SPF  or  biflow,  SYN  SPF  cannot  be  identified  by  time 
sequence of statuses. For SYN SPFs, this paper utilizes 
PAI and SYN packet size to identify them. Fig. 5 shows 
the distribution of SYN status holding time based on trace 
I, we will research the SYN status holding time threshold 
based on this distribution. 
For  the  convenience  of  presentation,  we  define 
guaranteed  probability,  sample  error  and  true  error  as 
follow. 
Definition  5.  For  a  certain  time  threshold,  the 
probability  that  the  status  of  a  flow  can  transform 
successfully  from  SYN  to  another  is  called  guaranteed 
probability that the flow is not a SPF. 
Definition  6.  For  a  certain  time  threshold,  the 
probability  that  a  flow  of  the  available  data  sample  is 
wrongly  judged  as  SPF  is  called  sample  error  and  the 
error of all samples is called true error. 
The sample error (denoted errorS(h)) of hypothesis h 
with respect to target function f and data sample S is: 
 
1
( ) ( ( ), ( )) S
xS
error h f x h x
n


    (1) 
where n is the number of examples in S, and the quantity 
ʴ(f(x),h(x)) is 1 if f(x)≠h(x), and 0 otherwise. 
The true error (denoted errorD(h)) of hypothesis h with 
respect to target function f and distribution D is: 
  ( ) Pr[ ( ) ( )] D xD error h f x h x
    (2) 
Mitchell  [26]  proposed  a  general  expression  for 
approximate N% confidence intervals for errorD(h) is: 
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D S N
error h error h
error h error h Z
n

   (3) 
Here  the  constant  ZN  is  chosen  depending  on  the 
desired confidence level. 
Based  on  cumulative  distribution  in  Fig.  5,  we 
calculate the major thresholds of SYN holding time, the 
thresholds details as shown in Table III. Obviously, the 
vast  majority  of  TCP  flows  have  a  very  short  SYN 
holding time. As we know, threshold is usually chosen 
depending on a requirement that is always the efficiency 
or accuracy. So, in practice, we should choose the most 
suitable threshold depending on the desired accuracy, so 
as to improve the system efficiency at the cost of loss of 
minimum accuracy. 
TABLE III.   TIME THRESHOLD AND ACCURACY 
Time 
threshold 
Guaranteed 
probability 
Sample 
error 
True error 
(99% confidence intervals) 
1s  0.7896  0.182143  0.182143± 0.000052 
2s  0.8161  0.165925  0.165925± 0.000050 
4s  0.9408  0.042310  0.042310± 0.000027 
8s  0.9567  0.032193  0.032193± 0.000024 
16s  0.9787  0.015186  0.015186± 0.000016 
32s  0.9960  0.002832  0.002832± 0.000007 
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Figure 5.   Cumulative distribution of SYN status holding time 
However, if we identify SPF only according to SYN 
status holding time, the identifying accuracy is not ideal. 
In  view  of  this,  we  deeply  analyze  the  distributions  of 
source port, destination port, size, TOS and TTL of SYN 
SPF based on trace I, where only the distribution of SYN 
SPF size has obvious regularity, the details as shown in 
Fig. 6. For the conveniences of description, a flow that its 
first packet is SYN packet and the packet size is 40 bytes 
is denoted as SYN40. If a SYN40 is a SPF, it is called 
SYN40  SPF,  and  otherwise  it  is  called  SYN40  MPF. 
SYN SPF size distribution shows that more than 65% of 
SYN SPFs are SYN40 SPFs, and the research of SYN40 
based  on  trace  I  shows  that  the  MPF  proportion  of 
SYN40s is less than 2%, this fact demonstrates that if we 
only use the first packet size to identify the SPFs, then the 
identifying accuracy of SYN40 SPFs can easily exceed 
98%. The  experiment results  based  on  trace  1~16  also 
verify these facts, the details as shown in Table IV and 
Table V, where PS40SF stands for the proportion SYN40 
SPFs relative to SYN40s, PSSF40 stands for the proportion 
SYN40 SPFs relative to SYN SPFs. 
In order to improve the identifying accuracy of SYN40 
SPFs, we deeply study the PAI distribution of SYN40s 
based  on  trace  I,  the  details  as  shown  in  Fig.  7.  The 
distribution  shows  that  the  PAIs  of  more  than  45% 
SYN40 MPFs are less than 2 seconds, and this fact is also 
verified by the experiment results based on trace 1~16, 
the details as shown in Table VI and Table VII, where 
PL2PAI stands for the proportion the SYN40 MPFs which 
first PAIs are less than 2 seconds relative to all SYN40 
MPFs. It is thus clear that, if the 2 seconds threshold is 
used to identify SYN40 SPFs, then the identifying error 
will  be  decreased  50%.  Without  loss  of  generality,  we 
calculate  the  major  holding  time  thresholds  of  SYN40 
based on trace I, the details as shown in Table VIII. 
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Figure 6.   Cumulative distribution of SYN SPF size 
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Figure 7.   Cumulative distribution of SYN40 first PAI 
TABLE IV.   TRACE I AND TRACE 1~7 SYN40 FLOW CHARACTERISTICS 
Trace ID  I  1  2  3  4  5  6  7 
PS40SF  0.9822  0.9936  0.9911  0.9936  0.9907  0.9917  0.9907  0.9790 
PSSF40  0.6503  0.6385  0.5294  0.7741  0.8278  0.6689  0.7735  0.8561 
TABLE V.   TRACE 8~16 SYN40 FLOW CHARACTERISTICS 
Trace ID  8  9  10  11  12  13  14  15  16 
PS40SF  0.9832  0.9873  0.9736  0.9813  0.9900  0.9811  0.9901  0.9913  0.9901 
PSSF40  0.8751  0.8562  0.5517  0.5721  0.7075  0.4103  0.5842  0.6840  0.5076 
TABLE VI.   TRACE I AND TRACE 1~7 SYN40 FIRST PAI 
Trace ID  I  1  2  3  4  5  6  7 
PL2PAI  0.4549  0.8624  0.8612  0.9749  0.7557  0.9288  0.9605  0.9547 
TABLE VII.   TRACE 8~16 SYN40 FIRST PAI 
Trace ID  8  9  10  11  12  13  14  15  16 
PL2PAI  0.9823  0.8057  0.4582  0.8407  0.8724  0.9323  0.9208  0.8844  0.7621 
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Time 
threshold 
Guaranteed 
probability 
Sample 
error 
True error 
(99% confidence intervals) 
1s  0.3829  0.011007  0.011007± 0.000032 
2s  0.4549  0.009723  0.009723± 0.000030 
4s  0.5401  0.008203  0.008203± 0.000028 
8s  0.7033  0.005291  0.005291± 0.000022 
16s  0.7922  0.003706  0.003706± 0.000019 
32s  0.8509  0.002659  0.002659± 0.000016 
 
From  the  above  analysis  on  SYN and  SYN40  SPFs, 
this  paper  uses  two  sets  of  thresholds in  the  course  of 
SYN SPF identification, if the first packet of a flow is 
SYN40, we choose the threshold in Table VIII according 
to  the  desired  accuracy,  and  otherwise  we  choose  the 
threshold in Table III. 
TABLE IX.   COST MODEL PARAMETERS 
ID  Parameter  Parameter meaning 
1  CSC 
Computing resources for creating a flow record 
in SAS 
2  CFC  Computing resources for creating a flow record 
in FS 
3  CSS  Computing resources for scanning a flow record 
in SAS 
4  CFS 
Computing resources for scanning a flow record 
in FS 
5  MF  Memory resources for storing a flow record in 
FS 
6  MS 
Memory resources for storing a flow record in 
SAS 
7  ʱ  Scanning frequency 
8  μ  Proportion TCP SPFs relative to TCP flows 
9  PSYN  Proportion SYN SPFs relative to TCP SPFs 
10  PSYN40  Proportion SYN40 SPFs relative to SYN SPFs 
11  PSSA  Proportion SYN/SYN+ACK  biflows relative to 
TCP SPFs 
12  PS40SA  Proportion  SYN40/SYN+ACK  biflows  relative 
to SYN/SYN+ACK biflows 
13  TSYN  SYN status holding time threshold 
14  TSYN40  SYN status holding time threshold of SYN40 
15  TSC  Average waiting time of SYN status transition 
16  TF  Timeout threshold of FT 
17  TDR  Average duration of flows 
 
B. Efficiency Evaluation 
The  cost  of  a  strategy  usually  refers  to  the  average 
computing resources and memory resources consumed by 
handling an input. For flow-aggregation, flow is the basic 
unit  of  a  system,  so  the  cost  of  FAST  is  the  average 
computing resources and memory resources that are used 
to create and maintain a flow record. Because FAST only 
optimizes the flow timeout strategy for TCP traffic, the 
remainder  of  traffic  is  still  aggregated  by  conventional 
methods; only the flow-aggregation cost of TCP traffic 
may be changed, and the costs of other traffics are not 
changed. So, we only need to build the cost models for 
TCP traffic. Table IX lists the main parameters and their 
meanings  of  our  cost  models.  Although  the  typical 
adaptive timeout strategies, such as MBET, PGAT and so 
on, are more efficient than FT, they do not optimize the 
SPF termination strategy; for SPFs, these strategies have 
the same efficiency as FT. This means that for a same 
trace  the  cost  saved  by  timeout  optimizing  of  SPFs  is 
equal for all strategies. As we know, the cost of FT is the 
largest  among  all  strategies.  So,  cost  reduction  percent 
FAST relative to FT is less than FAST relative to other 
strategies. Therefore, if we want to compare efficiency of 
FAST  with  other  strategies,  we  only  need  to  compare 
with FT to get the minimum values. 
For  FAST,  CFAST  and  MFAST  are  used  to  denote  the 
average computing resources and memory resources that 
are used to handle a flow. Where CSYN and MSYN are used 
to denote the average computing resources and memory 
resources  that are  used  to handle a  SYN  SPF,  MSA are 
used  to  denote  the  average  memory  resources  that  are 
used  to  handle  a  SYN+ACK  SPF.  Meanwhile,  for  FT, 
CFT and MFT are used to denote the average computing 
resources and memory resources that are used to handle a 
flow. 
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We  use  RCFF  and  RMFF  to  denote  the  cost  reduction 
ratio  FAST  relative  to  FT  of  the  average  computing 
resources and memory resources that are used to handle a 
flow: 
 
FT FAST
CFF
FT
CC
R
C

   (11) 
 
FT FAST
MFF
FT
MM
R
M

    (12) 
Because many parameters of RCFF and RMFF are closely 
related to network environment, this paper will calculate 
RCFF and RMFF based on trace 1~16. The flow-aggregation 
algorithm  indicates  MS=MF,  CFC=CSC=3CFS=3CSS,  If 
TSYN=16s,  TSYN40=2s,  TF=64s,  ʱ=1Hz,  we  will  get  the 
values  of  RCFF  and  RMFF  for  trace  1~16,  the  details  as 
shown in Table X and Table XI. 
The experiment results show that FAST improves the 
efficiency  of  flow-aggregation  greatly.  Compared  to 
MBET,  PGAT,  FT  and  other  strategies,  when  SPF 
proportion  is  higher,  average  computing  resources  for 
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© 2014 ACADEMY PUBLISHERTABLE X.   TRACE 1~8 COST REDUCTION PERCENT FAST RELATIVE TO FT 
Trace ID  1  2  3  4  5  6  7  8 
RCFF  34.95%  55.64%  53.22%  77.18%  54.66%  57.33%  63.40%  44.49% 
RMFF  37.41%  57.17%  55.05%  78.02%  56.29%  58.96%  64.63%  46.78% 
TABLE XI.   TRACE 9~16 COST REDUCTION PERCENT FAST RELATIVE TO FT 
Trace ID  9  10  11  12  13  14  15  16 
RCFF  61.79%  40.60%  34.21%  16.08%  8.93%  9.12%  14.37%  8.37% 
RMFF  63.14%  42.77%  36.39%  18.95%  12.02%  12.12%  17.24%  11.14% 
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Figure 8.   Efficiency comparison FAST relative to TSAT based on trace 1~16 
handling  a  flow  decrease  around  52%  and  average 
memory resources decrease 54% approximately. Even if 
the  SPF  proportion  is  very  low,  the  average  cost 
reduction  percent  is  also  more  than  11%.  Meanwhile, 
when  the  number  of  SPFs  increases  rapidly,  such  as 
DDoS  attack,  the  efficiency  of  MEBT,  PGAT,  FT  and 
other  strategies  will  decrease  largely,  and  at  worst, 
memory  will  be  exhausted  and  system  crashes.  In  this 
situation,  FAST  can  ensure  system  works  normally  as 
much as possible. 
In  order  to  further  evaluate  the  time  and  space 
efficiency of FAST, we compared FAST with TSAT that 
is the only strategy with filtering mechanism for SPFs up 
to now. TSAT uses 16 seconds timeout threshold to filter 
SPFs, if the first PAI of a flow is larger than 16 seconds, 
then the flow is identified as a SPF. For TSAT, CTSAT and 
MTSAT are used to denote the average computing resources 
and  memory  resources  that  are  used  to  handle  a  flow. 
And the cost reduction percent TSAT relative to FT  is 
denoted  as  RCTF  and  RMTF,  the  details  as  shown  in 
(13)~(16).  We  calculate  the  cost  reductions  for  TSAT 
based on trace 1~16 and compare with FAST. The results 
show the average computing resources reduction percent 
of  FAST  is  around  1.40  times  relative  to  TSAT  and 
average memory reduction percent of FAST is about 1.30 
times relative to TSAT, the details as shown in Fig. 8. 
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C. Accuracy Evaluation 
The difference FAST relative to other strategies is the 
SPF timeout optimization for TCP traffic; the other traffic 
is  still  aggregated  by  conventional  strategies  and  the 
flow-aggregation accuracy of that traffic is not changed. 
Therefore, when we evaluate the accuracy of FAST we 
only need to consider TCP traffic, and the accuracy  of 
FAST  is  the  TCP  SPF  identifying  accuracy  relative  to 
benchmark.  In  many  researches,  the  flow-aggregation 
result using FT with 64 seconds timeout is always viewed 
as a benchmark. So, we take the flow record set generated 
by FT with 64 seconds timeout as the true set, and we use 
thrashing  and  shortening  to  evaluate  the  accuracy  of 
FAST. 
Definition  7.  For  a  trace,  when  a  flow  termination 
strategy is employed, the increased proportion the flow 
number generated by the strategy relative to true number 
contained in the trace is called thrashing, denoted RTHRA. 
 
STRA TRUE
THRA
TRUE
Num Num
R
Num

   (17) 
where NumSTRA denotes the number of generated flows by 
the  strategy,  and  NumTRUE  denotes  the  true  number  of 
flows contained in the trace. 
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Trace ID  1  2  3  4  5  6  7  8 
RTHRA  1.19%  0.36%  0.90%  0.45%  0.97%  0.96%  1.65%  1.72% 
RSHOR  1.15%  0.35%  0.87%  0.44%  0.92%  0.88%  1.59%  1.68% 
TABLE XIII.   ACCURACY VALUES OF TRACE 9~16 
Trace ID  9  10  11  12  13  14  15  16 
RTHRA  1.09%  0.86%  1.98%  0.67%  1.17%  1.24%  1.13%  1.57% 
RSHOR  1.06%  0.84%  1.96%  0.64%  1.15%  1.22%  1.12%  1.52% 
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Figure 9.   Accuracy comparison FAST relative to TSAT of trace 1~16 
Definition  8.  For  a  trace,  when  a  flow  termination 
strategy  is  employed,  the  proportion  the  true  flows 
contained in the trace are truncated is called shortening, 
denoted RSHOR. 
 
TRUE SAME
SHOR
TRUE
Num Num
R
Num

   (18) 
where  NumSAME  denotes  the  number  of  the  true  flows 
contained in the trace that are not cut off  when a flow 
termination strategy is employed. 
We  calculate  the  accuracy  of  FAST  based  on  trace 
1~16, and the values of RTHRA and RSHOR are showed in 
Table XII and Table XIII. The experiment results show 
that  both  thrashing  and  shortening  are  only  about  1%. 
Thus  it  can  be  seen  that  FAST  only  loses  very  tiny 
accuracy of flow-aggregation relative to benchmark. 
In order to fully evaluate the accuracy of FAST, we 
calculate the thrashing and shortening of TSAT based on 
trace 1~16 and compare with FAST. The results show the 
average thrashing of TSAT is 3.29 times relative to FAST 
and its average fluctuation range is 8.96 times relative to 
FAST, the details as shown in Fig. 9 (a). Meanwhile, the 
average  shortening  of  TSAT  is  3.08  times  relative  to 
FAST  and  its  average  fluctuation  range  is  7.86  times 
relative to FAST, the details as shown in Fig. 9 (b). It is 
thus clear that both accuracy value and accuracy stability 
FAST is much better than TSAT. 
V.  CONCLUSIONS 
Efficiency improvement of flow-aggregation is always 
an  important  research  issue  of  flow-based  network 
management.  This  paper  aims  to  optimize  SPF 
termination  strategy.  At  first,  we  deeply  research  the 
characteristics of SPFs, find that packet statuses, PAI and 
SYN  packet  size  are  high  discerning  features  that  can 
identify  SPFs  accurately,  and  95%  of  TCP  SPFs  only 
have SYN, SYN+ACK and RST+ACK three statuses in 
the measured network. Then, we propose FAST strategy 
and analyze its efficiency and accuracy based on 5 years 
traces from CERNET backbone. The results show FAST 
usually reduces more than 50% computing resources and 
memory  resources  relative  to  MEBT,  PGAT,  FT  and 
other strategies, and the accuracy is only lost around 1%. 
Relative  to  the  existing  SPF  filtering  strategy  (TSAT) 
FAST  improves  efficiency  and  accuracy  of  flow-
aggregation  much  more.  All  these  results  demonstrate 
convincingly  that  FAST  succeeds  in  optimizing  SPF 
termination  strategy.  Meanwhile,  in  view  of  the 
advantage of SPF fast identification, FAST can ensure the 
system work normally as much as possible when network 
anomaly is raised, such as DDoS attack. And furthermore, 
FAST can be viewed as a filtering mechanism of SPFs; it 
can be easily transplanted to MEBT, PGAT, FT and other 
termination strategies, so as to optimize these strategies. 
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Abstract—In  cognitive  networks,  the cognitive radio  users 
can share spectrum resource with the primary user while 
ensuring  the  normal  communication  of  primary  user.  In 
addition, next generation wireless systems needs to provide 
flexible transmission rate to each terminal. In this paper, a 
utility-based game-theoretic model is proposed to study the 
joint power and rate control problem in spectrum underlay 
fashion  in  cognitive  networks.  We  adopt  a  novel  utility 
function based on cognitive network which focuses on social 
optimal  resource  allocation  through  pricing.  Further,  we 
show an interference threshold elasticity perspective, which 
is the key for primary network to maximize its utility by 
increasing  its  transmitted  power  to  adjust  the  tolerable 
interference constraint. And also, the cognitive network can 
increase its total throughput capacity. In Stackelberg game, 
the primary user and the cognitive radio users interact with 
each other by adjusting their own actions. The cooperative 
cognitive networks model follows the “best-effort” principle 
as well as the win-win perspective of primary-cognitive user. 
Numerical  simulations  are  conducted  to  demonstrate  the 
performance  of the  model.  The results show  that the  PU 
network can get more profit and also the CRU network can 
increase its total throughput capacity by the adjustment of 
the interference threshold. 
 
Index  Terms—Utility  Function,  Power  &  Rate  Control, 
Interference  Threshold  Elasticity,  Cognitive  Networks, 
Stackelberg Game 
 
I.  INTRODUCTION 
Wireless spectrum suffers from scarcity with the rapid 
development of communications. FCC studies found that 
the  static  frequency  allocation  policy  causes  the 
inefficient  usage  of  spectrum  resource  [1].  Cognitive 
Radio (CR) has been viewed as a promising technology 
to  solve  this  problem  [2].  In  cognitive  networks,  the 
non-authorized  users  can  share  the  spectrum  with  the 
authorized users without affecting normal communication 
of  the  authorized  users.  Here  we  call  authorized  user 
primary user (PU) and call non-authorized user cognitive 
radio user (CRU). During the sharing process, the CRUs 
will  bring  interference  to  the  PU.  So  power  control  is 
vital. Game theory has been used as a powerful tool to 
study  the  power  control  problem.  In  [3],  the 
non-cooperative game power control model (NPG) was 
first  developed.  However,  the  Nash  Equilibrium  (NE) 
may not be optimum. Then, the author imposed a linear 
pricing function to improve Pareto efficiency [4]. After 
that,  many  researchers  have  designed  different  utility 
functions [5-10] such as sigmoid-like utility function to 
obtain better Quality of Service (QoS) using less power. 
Next  generation  wireless  systems  will  provide  a  wide 
range  of  services  such  as  real-time  multimedia 
transmission.  Only  power  control  is  not  enough. 
Researches  [11-14]  in  the  area  of  joint  power  and rate 
control  have  been  proposed.  [11]  used  a  two-layered 
game  in  which  one  game  determined  powers  and  the 
other determined rates. Based on [12], [13] also used a 
single  game  where  powers  and  rates  were  computed 
jointly.  [14]  focused  on  GPRS  technology  and  used 
discrete  link  adaptation  to  solve  the  problem  of  joint 
power and rate allocation. 
Game  theory  includes  non-cooperative  game  and 
cooperative  game.  The  above  mentioned  articles  are 
almost based on non-cooperative game. Non-cooperative 
game focuses on individual rationality and optimality. In 
contrast, cooperative game focuses on group optimality. 
It has no process fr individuals to reach agreement and 
directly  discuss  the  spectrum  resource  allocation.  In 
aspect of efficiency and fairness, cooperative game will 
be  more  suitable.  In  this  paper,  the  CRU  network  is 
viewed as the public participant. Aiming to the maximum 
of  the  total  throughput  capacity  of  CRU  network,  the 
joint power and rate control utility model with QoS and 
interference constraints is built. By Lagrange dual layered 
technology,  the  model  can  be  divided  into  the 
sub-problem  of  each  CRU.  Also,  we  can  see  that  this 
model  combines  energy  consumption  of  network  with 
data transmission performance. 
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doi:10.4304/jnw.9.6.1426-1431Cognitive networks are compound networks consisting 
of PU network and CRU network. If only considering the 
CRU  network,  the  power  control  scheme  has  no 
difference  with  the  traditional  wireless  network  power 
control scheme. Thus, in order to fully utilize the scarce 
spectrum resource and protect the benefit of PU network, 
it is very necessary for the PU network as the decision 
maker to participate in the spectrum sharing process. As 
opposed to passive spectrum sharing, the PU network has 
an  incentive  to  allow  the  CRUs  to  access  its  licensed 
spectrum, that is, the PU network plays an active role in 
the spectrum sharing process. In [15], the CRU network 
rewarded the PU network for allowing the CRUs to share 
its licensed spectrum and penalized them when the total 
interference  became  greater  than  the  interference 
threshold.  In  [16],  the  author  presented  a  new  pricing 
function of CRUs based on [15], which made the CRUs 
achieve their transmission using less powers. In [17], the 
author introduced an economic-based utility for the PU 
network as a  function  of  signal-interference-ratio  (SIR) 
and transmitted power, which allowed the CRUs to share 
the PU network’s spectrum and punished the PU network 
if its required transmission quality was not satisfied. By 
analysis,  the  transmitted  power  and  the  interference 
threshold  of  the  PU  network  are  fixed  in  the  above 
articles. 
The  focus  of  this  paper,  however,  is  interference 
threshold  elasticity.  The  PU  network  can  maximize  its 
revenue by increasing its transmitted power to adjust the 
tolerable  interference  constraint.  The  word  “elasticity” 
has been presented in some articles. In [18], the author 
firstly introduced the concept of elasticity into network 
and refereed elasticity as the applications’ ability to adapt 
their sending rates according to the available resource. In 
[19], the author defined a utility-bandwidth elasticity and 
calculated the corresponding optimal pricing to maximize 
the  total  utility.  In  [20],  the  author  presented  the 
power-interference  elasticity  perspective  and  the  PU 
chose the bandwidth and tolerable interference levels for 
the CRUs. Here the key difference with [20] is that we 
consider  the  social  optimal  resource  allocation  in  the 
CRU network, and also the PU network will pay for the 
increment  of  the  transmitted  power  with  respect  to  an 
exclusive  interference  in  the  PU  network  utility.  So,  a 
dynamic  spectrum  sharing  scheme  is  designed  with  a 
limited interaction between the PU network and the CRU 
network. Stackelberg game is used in this paper, in which 
the PU network acts as Stackelberg leader and the CRU 
network  acts  as  follower.  The  PU  network  properly 
adjusts  the  interference  threshold  by  the  actual 
requirement of the CRU network, Meanwhile, the CRU 
network  has  to  adapt  its  action  to  the  imposed 
interference constraint. 
The remainder of this paper is organized as follows. In 
Section II, we describe the system model. In Section III, 
we present the utility functions for both the PU network 
and the CRU network, and also formulate the cooperative 
cognitive networks model based on Stackelberg game. In 
Section  IV,  we  give  the  primary-cognitive  joint  power 
and rate control algorithm. The performance analysis of 
this model and the conclusions are given in Section V and 
VI. 
II.  SYSTEM MODEL 
We  consider  the  uplink  communication  of  the 
single-cell  CDMA  cognitive  networks  model  with  one 
PU,  one  PU  base  station,  N  CRUs  and  one CRU  base 
station.  Fig.1  illustrates  the  model  where  the  CRU 
network is laid over the PU network in spectrum underlay 
fashion.  h   and  g   are the path gain. 
 
 
Figure 1.   A single-cell CDMA cognitive networks model 
For  the  i-th  CRU,  the  signal-interference-noise-ratio 
(SINR) achieved at the CRU base station can be obtained 
using the following formula: 
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where  W  is  the  available  spread  spectrum  bandwidth, 
2
00 ph     is the interference caused by the PU and 
ambient  noise,  i p   and  i r   are  the  transmitted  power 
and the transmission rate of the i-th CRU. 
The PU’s target SINR is: 
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where  0 Q   is the basic interference threshold. 
III.  COOPERATIVE COGNITIVE NETWORKS MODEL 
A. CRU Network Utility 
Considering social welfare, we use the CRU network 
utility model as follows: 
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where i u   is  the  utility  function  of  the  i-th  CRU  and 
ln( ) i i i u r K  . 
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capacity  of  the  i-th  CRU  and  CRU U   is  the  total 
throughput capacity of CRU network. 
In  addition,  the  QoS  requirements  of  the  i-th  CRU 
include  the  SINR  threshold 
th
i    and  the  minimal 
transmission rate 
min
i r . The transmitted power of the i-th 
CRU is bounded by 
max (0, ] i p .  0
1
N
ii
i
I p g

   is the total 
interference from the CRUs.  0 I   cannot exceed  0 Q . So 
the  maximum  of  the  utility  function  has  to  satisfy  the 
above four in equations. 
The  first  three  constraint  conditions  of  the  utility 
function can be simplified by [21], and then we can get 
the simplified model as follows: 
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where 
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. 
The  CRU  network  utility  model  is  obviously  a 
non-linear  optimization  problem  with  two  constraint 
conditions  including  2N  variables  12 ( , ,..., ) N P p p p   and 
12 ( , ,..., ) N R r r r . 
By  introducing  Lagrange  multipliers,  the  two 
constraints  can  be  absorbed  into  the  objective  function 
( , ) CRU U P R . We have: 
0
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  (5) 
From  (5)  we  can  see  that  the  maximum  of  CRU 
network utility can be obtained by the maximum of each 
CRU utility as follows: 
 
**
, { , } max ( , , , )
ii
i i i i i p P r R p r L p r 
    (6) 
where  ( , , , ) ln( ) ( ) i i i i i i i i L p r r K f r p g         . 
Lagrange  multiplier     is  regarded  as  unit  resource 
pricing  factor.  T   is  the  largest  resource  provided  and 
() i fr   is  the  resource  share  of  CRU  i .  Lagrange 
multiplier     is  regarded  as  unit  interference  pricing 
factor. 
B. PU Network Utility 
From  (2)  we  can  see  that  PU  has  to  add  extra 
transmitted power  0 p    to maintain its target SINR when 
0 0 IQ  . To follow the “best-effort” principle, we present 
a novel PU network utility model as follows: 
    0 0 0 0 0 00 ( ( )) ( ) PU U Q Q Q I p u I Q          (7) 
where  0 Q   is  the  maximum  interference  threshold  that 
PU  is  willing to  tolerate.  When  0 0 IQ  ,  0 0 p  .    
is  the  pricing  factor  of  the  extra  transmitted  power.  It 
means that PU has to pay for the additional transmitted 
power at the same time it gains more profit. The PU is far 
from  the  CRU  base  station,  so  the  influence  of  the 
additional  transmitted  power  for  the  CRU  network  is 
neglected. 
We  obtain  the  first-order  partial  derivative  of  the 
model with respect to  0 Q : 
  00 0
0
2
PU U
Q I Q
Q

   

  (8) 
When  formula  (8)  is  equal  to  zero,  we  can  get 
* 0 0
0 2
IQ
Q

   which  maximizes  PU U .  If  0 Q   can  not 
be  adjusted,  that  is  0 0 QQ  ,  we  can  get 
* 0 0
0 0 0 2
IQ
Q Q Q

    . 
By the above analysis, we can see that the PU network 
not  only  can  accommodate  more  CRUs  to  share  the 
spectrum resource by properly increasing the transmitted 
power but also can get more benefit. In a very real sense, 
the interference threshold elasticity can achieve win-win 
situation. 
C. Cooperative Model 
In cognitive networks, the PU and the CRUs interact 
with  each  other  by  adjusting  their  own  actions.  We 
provide  the  cooperative  cognitive  networks  model  to 
analyze the behavior as follows: 
 
00
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PU pu
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U u Q I
U u P R T Q I
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  (9) 
In  the  above  model,  the  PU  network  acts  as 
Stackelberg leader and the CRU network acts as follower. 
The PU network maximizes its utility by adjusting  0 Q  
according to the possible interference. The CRU network 
also  maximizes  its  utility  by  optimal  allocation  of 
spectrum resources including P and R according to  0 Q . 
IV.  ALGORITHM DISCRIPTION 
In  the  CRU  network  model,  for  the  optimal  unit 
resource pricing factor 
*  , we adopt geometric growth & 
binary search method to approach it. m is iterative time, if 
1
( ( ( )))
N
i
i
f r v m T

  ,  then 
2 ( 1) ( ) m v m   ,  and  if 
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() vm  is approximately regarded as the optimal solution 
until 
1
( ( ( )))
N
i
i
f r v m T

    is very small. 
For the optimal unit interference pricing factor 
*  , we 
adopt sub-gradient iterative algorithm to approach it. The 
iterative equations of     is expressed as: 
  0
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
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where  n   is the index of iteration,  () n    is the step size 
factor which effect the convergence rate of the iterative 
algorithm.  We  set 
0
() n
Q
    to  ensure  the  fast 
convergence  of  this  algorithm,  where    is  a  positive 
constant. 
The  optimal  values 
*
i r   and 
*
i p   of  CRU  i   can  be 
calculated by the best response functions as follows: 
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The  PU  is  viewed  as  the  noise  source  and  we  can 
calculate the maximum total transmission rate of CRUs 
by Shannon formula as follows: 
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  (13) 
From  formula  (13)  we  can  see  the  relation  of  the 
maximum total transmission rate and the total transmitted 
power  of  CRUs.  When  each  CRU  sets  its  minimum 
transmission rate according to business requirement, the 
total  transmitted  power  can  be  calculated  by  the  total 
transmission rate. 
We assume that  12 [ , ,..., ] N P p p p    is the interference 
power  vector  of  CRUs  received  by  PU  base  station. 
Because  i i i p p g  , we can get: 
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Because the CRUs are near the CRU base station and 
are  far  away  from  the  PU  base  station,  1
N
N
h
g
 . 
Obviously,  the interference received  by  the  PU,  that is 
0
1
N
i
i
Ip

 ,  is  smaller  than  P .  Thus,  the  total 
transmitted  power  calculated  by  the  total  transmission 
rate  can  be  viewed  as  the  possible  interference  the  PU 
will suffer from. 
According  to  the  cooperative  cognitive  networks 
model, the primary-cognitive joint power and rate control 
algorithm is formally stated below: 
 
(1) Set  0 Q   by PU. 
(2)  Initialization.  0 t  , 
min max (0) i i i r r r , 
max 0 (0) ii pp , 
(0) 0 v  ,  (0) 0   . 
(3) Compute a  sequence  of  power and rate vectors as  follows  for 
1 tt . 
–
~
( ) argmax ( , ) ii r t L P R i N      and  set  rate  as 
~
max ( ) min( ( ), ) i i i r t r t r   
–
~
( ) argmax ( , ) ii p t L P R i N      and  set  power  as 
~
max ( ) min( ( ), ) i i i p t p t p   
(4) Update Lagrange multipliers     and   . 
(5) Continue (3) and (4) until  ( 1) ( ) ii p t p t     , in which     is 
a minimal value. 
(6) When the new CRU enters the cognitive networks, the PU will 
renew the interference threshold  0 Q . 
(7) Repeat (2) (3) (4) and (5). 
V.  SIMULATION RESULTS 
We  consider a  single-cell  CDMA  system  with  1 km 
radius. There are 6 CRUs located at different distances 
from  the  CRU  base  station.  The  PU  is  200m  distance 
from  the  PU  base  station.  The  system  parameters  are 
considered  as  follows: 
6 10 W Hz  , 
2 15 5 10 W 
  , 
max 0.5 i pW  , 
2 max 4 10 10 i r bps  ,  12
th
i   , 
4 / h A d    with A=0.097, 
12
0 10 Q
  ,  K 0.21886  . 
 
 
Figure 2.   The convergence curve of unit interference pricing factor    
Fig.  2  shows  the  convergence  process  of  unit 
interference  pricing  factor   .  0
1
N
ii
i
p g Q 

     
denotes the difference of the actual total interference and 
the  basic  interference  threshold.  When  0   ,    
increases  and  CRUs  have  to  reduce  their  transmitted 
powers. From Fig. 2 we can see that     will achieve the 
convergence value when the iteration times is 8. 
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Figure 3.   The convergence curve of unit interference pricing factor    
 
Figure 4.   The convergence curve of CRU transmitted power 
 
Figure 5.   PU network utility versus different interference thresholds 
Also,  Fig.  3  shows  the  convergence  process  of  unit 
resource  pricing  factor     and  Fig.  4  shows  the 
convergence process of transmitted powers of the CRUs. 
We can see that the convergence rate is relatively fast and 
it can meet the needs of real-time. 
Fig.  5  shows  the relation  of  PU  utility  and  different 
interference thresholds. From Fig. 5 we can see that  PU U  
increases  with  0 I   increasing  when  0 0 IQ  .  When 
0 0 IQ  ,  PU U   has  a  cost  associated  to  the  extra 
transmitted  power  0 p  .  In  a  certain  range,  PU U  
remains increasing, but the growth rate gradually slows. 
When 
11
0 5 10 Q
  ,  PU U   reaches  the  maximal  value. 
When the cost is out of range the PU is willing to tolerate, 
PU U   begins  to  decrease.  Compared  to  0 Q ,  the 
maximum interference threshold  0 Q   increases 
11 5 10
  . 
Fig.  6  shows  the  effect  of  interference  threshold 
elasticity for the throughput capacity of the CRU network. 
From Fig.6 we can see that the increasement of  0 Q   can 
improve the CRU network throughput capacity which can 
accommodate more CRUs to share spectrum resource. 
 
 
Figure 6.   Effect of interference threshold elasticity for throughput 
capacity of CRU network 
VI.  CONCLUSIONS 
This paper presents a cooperative model of cognitive 
networks in spectrum underlay fashion. In this model, a 
joint  power  and  rate  allocation  scheme  based  on  CRU 
network is used. This CRU network utility is bounded by 
feasible  constraint  conditions  which  ensure  the  PU  and 
the  CRUs’  QoS  requirements.  In  this  paper,  Lagrange 
duality  optimization  theory  has  been  used  to  solve  the 
nonlinear  model  with  constraints.  This  CRU  network 
utility is provably convergent to the globally optimal pair 
of  powers  and  rates.  Further,  this  paper  introduces  the 
concept  of  interference  threshold  elasticity  into  the 
cognitive  networks.  Instead  of  the  fixed  interference 
threshold,  the  PU  allows  more  CRUs  to  access  its 
licensed  spectrum  and  maximizes  its  utility  by 
moderately adding the transmitted power to increase the 
interference threshold. In the cooperative model, the PU 
and the CRUs have dynamic primary-cognitive network 
interaction  to  achieve  win-win  situation.  Numerical 
simulations  have  been  performed  to  illustrate  the 
proposed  cooperative  game.  Simulation  results  have 
shown that the PU network can get more profit and also 
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capacity by adjusting the interference threshold. 
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Abstract—This  paper  studied  pricing,  service  level,  and 
production  quantity  decision  problems  in  a  supply  chain 
with one manufacturer and one retailer under demand and 
production  cost  disruptions.  The  joint  impact  of  demand 
and production cost disruptions on optimal pricing, service 
level,  and  production  decisions  in  centralized  and 
decentralized  supply  chain  was  analyzed,  respectively. By 
solving the optimization problem, the optimal decisions of 
the supply chain were obtained under different demand and 
production cost disruptions scenarios. It is found that the 
original  production  quantity  and  demand-stimulating 
service level exhibit some robustness under disruptions in 
both centralized and decentralized supply chains, while the 
original  optimal  pricing  does  not.  In  centralized  supply 
chains, it is always beneficial for the central decision-maker 
to  knowing  of  the  accurate  information  of  disruptions. 
However,  sharing  disruption  information  is  not  always 
beneficial  for  both  the  manufacturer  and  retailer  in 
decentralized supply chain. 
 
Index  Terms—Supply  Chain  Management;  Service  Level; 
Demand  Disruption;  Production  Cost  Disruption;  Game 
Theory 
 
I.  INTRODUCTION 
The traditional supply chains are always designed to 
run  smoothly  under  the  assumption  that  environment 
does not change. However, as the information technology 
develops  and  economic  globalization  accelerates, 
enterprises  are  facing  increasingly  fierce  market 
competition,  as  well  as  complex  and  volatile  market 
environment.  In  the  meantime,  the  operation  of 
enterprise  and  supply  chain  gets  more  sensitive  to 
changes  in  the  external  environment  and  internal 
operational  efficiency.  Sudden  natural  disasters  and 
abnormal events, such as 5.12 big earthquakes in China, 
the SARS incident in 2003, are easy to have an impact on 
the operation and performance of the supply chain system, 
leading huge fluctuations in the market demand, delayed 
delivery and even direct damage to goods and services. 
Thereby the initial production plan is not feasible or in a 
sub-optimal state, affecting the performance of the supply 
chain  system  seriously.  Kleindorfer  et al.  (2003)  found 
that usually disruption due to sudden industrial accidents 
would  cause  huge  economic  losses  and  environment 
damage, Hendricks et al. (2005) showed that the supply 
chain disruption would significant affect the company’s 
stock  price  and  shareholder’s  equity  risk  through 
empirical  studies.  Disruption  management  in  supply 
chain has gained much attention in the communities of 
academics and practitioners (Yu and Qi, 2004, Cheng and 
Zhuang, 2011), and finding an effective strategy that can 
let  the  supply  chain  to  respond  to  emergency  events 
effectively is particularly important (Yu et al. 2005). 
This paper is closely related to disruption management 
in supply chains. Clausen et al. (2001) first introduced the 
idea  of  disruption  management  into  supply  chain 
management  in  2001  OR/MS  Today,  there  are  always 
deviation costs when disruption occurred, so the goal of 
disruption  management  is  to  maximize  the  profit  of 
supply chain accompanied with such deviation costs (Yu 
and Qi, 2004). Qi et al. (2004) studied pricing policies 
and  coordination  mechanism  under  linear  demand 
function  with  demand  disruptions  in  a  simple  supply 
chain  system  consisting  of  single  supplier  and  single 
retailer,  and  they  divided  the  deviated  costs  into  two 
kinds, shortage costs and penalty costs. Based on Qi et al. 
(2004),  many  researchers  have  extended  disruption 
management under different scenarios. Zhang et al. (2012) 
and  Xiao  et  al.  (2007)  studied  the  supply  chain 
coordination contracts in the face of demand disruption 
under the presence of competing retailers. Chen and Xiao 
(2009)  investigated  the  coordination model  of  a  supply 
chain with dominant retailer to study how to coordinate 
the  supply  chain  by  means  of  quantity  discounts  when 
demands are disrupted. Xiao et al. (2005) studied how to 
coordinate  the  supply  chain  by  price  compensation 
contracts when demands are disrupted. Different from the 
above literatures that consider the problem under linear 
demand  function,  Huang  et  al.  (2006)  studied  the 
coordination problem under exponential demand function 
with demand disruptions; Yang et al. (2005) investigated 
the  recovery  of  initial  production  plan  by  dynamic 
programming method under the condition that production 
function is a convex one. Both of the above literatures 
concern the coordination problem when only demands are 
disrupted. Xu et al. (2006) investigated the supply chain 
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disruption, and they considered the model under different 
scenarios, such as linear demand function, and nonlinear 
demand function, as well as single retailer and multiple 
retailers. Based on the research of Zhang et al. (2012) and 
Xiao  et  al.  (2007),  Xiao  et  al.  (2008)  investigated  the 
coordination contract when both demand and production 
cost  are  disrupted  under  the  presence  of  competing 
retailers. Lei et al. (2006) and Cao et al. (2010) further 
studied the coordination problems when both demand and 
production  costs  are  disrupted.  Huang  et  al.  (2012) 
studied the pricing and production policy in dual-channel 
supply  chain  system  under  disruptions.  The  above 
literatures  mainly  research  supply  chain  cooperation 
contracts  and  coordination  problems  when  disruptions 
occurred. 
This  paper  is  also  related  to  demand-stimulating 
service  in  supply  chain  management.  From  the 
perspective of consumer behavior, it is well known that 
not  only  price  but  also  service  level  can  influence 
consumers’  preferences  and  purchasing  decisions,  and 
therefore  can  affect  the  market  demand.  Tsay  and 
Agrawal (2004) characterized the equilibrium behavior of 
oligopolies  with  two  retailers  competing  in  price  and 
service  level  in  a  certain  demand  environment  and 
showed  that  the  wholesale  price  mechanisms  could  be 
used  to  coordinate  the  supply  chain.  Bernstein  and 
Federgruen (2004) developed a game model to study the 
price and service competition in different scenarios under 
demand uncertainty. Some other literatures focus on the 
impact of improved service on dual- channel supply chain. 
Yao and Liu (2005) pointed out that the retail channel can 
compete with direct channel by adding some value-added 
services, and the competition between the two channels 
can  improve  the  retailer’s  service  level  effectively.  Hu 
and Li (2011), and Yan and Pei (2009) studied the impact 
of  different  retail  service  strategies  in  dual-channels 
competitive  market,  and  found  that raising  the  level  of 
retail  service  can alleviate the  channel  competition  and 
conflict effectively, benefiting for enhancing the overall 
performances  of  supply  chain  in  a  competitive  market. 
The literatures above main research the impact of service 
on performance of supply chain in a competitive market. 
This  paper  is  closely  related  to  what  the  above 
literatures studied: supply chain disruption management 
when  demand  and  production  cost  are  disrupted 
simultaneous.  However,  major  body  of  the  above 
literatures focus on the impact of disruption on pricing 
and production decisions, and few literatures studied the 
service level decision problems in the case of disruptions. 
Since the market competition became increasingly fierce, 
more and more enterprises begin to attract consumers by 
providing  high  quality  service,  and  disruptions  always 
exist in enterprises from external environment to internal 
operating  conditions,  so  it  is  important  to  consider  the 
problem of service level decision in research of supply 
chain  disruption  management.  Although  Huang  et  al. 
(2012) had concerned the service level decision problems 
under  disruptions,  but  they  just  considered  demand 
disruption, and did not consider the impact of production 
cost disruptions on optimal decisions. Generally speaking, 
production  cost  disruptions  may  be  very  common  and 
may  occur  for  many  reasons.  In  this  paper,  we  will 
consider  the  pricing,  service  level  and  production 
quantity decisions in a traditional supply chain consisting 
of  single  manufacturer  and  single  retailer  with 
service-dependent demand when demand and production 
cost  experiences  disruption  simultaneous.  The  joint 
impact  of  demand  and  production  cost  disruptions  on 
optimal decisions in centralized and decentralized supply 
chain was analyzed, respectively. Our particular interest 
is the robustness of original optimal pricing, service level 
and production quantity under disruptions. 
The  rest  of  this  paper  is  organized  as  follows.  The 
model  framework and  the  benchmark  case analysis  are 
presented in Section 2. Section 3 investigates the pricing 
and  demand-stimulating  service  decisions  with 
disruptions  in  centralized  supply  chains.  Section  4 
analyzes  the  pricing  and  demand-stimulating  service 
decisions with disruptions in decentralized supply chains. 
Finally, in Section 5, we summarize the results and point 
out direction for future research. 
II.  MODEL FRAMEWORK AND BASELINE CASES 
A. Model Framework 
We  consider  a  supply  chain  consisting  of  one 
manufacturer  and  one  retailer.  The  manufacturer 
produces goods with a unit cost c and sells the products 
to  the  retailers  at  wholesale  price  w,  and  promises  a 
service level s that will be provided during the purchasing 
process.  After  purchasing  the  products  from  the 
manufacturer, the retailer will determine the retail price p. 
So the manufacturer and the retailer paly a Stackelberg 
game  where  the  manufacturer  assumes  the  role  of 
Stackelberg  leader  and  the  retailer  plays  the  role  of 
follower.  The  model  will  be  analyzed  with  two  time 
periods:  supply  chain  planning  and  supply  chain 
operations executing. An initial plan will be discussed at 
the  planning  period,  and  above  all,  the  plan  will  be 
revised in the executing period when a disruption occurs. 
In many cases, a production plan need to be made based 
on certain estimation of the production cost and demand. 
Such  a  plan  is  also  a  part  of  certain  scheme  that 
coordinates  the  supply  chain.  However,  when  the 
decision-maker  decides  to  execute  the  production  plan, 
the production cost and market demand may be different 
from  her  or  his  previously  estimated  value  due  to 
disruptions.  For  example,  when  labor  or  fuel  cost 
increases, another alternative product appears. Therefore, 
the original plan has to be changed in order to be better 
adapted in the disrupted environment. As we all know, 
deviation  costs  will  accompany  with  the  disruptions, 
which should be taken into account in making the new 
plan. Our concern is how to revise the original production 
plan  to  maximize  the  supply  chain  profit  accompanied 
with such deviation costs. 
We  assume  that  the  market  demand  function  are 
dependent  on  selling  price  and  demand-stimulating 
service level simultaneously, and decreases with selling 
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level s (Qi et al. 2004): 
  ( , ) ( , , 0) D p s a s bp a b         (1) 
where  a  is  the  base  market  demand,  s  is  the 
demand-stimulating  service  level  to  achieve,    is  the 
marginal  effect  of  service  on  demand,  p  is  the  selling 
price  and b  is  the  marginal  effect  of  price  on  demand. 
There must be service cost if the manufacturer wants to 
achieve the demand-stimulating service level s, assumed 
ks
2/2  according  to  the  research  of  Tsay  and  Agrawal 
(2004), Yan and Pei (2009), and the k is the marginal cost 
to achieve service level s. 
The  products  flow  from  the  maker  to  retailer  at 
wholesale price w, then to customers at selling price p. 
The unit production cost is c based on certain estimation, 
so in the first period, the profit for the manufacturer, the 
retailer and supply chain are given by 
 
2 ( )( ) /2 m w c a s bp ks         (2) 
  ( )( ) r p w a s bp        (3) 
 
2 ( )( ) /2 sc p c a s bp ks         (4) 
where the subscripts m and r stand for the retailer and the 
manufacturer, respectively, and the subscript sc stands for 
the supply chain. To make the value of service level not 
negative  and  to  get  meaningful  optimal  values,  we 
assume that  0 bk     anda bc  .   
In the second period, we assume a+a stands for new 
base market demand and c+c for actual unit production 
cost, where the a and c capture the demand disruption 
and production cost disruption. Obviously, it only makes 
sense when c+c>0 and a+a>0. As both manufacture 
and retailer seek to maximize the profit when a disruption 
is detected, the question now is how to adjust the pricing, 
service level and production quantity decisions to respond 
to the disruptions. 
B. Baseline Case: Decisions without Disruptions 
In this part, we analyze the initial optimal decisions of 
manufacturer  and  retailer  under  no  disruption,  as  a 
benchmark  to  study  the  impact  of  disruption  on  the 
optimal decisions. 
We first investigate the scenario in centralized supply 
chains  when  no  disruption  occurs.  The  equation  (4) 
shows  total  profit  of  supply  chain  is  a  joint  concave 
function in  p  and  s,  so  we  can  get the  optimal  selling 
price, service level and production quantity, as well as the 
total profit of supply chain, just as follows: 
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Then  we  study  the  scenario  in  decentralized  supply 
chain when no disruption occurs, where the members of 
supply chain make decisions independently to maximize 
their  personal  profits.  Given  the  manufacturer 
determining the wholesale price w and service level s, the 
optimal responsive pricing strategy of the retailer is given 
by  ( , ) ( )/2 p w s a s bw b     .  Substituting  ( , ) p w s  
into  the  equation  (2),  the  manufacturer’s  profit  can  be 
formulated as 
2 max ( , ) ( )( )/2 /2 m w s w c a s bw ks        ,   
The above function is joint concave function in w and s, 
obviously.  So,  in  the  first  period,  the  manufacturer’s 
optimal  wholesale  price,  service  level,  the  retailer’s 
selling price and ordering quantity are given by: 
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Therefore  the  profit  of  manufacturer  and  retailer,  as 
well as the total profit of supply chain can be calculated, 
as follows: 
22
*
22
()
(4 )
dr
bk a bc
bk






, 
2
*
2
()
2(4 )
dm
k a bc
bk






, 
22
*
22
(6 )( )
2(4 )
d sc
k bk a bc
bk







 
III.  CENTRALIZED DECISIONS WITH DEMAND AND 
COST DISRUPTED SIMULTANEOUSLY 
A. Pricing and Demand-Stimulating Service Decisions 
with Disruptions 
In the second period, when the demand resolved is not 
equal to the original production plan, demand disruption 
will occur, so is the production cost when the actual cost 
differs  from  the  estimated  cost.  The  emergence  of 
disruptions  always  brings  some  deviation  costs  to  the 
supply chain. 
c cc
c
D a a s bp
C c c
      

   
 
where the  c D   and  c C   denote the real market demand 
and  production  cost  after  disrupting,  respectively,  the 
subscript c indicates centralized supply chain. Generally 
speaking, there may be some extra penalty costs for the 
shortages and disposal costs for the redundant products, 
let 1, 2 denote that respectively. There is usually max 
{1, 2} ≤ c in practical situations (Qi et al. 2004 and 
Huang et al. 2012). In order to avoid triviality, we assume 
that 12 c      .  From  the  central  decision-maker’s 
point of view, given the original production quantity
*
c Q , 
the  total  supply  chain  profit  with  the  disruptions  from 
demand and cost can be drawn as 
     
2
**
12
max , ( ) /2
( ) ( )
c sc c c c c c
c c c c
p s p c c D ks
D Q Q D

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(5) 
where  the  first  item  notes  total  sales  revenue  of  the 
supply chain, the second notes the service cost, the third 
notes possible shortage cost, and the fourth notes possible 
disposal cost. The two costs cannot exist in the same time, 
so there are two cases. 
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*
cc DQ  .  Which  indicates  the  real  demand 
exceeds  the  initial  optimal  production  quantity,  so  the 
shortage  cost  will  be  induced  by  the  disruptions.  The 
question (5) can be simplified as   
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  (6) 
Case 2: 
*
cc DQ  . Which indicates the real demand is 
less  than  the  initial  optimal  production  quantity.  As  a 
result, the disposal cost will be induced by the disruptions. 
The question (5) can be simplified as 
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  (7) 
It is easy to verify that the objective function of (6) and 
(7) are joint concave in  c p   and  c s , and the condition is 
linear  constraint,  so  the  problems  above  have  unique 
optimal solution. 
To simplify the description, we define two straights: 
1 1 : ( ) c L a b    ,  2 2 : ( ) c L a b    ,  and  draw 
them in a two-dimensional plane where a is longitudinal 
axis, and c is horizontal axis, then we will have R1 , R2 , 
R3  three  areas  divided  by  the  two  straight  lines.  As 
follows: 
  1 1 ) ( , | ( ) cc R a a b        ,   
  1 2 2 ( , ( ) ( ) )| R a b c a c b c            ,   
  2 3 ) ( , | ( ) cc R a a b        . 
Proposition  1.  In  a  centralized  supply  chain  with 
disruption a and c, the supply chain’s optimal selling 
price and service level are given by 
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And  the  supply  chain’s  optimal  production  quantity 
and maximum profit are given by 
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The proof of Proposition 1 is similar to the proof of Qi 
et al. (2004). By comparing the results of Proposition 1 
with the baseline case, we find that not only the original 
production quantity has some robustness with disruptions, 
but also the original demand-stimulating service level has 
some robustness with disruptions. When the disruptions 
are  mildly,  the  optimal  production  quantity  and 
demand-stimulating  service  level  should  be  kept 
unchanged.  We  just  need  to  adjust  the  original  selling 
price  to  ensure  the  optimization  of  the  supply  chain 
profits,  and  the  amount  of  the  adjustment  has  nothing 
with  c  but  only  the  amount  of  changes  in  market 
demand.  And  when  the  disruptions  exceed  some 
thresholds,  the  production  quantity  and 
demand-stimulating  service  level  should  be  changed. 
Specifically, when  2 , ) c aR   ( , the original production 
quantity  and  service  level  are  still  optimal,  and  the 
decision-maker  only  need  to  add  an  adjustment  term 
/ ab    to the original selling price, which also shows the 
independence between adjustment amount and amount of 
changes  in  production  cost;  When  1 , ) c aR   (   and 
3 , ) c aR   ( , the centralized decision-maker has to take 
an overall adjust to the original production plan, not only 
the selling price but also production quantity and service 
level. And now, the adjustment amount in selling price 
have something with amount of changes in both market 
demand and production cost.   
 
a
c
R1：
Increase production quantity 
and improve service level
R3：
Decrease production quantity 
and reduce service level
R2： 
Keep production 
quantity and service 
level unchanged
1 1 : ( ) c L a b   
2 2 : ( ) c L a b   
2 
1  
1 b
2 b 
 
Figure 1.   The adjust strategies of production quantity and service level 
under disruptions 
The Figure 1 depicts the adjust strategies of original 
optimal production quantity and service level  when the 
demand disturbance a and production cost disturbance 
c value in different regions. As can be seen from the 
Figure  1,  the  supply  chain  decision-maker  should 
increase  production  quantity  and  improve  the  service 
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should decrease the production quantity and reduce the 
service level at the same time in order to save the cost of 
service.  In  the  area  R2,  the  decision-maker  should 
maintain  the  optimal  production  quantity  and  service 
level unchanged, which would also save the adjustment 
costs. So R2 is the robustness area of production quantity 
and service level in the case of centralized supply chain, 
but the original selling price is not robust in this area.   
B. The Value of Knowing of the Disruptions 
Now, we would like to examine the value of knowing 
of  the  disruptions  in  the  centralized  supply  chain 
accurately.  If  the  disruptions  occur  but  the  central 
decision-maker does not realize that, he can only use the 
original  optimal  production  plan,  which  may  be  in  a 
sub-optimal state now. To illustrate the value of knowing 
of  the  disruptions,  we  compare  the  policy  proposed  in 
Proposition 1 with the baseline case. We define 
0
c sc     as 
the total profit of supply chain when the disruptions occur 
while  the  decision-maker  use  the  original  selling  price 
and service level. 
0 * * *
*2
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Generally speaking, the profit differentials calculated 
by comparing the profit 
0
c sc     with the profit  c sc     that 
shown in the proposition 1 can characterize the value of 
knowing the disruptions. The following Table 1 lists the 
profit differentials when the demand disturbance a and 
production cost disturbance c value in different regions. 
TABLE I.   VALUE OF KNOWING OF DISRUPTIONS IN CENTRALIZED 
SUPPLY CHAINS 
Regions of a and c  Profit differential=
0
c sc c sc       
1 () c ab      2
1
1 2
[ ( )]
( ) 0
2(2 )
k a b c
ac
bk



   
   

 
1 0 ( ) c ab       1 ( ) 0 ac      
2 ( ) 0 c ba        2 ( ) 0 ac      
2 () c ab      2
2
2 2
[ ( )]
( ) 0
2(2 )
k a b c
ac
bk



   
   

 
 
From the results, we can know that using the optimal 
decisions defined in Proposition 1 is always beneficial to 
the  supply  chain  system,  when  disruptions  occur  in  a 
centralized  supply  chain.  So,  the  supply  chain 
decision-maker  should  obtain  the  accurate  disturbance 
information  all  the  time  and  take  the  adjusted  policy 
defined in proposition 1, provided that there is no cost of 
access to the information. 
IV.  DECENTRALIZED DECISIONS WITH DEMAND AND 
COST DISRUPTED SIMULTANEOUSLY 
A. Pricing and Demand-Stimulating Service Decisions 
with Disruptions 
In  this  part,  we  will  analyze  the  scenario  when  the 
manufacturer  and  the  retailer  both  are  independent 
decision-makers who choose decisions to maximize their 
personal  profit  under  the  disruptions.  To  simplify  the 
analysis,  we  further  assume  that  the  disruption 
information is common knowledge and all the deviation 
costs were borne by the manufacturer (Cheng and Zhuang, 
2011).  The  actual  market  demand  and  unit  production 
cost  in  the  case  of  decentralized  supply  chain  are  as 
follow: 
d dd
d
D a a s bp
C c c
      

   
 
where,  the  subscript  d  indicates  decentralized  supply 
chain. With a demand disruption a and production cost 
disruption c in the second period, the retailer’s profit is 
given by 
  () d r d d d p w D      (8) 
Given the manufacturer determines the wholesale price 
and  demand-stimulating  service  level,  the  retailer’s 
optimal responsive pricing strategy is given by 
  ( , ) ( )/2 d d d d d p w s a a s bw b        (9) 
Substituting (9) into the market demand function, we 
get  ( )/2 d d d D a a s bw      , so the manufacturer’s 
optimization problem can be formulated as 
   
2
**
12
max ( , ) ( ) /2
( ) ( )
d m d d d d d
d d d d
w s w c c D ks
D Q Q D


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
   
   
(10) 
where  the  first  item  notes  total  sales  revenue  of  the 
manufacturer, the second notes the service cost, the third 
notes possible shortage cost, and the fourth notes possible 
disposal cost. For the same reason, the two costs cannot 
exist in the same time, so there are two cases. 
Case  1: 
*
dd DQ  .  Which  indicates  the  real  demand 
exceeds the initial optimal production quantity, so there 
will  be  only  shortage  cost.  The  question  (10)  can  be 
simplified as   
  .
 
2*
1
*
max ( , ) ( )
/ 2 ( )
..
d m d d d d
d d d
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w s w c c D
ks D Q
s t D Q
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    
.  (11) 
Case 2: 
*
dd DQ  . Which indicates the real demand is 
less  than  the  initial  optimal  production  quantity.  As  a 
result, there will be only disposal cost. The question (10) 
can be simplified as 
 
 
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2
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/ 2 ( )
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  (12) 
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and (12) both are joint concave in  d w   and  d s , and the 
condition is linear constraint, so the above problems have 
unique optimal solution. By solving the above problem, 
we can obtain the following proposition. 
Proposition  2.  In  a  decentralized  supply  chain  with 
disruption  a  and  c,  the  manufacturer’s  optimal 
wholesale price and service level are given by 
2
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Correspondingly,  the  retailer’s  optimal  selling  price 
and ordering quantity are given by 
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And the maximum profit of manufacturer and retailer 
are given by 
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From  the  Proposition  2  we  know  that  the  original 
production quantity and demand-stimulating service level 
still  have  some  robustness  with  disruptions  in 
decentralized  supply  chains.  When  2 , ) c aR   ( ,  the 
disruptions of demand and production cost are mildly, the 
manufacturer and retailer can obtain their optimal profit 
only need to adjust their prices. The manufacturer adjust 
the wholesale price and retailer adjust the selling price, 
both  the  adjustment  amounts  are  / ab  ,  then  we  can 
sure the market demand equal to our production quantity. 
The  adjustment  amount  also  shows  the  independence 
with  the  amount  of  changes  in  production  cost.  Only 
when the disruption exceeds some given thresholds will 
the  manufacturer  change  the  production  quantity  and 
service  level.  To  be  specific,  when  1 , ) c aR   (   or 
3 , ) c aR   ( ,  an  overall  adjustment  have  to  be  taken, 
besides the selling price, production quantity and service 
level  also  need  to  be  adjusted,  in  order  to  get  the 
maximum profit. 
Furthermore, we describe the adjustment strategies of 
optimal  production  quantity  and  service  level  in  the 
scenario  of  decentralized  supply  chain,  just  like  the 
Figure 1 shows. In the area R2, the manufacturer should 
take no  change  to  the  original  production  quantity  and 
service  level,  so  R2  is  also  the  robustness  area  of 
production quantity and service level even in the case of 
decentralized supply chain. However, in the area R1 and 
R3,  the  manufacturer  has  to  take  some  adjustment  to 
original production quantity and service level to ensure 
optimal  profit.  The  manufacturer  should  increase  the 
production quantity and improve the service level in the 
area R1, and decrease the production quantity and reduce 
the service level in the area R3.   
B. The Value of Knowing of the Disruptions 
In  decentralized  system,  the  value  of  knowing  of 
disruptions  has  two  aspects,  obtaining  the  information 
accurately and sharing the information with partners. In 
this  paper,  we  assume  that  retailer  learns  the  market 
demand disruption accurately and manufacturer own the 
production  cost  disruption  accurately.  Supply  chain 
theory pursuits long-term cooperation of members, so the 
member  has  two  choices  after  obtaining  the  disruption 
information: First, share information with each other and 
adjust the decisions together according to the disruption 
information. Second, neglect the disruption and still take 
original decision because underestimate the value of the 
information. When both manufacturer and retailer choose 
to  neglect the  disruption they  learned respectively,  and 
still  use  the  original  optimal  decisions  defined  in 
proposition 2, the profits of manufacturer and retailer can 
be formulated as follow respectively. 
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Regions of a and c  Profit differential=
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TABLE III.   VALUE OF SHARING THE DISRUPTION INFORMATION FOR MANUFACTURER IN DECENTRALIZED SUPPLY CHAIN 
Regions of a and c  Profit differential=
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where  the  subscript  d  stands  for  decentralized  supply 
chain,  and  subscripts  r  and  m  stand  for  retailer  and 
manufacturer, respectively. Now, we also show the value 
of knowing disruptions through the profit differentials. 
The following Table 2 and 3 list the profit differentials 
of  manufacturer  and  retailer  respectively,  when  the 
demand disturbance a and production cost disturbance 
c value in different regions. 
As we can see from the results in the Table 2 and 3, 
it’s always better to share the disruption information with 
each other for both the manufacturer and retailer when a 
< 0. That is, when actual market demand is less than the 
initial estimated value, the members will prefer to share 
the learned information with each other, and adjust the 
original production plan in accordance with it in order to 
achieve  a  win-win  situation.  However,  when  a>  0, 
whether  the  members  will  reveal  the  disruption 
information to the other depends on the values of c and 
1.  If 
2
1 ( ) (4 ) c k a bc bk         and  a    is  large 
enough, ignoring the disruption will be a better choice, 
because adjustment to the original decisions will bring no 
more  profit  to  the  supply  chain,  while  there  are  some 
adjustment  cost.  If 
2
1 ( ) (4 ) c k a bc bk       ,  the 
manufacturer  will  happy  to  reveal  the  information  to 
retailer and adjust together, but for retailer, if there is no 
new  contract,  he  will  keep  the  original  decisions  no 
change  when  1 0 ( ) c ab     ,  and  only  if 
1 () c ab      and  1 () c a      is very small, will the 
retailer  willing  to  do  the  same  as  the  what  the 
manufacturer  do—sharing  the  disruption  information 
with manufacturer and take adjustment. 
Obviously, when actual demand exceeds the estimated 
value,  sharing  the  disruption  information  and  adjusting 
decisions may favor the interest of manufacturer, but not 
conducive to retailer. So we suggest, in this situation, the 
manufacturer  should  provide  some  compensation 
contracts  or  incentive  schemes  to  encourage  retailer  to 
attach  importance  to  demand  disruption,  making 
adjustment decisions favor the both.   
V.  CONCLUSIONS 
In  the  future  competitive  market,  it  will  be  an 
important tool  for  the  enterprises  to  capture  market  by 
providing quality service, so the research that focuses on 
service level decision problem in supply chain disruption 
management  has  significant  theoretical  and  practical 
value.  This  paper  studied  pricing,  service  level  and 
production quantity decision problems in a supply chain 
with one manufacturer and one retailer under demand and 
production cost disruptions. We assume that the market 
demand  depend  on  the  service  level  and  consider  the 
problem  in  centralized  and  decentralized  supply  chain, 
respectively.  The  results  show  that  both  the  original 
production quantity and demand-stimulating service level 
have  some  robustness  under  disruptions,  no  matter  in 
centralized or decentralized supply chain settings, while 
the  original  selling  price  show  no  robust  under 
disruptions.  We  also  develop  a  Figure  to  depict  the 
adjustment  strategies  of  original  optimal  production 
quantity  and  service  level  vividly  when  the  demand 
disturbance a and production cost disturbance c value 
in  different regions.  Besides,  the  values  of  knowing  of 
disruptions were analyzed. In a centralized supply chain, 
the  decision-maker  obtaining  accurately  disruption 
information  and  adjusting  the  original  production  plan 
will  favor  the  both.  However,  it’s  not  obviously  in 
decentralized supply chain, so a win-win situation need 
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there are still many interesting problems to study in this 
field,  for  example,  the  scenarios  of  dual-channels  and 
competitive multiple retailers can be further researched. 
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Abstract—Network packet length covert channel modulates 
secret  message  bits  onto  the  packet  lengths  to  transmit 
secret  messages.  In  this  paper,  a  novel  network  packet 
length covert channel is proposed. The proposed scheme is 
based  on  the  empirical  distribution  function  of  packet 
length series of legitimate traffic. Different from the existing 
schemes, the lengths of packets which are generated by the 
covert sender follow the distribution of normal traffic more 
closely  in  our  scheme.  To  validate  the  security  of  the 
proposed  scheme, the state-of-the-art packet length covert 
channel  detection  algorithm is  adopted.  The  experimental 
results show that the packet length covert channel provides 
a  significant  performance  improvement  in  detection 
resistance meanings. 
 
Index  Terms—Covert  Channel;  Packet  Length;  Empirical 
Distribution Function 
 
I.  INTRODUCTION 
Covert channel was first introduced by Lampson [1] in 
1973  to  denote  the  covert  communication  mechanism 
existing  in  a  single  host  computing  environment,  by 
which one process with a high security level would leak 
information to the other process with a low security level 
without  permission.  The  covert  channels  in  the  multi-
level security (MLS) computing environment for single 
host had been studied sufficiently till Girling [2] firstly 
extended it into the scope of network covert channel in 
local area network in 1987. 
With the rapid development of network technology and 
wide-spread adoption of Internet, there is an increasing 
concern  about  network  covert  channels  in  Internet. 
Usually, the network packets are sent and received by the 
special software or the particular hardware to fulfill the 
corresponding  network  functions,  such  as  network 
management, email, file sharing, web browsing and so on. 
While  in  a  network  covert  channel  scenario,  those 
network packets are simultaneously utilized as carriers to 
transmit  information  covertly.  Unlike  the  traditional 
definition  of  covert  channel,  for  most  network  covert 
channels, the intention is no longer to leak information 
from  the  high-level  security  node  to  the  low-level 
security node. The covert channel is hidden behind the 
normal  network  traffic  which  can  be  used  as  an 
alternative  covert  communication  manner  by  particular 
users or Trojans because it can evade the checks from the 
network firewalls and intrusion detection systems. It also 
can  be  used  as  “fingerprint”  associated  with  the  IP 
address or MAC code to help tracking the attackers or 
identifying the participants of the communication [3]. 
It is an important characteristic that the modification 
caused by hiding data into network traffic can not affect 
the normal function, which is also the remarkable trait to 
differentiate the covert channel from the network tunnel. 
In fact, one kind of network tunneling technology is to 
camouflage the substantial traffic to the covering traffic 
for  carrying  a  payload  over  an  incompatible  delivery-
network such as HTTP tunnels [4], ICMP tunnels [5] and 
so on. There is the other kind of tunneling technology for 
providing  a  secure  path  through  an  untrusted  network 
such as IPSec or SSH tunnels [6]. In the past years, there 
are lots of covert channel schemes having been proposed. 
These  schemes  can  be  mainly  divided  into  two  types: 
covert  storage  channels  and  covert  timing  channels 
according to the used hiding fashion [7]. 
Commonly, network  covert  storage  channel refers  to 
hiding information into some packet fields which will not 
distort the running of the applications. It is typical to use 
those  unused,  undefined  and  optional  fields  in  TCP/IP 
protocol header to make a covert channel. For example, 
Rowland proposed to replace the IP identification field or 
the  initial  sequence  number  (ISN)  field  of  a  TCP 
connection  [8].  Rowland’s  methods  were  broken  soon. 
For improving the security or stealthiness of those kinds 
of covert channels, the incremental IPID scheme and the 
encrypted-data-based ISN were presented [9]. The urgent 
pointer  of  TCP  header  with  the  status  URG  setting  as 
zero is also used to construct covert channel [10]. Besides 
the header of TCP/IP protocol, the ICMP padding data, 
HTTP/FTP consultation packet can also be exploited for 
covert channel. In general, the traffic of network storage 
channel can be differentiated from the legitimate one by 
observing the variation in the alterable packet fields. The 
traffic  normalization  which  standardizes  the  packet 
header fields to their defaults or the legitimate values is 
an  effective  way  to  eliminate  network  storage  covert 
channels. So the traditional covert storage channels are 
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on encrypted-data ISN [11] and incremental IPID [12] get 
improvements  in  stealthiness.  But  there  are  some 
elaborately  designed  methods  which  can  still make  the 
successful detection [13]. 
Anahthram and Verdu discussed the timing channels in 
the server queue from the theoretical viewpoint [14]. To 
construct the covert timing channel in network means to 
modulate secret message bits into the timing information 
of network flows. The original covert timing channel is 
named as ON/OFF covert channel, which transmits one 
bit  by  sending  or  not  sending  packets  in  a  fixed  time 
interval.  Modifying  the  time  delays  of  two  successive 
packets  is  another  method  of  encoding  secret  message 
bits.  For  example,  Shah  et  al.  [15]  proposed  a  method 
called JitterBug which imitated the delays of hitting keys 
on the computer keyboard to transfer secret information 
through network. Luo et al. [16] proposed a covert timing 
channel  named  TCP-Script  which  used  the  number  of 
TCP packets in an encoding or decoding burst to achieve 
covert communication. 
There  are  two  resistance  methods  against  network 
covert timing channel. The detection-based method is to 
distinguish  the  message-modulated  traffic  from  the 
legitimate  one.  Cabuk  et  al.  [17]  introduced  a  method 
based on regularity of the interarrival times. In [18], they 
proposed a method to detect covert timing channels based 
on the proportion of similar inter-packet delays. Berk et 
al. [19] introduced a mean-max ratio of inter-packet delay 
to  detect  the  network  covert  timing  channels. 
Gianvecchio  et  al.  [20]  introduced  an  entropy-based 
approach  to  detecting  network  covert  timing  channels, 
which was based on the observation that the covert timing 
channel  would  change  the  entropy  values  of  the  time-
delays.  The  other resistance  method  is  to  introduce  the 
packet  jammers  to  distort  the  timing  information  of  all 
pass-by  packets.  Giles  et  al.  [21]  suggested  employing 
jamming devices which will limit the available capacity 
of covert timing channel. 
Network  covert  channel  based  on  packet  length  is 
another important branch. The lengths of packets can be 
used as carriers to transfer secret messages. Yao et al. [22] 
proposed a covert channel based on packet length which 
encoded and decoded secret messages through a matrix 
shared  by  the  sender and the receiver.  Nair  et al.  [23] 
proposed to modify the packet lengths of UDP datagram 
for embedding secret messages. Those methods focus on 
launching  the  covert  communication  based  on  packet 
lengths  but  not  concentrate  on  how  to  make  the 
communication more covertly. In [24], Ji et al. gave an 
improvement  on  Yao’s  scheme  and  make  the  covert 
channel more secure. In this paper, we will review Ji’s 
scheme and the state-of-art detection method [25] against 
the scheme. Following it, a novel network packet length 
covert channel scheme is presented to resist the existing 
detection  scheme,  which  is  based  on  the  empirical 
distribution function of packet length series of legitimate 
traffic. 
The  rest  of  the  paper  is  organized  as  follows.  The 
typical  network  packet  length  covert  channel  schemes 
and  counter  measures  are  described  in  Section  II.  The 
Augmented  Dickey-Fuller  (ADF)  test  is  introduced  to 
make the statistical analysis of the packet length series in 
Section III, which give the reason of using the empirical 
distribution. And the encoding and decoding procedure of 
network packet length covert channel are also proposed 
in Section III. Section IV gives our simulation results and 
the performance analysis. Finally, conclusions are drawn 
and future work is presented in Section V. 
II.  RELATED WORK 
A. Current Arts on Packet Length Covert Channel 
As mentioned in the previous section, Yao et al. [22] 
proposed  a  model  of  covert  channel  based  on  packet 
length named LAWB. In LAWB, the sender and receiver 
share  a  secret  matrix  I,  with  each  cell  representing  a 
unique length. The secret message which will be sent is i, 
iS   with  {1, 2, , 2 }
k S  .  The  sender  selects  a  cell 
ij len  randomly  from  the  i  th row  of  I  and  constructs a 
packet  whose  payload  length  equals  to  ij len . Then, the 
packet is sent to the receiver.  
 
11 12 1
21 22 2
2 1 2 2 2
k k k
n
n
n
len len len
len len len
I
len len len


 


 
.  (1) 
After the packet is received, the payload length  ij len  is 
obtained  immediately.  The  receiver  locates  ij len  in  the 
shared matrix I, and get the corresponding row number  ˆ i . 
It is precisely the secret message received by the receiver. 
In  order  to improve  the  undetectability,  the matrix  I is 
often  scrambled  by  the  sender  and  the  receiver  at  the 
same time. However, as the packet lengths are just chosen 
from  the  pre-defined  fixed  range,  the  distribution  of 
packet length cannot imitate the normal one well. So the 
covert channel is vulnerable to the detection based on the 
network packet length checking. 
In [24], Ji et al. designed a protocol-independent covert 
channel by mimicking the legitimate traffic. Before the 
transmission  of  binary  bits  of  the  secret  message,  the 
sender  and  the  receiver  both  recorded  a  same  set  of 
normally communicating packet length as Reference. The 
secret  message  is  partitioned  into  several  groups  to  be 
sent. When a group of the secret message is ready to be 
sent, the sender chooses a packet length from Reference 
using the secret key shared between the sender and the 
receiver. The chosen packet length is changed by adding 
the  decimal  number  of  the  binary  message  bits  in  the 
group.  Finally,  the  packet  with  the  modified  length  is 
transmitted to the receiver and the corresponding packet 
length is also appended to Reference. After the packet is 
received, the receiver subtracts the received packet length 
from  the  Reference  using  the  same  secret  key  and 
calculates  the  decimal  number  of  secret  bits.  The 
shortcoming  of  the  scheme  is  that  the  packet  length 
distribution of Reference will gradually deviate from the 
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operation. 
As  the  improvement,  Ji  et  al.  [26]  proposed  another 
protocol-independent  network  covert  channel  based  on 
packet  length  using  the  same  model.  The  method  also 
took  normal  network  communicating  packet  length  as 
Reference and secret messages are also partitioned into 
several groups with w  bits each. Reference is sorted in 
the  increasing  order  and  then  divided  into  2
w  buckets. 
The packet length which is embedded in w  secret bits is 
randomly chosen from the bucket whose number is the 
decimal equivalent of the  w  bits. The receiver decodes 
the  secret  bits  by  checking  which  bucket  the  packet 
length belongs to. Different from the previous one, the 
scheme can imitate the normal packet length histogram 
well.  However,  it  cannot  resist  the  detection  method 
based on the second order statistics proposed by Sur in 
Ref. [25]. In the following subsection, we will give the 
detailed introduction about the detection principle. 
B. Detection of Packet Length Covert Channel 
Recently, Sur et al. [25] proposed a detection scheme 
for network covert channel based on packet length. The 
feature  sets  were  constructed  with the  first  and  second 
order statistics of packet length distribution. The center of 
mass (COM) and distortion metric ( ) of packet length 
vector (  ) are taken as the first order features, and the 
normalized  adjacency  histogram 
d
l R  with  lag  l  and 
difference d is taken as the second order feature. 
The  packet  length  vector    is  defined  as  a  vector 
containing  the  relative  frequency,  i.e.  the  histogram  of 
packet lengths series. To quantify the effect of embedding 
on   ,  an  m-point  discrete  Fourier  transform  (DFT)  is 
performed  on  it.  Let  dft   denote  the  DFT  transformed 
version of   . The COM of  dft   can be calculated as 
 
0
0
m
dft
i
m
dft
i
i
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






.  (2) 
where m is the length of the  dft   vector. 
The distortion metric ( ) is defined as 
  2 ( ) ( 1) ( 1)
n
e e e           .  (3) 
where n is the number of bins in    and e is the position 
of a maximum or minimum. 
The  adjacency  histogram  ()
d
l HP  is  defined  as  the 
number of times which two packets at a distance of l and 
with  an  absolute  difference  of  d  appear  in  the  packet 
length  series  P.  the  normalized  adjacency  histogram 
()
d
l RP  is defined as 
  ()
()
d
d l
l
H
RP
Len P
 .  (4) 
Here, Len(P) is the number of packets in the detection 
window. The features mentioned above of the legitimate 
and covert network traffic are used to train a supervised 
learning  based  classifier  which  is  chosen  as  the  Fisher 
linear  discriminant  (FLD)  in  [25].  Sur’s  experimental 
results  show  that  the  proposed  classifier  can  detect the 
existing covert channels based on packet length with very 
high accuracy. 
III.  PROPOSED SCHEME 
A. Analysis of Packet Length Time Series 
As  we  all  know,  Ethernet  packets  have  the  frame 
structure as Fig. 1. A TCP/UDP packet is encapsulated in 
an IP packet which is further being encapsulated as an 
Ethernet packet. So the length of packet header is always 
constant. For instance, the length of IP header and TCP 
header is 20 bytes, and the length of  UDP header is 8 
bytes.  The  length  of  payload  has  a  greater  range  of 
variation.  The  packet  length  distributions  of  TCP  and 
UDP are commonly different. The reason is that the TCP 
and UDP have different fragmentation mechanisms and 
the corresponding different applications. 
 
 
Figure 1.   The structure of Ethernet packet 
Take  the  file  transfer  of  FTP  as  example.  After  the 
establishment  of  TCP  connection, the  sender  sends the 
file in chunks to the transport layer. The TCP protocol 
stack will divide these chunks into some segments with 
the maximum fragment size defined in the protocol stack. 
In general, the last segment size of the chunk will be less 
than  maximum  segment  size  because  there  is  no  other 
datum to be transferred at all in the TCP connection. UDP 
is a connectionless, unreliable transport protocol. It does 
not  add  anything  to  the  services  of  IP  except  for 
providing  process-to-process  communication.  The  UDP 
applications  just  send  messages  and  do  not  care  much 
about reliability. Commonly, the payload length of UDP 
packet  is  smaller  than  that  of  TCP  packets  in  most  of 
applications. 
To  verify  the  analysis  about  the  length  of  TCP  and 
UDP payload, we carry out a simple experiment with the 
help of the software Wireshark. Fig. 2 shows the lengths 
of  captured  packets.  The  TCP  based  application  is  a 
service which uploads a file to a server, while the UDP 
based application is Tencent QQ audio chat. 
According  to  the  experiments  we  can  find  that 
compared  with  TCP-based  application,  the  UDP-based 
one generates packets with more diversified and random 
lengths.  Meanwhile,  it  is  well  known  that  the  packet 
sequence  with  diversified  and  random  lengths  is  more 
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intrinsical randomness will provide much more shield for 
data embedding. Therefore, we choose the packet lengths 
of UDP-based application as the covert channel carrier. 
According  our  investigation,  the  popular  UDP-based 
applications in Internet mainly include VoIP, video chat, 
online games, P2P file sharing, instant message and so on. 
 
0 50 100 150 200 250 300 350 400 450 500
600
700
800
900
1000
1100
1200
1300
1400
1500
Packet Numbers
P
a
c
k
e
t
 
L
e
n
g
t
h
 
0 50 100 150 200 250 300 350 400 450 500
0
50
100
150
200
250
Packet Numbers
P
a
c
k
e
t
 
L
e
n
g
t
h
 
Figure 2.   Lengths of 500 successive packets for two typical 
applications 
Taking the packet length sequence as the time series, 
for enhancing the security of packet length covert channel, 
we  need  to  construct  the  statistics  model  of  the  time 
series. From the viewpoint of stochastic process, the time 
series is always expected as stationary, because it is easy 
to  be  modeled.  Unfortunately,  most  of  packet  length 
series  of  UDP-based  applications  are  non-stationary 
according to the augmented Dickey-Fuller (ADF) test [27] 
which is a general approach to testing for stationarity of 
stochastic process. Commonly, the significance level of 
the ADF test is set to 5%, and the corresponding critical 
value  is  equal to  -1.9444. The  ADF  test  statistic  for  a 
series is computed and compared to the critical value. If 
the test statistic is less than the critical value, the series is 
viewed  as  stationary.  Otherwise,  the  series  is  non-
stationary. 
In this paper, we test typical three kinds of UDP-based 
Internet  applications  including  Tencent  QQ  audio  chat 
stream,  online  game  Counter  Strike  and  Tencent  QQ 
video chat stream. The results in Table 1 suggest that the 
packet  length  series  of  these  three  UDP-based 
applications  are  all  non-stationary.  So  they  can’t  be 
described by a fixed statistical model. In this paper, we 
take  Tencent  QQ  audio  chat  stream  as  the  carrier  to 
design the packet length covert channel. 
B. Encoding Procedure 
Before the transmission of secret messages, the sender 
communicates normally with the receiver. The sender and 
the  receiver  both  record  the  packet  lengths.  When  the 
transmission  of  secret  messages  begins,  the  empirical 
distribution function  () L F  of the recorded packet lengths 
is  calculated  by  the  sender and receiver.  The  empirical 
distribution function of a series  12 { , , , } n x x x  is defined 
as 
 
1
1
( ) 1{ }
n
i
i
F t x t
n 
  .  (5) 
where  1{A}  is  the  indicator  of  event  A  and  n  is  the 
number of samples in series  12 { , , , } n x x x . Because the 
packet length is not continuous, the empirical distribution 
function  F  is  actually  defined  on  the  discrete  range 
12 { , , , } T T t t t  . The empirical distribution function of 
packet length series (total 100, 000 packets) generated by 
the chosen UDP-based application is shown in Fig. 3. In 
this paper, the empirical distribution function is offered to 
the  encoder  and  decoder  of  the  packet  length  covert 
channel to preserve the statistical characteristics. 
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Figure 3.   Example of the empirical distribution function 
TABLE I.   RESULTS OF ADF TEST OF TYPICAL THREE KINDS OF 
UDP-BASED INTERNET APPLICATIONS 
Application 
Test 
statistic 
Critical 
value (5%)  Result 
Tencent  QQ  audio 
chat stream  -0.2717  -1.9444  Non-
stationary 
Online  game(Counter 
Strike 1.7)  -1.6217  -1.9444  Non-
stationary 
Tencent  QQ  Video 
Chat stream  -1.9416  -1.9444 
Non-
stationary 
 
The sender should convert the binary secret message 
12 { , , , } m s s s  S  into  a  packet  length  series 
12 { , , , } n l l l  L .  Assume that  every  k  (k=m/n)  bits  of 
secret message are embedded in one packet length. Then, 
we need an invertible mapping   as: 
  () l   s .  (6) 
The mapping can encode a cluster message bits s={si, 
si+1,  …,  si+k-1} as  one message length  l.  We  expect the 
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© 2014 ACADEMY PUBLISHERmapping  can  preserve  the  distribution  of  the  original 
length  series.  The  common  approach  to  complete  the 
distribution preserving task is to use the inverse transform 
of cumulative distribution function (CDF). This kind of 
method is usually employed in the algorithms of model-
based  network  covert  timing  channel  [28].  Here,  we 
directly  employ  the  inverse  transform  of  empirical 
distribution function 
1() F
  to encode secret messages. 
In our covert communication scenario, the sender and 
receiver both record the overt packet lengths series in the 
normal communication. Before the transmission of secret 
message, they compute the empirical distribution function 
of the recorded packet length series and agree the value 
of k. Then the range T={t1, t2, …, tT} is partitioned into 
2
k  sub-ranges as T1, T2, …, T2
k.  
 
1 1 1 2 { , ,..., } T T t t t  .  (7) 
 
1 1 1 2 2 1 2 { , ,..., } T T T T T t t t     .  (8) 
 
2 1 2 1
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.  (9) 
They subject to the condition of constraint of (10). 
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After determining those interval sizes T1, T2… T2
k, the 
boundaries of the corresponding distribution probabilities 
for these intervals can be gotten as B. 
   
1
01 2 1 2
01 2
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0, ( ), , 1
kk
k T
B B B B
B B F t B
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Figure 4.   Get the boundaries when k is 2 
Fig. 4 illustrates scenario when k is 2. In this example, 
the range T should be partitioned into 4 sub-ranges and 
the boundaries B={0, 0.278, 0.467, 0.742, 1}. 
In the following encoding process, the k bits of secret 
message  {si+1,  si+2,  …,  si+k-1}  are  firstly  converted  into 
random variable R in the range (0, 1) by (12). 
  1 () d d d R B B B r      .  (12) 
where r is a uniform random number in the range (0, 1) 
and  {0,1,..., 2 1}
k d   is  the  decimal  number  of  the  k 
bits  of  secret  message  {si+1,  si+2, …,  si+k-1}. Then, R is 
input  into 
1() F
  to  obtain  its  corresponding  packet 
length l. Here the function 
1() F
  is defined as 
 
1( ) argmin ( ) t l F R F t R

    T .  (13) 
An  example  of  the  mapping  process  from  R  to  l  is 
shown in Fig. 5. The resulting series Len is used as the 
modulated  packet  length  for  the  secret message  S. The 
sender transmits packets corresponding to the length in 
series Len.  
 
 
Figure 5.   An example of the mapping process from  () rj to 
() Len j  
C. Decoding Procedure 
Assume  that  the  received  packet  length  is  l  at  the 
receiver  end.  After  inputting  l  into  the  empirical 
distribution function of legitimate traffic,  () R F l    can 
be  obtained. And the decimal number corresponding to 
the message bits can be decoded according to 
 
1
01
,
0,
ii i R B and R B
d
R B and R B
   
     
.  (14) 
Automatically, the message bits can be decodes by the 
conversion from decimal to binary. 
IV.  EXPERIMENTAL RESULTS 
In  this  section,  the  effectiveness  of  the  detection 
method  based  on  the  empirical  distribution  function  is 
tested  and  evaluated.  For making  fair  comparison  with 
Ji’s  method,  we  let  2 k   in  the  whole  experiment  the 
corresponding covert channel capacity is equal to that of 
Ji’s scheme. 
A packet length sequence which is modulated to carry 
100,000  random  secret  message  bits  is  generated.  The 
embedding rate of the packet length sequence is 100%. 
The  100%  embedding  rate  implies  that  all  the  packet 
lengths  in  the  sequence  are  used  for  secret  message 
embedding.  The  four  statistics  of  the  packet  length 
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traffic in Fig. 6. 
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(b). The distortion of metric 
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(c).  ()
d
l HP  with d=0 and l=1 
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Figure 6.   Comparison of four features for normal and covert traffic 
It is  observed  from  the  Fig.  7 that  the  covert  traffic 
generate by our scheme imitates the normal traffic well. 
In  other  words,  it  is  difficult  to  distinguish  the  covert 
traffic from normal traffic. 
In  the  detection  scheme,  a  training  set  of  the  four 
statistics is used to train the FLD classifier. The detection 
performance of the trained classifier is represented by the 
receiver  operating  characteristic  curve  (ROC).  ROC 
curve  is  defined  by  the  true  positive  rates  (TPR)  with 
different false positive rates (FPR). A diagonal line from 
the  left  bottom  to  the  top  right  corners  denotes  the 
random guess. The ROC curves for our scheme and Ji’s 
scheme  are  shown  in  Fig.  8  and  Fig.  9  with  the 
embedding rate from 30% to 100%. 
It can be observed from Fig. 8 and 9 that the proposed 
scheme  can  provide  a  significant  improvement  in 
detection resistance meanings. 
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Figure 7.   The detection performance of our scheme 
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Figure 8.   The detection performance of Ji’s second scheme 
V.  CONCLUSIONS AND FUTURE WORK 
This  paper  investigated  the  stationary  of  the  typical 
packet length series of UDP based internet applications 
by ADF test. The results suggest that the packet length 
series are non-stationary. Then, the conventional model-
based  covert  channel  cannot  be  used  in  the  network 
packet length covert channel. For imitating the statistical 
property of legitimate channel well, this paper proposed a 
network  packet  length  covert  channel  based  on  the 
empirical  distribution  function.  We  perform  several 
statistical tests to evaluate the performance of our scheme. 
The results show that the network packet length covert 
channel  based  on  the  EMF  outperforms  the  previous 
scheme. There are several interesting future directions for 
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secret  messages  by  introducing  some  source  encoding 
methods.  Another  is  to  improve  the  robustness  of 
decoding when some packets are lost in transmitting. 
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Abstract—By  using  existing  mechanisms,  especially  for  S-
BGP, IP prefix hijacking and AS-PATH tampering can be 
prevented  despite  some  unsatisfied  inherent  factors. 
However,  except  IP  prefix  hijacking  and  AS-PATH 
tampering, there are some other traffic  attraction attacks, 
which  are  currently  not  considered  and  prevented  in 
existing mechanisms. Attracting more by announcing long 
paths, which is typical one of these traffic attraction attacks, 
can be prevented by the presented method. The presented 
method, which consists of two algorithms, adds the sequence 
of relationship marks in update messages and verifies them. 
Moreover, the presented method combines the mechanisms 
of authenticating origin AS and AS-PATH. Two algorithms, 
one  of  which  is  executed  on  senders  and  the  other  is 
executed on receivers, are given. The presented method can 
defend  against  the  attack  that  is  attracting  more  by 
announcing long paths, besides IP prefix hijacking and AS-
PATH tampering. To the best of our knowledge, it is the 
first work for defending against the attack that is attracting 
more by announcing long paths. 
 
Index Terms—Traffic Attraction Attacks; Attracting More 
By Announcing Long Paths; IP Prefix Hijacking; AS-PATH 
Tampering 
 
I.  INTRODUCTION 
The  BGP  (Border  Gateway  Protocol)  is  a  sole 
operating  protocol  for  exchanging  routing  information 
among  Autonomous  Systems  (ASs)  in today’s  Internet. 
Routes,  through  which  the traffic  is  transported  among 
ASs, are controlled mainly by BGP [1-3].  
BGP was designed under the assumption that all nodes 
in the network can trust each other. As such, BGP does 
not  have  any  mechanisms  to  validate  that  a  path 
announced  by  an  AS  in  BGP  is  actually  used  for 
forwarding traffic, or even exists in the Internet topology 
[1].  
So, In BGP, update messages are hardly authenticated 
when  broadcasting  among  ASs,  which  leaves  an 
opportunity  for  malicious  attackers  to  fabricate  false 
update messages. There are many vulnerabilities in BGP, 
which bring about various attacks mistaking interdomain 
routes [4-5]. These attacks include IP prefix hijacking [6-
10],  AS-PATH  tampering  [11-15],  and  other  traffic 
attraction attacks [16].  
The networking research community has put together a 
number  of  research  proposals  to  remedy  this  [1]  [5]. 
There are many cryptography-based mechanisms which 
propose  various  extensions  to  BGP  [17-19].  By  using 
these  existing  mechanisms,  especially  for  S-BGP,  IP 
prefix  hijacking  and  AS-PATH  tampering  can  be 
prevented despite some unsatisfied inherent factors [16-
20].  Some  typical  existing  related  mechanisms  are 
explained as follows. 
S-BGP  [6],  RPKI  [7],  and  BGPSEC  [8]  implement 
security by validating path attributes in update messages 
passed between ASes through the use of digital signatures 
and  associated  public  key  certificates.  All  information 
exchanged  in  these  mechanisms  is  validated  using  the 
certificates.  Address  ownership,  peer  AS  identity,  path 
vectors,  policy  attributes,  and  control  messages  are  all 
signed by the organizations or devices that create them. 
Because  this  allows  receivers  of  the  data  to 
unambiguously authenticate the routing information, they 
can detect and remove forged data. 
A refinement of S-BGP, soBGP [18], is an attempt to 
strike  a  pragmatic  balance  between  the  security 
processing  overhead  and  the  capabilities  of  deployed 
routing  systems  and  security  infrastructure,  where  the 
requirements for AS Path verification are relaxed and the 
nature of the related Public Key Infrastructure (PKI) is 
altered to remove the requirement for a strict hierarchical 
address PKI that precisely mirrors the address distribution 
framework.  
Another refinement of S-BGP, psBGP [19], represents 
a similar effort at crafting a compromise between security 
and  deployed  capability  through  the  crafting  of  a  trust 
rating for assertions based on assessment of confidence in 
corroborating material. 
The Interdomain Route Validation (IRV) service is a 
receiver-driven protocol and associated architecture [1], 
and  is  the  least  centralized  of  the  comprehensive 
solutions  for  securing  BGP.  Unlike  S-BGP,  IRV’s 
operation is independent of the routing protocol. Every 
AS in IRV contains an IRV server. The central limitation 
of IRV is that it needs a functioning network to be useful: 
a client indirectly uses the network to communicate with 
the foreign AS to query the appropriate AS IRV server. 
However,  except  IP  prefix  hijacking  and  AS-PATH, 
there  are  some  other  traffic  attraction  attacks.  Most  of 
these attacks are listed in the document [16], For example, 
attracting more by announcing long paths, attracting more 
by  exporting  less, and attracting more  by  gaming loop 
detection and so on. Hardly any of them is considered and 
prevented in existing mechanisms because these existing 
mechanisms  focus  on  defending  against  IP  prefix 
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Figure 1.   An example of attack that is attracting more by announcing long paths [16] 
hijacking and AS-PATH tampering [16]. Yet, Sometimes, 
harm arised in these attack strategies is more significant 
than  that  arised  in  aggressive  prefix  hijacking  or  AS-
PATH tampering [16]. Obviously, it is a very complex, 
long-term, arduous task to defend against these attacks.  
In  this  paper,  we  propose  an  extension  to  defend 
against one of these traffic attraction attacks. The traffic 
attraction  attack  considered  in  this  paper  is  called 
attracting  more  by  announcing  long  paths  [16].  At  the 
same time, AS-PATH tampering and IP prefix hijacking 
can also be prevented in the presented method. 
The  rest  of  this  paper  is  organized  as  follows.  The 
related attacks are simply introduced in Section II, which 
include  IP  prefix  hijacking,  AS-PATH  tampering,  and 
attracting more by announcing long paths. The presented 
method, whose main aim is to defend against attracting 
more by announcing long paths, is detailedly decribed in 
Section III. Moreover, the presented method can defend 
against IP prefix hijacking and AS-PATH tampering. In 
Section IV, we evaluate the security and performance of 
presented  method.  Finally,  we  present  the  conclusions 
and future work in Section V. 
II.  THE CONSIDERED ATTACKS 
The  considered  attacks  in  this  paper  are  IP  prefix 
hijacking, AS-PATH tampering, and attracting more by 
announcing  long  paths.  We  lay  stress  on  the  attracting 
more  by  announcing  long  paths,  because  it  can not  be 
prevented  by  existing  mechanisms.  These  considered 
attacks are simply introduced in this subsection, before 
which we should know main rules an AS uses to select 
routes. The main rules used to select routes are as follows. 
(1)  Firstly,  Local  preferences  are  applied.  There  are 
two public rules about the local preferences, which are  
called “R1” and “R2”. These two rules are explained as 
following [5]. 
R1:  The  model  of  export  policies,  which  can  be 
regarded as a public one of local preferences, is based on 
the Gao-Rexford policy: AS “b” can announce a path via 
AS “c” to AS “a” only if at least one of “a” and “c” is 
customers of “b”. In other words, a “peer-to-peer” route 
or “customer-to-provider” route has to be followed hard 
after by no route or a “provider-to-customer” route. 
R2:  We  term  a  route  to  be  a  “customer-route”  or  a 
“peer-route” or a “provider-route” depending on whether 
the last-hop AS in the AS-PATH is a customer, a peer or 
a provider respectively. Measurement studies in the past 
have shown that a large majority of ASs on the Internet 
tend to assign higher local preference values to customer-
routes than to peer-routes than to provider routes. 
(2) The shortest AS path is chosen. Update message 
receivers will prefer the shortest internal path within the 
autonomous system to reach the destination (the shortest 
path to the BGP next-hop). Obviously, the length of real 
internal path is equal to the length of AS-PATH attribute 
value  of  received  update  messages.  Thus,  if  there  are 
more  than  one  update  messages  including  same 
destination prefix and values of local preferences of these 
update messages are same, the one including shortest AS-
PATH attribute value will be chosen. 
A. IP prefix Hijacking and AS-PATH Tampering 
IP prefix hijacking and AS-PATH tampering can not 
succeed  against typical  existing  secure routing  protocol 
such as S-BGP [6] and soBGP [18]. 
(1) IP prefix hijacking [5]: An AS advertises a prefix 
from address space unassigned by or belonging to another 
AS. Neighboring ASs receiving this announcement may 
select this route and direct traffic toward the wrong AS; 
these ASs may, in turn, advertise the BGP route to their 
own neighbors. 
(2)  AS-PATH tampering  [5]:  An  AS  forges  the  AS-
path attribute to pollute the advertised route. For example, 
by  truncating  the  AS-PATH,  an  AS  can  make  a  route 
look shorter, and hence more attractive. 
B. Attracting more by Announcing Long Paths [16] 
This attack is one of three surprising counterexamples 
of traffic attraction attacks. It can succeed against existing 
secure routing protocol including S-BGP and soBGP [16]. 
Shown as Figure 1, there are two kinds of edges: 
customer-to-provider (where the customer pays 
the provider for connectivity, represented with 
an arrow from customer to provider), and peer-
to-peer  (where  two  ASs  owned  by  different 
organizations  agree  to  transit  each  other’s  traffic  at  no 
cost, represented with an undirected edge). 
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Figure 2.   Senders and receivers of update messages in AS-PATH 
TABLE I.   ABBREVIATIONS IN ALGORITHM 1 AND ALGORITHM 2 
AS0  the origin AS of advertised prefix 
ASn  current AS, which is a sample sender of update message 
ASn+1  next AS, which a sample receiver of update message 
AS#  the number of AS 
AS-PATHn  current AS, which is a sample AS-PATH attribute of update message 
<AS0,  AS1, 
AS2, …, ASn> 
the AS sequence of AS-PATHn 
||  a character used to connect two separated strings 
  The inverse operator of “||”. It is a character used to remove substring from origin string, for example,  
“AS0||R(0)||AS1|| R(1)||AS2||R(2)”   “AS2|| R(2)” = “AS0||R(0)||AS1|| R(1)” 
  The predicate NOT. In other words,  true = false,  false = true 
prefixi  the advertised prefix, which is a sample prefix advertised by update message 
S(x)[y]  the signature signed by the y, where the signed message is x 
AA  address attestation 
RAn  route attestation created by ASn 
SMGn  The signed message, which will be signed by ASn 
R(i)  The relationship between ASi and ASi+1, where R(i) = 1 denotes ASi is customer of ASi+1, R(i) = 2 denotes ASi is peer of ASi+1, 
and R(i) = 3 denotes ASi is provider of ASi+1. 
pk-1  The public key of owner of prefixi, which is known by all of ASs. 
<pk0,  pk1,  …, 
pkn> 
Public keys respectively corresponding to <AS0, AS1, AS2, …, ASn>, which are known by all of ASs. 
V(S, M)pk  The result of verification of digital signature, where S denotes the digital signature, M denotes the signed message, the pk 
denotes the public key used to verify the S. V(S, M)pk = TRUE is satisfied if the verification succeeds; otherwise, V(S, M)pk = 
FALSE is satisfied. 
 
Figure 1: The malicious AS “m” is a small stub AS in 
Basel, Switzerland, that has one large provider “a1” that 
has almost 500 customers and 50 peers, and one small 
provider AS “a2” in Basel that has degree only four. The 
victim is European broadband provider “v” with over 100 
customers and 26 peers. 
Naive strategy: The figure 1(a) shows the “Shortest-
Path Export-All” attack strategy, where the malicious AS 
naively announces a three-hop available path, (m, a1, v, 
Prefix)  to  his  provider  “a2”.  Since  ASs  “a2”  and  “a3” 
prefer the customer path that leads to the malicious AS 
“m”,  over  their  existing  peer  paths,  both  will  forward 
traffic to “m”. He intercepts traffic from 16% of the ASs 
in  the  internetwork  (5569  ASs), including  25%  of  ASs 
with at least 25 customers, and 41% of ASs with at least 
250 customers. 
Clever strategy: The figure 1(b) shows the adversary 
cleverly announcing a four-hop available path (m, a2, a3, 
v, Prefix) to his provider “a1”. The large ISP “a1” will 
prefer  the  longer  customer  path  through  the  adversary 
over his shorter peer connection to victim “v”, but this 
time, the adversary triples the amount of traffic he attracts, 
intercepting traffic from a total of 56% of the ASs in the 
internetwork (18664 ASs), including 69% of ASs with at 
least  25  customers, and 85%  of  ASs  with  at  least  250 
customers.  In  fact,  by  announcing  a  longer  path,  the 
malicious  “m”  earns  almost  as  much  traffic  as  the 
aggressive prefix hijack. 
Why  it  works:  Notice  that  the  adversary’s  large 
provider  “a1”  has  hundreds  more  neighbors  then  his 
small provider, “a2”, and that the clever strategy attracts 
large  ISP  a1’s  traffic  while  the  naive  strategy  attracts 
small AS “a2”. Attracting traffic from the larger AS is 
crucial  to  the  adversary’s  success;  in  fact,  it  is  more 
important than announcing short paths. 
III.  THE PRESENTED METHOD 
In  this  section,  we  present  our  method,  whose  main 
aim is  to  defend  against  the  attack  shown as  Figure  1. 
Moveover,  the  presented method  can  prevent  IP  prefix 
hijacking and AS-PATH tampering. 
For defending against attracting more by announcing 
long  paths,  we  need  to  carefully  analyse  this  kind  of 
attack. Shown as Fig. 1(a), the rule R2 is used by “a2” 
(where “a2” is polluted) and thus the false route is chosen. 
The rule R1 is not obeyed by “a2” because the “a2” can 
not know whether “a1” is the custom of “m” or not (the 
rule R1 and R2 can be seen in Section 2). 
In  existing  mechanisms  proposed  to  secure  BGP 
including  S-BGP,  RPKI&BGPSEC  [7]  [8],  or  soBGP, 
there  is  no  mechanism  for  protecting  the  rule  R1. 
Therefore, this kind of attack can not be defended against 
in these mechanisms. 
Obviously, if only a mechanism is added to protect the 
public  rule  R1,  the  attack  shown  as  Fig.  1  can  be 
defended  against.  In  our  method,  the  mechanism  for 
protecting rule R1 can be simply described as following. 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1449
© 2014 ACADEMY PUBLISHER 
Figure 3.   The example AS-PATH 
When  an  AS  announces  a  path  to  next-hop  AS,  it 
should add a relationship mark and sign this mark using 
itself private key. According to these relationship marks, 
verifiers can judge whether the rule R1 is obeyed or not. 
A  relationship  mark  is  used  to  denote  the  relationship 
between  current  AS  and  next-hop  AS.  We  use  “1”  to 
denote that next-hop AS is the custom of current AS, “2” 
to denote that next-hop AS is the peer of current AS, and 
“3” to denote that next-hop AS is the provider of current 
AS. The symbol “||” is used to join two relationships.  
When an AS receives a path announcement from last-
hop  AS,  it  should  verify  the  sequence  of  relationship 
marks besides origin AS and AS-PATH by using related 
public  keys.  The  presented  method  includes  two 
algorithms.  The  first  algorithm  is  executed  on  senders, 
the  second  one  is  executed  on  receivers.  These  two 
algorithms are as Algorithm1 and Algorithm2. 
A. The algorithm executed on senders 
Shown  as  Fig.  2,  senders  in  this  section include  the 
owner  of  advertised  prefix,  and  all  of  ASs  in  the  AS-
PATH including AS0, AS1, AS2,… , ASn-1, ASn. Assume 
current  AS  is  ASn,  which  is  a  sample  sender.  The 
algorithm  executed  on  senders  can  be  illustrated  as 
Algorithm 1. In Algorithm 1, the step 1 is executed only 
by  the  owner  of  advertised  prefix,  other  steps  are 
executed by ASn.  
 
Algorithm 1: The algorithm executed on senders 
1. The owner of prefixi creates an address attestation:  
  AA = S(AS0#)[O]     (1) 
The owner of prefixi creates a digital signature by signing the AS0#. 
This digital signature is address attestation. In formula (1), AA denotes 
address attestation, S( )[O] denotes the signature signed by the owner of 
prefixi, “[o]” denotes owner of prefixi. 
2.  ASn receives  the  update  message  from  ASn-1.  From  the  update 
message, ASn draws AA, prefixi, AS-PATHn, and RA0, RA1, RA2, …, 
RAn-1. 
3. ASn constructs the AS-PATHn: The initial AS-PATH0 is “AS0#”. 
The recusion formula of AS-PATHn is that  
  AS-PATHn = AS-PATHn-1|| ASn#   (2) 
Thus, we can see that  
  AS-PATHn = “AS0||AS1 || AS2||...||ASn”   (3) 
4.  ASn  constructs  signed  message  about  AS-PATHn:  The  signed 
message, which is used by ASn and denoted by SMGn, is not same as 
AS-PATHn  whereas  there  is  close  relationship  between  it  and  AS-
PATHn.  We  can  regard  this  kind  of  signed  message  as  something 
combining  AS-PATHn  and  relationships  between  neighbors  ASs. 
Assume SMG-1= Null. The recusion formula of SMGn is that  
  SMGn = SMGn-1 || ASn# || R(n)   (4) 
Thus, we can see that  
SMGn = “AS0#|| R(0) || AS1#|| R(1) || AS2#|| R(2) ||...|| ASn#|| R(n)”   (5) 
5.  ASn signs  the  message  SMGn  by  using  itself  private  key.  This 
digital signature is route attestation.  
RAn = S(“AS0#||R(0)||AS1#||R(1)||AS2#||R(2)||...|| ASn#|| R(n)”)[ASn]   (6) 
6. ASn sends related information to ASn+1. These related information 
mainly includes prefixi#, SMGn, AA, and all of route attestations. Note 
that there are several route attestations because all of ASs in AS-PATH 
including  AS0,  AS1,  AS2,…,  ASn-1,  ASn,  will  create  route  attestation 
respectively. These route attestations include RA1, RA2, …, RAn. 
 
Next,  by  referring  Fig.  3  and  respective  describing 
actions of various ASs in AS-PATH, we illustrate how to 
execute the Algorithm 1. 
(1)  The  action  of  owner  of  prefixi:  Assume  current 
prefixi is 23.67.34.0/24, the owner of this prefixi is ASN-
TELSTRA, AS0 is AS1211. According to step 1, ASN-
TELSTRA  creates  the  AA  which  is  signature 
S(“AS1211”)[ASN-TELSTRA].  ASN-TELSTRA  sends  the 
signature  and  the  number  of  prefix  23.67.34.0/24  to 
AS1211. 
(2)  The  action  of  AS0:  The  sample  AS0  is  AS1211. 
After AS1211 receives the number “23.67.34.0/24” and 
S(“AS1211”)[ASN-TELSTRA], where S(“AS1211”)[ASN-TELSTRA] 
is AA. The AS0 verifies the AA by executing Algorithm 2 
where the public key of ASN-TELSTRA is used. Next 
AS1211 executes step 2-6 to create AS-PATH0 and RA0 
as following.  
AS1211  creates  AS-PATH0  which  is  “AS1211” 
according  to  formula  (2)  and  formula  (3).  A  signed 
message is created according to step 4. Assume that the 
AS1 is the peer of AS0, and thus R(0)=2 (see the table 1). 
Obviously, according to formula (4) and formula (5), the 
signed message SMG0 should be “AS1211||2”.  
AS1211 creates RA0 according to formula (6) of step 5. 
The RA0 should be  
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AS1211  sends  the  S(“AS1211”)[ASN-TELSTRA], 
S(“AS1211||2”)[AS1211], “AS1211||2”, and “23.67.34.0/24” 
to AS1. 
(3)  The  action  of  AS1:  Assume  the  AS1  is  AS1222. 
Shown as Fig. 3, AS1 can draw AA, prefixi, AS-PATH0, 
and RA0 in the update message sent from AS0 according 
to  the  step  2.  In  other  words,  AS1222  can  draw 
S(“AS1211”)[ASN-TELSTRA], “23.67.34.0/24”,  “AS1211||2”, 
and S(“AS1211||2”)[AS1211] in the received update message. 
AS1222  creates  AS-PATH1  which  is 
“AS1211||AS1222” according to formula (2) and formula 
(3). The signed message is created according to step 4. 
Assume  that  the  AS2 is the  customer  of  AS1, and  thus 
R(1)=1. Obviously, according to formula (4) and formula 
(5),  the  signed  message  SMG1  should  be 
“AS1211||2||AS1222||1”. 
AS1222 creates RA1 according to formula (6) of step 5. 
The RA1 should be  
   RA1 = S(“AS1211||2||AS1222||1”)[AS1222]    (8) 
AS1222  sends  the  S(“AS1211”)[ASN-TELSTRA], 
S(“AS1211||2”)[AS1211], S(“AS1211||2||AS1222||1”)[AS1222] , 
“AS1211||2||AS1222||1”, and “23.67.34.0/24” to AS2. 
…… 
(4)  The  action  of  ASn:  Assume  the  ASn  is  AS1359. 
Shown as Fig. 3, ASn can draw AA, prefixi, AS-PATHn-1, 
and RA0, RA1,…… , RAn-1 in the update message sent 
from  ASn-1  according  to  the  step  2.  In  other  words, 
AS1359  can  draw  S(“AS1211”)[ASN-TELSTRA], 
S(“AS1211||2”)[AS1211], 
(“AS1211||2||AS1222||1”)[AS1222],……, 
S(“AS1211||2||AS1222||1||…||ASn-1#||1”)[ASn-1], 
“AS1211||2||AS1222||1||…||ASn-1#||1”,  and 
“23.67.34.0/24” in the received update message. 
AS1359  creates  AS-PATHn  which  is 
“AS1211||AS1222||……||AS1359”  according  to  formula 
(2)  and  formula  (3).  The  signed  message  is  created 
according  to  step  4.  Assume  that  the  ASn+1  is  the 
customer of ASn, and thus R(n)=1.  
Obviously, according to formula (4) and formula (5), 
the  signed  message  SMGn  should  be 
“AS1211||2||AS1222||1||…||AS1359||1”. 
AS1359 creates RAn according to formula (6) of step 5. 
The RAn should be  
RAn = (“AS1211||2||AS1222||1||…||AS1359||1”)[AS1359]  (9) 
AS1359  sends  the  S(“AS1211”)[ASN-TELSTRA], 
S(“AS1211||2”)[AS1211], 
S(“AS1211||2||AS1222||1”)[AS1222],……, 
S(“AS1211||2||AS1222||1||…||AS1359||1”)[AS1359], 
“AS1211||2||AS1222||1||…||AS1359||1”,  and 
“23.67.34.0/24” to AS1465. 
B. The Algorithm Executed on Receivers 
Shown as Fig. 2, receivers in this section include all of 
ASs  in  the  AS-PATH.  These  ASs  are  that  AS0,  AS1, 
AS2,…  ,  ASn,  ASn+1.  We  regard  ASn+1 as  the  sample 
receiver. 
 
Figure 4.   An example update message including relationship which 
violates the Rule R1 
When  ASn+1  receives  an  update  message  including 
address attestation and route attestations from  ASn, this 
sample  receiver  will  draw  and  verify  the  address 
attestation and route attestations using related public keys. 
These related public keys are assumed to be known by 
ASn+1,  which  are  pk-1,  pk0,  pk1,  …,  pkn.  The  AS0  is 
authenticated after address attestation is verified. The AS-
PATH  and  sequence  of  relationship  marks  are 
authenticated  after  route  attestations  are  verified.  The 
algorithm  executed  on  ASn+1  can  be  illustrated  as 
Algorithm 2. 
 
Algorithm 2: The Algorithm Executed on Receivers 
1. ASn+1 draws related information in update message sent from ASn. 
These related information mainly includes prefixi#, SMGn, AA, and all 
of route attestations. These route attestations contain RA1, RA2, …, RAn. 
2. Check whether the rule R1 is obeyed or not: For this checking, the 
relationship mark sub-sequence contained by SMGn should be inspected 
according  to  the  rule  R1.  If  the  rule  R1  is  not  obeyed,  the  update 
message should be rejected.  
For  example,  if  the  SMGn  is  “AS0#||2||AS1#|1||AS2#|2”,  the 
relationship  mark  sub-sequence  is  <2,  1,  2>,  which  represents  the 
relationship  shown  as  Fig.  4.  This  relationship  violates  the  Rule  R1 
because in this path, neither AS0 nor AS2 is the customer of AS1. 
3. Verify address attestation: Draw the AS0# from SMGn. Using the 
public key pk-1 and the signed message “AS0#”, the address attestation 
can be verified. The formula about the verification is as follow. 
 
-1 0 pk TRUE ?  V(AA, AS #)    (10) 
If above equation holds (
-1 0 pk that is TRUE   V(AA, AS #) ＝ ), the AS0 
can  be  thought  to  be  authenticated;  otherwise 
(
-1 0 pk that is FALSE   V(AA, AS #) ＝ ),  this  update  message  will  be 
rejected. 
4. Verify route attestations: In order to verify route attestations, the 
related  public  keys  should  be  used.  These  route  attestations  are  the 
signature of the SMG0, SMG1, ……, SMGn. These related public keys 
are  pk0,  pk1,  …,  pkn.  Note  that  the  process  of  verifying  is  iterative 
because there are  several route attestations. For  example, the  current 
constructed message is “AS0||2||AS1||3||AS2||2”, the related public keys 
are pk0, pk1, and pk2. The example process of verifying is as follows. 
 M2 =“AS0||R(0)||AS1|| R(1)||AS2|| R(2)” 
 for (j = 2; j >= 0; j--){  
IF 
j j j pk ( (V(RA , SMG ) ))   
THEN reject this update message 
ENDIF 
SMGj-1 = SMGj   R(j)   ASj# 
} 
 
IV.  EVALUATE 
A. Security 
In  this  subsection,  we  evaluate  the  security  of 
presented  method.  By  executing  Algorithm  1  and 
Algorithm 2, the sample receiver ASn+1 can authenticate 
origin AS, AS-PATH, and the sequence of relationship 
marks. Moreover, whether the Rule R1 is obeyed by all 
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can  defend  against  IP  prefix  hijacking;  to  authenticate 
AS-PATH  can  defend  against  AS-PATH  tampering;  to 
authenticate the  sequence  of  relationship  marks, and  to 
check the Rule R1 can defend against the attack that is 
attracting more by announcing long paths.  
The  reason  why  IP  prefix  hijacking  and  AS-PATH 
tampering can be prevented by authenticating origin AS 
and AS-PATH can be seen in S-BGP related documents, 
which  is  widely  accepted  [5-6].  The  main  aim  of 
presented method is to defend against attracting more by 
announcing long paths. Next, through the example attack 
shown as Fig. 1, we illustrate the reason why our method 
can  defend  against  attracting more  by  announcing long 
paths. 
1)  Defend Against Naive Strategy used by Malicious 
AS 
Shown  as  Fig.  1(a),  when  manipulator  announces  a 
three-hop available path, (m, a1, v, Prefix) to its provider 
“a2”,  the  sequence  of  relationship  marks  drawn  from 
SMGn by “a2” is  <2, 1, 3>. According to the step 2 of 
Algorithm  2,  this  relationship  sequence  can  not  go 
through the check of relationship marks because neither 
“a1”  nor  “a2”  is  the  customer  of  “m”.  This  sequence 
violates the Rule 1.  
If  malicious  AS  “m”  fabricates  a  false  sequence  of 
relationship marks, which does not violate the Rule R1, 
such as <2, 3, 3>, then step 2 of Algorithm 2 can be gone 
through.  However,  when  “a2”  executes  the  step  4  of 
Algorithm 2, the verification will fails because  the true 
sequence of relationship signed by “a1” is <2, 1> rather 
than <2, 3>. The mailicious manipulator can not fabricate 
valid signature about <2, 3> because it has no private key 
corresponding to the public key pk1. The pk1 is the public 
key  of “a1”, the corresponding private key of  which is 
only owned by “a1”.  
Thus,  by  presented  method,  naive  strategy  used  by 
malicious AS can be defended against. 
2)  Defend Against Clever Strategy used by Malicious 
AS  
Shown  as  Fig.  1(b),  when  manipulator  announces  a 
four-hop  available  path,  (m,  a2,  a3,  v,  Prefix)  to  its 
provider “a1”, the sequence of relationship marks drawn 
from SMGn by “a1” is <2, 1, 1, 3>. According to the step 
2 of Algorithm 2, this sequence can not go through the 
check  of  relationship  marks  because  neither  “a1”  nor 
“a2” is the customer of “m”. This sequence violates the 
Rule 1. 
If  malicious  AS  “m”  fabricates  a  false  sequence  of 
relationship marks, which does not violate the Rule R1, 
such as <2, 3, 3, 3>, then step 2 of Algorithm 2 can be 
gone through. However, when “a1” executes the step 4 of 
Algorithm 2, the verification will fails because the true 
sequence  of  relationship  signed  by  “a2”  is  <2,  1,  1> 
rather than <2, 3, 3>. The mailicious manipulator can not 
fabricate valid signature about <2, 3, 3> because it has no 
private key corresponding to the public key pk2. The pk2 
is the public key of “a2”, the corresponding private key of 
which is only owned by “a2”.  
From  above  illustrations,  we  can  see  that  by 
authenticating  the  sequence  of  relationship  marks  and 
checking the Rule R1, the presented method can defend 
against the attack that is attracting more by announcing 
long paths. 
B. Propogation Delay 
We use the SSFNet (Scalable Simulation Framework) 
simulation  tool  to  compare  the  propogation  delay  of 
existing  mechanisms  and  that  of  our  mechanism.  The 
simulation result is as Fig. 5. 
 
(a) Existing mechanisms (b) Our mechanism 
Figure 5.   The propogation delay 
From  above  result  shown as  Fig. 5,  we  can  see  that 
propogation delays are similar between existing and our 
mechanisms.  
V.  CONCLUSIONS AND FUTURE WORK 
Attracting more  by  announcing  long  paths,  which  is 
one  of  three  surprising  counterexamples  of  traffic 
attraction attacks, can not be defended against by almost 
all of existing secure routing protocol including S-BGP, 
BGPSEC,  and  soBGP.  For  preventing  this  attack,  we 
present  a  method  mainly  by  adding  the  sequence  of 
relationship marks in update messages and verifying them. 
At  the  same  time,  the  presented  method  combines  the 
mechanisms of authenticating origin AS and AS-PATH, 
which have existed in S-BGP. The presented method can 
defend  against  the  attack  that  is  attracting  more  by 
announcing long  paths,  besides  IP  prefix hijacking  and 
AS-PATH tampering. To the best of our knowledge, it is 
the  first  work  for  defending  against  the  attack  that  is 
attracting more by announcing long paths. 
There are three surprising counterexamples, which are 
shown  in  document  [16]  and include  the  attack  that is 
attracting more by announcing long paths.  Future work 
will  cover  the  extension  of  the  presented method  from 
defending  against  one  of  these  three  surprising 
counterexamples, to defending against all of them. 
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Abstract—A  robust  reversible  data  hiding  scheme  for 
multispectral  image  is  proposed  in  this  paper.  Different 
from the existing robust lossless data hiding schemes which 
use statistical quantity of the arithmetic difference of image 
blocks,  this  method  shifts  transform  domain  statistical 
quantity  histogram  to  get  a  better  performance  for 
multispectral images. The statistical quantity of the average 
of the coefficients in 3D-IWT (Integer Wavelet Transform) 
block is used to embed data and to achieve robustness. The 
secret message can be extracted without a location map or 
overhead  information.  The  experimental  results 
demonstrate that the robustness and embedding capacity of 
the proposed scheme outperform the representative method 
in literature. 
 
Index  Terms—Histogram  Shifting;  IWT;  Multispectral 
Image; Robust Reversible Data Hiding 
 
I.  INTRODUCTION 
Data  hiding  can  be  used  as  a  way  to  transport 
information  secretly  or  to  protect  the  copyright  of  the 
cover image [1, 2]. As the uses of multispectral images 
are  increased,  data  hiding  for  multispectral  images  has 
gained  more  and  more  attention  [3].  Some  robust 
schemes  have  been  developed,  but  they  have  low 
embedding capacity and introduce irreversible distortions 
[3]-[7]. For multispectral images, it is desirable to recover 
the  original  image  after  extraction  of  data  from  the 
marked  image as  far as  possible.  To  make  sure  a host 
image  can  be  completely  recovered  after  embedded 
messages  are  extracted,  reversible  data  hiding  methods 
have been proposed [8]-[13]. However, they are fragile 
that the hidden data cannot be extracted correctly after the 
marked  image  goes  through  some  moderate alterations. 
For some applications, it is desired that the hidden data 
will be robust against unintentional changes applying to 
the  stego-image,  such  as  image  lossy  compression  and 
sometimes  unavoidable  addition  of  random  noise.  For 
example,  multispectral  images  are  often  compressed 
before data transmission [14]. So data hiding method for 
multispectral images should not only preserve intactness 
of  host  images  but  also  provide  robustness  against 
unintentional attacks like compression and channel noise. 
To  solve  this  problem,  robust  reversible  data  hiding 
techniques  have  been  proposed,  in  which  the  original 
cover image can be recovered after data extraction if the 
marked image remains intact, in addition, the hidden data 
can still be extracted correctly if the marked image goes 
through image compression or being added noise to some 
extent. 
Ni  et  al.  presented  a  robust  reversible  data  hiding 
technique  based  on  the  patchwork  theory,  the  marked 
images  are  robust  against  to  JPEG/JPEG2000 
compression, however, the payload size is limited [15]. 
Zeng et al. adjusted the mathematical difference values of 
a  block  and  designed  a  robust  reversible  data  hiding 
scheme  [16],  the  cover  image  was  first  divided  into  a 
number of blocks and the arithmetic difference of each 
block was calculated, data bits were then embedded in the 
blocks by shifting the arithmetic difference values. The 
performance  of  Zeng  et  al.’s  scheme  was  significantly 
improved compared with Ni et al.’s method. Zeng et al.’s 
scheme  needs  overhead  information  to  avoid 
overflow/underflow.  The  compressed  overhead 
information  and  secret  data  is  concatenated  and  be 
embedded into the cover image together. Consequently, 
the  pure  payload, meaning the number  of  actual  secret 
bits that can be carried by a cover image, would be small. 
Li and Zhou [17] use the same statistical quantity as [16], 
they  introduced  several  thresholds  which  were  chosen 
according  to  the maximum  absolute  value  of  statistical 
quantity.  An  et  al.  [18]-[20]  incorporated  k-means 
clustering algorithm and statistical quantity to deal with 
the  dynamic  division  of  embedding  regions  and  the 
robustness was improved. An et al.’s method is non-blind 
because the locations of the changed pixels need to be 
saved as side information and transmitted to the receiver 
side in order to recover the original grayscale values of 
pixels.  Yang  and  Lin  [21]  presented  a  large  payload 
robust  reversible  data  hiding  scheme  by  coefficient 
shifting.  A  bitmap  that  indicates  whether  or  not  a 
difference  pixel  has  undergone  the  shifting  process  is 
recorded  during  bit  embedding.  The  bitmap  should  be 
sent to  the receiver  by  an  out-of-band  transmission  for 
extracting the data bits. It is not a blind scheme either. 
The  existing  data  hiding  techniques  are  either  non-
blind  or  with  low  payloads,  and  are  not  suitable  for 
multispectral images. Exploiting dependencies in all three 
dimensions  of  multispectral  images  promises 
substantially  more  effective  data  hiding  than  two-
dimensional  (2-D)  approaches  such  as  applying 
conventional data hiding methods to each spectral band 
independently. Therefore a robust reversible data hiding 
algorithm based on 3D-IWT for multispectral images is 
proposed in this paper. 
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doi:10.4304/jnw.9.6.1454-1463The rest of this paper is organized as follows. Previous 
works are reviewed in Section II. The proposed algorithm 
is described in Section III. Both the procedures of data 
embedding  and  data  extraction  are  described  in  this 
section.  Section  IV  presents  the  simulations.  The 
conclusion is given in Section V. 
II.  RELATED WORKS 
In this section, we review Ni et al.’s [15] and Zeng et 
al.’s [16] robust reversible data hiding methods. 
A. Ni et al.’s Method 
Ni  et  al.  proposed  a  robust  reversible  data  hiding 
method based on the patchwork theory [15].  
In this method, the original cover image is divided into 
non-overlapping blocks sized mn   each. For each image 
block, two subsets are split. Fig. 1 shows such a pattern 
with  size 88   as an  example.  Subset  A  consists  of  all 
pixels marked by “+” and subset B consists of all pixels 
marked by “-”.  
 
+ - + - + - + -
- + - + - + - +
+ - + - + - + -
- + - + - + - +
+ - + - + - + -
- + - + - + - +
+ - + - + - + -
- + - + - + - +  
Figure 1.   Difference pair pattern [15] 
The embedding procedure of this method is described 
below: 
1.  Calculate  the  arithmetic  average  difference    of 
block by: 
 
1
1
()
k
ii
i
ab
k


-    (1) 
where  ( )/2 k m n  ,  i aA  ,  i bB  . 
2.  Classify  the  blocks  into  four  different  categories 
based on the pixel group’s distribution characteristics. 
3. Select a threshold  K . 
4.  For  each  category,  according  to  the  relationship 
between the value of   and the threshold  K , shifting   
to right or the left by a shift quantity    or keep   intact 
to embed bit 0 or 1.  
Because  the  shift  quantity    is  fixed,  the  original 
arithmetic  average  difference  can  be  restored. 
Furthermore, the arithmetic average difference in a block 
is a statistical quantity, and minor changes to the image 
caused  by  unintentional  attacks  such  as  JPEG2000 
compression  will  not  cause  the  statistical  quantity  to 
change much, and robustness is achieved. 
B. Zeng et al.’s Method 
Zeng  et al.  [17]  proposed  a  lossless  and robust  data 
hiding  method  by  shifting  the  mathematical  difference 
values of a block. Due to the separation of the bit-0-zone 
and  the  bit-1-zone  and  the  particularity  of  the 
mathematical  difference,  this  method  can  tolerate 
JPEG2000 compression to some extent.  
The  embedding  procedure  of  this  method  can  be 
summarized as follows: 
1. The image C is divided into non-over lapping blocks 
sized mn   each.  
2.  Then,  the  arithmetic  difference  of  each  block, 
denoted by α, is calculated by: 
 
( ) ( )
11
( ( , ) ( , ))
mn
kk
ij
C i j M i j 

    (2) 
where k indicates the kth block, and 
() ( , )
k C i j  denotes the 
pixel value of point ( , ) ij in the block. 
The matrix M  is given by: 
 
1 mod( ,2) mod( ,2)
( , )
1mod( ,2) mod( ,2)
ij
M i j
ij
 
 - 
   (3) 
3. According to two positive integer thresholds T and 
G,  the  extra  space  in  the    distribution  can  be 
constructed. 
4. To embed the bits, if a bit 0 is to be embedded, the 
block remains intact, and if a bit 1 is to be embedded, it is 
embedded  by  shifting the arithmetic difference  . The 
bit-0-zone and the bit-1-zone are separated by a distance 
G. 
Extraction is the reverse process. Scan the stego image 
and calculate the value of   of each block in the same 
order as that used in the embedding phase. If  [ , ] TT  - , 
a  bit  0  is  extracted,  and  if  ( ,2 ] T T G    or 
( 2 , ] T G T   - - - , a bit 1 is extracted. 
III.  THE PROPOSED SCHEME 
In order to obtain a high capacity and a good perceived 
quality, in this paper, the secret message is embedded into 
the  frequency  domain  based  on  the  transform  domain 
coefficient statistical quantity histogram shifting. We use 
IWT  for the  sake  of  preserving the integrity  of  remote 
sensing  image.  IWT  has  proper  de-correlation  and  can 
transform from integer to integer. The ‘db1’ IWT is used 
in this paper. 
Multispectral  images  can  be  represented  as  a  third 
dimensional data  M N Z  I , as shown in Fig. 2. 
 
A V
D A
N
B
1-D
 IWT
2-D
IWT
V
H D
M A V
H D
 
Figure 2.   Flow graph of the transformations in the proposed method 
A. Data Embedding 
1-D  IWT  is  first  applied  on  the  spectral  dimension, 
followed by 2D-IWT to each band in spatial domain. The 
IWT is an efficient decomposition of signals into lower 
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(horizontal  (H),  vertical  (V)  and  diagonal  (D) 
information).  M N Z  V  is the transform coefficients cubes. 
The  detailed  sub-bands  D  is  divided  into  a  number  of 
non-overlapping  blocks  sized  mn   each.  The  mean 
values of coefficients in an IWT block are calculated by: 
 
( ) ( )
11
1
[ ( , )]
mn
zz
kk
ij
ij
mn



 V   (4) 
where  z  indicates the zth detailed sub-band,  ,, z B Z  , 
/2 BZ  ,  k  indicates  the  kth  block  in  band  z, 
1,2, , 2 2 k M N m n      ,  and 
() ( , )
z
k ij V  denotes 
the coefficient value of the position ( , ) ij in the kth block, 
the symbol []   is the ceil function meaning “to the nearest 
integer  towards  infinity”.  The  secret  message  is 
embedded  from 
() ( , )
B
k ij V  to 
() ( , )
Z
k ij V ,  where  B  is the 
beginning number and Z is the number of bands.  
A distribution of 
() z
k   of image ‘Robinson Farm’ (Fig. 
7  (a))  is  shown  in  Fig.  3,  where  m=2,  n=2,  z=4.  The 
horizontal  axis  represents  the  value  of 
() z
k  ,  while  the 
longitudinal axis is the number of 
() z
k  . 
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Figure 3.   The distribution of 
() z
k  . R=16 
Next, a threshold R is introduced, which is a positive 
integer  representing  robust  space.  R  is  the  robustness 
controller. 
 
() max( ( ))
z
k T abs     (5) 
  TR     (6) 
The embedding process is as follows. If a bit 0 is to be 
embedded, this block remains intact, and if a bit 1 is to be 
embedded, we can embed it into the block by shifting the 
block average 
() z
k  .  
The shifting rule is given by: 
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zz
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ij
ij
ij


     
-  
V
V
V
  (7) 
The  resulting  distribution  of  block  average 
() z
k   is 
shown in Fig. 4 after shifting. 
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Figure 4.   The distribution of 
() z
k   after data embedding 
Use 
() z  V  to  construct  the  marked  image  by 
performing the inverse transformation of IWT.  
B. Data Extraction 
Extraction is a similar process as embedding process. 
3D-IWT  is  conducted  for  marked  image  to  get  the 
marked coefficient matrix 
() z  V . Scan 
() z  V  in the same 
predefined order as used in the embedding process and 
the mean value of each block is calculated.  
The  distribution  of 
() z
k   will  change  if  the  marked 
image  has  been  altered  by  compression.  One  such 
example is shown in Fig. 5, where parts of the bit-0-zone 
and the bit-1-zone are overlapping. Fig. 5 shows that lots 
of  mean  value  change their locations  and  step  into  the 
wrong zone, leading to a difficult recognition of the right 
zone before compression, and challenging the robustness.  
Hence, to extract the hidden data correctly, a certain 
adjustment is necessary. The operation proposed by Zeng 
et al. [16] is adopted with a necessary modification in the 
proposed  scheme.  In  this  case,  after  obtaining  the 
distribution of 
() z
k   of the compressed marked image, we 
can choose the new boundary by using the numbers of 0s 
in  the  hidden  data.  We  can  obtain  T  such  that  the 
number of 
() z
k   in the range of [ , ] TT  -  is equal to the 
numbers of 0s. 
 
-40 -30 -20 -10 0 10 20 30 40
0
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Figure 5.   The distribution of 
() z
k   of a marked image that has gone 
through JPEG2000 compression to some extent (R=16) 
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distribution of 
() z
k   by using the following formula: 
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  (8) 
Shift  values  in 
() z
k  V  to  obtain  its  reconstructed 
coefficient matrixes according to 
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  (9) 
() z V  is  used  to  construct  the  recovered  image  by 
performing the inverse transformation of IWT. After the 
IWT reconstruction, the original image is obtained. 
C. An Example of Data Embedding and Extraction 
To specify the idea of data embedding, an example of a 
multispectral image with 6 bands, each band consists of 
1616 pixels is given. IWT is first applied on the spectral 
dimension,  followed  by  on  the  horizontal  and  vertical 
axis.  The  detailed  sub-bands  (higher  frequency  sub-
bands),  each  being  one-fourth  the  size  of  the  original 
band, are used to embed data. The control parameter B is 
set to be 4 in this example. Thus, the secret message is 
embedded from the fourth detailed sub-band to the sixth 
detailed sub-band. Each detailed sub-band with size 88, 
the fourth detailed sub-band was presented in Fig. 6(a). In 
this example m and n are set to be 2. 
The  mean  value 
() z
k   of  each  detailed  sub-band 
coefficients block is calculated in a band in a raster scan 
order.  T  is  calculated  by  Eq.  (5),  thus,  4 T  .  The 
control parameter R is set to be 6 in this example. Next, 
we  can  obtain    by  Eq.  (6). Thus,  10 TR     .  In 
the proposed algorithm, all blocks are used to embed the 
payload data. A 16-bit stream can be embedded in Fig. 
6(a).  Assume  that  the  bit-stream  to  be  embedded  is 
“0101100101011010”.  The  first  message  bit  0  is 
embedded  in  the  first  block  by  leaving  the  first  block 
unmodified. Since the second message bit is 1, the mean 
value of second block 
(4)
2 4  -  as shown in Fig.6 (b), 
then  the  second  message  bit  is  embedded  by  subtract 
10    from each coefficient in the block since 
(4)
2 0   . 
The shifted block is obtained by Eq. (7) as shown in Fig.6 
(c). The embedding process continues until all of message 
bits  are  embedded,  and  then  the  resulting  marked 
coefficient  blocks  are  obtained.  The  resulting  hidden 
blocks are depicted in Fig. 6(c). The secret message is 
embedded into the fifth and sixth detailed sub-bands in 
the  same  way.  Then  use  the  stego  coefficients  to 
construct the marked multispectral image by performing 
the inverse transformation of 3D-IWT. 
The extraction scheme can be explained by the same 
example  as  shown  in  Fig.  6.  The  first  step  is  to 
decompose  the  multispectral  image  into  3D-IWT 
coefficients.To  extract  the  embedded  payload  data  and 
recover the original coefficient blocks, a similar reverse 
process can be performed to Fig. 6(c). Since the number 
of  0s  in  the  hidden  data  is  8,  we  find  the  smallest  8 
absolute  values  of  the  mean  value  of  each  bit-hidden 
block. The max value of the smallest 8 absolute values is 
2, so we obtain  2 T  . Then the stego coefficient blocks 
are  scanned.  For  each  stego  coefficients  block,  if  the 
absolute value of the mean is smaller than or equal to T, 
a secret bit 0 is extracted and the coefficient value in the 
block  remains  unchanged.  On  the  other  hand,  if  the 
absolute  value of the mean is larger than T, then, the 
secret  bit  1  is  extracted  and  the  recovered  coefficient 
value  is  obtain  by  Eq.  (9).  The  extraction  process 
continues until all of message bits are extracted, and then 
the recovered coefficient blocks are obtained. 
 
-2 0 -4 -4 -1 1 1 0
2 -1 -5 -1 3 -3 -2 1
2 -2 -2 1 -3 -5 4 3
0 -1 0 2 1 0 -2 1
2 -2 0 -4 2 0 -2 -1
-2 4 0 0 -3 -3 0 3
1 6 0 -1 -3 -4 4 -5
2 1 -3 1 0 3 0 0 
(a) the original 3D-IWT coefficients 
0 -4 0 0
0 0 -2 2
1 -1 -1 0
3 -1 -1 0
 
(b) mean value of each original block 
-2 0 -14 -14 -1 1 11 10
2 -1 -15 -11 3 -3 8 11
12 8 -2 1 -3 -5 14 13
10 9 0 2 1 0 8 11
2 -2 -10 -14 2 0 8 9
-2 4 -10 -10 -3 -3 10 13
11 16 0 -1 -13 -14 4 -5
12 11 -3 1 -10 -7 0 0 
(c) the bit-hidden coefficients 
Figure 6.   An example of the proposed algorithm 
D. Overflow/underflow Issues 
An  overflow/underflow  can  be  occurred  during  bit 
embedding if a pixel value of the host image is a little 
either  less  than  the  lower  bound  (0  for  an  eight-bit 
grayscale image) or larger than the upper bound(255 for 
an  eight-bit  grayscale  image).  How  to  handle  both 
overflow  and  underflow  of  pixels  is  important  for 
reversibility. To overcome the overflow/underflow issues, 
a pixel-shifting approach can be performed in the spatial 
domain  before  data  embedding. Tai  et  al.  [23]  adopt  a 
histogram shifting technique that narrows the histogram 
from both sides to avoid the occurrence of overflow and 
underflow. The histogram shifting information was also 
embedded into the cover image together with the secret 
data.  In  histogram  shifting  technique,  the  overhead 
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Figure 7.   Band 3 of the test images stego image (a) Robinson Farm, (b) San Francisco (c) Yellowstone, (d) Lawrence 
information is too large therefore the hiding capacity is 
decreased. Xuan et al. [24] proposed a pixel adjustment 
strategy  to  solve  this  problem.  Unfortunately,  it  also 
cannot be directly applied to wavelet domain because the 
adjustment scale related to wavelet transform is unknown. 
A  modulo  operation  was  adopted  by  Lin  et  al.  [25]  to 
avoid truncation as overflow or underflow occurs. In this 
paper, we improve the method proposed by Lin et al.  
For the marked image, define each pixel  ( , , ) w I x y z  as 
  ( , , ) ( , , )mod256 ww I x y z I x y z    (10) 
In  the  receiver  side,  whether  the  received  pixel,  for 
example,  ( , , ) 255 w I x y z   was  derived  from  255  or  -1 
must be distinguished. Considering the characteristics of 
an  image,  no  tremendous  variations  exist  for  adjacent 
pixels.  Therefore,  in  case  of  a  significant  difference 
between  a  pixel  and the  pixel  around  it, the  pixel  was 
conducted  by  modulo  operation.  We  introduce  a 
threshold, denoted by f d T , which is a positive integer, to 
prevent the occurrence of overflow and underflow. 
  1 ( 1, , ) ( , , ) ww d I x y z I x y z  - -    (11) 
  2 ( 1, , ) ( , , ) ww d I x y z I x y z   -    (12) 
  3 ( , 1, ) ( , , ) ww d I x y z I x y z  - -    (13) 
  4 ( , 1, ) ( , , ) ww d I x y z I x y z   -    (14) 
  argmax( ) id
i
p d T     (15) 
( , , ) 256 if   and  0
( , , ) ( , , ) 256 if   and  0
( , , )           otherwise
w p d p
w w p d i
w
I x y z d T d
I x y z I x y z d T d
I x y z
   
   -   

 
 (16) 
Eq.  (16)  is  used  to  restore  the  original  value  of 
( , , ) w I x y z  after the modulo operation is performed. This 
method is simple and has no overhead information.  
E. Hiding Capacity 
For a multispectral image  M N Z  I , we assume that the 
divided  block  size  is  mn  ,  the  hiding  capacity  of  the 
proposed  scheme  can  be  calculated  by  the  following 
formula: 
    1
4
MN
C Z B
mn

  - 

  (17) 
For most reversible data hiding methods, location map 
is necessary  to  avoid  overflow/underflow  issues.  When 
the  payload  is  small,  the  compressed  location  map 
consumes  far more  embedding  space  than the  payload. 
This is because most reversible data hiding methods lack 
capacity  control  capability.  Our  method  has  a  constant 
image-independent embedding capacity. We introduce m, 
n and B to achieve accurate capacity control capability. 
The payload can be changed by modifying the capacity 
controller m, n and B.  
IV.  EXPERIMENTAL RESULTS AND ANALYSIS 
In our experiments, four multispectral images acquired 
by  Landsat,  as  shown  in  Fig.  7(a)–(d),  are  used  to 
evaluate  the  performance  of  the proposed  scheme. The 
test  images  contain  6  bands,  each  band  consists  of 
512512 pixels. The test multispectral images are with a 
spatial  resolution  of  30  meters,  and  each  spectral 
component  is represented in  8-bit  precision.  The  secret 
data used in our experiments are generated by a pseudo-
random number generator. 
A. Watermark Imperceptibility 
Fig. 7 (e)-(h) shows the band 3 of the marked images 
that  is  obtained  by  the  proposed  method.  Where  m=2, 
n=2, B=4. The capacity for each multispectral image is 
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make tradeoff between the robustness and the quality of 
obtained marked image.  
To  measure  the  perceptual  quality,  we  calculate  the 
peak signal-to-noise ratio (PSNR) that is used to estimate 
the  quality  of  the  watermarked  multispectral  image  in 
comparison with the original ones. The PSNR of the zth 
band is defined as follows: 
 
2
10
255
10log z
z
PSNR
MSE

 

  (18) 
   
2
11
1
MSE = ( , , ) ( , , )
mn
z o w
xy
I x y z I x y z
mn 
-
    (19) 
Secret data is embedded in bands from 
() B V  to 
() Z V , 
where B is the starting band and Z is the number of bands. 
B  is  an  important  parameter  which  will  influence  the 
capacity and the image visual quality directly. Secret data 
is  only  embedded  in  HH  sub-bands  of  IWT  transform 
coefficients in the experiments in this paper, and the non-
overlapping  blocks  with  a  size  of  mn.  The  hiding 
capacity is determined by m, n and B. The robust space R 
influences  the hidden data robustness  and  image  visual 
quality. A bigger R means stronger robustness but worse 
image visual quality. 
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Figure 8.   The relationship between robust space R and average PSNR 
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Figure 9.   PSNR results for each band of different images(R=16, 22) 
Fig. 8 shows the average PNSR of the test images by 
the proposed scheme with difference robust space R. Fig. 
9  shows  the  PSNR  results  for  each  band  of  the  test 
images when the robust space R is 16. By observing Fig. 
8, it can be seen that the PSNR decreases as parameter R 
increases. The robust space R influences the image visual 
quality. 
Analogously  to  the  radiometric  distortion 
measurements, mean spectral angle (MSA) was defined 
for  spectral  distortion  measurement.  The  spectral  angle 
mapper (SAM) denotes the absolute value of the spectral 
angle between the couple of vectors [26]: 
1
22
ˆ ( , , ) ( , , )
( , ) cos ( )
ˆ ( , , ) ( , , )
z
zz
I x y z I x y z
SAM x y
I x y z I x y z
- 


  (20) 
 
, max( ( , ))
xy MSA SAM x y    (21) 
Fig. 10 shows the MSA results of the test images by 
the proposed scheme with difference R. 
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Figure 10.  MSA results for different images 
B. Robustness 
To  evaluate  robustness,  three  kinds  of  unintentional 
attacks  are  imposed  on  the  watermarked  images 
respectively.  The  three  kinds  of  attacks  are  JPEG2000 
compression with the compression ratio from 2 to 25 with 
a step of 1, salt and pepper noise with noise density from 
0.1% to 0.5% with a step of 0.1%, and cropping with the 
cropping ratio from 10% to 30% with a step of 5%. The 
hidden data are extracted from the marked images after 
attack.  
As  the  robust  space  R  is  used  to  separate  the  zone 
embedded  bit-0  from  the  zone  embedded  bit-1.  As  R 
increases, the robustness against image compression and 
noise will strengthen. We conduct a set of experiments to 
observe how the threshold R influences the robustness of 
the proposed method, and the results are illustrated in Fig. 
11 and Fig. 12. In the experiments, we use 22 block size. 
Fig. 11 shows the relationship between the BER and the 
JPEG2000 compression ratio with different threshold R. 
It can be observed that the JPEG2000 compression ratio 
increased  as  R  increased.  This  implies  that  a  larger  R 
obtains higher robustness. Fig. 12 shows the relationship 
between  the  BER  and  noise  density  with  different 
threshold R. 
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Figure 11.  The relationship between the BER and the JPEG2000 compression ratio with different threshold R. (a) Robinson Farm, (b) San Francisco 
(c) Yellowstone, (d) Lawrence (block size 2× 2) 
 
Figure 12.  The relationship between the BER and noise density with different threshold R. (a) Robinson Farm, (b) San Francisco (c) Yellowstone, (d) 
Lawrence (block size 2× 2) 
The  BER  of  cropping  attack  is  not  sensitive  to  the 
threshold R. In the experiments, we get the same BER 
with different R. Fig. 13 shows the relationship between 
the BER and cropping ratio when R is 16. 
1460 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHER10 15 20 25 30
0
5
10
15
20
25
30
Cropping Ratio (%)
B
i
t
 
E
r
r
o
r
 
R
a
t
e
:
 
B
E
R
 
(
%
)
 
 
Robinson Farm
San Francisco
Yellowstone
Lawrence
 
Figure 13.  Cropping (R=16) 
C. Example 
Arnold  transformation  is  applied  widely  in  digital 
image  scramble  [21].  In  our  experiment,  the  Arnold 
transformation is employed to shuffle the pixel positions 
of the watermark image before embedding. The Arnold 
transformation can be described by 
 
11
(mod K)
12
xx
yy
     
           
  (22) 
where (x, y) is a pixel of the K× K original image, and (x', 
y')  is  a  pixel  of  the  transformed  image.  Arnold 
transformation turns point (x, y) into another point (x', y'). 
The  watermark  is  a  binary  image  of  size  264× 183 
pixels (48312 bits). We reshape the 264× 183 watermark 
into  the  220× 220  matrix  W  whose  elements  are  taken 
column-wise  from  the  original  watermark.  220× 220  = 
48400bits  is  larger  than  264× 183  =  48312  bits.  The 
insufficient  bits  are  padded  with  additional  data.  The 
padding bits are zeros. Then the binary watermark image 
W is transformed into W' by Arnold transformation. The 
original watermark and the extracted watermark from the 
‘Robinson  Farm’  under  various  kinds  of  attacks  are 
shown in Fig. 14. 
 
 
Figure 14.  Examples of extracted watermarks from image ‘Robinson 
Farm’ after compression, add noise, and cropping. 
D. Comparison with Existing Technique 
We would like to note that the methods proposed by 
An et al. in [18]-[20] and proposed by Yang and Lin in 
[21] need side information to extract hiding message. The 
proposed  method  and  Zeng  et  al.’s  [16]  method  can 
extract hiding message without any overhead information. 
To  compare  with  existing  method  fairly,  Zeng  et  al.’s 
method  is  used  for  comparison.  The  result  of  the  test 
images is shown in Table I, Table II and Table III. Where 
m=2,  n=2,  B=4,  and  the  marked  images  satisfy 
PSNR>38dB.  As  shown  in  Table  I,  the  embedding 
capacity of the proposed scheme is 2 times the capacity 
of Zeng et al.’s algorithm. We can observe from Table II, 
the  robustness  against  JPEG2000  compression  of  the 
proposed scheme outperforms Zeng et al.’s algorithm too, 
where the hidden data are extracted from the compressed 
marked images and the results satisfy BER<1%. Table III 
shows the performance against salt and pepper noise, the 
proposed method is comparable to Zeng et al.’s algorithm. 
In  addition,  since  Zeng  et  al.’s  algorithm  is  a  spatial 
domain method, it is sensitive to cropping.  
TABLE I.   PERFORMANCE COMPARISON OF PSNR AND CAPACITY. 
Image 
Zeng et al.[16]  Proposed 
PSNR 
(dB) 
Capacity 
(bits) 
PSNR 
(dB) 
Capacity 
(bits) 
Robinson Farm  38.48  24576  38.61  49152 
San Francisco  38.48  24576  38.66  49152 
Yellowstone  38.49  24576  38.61  49152 
Lawrence  38.49  24576  38.73  49152 
TABLE II.   PERFORMANCE COMPARISON OF ROBUST AGAINST 
COMPRESSION. 
Image 
Zeng et al.[16]  Proposed 
CR  BER (%)  CR  BER (%) 
Robinson Farm  6  0.61  9  0.47 
San Francisco  4  0.47  5  0.97 
Yellowstone  6  0.60  12  0.97 
Lawrence  4  0.55  6  0.43 
TABLE III.   PERFORMANCE COMPARISON OF ADDING NOISE. 
Image 
Zeng et al. [16]  Proposed 
noise 
density (%) 
BER 
(%) 
noise 
density (%) 
BER 
(%) 
Robinson 
Farm  0.5  13.41  0.5  13.97 
San Francisco  0.5  13.09  0.5  12.92 
Yellowstone  0.5  14.72  0.5  16.48 
Lawrence  0.5  12.70  0.5  12.25 
V.  CONCLUSIONS 
A  robust  reversible  data  hiding  technique  for 
multispectral  images  has  been  proposed  in  this  paper. 
Data bits can be effectively carried by the 3D-IWT blocks. 
In the proposed algorithm the original cover image can be 
recovered reversibly after data extraction if the marked 
image remains intact. In addition, we employ parameters, 
for example, R and B to get a tradeoff between PSNR and 
payload size. Simulations validate that the marked images 
generated  by  the  proposed  algorithm  are  robust  to 
JPEG2000  compression,  cropping  and  noise  additions. 
Compare with the representative methods, experimental 
results  on  multispectral  images  demonstrate  that  the 
proposed method: 1) obtains comprehensive performance 
in terms of reversibility, robustness and capacity; 2) has 
the  accurate  capacity  control  capability;  and  3)  can 
extract hiding data without any overhead information. 
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Abstract—As an effective solution to protect the privacy of 
the  data,  homomorphic  encryption  has  become  a  hot 
research topic. Existing homomorphic schemes are not truly 
practical  due  to  their  huge  key  size.  In  this  paper,  we 
present a simple weakly homomorphic encryption scheme 
using only elementary modular arithmetic over the integers 
rather  than  working  with  ideal  lattices.  Compared  with 
DGHV’s  construction,  the  proposed  scheme  has  shorter 
public  key  and  ciphertext  size.  The  main  appeal  of  our 
approach  is  the  conceptual  simplicity.  We  reduce  the 
security  of  weakly  homomorphic  scheme  to  “learning 
divisor with noise (LDN)”. 
 
Index  Terms—Cryptography;  Weakly  Homomorphic 
Encryption; LDN; DGHV 
I.  INTRODUCTION 
After  the  discovery  of  public-key  cryptography  by 
Diffie and Hellman [1] in the year 1976, the necessity for 
total  privacy  of  digital  data  has  become  stronger, 
especially since the internet has become an indispensable 
part of our private and work lives. One way to achieve 
confidentiality  in  various  applications,  such  as  online 
banking,  electronic  voting,  virtual  networks,  etc.,  is 
homomorphic  encryption  scheme.  The  question  for 
constructing  such  a  scheme  arose  within  a  year  of  the 
development of RSA [2]. Rivest et al. [3] firstly proposed 
a  beautiful  idea  saying  that  whether  there  exists  an 
encryption  scheme  that  permitting  computation  on 
encrypted data without decryption. In a nutshell, a fully 
homomorphic  encryption  scheme  is  an  encryption 
scheme  that  allows  a  worker  to  perform  arbitrary 
computations  on  encrypted  data.  At  a  high-level,  the 
essence of fully homomorphic encryption is simple: given 
ciphertexts that encryption of  1,..., t mm , one can evaluate 
any  desired  (computation  efficiently)function  f on  the 
ciphertexts,  and  outputs  an  evaluated  ciphertext  that 
encryption  of  the  1 ( ,..., ) ft m f m m  .  No  information 
about plaintexts  1,..., t mm  or  1 ( ,..., ) ft m f m m  , or other 
intermediate plaintexts leak; that is to say, the input and 
output, and intermediate values are transparent. 
For more than 30 years, it was unclear whether fully 
homomorphic encryption was achievable or not. During 
this period, a novelty encryption system was proposed by 
the  Boneh-  Goh-Nissim  [4],  which  supported  an 
unlimited  number  of  addition  operations  but  one 
multiplication at the most. In 2009 Gentry [5] [6] came 
up with the first construction of such a scheme based on 
ideal lattices. Soon after Gentry’s initial paper appeared, 
Smart and Vercauteren [7] improved Gentry’s scheme by 
shorten  the  key  size  and  ciphertext  size.  In 
Asiacrypt’2010,  Stehle  and  Steinfeld  [8]  proposed  an 
improved scheme of Gentry’s scheme, which introduced 
decryption  errors  to  reduce  computation  cost.  In 
Eurocrypt’2010,  van  Dijk  et  al.  [9]  proposed  a  simply 
homomorphic  public-key  encryption  scheme,  named  as 
DGHV.  The  innovation  in  the  scheme  was  the 
construction  of  a  weakly  homomorphic  encryption 
scheme over integers instead of ideal lattices. Building on 
the work of DGHV, Coron et al. [10] [11] [12] proposed 
three new schemes, each of them was quite potential in 
improving  the  performance  and  thus  suitable  for 
applications.  Brakerski  and  Vaikuntanathan  [13]  [14] 
proposed two homomorphic encryption schemes based on 
the  ring  LWE  problem  [15],  in  which  security  can  be 
reduced  to  the  worst-case  hardness  problem  on  ideal 
lattices. Xiao [16] and Ramaiah [17] also proposed two 
efficient  homomorphic  encryption  schemes.  In  [18],  a 
simply homomorphic  encryption  scheme  was  proposed, 
which  was  useful  for  cloud  computing.  The  previous 
works are described in table I. 
TABLE I.   THE PREVIOUS WORK 
scheme  Algebraic 
structure 
Hard 
problem 
Message 
space 
homomorphic 
[5]  Ideal 
lattices 
GapSvp  {0,1}   Fully 
homomorphic 
[7]  Polynomial 
ring 
SPIP  {0,1}   Fully 
homomorphic 
[8]  Ideal 
lattices 
SSSP  {0,1}   Fully 
homomorphic 
[13]  Polynomial 
ring 
LWE  {0,1}    Fully 
homomorphic 
[14]  Polynomial 
ring 
LWE  {0,1}
n   Fully 
homomorphic 
[9]  Finite  field 
q  
AGCD  {0,1}   Somewhat 
homomorphic 
Scheme 
in  this 
paper 
Finite  field 
q  
LDN  {0,1}   Somewhat 
homomorphic 
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Informally, one wants the homomorphicaly generated 
encryption of  f m  to be statistically close to the ciphertext 
corresponding to  f m . We call the schemes that have this 
property strongly homomorphic. For some applications, it 
seems that strongly homomorphic encryption is overkill. 
We need weaker notion of homomorphic encryption that 
might  be  easier  to  construct  and  still  suffice  for  these 
applications.  The  minimal  requirement  is  that  a 
homomorphically generated encryption can be decrypted 
correctly  to  the  corresponding  message.  Unfortunately, 
the minimal requirement does not seem to be useful as is, 
because  it  captures  schemes  that  we  do  not  really 
consider  to  be  homomorphic.  Specifically,  we  call  an 
encryption  scheme  weakly  homomorphic  if 
homomorphically generated ciphertexts can be decrypted 
correctly to the corresponding message, as well as their 
lengths only depend on the security parameters and the 
message length instead of the number of input ciphertexts. 
Hence,  in  this  paper  we  mainly  focus  on  the  weakly 
homomorphic encryption.  
Firstly, we propose a weakly homomorphic encryption 
scheme whose security is based solely on the hardness of 
learning divisor with noise (LDN). Secondly, inspired by 
[19], we propose a technique, which can refresh the rough 
ciphertext and gets a new ciphertext with smaller noise. 
Thirdly, the private key homomorphic encryption scheme 
is transferred  to  its  public  key  version.  Compared  with 
the previous works, the construction only use elementary 
modular arithmetic over the integers rather than working 
with ideal lattices. And it is simpler in pedagogical and 
theoretical.  Note  that,  the  paper  concentrates  on  the 
weakly  homomorphic  scheme,  as  we  think  that  the 
making  it  fully  homomorphic  procedure  in  [9]  is 
straightforward. 
B. Roadmap 
The paper is structured as follows. Section II presents 
the notations  and  some  definitions  used  throughout the 
paper.  Section  III  proposes  a  weakly  homomorphic 
encryption scheme over integers. Section IV proposes a 
clean procedure that refreshes the rough ciphertext. This 
technique  significantly  reduces  the  noise  of  ciphertext. 
Section V describes a conversion from the private key to 
public  key.  Section  VI  concludes  this  paper  and  gives 
some open problems.  
Circular-Security.  Unfortunately,  during  the  Clean 
procedure, the security of rough scheme cannot guarantee. 
This notion is called circular security and it is a subclass 
of  key  dependent  message  (KDM)  security.  Using  a 
common  cryptographic  technique  -  Sparse  subset  sum 
assumption (SSSP), the modified scheme in this paper is 
circular security.  
II.  PRELIMINARY 
Notations. In this paper, the parameters of the scheme 
are  denoted  by  Greek  letters  (e.g., ,, pqn  etc.), 
particularly,  n  is the security parameter. The real number 
and integer are denoted by lowercase letters, and the set is 
denoted by capital letters. For a real number  x , the upper 
and lower bound, and its nearest integer are denoted by 
x  ,  x  ,  x  respectively.  Namely,  these  are  the 
unique  integers  in  the  half  open  intervals  ( 1, ] xx  , 
[ , 1) xx   and 
11
( , ]
22
xx  ,  respectively.  For  two 
integers  z  and  p, we denote the quotient and remainder 
of  z  with respect to  p  by  () p qz  and  () p rz , respectively. 
For  modular  arithmetic,  we  can  denote  by  () p rz the 
reduction of  mod zp  into the interval( /2, /2] pp  .  
A. Hard Problem 
Definition (Learning divisor with noise). The hardness 
assumption can be described as follows: let  p  a random 
n  bit  prime,  R  a  random 
3 n  bit  prime,  and  N pR  . 
Given  a  set  of  integers  12 , ,... x x x ,  which  are  chosen 
randomly close to multiples of a large integer  p , and e  
is the “noise”, output the “common near divisor”  p . 
Definition (Sparse subset sum assumption). Given m 
n -bit numbers  1,... m   and a target number  , whether 
there  exists  a  subset    1,2,..., Tm   such  that 
i iT 
   .  When  m  is  sufficiently  as  large  as  a 
polynomial of n , it is a hard problem. 
According  to  SSSP,  for  any  ,0 n    and 
[ 2 , 2 ]
nn     ,  the  following  two  distributions  over 
1,..., m  are  computationally  indistinguishable: 
(I) 1,..., m   are  chosen  randomly  and  independently  in 
[ 2 , 2 ]
nn ; (II) a subset is chosen as follows: the size of 
subset  is  n
 ,  if  iT  ,  i   are  chosen  randomly  and 
independently in [ 2 , 2 ]
nn , otherwise  i iT 
   .  
B. Weakly Homomorphic Encryption 
Definition  (Correctness  homomorphic  encryption).  A 
homomorphic  private-key  encryption  scheme 
( , , , ) KegGen Enc Eval Dec    is  correct  for  a  given  t-
input  function  f  if,  for  any  private  key sk ,  any  t  
plaintext bits  1,..., t mm  and any ciphertexts  1,..., t c c c   
with  ( , ) ii c Enc sk m  , it is the case that: 
  1 ( , ( , , )) ( ,..., ) t Dec sk Eval sk f c f m m    (1) 
The  scheme  ( , , , ) KegGen Enc Eval Dec    is 
homomorphic for a function set  F  if it is correct for all 
functions  fF  . 
Definition  (Discrete  Statistical  distance).  It  is  a 
measure  of  distance  between  two  discrete  probability 
distributions  and  a  useful  tool  in  the  analysis  of 
randomized  algorithms.  X  and  Y  are  two  discrete 
random  variables  over  a  set  A .  Define  the  Discrete 
Statistical Distance between  X  and Y  as  
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1
( , ) Pr Pr
2 aA
X Y X a Y a

         (2) 
Definition  (Weakly  homomorphic  encryption).  Let 
1,..., t cc  be  the  ciphertext  corresponding  to  1,..., t mm  
respectively,  1 ( ,( ,..., )) Eval t c Eval f c c   and 
1 ( ( ,..., )) Enc t c Enc f m m  . During the evaluate phase, the 
noise  is  chosen  randomly,  so  Eval c  and  Enc c  are  two 
random  variables.  The  homomorphic  encryption  is 
weakly,  for  any  ciphertext  when 
1 ( ) ( ,..., ) Eval t Dec c f m m  ,  Eval Enc cc  ,  as  well  as 
( , ) ( ) Eavl Enc c c negl n  .  In  which  () negl n  is  a  neglect 
quantity.  
III.  CONSTRUCTION  
A. The Basic Scheme 
Let  n  be  the  security  parameter,  and  the  message 
space  is  2 .  The  parameter  is  similar  to  the  DGHV's 
convenient parameter setting [9]. 
(1 )
n
sk KeyGen .  We  choose  p  to  be  a  random  n -bit 
prime, and  R  to be a random 
3 n  bit prime,  N pR  . We 
keep  p secret, and publish  N  as a public parameter.  
( , ) sk Enc sk m . Choose    / R q N p  , choose a n -bit 
random  integers e .  Output  the  ciphertext 
2 (mod ) c qp e m N    . 
( , ) sk Dec sk c .  Compute  ( mod )mod2 m c p  ,  output 
the ciphertext c. 
12 ( ,( , ,..., )) k Eval C c c c .  The  arithmetic  circuit  C  
corresponds  to  a  multivariate  polynomial  f  with  k  
variables.  For  any  two  ciphertexts  1 c  and  2 c ,  addition 
and multiplication operations are described as follows: 
Addition:  12 ( )mod add c c c N   
Multiplication:  12 ( )mod mult c c c N   
B. Correctness 
Considering  the  fresh  ciphertext 
2 (mod ) c qp e m N     output by  ( , ) sk Enc sk m . In order 
to correctly decrypt the fresh ciphertext, the term 2em   
should  be  less  than  /2 p  (for  an  integer  a , 
mod ( /2, /2] a p p p  ).  According  to  the  parameter 
setting, the absolute value of the e is less than 2
n ,  p is 
a n -bit prime. That is to say, 2 /2 ep,  {0,1} m , so 
2 /2 e m p  .  We  have  mod 2 c p e m ,  and  then 
take  2 (mod2) m e m  .  Hence,  ( , ) sk Dec sk c  works 
properly for the fresh ciphertext. 
12 ( ,( , ,..., )) t Eval C c c c . Notice that the scheme supports 
two  universal  operations  addition  and  multiplication 
homomorphicly.  The  addition  and  multiplication  of 
ciphertext  can  be  defined  as  follows: 
1 2 1 2 ( , ) mod Add c c c c N  ,  1 2 1 2 ( , ) mod Mult c c c c N  .  
Addition:  1 1 1 2 c q p e m    ,  2 2 2 2 c q p e m    , then 
1 2 1 2 1 2 1 2 ( ) 2( ) ( ) add c c c q q p e e m m           (3)  
Multiplication: 
1 2 1 1 1 2 2 2
1 2 1 2 2 1 1 2 2 1
1 2 1 2 2 1 1 2
( 2 ) ( 2 )
( 2 2 )
4 2 2
mult c c c q p e m q p e m
q q p q e q e q m q m p
ee e m e m m m
       
    
   
  (4) 
Following the Eq. (3) and Eq. (4), it can be concluded 
that  the  noise  (the  distance  from  ciphertext  c  to  the 
multiply  of  private  key  p )  of  add c  is 
1 2 1 2 1 2 ( ) 2( ) ( ) add c q q p e e m m       .  According  to 
the  parameter  setting,  the  absolute  value  of  the  e  for 
encryption is less than 2
n ,  p is a n -bit prime; we have 
12 2( ) /2 e e p  ,  then  1 2 1 2 2( ) ( ) /2 e e m m p    , 
1 2 1 2 mod 2( ) ( ) add c p e e m m     ,  and 
1 2 1 2 1 2 2( ) ( )(mod2) e e m m m m      .  Similarly,  the 
noise of  mult c  is  
 
1 2 1 2 1 2 2 1 1 2 2 1
1 2 1 2 2 1 1 2
( 2 2 )
4 2 2
c c q q p q e q e q m q m p
ee e m e m m m
     
   
 (5) 
The  absolute  value  of  e  for  encryption  is  less  than 
2
n ,  p  is  a  n -bit  prime;  we  have 
2
1 2 1 2 2 1 1 2 4 2 2 4 2 4 2 1 /2
nn ee em e m mm p         . 
It  is  easy  to  verify 
1 2 1 2 2 1 1 2 mod 4 2 2 mult c p ee em e m mm      and 
1 2 1 2 2 1 1 2 1 2 (4 2 2 )mod2 ee em e m mm mm     .  We  can 
conclude  that  ( , ) sk Dec sk c  and  12 ( ,( , ,..., )) t Eval C c c c  
work  properly  for  the  fresh  ciphertext  and  evaluated 
ciphertext.  
C. Homomorphic 
In  this  subsection,  we  formally  discuss  the 
homomorphic property of the proposed scheme. Clearly, 
since addition and multiplication form a complete set of 
operations,  such  a  scheme  enables  performing  any 
polynomial-time  computation  on  encrypted  data.  Note 
that,  for  any  two  ciphertexts  1 c  and  2 c ,  addition  and 
multiplication  operations  are  described  as  follows: 
addition:  12 ( )mod add c c c N  ,  and  multiplication: 
12 ( )mod mult c c c N  . 
By the triangle inequality, a d  additive operations on 
ciphertexts increases the magnitude of the integers by a 
factor  of  d  at  most.  However,  one  multiplicative 
operation on ciphertexts may square the magnitude of the 
integers, that’s to say, double their bit-lengths. Clearly, 
the main influence of the homomorphic capacity is the 
multiplicative  depth  of  the  arithmetic  circuit  C .  In 
addition, the scheme supports multiplications as long as 
the nosie of ciphertext is sufficiently smaller than  /2 p . 
According to the parameter setting, we can conclude that 
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on ciphertexts. 
D. Security 
The  security  of  the  proposed  scheme  including  two 
parts: CPA-security and key-security. For the private-key 
construction,  key-security  can  be  guaranteed.  In  this 
section,  we  mainly  discuss  the  CPA-security,  and  the 
key-security of public-key construction will be discussed 
in section V.  
Definition (CPA-security). A scheme HE is IND-CPA 
secure  for  any  polynomial  time adversary  atk ,  Adv  is 
the  probability  of  atk  guess  the  plaintext  from 
ciphertexts, it holds that  
Adv[ ] Pr[ ( (1) 1 Pr[ ( (0) 1
negl( )
sk sk atk atk Enc atk Enc
n

   

  (6) 
Corollary. The scheme proposed in section III is CPA-
security. 
Proof.  For  any  adversary  atk ,  give  plaintext 0, then 
00 (0) 2 sk Enc q p e  ,    0 / R q N p   and 
0 2 ,2
nn
R e    .  The  set  consists  of 
00 (0) 2 sk Enc q p e  has 
4 1 2
nn  elements.  For  any 
adversary  atk  ,  the  private-key  is  transparent.  For  any 
adversary  atk ,  the  probability  of  correctly  guess  the 
plaintext  corresponding  to  ciphertext  (0) sk Enc  is 
4 1
1
()
2
nn negl n
 , which means that 
Adv[ ] Pr[ ( (1) 1 Pr[ ( (0) 1
negl( )
sk sk atk atk Enc atk Enc
n

   

.  
We can conclude that the scheme proposed in section 
III is CPA-security. 
IV.  REDUCING THE NOISY 
When  two  ciphertexts  1 c  and  2 c  are  added 
( 12 add c c c ), the noise term in  add c  essentially doubles, 
and  when  they  are  multiplied  ( 12 mult c c c ),  the  noise 
term is squared. If the noise gets too large, the plaintext 
message becomes impossible to recover. In this section, 
we  propose  a  technique  that  refreshes  the  rough 
ciphertext  to  obtain  a  refreshed  ciphertext  with  small 
noise, named as “Clean”. The technique does not change 
the  previous  encryption  and  decryption algorithms,  and 
we just add a “hint” into the public parameters. Putting 
the  hint  1,... m WW  in  Clean  procedure  induces  another 
computational assumption, related to the SSSP. We can 
easily  avoid  some  known  attacks  on  the  problem  by 
choosing  T  large  enough  to  avoid  brute-force  attacks. 
Thus, all the properties of the scheme (e.g. correctness, 
homomorphism) will be preserved. The implementation 
of Clean procedure is described as below. 
A. The Implementation of Clean 
Given  a  ciphertext  2 c qp e m    ,  the  clean 
subroutine  come  up  with  a  new  ciphertext 
'' 2 refresh c q p e m     with smaller noise, for  i Y  to be an 
encryption with noise parameter 
0.1
2
n . The subroutine can 
be described as follows: 
 
Algorithm. Clean  
 
Step1:  Let  (mod2). ac   Since  p  is  odd,  we  have 
/ (mod2). m a c p     The  goal is to  come up  with an intermediate 
value  inter c ,  which  is  the  encryption  of 
' / (mod2). a c p     Set 
int refresh er c c a  . 
Step2:  Choose  m   n -bit  numbers  1,... m  ,  there  exists  a  subset 
  1,2,... Tm   such  that  1/ i iT p 
   .  Compute  1,... m WW  where 
ii Wc   ,  / i iTW c p
   .  Denote  the  truncation  of  number  i W  by 
2 i W  , throw away all the binary digits corresponding to  2
i  for  0 i   
and  2log ik  , then  (mod2) / (mod2) i iTW c p
       .  
Step3: Let  i y  be 1 if  iT  , otherwise 0. Let  ,1 ,2log ,..., i i k ww denote 
the  binary  digits  of  the  ii yw.  Then,  0 i y  ,  , 0 ij w   for  all  j ,  and 
otherwise  , ij w  is the  j  digit of  i W . 
Step4:  Compute  ,, i j i i j W Y w  ,  we  have 
0
int ,
[ ] 2log 1
2 er i j
i t k
cW
  
 , 
output  int refresh er c c a  . We can conclude that the  refresh c  with smaller 
noise, for  i Y  to be an encryption with noise parameter 
0.1
2
n . 
 
Theorem.  Denote  the  truncation  of  i W  by  i W , throw 
away all the binary digits corresponding to 2
i  for  0 i   
and  2log ik  , then 
(mod2) / (mod2) i iT W c p
        
Proof. Throwing the digits corresponding to 
2log 2
k   or 
smaller can introduce at most 1/ 2  difference to the sum 
of  i W .  Since  / cp  is  very  close  to  an  integer,  after 
changing it by adding a number in   1/2,1/2  , round to 
the same integer with high probability. Changing digits 
corresponding to 2 or larger will only add or subtract an 
even number from  / cp , that also not change its value 
modulo 2.  
Theorem.  If 
0
int ,
[ ] 2log 1
2 er i j
i t k
cW
  
 ,  then 
'
int () er sk c Enc a  . 
Proof.  Give 
0
int ,
[ ] 2log 1
2 er i j
i t k
cW
  
 ,  we  can  conclude 
that 
 
00
int , ,
[ ] 2log 1 [ ] 2log 1 [ ]
22 er i j i i j i i
i t k i t k i t
c W Y w YW
      
          (7)  
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0.1
2
n ) of 1 
if iT   and of 0 if iT  , we have  , mod2 i i j Yw  . Then, 
it is easy to verify that 
int int
[]
,
[]
'
( ) mod mod2 ( )mod mod2
( )mod mod2 ( )mod mod2
( ) mod mod2
sk er er i i
it
i j i i
i t i T
i
iT
Dec c c p YW p
w W p W p
W p a





   



. 
We  can  conclude  that,  when 
0
int ,
[ ] 2log 1
2 er i j
i t k
cW
  
 , 
'
int () er sk c Enc a  . 
V.  TRANSFORM PRIVATE KEY TO PUBLIC KEY 
HOMOMORPHIC ENCRYPTION 
From a high-level point of view, the weakly public-key 
homomorphic scheme is constructed by first proposing a 
simple  weakly  private-key  homomorphic  scheme.  The 
intuition for how to move from private to public key can 
be seen in a straightforward manner in the case of weakly 
homomorphic schemes. The following construction was 
suggested implicitly in [9]. 
Let  sk Enc  and  sk Dec  be the respective encryption and 
decryption algorithm of a weakly private-key encryption 
scheme. Suppose that this encryption scheme is weakly 
homomorphic  w.r.t  the  identity  function.  That  is,  it  is 
possible to re-randomize ciphertexts. Such a scheme can 
be used to construct a weakly public-key homomorphic 
scheme as follows. The secret key is the key of primal 
private  key  scheme,  and  the  public  key  consists  of  an 
encryption of 0 (i.e.  (0) sk Enc ). To encrypt a bit m, just 
randomize the ciphertext corresponding to m. To decrypt 
the ciphertext, apply the private-key decryption algorithm 
using sk . There is an additional parameter  i r , which is 
the  distance  between  the  public  key  elements  and  the 
nearest multiples of the secret key  p.  
(1 )
n
pk KeyGen .  We  choose  p  to  be  a  random  n  bit 
prime,  and  R  to  be  a  random 
3 n  bit  prime,  N pR  . 
Keep  p  secret,  and  publish  N  as  a  public  parameter. 
The  secret  key  is  p .  Then  choose  uniformly  from  the 
interval  [0, / ) iR q Z N p  , and  [ 2 ,2 )
nn
iR rZ    , 
compute  2 i i i x pq r  , for  0,..., i   .  n   . Relabel so 
that  0 x  is the largest, and  0 x  is odd. The public key is 
01 , ,... pk x x x  . 
( , ). pk Enc pk m  Choose  a  random  subset 
  1,2,..., S   ,  choose  a  n -bit  random  integers  e  , 
then output a ciphertext  0 [2 2 ](mod ) i iS c x e m x
     .  
1 ( , , ,..., ) t Eval pk C c c .  Given  the  circuit  C  with  t  
ciphertexts  i c ,  apply  the  (integer)  addition  and 
multiplication gates of C  to the ciphertexts, perform all 
the operations over the integers, and output the resulting 
integer. 
( , ) pk Dec sk c . Output  mod (mod2) m c p  . 
A. Correctness 
Considering  the  fresh  ciphertext 
0 [2 2 ](mod ) i iS c x e m x
      output by  ( , ) pk Enc pk m . 
We  have  0 22 i iS c x e m a x
        for  an  integer  a . 
Note  that,  2 i i i x pq r  ,  for  0,..., i   ,  n   ,  we  can 
conclude that  2 c b p e m      for an integer b , ba  . 
In order to correctly decrypt the fresh ciphertext, the term 
42 i iSr e m
    should be less than  /2 p (for an integer 
a ,  mod ( /2, /2] a p p p  ). According to the parameter 
setting, it can be seen that the absolute value of the e  is 
less than 2
n ,  [ 2 ,2 )
nn
iR rZ    ,  p  is a n -bit prime. 
That  is  to  say,  4 2 /2 i iSr e p
   ,  {0,1} m ,  so 
4 2 /2 i iS r e m p
   ,  mod 4 2 i iS c p r e m
     , 
and  compute  4 2 (mod2) i iS m r e m
     .  Hence,  the 
decryption  procedure  ( , ) pk Dec sk c  works  properly  for 
the fresh ciphertext. 
B. Homomorphic  
Notice  that  the  scheme  can  supports  two  universal 
operations  Add  and  Mult  homomorphicly.  Given  two 
ciphertexts 
1 1 1 1 0 [2 2 ](mod ) i iS c x e m x
     ,  and 
2 2 2 2 0 [2 2 ](mod ) i iS c x e m x
     .  The  addition  and 
multiplication  of  ciphertext  can  be  defined  as  follows: 
1 2 1 2 ( , ) mod Add c c c c N  ,  1 2 1 2 ( , ) mod Mult c c c c N  .  
Addition:  according  to  the  pk Enc  procedure,  assume 
that 
1 1 1 1 0 22 i iS c x e m c x
       , 
2 2 2 2 0 22 i iS c x e m d x
        for  two  integers  c  and 
d , then we can compute 
12 1 2 1 1 1 1 0 2 2( ) ( ) i i S S c c x e e m m c d x
            (8) 
Since, 
12 1 2 1 2 2 2 2 /2 i i S S r e e m m p
      , then  
  1 2 1 2 (mod )(mod2) c c p m m      (9) 
Multiplication: the multiplication of ciphertext is 
12 1 2 1 1 0 2 2 0
12
(2 2 )(2 2 )
2
ii i S i S
mult
c c x e m c x x e m d x
p f e m m
          
    
 (10) 
for  an  integer  f .  The  noise  of  mult c  is  12 2 mult e m m , 
where 
1 2 1 2
12
21
2 1 1 2 2 1 1 2
4 4 4
2 2 2 2
mult i i i i i S i S i S i S
ii i S i S
e r r e r e r
m r m r e m e m m m
   

  
     
   

  (11) 
According  to  the  parameters  setting, 
12 2 /2 mult e m m p  , it is easy to verify that 
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1 2 1 2
1 2 1 2
( ) (mod )(mod2)
2 (mod2)
pk
mult
Dec c c c c p
e m m m m
  
  
  (12) 
We  can  conclude  that  12 ( ,( , ,..., )) t Eval C c c c  work 
properly for the evaluated ciphertext.  
C. Security 
For the public-key construction, the key-security is the 
main issue. 
Key-security.  The key-security of the scheme can be 
reduced  to  the  hardness  of  the  LDN  problem.  Namely, 
given a set of integers  0 1 2 , , ,... x x x x , all randomly chosen 
close to multiples of a large integer  p, e is the “noise”, 
and find this “common near divisor”  p. That is to say, 
the  key  of  the  weakly  public-key  homomorphic 
encryption is an instance of the LDN problem. Due to the 
similarities  in  the  construction  and  ciphertexts,  the 
proposed scheme and the DGHV’s scheme are identical 
with only differences in the plaintexts they encrypt and 
the public key size. Hence, the same strategy employed in 
DGHV’s [9] and CMNT’s scheme [10] can be applied in 
reducing the security of the proposed scheme to solving 
the LDN problem. The proof of Theorem is similar with 
the proof of theorem 4.2 in [9].  
Theorem  (DGHV,  Theorem  4.2).  An  adversary  atk  
(attacker) with a non-negligible advantage   against the 
scheme leads to a  ppt -algorithm   for solving the LDN 
problem with a success probability of  . 
Proof: We assume that an attacker atk  can breaks the 
semantic security of the scheme with advantage  . We 
use  atk  to  construct  a  solver    for  LDN.  For  the 
randomly  chosen  n  -bit  prime  p ,  the  solver    has 
access to as many pair ( , ) i c pk  as it needs, and the goal is 
to  find  the  secret  key  p .  The  challenger  generates  an 
instance  ( , ) pk sk  of  the  LDN  assumption,  and  delivers 
the  public  key  to  the  attacker  atk .  The  attacker  atk  
accesses the encryption procedure, and requests a set of 
ciphertexts  12 , ,..., c c c  of  the  encryption  of  0,  where 
2 i i i cp    for two rand integers  i   and  i  . Then the 
attacker  atk  delivers  the  ciphertexts  12 , ,..., c c c  and the 
public key  pk  to the solver   . Next, the solver   calls 
the attacker atk  to get a prediction 
* ( , ) ii atk c pk   , that 
is  to  say 
* 2 i i i cp  .  Choose  two  random  integers 
1 c (with  a  prediction 
*
1  ) and  2 c  (with  a  prediction 
*
2  ) 
from the set of ciphertexts  12 , ,..., c c c , we can compute 
**
1 1 1 2 cc   and 
**
2 2 2 2 cc   .  In  the  end,  compute 
**
12 gcd( , ) p c c  . As a result, we can conclude that a  ppt -
algorithm    can  solves  the  LDN  assumption  with  a 
success probability of  . 
D. Complexity 
The detailed complexity analysis is given as follows. 
Size of private key: the private key is an n  bits integer 
p, and the size of public key is 
6 () On  bits. 
Length of ciphertext: a 1-bit plaintext is encrypted into 
a  ciphertext  0 [2 2 ](mod ) i iS c x e m x
      of 
4 () On  
bits. 
Complexity of encryption: It needs to compute a rough 
integer  multiply,  1 n  additions  and  one  module,  the 
total computation cost of encryption is 
5 () On . 
Computation cost of decryption: It needs to compute 
division  and  rounding,  the  total  computation  cost  of 
decryption is 
7 () On . 
Homomorphic  addition:  The  addition  of  two 
ciphertexts  is  simply  an  integer  addition.  After  an 
addition,  the  length  of  ciphertext  is  not  increased,  and 
accordingly the computation cost of decryption remains 
the  same.  And  the  total  computation  cost  of 
homomorphic addition is 
7 () On . 
Homomorphic  multiplication:  When  multiplying  two 
ciphertexts, it needs to directly compute multiplication on 
two  ciphertexts  in  the  finite  field 
0 x .  After  one 
multiplication, the length of ciphertext is not increased, 
and the computation cost of decryption remains the same, 
the  total  computation  cost  of  homomorphic  addition  is 
8 () On . Table II shows that the proposed scheme is more 
effective than other schemes, e.g., DGHV [9] and CMNT 
[10].  
TABLE II.   COMPARED WITH RELATED WORK 
Item  DGHV[9]  CMNT[10]  Scheme 
proposed  
in this paper 
Underling  algebraic 
structure 
Integer  integer  integer 
Size of  pk   10 () On  
7 () On  
6 () On  
Message expansion  5 () On  
5 () On  
4 () On  
Overall complexity  12 () On  
15 () On  
8 () On  
Error-reducing  No  No  Yes 
Hardness problem  AGCD  Error-free 
AGCD 
LDN 
VI.  CONCLUSIONS 
In  this  paper,  we  propose  a  weakly  homomorphic 
encryption based on LDN problem. We reduce the CPA-
security  of  the  weakly  homomorphic  scheme  to  LDN 
problem. One contribution of our scheme is the small key 
size and ciphertext size. It is expected that, the scheme 
proposed  in  this  paper  makes  the  encrypted  data 
processing practically for suitable applications. It would 
be interesting how to apply the public key compression 
technique  of  [11]  to  the  weakly  homomorphic  scheme. 
Also, it is an open problem to improve the efficiency of 
the  scheme,  while  preserving  the  hardness  of  the  LDN 
problem. 
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Abstract—A  crucial  problem  in  the  security  of  wireless 
sensor network is that the nodes are subject to several kinds 
of attacks and threat like node replication attack, and it may 
bring serious consequence. To mitigate the damage brought 
by the node replication attack, in this paper, we propose a 
replication  detection  protocol  that  can  discriminate  the 
replicated nodes through detecting geographic fingerprints 
collision output from the bloom filter. If the receiver node 
found a conflicting location claim, that indicated there was 
an aggressor, then the node replication attack was detected. 
Moreover  the  usage  of  matrix  decomposition ensured  the 
security  of  the  network,  and  also  it  provided  the 
communication link verification. 
 
Index  Terms—Sensor  Network;  Matrix  Decomposition; 
Bloom Filter; Fingerprint; Security 
 
I.  INTRODUCTION 
A wireless sensor network (WSN) is a distributed ad 
hoc network constituted by a large number of tiny-size, 
low-cost,  and  resource-constrained  sensor  nodes.  It  is 
expected  to  serve  for  the  military  and  civilian  tasks, 
which  are  usually  deployed  in  a  harsh  or  unattended 
environment,  such  as  environmental  monitoring,  target 
tracking, bridge inspection, agricultural irrigation and so 
on [1].Since data is commonly transmitted over a wireless 
channel  in  WSN,  the  security  of  data  communications 
becomes  a  critical  issues  for  those  WSN-based 
applications. Due to cost concerns, current sensor nodes 
generally lack hardware protection for tamper-resistance, 
and thus are vulnerable to node capture attacks if a node 
is  captured,  the  adversary  tends  to  replicate  a 
counterfeited node  and drop  back  to the network,  such 
that  he  can  eavesdrop,  distort  or  even  forge  the  data, 
thereby control the entire network [2]. Therefore, how to 
detect  the  node  replication  and  find  the  forged  illegal 
node  is  one  of  the  fundamental  tasks towards  a  secure 
WSN.  Motivated  by  the  serious  threats  from  the  node 
replication  attacks,  in  this  paper,  we  present  a  new 
algorithm aiming at node replication attack detection by 
leveraging  bloom  filter  and  matrix  QR  decomposition. 
Our  scheme  is  designed  on  the  basis  of  a  common 
principle of the bloom filter, that is, the same node can’t 
have  two  locations.  Thus,  the  nodes  can  calculate  the 
fingerprint of itself by using the bloom filter, then, they 
exchange  its  fingerprint  and  Q  information  with  their 
direct neighbor and cluster, and verify the fingerprint and 
Q information. 
This paper is organized as follows. Section II we study 
the related research and analysis their shortage. In section 
III  we  introduce  the  network  model,  node  replication 
attack, matrix QR decomposition and give the definition 
of a bloom filter. In section IV we detail our replication 
detection  algorithm  and  the  process  of  the  detection. 
Section  V  provides  performance  analysis.  Section  VI 
concludes this paper. 
II.  RELATED WORKS 
As  a  fundamental  topic  in  WSN  security,  the  node 
replication  attacks  attract  many  attentions  from 
researchers to explore better schemes for the detection of 
the  replicated  nodes  [3-8].  Unfortunately,  all  these 
schemes are inevitably constrained by other factors, such 
as time synchronization, geographic routing mechanisms 
[9], or other geographic partition methods. All of these 
factors  bring  additional  computation  burdens  to  the 
resource limited sensor nodes, which will directly result 
in a performance degradation of the detection accuracy. 
Besides, some other schemes detect replicated nodes by 
periodically scanning which makes the adversary have an 
opportunity  to  insert  replicated  nodes  into  the  network 
between two scanning.   
Since the node replication attack detection problem is a 
basic  problem  of  WSNs,  and  researchers  around  the 
world  have  put  forward  some  key  schemes.  The  most 
simple scheme to solve node replication attacks is using 
centralized  scheme  in  which  each  node  joining  the 
network should broadcast a signed location claim to its 
neighbors.  At  least  one  of  its  neighbors  forwards  this 
location claim to the base station or a central party. If the 
base station receives more than one location claims with 
the same identity but different locations, that means there 
is  a  conflicting  location  claims,  then  the  base  station 
detects node replication attacks and broadcasts a message 
to the whole network to revoke the replicated node. The 
centralized  scheme  achieves  100%  detection  of  node 
replication attacks. However, the centralized scheme has 
some  disadvantages  in  terms  of  communication  and 
memory  costs.  Furthermore,  nodes  closest  to  the  base 
station  suffer  from  high  communication  overhead  for 
routing  packets  to  the  base  station.  This  decreases  the 
lifetime of batterypowered sensor nodes. 
Another  straightforward  scheme  that  also  achieves 
100%  detection  of  node  replication  attacks  is 
node-to-network  broadcasting  approach  in  which 
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neighbors of a joining node broadcast the location claim 
to the whole network and every node stores the location 
claim. Once any node receives conflicting location claims, 
it  uses  conflicting  location  claims  as  an  evidence  to 
revoke  replicated  nodes  or  send  a  report  to  the  base 
station for handling the problem. This approach achieves 
distributed detection. However, similar to the centralized 
scheme,  this  scheme  requires  high  communication  and 
memory  costs  as  well.  This  is  impractical  to  the 
resource-limited WSNs.   
Parno  proposed  the  first  work  to  address  the  node 
replication  attacks  [10].  They  proposed  two  protocols: 
Randomized  Multicast  and  Line-Selected  Multicast.  In 
Randomized Multicast, each node broadcasts a location 
claim  to  its  neighbors.  According  to  Birthday  Paradox 
[11],  at  least  one  witness  node  is  likely  to  receive 
conflicting location claims when replicated nodes exist in 
the network. In order to reduce the communication costs 
and increase the probability of detection, they proposed 
Line-Selected  Multicast  protocol.  It  use  the  fact  that 
sensors act as routers to reduce the communication overhead 
of the previous protocol. In this protocol, nodes in the path 
from each neighbor forwarding the location claim of a node 
N,  to  the  randomly  chosen  witnesses,  stores  the  location 
claim of N. As consequence, each path from a neighbor of N 
to a witness node constitutes a line. If a conflicting location 
claim for a node N crosses a line, then the attack is detected. 
Conti solve the crowded center problem by introducing 
a  network-wide  pseudo  random  number  seed  that  is 
periodically renewed and must be known instantaneously 
to all nodes in the network [12]. The infrastructure for 
distributing such a pseudo-random number seed (such as 
a  satellite  or  a  broadcasting  ground  station)  may  not 
always be available. 
Zhu proposed two more efficient distributed protocols 
for  detecting  node  replication  attacks:  Single 
Deterministic  Cell  (SDC)  and  Parallel  Multiple 
Probabilistic Cells (P-MPC) [13]. Both protocols need the 
sensor  network  to  be  a  geographic  grid,  each  unit  of 
which is called a cell. In SDC each node’s ID is uniquely 
mapped to one of the cells in the grid. When executing 
detection  procedure,  each  node  broadcasts  a  location 
claim to its neighbors. Then each neighbor forwards the 
location  claim  with  a  probability  to  a  unique  cell  by 
executing a geographic hash function [14] with the input 
of  node’s  ID.  Once  any  node  in  the  destination  cell 
receives the location claim, it floods the location claim to 
the entire cell. Each node in the destination cell stores the 
location  claim  with  a  probability.  Therefore,  the  clone 
nodes will be detected with a certain probability since the 
location claims of clone nodes will be forwarded to the 
same cell. The difference between SDC and P-MPC is the 
number of destination cells. In P-MPC the location claim 
is forwarded to multiple deterministic cells with various 
probabilities  by  executing  a  geographic  hash  function 
with  the  input  of  node’s  ID.  The  rest  of  procedure  is 
similar  to  SDC.  Therefore,  the  clone  nodes  will  be 
detected with a certain probability as well. 
Bekara  and  Laurent-Maknavicious  proposed  a  new 
protocol  for  securing  WSN  against  nodes  replication 
attacks by limiting the order of deployment [15]. Their 
scheme requires sensors to be deployed progressively in 
successive  generations. Each node  belongs  to  a  unique 
generation. In their scheme, only newly deployed nodes 
are able to establish pair-wise keys with their neighbors, 
and all nodes in the network know the number of highest 
deployed generation. Therefore, the clone nodes will fail 
to establish pair-wise keys with their neighbors since the 
clone nodes belong to an old deployed generation [16]. 
From above, we can see that lots of approaches need 
much memory overhead or computation overhead. 
III.  PRELIMINARIES 
A. Network Structure 
The whole network is composed of base station, cluster 
head and sensor node. The network is divided into several 
clusters; each cluster consists of a cluster head and a set 
of sensor nodes. In this scheme, the clustered structure is 
used. The relationship is illustrated in figure 1. 
 
base station cluster head sensor node  
Figure 1.   The structure of the network 
The  base  station takes  charge  of  the  whole network, 
and  it  cannot  be  copied.  Each  sensor node  has  limited 
resource such as limited computational, limited memory 
storage capacity, and very short radio transmission range. 
Cluster  heads  are  equipped  with  higher  resource  than 
sensor nodes.  We  assume that the nodes  are  stationary 
after deployment. Neighboring nodes form wireless links 
and data communications between them are protected by 
preloaded  key  materials.  Each  node  knows  its  own 
geographic  location  and  its neighbors’  locations.  Many 
localization schemes can be used to provide such location 
information [17, 18]. 
B. Threat Model 
We assume that the deployment region is neither under 
the total control of friendly forces nor under the control 
of the enemy forces. In examining the security of a sensor 
network, we take a conservative approach by assuming 
that the adversary has the ability to surreptitiously capture 
a limited number of legitimate sensor nodes. We limit the 
percentage of nodes captured, since an adversary that can 
capture  most  or  all  of  the  nodes  in  the  network  can 
obviously subvert any protocol running in the network. 
Having captured these nodes, the adversary can employ 
arbitrary  attacks  on  the  nodes  to  extract  their  private 
information. For example, the adversary might exploit the 
unshielded nature of the nodes to read their cryptographic 
information  from  memory.  The  adversary  could  then 
clone  the  node  by  loading  the  node’s  cryptographic 
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information  onto  multiple  generic  sensor  nodes.  Since 
sensor networks are inherently designed to facilitate ad 
hoc deployment, these clones can then be easily inserted 
into arbitrary locations within the network, subject only 
to the constraint that each inserted node shares at least 
one key with some of its neighbors. We allow all of the 
nodes under the adversary’s control to communicate and 
collaborate, but we make the simplifying assumption that 
any  cloned  node  has  at  least  one  legitimate  node  as  a 
neighbor. 
C. Matrix QR Decomposition 
If non-singular matrix K can be presented as a product 
of an orthogonal matrix Q and an upper triangular matrix 
R:  K QR  ,  then  this  process  can  be  called  QR 
decomposition  [19].  The  Q  is  an  orthogonal  matrix 
composed  of  row  vector  group  (its  columns  are 
orthogonal unit vectors meaning Q
TQ = I), while the R is 
an  upper triangular  matrix  composed  of  column  vector 
group. 
In our proposal, the QR decomposition can be used for 
node-to-node authentication (see section IV). 
D. Bloom Filter 
Bloom  filters
  are  compact  data  structures  for 
probabilistic representation  of  a  set in  order to  support 
membership queries. It was invented by Burton Bloom in 
1970 [20].   
 
M bits
1
1
1
1
H1(a)=P1
H2(a)=P2
H3(a)=P3
H4(a)=P4
Bit Victor v Element a
 
Figure 2.   A bloom filter with 4 hash function 
The idea (illustrated in Figure 2) is to allocate a vector 
v  of  m  bits,  initially  all  set  to  0,  and  then  choose  k 
independent  hash  functions,  1 2 3 ,, k h h h h ,  each  with 
range    1, ,m .  For  each  element  aA  ,  the  bits  at 
positions  h1(a),  h2(a),  ...,  hk(a)  in  v  are  set  to  1  (A 
particular bit might be set to 1 multiple times.) Given a 
query for b we check the bits at positions h1(b), h2(b), ..., 
hk(b). If any of them is 0, then certainly b is not in the set 
A.  But  this  compact  representation  is  the  payoff  for 
allowing  a  small  rate  of  false  positives  in  membership 
queries;  that  is,  queries  might  incorrectly  recognize  an 
element as member of the set.   
One prominent feature of bloom filters is that there is a 
clear tradeoff between the size of the filter and the rate of 
false positives. To summarize: Bloom filters are compact 
data structures for probabilistic representation of a set in 
order  to  support membership  queries.  If  the  location is 
regarded as an element of bloom filter, then it can be used 
to detect the node replication attack [21]. 
IV.  DETAILS OF DETECTION 
In this  section,  we  present  our  scheme  for  detecting 
node replication attacks in detail. The detection scheme 
consists of three phases: Generating initial information, 
computing  a  fingerprint  for  each  sensor  based  on  its 
social  network,  and  then  detecting  clone  attacks 
afterwards. 
A. Generate the Initial Information 
In  order  to  detect  the  node  replication  attack,  some 
initial information should be generated as the following 
steps. 
Step 1: Generate symmetric matrix. N is the maximum 
number of nodes to be deployed in the cluster. The server 
generates a symmetric matrix with a size of  NN  . 
Step  2:  Decompose  the  symmetric  matrix.  The  QR 
decomposition  is  used  to  decompose  the  symmetric 
matrix generated in last step. Q is an orthogonal matrix, 
the row vector groups are orthogonal to each other. R is 
an  upper  triangular  matrix.  The  generated  symmetric 
matrix is shown in formula (1), where  ij ji kk 
.
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  (1) 
Step  3:  Every  sensor  node  including  the  cluster 
chooses one row from the Q matrix and one column from 
the R matrix; both the row and column which are chosen 
by the node have a same number. For example, the node 
A chooses 
i Q   from Q, then it should choose 
i R   from R; 
node B chooses  Qj   from Q, then it should choose  j R  
from R. 
Step 4: Each node maintains two bloom filters, one is 
used to calculate the fingerprint of itself, while the other 
keeps  its  neighbor’s  fingerprint.  Bloom  filter  is  a 
m-dimensional binary array. As shown in the figure 3, all 
m bits are initialized to zero. 
 
M bits
0 0 0 0 0 0 ……
 
Figure 3.   A bloom filter 
Since  the above  steps  have  been  finished  before  the 
deployment of the nodes. 
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Step 5: After deployment, all the nodes calculate their 
location  coordinate  information.  In  this  step,  this 
localization  schemes  in literature  [3,  4]  can  be  used  to 
provide such location information 
B. Generate the Fingerprint 
After deployment, the nodes exchange their fingerprint 
and Q information with their direct neighbor and cluster, 
so  every  node  keep  their  neighbors’  fingerprint.  The 
fingerprint  can  be  calculated  by  its  localization  using 
bloom filter. The process describe as follows: 
The bloom Filter uses k independent hash functions, 
these hash functions will map the location fingerprint to 
the array {1,... , m}.   
For  any  location  fingerprint  x ,  the  bit  in  the  array 
mapped  by  the  i-th  hash  function  will  be  setted  to 
1(1≤i≤k).   
If one bit has been setted to 1 for more than one time, 
then it would only works for the first time, the followed 
will have no effect.   
The  node  applied  k-times  hash  function  on  its  own 
geographical coordinates, it will produce an m-bit binary 
array, then the array is the fingerprint.   
In figure 4, for example, there are two hash function 
selected the same position (fifth from the left), while the 
fingerprint array generated is {010010101010}. 
 
0 0 0 1 1 0 1 0 1 0 1 0
X1 X2 ……
 
Figure 4.   A fingerprint generated by bloom filter 
C. Detection Procedure 
In this section, the detection processes are described in 
detail as follows. We assume that the nodes which will 
communicate  with  each  other  are node  A and node  B, 
Let’s  assume  A  is  the  sender,  while  B  is  the receiver. 
Each message  which  sent  by  A  contains its  fingerprint 
generated by its bloom filter. When Node B receive the 
message,  it  will  check  the  fingerprint  of  A,  and  then 
decides  whether  the  verification  pass.  The  verification 
processes is as follows: 
For node B, after received the fingerprint information 
of  A,  it  will  check  its  bloom  filter.  If  all  the  bits 
correspond to 1 in the fingerprint sent by A are all 1 in 
the Bloom filter of B, the fingerprint verification can pass. 
Because according to the theory of bloom filter, as long 
as  one  of  the  bits  is  not  1,then  the  address  fingerprint 
correspond to the ID was not saved in the bloom filter, 
that means B receives a new location, so the verification 
can’t  be  passed.  Because  one  node  with  a  certain  ID 
cannot has different geographical location. 
V.  PERFORMANCE ANALYSIS 
A. Node-Node Authentication 
The  proposed  scheme  can  achieve  node-to-node 
authentication. when B received the row information sent 
by A, then B continues calculate formula(2) and formula 
(3): 
  ()
BA
ji h B Q Q   (2) 
  '
BA
ji j i K R Q   (3) 
With  the  usage  of  QR  decomposition,  the  Q  is  an 
orthogonal  matrix,  so  any  two  row  vectors  of  Q  is 
orthogonal to each other. In our scheme, when node B 
receives the information from A, if  () hB  is not zero, or 
'
BA
ji j i K R Q    is  not  equal  to  the  value  of  the 
corresponding  position  in  matrix  K,  according  to  the 
principle  that  matrix  Q  is  a  orthogonal  matrix,  that 
indicates there may be copied nodes in the network. So, 
we  ensure  the  safety  further.  This  scenario  uses  the 
geographical  location  information  and  the  row 
information of matrix Q to detect whether the node has 
been copied or not.   
B. Communication and Computation Overhead   
It is known that communication dominates the energy 
consumption  of  a  sensor  node.  Hence,  to  reduce  the 
energy consumption of networks, it should emphasis on 
reducing  communication  overhead.  In  the  detection 
procedure section, we know that each message which sent 
by A contains its fingerprint generated by its bloom filter. 
That means the detection of replicating nodes occurs only 
when there are needs to send or forward the message. So 
their communication and computation overhead are lower 
than other schemes especially the schemes which detect 
the attack periodicity. 
C. Bloom Filter False Positive Rate 
In this paper, the bloom filters were used to generate 
fingerprint. One prominent feature of bloom filters is that 
there is a clear tradeoff between the size of the filter and 
the rate of false positives. As stated before that, a bloom 
filter of false positives means that if it answers that an 
element is in the set, the element may not be in the set. 
Observe that after inserting n keys into a filter of size m 
using k hash functions, the probability that a particular bit 
is still 0 is:   
  0
1
1
kn kn
m pe
m
     

  (4) 
The  useful  approximation  comes  from a  well-known 
formula for calculating e: 
 
1
lim 1
x
x e
x


  

    (5) 
Thus the probability that a specific bit has been flipped 
to 1 is  z p : 
 
1
1 1 1
kn kn
m
z pe
m
       

  (6) 
The  main  design  tradeoffs  are  the  number  of  hash 
functions used (driving the computational overhead), the 
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size  of  the  filter  and  the  error  (collision)  rate.  A  false 
positive on a query of element x occurs when all of the 
hash functions applied to x return a filter position that has 
a 1. 
In  practice,  good  results  have  been  achieved  using 
MD5  and  other  hash  functions  [22].  We  assume  hash 
functions  to  be  independent.  Thus  the  probability  of  a 
false  positive(the  probability  that  all  k  bits  have  been 
previously set) is expressed in formula(4). Formula (4) is 
the  main  formula  to  tune  parameters  according  to 
application requirements [21]. 
    0
1
1 1 1
k kn
k
err pp
m
           
  (7) 
It  can  be  short  for  formula  (8)  With  the  usage  of 
formula (5), 
  1
k kn
m
err pe
 
 

  (8) 
To minimize the false positive rate, let 
kn
m pe

 , we 
could  use  calculus,  and  then  know  that  the  err p   is 
minimized when 
1
2
p  , so we have   
  ln2
m
k
n
     (9) 
Actually,  only  a  small number  of hash  functions are 
used. The reason is that the computational overhead of 
each  hash  additional  function  is  constant  while  the 
incremental  benefit  of  adding  a  new  hash  function 
decreases after a certain threshold.   
Formula (7) is the base formula for engineering Bloom 
filters.  It  allows,  for  example,  computing  minimal 
memory  requirements  (filter  size)  and  number  of  hash 
functions given the maximum acceptable false positives 
rate and number of elements in the set.   
D. Confidentiality and Storage Cost 
With the usage of bloom filter and hash function for 
generating  the  node,  the  exposing  of  geographical 
location information to a wireless environment is avoided. 
R  matrix information is  stored  in  local  storage,  do not 
need to broadcast, it could enhance security.   
In  addition,  for  the  receiving  part,  with  the  use  of 
bloom filter, the storage costs of the location information 
is greatly saved, which is very important for the limited 
resources of the sensor networks.   
VI.  SUMMARY 
Sensor  networks  are  vulnerable  to  node  replication 
attacks. In this paper, we propose a distributed protocols 
for  detecting  these  malicious  attacks.  Security  issue  is 
always  a  bottleneck  problem  which  restricting  the 
development  of  WSN.  With  the  usage  of  bloom  filter, 
this  scheme  can:1,  decreasing  the  storage  cost  of  the 
location  information.  2,  there  are  little  Communication 
and  computation  overhead.  Because  the  detection  of 
replicating  nodes  occurs  only  when  there  are  needs  to 
send or forward the message. 3, avoiding the exposure of 
localization  information  directly  to  the  wireless 
environment. Because in the whole process of fingerprint 
generation, it is calculated locally. In addition, the matrix 
QR Decomposition and verification used in this scheme, 
also  provides  the  network  the  orthogonally  validation, 
and also improved the security performance of network. 
The proposed protocol also has limitations. As stated in 
network structure section, it cannot detect the replication 
attacks in a mobile sensor environment. This problem is 
to be solved in our future work. Our future work is to 
design replication detection protocol that work for both 
static and mobile sensors. 
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Abstract—In the last few years, healthcare systems around
the globe have undergone an increasing pressure to improve
healthcare services through eﬀective prevention, for chronic-
disease patients as well as the general population. Growth of
governments healthcare spending which is fuelled by an aging
population and increase of chronic diseases. With advancement in
information technology, healthcare organisations are now moving
towards mobile healthcare which is an emerging ﬁeld of tech-
nology that uses wireless network communication technologies to
monitor patients mental and physical conditions. In this work,
we develop an access mechanism of healthcare networks for
patients by classifying the personal physiological parameters. We
investigate the network performance under the proposed scheme,
including access probability of patients and system utilization.
The numerical results indicate that the proposed scheme with
classifying physiological parameters can eﬀectively increase QoS
of networks.
Index Terms—next generation of healthcare, priority, access
performance, personal healthcare information, spectrum sharing
I. Introduction
In recent years, with rapidly increasing demands of health-
care (e.g., baby care, diet monitor, sports assists, life related
diseases, kids care, aged people care and monitoring), mod-
ern healthcare systems are drawing much attention from the
research community and the industry. This has resulted in the
rapid expansion of healthcare information systems which en-
able users to access healthcare services anywhere and anytime
[1]–[2]. Mobile healthcare is considered the next generation of
healthcare system and it is changing healthcare services. The
move towards modern healthcare is inﬂuenced by the growth
in healthcare spending fuelled by an ageing population, limited
ﬁnancial and human resources as well as an increase of chronic
diseases (such as heart failure, hypertension, obesity, mobility
or impairment and chronic heart and lung diseases) [3]–[4].
Various statistics reports indicate that 133 million people, or
almost half of all Americans live with a chronic condition. This
number is projected to increase by more than one percent per
year by 2030 [5]–[7], resulting in an estimated chronically ill
population of 171 millions. It is also projected that worldwide
elderly population will be 761 million by the year 2025. In
addition, growth of urbanization moves people from rural to
urban areas, Chronic patients live in these metropolitan areas
This work was supported in part by the National Natural Science Foundation
of China (NSFC) (GrantNo.61231010, 60972016) and the China-Finnish
Cooperation Project (GrantNo.2010DFB10570.)
need to be monitored by health professionals regularly and
need to be in touched with the care-givers to have an optimal
health status.
Wireless Body Area Network (WBAN) have made it possi-
ble to deploy small and intelligent sensors on, in, or around the
patient body and allow to predict and diagnose any diseases
and monitor the response of the human bodys health condition
to treatments. The sensors produce the medical data and
transfer it to the WBAN hub which operates as the WBANs
gateway. The hub collects these medical data from the nodes.
The aggregated sensed data need to be transferred to the care
givers, or central medical server for further processing and
storage. With the recent growth in the use of advanced mobile
devices in both developed and developing parts of the world,
mobile healthcare is an emerging solution to the problem of
services [8]–[10]. Mobile healthcare applications include the
use of mobile devices in remote monitoring and collection of
patients vital signs and records (e.g., Electrocardiogram [11]),
delivery of healthcare data to practitioners, researchers, and
patients, and direct provision of healthcare. These services
can be supplied through wireless network connectivity. These
types of architectures based on mobile devices and wireless
communications presents challenging issues, such as, battery
and storage capacity, broadcast constraints, interferences, dis-
connections, noises, and limited bandwidths [12].
Many studies have focused on using wireless vital moni-
toring technology to realize the mobile and smart healthcare
[13]. In [14], the authors introduces low-power wireless sensor
nodes for biomedical applications that are capable of operating
autonomously or on very small batteries. By bridging the
IEEE 802.15.6-based WBAN and the IEEE 802.11e EDCA-
based WLAN, the authors investigate the impact of access
categories diﬀerentiation on the performance under varying
number of nodes and frame arrival rates for regular WLAN
nodes [15]. In [16], the authors present a mobile Ad-Hoc
networks, called BREMON that allows paramedics to monitor
the breathing activities of multiple patients at once using
their smartphones. In [17], an FM-UWB PHY-MAC solution
for wearable medical BAN applications is described, which
provides for an ultra low power.
Although many practical problems mentioned above have
been solved in healthcare networks, diﬃculties to handle the
limitations, such as limited wireless bandwidth and quality
of service, still exist. The priority-based strategies have been
presented as a solution to solve such limitations, focusing
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doi:10.4304/jnw.9.6.1477-1484on improving access probability, network connectivity, system
utilization, and reliability. In traditional mobile healthcare
system, they usually settle the matter of rapidly increasing
healthcare data through enlarge the base-station capacity. The
priority-based healthcare scheme proposed in our work take
the advantages of low cost and high ﬂexibility. In this work,
we consider a healthcare networks based on the priority mech-
anism, where patients’ sensitive personal health information
were divided into three classes according to their degree of
urgency. From the highest priority to the lowest, three classes
of PHI (Personal Healthcare Information) are Real-Time data,
Non Real-Time data and Electronic Health Records. We take
advantage of concept spectrum sharing to transmit these PHI
according to their respective priorities attribute. Real-time
data have the highest level to reclaim any channel which
is occupied by non-real-time data or EHR. EHR can be
transmitted when there is idle channel. So patients with higher
priority can get a real time and better service.
The rest of this paper is organized as follows. Section II
presents an overview of the mobile healthcare network model.
Section III introduces the proposed priority-based mechanism-
s. Section IV and Section V derive performance metrics and
numerical results, respectively. Finally, conclusions are made
in Sect. VI.
II. Mobile Healthcare Network Model
In this section, we will formalize the system model. In our
model, we consider patients are located at their own residence,
old folks home or care center. They need long term monitoring
with real-time (RT) , non real-time (NRT), and electronic
health records (EHR) according to their demands or diseases
they take. Therefore, vital signs of patients can be divided
into three priority classes (i.e., RT, NRT and EHR), as shown
in Table I. The highest priority set is denoted as RT that are
real-time calls, refer to the most important data, such as pulse
rate, blood pressure and brain wave. They can be accessed and
transmitted at any time. For example, in the case of emergency
like a acute cerebral infarction, the real time sensing and
transmission is required. The second one, named NRT, include
height, weight, blood fat and so on. EHR are history electronic
health records. They can be transmitted when idle bandwidth is
exist, otherwise stored in WBAN hub. In the case of life record
applications like a daily dietary structure, a large memory can
store the vital data during sleeping time and non-real time
communication system can be used.
A mobile healthcare network based infrastructure consists
of a central base station, several wireless body area networks
and acquisition terminal of PHI. Fig.1 shows a mobile health-
care network model. From baby to aged people, everyone
is supported by a healthcare service that is connecting with
healthcare equipments through wireless communications. A
wireless body area network, which includes several sensors
(e.g., pressure variation, light reﬂection, acceleration, sound,
image/video) to ubiquitously monitor the human bodys health
condition, aims to predict any diseases and monitor the re-
sponse of the body to treatments. The sensors collect the med-
ical data and transfer to the coordinator which operates as the
TABLE I
grades of Personal Health Information.
RT NRT EHR
Real-time calls Non-real-time calls Haelthcare history records
Temperature Blood-fat Vital records
Pulse-rate Vital-capacity Hospital records
Blood-pressure Blood-sugar Electronic health records
Resp-S Oxygen-Saturation
Heart rate Weight
Blood-gas
Heart-sound
Bone-density
VO2Max
Brain-wave
ECG
Pupil
RESP-S – Respiration Signal
ECG – electrocardiogram
VO2Max – Maximal oxygen uptake
WBAN-1 WBAN-2 WBAN-3 WBAN-4
Wlan    RF               bluetooth
2G/3G 
wireless networks
Sensors & monitoring device
WBAN hub
Short Range Wireless
Base station
Fig. 1. Next generation of healthcare real-time monitoring network.
gateway. The coordinator collects the medical data from the
nodes. Then, in virtue of short-range wireless communications
technology, medical data can be transferred to smart terminals
(e.g., smart phone, personal digital assistant, laptop, tablet).
The collected medical data must be transferred to a central
medical server for further processing and storage.
Real-time data have the right to reclaim any channel which
is occupied by non-real-time data and EHR. When a channel is
occupied by a non-real-time data and EHR, it can be reclaimed
randomly by real-time data to use. The dynamic of channel
assignment are triggered by the following events, i.e., real-time
calls arrival, real-time service completion, non-real-time calls
arrival, non-real-time service completion, EHR calls arrival
and EHR service completion. The channel allocation method
of calls with three diﬀerent levels is show in Fig.2.
As shown in Fig.2, an arriving RT call will be blocked
(Blocked RT call) if all channels are occupied by other RT
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(c) All channels are busy and a NRT or EHR call arrival.
Fig. 2. The channel allocation method of calls with three diﬀerent levels
(RT, NRT, EHR).
calls. Otherwise, it will randomly access a channel that not
occupied by RT calls, which may force a NRT call or a
EHR call to terminate if it can not get other idle channels.
For a NRT or EHR in service, if no channel is available at
this time, it will be terminated (Terminated NRT call and
Terminated EHR call). An arriving NRT or EHR call will
occupy a free channel if one is available. Otherwise, it will be
blocked (Blocked NRT call and Blocked EHR call).
III. The Proposed Priority-based Scheme
In this section, we will describe the proposed priority-based
scheme with focus on the optimization of QoS for users.
Before we formulate this problem, the basic concept of model
parameters, the techniques adopted for model analysis and
assembling method are described. Table II summarizes the
notations used in this paper.
The state space of system model is deﬁned as Ψ = (i; j;k).
Here, i, j and k represent the number of ongoing real-time,
non-real-time and EHR calls in system, respectively. More-
over, we assume that these arrival processes follow Poisson
process with the arrival rate 1, 2 and 3, respectively. The
TABLE II
A summary of the main notations.
Notation Description
i number of RT calls
j number of NRT calls
k number of EHR calls
m number of all channels
(i; j;k) a system state with i RT calls, j NRT calls,
and k EHR calls
Ψ(i;j;k) system state space
i;j;k the steady state probability
1 arrival rate of RT calls
2 arrival rate of NRT calls
3 arrival rate of EHR calls
1
1 service time of RT
1
2 service time of NRT
1
3 service time of EHR
service times for them follow an exponential distribution with
mean 1
1, 1
2 and 1
3, respectively. Let (i; j;k) represent a system
state, and the total number of occupied channels in the state
Ψ = (i; j;k) should satisfy the following condition:
Ψ = f(i; j;k)ji + j + k  mg (1)
The evolution of the state (i; j;k) of the Markov process is
presented under three cases:
if idle channels exist : fi + j + k < mg
all channels are busy and a RT call arrival :
fi + j + k = m; j _ k , 0g
all channels are busy and a NRT or
EHR call arrival : fi + j + k = m;k , 0g
The system state transition diagram is shown in Fig.3. Because
the RT calls have the priority to use the spectrum, the NRT
and EHR can be preempted by RT. The system moves from
state (i; j;k) to (i+1; j;k) with transition rate 1, and moves to
(i; j+1;k) with transition rate 2, and moves to (i; j;k+1) with
transition rate 3. In the boundary case of just-full occupancy
with i + j + k = m, the transition moves from (i; j;k) to
(i+1; j 1;k) with transition rate
j1
m i, and moves from (i; j;k)
to (i + 1; j;k   1) with transition rate
k1
m i. The transition rate
of a termination depends on the number of channels used
by NRT and EHR. The blocking of RT occurs when the
current channels occupancy i equals to the total channels. The
blocking of NRT occurs when the current channels occupancy
(i+ j) equals to the total channels. Based on the transition rate
diagram, we can develop the set of global balance equations.
Π = [1;2;3;:::;n] (2)
∑
j
i

                     
g11  
: : :
:::
: : : gij
:::
: : :

                     
=
∑
i
j

                     
g11  
: : :
::: gji
: : :
:::
: : :

                     
(3)
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Fig. 3. System state transition diagram with 3-dimension.
(i;j;k) = 0;f(i; j;k) j (i; j;k) <  g (4)
where gi;j denotes transition probability from state i to
state j. (i;j;k) denotes the steady state probability of a state
(i; j;k) Then, combining equations them and solving the linear
equations, we can get the objective (i.e., (i;j;k)).
IV. Performance Metrics
Based on the analyzed in section III, performance metrics
can be calculated. The performance measures for priority-
based scheme is expressed using the state probability dis-
tribution of its corresponding stochastic process model. We
derive performance measures for both medical emergency calls
(RT calls) and non-real-time requirements, such as blocking
probability of medical emergency calls, forced termination
probability of medical emergency calls, blocking probability of
non-real-time requirements, forced termination probability of
non-real-time requirements and throughput of overall health-
care system.
As mentioned, RT call will be blocked when all channels are
occupied by other RT services, while NRT and EHR call will
be blocked when no channel is available.Thus, the blocking
probability of RT call can be calculated as
PBlock RT =
∑
ΨRT
(i;j;k) (5)
where the sums of state space ΨRT is indicated as ΨRT ,
f(i; j;k) 2 Ψ1g.
Then, the blocking probability of NRT call is given as
PBlock SUnrt =
∑
ΨNRT
(i;j;k) (6)
where the sums of state space ΨNRT is indicated as ΨNRT ,
f(i; j;k) 2 Ψ2g.
The forced termination probability is deﬁned as the prob-
ability of that an RT service in the system is forced to
terminate before it has regularly completed. Specically, for
being serviced NRT and EHR, they may be interrupted by a
RT call when no channel is idle. During an NRT and EHR
lifetime of service, a number of RT request may arrive. For
each RT request arrival event, the NRT and EHR service
may be interrupted with probability PInterrupted NRTl. Hence
PInterrupted NRTl may have a number of possibility to be in-
terrupted. The interruption probability of the NRT service can
be given by
PInterrupted NRT =
m ∑
j
P( >
∑
i
RT;i) 
(1   PInterrupted NRTl)jPInterrupted NRTl (7)
where  denotes the service time of the NRT call, and RT;i
denotes the period from the NRT service starting moment to
the next RT request arrival (i = 2;3;:::). Then, RT;i follows
the exponential distribution with mean 1
1.
 =
k ∑
i=1
RT;i (8)
then, we can get the following equation,
fRT;1(t) = 1e 1t (9)
the Laplace Transform is given by
L[fRT;1(t)] =
∫ 1
0
1e 1te stdt (10)
According to the Laplace Transform properties and (10),
the value of P( >
∑
i
PU;i) can be expressed as follows
P( >
∑
i
RT;i) =
(
1
2 + 1
)j
(11)
Let PInterrupted NRTl denote the interruption probability of
NRT service for each RT call arrival mentioned above, so it
can be given as follows
PInterrupted NRTl =
∑
(i;j;k)2Ψ
j
m ii;j;k
∑
(i;j;k)2Ψ
i;j;k
(12)
Substituting the result above into (7), PInterrupted NRT can
be rewritten as
PInterrupted NRT = (1   PInterrupted NRTl)j 
PInterrupted NRTl
m ∑
j
(
1
2 + 1
)j
(13)
Then, for being serviced EHR requirement, they may be
interrupted by a RT call and a NRT call when no channel is
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Parameter settings.
Notation Description
PBlock NRT blocking probability for NRT call
PBlock EHR blocking probability for EHR call
PInterrupted NRT interruption probability for NRT call
PInterrupted EHR interruption probability for EHR call
m 25
1
1 [100,...,180]
1
2 [80,...,160]
M2 the proposed priority-based scheme
M1 the scheme with same priority level
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(a) Blocking probabilities for NRT call.
0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
The ratio of RT traffic load (α).
B
l
o
c
k
i
n
g
 
p
r
o
b
a
b
i
l
i
t
i
e
s
 
o
f
 
E
H
R
 
 
M1
M2
(b) Blocking probabilities for EHR call.
Fig. 4. Eﬀect of RT traﬃc load on blocking probabilities for NRT and EHR
under diﬀerent schemes,  is the ratio of RT traﬃc load.
idle. So, the interruption probability of EHR service can be
obtained as
PInterrupted EHR =
∑
m
P( >
∑
i
∑
v
RT;i;NRT;v) 
(1   PInterrupted EHRl)m 
PInterrupted EHRl (14)
where the corresponding PInterrupted EHRl is given by
PInterrupted EHRl =
∑
(i;j;k)2Ψ
k
m ii;j;k
∑
(i;j;k)2Ψ
i;j;k
(15)
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(a) Termination probabilities for NRT call.
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(b) Termination probabilities for EHR call.
Fig. 5. Eﬀect of RT traﬃc load on termination probabilities for NRT and
EHR under diﬀerent schemes,  is the ratio of RT traﬃc load.
The QoS provided for patients can be quantiﬁed by mul-
tiple performance parameters, i.e., [PBlock NRT; PBlock EHR;
PInterrupted NRT; PInterrupted EHR], which are denoted as block-
ing probability for non-real-time and EHR calls, and forced
termination probability for non-real-time and EHR services,
respectively.
V. Numerical Results
In the previous section, we describe that with the proposed
scheme, such a healthcare system can provide higher QoS
(i.e., lower blocking probability and interruption probability)
through theoretical analysis. Then, we will present the numer-
ical results of the proposed scheme in this section to verify
the eﬃciency of the scheme. For comparison, we evaluate the
performance of the healthcare system under proposed priority-
based scheme using the performance measures derived in the
Section IV. The numerical parameters used in the performance
evaluation are listed as follows. N = 25, 1 = 0:1 (call/s),
2 = 0:02 (call/s), 3 = 0:02 (call/s),  1
1 = 100 (s/call),
 1
1 = 50 (s/call),  1
3 = 20 (s/call).Then, we deﬁne  and
 as the ratio of RT and NRT traﬃc load to the total traﬃc
load of healthcare networks respectively (Table III gives the
description for the parameter settings).
Figure 4 shows blocking probability in terms of  under
diﬀerent schemes. The blocking probability increases with
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(b) Blocking probabilities for EHR call.
Fig. 6. Eﬀect of NRT traﬃc load on blocking probabilities for NRT (a) and
EHR (b) under diﬀerent schemes,  is the ratio of NRT traﬃc load.
greater  due to heavier traﬃc load to the primary system and
consequently higher total traﬃc load over the limited band-
width. In Fig.5, the forced termination probability becomes
larger with greater . With more RT arrivals (i.e., emergency),
NRT service has the higher possibility to be interrupted
and hence higher PInterrupted NRT and PInterrupted EHR. The
comparison indicates that the proposed scheme can provide
lower forced termination probability and blocking probability
for both NRT and EHR calls than no priority schemes.
As shown in Fig.6, the PBlock NRT and PBlock EHR increases
with greater  due to heavier traﬃc load non-real-time calls.
Besides, in Fig.7, the PInterrupted NRT and PInterrupted EHR
becomes larger with greater . With the increase of NRT
arrival rate, the proposed scheme can provide lower forced
termination probability and blocking probability for both N-
RT and EHR than no priority schemes also. Therefore, the
proposed scheme can achieve larger achievable traﬃc load of
healthcare networks .
Figure 8 shows the comparisons of traﬃc load in terms
of  and  under diﬀerent schemes. The proposed scheme
can support the largest trafc load healthcare system. Figure
9 shows that all of performance curves decrease with service
time (i.e.,  1
1 for (a) and  1
2 for (b)) increases. That is because
larger service time will lead to higher probability of failure,
resulting in lower QoS. We can ﬁnd that the proposed scheme
can achieve best performance under scenarios (a) and (b).
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Fig. 7. Eﬀect of NRT traﬃc load on termination probabilities for NRT (a)
and EHR (b) under diﬀerent schemes,  is the ratio of NRT traﬃc load.
VI. Conclusion
The impacts of mobile Healthcare information to patients,
doctors and society in general, are many and varied. We
propose a novel priority-based scheme for mobile healthcare
networks. Our scheme leverages the emergency degree of
physiological parameter to enable diﬀerent patients access
healthcare networks with diﬀerent QoS. Based on numerical
results, we show both the system capacity and optimization of
our proposed scheme.
The application and use of priority mechanisms is expected
to improve probability of access, network connectivity, system
utilization, and reliability. To achieve the abovementioned
beneﬁts of mobile healthcare, sensitive patient information is
collected, processed and transferred using proposed scheme
without patients obligation. Our approach is an important
supplement to the existing healthcare systems.
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Abstract—IEEE 802.11p is the new standard for inter-
vehicular communications (IVC) using the 5.9 GHz fre-
quency band; it is planned to be widely deployed to enable
cooperative systems. 802.11p uses and performance have
been studied theoretically and in simulations over the past
years. Unfortunately, many of these results have not been
conﬁrmed by on-tracks experimentation. In this paper, we
describe ﬁeld trials of 802.11p technology with our test
vehicles; metrics such as maximum range, latency and frame
loss are examined. Then, we propose a detailed modelisation
of 802.11p that can be used to accurately simulate its
performance within Cooperative Systems (CS) applications.
Index Terms—Wireless networks, IEEE 802.11p, DSRC,
performance evaluation, empirical modelling
I. INTRODUCTION
IEEE 802.11p is the leading inter-vehicular commu-
nications (IVC) technology that has been pushed forward
by the IEEE for short-to-medium range communications
(up to one kilometre), for both vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communications. It is
mostly seen as the backbone of Cooperative Systems (CS)
applications. The 802.11p amendment to the well-known
802.11 standard (WiFi) was adopted in 2010 and non-
prototype hardware is now getting available on the market.
Contrary to WiFi technologies used in households’ wire-
less networks, 802.11p uses the 5.9 GHz frequency band
and is aimed at the high mobility inherent to vehicular ad-
hoc networks (VANETs). Obviously, developing safety-
critical systems put certain requirements on the IVC
systems that will support them, as they need to guarantee
a certain level of performance.
Over the past few years, the performance of 802.11p
has been evaluated both in theoretical and simulated
studies. Most previous studies [1, 2, 3, 4, 5] used the
ns-2 simulator to evaluate the performance of 802.11p.
However, the road environment is very complex, always
changing, where IVC’s performance metrics are likely
Manuscript received 3 October 2013; accepted 15 December, 2013;
revised 15 January 2014
to diverge from those studied in theoretical simulations.
Multiple effects, ranging from Doppler shift, multipath
and shadow fading, to simply changing meteorological
conditions, can degrade IVC performance. Thus, it is
necessary to complement theoretical simulation with ﬁeld
evaluation of the actual IVC performance.
Field performance evaluation of IVC has been ongoing
for several years, with research taking off after 802.11a
and b had became available [6, 7]. However, we have
found that many of the studies aimed at evaluating IVC
performance used older versions of 802.11, typically g or
g+. For example, Ammoun and Nashashibi [8] evaluated
several performance metrics (range, bitrate, etc.) using g+
IVC devices. While such results are interesting, it is fairly
straightforward to argue that 802.11g/g+ is no longer
relevant to the ITS world. The change in frequency, from
2.4 to 5.9 GHz, means that the behaviour and performance
of the IVC device could be fundamentally different, and
possibly more in line with results obtained with the older
802.11a at 5.2 GHz.
Nonetheless, a number of recent studies have speciﬁc-
ally focused on 802.11p. Böhm et al. [9] studied 802.11p
performance in a variety of settings (urban, rural) and
road conﬁgurations (freeway, straight sections, curves,
non-ﬂat sections, etc.); they found that 802.11p was still
highly subject to line of sight (LoS) effects and that the
direction of movement had a signiﬁcant impact on range,
especially at higher speeds. Guo et al. [10] also explored
802.11p performance and demonstrated that it could
be used for average throughput applications at ranges
close to the theoretical limit, although the authors make
no mention of experimental conditions such as trafﬁc,
the surroundings’ density, etc. Shivaldova et al. [11]
have tested 802.11p performance for an infrastructure-to-
vehicle scenario focusing on freeway tunnels and their
surroundings; they also highlighted the impact of LoS on
the communication’s quality. Earlier, both Cheng et al.
[12] and Tan et al. [13] found that the 5.9 GHz channels
saw a signiﬁcant increase in error rates for large packets
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Unfortunately, we note that latencies have not been
investigated in these previous studies, when they are
supposed to be a major improvement brought upon by the
amendment. Furthermore, the whole set of possible speed
classes have not been investigated in [8, 10, 11] (each
study focuses on a precise range such as lower speeds
or freeway speeds). Experimental conditions are not very
well known [10] or controlled, notably for being in open
trafﬁc [9, 11]. Although it is advantageous to measure
performance in real road conditions, as they have shown
to be very variable depending on the experimental en-
vironment, it is important to obtain baseline performance
details in more controlled environments ﬁrst.
This paper extends preliminary results that have previ-
ously been published in Demmel et al. [14]: we propose a
detailed post-processing analysis of performance metrics
(latency, range and frame loss), for measurements taken in
a controlled, representative freeway-like environment, and
using the full range of speeds achieved by motor vehicles.
Using analysis results, we then propose an empirical
model to be used in CS-orientated simulation studies. We
do not aim to propose a very accurate physical model of
802.11p, that would describe metrics such as the signal
strength. Rather, we use our measurements to model the
same performance metrics that we measured on tracks, so
that they can be used to study CS-based driving assistance
applications in simulation environments such as SiVIC
[15, 16]. This approach allows us to create a basic but
realistic model that requires a low computing power,
yet representative enough of actual data. Our proposed
model accounts for some interferences and can generate
different frame loss proﬁles. A proﬁle represents a single
uninterrupted connection between two IVC devices, as
long as they are within range. We used proﬁles in order to
cover the large performance variations that we measured,
which are inﬂuenced by factors such as weather and
imperfections in the antennas.
The remainder of this paper is organised as follows:
Section II presents the system’s architecture used for
our measurements (II-A) and introduces the experimental
protocol (II-B); Section III offers a detailed performance
analysis; Section IV exhibits our modelisation of 802.11p
performance; eventually, we offer conclusions and per-
spective on future works in Section V.
II. EXPERIMENTAL SET-UP
A. System Architecture
We performed our ﬁeld measurements on 2 instru-
mented vehicles: a Renault Clio 3 and a Citroën C4 Grand
Picasso. The vehicles are ﬁtted with powered equipment
racks in the boot and several in-cabin screens for HMI. A
variety of sensors can be ﬁtted on them depending on the
experimental requirements. Our experimental architecture
features an IVC device, a host computer, a RTK GPS
device and a NTP time server; all are duplicated in each
vehicle (see Fig. 1).
Figure 1: Hardware architecture used for the measure-
ments
The IVC device are independent computer boards ﬁtted
with Atheros 5413 WiFi chipsets, the same that we used
in the CVIS project [17]. We installed the open-source
ath5k WiFi driver, which was patched in 2010 for the
Grand Cooperative Driving Challenge (by team “Scoop”,
see Mårtensson et al. [18]) in order to enable 802.11p
channels. Ad-hoc mode and IPv4 are used; note that the
dot11OCBEnabled ﬂag is set to false, so that normal
802.11 ad-hoc behaviour is used. Although this option
was designed to reduce latency for high-priority safety-
related frames, all 802.11p frames need not to use it. Fur-
thermore, it is interesting to evaluate 802.11p latency in a
more “classical” 802.11 architecture, so that, with further
work, the actual interest of the dot11OCBEnabled ﬂag
can be assessed. The IVC device is connected to a roof-
mounted 8 dBi gain stick antenna. The chipset’s trans-
mission power is lowered to 20 dBm, so that, accounting
for all connectors and cable attenuation (estimated at 2.5
dBm from manufacturer’s data), the effective isotropically
radiated power (EIRP) is 20 2:5+8=25:5 dBm, or 355
mW. This value was chosen in order to: (1) remain under
regulation for the concerned frequency band; and (2)
allow signal’s natural extinction within line of sight and
within 802.11p’s theoretical range (1,000 metres, accord-
ing to ofﬁcial speciﬁcations [19]). The maximum EIRP
in the 802.11p band (5.875-5.905 GHz), as regulated
by the ARCEP (France’s Telecommunications and Posts
Regulation Agency), is 33 dBm, approximately 2 Watts. It
is in line with the European Commission’s harmonisation
regulation for ITS usage of the 5.9 GHz band (see Fig. 2,
for the European and American regulations; the European
regulations incorporate two channels that are reserved for
future use, shown in grey). We operated on the 5.890 GHz
channel, which is the dedicated control channel according
to the American spectrum allocation, but has no speciﬁc
allocation in the European scheme.
A custom Java application hosted on the IVC device
was the principle method used to collect data. It sends
a UDP frame through a Java datagram socket to the IP
address of the target vehicle, at a frequency set by the
user; by default, a deterministic timer is used to generate
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Figure 3: Map of the arrangements for the measurements
on Satory’s tracks
frames at 20 Hz. A typical frame’s payload size is 20
bytes. The actual frame at the MAC level also includes:
8 bytes of UDP header, 20 bytes of IP header, 8 bytes for
LLC, and 28 additional bytes of overheads including the
802.11 MAC preamble and header, as well as the CRC
sequence. This adds to a total of 84 bytes.
As our research focus is mostly on Emergency Elec-
tronic Brake Light (EEBL) [20] applications (see also
[21, 22]), we chose to use a frame size in line with EEBL’s
requirements. In ref. [23], the recommended payload for
EEBL frames is 36 bytes, and includes detailed informa-
tion on the emitter’s behaviour. Some data ﬁelds listed in
the cited report, such as the vehicle’s size and the GPS
antenna’s offset can probably be removed without affect-
ing the application’s usefulness. Thus, we believe that 20
bytes is a good compromise for an EEBL frame that can
include a vehicle’s ID, location, and timing information.
The application computes the latency based on the frame’s
emission time recorded in it. A log ﬁle is automatically
generated containing the frame’s information: computed
latency, payload size, received power (signal strength
indicator) and reception time. Frame loss and bitrate can
be processed from this log ﬁle. The 802.11p and frame
parameters are summarised in Table I.
A RTK GPS device records positioning data at a 5 Hz
frequency on the host computer. Time synchronisation,
which is critical for any safety application and for accur-
ately measuring latencies, is performed with Brandywine
Network Time Adapters (BNTA), one per vehicle, which
distribute accurate timing information from GPS through
a NTP architecture (the BNTA’s clocks are speciﬁed to
remain within 25 nanoseconds of the GPS reference).
Within the NTP architecture, the BNTA is a stratum 1
time server, as it is directly referenced to GPS satellite-
based clocks (stratum 0). As such, the IVC device and
host computer are clients of stratum 2. The BTNA is set in
Table I: 802.11p and frames parameters
Parameter Value
Frequency 5.890 GHz
TX power (at chipset) 20 dBm
Antenna type, gain Omnidirectional, 8 dBi
EIRP ~25.5 dBm (355 mW)
Frame size 64 (headers) + 20 (payload) bytes
Frame frequency 20 Hz
broadcast mode, sending timing information to its clients
four times a second. The drift between the GPS reference
time and our devices’ clocks (and in consequence between
the devices themselves) was experimentally veriﬁed to be
less than 1 millisecond.
B. Experimental Protocol
The principal experimental protocol is kept voluntarily
simple. The scenario has a receptor vehicle (usually the
Citroën C4) passing by a static emitter (usually the
Renault Clio), which is located on the track’s side. We
consider V2V and V2I communications to be equivalent
for our measurements. Indeed, it is suggested by previous
research [8, 9], and LIVIC’s experience, that the absolute
speed of 802.11 emitters and receptors in the environ-
ment’s referential does not have much effects on IVC’s
quality. On the other hand, the speed difference between
the emitter and the receptor is a major parameter. As
we consider a static emitter, the speed difference and
speed relative to the environment are equivalent. The
following speeds were tested: 30, 50, 70, 130 and 170
km/h (approximately 20, 30, 45, 80 and 105 mph). Data
originally collected using this protocol shall be known as
the 2011 dataset.
A similar protocol was used for additional measure-
ments (henceforth, the 2012 dataset) aimed at measuring
non-omnidirectionalities in the antennas and the inﬂuence
of the vehicle’s body shape on received signal strength.
More speciﬁc details on the modiﬁcations between the
2011 and 2012 experimental protocol will be given in
Section III, whenever necessary.
Measurements were performed on Satory’s test tracks,
isolated from regular trafﬁc. The principal test location
was the speed track, a 2-kilometres-long quasi-straight
line, with 2 lanes, allowing for 1.4 kilometres of direct
line of sight (LoS). The emitter was either located at the
track’s eastern end, or near a slight bend, so to have LoS
with all the track’s length (see map in Fig. 3). The track’s
surroundings are largely open, despite a few sections
with overreaching trees. Additional measurements were
performed on other tracks of the Satory’s site, such as
la routière track, equivalent to a French non-segregated
trunk road (route nationale). Measurements location will
be mentioned in the performance analysis, if necessary.
Overall, data were collected on 10 different days spread
out from September to December 2011 (2011 dataset)
and from January to February 2012 (2012 dataset), with
a total of over 400 kilometres driven during experiments.
Meteorological conditions were quite variable from day
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Figure 4: Analysis of maximum transmission ranges ob-
tained during our data collection
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Figure 5: SSI according to direction of driving, for
beacons and application frames (single drive pictured)
to day; most measurements took place on typical Parisian
winter overcast days, but we also gathered data during
dry, sunny conditions or light rain.
For the remainder of this paper: “closing” will refer
to items relevant to when the receptor vehicle is moving
toward the emitter; “away” will refer to items relevant
to when the receptor vehicle is moving away from the
emitter.
III. PERFORMANCE ANALYSIS
A. Range
The range is the maximum distance at which a frame
is successfully received by the receptor vehicle from the
emitter (when frame loss is almost 100%); thus what we
call the range is actually the transmission range. The
physical carrier sensing range is not taken into account in
this study. The range is estimated based on the receptor’s
localisation process that uses RTK GPS data.
Fig. 4 is a plot of all the average and maximum ranges,
classiﬁed according to speed (from 30 to 170 km/h) and
direction of driving (2011 dataset). The average standard
deviations is approximatively 16% of the average range.
Data show a clear inverse relationship between relative
-4
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315
Figure 6: Differences with the average SSI (in dBm) for
8 angular sectors (in degrees) of the receiving antenna
speed and range. Doppler effects likely explain the range
reduction with increased speeds, which was veriﬁed for
the whole data. Maximum measured ranges are relatively
consistent, with only the “50 km/h - closing” setting
showing a larger variability (it also had the largest meas-
ured range in the 2011 dataset), which can be explained
by changing environmental conditions over several days
of measurements.
One can note signiﬁcant differences between the clos-
ing and away ranges at the same speeds, with the closing
range being greater than away range. This relates to
ﬁndings in Böhm et al. [9] (and [8] in 802.11g); however,
their data are reversed compared to ours: away range
is greater than closing range. We shall investigate the
effect explaining the original dataset’s behaviour in the
remainder of this subsection.
Setting up a virtual interface working in monitor mode
allowed to access management frames and beacons while
our measurement application was running. We thus per-
formed additional measurements in the exact same exper-
imental conditions as previously, in order to determine
whether the user transmission on the IP stack had any
effect on the results. Our investigation suggests that there
is no signiﬁcant difference between the range for man-
agement frames (beacons included) and for applications’
frames in the speed track setting. However, the direction
of driving produces the same inﬂuence over the maximum
range of beacons and applications’ frames, which suggests
that this difference is due to an actual physical effect.
Consequently, we have investigated the Signal Strength
Indicator (SSI) for various speeds. Fig. 5 shows the recor-
ded SSI for a typical drive at 70 km/h, in both directions,
extracted from the 2011 dataset. One can clearly see that
two “paths” exists: the SSI is consistently lower when
the vehicle drives away, compared to when the vehicle
drives toward the emitter. Note that the chipset’s reception
threshold is -101 dBm; this threshold governs whether
frames can still be exchanged between the emitter and
the receptor, thus crossing it deﬁnes the maximum range.
Two factors could explain this measured SSI difference:
(1) an imperfect omnidirectionality of the antennas (in the
horizontal plane), and (2) an inﬂuence of the vehicle’s
body. Indeed, during the 2011 dataset’s collection, the
orientation of the antennas and vehicles on the track
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SSI measured at 50 km/h (for a single drive), alternating
the side of the vehicle facing the emitter (antenna’s
orientation is always maintained), from the 2012 dataset
(hence which sides faced each other) was not controlled.
For the ﬁrst factor (omnidirectionality), we focused on
the receptor’s antenna, as we assumed it was the one
that would be affecting the most received power during
a normal experimental drive. We measured the SSI for 8
orientations of the antenna, rotated 45 degrees from each
previous time (the initial orientation, angle 0, was chosen
arbitrarily); the emitting antenna remained completely
static meanwhile, and the vehicle’s relative orientation
did not change. Fig. 6 shows the averaged differences
between the overall average SSI and the measured SSI for
each angle, demonstrating that the antenna is not perfectly
omnidirectional. For example the difference between the
45-225 degrees axis is at least 6 dBm. This would be
sufﬁcient to explain the large range difference between
closing and away conditions we found in our initial
measurements. Indeed, the difference measured on the
signal shown on Fig. 5 averages to 5 dBm.
For the second factor (vehicle’s body), we measured
how the SSI behaves when the receptor vehicle is moving
either away from the emitter or closing to it, alternatively
front and rear-facing, at a ﬁxed speed (50 km/h). The
antennas’ relative orientation was maintained through-
out the whole measurement session, so that the non-
omnidirectionality did not affect the experiment. Our
measurements show that the vehicle’s orientation (and
thus shape) has an inﬂuence on the received power of
no more than 2 dBm (see Fig. 7).
We performed a third experiment measuring SSI in
order to determine whether the direction of driving had
a real inﬂuence on the range, and, if yes, what was its
strength. The vehicle is moving away from and back to the
emitter, but always facing the same direction, controlling
for its shape and the antennas’ relative orientation. The
measured difference was not signiﬁcant compared to the
other factors like the vehicle’s body or the antenna’s non-
omnidirectionality.
Böhm et al. [9] claim that they measured a difference
due to the direction of travel even at walking speed,
which allows them to rule out Doppler effects as a
possible source for their range difference. Measurements
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Figure 9: Inﬂuence of the direction of movement on
latency, measured averages for 130 km/h
obtained with our set-up at low speeds (<10 km/h) do not
show any signiﬁcant difference between each direction of
driving. It is probable that their ﬁnding can be attributed
to non perfectly omnidirectional antennas. Similarly, the
range difference related to the direction of driving that
they found, at normal driving speeds, can also probably
be explained by non-omnidirectionality. Ammoun and
Nashashibi [8] also measured this difference in 802.11g
and attributed it to signal validation mechanisms using
different power thresholds for the establishment or the
loss of a connection. However, they performed their
measurements in Infrastructure mode, while both Böhm
et al. [9] and ourselves worked in Ad-hoc mode. It
is probable that non-omnidirectionality also signiﬁcantly
affected their results.
The largest range for all measurements is 1,397 metres.
Nonetheless, most of the measured maximum ranges were
largely under speciﬁcations or ranges measured in other
studies. As speciﬁed in Section II-A, the transmission
power was lowered to remain in line with 802.11p spe-
ciﬁcations. In Böhm et al. [9], the transmission power
was actually slightly lower than ours (17 versus 20dBm,
at the chipset), yet they achieved larger ranges; it is
probable that they had lower attenuation in their cables
and connectors. Informal measurements with Txpower =
33dBm suggested no difﬁculty in achieving kilometric
range systematically with larger powers.
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Figure 10: Detailed average frame loss measurements for 30, 50, 70, and 130 km/h
B. Latency
We deﬁne latency as the temporal delay between the
generation of a frame at the emitting device, and its
reception at the receptor device. More precisely, we
consider the time when the message is generated and sent
to the transport layer (UDP) through the socket; similarly,
the reception time is set at the instant the frame is read
by the application in the receptor vehicle. Thus, latency
includes IP, MAC, and physical layers latencies. We have
not tried to measure the speciﬁc latencies at each layer, as
our main interest resides in the application-to-application
latency. Indeed, knowing the global latency is essential to
design robust vehicular safety applications.
Fig. 8 shows the average latencies measured at 30, 50,
70, 130 and 170 km/h. The average latency is centred
around 1.5 milliseconds. The direction of movement does
not have any inﬂuence on the latencies, as illustrated
by Fig. 9, showing data for 130 km/h. In this example,
latency is stable within the “useful” range, until 400
metres (where frame loss remains under 50%), and is
similar for both direction of movement. For ranges greater
than 400 metres, averages are based on fewer meas-
urement points as the number of lost frames increase
considerably (see Section III-C for a detailed analysis
of frame loss). It is probable that latency is sometimes
increased at these large ranges when the underlying man-
agement processes in 802.11 introduce latencies as they
struggle to maintain IBSS (Independent Basic Service
Set) membership over a degraded medium link (especially
considering we did not use the dot11OCBEnabled option).
Indeed, a number of beacons and other management
frames have to be exchanged before any useful transmis-
sion can take place. At long ranges, IBSS membership can
be lost and regained several times, as even management
frames have difﬁculties getting properly transmitted. An
application frame can thus be stored in a buffer for a a
few milliseconds before communication is again possible
within the IBSS group.
We can conclude that, according to our results, average
latencies are not dependent on the vehicles’ relative
speed, either on the transmission range, at least not until
extreme ranges where frames starts to get missed. Overall,
latencies remained inferior to 5 milliseconds 99.47% of
the time.
C. Frame Loss
The last indicator we investigated is frame loss. Frame
loss is deﬁned as the percentage of frames that are missed
during a certain measurement interval. It is straightfor-
ward to deduce the actual bitrate from the nominal bitrate
and the measured frame loss. The maximum range is an
important indicator, but does not say anything about the
quality of transmissions within this range. Typically, one
could receive frames up to a thousand metres, yet have
80% frame loss starting as soon as 500 metres away
from the emitter. Thus, it is also important to measure
the quality of transmission within the transmission range,
typically via frame loss.
Fig. 10 presents the average frame loss measured over
the whole range, at 5 metres intervals. One can note
slight ﬂuctuations within the transmission range, at all
speeds. Some of these can be explained by environmental
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Figure 11: Decomposition of a frame loss proﬁle t, with
its parameters
features that degrade the transmission’s quality (scattering
leading to multipath, interferences, degraded LoS, etc.). A
typical example are the destructive interferences that build
up because of signal reﬂected from the ground (Two-
Rays propagation model), which can be seen on most
sub-graphs at distances of 100-150 metres (especially
at 130 km/h). Because of these interferences, the SSI
drops closer to, or under, the chipset’s reception threshold,
which explains why frames are missed. Changing meteor-
ological conditions affected the signal’s quality too, even
if we have not controlled for them. Broadly, the frame
loss is also an inverted metric of the percentage of frames
which are above the chipset’s reception threshold.
IV. 802.11P FRAME LOSS MODEL
A. Rationale
As we mentioned in the introduction, many simulation
studies of 802.11p usage have been using ns-X family
simulators. In section III, we have shown that the road en-
vironment complexity means that, in most cases, 802.11p
performance metrics are likely to diverge considerably
from expected theoretical models. NS-family simulator
can be conﬁgured to use a Two-Ray Ground propagation
model. Our experimental data suggest that this model is
not capable of representing all the performance variations
that we measured.
Empirical modelisation is a good avenue to improve
simulations’ results. Recent developments have shown
interesting approaches, such as using a Two-Ray Interfer-
ence model for LoS conditions [24], or improving non-
LoS conditions [25, 26]. Nevertheless, the aforementioned
papers have in common to focus on the actual signal
propagation rather than modelling important performance
metrics of 802.11p (range and frame loss). Such a model-
ling would enable us to support higher-level simulations
of CS applications performance directly.
Range can be understood as a subset of frame loss:
indeed, the maximum range simply express the distance at
which frame loss is always 100%. We thus focus only on
modelling frame loss from our experimental data. Overall,
the model’s inputs are the distance and relative speed
between two communicating devices (vehicles or roadside
device); the model’s output is a frame loss probability for
the given inputs. We chose straightforward mathematical
functions that are able to reproduce experimental data,
present some variability, and that can also be easily
adapted to new datasets when additional data become
available.
Additionally, the model will be able to reproduce the
experimental data but will also allow generating “new”
data, i.e. runs that have not been measured but that are
plausible, given the measurements. Because of the envir-
onments where the measurements campaign took place,
our model will be appropriate for open freeway-type
environments, as well as rural roads and possibly low-
density suburban ones. We do not claim that our model
works for urban situations, or for non-LoS conditions.
At ﬁrst, in subsection IV-B we will detail the model’s
mathematical foundation and its relationship to measure-
ments. Then, in subsection IV-C, experimental data are
broken down in a number of classes before the model’s
parameters are estimated. Eventually, in subsection IV-D,
we explain how proﬁles can be generated during a simu-
lation.
B. Individual Frame Loss Proﬁles
We use a new approach that we named frame loss
proﬁles. A proﬁle represents a single uninterrupted con-
nection between two IVC devices and is used to determine
the frame loss probability at any given distance, as long
as they are within range (that is, as long as frame loss
is under 100%). By generating different proﬁles we can
thus cover the large variations we measured, which are
inﬂuenced by factors such as weather and imperfections
in the antennas. This approach also allows to have a
temporally consistent frame loss probability and to avoid
unrealistic probability shifts at two consecutive distances
that could arise from using a simple “average-plus-noise”
model of the whole measurements. A single frame loss
proﬁle t is described by:
t = max
h
A:expB:(d C)2
; ::: (1)
::: min(max[D:d+E;F];1)]
where d is the distance between the emitter and
receptor; and A;B;:::F are parameters estimated from
empirical data. Broadly, t is the addition of several
models, as illustrated on Fig. 11.
Term A:expB:(d C)2
represents the frame loss area
corresponding to the strongest ground reﬂection interfer-
ences, centred at distance C. At this point the ground-
reﬂected signal is strong enough to cancel out a large
proportion of the incoming direct signal’s energy, pushing
a proportion of frames under the chipset reception’s
threshold; the frame loss corresponding to this proportion
is represented by A. The bell curve’s width is proportional
to B; note that B is always negative. The model assumes
that no counter-measure is applied to reduce the frame
loss induced by interferences at C.
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1491
© 2014 ACADEMY PUBLISHER0 100 200 300 400 500 600
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Range (metres)
F
r
a
m
e
 
l
o
s
s
 
r
a
t
i
o
 
 
Frame loss profile
Actual measurement
Figure 12: Comparison of a frame loss proﬁle versus the
corresponding actual measurement
Term D:d+E is a linear regression where t is modelled
linearly as a function of distance d and parameters D and
E. This term represents the progressive increase of frame
loss as received signal strength decrease. The increase
starts from a non-zero frame loss ratio value given by
parameter F, which represent the average of small per-
turbations measured within range. Typically, F will be
low (less than 5%). D and E have two meaningful ratios:
ratio F E
D gives the distance at which frame loss starts
to increase from the plateau at F; ratio 1 E
D expresses
the distance at which frame loss reaches 100%, hence the
maximum range.
By using proﬁles, we focus on modelling individual
measurement runs rather than the average frame loss as
shown for all runs on Fig. 10. For each individual meas-
urement, the model’s parameters A;B;:::F are estimated
using the Levenberg-Marquardt algorithm for non-linear
least squares [27]. An instance of an obtained proﬁle
compared to a typical individual measurement run is
shown on Fig. 12.
C. Frame Loss Proﬁles Classes
We created four classes of individual frame loss pro-
ﬁles, which are classiﬁed according to the relative speed
between the emitter and receptor:
speed = [0;40];[40;60];
[60;100];[100;160]
For each class, the experimental data show that D and E
are linearly correlated. The other parameters are assumed
to be independent. The relationship between D and E is
given by a Generalised Linear Model regression from the
observed values of D and E:
E = aD+b +e e   N (0;s) (2)
For each class and each parameter A;B;C;D;F (excluding
E), a non-parametric probability density estimate is com-
puted: the continuous distribution A;B;C;D;F of each
parameter A;B;C;D;F is computed with a Gaussian ker-
nel smoothing method (the distribution E of the parameter
E can be obtained through its linear correlation with D).
D. Proﬁles Generation
In a simulation environment such as presented Gruyer
et al. [16], the parameters’ distributions are used to
generate realistic random parameters for the frame loss
proﬁle model. To generate sets of parameters, the inverse
transform sampling method is used. The A;B;C;D;F dis-
tributions for each class are transformed into cumulative
distribution functions Gx where x2fA;B;C;D;Fg. These
cumulative distributions are then used as follows:
1) For each x 2 fA;B;C;D;Fg // x is a parameter and x its
distribution
a) u   U (0;1) // a random number u is generated from the
uniform distribution U (0;1)
b) x   G 1
x (u) // a parameter receives the value from its
inverse cumulative distribution
2) End For
3) E  aD+b +e // E is obtained from the linear relationship that
links it to D, where a and b are the regression parameters and
e is the Gaussian noise e   N (0;s)
4) t = max
h
A:expB:(d C)2
;min(max[D:d+E;F];1)
i
// Once each
parameter has been assigned a value, t can be processed from
the values with Eq. (1)
Fig. 13a shows the range that our model can achieve in
generating individual frame loss proﬁles (in the [60;100]
class); each curve is a single different set of drawings of
u for the parameters. The ground-reﬂection interference
remain concentrated around the 120 metres mark (as
shown in the zoomed-in graph from Fig. 13b), and the
rising part shows a large range of variability: the best
case proﬁle allowed an error-free connection between two
nodes until almost 700 metres, while on the other hand
the worst case proﬁle returned to a low loss probability for
only a short distance after passing the ground interference
area, yielding a total range of barely 250 metres. In this
example, the model’s parameters so that they can generate
proﬁles over a larger range than measured on tracks.
However, by computing the average of many generated
proﬁles we obtain curves that reproduce closely the aver-
age measurements, as shown on Fig. 14 for the averages
of a thousand proﬁles of each class. Each individual
proﬁle represent a set of speciﬁc conditions that could
be found on the road; a proﬁle can represent realistically
the conditions on a sunny or on a rainy day. Changing
the parameters of the Gaussian kernel smoothing method
allows generating distributions for the model’s parameters
that either closely reproduce experimental data or, on
the other hand, that allow non-measured but plausible
proﬁles.
In a simulated environment, a proﬁle can be generated
each time a connection is established between 2 nodes
(typically when the enter within a static maximum range
threshold); one emitter can have several proﬁles active
at the same time if it is connected with more than one
receptor.
However, this approach has a few limitations. At ﬁrst,
there is no way to known which conditions resulted
in a particular proﬁle. If two neighbouring vehicles are
connected to a same emitter, it is possible that one vehicle
has a proﬁle corresponding to dry, sunny weather while
the other has humid, overcast conditions. Secondly, the
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Figure 13: Generation of frame loss proﬁles for the [60;100] km/h class
0 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
Range (metres)
F
r
a
m
e
 
l
o
s
s
 
r
a
t
i
o
Very low speeds
0 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
Range (metres)
F
r
a
m
e
 
l
o
s
s
 
r
a
t
i
o
Low speeds
0 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
Range (metres)
F
r
a
m
e
 
l
o
s
s
 
r
a
t
i
o
Intermediate speeds
0 200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
Range (metres)
F
r
a
m
e
 
l
o
s
s
 
r
a
t
i
o
High speeds
Figure 14: Averages of 1,000 proﬁles for each of the four classes, compared to the measured averages (in black)
model’s user cannot select a speciﬁc type of inﬂuence,
such as weather (the only way to do so would be to in-
clude sub-classes that would have their own distributions
of A;B;:::F).
V. CONCLUSIONS AND FUTURE WORKS
In this paper, the results of ﬁeld measurements of
802.11p are used to assess the technology’s performance
in actual conditions. These results are then applied to
create a basic but realistic empirical model aimed at
supporting high-level simulations of Cooperative Systems
applications.
In terms of 802.11p performance, we have found that
latency remains under 5 milliseconds in almost all circum-
stances, regardless of range and relative speed. We also
found that frame loss remains manageable over most of
the range, but that it is quite dependent on environmental
conditions. Our other results are usually more pessimistic
than existing literature. At the used transmission power,
range showed a strong dependency on the relative speed
between the emitter and the receptor. Variations appar-
ently introduced by the direction of driving were shown
to be by-products of other effects. Indeed, we have found
that the vehicle’s shape plays a small role in amplifying or
toning down the received signal. However, the strongest
effect remained with inhomogeneities in antennas, which
omnidirectionality was not as good as claimed by man-
ufacturer’s data. The latter alone is sufﬁcient to explain
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1493
© 2014 ACADEMY PUBLISHEReffects related to the direction of driving, which vanish
in more controlled conditions. The range variation de-
pending on speed, antenna orientation and vehicle shape
can amount to up to 500 metres. In better controlled
conditions, the average transmission range increased and
was found to be in line with the IEEE speciﬁcations for
802.11p, or even exceeding them. However, they remained
subject to inﬂuence by the weather (especially, it appears,
the air relative humidity).
Such range variations have important implication for
Cooperative Systems, as they are likely to remain present
in actual road conditions. At high speeds, such as when
two vehicles are driving past on opposite sides of a non-
segregated trunk road, the large reduction in effective
range might reveal to be a problem for safety applications.
Indeed, the effective range decreases to a point that
IVC are not very advantageous compared to on-vehicle
exteroceptive sensors such as LIDARs or RADARs, with
average ranges less than 200 metres interval (when the
relative speed is more than 170 km/h). Similarly, a vehicle
driving past a RSU on a freeway would be able to
maintain connectivity for only 600 metres (with the most
generous estimate). Such limitations are very important
for the dimensioning of on-vehicle perception systems.
In order to account for these limitations, we developed
a 802.11p performance model that can be used to support
the design of cooperative applications. Our model is
capable of representing all the performance variations that
we measured, contrary to previous models. It provides a
frame loss probability based on the distance between two
IVC devices and their relative speed, generating a frame
loss proﬁle that is unique to this connection.
For future work we intend on taking a further look
at frame loss by using multiple actual IVC devices on
vehicles and on roadside units to simulate a use case
that features many emitting nodes at once. Indeed, this
scenario can lead to VANET saturation; this scenario has
been studied in theoretical simulation, but there is few
experimental data collection pertaining to it. This will
also allow to enhance our model, which currently does
not account for the inﬂuence of multiple emitters at once.
Overall, we aim at proposing guidelines for the design
of efﬁcient safety applications that use 802.11p, taking
into account the latter’s limitations. This will be achieved
by developing cooperative perception systems within a
simulated environment using our 802.11p model to get
proper dimensioning and study their limitations.
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Abstract—For  the  structural  characteristics  of  Chinese 
NvShu character, by combining the basic idea in LLT local 
threshold algorithm and introducing the maximal between-
class variance algorithm into local windows, an improved 
character segmentation algorithm based on local adaptive 
thresholding technique for Chinese NvShu documents was 
presented  in  this  paper.  Because  of  designing  the 
corresponding correction parameters for the threshold and 
using secondary search mechanism, our proposed method 
could not only automatically obtain local threshold, but also 
avoid  the  loss  of  the  character  image  information  and 
improve the accuracy of the character image segmentation. 
Experimental results demonstrated its capability to reduce 
the effect of background noise, especially for Chinese NvShu 
character images with uneven illumination and low contrast. 
 
Index  Terms—Local  Adaptive;  NvShu;  Character  Image; 
Image Segmentation 
 
I.  INTRODUCTION 
With the advent of the information age and the loss of 
ethnic diversity in Chinese minorities, the protections and 
rescue excavations for their language and cultures have 
become  a  hot  topic  in  the  computer  science  and  other 
related  fields  by  using  the  way  of  digital  information. 
Chinese NvShu is the most gender-conscious language in 
the world, which is created and used only by women. Its 
italic writing system reflects women’s collective wisdom 
at the cultural level. As the exclusive female language in 
the world, Chinese NvShu is divided by gender, which 
neither belong to any nationality nor rely on any religion. 
It has the important value to research on women's culture, 
human  character,  and  the  origin  and  development  of 
human civilization [1].  
Currently, there exist many problems in the procedure 
of  protecting  the  ancient  literatures  of  Chinese  NvShu 
because of corrosion aging and serious loss, so that it has 
important  urgency  and practical  significance  for rescue 
excavations on Chinese NvShu culture using the digital 
information technology.  As  one  of  key  technologies  in 
image  processing,  image  segmentation  is  an  important 
base of image understanding, image analysis and image 
recognition，which has attracted many attentions and is 
applied in a variety of corresponding fields [2]. During 
the heritance  and  transform  of  ancient  literatures,  there 
exist unavoidablly the degradation and damage in varying 
degrees because of its age and poor preservation, so that a 
stronger  anti-noise  capability  and  robustness  should  be 
required  in  the  corresponding  character  image 
segmentation  algorithms.  Thus  this  provides  the 
necessary  foundation  for  the  subsequent  character 
recognition and other digital information processing. 
Although there are a lot of works addressing how to 
implement image segmentation for objects of intrest, it is 
still a  challenging  problem  in image  processing.  Image 
segmentation  algorithms  with  various  different  types 
were  proposed  in  the  past  years.  Especially,  those 
algorithms  based  on  thresholding  technique  have  been 
successfully applied in different fields due to its simple 
implementation  process  and  lower  computational 
complexity [3]. Depending on its range of action in the 
image,  segmentation  algorithms  based  on  thresholding 
technique  could  be  divided  into  global  and  local 
thresholding  algorithms.  Thresholds  obtained  in  the 
global thresholding algorithms only could result from the 
pixel  gray  information  of  the  whole  image,  but  the 
correlation of gray information between adjacent pixels 
could not be considered in the grayscale image. Therefore, 
these algorithms is suitable for a kind of image included 
with the relatively clear difference between the target and 
the background, for example the maximum between-class 
variance  algorithm  is  a  classical  image  segmentation 
method based on global image information [4]. However, 
due to the influence of objective conditions and artificial 
actions,  the  problems  about  image  color  loss  and 
degradation  are  common  phenomena and  cause  uneven 
illumination and high noise for the character images in 
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application  of  global  thresholding algorithms.  By  using 
local  gray  information  between  adjacent  pixels  in 
grayscale  image,  thresholds  in  local  thresholding 
algorithms  could  be  obtained  in  each  local  regions 
according  to  certain  algorithm  rules  [5,  6].  Kamel  and 
Zhao  [7]  proposed  LLT  (Logical  Level  Technique) 
algorithm  based  on  the  local  information  of  an  image. 
Compared with other local thresholding algorithms, this 
algorithm has strong adaptability and high efficiency, but 
there  exist  two  important  parameters  that  need  to  be 
manually set on the basis of experience. Yang and Yan [8] 
developed  the  logical  level  technique  and  proposed  a 
method  which  can  adaptively  calculate  the  threshold 
value,  but  the  threshold  is  yet  a  global  parameter.  By 
utilizing multiple window sizes in the windows operation 
and  the  geometric  features  of  blueprint  images,  an 
adaptive logical thresholding method was presented in [9] 
for the binarization of blueprint images. Ntirogiannis [10] 
proposed an adaptive logical level technique by guiding 
adaptive  stroke  width  detection  to  identify  locally  the 
stroke width and introducing an adaptive local parameter 
to  improve  the  overall  performance.  However,  the 
calculated  adaptively  threshold  value  in  the  above 
improved  algorithms  is  yet  a  global  parameter,  which 
leads to the limitation in these applications in low quality 
image. 
For  the  structural  characteristics  of  Chinese  NvShu 
character,  by  combining  the  basic  idea  in  LLT  local 
threshold  algorithm  and  introducing  the  maximal 
between-class variance algorithm into local windows, an 
improved  character  segmentation  algorithm  based  on 
local adaptive thresholding technique for Chinese NvShu 
documents  was  presented  in  this  paper.  Because  of 
designing  the  corresponding  modify  parameters  for  the 
threshold  and  using  secondary  search  mechanism,  our 
proposed  method  could  not  only  automatically  obtain 
local threshold, but also avoid the loss of the character 
image  information  and  improve  the  accuracy  of  the 
character  image  segmentation.  Experimental  results 
demonstrated  its  capacity  to  reduce  the  effect  of 
background  noise,  especially  for  Chinese  NvShu 
character  images  with  uneven  illumination  and  low 
contrast.  
The remainder of this paper is organized as follows: In 
Section 2, the basic principle of LLT algorithm is briefly 
introduced. The proposed method is described in Section 
3. Experimental results and analyses are shown in Section 
4, and the conclusion is presented in Section 5. 
II.  THE BASIC PRINCIPLE OF LLT ALGORITHM 
Logical level technique proposed by Kamel and Zhao 
is developed on the basis of analysing integrated function 
algorithm [11]. It is based on the idea of comparing the 
gray  level  or  its  smoothed  gray  level  of  the  processed 
pixel  with  some  local  averages  in  the  neighborhoods 
about a few other neighboring pixels. The local averages 
are  employed  such  that this method  is not  sensitive  to 
noise. 
We  assumed  that  the range  of  the  stroke  width in  a 
character  image  is  set  as  [0, ] w ,  where  w  is  the 
maximum stroke width. According to LLT algorithm, the 
distance between the processed pixel and the center of its 
neighboring window is the stroke width w , and the size 
of neighboring windows is (2 1) (2 1) ww    .  
Suppose that the gray value of a processed pixel G  at 
coordinates ( , ) GG xy in an image is defined by a function 
( , ) GG f x y ,  and  the  pixels  ( 0,1,2, ,7) i Gi   shown  in 
Fig.  1  are  denoted  as  eight  adjacent  pixels  in  the 
neighborhood  centered  at  pixel  G .  This  algorithm 
processes  each  pixel  by  simultaneously  comparing  its 
gray  level  or  its  smoothed  gray  level  with  four  local 
averages  of  the  neighboring  windows  centered  at  four 
points 
i G , 
i G , 
1 i G  , 
1 i G    described in (2). The gray level 
of the processed pixel is compared with four symmetrical 
windows which are similar to the boundary restriction of 
a straight line of stroke width. 
If the gray value of the center pixel G  is less than that 
of the above four local averages at least T gray level, the 
pixel G  is considered as a pixel included in the character 
region.  Mathematically,  by  setting 
11 ( ) ( ) ( ) ( ) i i i i i t L G G L G L G    ,  this  algorithm  can 
be described as follows: 
 
3
0 1, [ ]
( , )
0,
ii if t istrue
b x y
otherwise
 
 

  (1) 
 
1, ( ) ( , )
()
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where  ( 4)mod8,( 0,1,2, ,7) ii G G i  ,  the  local  average 
of in a neighboring windows is defined as: 
  2
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(2 1)
PP
w i w w j w
f x i y j
AVE P
w
     
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
  (3) 
Here, 1 and 0 represent character and background of 
the resulting binary image in (1) respectively. The global 
parameter  T  is  a  predetermined  parameter,  and  is  not 
good enough for images with changing background noise, 
because a global threshold is difficult or even impossible 
to be set for historical document images. 
III.  PROPOSED MODEL 
In  this  section,  a  novel  local  adaptive  thresholding 
method  was  proposed  to  implement  Chinese  NvShu 
character segmentation for the structural characteristics of 
Chinese NvShu character, which can automatically obtain 
local threshold, but also avoid the loss of the character 
image  information  and  improve  the  accuracy  and 
robustness  of  the  character  image  segmentation. 
Furthermore, the implementation and parameter settings 
of our method are also described. 
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Character 
Chinese NvShu is the most gender-conscious language 
in the world, which is created and used only by women. 
Its  italic  writing  system  reflects  women’s  collective 
wisdom  at  the  cultural  level.  As  the  exclusive  female 
language  in  the  world,  Chinese  NvShu  is  divided  by 
gender, which neither belong to any nationality nor rely 
on  any  religion.  It  is  not  only  feature  in  the  social 
function  and  historical  heritage,  but  Chinese  NvShu 
character  is  very  distinctive  [12].  Moreover,  Chinese 
NvShu character is originated from Chinese character and 
has the varieties of Chinese Character, but it is simplified 
and improved in the process of its development, and has 
the following main features: 1) font overall tilt with the 
diamond  structure;  2)  dot  strokes  transformed  from 
relatively  short  strokes;  3)  the  transformed  neat  lines 
strokes,  only  horizontal  and  vertical  strokes  with 
relatively short length could be retained, other strokes are 
transformed into oblique strokes with declining long lines. 
Moreover, stroke widths are transformed into the feature 
with  uniform  thickness.  Therefore,  strokes  of  Chinese 
Nvshu  character  only  include  four  types,  namely  dot, 
vertical, oblique and arc, and its fonts are overall tilt with 
the  diamond  structure,  which  consist  in  unique 
characteristics of Chinese Nvshu character. 
B. Nvshu Character Segmentation Based on Local 
Adaptive Thresholding Technique 
From  the  basic  principles  of  LLT  algorithm,  this 
technique  processes  each  pixel  by  simultaneously 
comparing  its  gray  level  or  its  smoothed  gray  level 
( , ) g x y  with  four  local  averages  () i AVE G  in  the 
neighboring  windows  centered  at  four  points  i G ,  i G , 
1 i G  ,  1 i G   . According to the definition of the four center 
points,  they  are  divided  into  two  pairs  of  diametric 
opposites which consist of two adjacent pixels, namely 
i G  and  1 i G  ,  i G  and  1 i G    is  each  adjacent,  i G  and  i G , 
1 i G   and  1 i G    is  each  diametric  opposites.  For  the 
structural characteristics of Chinese NvShu character, its 
strokes  are  only  made  up  of  four  types  (dot,  vertical, 
oblique and arc) and mainly include vertical, oblique and 
arc. Meanwhile, its fonts are overall tilt with the diamond 
structure. Typical arcs in character images and selection 
of a local window are shown in Fig. 1. Therefore, if the 
three  consecutive  pixels  i G ,  1 i G   and  2 i G   in  the 
neighbor-hood centered at pixel G  are used as a basis for 
judgement of the characters to substitute for those pixels 
with symmetrical structure in traditional LLT algorithm, 
the  improved  algrithm  could  more  conform  to  the 
structural characteristics of Chinese NvShu character. 
Suppose that the maximum stroke width of characters 
in  an  image  is  denoted  as  w ,  the  size  of  neighboring 
windows  is  (2 1) (2 1) ww    .  By  defining  () i LG  as 
Eq.(3)  and  setting  12 ( ) ( ) ( ) i i i i t L G L G L G   ,  the 
corresponding  logic  expression  ( , ) b x y  in  image 
character pixels could be described as: 
 
7
0 1, [ ]
( , )
0,
ii if t is ture
b x y
otherwise
 
 

   (4) 
In  this  paper,  the  secondary  search  mechanism  was 
used  in  the  implementation  process  of  the  proposed 
algorithm  and  shown  in  Fig.  2.  By  setting  two  stroke 
width  variables  1 w  and  2 w ,  and  assuming  that  the 
maximum stroke width of characters is  2 w  and twice the 
width of  1 w , we have  2 ww  . As can be seen in Fig. 2, if 
( , ) 1 b x y  ,  the  next  pixel  will  be  proceeded;  if 
( , ) 0 b x y  , we will replace the maximum stroke width of 
characters  w  with  1 w , then repeat the above process to 
implement the character segmentation again. By using the 
secondary  search  mechanism,  we  can  effectively  avoid 
missing  the  image  information  from  the  segmented 
characters, and further improve the accuracy of Chinese 
Nvshu character segmentation. 
 
    
(a) characteristics of arcs        (b) three adjacent points 
Figure 1.   Typical arcs in character images and selection of a local 
window 
 
Figure 2.   The flow chart for implementation of the proposed algorithm 
In the implementation process of the LLT algorithm, 
the  threshold T  is  a  predetermined  parameter,  and  the 
choice  of  its  value  directly  affects  the  final  character 
segmentation results. However, a single global threshold 
T  is very difficult to meet the needs of different practical 
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segmentation  under  complex  background  is  difficult  to 
deal  with.  Therefore,  according  to  the  distribution 
characteristic of pixel intensity in a current local window 
and using the maximal between-class variance algorithm, 
a  local  threshold  could  be  obtained  adaptively  in  the 
current local window.  
Here, the local threshold chosen is true when images 
are in a dark background. Because the contrast between 
background and object in dark images is usually low, and 
the threshold should be consequently low. But it does not 
accord  with  cases  that  where  the  contrast  between 
background and object can be low in bright images. In 
such  cases,  the  calculated  local  threshold  will  be 
unreasonably large and give a false result. Furthermore, 
by introducing a correction parameter   to dynamically 
adjust the local threshold, the adaptability and robustness 
of the proposed algorithm is further improved.  
Suppose  that  the  threshold  otsu T  is  a  local  threshold 
obtained adaptively in a current local window by using 
the  maximal  between-class  variance  algorithm,  the 
threshold  T  could  be  dynamically  adjusted  by  a 
correction parameter and calculated by: 
  otsu TT     (5) 
where  the  value range  of  the  parameter   is [0,1].  Its 
value of the parameter in this paper is set to 0.5. 
In  addition,  the  stroke  width  in  a  character  image 
determines the size of the processed local window, so this 
has  a  direct  influence  on  the  accuracy  and  time- 
consuming. However, Chinese NvShu character has the 
structural  characteristics  with  uniform  thickness,  which 
greatly  reduces  the  influence  from  the  character  stroke 
width in the proposed algorithm and further improves the 
adaptability and accuracy. 
C. Parameter Settings 
The stroke width w  is one of important parameters in 
the process of implementation, and has a direct influence 
on the accuracy and time- consuming. If the stroke width 
chosen is too large, excessive pixels are included in the 
local  window,  which  could  affect  the  accuracy  of  the 
algorithm. Conversely, if the stroke width chosen is too 
small, excessive local windows will appear, which leads 
to  increase  computational  complexity  and  reduce 
computing speed. Usually, for the same Nvshu character 
image, the stroke width has a relatively constant range. 
Chinese NvShu character has uniform thickness because 
of  its  structural  characteristics.  Therefore,  it  is  easy  to 
estimate  the  stroke  width  in  a  given  Chinese  NvShu 
character image, which further improves the adaptability. 
IV.  EXPERIMENTS AND ANALYSIS 
To examine the feasibility and robustness of our model, 
Chinese  NvShu  character  images  with  different  typical 
characteristics were selected in our experiments, such as 
high  noise,  uneven  illumination  and  similar  contrast. 
Compared  with  traditional  OTSU  method  based  on 
automatic threshold selection, the potential of our model 
was further demonstrated. In the following experiments, 
the stroke width w  in a given Chinese NvShu character 
image was obtained by estimateing the maximum value 
of its stroke width, and local adaptive threshold T  was 
automatically chosen according to local image features. 
A. Nvshu Character Segmentation with Complex Noises 
In this section, we studied the anti-noise capability of 
the proposed method and showed comparative results on 
two classical types of noise, namely Gaussian noise and 
speckle  noise.  Our  method  was  compared  against 
traditional  OTSU method  based  on  automatic threshold 
selection. All experiments were carried out on the same 
gray-level image by adding noises with different intensity 
shown in Fig. 3. The three gray-level images shown in 
the first row of Fig.3 (a)-(c) were corrupted by Gaussian 
noise  with  zero  mean  and  standard  deviations  ranging 
from 0.006, 0.008 and 0.01 respectively, while the three 
gray-level images shown in the first row of Fig. 3 (d)-(f) 
were  corrupted  by  speckle  noise  defined  as  uniformly 
distributed  random  noise  with  zero  mean  and  variance 
ranging  from  0.02,  0.04  and  0.06  respectively.  The 
second  row  of  Fig.  3  (a)-(f)  present  the  corresponding 
results  from  traditional  OTSU  method  respectively. 
Results for Chinese NvShu character segmentation using 
our method were shown in the last row of Fig. 3(a)-(f). 
As  can  be  seen  from  Fig.  3,  the  traditional  OTSU 
method suffered severe problems: they failed in images 
with high noise. Moreover, the worse results were shown 
with  the  increase  of  the  noise  strength.  However,  our 
method is robust to different types of noise with different 
intensity,  and  the  perfect  results  could  be  successfully 
obtained as shown in Fig. 3.  
Furthermore,  the  accuracy  measurements  of  Fig.  3 
listed in Table I with the accuracy  c R  demonstrated that 
there  are  not  large  decreases  on  the  measure  of  the 
accuracy  although  the  noise  levels  increased  in  our 
method  (i.e.,  ( ) 100% c Inside Object Object R N N N    ,  the 
relative  deviation  between  the  number  of  segmented 
inside  pixels  Inside N  and  the  total  number  of  character 
pixels  Object N ). Results in Fig. 3 and Table I show that 
the proposed method copes quite well with the two types 
of  noise  and  has  capability  to  reduce  the  effect  of 
background noise.  
B. NvShu Character Segmentation with Uneven 
Illumination 
In the next experiment two Chinese NvShu character 
images  with  uneven  illumination  shown in  Fig.  4  were 
chosen to demonstrate the robustness of our method. As 
can be seen from Fig. 4(a)-(d), the light distribution of the 
two images has the characteristics of high brightness in 
center region and low brightness in surrounding region, 
especially for the character image shown in Fig. 4(d). The 
corresponding  results  using  traditional  OTSU  method 
were presented in Fig. 4(b)-(e) respectively. Figure 4(c)-
(f)  present  the  corresponding  results  using  our  method 
respectively. For the traditional OTSU method, only the 
center region was obtained, while the characters near the 
surrounding  region  were  not  segmented.  However,  our 
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(a)              (b)               (c)             (d)              (e)              (f)  
Figure 3.   Character Segmentation with different noises. First row (from left to right): Gaussian noise with zero mean and standard deviations 0.006, 
0.008 and 0.01, and speckle noise with zero mean and variance 0.02, 0.04 and 0.06 respectively; Second row: the corresponding results from 
traditional OTSU method; Last row: the corresponding results using our method 
TABLE I.   COMPARATIVE RESULTS ON IMAGES WITH DIFFERENT NOISES (%) 
 
Gaussian noise  Speckle noise 
0.01  0.008  0.006  0.06  0.04  0.02 
OTSU 
Method 
Inside N   7680  6112  5495  25976  25003  19084 
c R (%)  74.35  38.75  24.74  489.69  467.61  333.24 
Our Method 
Inside N   4530  4510  4495  4519  4508  4550 
c R (%)  2.84  2.38  2.04  2.588  2.34  3.29 
 
     
(a)                              (b)                            (c) 
     
(d)                                 (e)                                (f) 
Figure 4.   Character segmentation with uneven illumination. (a) and (d) 
show two NvShu character images with uneven illumination;(b) and (e) 
show corresponding results using traditional OTSU method; (c) and (f) 
show corresponding segmented character images using our method 
     
(a)                              (b)                           (c) 
     
(d)                               (e)                            (f) 
Figure 5.   Character segmentation with low contrast. (a) and (d) show 
two NvShu character images with low contrast; (b) and (e) show 
corresponding results using traditional OTSU method; (c) and (f) show 
corresponding segmented character images using our method 
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information,  but  also  improves  the  accuracy  and 
robustness  of  the  character  image  segmentation. 
Experimental results  further  demonstrated  its  capability 
to  overcome  the  effect  of  uneven  illumination  on 
character image segmentation. 
C. NvShu Character Segmentation with Low Contrast 
Two NvShu character images with low contrast shown 
in Fig.5 were chosen in our experiments. Meanwhile, the 
characters shown in Fig. 5(a) have different stroke widths, 
while  Fig.  5(d)  has  yet  the  high  noises  and  uneven 
illumination.  The  corresponding  results  using  the 
traditional OTSU method were presented in Fig. 5(b)-(e) 
respectively.  Figure  5(c)-(f)  present  the  corresponding 
results using our method. As can be seen from Fig. 5, the 
satisfying segmented characters can be obtained by using 
the  proposed  method  compared  with  the  traditional 
OTSU method. It has been further demonstrated that our 
method has the capability to reduce noise sensitivity and 
overcome  the  problem  of  character  segmentation  with 
uneven illumination and low contrast. 
V.  CONCLUSIONS 
In  this  paper,  a  novel  local  adaptive  thresholding 
method  was  proposed  to  implement  Chinese  NvShu 
character segmentation for the structural characteristics of 
Chinese  NvShu  character.  By  introducing  the  maximal 
between-class variance algorithm into local windows and 
using secondary search mechanism, the proposed method 
could not only automatically obtain local threshold, but 
also avoid the loss of the character image information and 
improve  the  accuracy  of  the  character  image 
segmentation.  Experimental  results  demonstrated  its 
capability  to  reduce  noise  sensitivity  and  improve  the 
robustness,  especially  for  Chinese  NvShu  character 
images with uneven illumination and low contrast. 
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Abstract—With  the  development  of  economy  and  the 
progress  of  science,  the  proportion  of  electrified  railway 
load  in  the  power  gird  has  been  keeping  on  increasing, 
which  impacts  the  short-term  forecasting  in  load  a  lot, 
therefore, it is very important to analyze short-term load of 
electrified  railway  forecasting.  This  paper  analyzes  the 
power gird load-forecasting considering the influence of the 
electrified railway load, and introduces wavelet mechanism 
for  data  processing  based  on  the  research  of  electrified 
railway  load.  The  wavelet-extreme  learning  machine 
algorithm is proposed and used in the short-term forecast in 
load of electric railway on the platform of MATLAB. The 
application  in  the  local  electric  power  company  indicates 
that the wavelet-extreme learning mechanism model has the 
features of accurate prediction, quick response, and strong 
practicability. 
 
Index  Terms—Load  Forecasting;  Electrified  Railway; 
Extreme Learning Machine; Wavelet Decomposition 
 
I.  INTRODUCTION 
Short-term load forecasting is an important task of the 
electricity  sector.  In  recent  years,  the  electric  power 
industry has gradually made the transition to the market 
process with the improvement of market economy. More 
accurate,  more  real-time  and  more  reliable  forecast  in 
load has been proposed. Most of the traditional short-term 
forecast in load is for a larger base and more stable load. 
In recent years, with the increase of electrified railways, 
the  load  becomes  volatile,  the  electrified  railways  has 
brought a serious impact on short-term forecast in load. 
The traditional prediction model has been unable to meet 
accuracy requirements, thus making the short-term load 
forecasting  must  consider  the  impact  of  electrified 
railway load. On the basis of comprehensive analysis of 
the electrified railway loads, this paper discusses a short-
term  load  forecasting  model,  which  is  suitable  for  the 
load containing electrified railway. 
In  recent  years,  electrified  railway  load  in  the 
proportion  of  the  total  load  is  growing.  In  addition, 
subject to the impact of electrified railway load, forecast 
in  load  is  difficult  to  achieve  prediction  accuracy. 
Reference [2] outlines roles and advantages of electrified 
railway taken in national economy, development process 
and  future  trend.  In  addition,  the  nationwide  power 
consumption of electrified railway is analyzed reflecting 
the  rapid  growth  of  electrified  railway.  Reference  [3] 
shows  that  the  electrified  railway  has  caused  a  serious 
impact  on  the  power  system  with  its  investment  and 
operation  in  recent  years.  Reference  [4]  studies  the 
development  of  electrified  railway,  the  key  problems 
should  be  studied  and  solved  is  proposed  and  good 
coordination  and  cooperation  with  related  field  is 
suggested. Taking Xinjiang power grid as an example in 
Reference  [5],  the  electric  railway  has  brought  severe 
influence  to  Xinjiang  power  grid  after  putting  into 
operation.  Therefore,  it  is  very  important  to  study  the 
electrified railway loads.  
This  paper  studies  the  characteristics  of  electrified 
railway, analyzes the impact of electrified railway load on 
the grid load, and provides a theoretical basis in order to 
improve the accuracy of load forecasting. The load will 
not affect the safe and stable operation of electric power 
system  when  the  load  is  relatively  stable,  with  less 
volatile  load, therefore,  the  electricity  sector  can  better 
regulate the work. However, the electrified railway which 
is  highly  volatile  caused  a  great  impact  on  the  power 
system.  It  is  difficult  to  make  electrified  railway  load 
curve stabilized even if adding up the entire electrified 
railway load in a region to increase the base load. Thus, 
the electrified railway load has great volatility and strong 
randomness. The studies show that when the railway was 
removed from the load, the curve of base load becomes 
smoother,  and  has  better  load  characteristics  and  high 
prediction  accuracy.  But  by  the  impact  of  electrified 
railway  load,  the  total  load  curve  becomes  volatile, 
uneven and the prediction accuracy becomes lower when 
electrified railway load is superimposed to the basic load. 
As the traditional forecast methods can not meet the 
accuracy  requirements,  this  paper  studies  the 
characteristics of electrified railway loads and the impacts 
of electrified railway on the power grid, introduces the 
wavelet  mechanism  for  data  processing,  uses  extreme 
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improve the prediction accuracy. 
II.  WAVELET - EXTREME LEARNING MACHINE 
MECHANISMM 
When the electrified railway load with obvious impact-
performance,  undulatory  property,  weak  regularity,  is 
directly used in short-term forecast in load, the volatility 
point  will  directly  affect  the  prediction  model.  Some 
extreme  point  will  reflect  the  pseudo  variation  as  a 
reference  to  forecast  in  the  load,  resulting  in  reduced 
prediction  accuracy.  Aiming  at  this  phenomenon,  this 
paper  introduces  the  wavelet  mechanism  for  data 
processing, and  builds  predictive  models  for  short-term 
forecast in load.  
A signal  S , which has a given length of  L , can be 
decomposed into at most  2 log L frequencies grade using 
the method of Discrete Wavelet Decomposition. Step one, 
coefficients obtained by the decomposition of  S  consists 
of the following two parts: the low frequency coefficients 
1 cA  and  high  frequency  coefficients  1 cD ,  where  the 
signal  1 cA  is obtained by the convolution between signal 
S  and low pass filter, the signal  1 cD  is obtained by the 
convolution between signal  S  and high pass filter. The 
second  step,  low  frequency  coefficients  1 cA  are  divided 
into  two  parts:  the  low  frequency  coefficients  2 cA  and 
high frequency coefficients  2 cD , which is defined as the 
scale 2. And so on, the highest frequency component in 
signal  is  set  to  1,  then  layers  of  signal  wavelet 
decomposition are Band-pass filter or Low-pass filter. 
In the discrete wavelet transform (DWT), we express 
our signal in the space of  11 i i i V V W  . This means that 
the signals  () xt  contained in the  i V  can be expressed by 
the basis functions in the space of  1 i V   and the space of 
1 i W  . Namely: 
 
0,
1 1, 1 1,
( ) ( ) ( )
( ) ( ) ( ) ( )
ij
j
i j i j
jj
x t cA j t
cA j t cD j t

 




  (1) 
We  decompose  the  coefficient  0() Aj in  the  scale 
space  1 i  to  get  two  coefficients:  1() Aj and  1() Dj. 
Similarly,  we  can also reconstruct  this two  coefficients 
1() Aj and  1() Dj to  get  0() Aj.  When  the  wavelet 
function and scaling function in the space are orthogonal, 
we  can  conclude  the  coefficient  1() cA j  and  1() cD j  
through the inner product formula.  
This  paper  studies  the  characteristics  of  electrified 
railway load, analyzes the impact of electrified railway on 
short-term load forecasting in the power grid, introduces 
wavelet  mechanism  to  decompose  load  data,  binary 
converses the load which contains electrified railway load, 
reflects the cyclical of the irregular load sequence, then 
selects high precision prediction model to predict, finally, 
gets the prediction results through reconstruction. 
The  core  issue  of  short-term  load  forecasting  is  to 
establish  prediction  model.  single-hidden  layer  feed 
forward neural network has a good ability to learn and 
been  widely  used  in  load  forecasting,  however,  the 
traditional  learning  algorithms  (such  as  BP  algorithms, 
etc.) mostly used a gradient descent method, which have 
some inherent disadvantages: 
  Slow  training  speed.  Training  process  takes  a 
long  time  after  several  iterative  to  correct 
thresholds and weights. 
  It is prone to reach a local minimum and can not 
achieve the global minimum. 
  The  selection  of  the  learning  rate  is  more 
sensitive.  Selecting  appropriate  learning  rate 
which affect the performance of neural networks 
can obtain the ideal network. If the learning rate 
is too high, the training process may not converge; 
conversely,  if  the  learning  rate  is  too  small,  it 
causes  slow  convergence rate  and long training 
process time-consuming. 
A new algorithm - Extreme Learning Machine with the 
SLFN is introduced in this paper. The connection weights 
between  the  input  layer  and  the  hidden  layer  and  the 
threshold of hidden layer neuron can randomly generate 
in  this  algorithm,  which  does  not  need  to  be  adjusted. 
You can get a unique optimal solution simply by setting 
the  number  of  neurons  in  the  hidden  layer.  Compared 
with traditional training methods, this algorithm has the 
advantages of fast learning speed and good generalization. 
Typical  single  hidden  layer  feed  forward  neural 
network structure is shown in Fig. 1, it consists of input 
layer, hidden layer and output layer, which is connected 
by neurons. 
 
1 x
2 x
m x
1 o
2 o
k o
ij 
ij 
1 y
2 y
n y
InputLayer
r HiddenLaye
r OutputLaye
 
Figure 1.   Typical single hidden layer feed forward neural network 
structure 
Assuming that the connection weights   between the 
input layer and the hidden layer is: 
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
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  (2) 
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j-th neuron in the input layer and the i-th neuron in the 
hidden layer. 
Assuming that the connection weights   between the 
hidden layer and the output layer is: 
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  (3) 
Among them,  ij   is the connection weight between the 
i-th neuron in the hidden layer and the j-th neuron in the 
output layer. 
Assuming that the threshold b  of the hidden layer is: 
   
1
2
1 k k
b
b
b
b

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 



  (4) 
Assuming that a training set which has p samples has 
input matrix  X  and output matrix Y : 
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 (5) 
Assuming that the activation function of hidden layer 
neuron is  () gx. Can be obtained from Fig. 1, the output 
O  of the network is: 
  12 , , , P NP O o o o
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    1 2 1 2 , , , , , , ,
T
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Formula (9) can be expressed as 
  ' HO     (7) 
Among them, O is the transpose matrix of the matrix 
O ;  H  is  the  output  matrix  of  hidden  layer  in  neural 
network. Specific form is: 
1 2 1 2 1 2
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  (8) 
Huang proposed the following two theorems: 
Theorem 1: Given P different samples ( , ) ii xt  at will, 
of  which    12 , , ,
T m
i i i im x x x x R  , 
  12 , , ,
n
i i i in t t t t R  ,  and  an  infinitely  differentiable 
activation function in any interval  : g R R   in a SLFN 
with  P  hidden  layer  neurons,  its  output  matrix  H  in 
hidden  layer  is  reversible  and  0 HO    ,  when 
m
i R    and  i bR   are assigned arbitrarily. 
Theorem 2: Given P different samples ( , ) ii xt  at will, 
of  which    12 , , ,
T m
i i i im x x x x R  , 
  12 , , ,
n
i i i in t t t t R  , and a small error  ( 0)   at will 
and an infinitely differentiable activation function in an 
arbitrary interval  : g R R   in a SLFN with  () K K P   
hidden  layer  neurons,  then  there  is  always 
M N N n HO     ,  when 
m
i R    and  i bR   are 
assigned arbitrarily. 
We can draw the conclusion from theorem 1 that if the 
number of neurons in the hidden layer and the number of 
training  samples  are  equal,  SLFN  can  approximate  the 
training  samples  with  zero  error,  when    and  b  are 
assigned arbitrarily, namely: 
 
1
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jj
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Among them,  12 , , ,
T
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However,  the  number  of  hidden  layer  neurons  K  
usually  is  smaller  than  P  to  reduce  the  amount  of 
calculation,  when  the number  of  training  samples  P  is 
too large. We can draw the conclusion from theorem 2 
that  the  training  error  of  SLFN  can  approximate  an 
arbitrarily small error  0   , namely: 
 
1
P
jj
j
ty 

    (10) 
Therefore, Not all the parameters of SLFN need to be 
adjusted  when  the  activation  functions  is  differentiable 
infinitely.    and  b  can  be  selected  randomly  before 
training which remains unchanged in the training process. 
The connection weights   between the hidden layer and 
output layer can be obtained by solving the least squares 
solution of the following equations: 
  min ' HO
     (11) 
The solution is: 
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e. The detail signal 3. 
Figure 2.   Wavelet decomposition diagram 
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Figure 3.   Prediction error using extreme learning machine 
 
Figure 4.   Prediction error using wavelet - extreme learning machine 
  ˆ HO 
     (12) 
Among  them,  H
  is  the  Moore  Penrose  generalized 
inverse  matrix  of  Neural  network  hidden  layer  output 
matrix  H
 . 
The specific steps of ELM: 
  Determine the number of neurons in the hidden 
layer  k ,  set  the  connection  weights   between 
the input layer and the hidden layer randomly and 
the bias b  of the hidden layer neurons. 
  Determine  an  infinitely  differentiable  function 
() gx  as  the  activation  function  of  the  hidden 
layer neuron, then calculate the output matrix  H  
of hidden layer. 
  Calculate  the  weights  of  output  layer. 
ˆ ˆ : HO 
   . 
III.  EXPERIMENTAL SIMULATION AND ANALYSIS 
The  paper  studied  the  characteristics  of  electrified 
railway  load,  analyzed  the  power  gird  load-forecasting 
considering the impact of the electrified railway load, and 
introduced wavelet mechanism for data processing, used 
the  extreme  learning  machine  algorithm  for  short-term 
load  forecasting  of  electric  railway  on  the  platform  of 
MATLAB,  and  applied  it  to  the  local  electric  power 
company for short-term load forecasting.  
The followings are the specific steps: 
  Decompose  the  data  to  obtain  the  detail  signal 
and the approximation signal; 
  Normalized the data before prediction to balance 
the effect of each parameter; 
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Time/h  Actual value /MW 
Traditional neural networks BP  Extreme Learning Machine  Wavelet  -  Extreme  Learning 
Machine 
Predictive 
value 
Relative 
error 
Predictive 
value 
Relative 
error  Predictive value  Relative error 
2  994.201  1044.553  0.050646  1001.525  0.007367  970.4086  -0.02393 
4  979.306  989.4282  0.010336  991.4722  0.012423  967.7505  -0.0118 
6  973.168  1046.758  0.075619  1011.152  0.039032  952.8577  -0.02087 
8  1001.275  1144.691  0.143233  1086.254  0.084871  985.6493  -0.01561 
10  951.146  1093.032  0.149174  1053.258  0.107356  941.3216  -0.01033 
12  1066.276  1138.69  0.067913  1129.917  0.059685  1123.659  0.053816 
14  1073.848  1114.32  0.037689  1120.69  0.04362  1110.48  0.034113 
16  1082.691  1060.867  -0.02016  1060.69  -0.02032  1095.663  0.011982 
18  1083.856  1072.884  -0.01012  1133.908  0.04618  1107.151  0.021493 
Daily  average  relative  error: 
MRE  0.069899  0.032838  0.016081 
 
  Train the samples of different signals which must 
be updated continuously during training, and use 
the ELM to predict to obtain forecast results of 
different signals; 
  Reconstruct  the  prediction  results  to  obtain  the 
forecast results of total load; 
  estimate the error of the model: relative error and 
average relative error; 
actual value predictive value
100%
actual value
MRE 
—
 
The following are specific simulation results: 
Fig. 2 shows the load component which was obtained 
by processing the load data using wavelet mechanism. As 
can be seen from the figure, irregular electrified railway 
load  becomes  regular  after  wavelet  processing.  Fig.  3 
shows the chart of short-term load forecasting results by 
using extreme learning machine to predict 2012.9.14 in 
certain region. Fig. 4 shows the chart of short-term load 
forecasting results by introducing the wavelet mechanism 
for  data  processing  and  then  using  Extreme  Learning 
Machine. After comparing, we can draw the conclusion 
that  the  precision  will  be  higher  by  using  Wavelet  - 
Extreme Learning Machine model for electrified railway 
load forecasting. 
Table 1 shows the comparative table of forecast results 
obtained  by  using  the  traditional  BP  neural  network, 
Extreme  Learning  Machine  and  wavelet  -  Extreme 
Learning  Machine  to  predict  some  electric  power 
company where containing more proportion of electrified 
railway (the predicted time is 2012.9.14). By comparing 
the results, the feasibility of the model is verified. 
The Extreme Learning Machine has higher prediction 
accuracy  compared  with the  traditional neural network. 
The forecasting results of the wavelet - Extreme Learning 
Machine based on the improved model is more accurate. 
This further validates that this algorithm can effectively 
improve the accuracy of short-term load forecasting. 
IV.  CONCLUSION 
This paper introduced the Wavelet - Extreme Learning 
Machine Algorithm considering the impact of electrified 
railway  load  on  the  power  grid,  compiled  matched 
prediction software which has been applied in the short-
term load forecasting of local electric power company. In 
this  algorithm,  the  wavelet  decomposition  mechanism 
was introduced for data processing, the ELM was used 
for Load forecasting afterwards. The experimental results 
shows  that  the  Wavelet  -  Extreme  Learning  Machine 
Algorithm can increase the forecasting accuracy by 7% 
compared to the traditional neural network and 4% to the 
original Extreme Learning Machine. This algorithm has 
better predictive ability and strong practicality. The result 
of this study is not only applied to the volatile load like 
electrified railway load, also to the regional load which 
has the characteristics of small base, large fluctuations, 
and uneven curves. It provide an effective theory for the 
short-term load forecasting of the similar regional load. 
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Abstract—A  Maglev  system  was  modeled  by  the  exact 
feedback  linearization  to  achieve  two  same  linear 
subsystems.  The  proportional-integral-differential 
controllers  (PID)  based  on  particle  swarm  optimization 
(PSO)  algorithm  with  four  different  inertia  weights  were 
then  used  to  regulate  both  linear  subsystems.  These 
different inertia weights were Fixed Inertia Weight (FIW), 
Linear Descend Inertia Weight (LIW), Linear Differential 
Descend Inertia Weight (LDW), and mixed inertia weight 
(FIW–LIW-LDW). On the other hand, the parameters C  of 
the  PSO-PID  controllers  via  mixed  inertia  weight  (FIW–
LIW-LDW) were optimized, the parameter values C  in the 
electromagnet  1  and  electromagnet  2  were  both  0.4. 
Simulation  results  demonstrate  that  the  control 
performance  and  robustness  of PSO-PID  based  on  mixed 
inertia  weight  (FIW–LIW-LDW)  was  superior  to  that  of 
three PSO-PID controllers based on single inertia weights. 
For electromagnet 1, the overshoot of PSO-PID controller 
with mixed inertia weight reduced 3.36% than that of PSO-
PID  controller  with  FIW,  5.81%  than  that  of  PSO-PID 
controller  with  LIW,  and  6.34%  than  that  of  PSO-PID 
controller with LDW; for electromagnet 2, the overshoot of 
PSO-PID  controller  with  mixed  inertia  weight  reduced 
1.07% than that of PSO-PID controller with FIW, 12.56% 
than that of PSO-PID controller with LIW, 7.97% than that 
of  PSO-PID  controller  with  LDW;  the  adjusting  time  of 
PSO-PID  controller  with  mixed  inertia  weight  reduced 
0.395s than that of PSO-PID controller with FIW, 34.1s than 
that of PSO-PID controller with LIW, and 33.494s than that 
of PSO-PID controller with LDW.  
 
Index  Terms—Maglev  System;  Exact  Feedback 
Linearization; Proportional-Integral-Differential Controller; 
Particle Swarm Optimization Algorithm; Inertia Weight 
 
I.  INTRODUCTION 
Maglev train is a new transportation system running on 
the track without mechanical contact, and it has a series 
of  advantages  such  as  low  noise,  no  wear  and 
environment-friendly,  it  will  greatly  change  public 
transportation pattern in the future [1, 2]. Owing to highly 
nonlinear  characteristic  of  the  controlled  object  and 
unstable  behaviors  of  the  operating  environment,  the 
levitation control system must ensure its stable under a 
variety  of  conditions  and  it  also  has  a  strong  anti-
interference  ability.  The  research  on  maglev  controller 
has the important significance [3-5]. 
Because the maglev system has unstable and nonlinear 
behaviors,  the  improved  mathematical  model  of  the 
maglev system can enhance the control performance of 
levitation system. The commonly used method is that the 
nonlinear  model  for  maglev  system  [6]. The  linearized 
control strategies have some problems, the range which is 
suitable for this approximate linear model based on first-
order  Taylor  expansion  is  limited,  because  the  linear 
system  only  has  good  control  performance  near  the 
equilibrium point. All in all, linear system based on the 
equilibrium point in way of anti-external interference is 
unsatisfactory.  So,  searching  a  proper  mathematical 
method to improve maglev system is necessary. 
On the other hand, designing the appropriate controller 
can improve the control performance of levitation system. 
Proportional-Integral-Derivative  (PID)  controller  has 
occupied the dominant position in the industrial process 
control.  Since  1940,  there  have  been  many  advanced 
control  method,  but  the  PID  control  has  been  still  the 
best-known  industrial  process  controller  because  of  its 
simple structure and good robustness in a wide range of 
operating conditions [7]. At present, PID control strategy 
still  accounts  for  95%  above  in  motion  control,  space 
control and other process control [8-10].  
The  control  effect  of  PID  controller  is  mainly 
depended  on  three  parameters  of  the  controller: 
proportional coefficient  P K , integral coefficient  I K  and 
differential  coefficient  D K . Designing and tuning three 
parameters of PID control strategy are very important, but 
it is not easy to solve the problem in practice. In order to 
apply  PID  control  well,  some  intelligent  optimization 
methods  have  been  successfully  designed  to  optimize 
parameters  of  PID  controller,  especially  PID  parameter 
tunning  method  based  on  particle  swarm  optimization 
(PSO)  algorithm  [11-19].  Although  the  ineria  weights 
were adjusted by using deterministic rules according to 
the generations, the feedback information from the search 
process  was  not  used  [11].  Rong-Jong  Wai  et  al. 
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doi:10.4304/jnw.9.6.1509-1517proposed  the  real-time  proportional  integral  differential 
control  scheme  based  on  particle  swarm  optimization 
(PSO-PID)  to  adjust  the  parameters  in  a  control 
procedure according to the feedback information of the 
search process [12]. Gaing demonstrated in detail how to 
employ the PSO method to search efficiently the optimal 
PID  controller  parameters  of  an  AVR  system  and 
proposes  a novel  approach  which had  superior  features 
including  easy  implementation,  stable  convergence 
characteristic, and good computational efficiency [13]. A 
nonlinear  identification  method  based  on  the  Takagi-
Sugeno(TS) fuzzy model and optimization procedure was 
investigated  and  chaotic  particle  swarm  optimization 
(CPSO)  algorithms  based  on  chaotic  Zaslavskii  map 
sequences  with  efficient  Gustafson-Kessel  (GK) 
clustering algorithm were proposed for the design of the 
premise  part  of  the  production  rules  in  [14].  They 
developed a radial basis function network (RBFN) which 
controls  three-phase  induction  generator  (IG)  system 
using  ac-dc  and  dc-ac  power  converters  and 
backpropagation  learning  algorithm  with  improved 
particle  swarm  optimization  (IPSO)  [15].  Although  the 
system stability in [16] and [17] was guaranteed, the role 
of PSO was still used as a minor role. The new method to 
deal  with  data  fusion  based  on  improved  Dempster-
Shafer  (D-S) theory  has  been  proposed,  and  set  up the 
concept of weight of sensor evidence itself and evidence 
distance  based  on  a  quantification  of  the  similarity 
between  sets  to  acquire  the  reliability  weight  of  the 
relationship  between  evidences  [18].  The  improved 
method  of  getting  outside  dividing  lines  in  watershed 
segmentation was obtained, and threshold was optimized 
applying particle swarm optimized algorithm combining 
with  2-D  maximum  entropy  based  on  gray  level  co-
occurrence matrix [19]. To overcome the aforementioned 
problems,  the  motivation  of  this article  is to  develop  a 
novel  PSO  control  scheme  with  mixed  inertia  weight 
method to directly ensure the stability of the controlled 
system  without  the  requirement  of  strict  constraints, 
detailed system information, and auxiliary compensated 
controllers despite the existence of uncertainties. The best 
advantage of the designed PSO-PID controller lies in that 
its mixed inertia weight can solve the balance problem of 
the global search and local search. 
This  article  is  organized  as  follows.  Section  2 
introduces  that  the  nonlinear  model  is  turned  into  the 
equivalent linear model by application of exact feedback 
linearization. In section 3, the standard PSO algorithm is 
introduced,  then  two  particle  swarm  optimization 
algorithms  with  three  single  inertia  weights  and  one 
mixed  inertia  weight  are  described.  In  section  4,  the 
online self-tuning system framework of PID controller is 
proposed.  The  parameters  C  of  PSO-PID  controller 
based  on  mixed  inertia  weight  (FIW–LIW-LDW)  are 
optimized  by  analyzing  different  values  C  effect  on 
overshoot, rising time and adjusting time and we compare 
the  control  performances  of  four  PSO-PID  controllers 
with  FIW,  LIW,  LDW  and  FIW-LIW-LDW  by 
MATLAB  software  in  section  5  and  we  draw  the 
conclusions in section 6.  
II.  MATHEMATICAL MODEL  
A. Mathematical Model of Maglev System 
The force analysis of maglev system is shown as in Fig. 
1. The below electromagnet and drive coil are denoted by 
electromagnet 1 and drive coil 1, and the above ones are 
named  by  electromagnet  2  and  drive  coil  2.  Each 
electromagnet  is  affected  by  the  electromagnetic  force 
generated  by  the  below  and  above  drive  coils,  the 
interaction force between two electromagnets, gravity and 
the friction force between the electromagnet and the glass 
guide.  
Let the above direction be the positive direction, we 
obtain  the  motion  equation  of  electromagnet  1  by 
Newton’s second law. 
  1 11 21 12 1 1 mc F F mg f k c          (1) 
where  m  is  the  electromagnet  mass,  1 c  is  the  gap 
between the drive coil 1 and electromagnet 1,  11 F  is an 
electromagnet  force  between  drive  coil  1  and 
electromagnet 1,  21 F  is an electromagnet force between 
drive coil 2and electromagnet 1,  g  is the acceleration of 
gravity,  12 f  is an interaction force between electromagnet 
1  and  electromagnet  2,  and  1 k  is  the  coefficient  of 
friction. 
Similarly, the motion equation of electromagnet 2 is  
  2 22 12 12 1 2 mc F F mg f k c         (2) 
where  2 c  is  the  gap  between  the  drive  coil  2  and 
electromagnet 2,  22 F  is an electromagnet force between 
drive  coil  2  and  electromagnet  2,  and  12 F  is  an 
electromagnet  force  between  drive  coil  1and 
electromagnet 2. 
 
 
Figure 1.   Force analysis of maglev system 
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2 u  are  the  voltages  of  drive  coil  1  and  drive  coil  2 
respectively,  and  l  is the  distance  from  drive  coil  1 to 
drive coil 2. 
The  calculation  formula  of  interaction  force  between 
electromagnet 1 and electromagnet 2 is expressed as [20] 
  12 4
12 ()
c
f
cd


   (7) 
  12 2 1 c l c c      (8) 
where c and d  are two identifying parameters,  12 c  is the 
distance from electromagnet 1 to electromagnet 2. 
B. Exact Feedback Linearization Model 
Exact feedback linearization is a linearization method 
based on the differential geometry. The design idea is that 
the  original  nonlinear  system  is  transformed  into  the 
simple linear system by coordinate transformation using 
nonlinear  state  feedback  compensation  system,  and  the 
linear system is used to complete the controller design by 
linear control method, finally the controller realizes the 
desired control performance indexes. Different with the 
linear system at the equilibrium point, the feedback linear 
system is effective in a wide range, but is not limited to 
near the equilibrium point. 
When  the  electromagnet  is  normal  movement, 
electromagnet force  12 F  and  21 F  are very small which are 
relative  to  11 F  and  22 F .  Therefore,  12 F  and  21 F  are 
neglected in the model. Ignoring  12 f , we choose the state 
variables  11 xc  ,  21 xc  ,  32 xc  ,  42 xc  , and then the 
state space is followed by 
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, 
 
4
1
12
4
3
00
1
0
()
( ) ( ) ( )
00
1
0
()
ma x b
G x g x g x
ma x b



  
 



 
, 
1
2
() 1 0 0 0
()
() 0 0 1 0
hx
Hx
hx
 
  
 
, 
1
2
u
u
u

 

. 
Consider the derivative of the first output  1 y  for time 
in  system  (9).  We  can  get  the  following  result  by  Lie 
derivative 
 
2
12
1
( ) ( ( ))
i f j g j i
i
y L h x L h x u x

      (10) 
where  ( ) 0
i gj L h x  .  Let  1 r  be  the  smallest  integer 
depending on the system input  1 u , then  1 2 r  . Similarly, 
2 2 r   is  also  the  smallest  integer  depending  on  the 
system input  2 u .  
By the relative order vector, the relative vector order of 
system (9) is   12 , rr , and the sum of  12 rr   is 4. Thus, 
system (9) can realize the exact feedback linearization by 
the state exact linearization theorem [21]. 
Let the state feedback be 
1( )[ ( ) ] u A x b x v
    , where 
4
1 1
4
3
( ) 0
()
0 ( )
ma x b
Ax
ma x b
  
   
, 
22
24
()
g c x
bx
g c x
 
   
. 
After  the  state  exact  linearization, the  state  space  of 
system (9) is followed by  
 
1
21
32
4
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1
()
x
xv
x
xv
x
y H x x
    
                
    
    

  (11) 
Let        1 2 1 1 1 2 ( ) ( )
T T T
F z z h x L h x x x   and 
      3 4 2 2 3 4 ( ) ( )
T T T
F z z h x L h x x x   be  two 
coordinate transformations, then the state feedbacks are 
1
24
1 1 1 2 4 1
1
1
[ ( ) ] ( ) ( )
()
F
gF
u L h x v ma x b k x g v
L L h x
      
and
2
24
2 2 3 2 4 1
2
1
[ ( ) ] ( ) ( )
()
F
gF
u L h x v ma x b k x g v
L L h x
        . 
So the state spaces of electromagnet 1 and electromagnet 
2 are followed by 
 
 
11
22
1
11
2
0 1 0
0 0 1
10
zz
v
zz
z
yz
z
       
        
       

 

  (12) 
 
 
33
44
3
23
4
0 1 0
0 0 1
10
zz
v
zz
z
yz
z
       
        
       

 

   (13) 
C. Stability Analysis of Linear System 
After the nonlinear system is converted into two linear 
subsystems by exact feedback linearization, the transfer 
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following. 
  122
1
( ) ( ) G s G s
s
     (14) 
The open loop step response of two linear subsystems 
is gotten in Fig. 2 by using the step function [22]. 
 
 
Figure 2.   Unit-step response of two linear subsystems 
It can be seen from Fig. 2, the step response of two 
linear  subsystems  after  the  feedback  linearization  is 
divergent.  For  realizing  the  stable  control  of  the 
electromagnet, we must design the reasonable controllers. 
III.  TWO PSO ALGORITHMS WITH THREE SINGLE 
INERTIA WEIGHTS AND ONE MIXED INERTIA WEIGHT 
PSO  is  a  method  for  optimizing  hard  numerical 
functions  on  metaphor  of  social  behavior  of  flocks  of 
birds and schools of fish. The original PSO algorithm is 
discovered through simplified social model simulation. It 
was first designed to simulate birds seeking food which is 
defined as a cornfield vector. The bird would find food 
through social cooperation with other birds around it. It 
was then expanded to multidimensional search. 
In PSO, each particle in swarm represents a solution to 
the  problem  and  it  is  defined  with  its  position  and 
velocity.  Let  an  initial  population  of  particles 
1 { , , } M P p p   be  random  in  the  solution  space.  The 
position  vector  of  each  particle  is  denoted  by  three 
control parameters of PID controller, so the dimension of 
each particle position vector is 3. The population with the 
matrix representation is as follows: 
 
1 1 1
222
( ,3)
p i d
p i d
MMM
p i d
k k k
kkk
PM
kkk


  
 

  (15) 
The steps of improved PSO scheme are as follows: 
Step 1, initialize a population of particles with random 
positions and velccities on 3-dimensions in the problem 
space.  L  and U  are the lower and upper of the search 
space,  1 s  and  2 s  are  the learning  factors, the maximum 
of iteration in evolution process is denoted by  max t , t is 
current value of iteration, and the particle velocity range 
is    min max , vv .  We  randomly  initialize  the  position  0 X  
and  the  velocity  0 V  of  particle  swarm  and  record  the 
position  i x  and the velocity  i v of each particle. 
Step  2,  for  each  particle,  evaluate  the  desired 
optimization fitness function. At the t th iteration, let the 
position and velocity of the i th particle be expressed as 
  1 2 3 ( , , )
t t t t T
i i i i x x x x    (16) 
  1 2 3 ( , , )
t t t t T
i i i i v v v v    (17) 
In  order  to  obtain  the  satisfactory  dynamic 
characteristics on transition and avoid overshoot, we use 
the punishment control, and choose the fitness function 
 
2
1 2 4 3 0 ( ( ) ( ) ( )) u J w e t w u t w e t dt w t

       (18) 
where  () et  is the error between input and output,  1 w  is 
0.99,  2 w  is 0.001,  3 w  is 2,  4 w  is 100, and  u t  is the rising 
time. 
Step 3, compare particle’s fitness evaluation with its 
best particle denoted by  best p , identify the particle in the 
neighborhood with the best position so far, and assign its 
index to the variable  g p . If the fitness value of the new 
particle is better than the fitness value of the old one, the 
old  particle is replaced  by  the new  one.  If  the  optimal 
particle  of  the  new  particle  swarm  is  better  than  the 
optimal particle of the old one, the old optimal particle is 
replaced by the new one and the position and the number 
of the optimal particle is also updated. The best position 
previously  visited  by  the  i th  particle  is  denoted  as 
1 2 3 { , , } i i i i p p p p  ,  and  the  index  of  the  particle 
processing the best position in the swarm is denoted as 
g p , then  g p  becomes the best solution found so far. 
Step4, select the different inertia weights in (21)-(27) 
for  updating  the  position  and  velocity  of  the  particle 
according  to  (19)-(20).  At  the  1 t  th  iteration,  the 
position and the velocity of each particle respectively is 
 
1
1 1 2 2 ( ) ( ) ( )
t t t t t t
id id id id gd id v w t v s R p x s R p x
      (19) 
 
1 t t t
id id id x x v
    (20) 
where  1 iM  ,  13 d ,  1 R  and  2 R  are  random 
numbers in (0,1),  () wt is a inertia weight in the following 
(21)-(27). If  max
t
id vv  , then 
1 t
id v
  is set to be  max v . If  
min
t
id vv  , then 
1 t
id v
 is set to be  min v . 
Three single inertia weights are the following (21)-(26). 
Fixed inertia weight (FIW) is [23]  
 
()
0
dw t
t
    (21) 
  () w t C    (22) 
where  0.68 C  . 
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max
() () start end ww dw t
tt

   (23) 
 
max
()
start end
start
ww
w t w t
t
 
   

  (24) 
where  start w  and  end w  are  the  initial  and  end  values  of 
inertia weight. 
Linear  differential  descend  inertia  weight  (LDW)  is 
[23] 
   
2
max
2 () start end ww dw t
t
t t

     (25) 
 
2
2
max
()
()
start end
start
ww
w t w t
t

      (26) 
One mixed inertia weight is the following (27). 
11
2 1 2
max
2
3 2 max 2
max
( ) , 0
( ) ( ) , 1
()
( ) , 1
start end
start
start end
start
w t C t t
ww
w t w t w t t t t
t
ww
w t w t t t t
t

    
            
 
 
      
 
  (27) 
where  1 t  and  2 t  are two reference points.  
Step 5, test whether or not meeting the end condition. 
If  the  current  iteration  number  reaches  the  preset 
maximum,  then  we  stop  the  iteration  and  output  the 
optimal solution. Otherwise, loop to step 2. 
IV.  ONLINE SELF-TUNING OF PID CONTROLLER 
The framework of online parameter self-tuning system 
is  shown  as  Fig.  3.  In  this  framework  the  PSO 
optimization  module  completes  the  self-tuning  of  PID 
parameters  with  a  microprocessor  that  achieves  the 
optimum of PID parameters. These parameters are used 
to retune the PID controller in PID controller module. 
 
 
Figure 3.   The framework of online self-tuning system 
To seek the optimum parameters ( , , ) P I D K K K  of PID 
controller,  PSO  program  will  search  in  3  dimensional 
search space. The function optimization problem can be 
viewed as a 3-dimentional value in  ,, P I D K K K . Based on 
the  optimized  parameters  based  on  PSO  algorithm, the 
PID controller can achieve some good control properties. 
V.  SIMULATION  
The main parameter of the standard PSO algorithm is 
the inertia weight. With the inertia weight being large, the 
PSO algorithm is useful for the global search and has a 
fast convergence speed, but it is not easy to get the exact 
solution.  With  the inertia  weight  being  small, the  PSO 
algorithm is useful for the local search and gets the exact 
solution,  but  it  has  a  slowly  convergence  speed. 
Therefore,  the  balance  can  be  achieved  between  the 
global searching and the local searching by adjusting the 
inertia weight value. 
Let  the  sampling  time  t  be  0.001s ,  then  the 
parameters of PSO algorithm are as shown in TABLE I. 
TABLE I.   PARAMETERS OF PSO ALGORITHM 
M   start w   end w   max t   1 R   2 R
 
30  0.9  0.4  100  2  2 
TABLE II.   RESULTS OF THREE KINDS OF SINGLE INERTIA WEIGHT 
Electromagnet 1 
Single Inertia  P K
 
I K   D K   J  
FIW  5.7340  3.3323  7.8722  3435.5 
LIW  5.8164  3.5366  8.5915  3435.5 
LDW  5.6998  4.7915  11.7245  3435.5 
Electromagnet 2 
FIW  4.4229  11.1658  0.7739  18909 
LIW  4.4903  10.8811  0.3168  18908 
LDW  4.2207  9.1518  0.2873  18908 
TABLE III.   CONTROL PERFORMANCES 
Electromagnet 1 
Single 
Inertia 
Steady 
value 
(mm) 
Overshoot 
(%) 
Rising 
time 
(s) 
Adjusting 
time 
(s) 
FIW  5  87.85  0.638  9.622 
LIW  5  90.30  0.637  9.765 
LDW  5  90.83  0.637  13.606 
Electromagnet 2 
FIW  5  11.11  2.841  18.915 
LIW  5  22.60  3.576  34.1 
LDW  5  18.01  3.261  33.494 
TABLE IV.   PID CONTROLLER PARAMETERS OF DIFFERENT  C  
Electromagnet 1 
C
 
P K
 
I K   D K   J  
0.2  6.2621  0.7355  1.0777  3435.6 
0.3  6.1732  0.6598  0.8989  3435.6 
0.4  6.1927  2.0552  4.4697  3435.5 
0.5  5.8735  2.5649  5.9484  3435.6 
0.68  5.8208  2.4217  5.6202  3435.6 
0.7  6.0273  1.9849  4.4091  3435.5 
0.8  5.9198  3.3053  7.6909  3435.5 
0.9  5.8828  2.7067  6.3390  3435.5 
Electromagnet 2 
0.2  4.7024  11.6321  0.4741  18909 
0.3  3.1713  6.7034  0.1494  18909 
0.4  3.8309  10.3308  0.7150  18909 
0.5  4.0614  8.2238  0.3760  18909 
0.68  4.5811  10.5288  0.1473  18909 
0.7  3.6223  7.9821  0.0917  18909 
0.75  3.7663  8.8880  0.0809  18909 
0.8  5.0252  11.9771  0.1348  18908 
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C  
Electromagnet 1 
C
 
Steady 
value 
(mm) 
Overshoot 
(%) 
Rising 
time 
(s) 
Adjusting 
time 
(s) 
0.2  5  83.73  0.637  15.708 
0.3  5  83.85  0.637  17.011 
0.4  5  84.49  0.637  8.375 
0.5  5  87.53  0.637  8.927 
0.68  5  88.05  0.637  8.93 
0.7  5  86.30  0.637  9.607 
0.8  5  86.10  0.638  9.36 
0.9  5  88.01  0.637  9.031 
Electromagnet 2 
0.2  -20  15.63  3.32  27.355 
0.3  -20  8.21  3.39  39.756 
0.4  -20  10.04  2.721  18.52 
0.5  -20  13.59  2.847  27.25 
0.68  -20  6.33  3.981  48.473 
0.7  -20  5.04  3.917  49.907 
0.75  -20  4.57  4.284  53.536 
0.8  -20  5.57  4.245  52.237 
 
A. Analysis of Single Inertia Weight 
Three kinds of single inertia weight for electromagnet 
1 and electromagnet 2 which are two linear subsystems 
by (14) are as shown in TABLE II, Fig. 3 and TABLE III. 
In  TABLE  3,  we  know  that  FIW  is  more  fitful  for 
electromagnet 1 than LIW and LDW and FIW and LDW 
is more fitful for electromagnet 2 than LIW. 
B. Analysis of Mixed Inertia Weight 
Fix  the  reference  points  1 20 t   and  2 50 t   and 
change  the  parameter  value  C  of  FIW.  Observe  the 
effects of different C  on the three control performances 
of the designed controller in TABLE IV. 
In TABLE V, when C  is 0.4, the overshoot, the rising 
time and the adjusting time for the electromagnetic 1 and 
the electromagnetic 2 are smallest.  
C. Comparison of Two Kinds of Inertia Weight 
Three kinds of single inertia weight are represented as 
Fig.  4.  And  Mixed  inertia  weights  of  different  C  are 
shown as Fig. 5. 
 
Figure 4.   Three kinds of single inertia weight 
In Fig. 4, the derivative of the inertia weight for FIW is 
0,  the  derivative  of  the  inertia  weight  for  LIW  is  a 
negative constant, and the derivative of the inertia weight 
for  LDW  is  a  negative  time-varying  value  which 
decreases slowly first and then reduces rapidly with the 
iteration  times  t .  In  Fig.  5,  mixed  inertia  weight  is  a 
synthesis  of  three  single  inertia  weights  and  changes 
differently for three steps.  
Consider the different parameters C  of mixed inertia 
weight influence on three kinds of control performances 
for two electromagnets, which are as shown in Fig. 6 and 
Fig. 7. Fig. 6 shows that the value of C  is smaller, then 
overshoot of electromagnet 1 is smaller; the value of C  
has no effect on rising time of electromagnet 1; the value 
of  C  is  bigger  than  0.4,  then  adjusting  time  of 
electromagnet 1 is small and varies in the field of [8s, 
10s]. In the same way, Fig. 7 shows that the value of C  
is larger,  then  overshoot  of  electromagnet  2 is  smaller; 
the  value  of  C  is  smaller  or  larger,  rising  time  of 
electromagnet 2 is larger; the value of C  is larger, then 
adjusting time of electromagnet 2 is larger. 
Compare  mixed  inertia  weight  with  three  kinds  of 
single inertia weight, as shown in TABLE VI, Fig. 8 and 
Fig. 9.  
     
(a)  0.2 C                                      (b)  0.4 C                                    (c)  0.5 C   
     
(d)  0.7 C                                       (e)  0.8 C                                (f)  0.9 C   
Figure 5.   Mixed inertia weights of different  C  
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(a) Overshoot for different values  C  (b) Rising time for different values  C  (c) Adjusting time for different values  C  
Figure 6.   Three kinds of control performances of different  C  for electromagnet 1 
       
(a) Overshoot for different values  C  (b) Rising time for different values  C  (c) Adjusting time for different values  C  
Figure 7.   Three kinds of control performances of different  C  for electromagnet 2 
TABLE VI.   CONTROL PERFORMANCES OF THREE SINGLE INERTIA 
WEIGHTS AND ONE MIXED INERTIA WEIGHT 
Electromagnet 1 
Inertia  Steady 
(mm) 
Overshoot 
(%) 
Rising 
time 
(s) 
Adjusting 
time 
(s) 
FIW  5  87.85  0.638  9.622 
LIW  5  90.30  0.637  9.765 
LDW  5  90.83  0.637  13.606 
FIW-LIW-
LDW  5  84.49  0.637  8.375 
Electromagnet 2 
FIW  -20  11.11  2.841  18.915 
LIW  -20  22.60  3.576  34.1 
LDW  -20  12.01  3.261  33.494 
FIW-LIW-
LDW  -20  10.04  2.721  18.52 
 
   
(a) PSO-PID with FIW     (b) PSO-PID with LIW 
   
(c) PSO-PID with FDW   (d) PSO-PID with FIW-LIW-LDW  
Figure 8.   Simulation results of three single inertia weights and one 
mixed inertia weight for electromagnet 1 
In TABLE VI, Fig. 8 and Fig. 9, the simulation results 
show  that  FIW-LIW-LDW  inertia  weight  is  better than 
three  single  inertia  weights  for  electromagnet  1  and 
electromagnet 2.  
 
(a) PSO-PID with FIW    (b) PSO-PID with LIW 
 
(c) PSO-PID with FDW   (d) PSO-PID with FIW-LIW-LDW  
Figure 9.   Simulation results of three single inertia weights and one 
mixed inertia weight for electromagnet 2 
VI.  CONCLUSION 
In this article, a new PSO-PID controller with mixed 
inertia weight is proposed for the motion tracking of the 
maglev system. We have some important results in the 
following: 
1. Transform two different nonlinear subsystems into 
two  same  and  independent linear  subsystems  using the 
method of exact feedback linearization successfully. And 
two different balance points have a great influence on two 
linear subsystems. 
2.  Design  one  mixed  inertia  weight  with  FIW-LIW-
LDW, and find that the mixed inertia weight is better than 
three  single  inertia  weights  for  electromagnet  1  and 
electromagnet 2. In PSO-PID controller based on mixed 
inertia  weight  FIW-LIW-LDW,  the  value  of  the 
parameter C  is  optimized, the  optimal  values  of C  for 
electromagnet 1 and electromagnet 2 were both 0.4. This 
result  shows  the  optimal  value  of  C  was  not  smaller 
either not larger.  
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performances  of  designed  controller  with  mixed  inertia 
weight is superior to those of three PSO-PID controllers 
with single inertia weight.  
4. In the future, we will use fuzzy optimization method 
to get the optimizational value of  C  in order to decrease 
the overshoot of electromagnet 1 greatly. 
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Abstract—The selection of the spatial basis functions is very 
important  for  model  reduction  of  the  nonlinear  partial 
differential equations  (PDEs)  under time/space separation 
framework, which will significantly affect the accuracy and 
efficiency of the modeling. Using the spatial basis functions 
expansions and the Galerkin method, the finite-dimensional 
ordinary  differential  equation  (ODE)  systems  can  be 
obtained  from  the  PDEs.  However,  the  general  basis 
functions are not optimal in the sense that the dimensions of 
the ODE system are not lowest at a given modeling accuracy. 
The  current  study  proposes  new  basis  functions  for  the 
model reduction of nonlinear PDEs, which are obtained by 
linear combinations of general spatial basis functions. The 
transformation  matrix  for  the  combination  coefficients  is 
derived  from  straightforward  optimization  techniques  for 
an  improved  spatio-temporal  error  function  between  the 
approximation and the measured spatial-temporal output. 
The  derivation  of  the  improved  error  functions  also 
considers  the  influence  of  the  variance  of  the  spatial-
temporal  error.  Using  the new  basis functions expansions 
and Galerkin method,  it can provide a lower dimensional 
and more precise ODE to approximate the dynamics of the 
nonlinear PDEs. The modeling performance are compared 
with the method proposed in reference, and the simulations 
shows the feasibility and effectiveness of the proposed new 
basis functions for model reduction of nonlinear PDEs. 
 
Index Terms—Nonlinear PDEs; Dynamical  Systems; Basis 
Functions; Transformation Matrix; Optimization 
 
I.  INTRODUCTION 
Obtaining a low-dimensional model for the control of 
industrial processes at a reasonable cost and accuracy is 
very  important  in  science  research  and  engineering 
applications. The industrial processes can be described by 
nonlinear  partial  differential  equations  (PDEs)  [1, 2,  3] 
through  a  process  of  mathematical  first-principle 
modeling,  because  their  input,  output,  states  and  even 
parameters vary temporally and spatially. In the note, we 
start  out  with  the  kind  of  nonlinear  partial  differential 
equations as follows. 
  , , , ,
XX
AX BU F X z t
tt
       
  (1) 
where  ( , ) X z t  and  ( , ) U z t  denote  the  vectors  of  spatio-
temporal state variable and manipulated spatio-temporal 
input  respectively.  [ , ] z     is  the  spatial 
coordinate  variable,  [0, ) t  is  the  time  variable.  A  
and  B  are  two  linear  operators  involve  linear  spatial 
derivatives  on the state variable and input respectively. 
( , , , , ) F X X t z t   is  a  nonlinear  function  which 
contains spatial derivatives of the state variable.  
Nonlinear  PDE  (1)  will  satisfy  many  types  of  the 
boundary conditions. It can use the following descriptions 
to denote boundary conditions of the Eq. (1). 
 
1 1 1
2 2 2
( , )
( , )
( , )
( , )
Xt
b X t c d
z
Xt
b X t c d
z










  (2) 
The initial conditions are also given: 
    0 ( ,0) X z X z    (3) 
1 1 1 2 2 2 , , , , , b c d b c d  are  the  corresponding  parameters 
and  0() Xz  is a function of the spatial coordinate variable 
z . 
To  precisely  characterize  the nonlinear  PDE  systems 
considered in Eq. (1), the PDE of Eq. (1) are formulated 
as an infinite-dimensional system in the Hilbert space   
with the following inner product: 
         1 2 1 2 , w w w z w z dz

    (4) 
where  12 , ww  are two arbitrary functions of Hilbert space 
 . 
In  terms  of  the  suitable  choice  of  spatial  basis 
functions,  the  nonlinear  PDE  (1)  can  be  reduced  to  a 
finite-dimensional  ordinary  differential  equation  (ODE) 
system  by  Galerkin  method,  which  is  called  model 
reduction  for  PDEs.  A  number  of  model  reduction 
approaches for nonlinear PDEs have already been studied 
[4, 5, 6]. They result in the feasible implementation of 
control for practical applications in industrial processes. 
Conventional  approaches  based  on  the  time/space 
discretization,  such  as the  finite  difference  method  and 
finite element method, can easily transform an infinite-
dimensional  PDE  to  a  finite-dimensional  ODE  system. 
Though they can be used for the model reduction of the 
PDEs with any complex boundary conditions, however, 
they  often  yield  high-dimensional  ODEs  or  DE 
dynamical  systems  that  are  unsuitable  for  synthesizing 
implementation control design.  
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are  among  the  most  extensively  used  methods  for  the 
model  reduction  of  PDEs.  The  procedures  of  the 
approaches  are  using  the  spatial  basis  functions 
expansions combined with weighted residual methods [1].  
The accuracy and efficiency of the obtained ODE model 
are  mainly  dependent  on  the  proper  choice  of  basis 
functions. The popular basis functions generally used in 
advanced  method  are  not  optimal  because  the  model 
dimension can not be minimized for the desired modeling 
accuracy. 
To  improve  the  model  performance  of  the  general 
spatial  basis  functions,  some  approaches  for  obtaining 
new spatial basis functions are developed for the model 
reduction of nonlinear PDEs. It assumes that the spatial 
basis functions used for the model reduction should be 
taken taking into account the dynamics of the nonlinear 
PDEs.  The  first  methodology  taking  into  account  the 
dynamics of the reduced finite-dimensional ODE model 
to  define  the  basic  spatial  patterns  is  called  principal 
interaction patterns (PIPs), which was first introduced by 
Hasselmann  [7]  and  a  general  optimization  calculation 
algorithm  for  reducing  a  high-dimensional  model  to  a 
low-dimensional ODE system was derived by Kwasniok 
[8-10].  However,  the  variational  principle  in  the 
calculation optimization algorithm for PIPs requires high 
dimensional nonlinear minimization steps, so it is not a 
proper choice to derive the new spatial basis functions for 
the model reduction of nonlinear PDEs. 
To reduce the calculation difficulty of the PIPs, Deng 
[4] proposed a straightforward algorithm to derive new 
spatial basis functions. Like PIPs, the new spatial basis 
functions are linear combinations of general spatial basis 
functions, and the transformation matrix is derived from 
balanced truncation method [4] for a corresponding linear 
ODE  system  of  nonlinear  PDEs.  Following  the  above 
methodology,  Jiang  and  Deng  [5]  proposed  a  new 
algorithm to derive new spatial basis functions by linear 
transformation, and the transformation matrix is derived 
from optimization techniques of a spatial-temporal error 
functions.  However,  its  objective  functions  of  the 
transformation matrix for optimization calculations only 
can  measure  the  spatially  and  temporally  integrated 
squared  magnitude  between  the  spatio-temporal 
approximations based on initial high-order spectral based 
model with that based on the reduced model. 
To  derive  a  low-dimensional  ODE  system  to  simply 
the  control  design  and  the  parameter  settings  from  the 
nonlinear PDEs, the current study proposes a set of new 
basis functions for model reduction of nonlinear PDEs. 
The  new  basis  functions  are  also  derived  by  linear 
combinations of general spatial basis functions, and the 
transformation matrix is derived from optimization for an 
improved  error  function,  which  measures  the  spatial-
temporal squared error between the measured output and 
the  spatial-temporal  approximation  based  on  the  new 
spatial  basis  functions.  To  improve  the  modeling 
performance based on the new spatial basis functions, the 
derivation of the improved error functions also considers 
the influence of the variance of the spatio-temporal error 
between  approximation  and  the  measured  output  of 
nonlinear  PDEs.  After  the  computations  from  the 
optimization for the improved error function, new spatial 
functions used for the model reduction of nonlinear PDEs 
can be derived by basis functions transformation. Using 
the expansions based on the new spatial basis functions 
and the truncation by Galerkin method, it can provide a 
more precise ordinary differential equation system with 
the  same  modes  to  approximate  the  dynamics  of  the 
nonlinear  PDEs.  A  numerical  example  is  used  to 
demonstrate  the  effectiveness  and  performance  of  the 
proposed  new  spatial  basis  functions  for  the  model 
reduction of the nonlinear PDEs.  
II.  EIGENFUNCTIONS FOR MODEL REDUCTION OF 
PDES 
Spatial  basis  functions  expansions  combined  with 
weighted residual methods (WRM) are among the most 
extensively  used  methods  for  the  model  reduction  of 
nonlinear  PDEs.  It  has  been  shown  to  provide  very 
accurate approximations of sufficiently smooth solutions. 
In recently years, spatial basis functions expansions have 
become widespread used for model reduction in various 
fields including fluid dynamics, quantum mechanics, heat 
conduction and weather prediction. 
It  is  well  known  that  a  continuous  function  can  be 
approximated using Fourier series expansions. Based on 
this principle, the spatio-temporal variables  ( , ) X z t  and  
( , ) U z t  of  the  PDE  (1)  can  be  expanded  by  a  set  of 
spatial trial functions  1 { ( )} ii z 

  as follows: 
       
1
, ii
i
X z t x t z 


    (5) 
       
1
, ii
i
U z t u t z 


   (6) 
where  () i xt ,  () i ut  denote  the  corresponding  time 
coefficient of  () i z  ,  1 { ( )} ii z 

  denotes the infinite set of 
the eigenfunctions of linear operator used for the model 
reduction of PDE (1). Similar to the Fourier series, the 
spatio-temporal variable is separated into a set of spatial 
BFs and the temporal variables. In practice, only the first 
N  modes of the expansion (5) will be retained as follows.  
       
1
,
N
N i i
i
X z t x t z 

   (7) 
In the WRM, the residual equation of the model (1) 
generated  from  the  truncated  expansion  (7)  can  be 
expressed as 
     
   
,
( , ,
,
, , , , ,
N
NN
N
N
X z t
R AX z t BU z t
t
X z t
F X z t z t
z

  

 
 
 
  (8) 
which is made in the sense that 
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where  1 { ( )}
N
ii z    is  a  set  of  weighting  functions  to  be 
chosen.  If the  weighting  functions  1 { ( )}
N
ii z    are  chosen 
to be the same as basis functions  1 { ( )}
N
ii z   , the method is 
called the Galerkin Method. This is an easy way to obtain 
an ODE model from Eq. (9) for the time evolution of the 
expansion  coefficients.  Using  the  Galerkin method, the 
following ODE model is obtained. 
            , x t Ax t Bu t f x t t      (10) 
where  
11 ( ) [ ( ), ( ), , ( )]
T
N x t x t x t x t  ; 
12 ( , , , ) N A diag        ; 
11 21 1
12 22 2
12
12
[ , , , ]
T
N
T N
N
m m Nm
b b b
b b b
B b b b
b b b


 


 
; 
, 1,2, , i iN    denote  the  eigenvalues  of  the  spatial 
operator  A .  ij b  is  the  constants  representing  the  scalar 
production  of  spatial  basis  functions  with  the  spatial 
distribution of control input, where 
    ( ( )) ( ) ij j i b B z z dz 
    (11) 
( ( ), ) f x t t  in  Eq.(10)  denotes  the  nonlinear  terms, 
where 
        
  
, , , , ,
,,
i N N
i
f x t t F X z t X z t z
z t z dz 
       (12) 
III.  NEW BASIS FUNCTIONS BY LINEAR 
TRANSFORMATION 
New spatial orthogonal basis functions for time/ space 
variables separation have to be derived to obtain lower 
dimensional and more precise approximation models. Let 
each new spatial basis functions be a linear combination 
of the eigenfunctions of nonlinear PDEs [5]. Defining a 
basis function transformation matrix  S , the following is 
obtained: 
       
       
12
12
, , ,
, , ,
k
N
z z z
z z z S
  
   
  (13) 
where  kN  ,  it  means  that  the  number  of  new  basis 
functions  should  be  smaller  than  eigenfunctions.  () i z   
and  () i z   denote  new  basis  functions  and  initial  basis 
functions respectively.  
After the time/space separation based on new spatial 
basis  functions  (13),  a  new  lower-dimensional  ODE 
system can be derived.  
            ˆ ˆ ˆ ˆ ˆ ˆ , x t Ax t Bu t f x t t      (14) 
where  
T
N t x t x t x t x )] ( ˆ , ), ( ˆ ), ( ˆ [ ) ( ˆ 2 1   ; 
ˆ T A S AS  ,  ˆ T B S B  ; 
12 ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ( ( ), ) [ ( ( ), ), ( ( ), ), , ( ( ), )] k f x t t f x t t f x t t f x t t 
   and 
        
  
ˆ ˆ , , , , ,
,,
i N N
i
f x t t F X z t X z t z
z t z dz 
      
Based  on  the new  basis  functions (13), the  spectral-
based model Eq. (10), and the new system Eq. (14), the 
equation (13) can be derived as follows:  
      ˆ x t Sx t   or      ˆ
T x t S x t    (15) 
There are many calculation methods of transformation 
matrix S , such as balanced truncation method[4,11] and 
optimization  method[5].  For  the  optimization  method 
[12], the objective functions is given as follows 
   
   
max
0
1
2
1
ˆ
N t
ii
i
N
ii
i
Error x t z
x t z dzdt






 


 

 

  (16) 
where  max [0, ] t  is the  integrating  time  interval,  () xt  and 
ˆ() xt  are the expansions coefficients in the ODE model 
(10) and (14), respectively.  
Moreover, 
1 ( ) ( )
N
ii i x t z 
   denotes  the  spatial-
temporal approximation of the initial ODE model (10), 
1 ˆ ( ) ( )
N
ii i x t z 
   denotes  the  spatial  -  temporal  approxi-
mation of the reduced ODE model (14). The optimal set 
of the basis functions transformation matrix is determined 
by  minimizing  the  error  function  (16).  However,  the 
objective  functions  (16)  for  optimization  only  can 
measure the spatially and temporally integrated squared 
error between the approximations based on initial high-
order spectral based model (10) with that based on the 
reduced  model  (14).  For  this  reason,  the  new  basis 
functions derived by optimization for the error function 
(16)  is  not  optimal,  and  the  precision  of  the  model 
reduction for nonlinear PDEs will not be high enough. 
IV.  OPTIMIZATION FOR THE IMPROVED ERROR 
FUNCTION 
An improved error function that measures the spatially 
and  temporally  integrated  squared  error  between  the 
solution of the nonlinear PDE and the approximation of 
reduced model based on the new spatial basis functions is 
presented in this section. Let  ( , ) m X z t  be the solution of 
the nonlinear PDE (1), the spatial-temporal error between 
the solution of the nonlinear PDE and the approximation 
of  reduced  model  (14)  based  on  the  new  spatial  basis 
functions is introduced as follows. 
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     
1
, , ,
,
m new
k
m i i
i
e z t X x t X z t
X x t x z z 


 
 (17) 
Combining (13) and (15), the following error function 
can be derived. 
   
           
1
1 2 1 2
,,
, , , , , ,
m
T
NN
e z t X x t
x t x t x t SS z z z   


       
 (18) 
The objective function of optimization for spatial basis 
functions transformation matrix is introduced as follows. 
 
   
   
max max
max
2
00
0
,
.
tt
t
Error e z t dzdt dzdt
Var e zt dzdt 




   

 (19) 
where the  max [0, ] t  is the integrating time interval,    is 
the ratio that determined by the order of magnitude in the 
two terms of (19), Var  is given as follows. 
           
max 2
0 , , ,
t
Var e z t e z t e z t dzdt
    (20) 
denotes the variance of the spatial- temporal error  ( , ) e x t , 
while  
   
max max
00 ( , ) ,
tt
e x t e z t dzdt dzdt
       (21) 
The  optimal  set  of  the  basis  function  transformation 
matrix R  is determined by minimizing the error function 
(19).  
The  integral in  Eq.  (18) must  be  approximated  by  a 
finite sum to evaluate the error function. Let the  ( , ) m X z t  
is  measured  at  the  n  spatial  locations  12 , , , n z z z  and 
some  sampling  time  12 , , , Ntim t t t .  The  spatial-temporal 
error  ( , ) e z t  in  eq.  (18)  can  be  expressed  by  a  matrix 
Ntim n E   as Eq. (22). 
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The optimization of the basis functions transformation 
matrix then becomes 
       
2 2
11
1
Ntim n
ij
ij
Error E Var E
Ntim n


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   (23) 
where  i t  are equally spaced mesh points in the interval 
max [0, ] t . The minimization of the eq.(23) in the current 
study is related to the solution of the initial model (10) 
and the measured spatial-temporal state of the nonlinear 
PDE(1). Generally, the minimization of the Eq.(23) poses 
a nonlinear optimization problem, which is usually solved 
numerically  by  iterative  techniques.  However,  the 
iterative techniques are more expensive computationally 
for a high-dimensional nonlinear optimization, which can 
be greatly affected by the choice of the initial values in 
the process of searching for an optimum point of the error 
function  in  a  descent  direction.  Thus,  a  stochastic 
optimization  method  is  recommended  to  calculate  the 
numerically for Eq.(23) in the current research,. 
As  a  stochastic  optimization  method,  particle  swarm 
optimization  (PSO)  is  a  recently  invented  high 
performance algorithm, which is introduced in the middle 
of  the  1990s  [13-15].  PSO  is  an  efficient,  robust  and 
simple  optimization  algorithm  for  solving  many 
optimization problems. In nature, PSO maintains a swarm 
of  candidate  solutions,  referred  to  as  particles.  The 
method is inspired by the movement of particles and their 
interactions  with  their  neighbors  in  the  group.  The 
principle  and  details  of  PSO  algorithm is  given in  Ref 
[15]. 
The main steps of the algorithm used for optimization 
of basis functions transformation matrix are outlined as 
follows: 
(1) The  ( , ) m X z t  is measured at the n  spatial locations 
12 , , , n z z z  and  some  sampling  time  12 , , , Ntim t t t .  It 
should  be  saved  to  use  for  the  optimization  of  the Eq. 
(23). 
(2)  Calculate  the  value  of  the  initial  basis  functions 
1 { ( ), , ( )} N zz   at the n  spatial locations  12 , , , n z z z . 
(3)  Given  the  initial  condition,  () xt  are  calculated 
using  the  ODE  (Eq.(10))  by  fourth-order  Runge-Kutta 
method. 
(4)  Given  k ，an  initial  matrix S  which  is  not  an 
orthogonal, is calculated using Eq.(23) by PSO. The ratio 
  is determined by the order of magnitudes of the two 
terms of the error functions (23).  
(5) The singular value decomposition of the initial S  
in  Step4  is  calculated  as 
T S UWV  ,  where U  and V  
are two orthogonal matrixes of eigenvectors of 
T SS  and 
T SS, respectively.  The  size  of  the matrix W  is  Nk   
and only its main diagonal has non-zero elements which 
are the singular values of  S  sorted in descending order. 
(6) The basis functions transformation matrix S UW   
is  obtained.  The  orthogonality  of  S  is  satisfied  by  the 
orthogonal matrix U  and W .  
It can be derived that  
 
 
 
1
1 1
T
T T T
SS UW UW
UW W W W U SS

 


  (24) 
which means that the minimum of the error function (23) 
from Eq. (18). 
V.  NUMERICAL EXAMPLE 
To evaluate the proposed the new basis functions for 
model reduction of nonlinear partial differential equations, 
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including a catalytic rod is studied. After choosing initial 
spatial orthogonal basis functions for time/space variables 
separation and Galerkin truncation, the nonlinear PDE is 
reduced to a finite-dimensional ODE system, which can 
approximate  the  dynamic  of  the  PDE.  The  results  of 
performance  for  model reduction  of  the  example  using 
the  basis  functions  proposed  in  Ref.  [5]  are  given  for 
comparison.  
The root-mean-square error (RMSE) is defined as the 
performance  index,  whereas  ( , ) y z t denotes  the  spatial 
temporal  error  between  the real  dynamical  process  and 
the approximation model. 
     
1/2 2 , RMSE y z t dz dz t      (25) 
where  t   denotes  the  time  sampling  interval.  For  easy 
RMSE comparison, this error value indicates the spatio-
temporal approximation on a series of sampling points for 
nonlinear PDE.  
The  mathematical  model  that  describes  the  spatio-
temporal  evolution  of  the  rod  temperature  with  weak 
assumptions consist of the following PDE [3]: 
       
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ee
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
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  
 

  (26) 
where  ( , ) X z t  represents  the  spatio-temporal  coupling 
variables, and  (26)  is  subject  to  the  Dirichlet  boundary 
and initial conditions. 
          0 0, 0, , 0, ,0 X t X t X z X z       (27) 
Four  actuators  14 ( ) [ ( ), , ( )]
T u t u t u t   are  available 
with  the  spatial  distribution  functions 
14 ( ) [ ( ), , ( )]
T h z h z h z  , where  
      1
44
1,2, ,4
i
i i
h z H z H z
i
          
 

  (28) 
and  () H   is the standard Heaviside function. The process 
parameters are often set as  50, 2, 4 Tu       . In this 
case, the input signals are selected as follows [20].  
      1.1 5sin /10 /10 , 1, ,4 i u t t i i       (29) 
Suppose  that  41  sensors uniformly  distributed  in  the 
space are used for measurement. Three hundred data for 
each  sensor  locations  are  collected  from  (26).  The 
sampling interval  t   is 0.01s and the simulation time is 
3s. The initial condition  0() Xz  is set to be sinz .  
A  spectral-based  model  is  developed  for  Eq.  (26), 
where  the  family  of  spatial  orthogonal  basis  functions, 
2/ sin( ), 1,2, , kz k    is  used  for  time/space 
separation  and  finite-dimensional  truncation.  The  new 
basis  functions  are  obtained  though  basis  functions 
transformation,  where  the  transformation  matrix  is 
derived  from  optimization  for  the  proposed  improved 
error function. Each new spatial basis functions is a linear 
combination of the spectral eigenfunctions.  
A. Comparison with the Basis Functions Proposed in Ref. 
[5] 
For  comparison  the  performance  with  the  basis 
functions proposed in Ref. [5], the optimal combinations 
of spatial basis functions are derived by basis functions 
transformation,  where  the  transformation  matrix  is 
obtained from the optimization of the error function (16). 
Similarly, the optimization of error functions (23) can be 
implemented using the algorithm proposed in this note. 
The ratio    in the optimization process is set to be 20, 
which is the proportionality estimated for the two terms 
of the error functions (23). Synthesis of spatial variables 
and  temporal  output  of  dynamical  ODE  system,  the 
RMSEs over the testing data are compared in Table1. The 
spatio-temporal approximation of new dynamical system 
using  basis  functions  proposed  in  this  note  exhibits  a 
better performance than that proposed in Ref. [5]. 
TABLE I.   RMSES OF TWO KINDS OF BASIS FUNCTIONS OVER THE 
TESTING DATA 
RMSE  1 
modes 
2 
modes 
3 
modes 
Basis functions proposed in Ref. 
[5]  0.1590  0.15583  0.13646 
Basis  functions  proposed  in this 
note  0.1193  0.11528  0.0836 
 
To  illustrate  the  effectiveness  of  the  proposed  new 
basis functions, the RMSEs over the testing data based on 
initial spectral basis functions are computed, which are 
shown in Table 2. It is obvious that the RMSE based on 
new basis functions from the optimization of improved 
error  function  (23) is less  than  that  based  on the  same 
order  basis  function  in  Ref.[5].  Moreover,  the  RMSE 
based on three new basis functions from the optimization 
of improved error function (23) is less than that based on 
the eight spectral spatial basis functions. It means that the 
model based on the new spatial basis functions from the 
optimization of improved error function (23) can capture 
the dominant dynamics of the nonlinear PDEs with much 
fewer modes. 
TABLE II.   RMSE BASED ON THE SPECTRAL BASIS FUNCTIONS 
RMSE 
1 modes  2 modes  3 modes  4 modes 
0.8494  0.8288  0.2084  0.2060 
5 modes  6 modes  8 modes  10 modes 
0.1357  0.1353  0.1264  0.1263 
B. Low-dimensional Approximation Based on Three 
Kinds of Spatial Basis Functions 
The  newly  derived  model  up  to  three  modes  is 
sufficient to capture the dynamics of the nonlinear PDEs 
for control design. The performance of the reduced model 
based on three new spatial basis functions is illustrated 
respectively.  
The three new spatial basis functions derived from the 
error function (16) and improved error function (23) are 
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corresponding  same-order  spectral  basis  functions  are 
shown in Fig. 3. 
 
 
Figure 1.   The first three new basis functions proposed in this note 
 
Figure 2.   The first three new basis functions proposed in the Ref. [4]  
 
Figure 3.   The first three spectral basis functions 
A set of 300 data is collected for testing to demonstrate 
the  spatial-temporal  performance  of  the  two  kinds  of 
basis functions (Fig. 4). 
The  spatio-temporal  approximated  output  of  the  of 
models  combined  with  three  kinds  of  spatial  basis 
functions on the testing data are shown in Fig.5, Fig.6 and 
Fig.7, while the spatio-temporal errors of the prediction 
output  of  models  combined  with  three  kinds  of  spatial 
basis  functions  are  shown  in  Fig.8,  Fig.9  and  Fig.10, 
which  RMSEs  are  0.2084,  0.1365  and  0.0836, 
respectively.  
 
 
Figure 4.   The measured output for testing 
 
Figure 5.   The approximated output based on three spectral basis 
functions 
 
Figure 6.   The approximated output based on three new basis functions 
derived from the error function (16) 
The  results  for  the  comparisons  of  the  distributed 
predicted  error  have  shown  that  the  modeling 
performance based on the new spatial basis functions in 
this note is superior to the new spatial basis functions in 
Ref.  [4]  and  general  spatial  basis  functions  in  spectral 
method.  
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Figure 7.   The approximated output based on three new basis functions 
derived from the error function (23) 
 
Figure 8.   Distributed error based on three spectral basis functions 
 
Figure 9.   Distributed error based on three new basis functions derived 
from the error function (16) 
After the spatial basis functions expansions based on 
the new  basis  functions and  Galerkin truncation, it  can 
provide a lower dimensional and more precise ordinary 
differential equation system to approximate the dynamics 
of the nonlinear PDEs.  
VI.  CONCLUSIONS 
The current study proposes a set of new basis functions 
for  model  reduction  of  nonlinear  PDEs,  which  can  be 
obtained by linear combinations of general spatial basis 
functions. The transformation matrix for the combination 
coefficients is derived from straightforward optimization 
techniques for a proposed improved error function, which 
measures the spatial-temporal squared error between the 
approximations  and  the  measured  spatial-temporal 
outputs. The derivation of the improved error functions 
also considers the influence of the variance of the error 
between approximation and the measured output. Using 
the  new  spatial  basis  functions, it  can  provide  a  lower 
dimensional  and  more  precise  ordinary  differential 
equation  system  to  approximate  the  dynamics  of  the 
nonlinear  PDEs.  The  numerical  example  shows  the 
feasibility and effectiveness of the set of new spatial basis 
functions for model reduction of nonlinear PDEs. 
 
 
Figure 10.  Distributed error based on three new basis functions derived 
from the error function (23) 
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Abstract—Today's enterprise WLAN is facing challenges as 
the rapid growth of user scale and traffic load. Users often 
experience slow or even intermittent connection in crowded 
area. This is mainly due to the interference among densely-
deployed  access  points  (APs).  In  this  paper,  we  took 
advantages  of  the  emerging  idea  of  SDN  and  OpenFlow 
technology  to  mitigate  interference  in  enterprise  WLAN. 
Specifically,  we  proposed  an  OpenFlow-based  framework 
for  enterprise  WLAN.  In  this  framework,  a  central 
controller  takes  control  over  all  the  APs  via  OpenFlow 
interface.  By  installing  appropriate  rules  on  OpenFlow-
enabled  APs,  the  controller  can  realize  fine-grained 
scheduling  of  APs’  downlink  packets.  Based  on  such 
framework, we proposed a scheduling algorithm to obtain 
high packet reception rate so that the efficiency of DCF can 
be  improved.  Simulation  results  demonstrate  that  our 
solution can significantly increase network throughput and 
reduce  retransmission  rate.  Moreover,  since  our  solution 
preserves  conventional  DCF  in  802.11  standard,  no 
modification  is  required  to  existing  802.11  clients,  which 
makes our solution practical.  
 
Index  Terms—SDN; OpenFlow;  Enterprise  WLAN;  DCF; 
Interference Mitigation  
 
I.  INTRODUCTION 
As  Wi-Fi  devices  become  universal,  people  find 
increasing  number  of  access  points  (APs)  surrounding 
them. Enterprise WLANs, with a number of APs that are 
interconnected by wired backbone, are widely deployed 
in public places to provide Internet-access for users. To 
provide continuous coverage, APs are usually placed with 
considerable  overlap  among  one  another.  As  the 
expansion of user scale and the increase of traffic load, 
APs  become  increasingly  denser.  Network  throughput, 
however, does not increase proportionally. This is mainly 
due to the interference among APs and clients. 
Basic  channel  access  mechanism  in  802.11, 
Distributed  Coordination  Function  (DCF),  has  been 
proved to be unsuitable for high-density wireless network. 
In  crowded  area  with  densely-deployed  APs,  high 
collision  probability  leads  to  low  efficiency  of  channel 
access, and thus too much time is spent in dealing with 
collision  for  retransmission.  This  significantly  affects 
networks performance and user’s experience. 
To improve DCF’s efficiency and mitigate the impact 
of interference in crowded area, many extensions to DCF 
have  proposed.  RTS/CTS  virtual  carrier  sense  was 
proposed  by  Karn,  P.  [1]  to  solve  notorious  “hidden 
terminal”  problem  and  reduce  packet  collision  rate. 
However,  RTS/CTS  mechanism  brings  extra  overhead 
and sometimes leads to congestion [2]. Given that, some 
adaptive variants of RTS/CTS mechanism [3], [4] were 
used  to  reduce  the  overhead  of  RTS/CTS  and  further 
improve the efficiency of DCF. Many studies also focus 
on  optimizing  DCF’s  efficiency  through  several  other 
aspects,  including  adaptive  carrier  sense  threshold  [5], 
multi-channel MAC protocol [6] and reduced slot size [7]. 
In  addition  to  extensions  of  DCF,  people  proposed 
some  other  methods  to  reduce  the  overhead  of 
retransmission (e.g., ZigZag decoding [8] and CSMA/CN 
mechanism  [9]).  These  solutions  are  based  on  packet 
recovery techniques in physical communication.  
In spite of the improvement above, DCF still cannot 
avoid  collision  completely.  In  crowed  area  with  heavy 
traffic load, the competition among APs is so fierce that 
transmission failure and retransmission increase sharply. 
Therefore,  the  adverse  effect  of  DCF’s  limitation  on 
network performance is exacerbated and the optimization 
described above become less efficient. 
Given  the  ingrained limitation  of  DCF,  some  people 
assert  that  DCF  is  obsolete  and  suggest  adopting 
centralized  channel  access  mechanism  in  enterprise 
WLAN.  In  practice,  there  exists  a  centralized  channel 
access  mechanism,  i.e.,  Point  Coordination  Function 
(PCF),  in  802.11  standard.  Although  PCF  provides 
contention-free access within network, it doesn’t apply to 
scenario  where  there  exists  other  nearby  networks.  In 
addition,  PCF  was  designed  to  be  used  in  single-AP 
network, and cannot be directly used in enterprise WLAN 
that has many APs. MiFi [10] augments PCF to multi-AP 
scenarios,  but  it  mainly  focuses  on  fairness  problem, 
rather than mitigating interference. 
We  conclude  that  any  solution  that  requires 
modification to client is hard to be widely deployed. This 
is because of the ubiquitous of 802.11 terminal devices. 
Therefore,  DCF  should  be  preserved  to  keep  backward 
compatibility. 
The  emerging  Software-Defined  Networking  (SDN) 
[11], which is a revolutionary networking paradigm, can 
be leveraged to mitigate interference in enterprise WLAN. 
Benefiting from the decoupling of data plane and control 
plane, SDN greatly simplifies network management, and 
provides  operators  a  programmable  platform  for  rapid 
deployment of new features.  
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doi:10.4304/jnw.9.6.1526-1533SDN  offers  a  promising  alternative  architecture  for 
enterprise  WLAN  to  address  the  issues  of  interference 
mitigation. In this paper, we proposed an OpenFlow [12]-
based  framework  for  enterprise  WLAN.  In  this 
framework,  central  controller  can  realize  fine-grained 
downlink packets scheduling to promote the efficiency of 
DCF by installing appropriate rules. Based on OpenFlow-
based  framework,  we  presented  a  downlink  packets 
scheduling algorithm. The core idea of the algorithm is to 
maintain  moderate  competition  among  APs  to  achieve 
high packet reception rate. As a result, retransmission is 
reduced and wasted time is minimized. 
It  is  worth  noting  that  our  solution  requires  no 
modification  to  802.11  clients.  We  preserve  as  much 
features  of  802.11  standard  as  possible.  Thus,  little 
hardware modification to APs hardware is needed. 
The main contribution of this paper includes: 
  We  propose  an  OpenFlow-based  framework  of 
enterprise  WLAN.  This  framework  leverages 
SDN  and  OpenFlow  technology  to  conduct 
downlink  packets  scheduling  for  interference 
mitigation.  Our  solution  requires  no 
modifications  to  client,  which  make  it  quite 
practical and easily deployed. 
  Benefiting from the OpenFlow-based framework, 
we  propose  a  packet  scheduling  algorithm.  By 
keeping  competition  not  very  fierce,  this 
algorithm can significantly improve the efficiency 
of DCF, and network performance. 
  We evaluate the impact of scheduling algorithm 
on  interference  mitigation  through  simulation. 
The  results  demonstrate  that  the  feasibility  and 
efficiency of our solution. 
II.  BACKGROUND AND MOTIVATION 
A. Distributed Channel Access Mechanism in 802.11 
In  enterprise  WLAN,  all  the  stations,  including  APs 
and  clients,  should  contend  for  channel  access 
opportunity. Due to the limited number of available non-
overlapping channel in 802.11, it is impossible to ensure 
that  APs  in  close  proximity  work  on  different  channel 
when  the  density  of  APs  is  very  high.  Interference 
coordination  mechanism  used  in  802.11  standard,  i.e., 
DCF  (Distributed  Coordination  Function),  has  poor 
performance in high-density area, where APs are closely 
deployed and users are crowded. 
DCF is primary channel access mechanism in 802.11 
standard. However, DCF is not suitable for crowed area. 
In DCF, station contends for the opportunity to grab the 
channel  in  a  distributed  fashion.  However,  DCF  itself 
cannot avoid the occurrence of collision. As shown in Fig. 
1, if collision occurs and packet fails to be decoded by the 
receiver,  the  time  used  to  contend  for  channel  access 
opportunity and packet transmission, along with waiting 
for timeout, is a waste. In crowded area, completion is 
very fierce, and the probability of collision occurrence is 
very high, leading to low channel utilization. In this case, 
the  throughput  of  users  will  be  decreased  and  the 
retransmission rate will be very high. 
 
Figure 1.   Timeline of DCF 
B. SDN and OpenFlow 
Software  Defined  Networking  (SDN)  [11]  has 
attracted considerable attention from both academia and 
industry. SDN extracts intelligence from network devices 
and places control logic onto a centralized controller. In 
SDN,  original  various  network  devices  with  complex 
functions  are  reduced  to  some  uniform  SDN  switches. 
Benefiting from the decoupling of data plane and control 
plane, SDN greatly simplifies network management and 
provides  operators  a  programmable  platform  for  rapid 
deployment of new features. 
SDN  envisions  a  three-layer  architecture,  including 
infrastructure layer,  control  layer,  and application  layer 
(as  shown  in  Fig.  2).  Infrastructure  layer  consists  of 
switches.  Control  layer  is  a  centralized  controller  that 
conducts control over switches via standardized interface 
(e.g.,  OpenFlow  [12]  and  ForCES  [13]).  Controller 
implements some services to facilitate the development of 
new features. Application layer includes applications that 
leverage  API  provided  by  controller  to  implement  a 
variety of functions. 
According to basic principle of SDN, OpenFlow [12] 
embodies  SDN  switch  and  SDN  controller,  and 
standardizes the communication protocol between them. 
In OpenFlow, SDN switch, or OpenFlow switch, contains 
some  flow  tables  that  consist  of  a  set  of  rules.  Each 
packet received by OpenFlow switch will be processed 
according to these rules. OpenFlow defines interfaces to 
add, delete, and modify rules in flow table. By installing 
appropriate rules, controller implements various network 
functionalities.  In  recent  year,  SDN  and  OpenFlow 
technology  have  been  widely  adopted  to  solve  various 
problems [14], [15]. 
 
 
Figure 2.   SDN: three-layer architecture 
C. Scheduling Downlink Packets via OpenFlow 
As we discussed in prior section, DCF performs quite 
well  when  contention  rarely  happens.  We  seek  to 
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this, we need a downlink packets scheduling mechanism. 
Since downlink traffic accounts for nearly 80% of all the 
traffic  in  enterprise  WLAN  [16],  optimization  of 
downlink traffic will significantly improve of the whole 
network's performance. 
In OpenFlow, whether or not a switch shall forward a 
packet is determined by controller. We take advantage of 
this property to construct an OpenFlow-based framework 
for  enterprise  WLAN  in  which  we  can  perform  fine-
grained downlink packet scheduling. 
III.  OPENFLOW-BASED FRAMEWORK FOR ENTERPRISE 
WLAN 
A. Overview 
In this section, we will describe how to apply SDN and 
OpenFlow technology to enterprise WLAN and provide a 
flexible  AP  control  platform  to  mitigate  interference 
among  APs  by  scheduling  downlink  packets  in  a  fine-
grained fashion. 
As shown in Fig. 3, the OpenFlow-based framework 
includes  a  centralized  OpenFlow  controller,  a  set  of 
OpenFlow-enabled access points (APs). All the APs are 
at the behest of the controller. Network functionalities are 
implemented as applications running on top of controller. 
This architecture not only simplifies the management and 
control of APs, but provides a flexible platform to realize 
the coordination among APs for interference mitigation. 
B. OpenFlow-enabled Access Point 
In  the  proposed  framework,  AP  has  been  greatly 
simplified  relative  to  original  802.11  AP.  Specifically, 
each AP has at least two network interfaces: an 802.11 
interface that communicates with 802.11 clients and an 
Ethernet interface that is connected to wired backbone (as 
shown in Fig. 4). Packets that received from client and 
delivered by  wired backbone will be forward from one 
side  to  another  side.  Whether  or  not  to  forward  any 
packet is determined by looking up the flow tables. 
Flow  table,  which  consists  of  a  set  of  rules,  is 
maintained by controller through OpenFlow interface. If 
OpenFlow-enabled AP doesn't find any matching rules in 
flow table for a packet, it will ask controller how to deal 
with the packet. 
As you can see, our design requires no modifications 
to  802.11  clients.  Furthermore  we  don't  modify  802.11 
MAC  protocol.  Therefore,  the  advantages  of  DCF  are 
preserved,  and  the  compatibility  with  off-the-shelf 
devices is maintained. 
The scheduling of OpenFlow controller coordinates the 
transmission  between  APs.  The  Responsibility  of 
scheduling algorithm operating in controller is to reduce 
the  occurrence  of  conflicts  and  retransmission  and 
resulting overhead. 
C. Downlink Packets Scheduling 
As described above, flow table in every AP determines 
whether or not to send a specified packet and we argue 
that we can realized downlink packets scheduling in the 
proposed framework to mitigate interference among APs. 
When a downlink packet from Internet arrives at an AP, 
the  AP  won't  immediately  forward  the  packet  to  its 
wireless interface. Instead, AP will check the flow table 
to find whether or not to forward the packet. In the first 
place, it cannot find any matching rules for the packet, so 
it will send an OpenFlow message to the controller. As a 
result, the controller knows the arrival of any packet. The 
controller can easily collect relevant information from all 
the APs, constructing a global view of the whole network, 
and decides which packet to be sent and when to send. 
APs won't send the packet until it receives the message 
from the controller to modify corresponding rules in flow 
table. 
DCF is still used by the packet transmission between 
APs and clients: once find matching rule to “output” the 
packet,  AP  forward  the  packet  to  802.11  wireless 
interface, which sends the packet to corresponding client 
using  DCF  mechanism.  By  collecting  statistical 
information in flow table, the controller is also informed 
that whether or not a downlink packet is successfully sent 
by an AP's wireless interface. 
Generally  speaking,  by  taking  advantage  of  the 
proposed  OpenFlow-based  framework,  and  installing 
appropriate  rules  in  appropriate  APs,  we  can  realize  a 
downlink  packets  scheduling  in  enterprise  WLAN  to 
improve the efficiency of DCF mechanism. 
 
 
Figure 3.   OpenFlow-based framework of enterprise WLAN 
 
Figure 4.   OpenFlow-enabled access point 
IV.  DOWNLINK PACKETS SCHEDULING ALGORITHM  
In  this  section,  we  will  describe  downlink  packets 
scheduling  algorithm  in  OpenFlow-based  framework. 
The  basic  objective  of  our  scheduling  algorithm  is  to 
ensure any transmission of downlink packet have as high 
success rate as possible. As a result, we can reduce waste 
of time due to retransmission, and improve the efficiency 
of DCF mechanism. 
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moderate  competition  between  APs  to  achieve  high 
transmission success rate. As a result, retransmission is 
reduced and the waste due to retransmission is minimized. 
Since  interference  estimation  is  essential  in  evaluating 
competition for scheduling algorithm, we first introduce 
some details of interference estimation and then explain 
the proposed downlink packets scheduling algorithm.  
A. Interference Estimation 
All the scheduling-related problems have to address a 
crucial  problem:  determining  whether  a  certain  set  of 
links can be activated at the same time. In essence, we 
require an interference model to predict whether a given 
link will be interfered with by other activated links and 
estimate interference degree. Interference model has been 
proved to have significant impact on the complexity of 
many optimization problems in wireless networks, such 
as scheduling and channel assignment. 
Interference  model:  At  the  very  beginning,  k-hop 
model  [17]  and  protocol  model  [18]  are  two  simplest 
interference  models.  We  call  these  models  pairwise 
model  in  that  they  have  a  common  feature  that  they 
consider every interferer independently, ignoring the fact 
that interference is a accumulated effect the accumulated 
effects when multiple interferers exist, people proposed 
physical  interference  [18],  or  SINR-based  model.  In 
SINR-based  model,  whether  a  packet  can  be  correctly 
received  by  the  receiver  depends  on  the  Signal-
Interference-plus-Noise  Ratio  (SINR)  at  the  receiver. 
SINR-based model assumes that packet will be correctly 
received  only  when  SINR  at  receiver  is  greater  than  a 
specific threshold value. 
However,  all  the  models  above  are  under  the 
assumption that interference is a binary phenomenon. 
Graded  model  further  captures  the  phenomenon  that 
the reception of packet under interference is stochastic, 
and argues that the success rate of packet reception rises 
with  the  decrease  of  SINR.  In  this  model,  interference 
degree  is  assessed  by  Packet  Reception  Rate  (PRR), 
which is a function of SINR. Several works studied how 
to construct the PRR-SINR curve [19] in off-line fashion. 
Considering the  practicality,  the  study  of  Ahmed et  al. 
[20] proposed to send some test packets to measure PRR 
in  single-hop  AP-based  networks.  In  really-deployed 
testbed,  several  works  proposed  some  measurement-
based model to predict PRR through measuring received 
signal strength (RSS) of radios, e.g., Ref. [21]. 
Computation of packet reception rate: For the sake 
of accuracy and practicability, we choose graded SINR-
based model to construct interference relation of APs. To 
calculate SINR, we need to get the power of useful signal, 
interfering  signals,  and  background noise.  Furthermore, 
in graded SINR-based model, PRR is a function of SINR 
value, so we need to construct the PRR-SINR curve. We 
benefit from many existing works [21] which developed 
measurement-based  techniques  to  estimate  interference. 
Moreover,  we  incorporate  off-line  RSS  measurement 
with  online  probing  technique  to  construct  interference 
relation of the whole network. 
Given  a  target  link  and  a  set  of  simultaneously 
activated links, we need to estimate the PRR of the target 
link  can  achieve  under  the  interference  of  these 
interfering  links.  Let  , ij l  denote  a  link,  i  is  the  source 
node and  j  is the destination node,    r Ps is the received 
power  of  signal  from  node  s,  at  node  r.  Using  the 
approach from Ref. [21], we can get    Ps r  value of any 
node s and r. So, we obtain the SINR of the link  , ij l : 
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where  j N  is the background noise at node j, and   is the 
set of all simultaneously-activated links. 
With the SINR, we next attempt to estimate PRR of 
link using PRR-SINR curve. We choose the method in 
Ref. [19]. 
B. Scheduling Algorithm 
In  OpenFlow  controller,  downlink  packets  can  be 
categorized into two sets: sending packets, and waiting 
packets.  Sending  packets  includes  the  packets  that  are 
undergoing transmission between APs and corresponding 
client and waiting packets are in effect the packets that 
don't have any matching rule in APs and sent to controller 
to  ask  for  the  subsequent  processing.  In  addition,  we 
define and record the set of activated links which means 
the links that have packets sending on it. The controller 
updates  these  three  sets  continuously  during  network's 
operating,  according  to  the  message  from  APs  and 
message it have sent to APs. 
Waiting packets are also classified into several groups 
according to their corresponding links. Each link has an 
ordered queue of downlink packets called waiting queue, 
is identified by its source and destination. Source is AP 
and destination is client. The waiting queues are kept to 
update  to  maintain  the  order  of  every  packet's  arrival. 
This is to ensure that packet arrives first will be sent first. 
This is very important for TCP performance, because out-
of-order packets in TCP protocol will be regarded to be 
congestion,  leading  to  shrinking  of  sending  window. 
When receiving a message from AP that informs the table 
miss of downlink packet, the controller inserts that packet 
at the back of corresponding waiting queue. 
For easy of exposition, we at first define some symbols 
to be used in section.  i,j WQ  denotes the waiting queue of 
link  i,j l ,  AL  denotes  the  set  of  all  the  activated  links. 
Moreover,  p source  and  p destination  denote  the  source 
and destination of packet  p respectively. 
Our  scheduling  intelligence  is  presented  in  terms  of 
pseudo-code of algorithms (as shown in TABLE I. , 0, 
TABLE  III.  ,  and  TABLE  IV.  ).  As  for  the  downlink 
packets  scheduling  problem,  we  cannot  ensure  that the 
proposed algorithm can get optimal solution. Instead, our 
aim is to provide as significant improvement as possible 
relative to state-of-the-art mechanism, i.e., DCF without 
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heuristic view.  
When a downlink packet arrives at AP and table miss 
occurs,  the  controller  will  invoke  the  algorithm 
HandNewArrivedPacket (as shown in TABLE I. ). This 
algorithm  inserts  the  new  arrived  packet  into 
corresponding wait queue and trigger the invoking to the 
algorithm  Schedule  (shown  in  TABLE  IV.  ).  When  a 
packet  is  successfully  transmitted,  the  algorithm 
HandSendSuccessPacket  (shown  in  0)  will  be  invoked. 
This algorithm removes corresponding link from  AL  and 
also trigger the invoking to the algorithm Schedule. Once 
a transmission of packet fails, the controller will invoke 
the algorithm HandSendFailPacket (shown in Table. III) 
to insert the failing packet in the front of waiting queue. 
As a result, out-of-order of packets can be avoided. 
The  algorithm  Schedule  (shown  in  TABLE  IV.  ) 
iterates  through  each  non-empty  waiting  queue,  and 
examines whether the packet in the front can be sent. At 
the  end  of  the  algorithm,  PS  records  all  the  packets 
chosen to be scheduled in next round. Then, the controller 
installs rules in relevant APs. 
The primary idea behind the algorithm is that packet is 
supposed to achieve high PPR under the prerequisite of 
only not affecting PRR of links in  AL . Specifically, we 
have two metrics: first, if the packet was sent in the air, 
the sum of PRR of links in  AL  and PRR of the candidate 
packet's  corresponding link  should not  be  less  than the 
sum of original PRR of links in  AL  when it was not sent; 
second, if the packet was sent in the air, the PRR of all 
the activated links including the candidate link and links 
in  AL  should not be less than a threshold value (we set it 
90%).  The  second  metric  is  to  ensure  activated  links 
achieve  high  PRR,  so  that  transmitting  failures  and 
retransmissions would occur not very frequently. 
For  the  function  CalcPRR  has  two  parameters:  the 
target link and the set of activated links, and returns the 
PRR  of  the  target  link  under  the  interference  of  the 
activated links. We use the method mentioned in section 
IV-A to derive the pseudo code of CalcPRR. 
TABLE I.   THE ALGORITHM HANDLENEWARRIVEDPACKET 
Algorithm HandleNewArrivedPacket 
Input: the new arrived packet  p  
1: Insert  p  to the end of  WQ , source destionation pp ; 
2: Invoke the algorithm Schedule (shown in Table IV); 
3: return 
 
It is noted that the scheduling may bring about fairness 
problem.  If  no  measurement  was  taken,  certain  link 
would suffer from “starvation”. To solve the problem, we 
link all the waiting queues of all the links as a circular 
linked list. In algorithm Schedule, the iteration procedure 
goes along the circular linked list. As a result, link being 
visited earlier, the probability that it is chosen is higher. 
To achieve fairness among APs and clients, every time 
the algorithm Schedule is invoked, the starting point of 
iteration is forwarded by one position. In this way, all the 
candidate links have comparatively fair opportunities to 
be  chosen,  and  the  proposed  scheduling  algorithm  can 
prevent  starvation  of  certain  links  and  achieve  relative 
fairness. 
TABLE II.   THE ALGORITHM HANDLESENDSUCCESSPACKET 
Algorithm HandleSendSuccessPacket 
Input: the packet  p  that has been sent successfully 
1:  AL AL l , source destionation pp  ; 
2: Invoke the algorithm Schedule (shown in Table IV); 
3: return 
TABLE III.   THE ALGORITHM HANDLEFAILPACKET 
Algorithm HandleSendFailPacket 
Input: the packet  p  that fails to be sent  
1: Insert  p  to the front of  WQ , source destionation pp  
2: Invoke the algorithm Schedule (shown in Table IV); 
3: return 
TABLE IV.   THE ALGORITHM SCHEDULE 
Algorithm Schedule: Find links to be activated nextt 
Input: waiting queue  i,j WQ  for any AP  i  and any client  j  
 set of all the activated links  AL  
Output: set of all the packets scheduled to be sent next:  PS  
1:  PS; 
2:  sum 0  ; 
3: for each non-activated link whose waiting queue  i,j WQ  is not 
empty do 
4:  sum_prr 0  ; 
5: for each link  {} i,j l AL l  do 
6:  i,j ( , { }) prr CalcPRR l AL l  ; 
7: if  prr threshold  then 
8: goto 3;  
//Once a link's PRR is lower than threshold, skip directly and turn 
to the next candidate  i,j WQ  
9: end if 
10:  sum_prr sum_prr prr  ; 
11: end for  
12: if  sum_prr sum   then 
13: ca_pdequeue the packet in front of  i,j WQ ; 
14:  PS PS { } ca_p  ; 
15:  {} i,j AL AL l  ; 
16:  sum sum_prr  ; 
17: end if 
18: end for 
19: return  PS  
V.  EVALUATION 
We  evaluated  the  performance  of  OpenFlow-based 
enterprise  WLAN  and  the  proposed  downlink  packets 
scheduling  algorithm  through  simulations.  Our 
experiment topology consists of 10 APs and 50 clients, 
each client associated with one AP. The relative position 
of links covers every possible scenario, including “hidden 
terminal” and “exposed terminal”. 
We  let  each  AP  generate  downlink  traffic  to  its 
associated clients, and client also generates uplink traffic 
to its associated AP. For UDP, the traffic was CBR; for 
TCP, the traffic was generated in a fashion that emulates 
real behavior of  Internet-access. The wireless interfaces 
of  APs  and  clients  operated  under  802.11g  54Mbps 
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disabled. We varied traffic data rate to examine the effect 
of increasing load on network throughput. We kept the 
ratio of downlink and uplink traffic at 4:1. 
We first compared the average throughput of all the 50 
links  in  OpenFlow-based  framework  with  downlink 
packets scheduling against that in traditional framework. 
The  results  are  given  in  Fig.  5.  OpenFlow-based 
framework  with  the  proposed  downlink  packets 
scheduling  improves  the  performance  of  the  whole 
network in term of TCP and UDP throughput. We vary 
the offered load from every client, and found that when 
the  offered  load  is  low,  the  improvement  is  not  quite 
obvious. With the increase of offered load, the capacity of 
some links cannot support the traffic load and these links 
enter saturated state. At that time we find that the increase 
of average throughput cannot match that of offered load. 
The  throughput  in  traditional  framework  displays  a 
decline  under  heavy  load  due  to  the  increased 
transmission failure and retransmission caused by fierce 
competition. This reflects the poor performance of DCF 
in  heavy  load  network.  On  the  contrast,  our  solution 
performed  well.  The  proposed  OpenFlow-based 
framework  with  downlink packets  scheduling improves 
average UDP throughput by more than 40% over that of 
traditional  framework  without  any  scheduling.  The 
proposed  solution  has  even  greater  effect  on  TCP's 
performance. For TCP, the overall gain is nearly 70% in 
saturated state. 
To further understand the advantage of the proposed 
OpenFlow-based  solution,  we  choose  20  representative 
links. We examined the throughput of these links when 
offer load is 6.5Mbps and the results are given in Fig.6. 
We find that our solution provides significant UDP and 
TCP throughput gains throughout all the links. 
We  further  evaluated  UDP  delay.  We  extracted  the 
data  when  downlink  rate  was  10Mbps.  The  results  are 
shown in Fig. 7. We find that the delay has been reduced 
by at least 30% for all the links. 
 
 
Figure 5.   UDP and TCP throughput as the increase of offered load 
The  ratio  of  the  number  of  successfully  transmitted 
packets  and  the  number  of  transmit  attempts  reflects 
packet  retransmission  rate.  Fig.  8  shows  the  results  of 
UDP  traffic.  In  traditional  framework  without  any 
scheduling, the ratio decreases rapidly as the increase of 
traffic load. This indicates that fierce competition leads to 
high  collision  and  thus  many  retransmissions.  On  the 
contrast, the ratio in our solution keeps at about 0.9. That 
is to say, our scheduling maintains moderate completion, 
which promotes the efficiency of DCF. 
 
 
Figure 6.   Throughput of representative links (offered load is 6.5Mbps) 
 
Figure 7.   UDP delay of representative links (offered load is 6.5Mbps) 
 
Figure 8.   Packet transmission ratio of UDP 
VI.  RELATED WORK 
A. Centralized Scheduling to Improve DCF’s 
Performance 
Inspired by the fact that downlink traffic accounts for 
nearly 80% of the whole traffic in enterprise WLAN [16], 
Shrivastava et al. proposed a framework called Centaur 
[22]  that  leverages  centralized  scheduling  to  improve 
DCF’s  performance  in  enterprise  WLAN.  In  Centaur, 
packets are judiciously chosen to be simultaneously sent 
during  every  period  of  time,  Centaur  can  solve  some 
problems  such  as  “hidden  terminal”  and  “exposed 
terminal” that DCF suffers from. 
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and proposed a centralized framework to promote DCF’s 
efficiency.  Compared  with  Centaur,  our  scheduling 
algorithm  has  some  advantages.  Firstly,  our  algorithm 
goes  beyond  epoch-based  scheduling  method.  In  our 
algorithm, a waiting packet may be forwarded as soon as 
some activated links retreat from the set of activated links 
and give the corresponding link of the waiting packet a 
high  PRR,  rather  than  waiting  to  a  batch  of  sending 
packets all finish their sending. Secondly, our algorithm 
is  based  on  a  graded  SINR-based  model  that  is  more 
accurate. This model complicates the scheduling problem, 
posing a new challenge. 
B. SDN in Enterprise WLAN 
Attempts of applying SDN to WLAN can be found in 
Ref. [23], Ref. [24] and Ref. [25].  
Ref. [23] proposed to use OpenFlow to monitor traffic 
flows and provided a GUI to control traffic flows. Ref. 
[23]  provides  to  use  SDN  to  support  network 
virtualization,  and  they  propose  to  slice  network 
according  to  user's  requirements  or  application 
characteristics.  For  instance,  operator  can  create  a 
dedicated  network  slice  for  service  with  special  QoS 
settings (e.g., VoIP).  
In  Odin  [24],  users'  association  states  are  kept  on  a 
central controller and AP is responsible for authentication 
and  beacon  generation.  Odin  introduces  LVAP,  which 
records a user's association context. With a user's LVAP, 
AP  can  communicate  with  the  user.  Odin  realizes  AP 
handoff by removing LVAP from old AP and spawning it 
in new AP. However, spawning a new LVAP inevitably 
takes quite some time, while AP handoff in SDWLAN 
has no such overhead. Since LVAP contains user's key, 
multiple  copies  of  the  key  scattered  in  several  APs 
increases security risk.  
CloudMAC  [25]  also  lifts  MAC-layer  management 
function  onto  central  controller.  However,  CloudMAC 
does not mention how to unify the wired controller and 
wireless controller. In addition, CloudMAC only supports 
switching all the associated clients from one AP to a new 
AP at the same time. 
All  the  works  above  haven’t  proposed  to  take 
advantages  of  SDN  and  OpenFlow  to  conduct  fine-
grained  downlink  packets  scheduling  in  enterprise 
WLAN for interference mitigation.  
VII.  CONCLUSION 
In this paper, we leveraged the emerging idea of SDN 
and OpenFlow technology to reorganize the architecture 
of  enterprise  WLAN  to  mitigate  the  impact  of 
interference,  which  cannot  be  handled  very  well  in 
conventional  architecture.  In  the  proposed  OpenFlow-
based framework, we can conduct fine-grained downlink 
packets  scheduling  by  installing  appropriate  rules  in 
corresponding  APs.  We  retained  conventional  DCF 
mechanism in 802.11 standard and thus keep backward 
compatibility  with  existing  billions  of  802.11  terminal 
devices.  Based  on  the  framework,  we  proposed  a 
downlink  packets  scheduling  algorithm  to  mitigate  the 
impact of interference among APs and clients. The basic 
principle  of  the  algorithm  is  to  ensure  that  every 
downlink packet achieve high PPR without affecting the 
PRR  of  activated  links.  By  keep  moderate  competition 
between APs, we can increase the efficiency of DCF due 
to  high  packet  transmission  rate.  We  demonstrated  by 
simulation that the proposed algorithm can significantly 
promote  network  performance  and  user's  experience  in 
terms of high performance and low retransmission rate. 
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Abstract—In  order  to  reduce  the  available  energy  of 
network aware node and prolong its network lifetime, an 
aware  ant  routing  algorithm  is  proposed  in  this  paper. 
Aware  node  energy,  link  quality  and  link  survivability  is 
combined as the routing standard to achieve the purpose of 
improving network performance in this algorithm. The ant 
optimization  is  introduced  and  an  any  cast  mechanism 
based  on  the  pheromone  is  adopted  in  routing  discovery 
process. The experimental result shows that the algorithm 
can  find  the  effective  path  in  time  and  reduce  energy 
consumption. 
 
Index Terms—Network Model; Route Discovery; Residual 
Energy; Packet 
 
I.  INTRODUCTION 
In  recent  years,  peer-to-peer  computing  model  has 
achieved great success in wire network. With the rapid 
development  of  mobile  communication  technology,  a 
variety  of  mobile  devices  continue  to  emerge  and  the 
corresponding  processing  capacity  is  also  growing 
stronger. Peer-to-peer computing gradually extends to the 
mobile field, becoming a new kind of application network 
-  mobile  peer-to-peer  networks.  Mobile  peer-to-peer 
network  has  convenient  deployment  and  strong 
self-organization and a strong application, bringing new 
development  space  for  peer-to-peer  model.  Mobile 
peer-to-peer  network  often  operates  peer-to-peer 
computing  in  a  mobile  self-organizing  environment, 
which is a network system built temporarily for specific 
user to use in disaster rescue and so on. Routing is an 
important  issue  in  computer network  study  and routing 
algorithm  should  design  according  to  the  network 
characteristics [1-2]. Therefore, the important issue that 
the mobile peer-to-peer network is facing is that how to 
design  effective  routing  algorithm  according  to  its 
characteristics. 
In  recent  years,  researchers  have  proposed  a  lot  of 
routing  algorithm  based  on  network  information 
perception.  Network  information  of  perception  can  be 
divided  into  two  categories:  nodes  related  information 
and network level information. The former includes the 
node energy, node locations and other information. The 
latter includes the link quality, link survival time, traffic 
load,  topology  changes  and  other  information  [3].  A 
perception message may correspond to multiple different 
perception parameters. For example, link quality can be 
described through four different parameters: the received 
signal strength indicator, SINR, packet delivery ratio and 
bit error rate. Each parameter has its own characteristics. 
Even sensing the same parameters, the choice of metrics 
may be different, such as the five different metrics about 
the network consumption proposed by Singh and others. 
Notably,  perception  contains  two  meanings:  perception 
information  and  corresponding  handling.  For  the  same 
perception information, there may  be multiple handling 
mechanism. Meanwhile, the perception objectives are not 
independent of each other and a routing algorithm can be 
based on multiple perception parameters simultaneously. 
Energy  is  the  most  important  resource  of  node.  At 
present,  many  routing  algorithm  reduce  the  energy 
difference  between  nodes  through  sensing  available 
energy of node to balance distribution of node energy and 
prolong network survival time. For example, Hussein and 
others proposed ARAMA, the node energy information 
perceived  according  to  the  routing  request  packets 
evaluate  the  corresponding  path  to  further  update  the 
routing information from intermediate node to target node 
in order to balance the energy resource of node [4]. Jhong 
and  others  proposed  CAARMA  based  on  ARAMA, 
judging whether the neighbor node will be shifted out of 
communication range according to  the  perceived  signal 
strength select a good alternate path in advance to reduce 
packet loss [5-6]. 
Intuitively, the path quality is the best routing criteria. 
For example, CRP proposed by Tran and others judge the 
node congestion through regularly detecting the usage of 
buffer of the link layer, and divide it into three grades. 
After  determining  congestion  of  the  main  path,  to 
establish a bypass to the first non-congested node of the 
downstream of primary path in time to reduce delay and 
distribute  the  traffic  on  the  main  path  and  bypass  to 
relieve  congestion.  The  node  of  CALRA  proposed  by 
Zheng  and  others  judges  the  link  load  state  through 
sensing the utilization of interface queue cache of MAC 
(Medium Access Control) layer and calculating the ratio 
of their average packet transmission delay to the average 
estimated delay of node in path [7]. And, reward system 
is introduced according to the congestion in network to 
balance network load. ETX proposed by Couto and others 
calculates the link quality through transmission times that 
correctly  transmitting  (including  retransmission)  a  data 
packet in link requires [8]. 
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doi:10.4304/jnw.9.6.1534-1541Network  topology  has  an  important  impact  on  the 
routing performance. Some routing algorithms make node 
have  a  clearer  understanding  for  network  topology 
through  sensing  location  information  so  that  a  more 
suitable path is selected. For example, the nodes in GPS 
proposed  by  Karp  and  others  can  sense  their  location 
information  and  be  unified  addressing  so  that  the  date 
forwarding can go along a straight line as far as possible 
by using greedy algorithm. LAODV proposed by Wu and 
others, based on AODV, senses its location information 
through the location technologies such as GPS and so on. 
Meanwhile,  to  sense  the  position  of  neighbor  through 
HELLO  division  so  that the routing  discovery  is  made 
through  the  way  to  combine  the  revised  greedy 
forwarding  of  flooding and  location information.  Some 
routing algorithm know the change of network topology 
through sensing path stability. For example, MUDOR-AS 
proposed by Sakhaee and others takes the relationship of 
relative  movement  between  the  nodes  as  stability 
parameter  and  the  nodes  obtain  the  Doppler  frequency 
shift  between  nodes  through  periodically  exchanged 
packet of nodes [9]. PGLS proposed by Xiao and others 
directly takes the distance between two nodes as the link 
stability  parameter,  combines  with  rumors  mechanism 
and then a pseudo-rumor routing algorithm based on link 
stability is proposed. MASR proposed by Hu and others 
takes  effective  link  time  as  the  stability  parameter. 
Through bilaterally assessing the link valid time and node 
mobility  status  changes,  asynchronous  notification  and 
multipath routing  based  on link  stability  maintaining is 
triggered  to  ensure  the  stability  of  routing  [10].  Some 
routing  algorithms  sense  network  topology  changes 
through other parameters. For example, ARPM proposed 
by  Seba  takes  perceived  change  rate  of  surrounding 
neighbor nodes as measure parameter of topology change, 
so that the reactive / active route is carried out in the high 
/  low  movement  separately  [11].  EAGER  proposed  by 
Zhao  and  others  divide  the  network  into  honeycomb, 
route in honeycomb is maintained by initiative and the 
route  between  the  honeycomb  is  built  by  demand. 
According  to  the  message  arrival  rate  and  the  rate  of 
change  of  topology,  the  size  of  honeycomb  is  adjusted 
dynamically. 
Ant colony algorithm is a heuristic algorithm proposed 
by Italian scholar Marco Dorigo inspired by the foraging 
behavior  of  real  ants  in  1991  [12].  Each  ant  search 
dependently in candidate solution space and realize the 
communication of each with the deepening of the search, 
it eventually converges to the optimal solution. As is a 
typical  representative  of  swarm  intelligence,  in  recent 
years, ant colony algorithm has been widely used in the 
design of routing protocol. Currently there are two main 
ways  of  application:  one  is  to  use  the  trace  of  ant 
pheromone  to  make  routing  selection,  such  as  ARA, 
ARAMA  etc.;  another  is  to  use  the  mobile  agents  to 
traverse the network to collect routing information, such 
as Ant-AODV and so on. And ARA and the traditional 
demanding  route  protocol  in  mobile  network  such  as 
AODV  are  very  similar.  The  demand  of  source  node 
generates  forward  ant  of  similar  route  request  to 
broadcast  routing.  After  the  intermediate  node  receives 
fant,  update  the  pheromone  to  source  node  in  reverse. 
After the destination node receives fant, it generates the 
backward ant of corresponding similar route reply. Bant 
returns to source node along the path of fant in reverse 
and  updates  the  pheromone  from  intermediate  node  to 
destination node in this way. After the available route is 
built from source node to destination node through fant 
and bant, packet finds route based on the probability of 
pheromone.  ARA  don’t  consider  the  factor  of  node 
energy, which may lead to the imbalance of node energy 
in network and  other  problems.  Fant in  ARAMA  finds 
route  based  on  probabilistic  unicast  of  pheromone  and 
heuristic information. Destination node evaluate the path 
based on the hop and node energy collected by fant and 
other information. Bant updates the pheromone according 
to the evaluation information. In the mobile network of 
changeable topology, the unicast route of fant probability 
cannot guarantee to find suitable path in time and brings 
about the delay growth of routing establishment and other 
problems [13]. 
The  related  research  about  the  issue  of  ant  colony 
routing has been already done. Since DiCaro and others 
proposed the ant colony based on the cable network in 
early  time,  many  scholars  have  used  the  ant  colony 
algorithm  to  solve  routing  problems  of  all  kinds  of 
networks. And a series of algorithms in MANET are most 
representative. These algorithms achieve good results in 
the transmission delay and network congestion and other 
aspects. In wireless sensor network, Zhang Y and others 
respectively proposed three kinds of ant colony routing 
algorithm  based  on  AntNet  [14].  The  node  distance  is 
used to build heuristic factors and evaluate the delay of 
distributed  sensor  network,  total  energy  consumption, 
energy  efficiency  and  others in this  paper.  In  addition, 
Huawei  Liang  and  others  used  residual  energy  of 
neighbor  nodes  and  routing  hop  to  build  ant  colony 
algorithm  [15].  It  guarantees  the  minimum  energy 
consumption  and  balance  to  a  certain  degree,  but  the 
algorithm can only achieve the balance of local energy 
consumption  because  of  the  use  of  energy  of  neighbor 
nodes  in  the  design  of  the  algorithm.  Tu  Z  and  others 
used the total energy that massage passing consumed in 
routing  to  build ant  colony  algorithm.  It  can make  the 
network  consumption  minimized  but  the  balance  of 
consumption not guaranteed. Zheng Wei and others used 
the residual  energy  of  neighbor nodes  and the  distance 
between  neighbor  nodes  to  describe  the  ant  colony 
routing algorithm, only guaranteeing the local minimum 
and local balance of energy consumption [7]. Camilo T 
and  others  improved  the  update  process  of  pheromone 
and considered the energy  consumption of all nodes in 
routing, so it made some improvement in the balance of 
energy of the whole network, but the specific quantitative 
analysis of routing features was not done [4]. In addition, 
evaluation  criteria  of  these  algorithms  mainly  are  the 
average  energy  consumption  of  network  nodes  and  the 
number of remaining working nodes. 
Based on the above analysis, a new routing algorithm 
based on perception is proposed in this paper. Through 
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the  algorithm  combines  all  three  as  the  route  selection 
criteria  to  achieve  the  purpose  of  improving  network 
performance.  In  addition,  the  ant  optimization  is 
introduced  and  an  anycast  mechanism  based  on  the 
pheromone  is  adopted  in  routing  discovery  process, 
which can not only find effective path in time but also 
reduce  the  energy  consumption.  In  route,  automatic 
balance  of  probabilistic  route  and  fast  routing 
convergence of deterministic route is combined 
This paper mainly did expand and innovative job in the 
following aspects: 
(1) In order to reduce the available energy of network 
aware node  and  prolong  its network lifetime, an aware 
ant routing algorithm is proposed in this paper. Through 
sensing node energy, link quality and link survivability, 
the  network  energy  can  be  balanced  effectively  and 
packet  delivery  ratio  can  be  improved.  This  algorithm 
adopts  an  anycast  mechanism  based  on  pheromone  in 
routing  discovery  process,  which  can  find  effective 
routing paths in time and save energy. When evaluating 
built routing paths, this algorithm not only considers the 
energy of every node on routing paths, but also considers 
quality  of  links  and  link  survivability.  It  combines  the 
load  balancing  of  probability  routing  and  fast 
convergence of deterministic routing. 
(2) To further validate the correctness and validity of 
aware ant routing algorithm proposed in this paper, the 
simulation  experiment  is  made.  The  experiment  adopts 
the  network  simulation  software  NS2  to  design  related 
experiment,  comparing  with  AODV  and  ARAMA 
algorithm. The simulation result shows that the algorithm 
in  this  paper  can  achieve  traffic  balance  to  avoid 
congestion  and  find  effective  path  in  time  to  reduce 
energy consumption of perception nodes. 
II.  MODEL AND DESCRIPTION 
A. Network Model 
Node  movement  follows  the  Random  Waypoint 
mobile  model;  Furthermore,  the  initial  energy  isomer 
automatically exit the network in energy depletion; nodes 
can  not  obtain  location  information;  nodes  follow  the 
Two-Ray  Ground  propagation  model.  To  facilitate 
analysis, we set several network parameters:  e  indicates 
the network diameter (take hops as a unit),  i x   represents 
the  number  of  neighbor  node  of  the  node  i ,  i y  
represents a collection of neighbor node of the node  i , 
x   represents the number of nodes in the network 
B. Description of Problem 
To improve the performance of the mobile peer-to-peer 
network, an efficient routing algorithm should also have 
the following characteristics simultaneously: (1) to try to 
avoid  using  broadcast  mechanism.  Although  broadcast 
mechanism is simple to achieve and can guarantee to find 
the target node in any case, but it often involves a lot of 
irrelevant nodes,  resulting  in a  waste  of  energy;  (2)  to 
balance  energy  distribution  of  nodes  in  the  network  to 
avoid  excessive  energy  consumption  of  some  nodes, 
resulting  in  voids  and  isolated  network;  (3)  to  avoid 
congestion region in the network and balance traffic; (4) 
to evaluate the quality and survival performance of the 
links in the network. Link quality can reflect the current 
state of the network; link survival performance can reflect 
the trend of the network. 
In  the  study  of  routing  algorithm  of  current  mobile 
peer-to-peer network, the existing work can not meet the 
requirements  of  the  above  points.  For  example,  route 
request  packet  of  ARAMA  goes  forward  according  to 
unicast probability of path quality. While the broadcast is 
avoided,  it  is  difficult  to  ensure  the  time  to  find  the 
destination node in time, and it needs more consideration 
of the network congestion and link quality; CALRA only 
considers  the  congestion  in  the  network,  but  does  not 
consider  the  node  energy.  Nearly,  many  early  routing 
algorithms ignore the important limiting factor--the node 
energy, and the algorithms that consider the node energy 
do  not  consider  routing  overhead  and  node  mobility. 
More  importantly,  most  of  them  assume  node  energy 
isomorphism,  although  it  does  not  meet  the  actual 
network conditions. 
III.  AWARE ANT ROUTING ALGORITHM 
Because having the characteristic of self-organization, 
robustness, Ant optimization idea is very suitable for the 
design of adaptive routing algorithm  , ie. by movement 
of ants in the network, the pheromone is left in the path 
they passed, and the decision is made according to the 
available  pheromone  and  some  heuristic  information. 
Routing algorithms can be divided into four parts: route 
discovery,  routing  maintain,  data  packets  sending  and 
pheromone evaporation. 
A. Routing Discovery 
Route discovery's mission is to discover the valid path 
from the source node to the destination node. In order to 
better save energy, the demand routing method is adopted, 
that  is,  only  when  the  node  needs  communication,  the 
valid path is established. When the source node needs to 
send a packet, firstly it should judge whether there is a 
valid route to the destination node. if there is, then the 
packet is sent directly, or the forward ant (forward ant, 
fant)is  generated.  The  forward  ant  is  equivalent  to  the 
routing  request  packet  of  traditional  routing  algorithm, 
finding ways in the network according to pheromone and 
heuristic information and collecting network information 
simultaneously. After reaching the destination node, the 
destination node  evaluate  corresponding  path  according 
to the collected information and generate corresponding 
backward  ant  (backwardant,  bant).The  backward  ant 
return back and update the pheromone of the nodes along 
the path. After receiving the backward ants, the source 
node establish one or several valid route to the destination 
node. 
Traditional demand routing protocols are achieved by 
means  of  broadcast  mechanism.  Broadcast  mechanism 
can guarantee to quickly find a valid path in any case, but 
it  could  easily  lead  to  a  waste  of  energy,  so  many 
improved  protocols  have  given  up  using  the  broadcast 
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mechanism;  SARASimple  Ant  Routing  Algorithm)  use 
controlled  neighbor  broadcast  mechanism,  only  one 
neighbor  node  forwarding  route  request  packet.  The 
anycast mechanism based on pheromone is used in this 
paper: 
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  (1) 
Formula (1) represents that the mid-node i choose the 
neighbor node j as the probability of the next hop node of 
forward ant of d. After each intermediate node receive the 
forwarding  ants,  it  judge  that  whether  there  is  the 
pheromone to the destination node firstly. If there is, then 
there  may  be  a  valid  path  between  two  nodes,  so 
forwarding  it,  otherwise,  forwarding  according  to  local 
heuristic  information  probability  from  itself  to 
surrounding  neighbor  nodes.  In  the  formula,  ,
e
xy   
represents  the  corresponding  pheromone  value  of  path 
from  neighbor  node  j  to  destination  node  e ;  , xy u  
represents the queue length (the number of bits waiting to 
be  sent)  from  connection node  i   to  neighbor node  y  
in link. 
The core of routing algorithm is routing mechanism. 
The evaluation for the path mainly focuses on two aspects: 
the path quality and path survivability. Path quality is the 
merit  and  demerit  of  path  and  mainly  refers  to  the 
delivery ratio of path for packet. For example, ARAMA 
evaluate  the  path  quality  according  to  the  hops  and 
energy and other information that forward ants collected 
along  the  way;  Zhuang  Lin  integrate  the  bandwidth, 
delivery ratio and node load and many other indicators to 
determine  the  path  quality.  Path  survivability  is 
probability of path that remains valid in future survival 
cycle.  The  path  with  long  survival  cycle  have  high 
stability in data transmission, reducing the impact of node 
mobility  and  others  on  routing  process.  For  example, 
Chen  L  and  others  judge  that  the  node  with  smallest 
change of the neighbor node has good stability according 
to historical information between neighbor nodes. 
For  the  mobile  peer-to-peer  network  that  topology 
changes dynamically, the evaluation of path should not 
only consider both paths link quality, but also consider 
the  link  survivability.  At the  same  time, the  evaluation 
methods  can  not  be  too  complicated.  Of  course,  the 
problem of limited energy nodes cannot be forgot. 
In the process of advancing, the forward ants collect 
information of nodes along the path to reflect the quality 
of the corresponding path. Except for the path state, good 
quality  evaluation  parameters  should  also  include  the 
energy situation and future state of forecast link along the 
path the routing path to their own circumstances, should 
include  node  along  the  link  and  forecast  future  energy 
situation,  such  as  whether  the  congestion  the  survival 
cycle of link forecast. In order to minimize the size of the 
forward ants, we apply a normalization form to show: 
  1 , 2 , 3 , i e i p i k i p               (2) 
  ,
__
__
pi
num rec hello
PDR
num send hello
    (3) 
Formula (2) represents the routing information of node 
i .  In  the  formula,  1  ,  2  ,  3    represents  the 
respective corresponding weight of the residual energy of 
node,  link  quality  and  link  survivability, 
1 2 3 1       . 
Formula (3) represents the ratio of residual energy of 
node and the average residual energy of the surrounding 
nodes. Many algorithms use node energy utilization as a 
measure of node energy, but it only applies to the case of 
node  energy  isomorphism.  As  mobile  peer-to-peer 
network use HELLO mechanisms to ensure connectivity, 
therefore,  to  add  the  current  energy  information  to  the 
HELLO  packet  sent  periodically,  then  the  node  i   can 
get the average residual energy of  i m   node around.   
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  (4) 
The ratio is in accordance with trapezoid distribution, 
as it shows in Figure 1. 
 
y
1
x 0 Ea,i  
Figure 1.   Ratio of node residual energy and the average residual 
energy of the surrounding nodes 
Formula (5) indicates the link quality, Vlavianos A and 
others prove that PDR is the most common and accurate 
link  quality  measure  by  experiment  and  it  can  be 
achieved by HELLO mechanism. 
Formula (6) indicates the forecast of link survivability. 
As  the  node  in  mobile  peer-to-peer  network  changes 
dynamically, so the change of quality of the link between 
nodes  is  usually  in normal  distribution.  As  it  shows  in 
Figure  2,  when  the  distance  between  nodes  achieve 
minimum, link quality is optimal. 
 
y
1
x 0 a  
Figure 2.   Link life (link quality) normally distributed 
According to Two-Ra Ground propagation model, it is 
known that 
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In  the  formula,  h t   represents  the  signal  power 
received  by  the  receiving  node,  i t   indicates  the  signal 
power  of  transmitting  node,  i e   represents  the  antenna 
gain of the transmitting node,  h e   represents the antenna 
gain of the receiving node,  h l   represents antenna height 
of  transmitting  node,  h t   represents  the  height  of  the 
antenna  of  receiving  node,  D   represents  the  distance 
between  transmitting  node  and  the  receiving  node.  i e , 
h e ,  h l   and  i e   are constants. If Pt does not change, Pr 
and  D   is in inversely proportion. The node distance is 
predicted  through  the  change  trend  received  by 
intermediate nodes, then the link survivability of link is 
determined. 
    . . . 1 h new h old h new t t t         (5) 
In  the  formula,  . h new t   represents  the  signal  energy 
received by node, λ represents the smoothing parameter. 
Therefore, as the distance between two nodes decreased, 
the  corresponding  link  survivability  increases.  On  the 
contrary, the link survivability decreases. 
The normalization information  of  each  link  obtained 
by forward ants is multiplied to be the information of the 
entire path. It is shown in the following formula: 
  path i
i path
QQ

    (6) 
Since    0,1 i Q  , so    0,1 path Q  , and implies the hop 
information. 
After the destination node receives the forward ants, it 
can evaluate according to collected path information and 
then  generate  corresponding  backward  ants.  Perishing 
forward ants, and then backward ants return to resource 
node  along  the  path  of  forward  ants,  and  update  the 
pheromone from middle node to the nodes of downstream 
along the way: 
    ,,
dd
x y x y ke     (7) 
Formula  (9)  represents  that  an  intermediate  node  x  
update  the  pheromone  value  from  neighbor  j  to 
destination node d after receiving the backward ants from 
the last hop node  y . In the formula,    path k e Q     
represents  strengthened  incremental  value,      is  a 
constant  for  increasing  the  absolute  value  of  the 
increment  of  pheromone.    ke   and  the  evaluation 
information of corresponding link are in direct proportion. 
The  higher  evaluation  of  the  links  is,  the  more  the 
pheromone increment is, the better they are able to attract 
the following packets. 
To  improve  performance,  whether  forward  the 
forwarding ants, the intermediate nodes will update their 
pheromone  values  from  itself  to  the  upstream  node 
reversely: 
   
''
,,
ee
x l x l ke     (8) 
B. Route Maintenance 
Routing  maintenance  includes  two  parts:  routing 
refresh and routing failure handling.   
Routing  refresh  is  the  effective  way  to  identify  and 
maintain  the  route  that  is  using  currently.  There  are 
mainly  three  methods:  using  the  control  packet,  data 
packet and automatic update based on routing lifespan. 
To  reduce  overhead,  using  the  method  that  packet 
refresh  routing,  that  is,  when  sending  a  packet 
successfully, the nodes along the way will automatically 
update the corresponding pheromone: 
''
,, '
ee
x l x l      
In  the  formula,  '    indicates  pheromone  values  that 
updates automatically. 
Routing failure handling is the method that the routing 
protocol  needs  to  be  fixed  in  order  to  ensure  correct 
packet  delivery  because  of  node  mobility  and  other 
factors that lead to link failure. 
It mainly includes local repair and repair of the source 
node. The former is creating a new route to destination 
node through detecting route of node failure to replace 
invalid route; the latter is generating a route error packet 
and reversely pass it to source node through detecting the 
node of route failure to find way again by source node. 
In routing failure handling, ant algorithm has a natural 
advantage,  namely,  to  maintain  multiple  paths 
simultaneously. So, if node find the routing failure, it will 
find  other  paths  to  destination  node  automatically,  if 
exists,  then  using  it  directly;  otherwise  local  repair  id 
performed  to  establish  an  effective  routing  as  soon  as 
possible  The  local  repair  process  is  similar  to  route 
discovery. 
C. Packet Transmission 
Data  transmission  is  the  method  of  sending  packets 
based on received routing information. 
           
           
,
,
''
, , , ,
'
, ''
, , , ,
0, _ max
1, _ max
d
i allowed
d
i allowed
ee
x l x y x l x y
eq e
xl ee
x l x y x l x y
eq
random num
random num
    

    


    

 
    

(9) 
Formula  (9)  indicates  that  node  x   choose  the 
neighbor  node  y   as  the  probability  of  next  node  of 
packet  that  destination  node  is  e .  We  use  the 
combination  of  probabilistic  routing  and  deterministic 
routing.  When the  generated random number is  greater 
than the threshold value, then the deterministic method is 
used, that  is  to  select the  best  path  for  forwarding  and 
make  full  use  of  the  results  of  the  finding  of  path; 
otherwise, to select between multiple effective next hop 
nodes  according  to  the  pheromone  and  heuristic 
information probability and bring the natural advantage 
of  automatic  balance  of  ant  algorithm.  In  the  formula, 
, xy    represents  the  local  heuristic  information  of  link 
from  node  x   to neighbor node  y .  The  congestion  of 
buffer array of the link is used to show as: 
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Heuristic information  , xy    is the normalized function 
of  , xy    in  [0,  1].  _ random num  is  a random decimal 
that is automatically generated, between [0, 1];  1    is the 
threshold that the intermediate node determines how to 
choose  its  own  path.  Packet  makes  routing  decision 
through  combining  long-term  learning  process  and 
instantaneous  heuristic  information.  .
d
i allowed q   represents 
the set of node  x   of the next hop node that can arrive 
the  destination  node  d  and  meet  the  requirements.    
and     is the corresponding weight of pheromone value 
and heuristic information. 
D. Pheromone Evaporation 
Ant routing algorithm also has a special mechanism: 
the pheromone evaporation. As pheromone evaporation is 
individual  behavior  with  no  communication  between 
nodes. Therefore, this paper take method of performing 
regularly evaporation mechanisms. 
   
,, 1
x y x y
dd q       (11) 
In the formula,  q   is the evaporation coefficient. 
E. Algorithm Analysis 
Lemma  1.  Route  discovery  process  can  ensure  the 
detection of a valid route in time and lower overhead. 
Route discovery is achieved by forward ants according 
to pheromone and heuristic information. It can be divided 
into four cases specifically: no information, pheromone, 
heuristic  information  and  pheromone  +  heuristic 
information. 
When  network  is  just  established,  there  is  no 
information,  neither  the  pheromone,  nor  any  heuristic 
information,  then  forward  ants  perform  broadcast 
mechanism,  which  is  equivalent  to  AODV;  With  the 
operation  of  the  network,  when  a  node  wants  to  send 
packets  to  a  new  node,  at  this  point,  there  may  be  no 
pheromone  but  only  heuristic  information,  then  the 
intermediate node forward according to the probability of 
heuristic information. Haas Z J and others proves that as 
long as  forwarding  probability  is  between  0.6 and  0.8, 
then  in  almost  all  network  conditions,  all  nodes  an 
receive  forward  ants  and  save  nearly35%  information 
than  broadcast  mechanism.  The  average  forwarding 
probability of intermediate node i for all neighbor nodes 
is 
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  indicates the total number of stored packets of 
node  x   in the buffer. Then 
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When  2,3,4 i m  ,  x r   respectively is 0.0666, 0.7169 
and 0.7801.   
In  addition,  Gossip  is  the  probability  of  calculation 
forwarding of all neighbor nodes, and the algorithm is the 
probability  of  calculation  forwarding  of  each  neighbor 
node,  so  the  probability  of  complete  failure  of  initial 
forwarding. 
  ,
1
1
i N
xy
i
Q

   
  , 1 xy Q  , which is much smaller than Gossip, don’t 
need  to  perform  improvement  of  the  first  i   hop 
broadcast;  When  an  intermediate  node  has  both 
pheromone and heuristic information, due to the regular 
evaporation  of  pheromone,  therefore,  if  not  promptly 
strengthened pheromone of node will be lost soon. So the 
intermediate  node  has  pheromone  means  that  the 
probability of having a valid route to destination node is 
high.  The  forwarding  probability  of  1  can  ensure  that 
these intermediate nodes can forward the forward ants to 
valid path in time. 
Lemma  2.  The  time  complexity  of  route  discovery 
process  is    ON.  Forward  ants  store  the  information 
into  the  stack    1 O   in  intermediate  node;  the 
pheromone  that  update  to  upstream  node  reversely  is 
  ' Od , entering into the output link queue    1 O . Thus, 
the  worst  time  complexity  of  a  forward ant  during  the 
movement  from  source  node  to  destination  node  is 
  '2 Od .  During  the  process  that  the  backward  ants 
return along the way of forward ants, the operation need 
to be performed in each intermediate node to get the next 
hop node    1 O . The pheromone that is updating to the 
downstream  is    ' Od ,  entering  the  output  link  queue 
  1 O , then the worst time complexity of a backward ant 
in  the  movement  is    '2 Od .  Therefore,  the  time 
complexity  of  routing  discovery  process  is 
    '2 O d O N  .   
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node's  movement  during  the  worst  time  complexity  is 
  '2 Od .  After  the  ant  along  the  path  prior  to  reverse 
during the return, at each intermediate node to perform 
the  operation to  obtain the next-hop node  stack    1 O , 
updates to the downstream node forward the pheromone 
is    ' Od ,  into  the  output  link  queue    1 O ,  then  a 
backward ants during exercise worst time complexity is 
  '2 Od . Therefore, the route discovery process, the time 
complexity is      '2 O d O N  . 
IV.  EXPERIMENTAL SIMULATION AND ANALYSIS 
A. Experimental Setup 
The network simulation software NS2 is used to design 
related experiment to verify the performance of SAARA 
(Self-Aware  Ant  Routing  Algorithm).  The  parameter 
setup  of  network  environment  is  shown  in  table1;  the 
parameter  of  the  algorithm  is  shown  in  table  2.  We 
choose AODV and ARAMA to do comparison. 
TABLE I.   NETWORK ENVIRONMENT PARAMETER 
parameter  value 
number of node  60 
network range  1500 700 mm   
maximum transmission range  350m  
propagation model  Randbm Waypoint Model 
speed range of movement of node  0 .65 .120 .350 .700 s s s s s  
modeling time  0 25 / ms   
residence time of node  700s  
connection number of CBR  20 
size of data packet  512byte  
transmitting consumption  0.36J  
receiving consumption  0.38J  
TABLE II.   ALGORITHM PARAMETER   
parameter  value 
1 2 3 ,,      1/3 
   0.4 
y    100 
' r   1 
    1 
1    0.77 
q   0.4 
B. Experimental Result and Analysis 
Setting the initial energy of all nodes are  32J   to test 
the performance of node energy isomorphism. Figure 3 (a) 
indicates that the packet delivery ratio changes differently 
with node residence  time.  AODV is directly  used  after 
the  shortest  path  is  found,  if it  is not  valid  because  of 
node mobility, then the way will be found again after the 
energy of node in the path. As the energy limit is out of 
consideration,  so  the  speed  gap  of  node  energy 
consumption seriously affects the performance; Although 
ARAMA considers the energy utilization of node along 
the way, but it use unicast mechanism to find way, so the 
performance  is  slightly  better  than  AODV  in  dynamic 
condition but slightly worse in static condition; SAARA 
considers  not  only  the  node  energy  but  also  the  link 
quality and link survivability. What need to pay attention 
is that, because of energy limit, the performance in static 
condition  may  lower  than  the  performance  in  dynamic 
condition as the dynamic environment balance the energy 
distribution objectively. 
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Figure 3.   The performance of isomorphism of initial energy of node 
Setting  the  initial  energy  of  the  node  averagely 
distribute in 30J ~ 50J in order to test the performance of 
isomeric  node  energy.  Figure  4  (a)  indicates  different 
changes  of  packet  delivery  ratio  in  different  residence 
time. Figure 4 (b) represents different changes of average 
routing  overhead  in  different  residence  time.  Since 
ARAMA is designed for the environment of isomorphic 
environment, so the difference of performance between 
AODV and ARAMA is greater. The way of SAARA to 
sense node energy give it the ability to adapt the isomeric 
condition. 
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Figure 4.   The performance of isomerism of initial energy of node 
Figure 5 is the change of energy standard deviation of 
node  (isomorphism/isomerism)  during  the  process  of 
network operation under dynamic environment. It can be 
seen that ARAMA and SAARA are better than AODV 
because the information of node energy is considered. In 
Figure 5 (a), the initial energy of nodes are  32J , so the 
effect  of  energy  difference  factor  is  less.  The  main 
consideration  is  number  of  path  hop  and  other  quality 
information.  The  standard  deviation  of  energy  grows 
rapidly,  but  to  a  certain  extent,  the  factor  of  energy 
affects the growth. In the figure, the standard deviation of 
energy of SAARA plummets is because that some node 
energy may be quickly exhausted in the shortest path and 
forced to choose another path. 
In Figure 5 (b), the initial energy of node is between 
32 52 JJ  3. With the operation of the network, standard 
deviation of node energy of SAARA has been decreased; 
and  ARAMA  aims  at  isomorphic  condition  and  only 
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is higher, not   
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Figure 5.   Necessarily the absolute value of remaining energy is 
higher 
V.  CONCLUSION 
An  aware  ant  routing  algorithm  is  proposed  in  this 
paper  for  mobile  peer-to-peer  network.  presents  a 
perception  ant  routing  algorithms.  Aware  node  energy, 
link  quality  and  link  survivability  is  combined  as  the 
routing  standard  to  achieve  the  purpose  of  improving 
network  performance  in  this  algorithm.  The  ant 
optimization  is  introduced  and  an  anycast  mechanism 
based on the pheromone is adopted in routing discovery 
process. The algorithm in this paper can achieve traffic 
balance  to  avoid  congestion  and  find  effective  way  in 
time to reduce consumption of perception node. 
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Abstract—As  the  ant  colony  algorithm  has  the  defects  in 
robot  optimization  path  planning  such  as  that  low 
convergence cause local optimum, an improved ant colony 
algorithm  is  proposed  to  apply  to  the  planning  of  path 
finding  for  robot.  This  algorithm  uses  the  search  way  of 
exhumation  ant  to  realize  the  complementation  of 
advantages  and  accelerate  the  convergence  of  algorithm. 
The  experimental  result  shows  that  the  algorithm  of  this 
paper  make  the  optimization  planning  of  robot  more 
reasonable. 
 
Index Terms—Optimization Rules; Core Area; Randomness; 
Comprehensive Assessment of Path 
 
I.  INTRODUCTION 
Robots will play an increasingly important role in the 
future  space  activities.  Its  wide  range  of  applications 
includes  satellite repair,  structural  construction  of  large 
space, track garbage, and so on, thus it gains more and 
more national attention. Spatial operation, different from 
the ground operation, requires robot to have the ability to 
work normally in unknown environment [1]. It not only 
relies on the vision, force, torque and tactile sensors, but 
also depends on advanced planning and decision-making 
capabilities 
Mobile robot path planning is providing an optimal or 
suboptimal  accessible  path  without  collision  from  the 
beginning  to  the  end  in  the  work  environment  with 
obstacles according to planning time , the robot running 
time,  path  length  and  smoothness,  energy  consumption 
and  other  performance  indicators.  Mobile  robot  is  a 
complex  control  system  with  a  variety  of  technologies 
and  path  planning  is  one  of  the  core  technologies. 
Currently,  the  research  on  rescue  and  search  robot 
research  mainly  focuses  on  the individual  [2].  Most  of 
them  are  the  semi-autonomous  systems  and  require 
manual  operation  and  the  research  on  autonomous 
intelligent  robots  and  group  robot  is  less,  while  using 
group  robot  can  expand  search  range,  improve  work 
efficiency  and  improve  the  reliability  and  accuracy  of 
information by robots collaboration. 
In  recent  years,  ant  colony  algorithm,  simulated 
annealing  algorithm,  genetic  algorithm,  particle  swarm 
algorithm  and  other  intelligent  optimization  algorithms 
have  been  applied  to  path  planning research  of  mobile 
robot. Dorigo M and others used artificial neural network 
model  to  describe  the  work  environment  of  robot  and 
used the genetic algorithm to optimize the path, in which 
the  fitness  function  of  genetic  algorithm  was  built 
through the output of the neural network [3-5]; Feng Qi 
and  Zhou  Deyun  used  genetic  algorithms  for  path 
planning  under  polar  coordinates  ,  reducing  the  search 
space,  simplifying  the  encoding  way,  and  refining  the 
generated initial path to eliminate unnecessary inflection 
point,  and  got  good  results  [6-9].  Sun  Bo  and  others 
proposed  the  global  path  planning  method  of  mobile 
robot  based  on  particle  swarm  algorithm  [10].  This 
method had the advantages such as simple model and low 
complexity, while it also had the disadvantages such as 
easily involving in local minimum, high dependence of 
parameter on search performance. A lot of improvements 
have been made at home and abroad for these defects. For 
example,  Tao  Xinmin  and  others  divided  the  particle 
population into random subgroup and evolution subgroup 
[11]. Through coordinating the work of two subgroups, 
the  defect  of  easily  involving  in  local  minimum  was 
overcome  and  the  convergence  speed  and  stability  was 
improved.  Clerc  proposed  to  introduce  compression  to 
control  the  convergence  performance  of  particle  swarm 
algorithm  in  velocity  update  formula  of  particle  swarm 
algorithm [12]. The method could effectively search the 
different  regions  to  get  high-quality  solutions.  Li  Qing 
and  others  used  respectively  special  genetic  algorithm 
and  chaotic  particle  swarm  algorithm  to  make  mobile 
robot  path  planning  and  analyzed  the  advantages  and 
disadvantages of these two algorithms through simulated 
comparison experiment [13-15]. 
Ant  colony  algorithm  is  initially  used  to  solve  TSP 
problem. It uses swarm intelligence algorithm of positive 
feedback.  It  has  parallelism,  strong  robustness,  global 
optimization  and  other  advantages  and  can  be  used  in 
path planning of many practical problems. For example, 
the literature [11] apply the ant colony algorithm to the 
route  optimization  of  unmanned  aerial  vehicle  so  that 
unmanned aerial  vehicle  can  efficiently  avoid  obstacles 
and radar; the literature [13] apply ant colony algorithm 
to local path planning of mine rescue and achieve good 
results.  The  ant  colony  algorithm  is  applied  to  path 
planning of intelligent search robot in this article and a 
viable plan is provided for group intelligence of search 
robot in algorithm. 
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doi:10.4304/jnw.9.6.1542-1549The path planning problem of search robot discussed 
in this article is that: in a grid map with static obstacles 
and  unknown  ending,  the  robot  autonomously  find  an 
optimal  path  from  the  beginning  to  the  trapped  people 
according to a performance index or some indicators and 
there is no collision between robot and obstacles.   
When  ant  colony  algorithm  is  widely  used  in  route 
planning,  there  are  also  slow  convergence,  easily 
involving in local optimum and other shortcomings. And 
most  studies  stop  at  the  theoretical  level  and  lack 
practical consideration of practical problems. This article 
improves the convergence speed, easily involving in local 
optimal  solution  and  algorithm  stagnation  and  other 
problems  of  ant  colony  algorithm  and  makes  the 
algorithm find optimal path in the shortest time. 
The  expanded  and  innovative  work  of  this  article  is 
mainly made in the following aspects: 
(1) As for the path planning problem of search robot, 
the ant  colony  algorithm  is  improved  and  optimized  in 
this  article.  Algorithm  constructs  a  grid  environment 
model and sets the taboo strategy to classify part of the 
raster grid as taboo grid to avoid path deadlock; reentrant 
ants  are  adopted  and  the  forward  and  backward  ants 
respectively apply different search tragedy to improve the 
convergence  speed;  the  objective  function  of  path 
comprehensive assessment is constructed to improve the 
ability to search the optimal path. 
(2)  In  order  to  further  validate  the  accuracy  and 
validity of the improvement and optimization of the ant 
colony  algorithm  proposed  in this  paper, the  simulated 
experiment  compared  with  the  ant  colony  algorithm. 
Compared  with  the  ant  colony  algorithm,  the 
convergence  speed  of  this  algorithm  is  accelerated 
obviously  and  global  optimization  ability  is  greatly 
improved.  It  can  be  seen  from  the  comparison  of 
convergence curve of amount of each evaluation that the 
amount  of  computation  of  computation  and  turning  of 
optimal path found by the algorithm of this paper has a 
certain  degree  of  reduction.  To  operate  the  planned 
optimal  path  in  randomly  generated  32  *  32  grid  has 
strong  ability  to  adaptation  to  complex  maps.  The 
simulation results show that: the algorithm proposed in 
this algorithm enables the robot quickly plan the optimal 
path  in  a  complex  environment  by  the  optimization 
algorithm. 
II.  MODEL ESTABLISHMENT 
A. Grid Modeling 
Grid method was first proposed by the Howden. The 
method is simple and effective, adaptable in obstacles and 
can  greatly  reduce  the  complexity  of  modeling  to 
facilitate computer storage and handling and can prevent 
the loss of part of feasible paths. It is currently the most 
widely used environmental modeling method. Therefore, 
the  combination  of  serial  number  method  and 
two-dimensional Cartesian coordinate is adopted to build 
grid modeling, in which the black grid is abstracted to be 
barrier grid and white grid to be free grid. Block    , rs 
represents the information of    , ii rs   at node  i . Let the 
starting node be s and the end point be g. In the grid, the 
corresponding relationship of grid number c and position 
coordinate    , rs  is: 
   
  
mod /
0
24 int /
r b y
yandb V
s b y
      
  (1) 
In  the  formula,  mod  is  complementation,  int   is 
rounding calculation,  y   is the number of grid of each 
line. 
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Figure 1.   Environment modeling based on grid method 
B. Problem Description 
The target point  of  disaster  scene is  unknown.  After 
the robot to find the target point, the grid map is build 
with the connection of the starting point to the target as 
diagonal to determine the searching range. 
Search  range  of  single  robot  is  limited.  It  can  only 
identify eight grids around itself and the size of grid is 
slightly  larger  than  the  volume  of  search  robots.  The 
robot  can  not  be  equivalent  to  particle,  because  of  the 
stop  of  obstacle,  and  therefore  can  not  move  forward 
obliquely, only four running direction. Robots can choose 
the way to go forward in curve, shorten detour distance 
and extend the walking range. 
 
no oblique march  detour curve forward
 
Figure 2.   Schematic modeling of oblique and curved forward 
III.  ANT COLONY ALGORITHM 
Ant colony algorithm was first proposed by the Italian 
scholar  Dorigo  M and  others and  ant  colony  system  is 
raised to improve the ant colony algorithm. Also known 
as ant algorithm, it is a probability algorithm used to find 
the  optimal  path  in  the  diagram.  It  was  proposed  by 
Marco Dorigo in his doctorial thesis in 1992, inspired by 
the behavior of ants of finding path during the process of 
searching for food. 
Ant  colony  algorithm  is  a  simulated  evolutionary 
algorithm  and  preliminary  studies  show  that  the 
algorithm  has  many  excellent  properties.  For  the 
optimization  problem  of  PID  controller  parameter,  the 
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the  result  of  genetic  algorithm  design.  Numerical 
simulation result shows that ant colony algorithm has the 
validity and application value of a new kind of simulated 
evolutionary optimization method. 
The characteristics of the ant colony algorithm 1) ant 
colony  algorithm  is  a  self-organizing  algorithm.  In 
system theory, self- organization and other-organization 
are  the  two  basic  categories  of  organization.  The 
difference is that the organization or organizational order 
is derived from the internal system or from outside the 
system. The self-organization is from internal system and 
the other-organization is from external system. If there is 
no outside intervention in the process of system in getting 
structure of space, time or function, then the system is 
self-organized. In an abstract sense, self-organization is 
the process of increasing system entropy without outside 
interference (that is the process of the system changing 
from disorder to order). Ant colony algorithm exemplifies 
this  process,  taking  ant  colony  optimization  for  the 
example.  In  the  initial  period  of  algorithm,  single 
artificial ants find solution disorderly. After a period of 
evolution,  artificial  ants  more  and  more  spontaneously 
tend  to  find  some  solutions  near  the  optimal  solution 
through  effect  of  pheromone.  This  is  a  process  from 
disorder to order. 2) ant colony algorithm is an inherently 
parallel  algorithms.  Search  process  of  each  ant  is 
independent  of  each  other,  only  communicating  by 
pheromones. So ant colony algorithm can be seen as a 
distributed  multi-  agent  system.  It  starts  independent 
search  of  solution  in  multipoint  of  problem  space 
simultaneously, which not only increases the reliability of 
algorithm,  but  also  makes  the  algorithm  have  strong 
global  search  capability.3  )  Ant  colony  algorithm  is  a 
positive  feedback  algorithm.  It  can  be  obviously  seen 
from the foraging process of real ants that ants can finally 
find  the  shortest  path  is  directly  dependent  on  the 
accumulation of pheromone in the shortest path and the 
pheromone accumulation is a positive feedback process. 
For  the  ant  colony  algorithm,  there  are  identical 
pheromones  at  the  initial  moment.  They  give  a  small 
perturbation  to  the  system  and  make  the  track 
concentration in each edge different, so the solutions of 
ant structure have good and bad. The feedback  way  of 
algorithm is leaving more pheromone in the path that the 
optimal solution has passed and more pheromones attract 
more ants. The  process  of  positive  feedback  constantly 
expands  the  initial  difference  and  guides  the  whole 
system  to  develop  towards  the  optimal  solution. 
Therefore, the positive feedback is an important feature 
of  ant  algorithm.  It  makes  the  algorithm  evolution 
proceed  4)  ant  colony  algorithm has  strong robustness. 
Compared  with  other  algorithms,  ant  colony  algorithm 
has  low  requirement  for  the  initial  route.  That  is,  the 
solving result of ant colony algorithm is not dependent on 
the  option  of  initial  route  and  requires  no  manual 
adjustment  in  the  search  process.  And,  the  number  of 
parameter of ant colony algorithm is small and setting is 
simple,  which  make  the  ant  colony  algorithm  easily 
applies to the solving of other combinatorial optimization 
problems. 
Why the ant colony algorithm can attract the attention 
of researchers in related fields is because that the solving 
model  can put the rapidity,  global  optimization  feature 
and the reasonableness of answer within limited time of 
problem  solving  together.  And,  the  rapidity  of 
optimization  is  guaranteed  by  the  transmission  and 
accumulation  of  information  of  positive  feedback.  The 
premature  convergence  of  algorithm  is  avoided  by 
distributed  computing  features.  Meanwhile,  the  ant 
colony system with the feature of greedy heuristic search 
can find acceptable answers to the questions in the early 
search process. This superior problem solving mode has 
been greatly improved and expanded based on the initial 
algorithm  model  after  the  attention  and  effort  of 
researchers in related fields. 
   
   
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  ,
,
0,
qj
xy xy
qj e
xy xy xy
r s allow
qq
if x allow
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 
e
xy wq   is  the  transition  probability  from  point 
  , ii i r s   to  point    , xx x r s   at  t  moment. 
j
xy    is  the 
residual pheromone in node j at t moment. Is information 
heuristic factor, is desirable heuristic factor.  allowq   is 
the  nodes  except  for  those  just  passed. 
j
xy    is  the 
heuristic information from node  i   to node j at moment. 
      argmax ,
,
qj
xy xy q q if r s
T
T else
  
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
  (3) 
T   is the state transition rules of improved ant colony 
system.  r   is  uniformly  distributed random numbers in 
interval  [0,1],  the  size  of 
0 r   determines  the  relative 
importance between the use of prior knowledge and the 
exploration of new paths. 
   
1 q
xy
ij
q
u
    (4) 
In the formula,  ij u   is the distance between node  i   to
j . 
When the ant colony complete a cycle, the update of 
path pheromone is required: 
        11
j j j
xy xy xy q r q          (5) 
     
1
k
jj
xy xy
h
qq 

      (6) 
In the formula,    0,1 q   is a pheromone evaporation 
coefficient  that  represents  the  speed  of  pheromone 
disappearance,  then  1 q    is  the  residual  factor  of 
pheromone.   
j
xy q     is the pheromone increment from 
node  i   to  j .   
j
xy q     is  the  pheromone  of  the  m 
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Dorigo M presents three update strategy of pheromone, 
namely:  Ant-cycle  model,  Ant-quantity  model, 
Ant-density model. In order to improve the global search 
ability of ant colony, the Ant-cycle model is used in this 
paper: 
 
, ant move from node i to j in this cycle
0,
j
m xy
e
if m
l q
else


  


 (7) 
Q is the newly added pheromone intensity factor, L k 
is the path length searched by the  m  ant. 
IV.  PATH OPTIMIZATION OF IMPROVED ANT COLONY 
ALGORITHM 
A. Taboo Grid Optimization Method 
In  the  basic  ant  colony  algorithm,  ant  it  is  easy  to 
involve in the U-shaped obstacle and deadlock, resulting 
in the algorithm stagnation. Liu Xuxun proposed the ant 
fallback  strategy,  enhancing  the  robustness  of  the 
algorithm. But, when there are a lot of U-shaped obstacle, 
the ants need to repeatedly back and repeatedly determine 
whether  they  are  in  the  U-shaped  path,  increasing  the 
amount of computation. In this paper, it is optimized by 
setting taboo grid. When the ant enters the U-shaped path, 
push  the  entry  node  and  do  not  use  the  transition 
probability formula to move to the next point but directly 
move forward by inertia, so the amount of calculation of 
path selection is simplified. If there is an exit, then the ant 
move on after passing through it; if there is no exit, then 
the ant goes back to the entry and defines the U-shaped 
grid as taboo grid, alerting other ants not to walk. 
B. Update Strategy of Pheromone Based on Time and 
Space 
In  the  traditional  ant  colony  algorithm,  pheromone 
evaporation  factor  s   is  constant.  It  may  lead  the 
algorithm fall into local optimal solution. Zhang Yudong 
presents an improved method of self-adaptation: 
      min max 1 , s q s q s       (8) 
In  the  formula,  min s   is  the  minimum  of  s    is  the 
default attenuation constant, generally taken to be 0.98. 
The  formula  is  the  function  based  on  time.  On  this 
basis, the improved strategy based on the space is further 
proposed  in  this  paper.  Since  the  shortest  path  more 
concentrated in  the  vicinity  of  the  connection  from  the 
starting  to  the  end,  thus  the  area  near  the  diagonal  is 
defined as important area; while the area near the starting 
and ending is particularly important, defined as the core 
region,  and  requires  increasing  search  efforts;  the 
probability of the appearance of the shortest path of the 
diagonal  area  opposite  to  the  core  area  is  minimal, 
defined as non-core areas. After the first ant searches the 
target  point,  the  search range  is  established. The  entire 
area is divided into the core area, the non-core area and 
key area, and the area search is realized by adjusting the 
value  s : 
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Figure 3.   Diagram of corn area and non-diagram area 
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In  the  formula:  i r ,  i s   is  the horizontal and  vertical 
coordinates  of  node  i ,    sh ,  s is  the  starting 
coordinate.  h r ,  h s   is the end coordinate, mid is the line 
of  the  intermediate  partition,    sh  is  a  constant  that 
make    sq  and    se  in the same level. Therefore, the 
update formula pheromone is changed to: 
            min max 1 . 1 ,
j j j
xy xy xy q s q s h q q s          (10) 
After introducing   1 q , the value in non-corn area is 
large,  which  can  accelerate  the  evaporation  of  the 
pheromone and reduce the probability that ants enter this 
area and search; In key area, the pheromone content is 
higher. But the value in corn area is minimum and the 
pheromone content is maximum, so ants prefer searching 
in this area. This can prevent ant from involving in the 
local optimization and shorten the search blindness and 
accelerate the convergence speed. 
C. Exhumation Search Strategy of Ants 
In practical application, when robots search and arrive 
at the target point, they should return to the starting point. 
To make better use of the search ability of individual ant, 
Wang Peidong and others proposed a iterative way with 
exhumation  but  this  method  will  cause  the  positive 
pheromone’s  interference  with  reverse  pheromone.  A 
new  improved  strategy  is  proposed  in  this  article:  the 
individual ant moves from the beginning to the end, then 
the  pheromone  is  updated;  later,  it  returns  to  the 
beginning and updates the pheromone again, then another 
iteration  of  single  ant  is  finished.  This  can  reduce  the 
waiting in the iteration of ant, increase the reuse of ant 
and improve search efficiency. 
In  the  process  of  moving  forward  and  backward 
exhumation, different transfer strategy is used: 
Positive search strategy: 
Heuristic  information   
j
xy q    of  formula  (2)  and 
pheromone  factor  are  improved  and  the  distance 
information is the main guide: 
       
22 1
,
j
xy ih i h i h
ih
q u s s x z
u
        (11) 
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the target node  h . 
Using the distance from current node to the target node 
as heuristic information can greatly enhance the purpose 
of search of ants and accelerate the convergence speed of 
algorithm. To prevent that the search space is too small, 
the  positive  pheromone  factor    1 y    and  the 
proportion  of  pheromone  of  selection  of  the next node 
need to increase. If  1 ih u  , node j is defined to be close 
node; if  1 ih u , node  i   is defined as remote node. 
Transfer of ant generally uses roulette selection. When 
searching  by  distance  factors,  according  to  the  above 
statement,  there  is  no  need  to  search  remote  node  and 
only a few close node need to be calculated. Therefore, 
allowq   can  be  changed  to all  close  nodes.  Using this 
strategy  can  further  reduce  the  amount  of  computation 
and accelerate the convergence speed of algorithm.   
Reverse exhumation search strategy: 
To  reduce  the  influence  of  pheromone  that  positive 
search produced on the exhumation process and increase 
search  randomness,  the  pheromone  factor    1 x 
and the proportion of pheromone of the selection of the 
next node need to reduce.    ih uq   in formula （2） changes 
to : 
     
22 1
,
j
xy ih i h i h
ih
u s s x z
u
        (12) 
ih u   is the distance from node  i   to node  j . Using 
j
xy    as  the  heuristic  information  can  increase  the 
randomness of search of ants and expand the search space 
properly. 
Using  exhumation  search  strategy  can  realize  the 
advantage  complementation  between  positive  and 
exhumation ants, make  up  for  the  shortcoming  of  their 
search, improve the utilization and search efficiency and 
consider  both  the  convergence  speed  and  diversity  of 
algorithm. 
D. Objective Function of Assessment of Structural Path 
In practical application, what the robot find is optimal 
path instead of the shortest path, so new indicators except 
for distance is introduced: the amount of calculation, the 
amount of transition, the objective function of structural 
comprehensive  assessment.  Robots  often use  embedded 
system in the application. The large amount of calculation 
in choosing nodes may result in short stagnation of robot, 
so  the large  amount  of  computation  should  be reduced 
and  the  objective  function  of  computational  assessment 
should be introduced: 
      12
1
, ,...,
m
m
i
Cal l r l l l l l

   
When feasible node  j   of node  i   is obstacle grid or 
distant node, node  j   don’t need to be substituted into 
the  probability  formula.  Only  when the node  j  is  close 
node  is  the  calculation  needed,  so  the  amount  of 
calculation of each node is different.   
   
7
1
1, close grid 1
0, obstacle grid distant grid 7 n
n
rl
n or 
 
     (13) 
When the robot takes a sharp turn, it will cause the loss 
of some energy, so a large amount of turn of robot should 
be avoided as soon as possible and the robot should move 
forward in the original direction. That is keeping a certain 
"inertia"  to  enhance  the  smoothness  of  the  path  and 
introduce subjective function of assessment of amount of 
turning: 
        12
1
, ,...
m
km
i
Turn l t l l l l l

    (14) 
Different  corners  have  different  impact  on  the 
movement,  so  penalty  measure  of  corner  is  added: 
Because  ants move  in  the  grid, the  corner  can  only  be
0 0 0 45 90 135 .  Three  kinds  of  corner  use  different 
weighting coefficients to increase the punishment of the 
large corner. 
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Figure 4.   Diagram of the amount of calculation of node 
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Figure 5.   Diagram of corner penalty 
    0 0 0 1 2 3 45 90 135 i t l t t t         (15) 
1  ,  2  ,  3    is  weight  coefficient  so  function  of 
comprehensive assessment is: 
      1 2 3 im z el e cal l e Turn l      (16) 
1 e ,  2 e ,  3 e   represents  the  size  of  different  weight 
value,  represents  the  weight  of  each  parameter.  The 
update  strategy  of  pheromone  changes  to  be 
  /
m
km i q p z   .  In  this  way,  algorithm  will  consider 
both distance and the amount of calculation and turning 
when updating pheromone and select the optimal path. 
E. Algorithm   
Step1  improve  the  initialization  of  ant  colony 
algorithm.  Circulation  time  0 s r  ,  time  s  =  0,  group 
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Start position of a grid map . According to formula (8) to 
determine (l) and the concentration of pheromone of the 
distributed initial space  
m
km q    ; 
Step  2  to  launch  m  ants  to  search  the  optimal  path 
according to positive search strategy. When ants find the 
target point, fill the taboo table and use formula(13)(15)to 
determine and record the amount of calculation    cal q , 
the  amount  of  turning  Turn(l)  and  the  comprehensive 
assessment function of this route  i z . For those ants that 
don’t find the end, to make them die and make no update 
of  pheromone.  For  those  ants  that  find  the  end,  the 
increment  of  pheromone  is  got  from  formula  (6),  the 
attenuation  factor  of  current  pheromone  is  determined 
according to formula (9) and the pheromone within the 
entire  obstacle  space  is  updated  according  to  formula 
(13) . 
Step  3  after  updating  pheromone,  ants  immediately 
reverse direction and search the starting point according 
to reverse search strategy. After finding the starting point, 
to  calculate  and  record  the  value  of    1 cal ,    1 turn  
according to the route that has been passed, determine the 
increment  of  pheromone  and  the  attenuation  factor  of 
pheromone and update the pheromone within the entire 
obstacle space; 
Step 4 after all the dispatched ants return to the starting 
point, to fill the taboo table and complete one cycle and 
find the shortest path. The time of circulation  1 ss rr  ; 
Step 5 if the time of circulation  max ss rr, the taboo 
table is emptied and back to Step2; otherwise , comparing 
the  value  of    1 cal ,    1 turn   of  each  ant  in  every 
circulation,  then  output  the  minimum  and  draw  the 
optimal path. 
V.  EXPERIMENTAL SIMULATION AND ANALYSIS 
A. Experimental Setting 
To verify the performance of the algorithm, the Matlab 
is  used  to  write  the  simulation  program.  CPU  is  the 
memory of Core i3, 2.13GHz, 2G. 
The  parameters in  simulation are  set  as  follows:  the 
number  of  ant  is  50;  the  initial  concentration  of 
pheromone    9 sr q  ;  the  positive  pheromone  factor 
1.4 k   ;  the  reverse  pheromone  factor  0.9 b  ;  the 
intensity factor of new pheromone  1 p  , the attenuation 
constant  1 0.98 r  ,  the  evaporation  factor  of  minimum 
pheromone  min 0.1 s  , the weight coefficient  1 1 r  , the 
weights value  1 2 3 : : 6:3:1 e e e  ,  0.38 s  . Experiment 
is made in the grid map of  23 23  . 
B. Result Analysis 
It can be seen from the table 1 that the algorithm in this 
paper  find  the  same  path  with  the  basic  ant  colony 
algorithm by Liu Xuxun, but because of the introduction 
of  comprehensive  assessment  function,  the  amount  of 
calculation  and  turning  is  superior  to  other  algorithms, 
therefore, the result of optimal path is better. 
TABLE I.   COMPARISON OF THE ALGORITHM OF THIS PAPER AND 
ANT COLONY ALGORITHM   
norm of performance  ant  colony 
algorithm 
algorithm of this 
paper 
optimal  path  of 
comprehensive assessment 
183.4  180.7 
optimal amount of turning  50  49 
optimal  amount  of 
calculation 
51  6 
running time  20.0164  1.5023 
 
The optimal path found by the improved algorithm of 
this paper is shown in figure 6: 
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Figure 7.   Convergence speed of the shortest path 
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Figure 8.   Convergence speed of the amount of turning 
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Figure 9.   Convergence speed of amount of calculation 
It can be seen from the result of simulation comparison 
that:  compared  with  basic  ant  colony  algorithm,  the 
convergence  speed  of  the  algorithm  of  this  paper  is 
significantly faster and the ability of global optimization 
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convergence curve of each amount of assessment that the 
amount of calculation and turning of optimal path found 
by  the  algorithm  of  this  paper  has  a  certain  degree  of 
reduction. 
The  planned  optimal  path  is  run  in  the  randomly 
generated grid of 30 * 30 as it shows in figure 10. A large 
number  of  simulation  experiments  show  that  this 
algorithm  has  strong  ability  to  adapt  to  complex  map. 
Even in a complex environment of obstacle, the algorithm 
can still work out the optimal path. 
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Figure 10.  Convergence speed of comprehensive assessment 
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Figure 11.  Optimal path 
In  practical  application,  in  order  to  save  cost,  the 
number of robot can not be too large. Here, 3 robots is 
used to search in the grid environment of 16 * 16. The 
length of each grid is 18cm and the comparison of two 
algorithms is made. 
It can be seen from the data in Table 2 that: because 
that  the  number  of  robot  is  too  small,  it  is  nearly 
impossible  for  basic  ant  colony  algorithm  to  find  the 
shortest  path  and it  is  easy  to  involve  in local  optimal 
solution. The algorithm of this paper still can search the 
optimal path at a very high efficiency. Therefore, it has a 
strong practical value. 
TABLE II.   THE COMPARISON OF ACTUAL OPERATING RESULT 
norm of performance  ant  colony 
algorithm 
algorithm  of  this 
paper 
average  optimal  path 
length 
498.364  433.475 
optimal  amount  of 
turning 
50  3 
optimal  amount  of 
calculation 
78  5 
running time  72  57 
 
To  further  verify  the  feasibility  of  the  algorithm, 
different number of grid is set and starting point, end and 
obstacle  are  generated.  The  number  of  grid  in 
experimental environment is the square area of 80. This 
paper  let  max 200 N  ,  10 n  ,  0 1.6   ,  1.2   , 
1.3 r  ,  0.2   ,  35 Q  ,  0 0.9 q  . The comparison of 
execution step and time of basic ant colony algorithm and 
improved  algorithm  in  the  same  environment  is  made. 
The  simulation  result  is  shown  as  figure  13.  Curve  1 
represents  the  current  optimal  value  of  improved 
algorithm;  curve  2  represents  the  current  algorithm  of 
basic ant colony algorithm. It can be seen from figure 13 
that the improved tragedy has significant impact on the 
performance  of  algorithm  after  making  comparison 
analysis  of the execution step. The improved algorithm 
can converge to the optimal solution in about step 50 and 
basic algorithm in about step 80. Comparing these two 
algorithms,  the  improved  algorithm  uses  the  improved 
strategy and there are more ways to generate better path, 
so the number and speed of generation of good solution is 
higher  than  basic  algorithm,  then  the  optimization 
efficiency and convergence speed are accelerated. 
 
 
Figure 12.  Operating result of hardware platform 
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Figure 13.  The comparison figure of algorithm optimization 
VI.  CONCLUSION 
A  certain  improvement  is  made  for  the  ant  colony 
algorithm in this paper. The way to go forward in curve is 
used considering that the volume of robot avoid obstacles; 
taboo grid is set to avoid path deadlock in searching and 
accelerate  the  search  speed;  the  search  way  of 
exhumation  ant  is  used  and  the  search  strategy  of  the 
positive  and reverse  ant  is  different,  which realizes  the 
complementation  of  advantages  and  accelerates  the 
convergence speed of algorithm; in the way of updating 
of pheromone, the updating strategy of pheromone based 
on  time  and  space  is  used  and  the  non-corn  area  is 
avoided,  which  make  the  algorithm  converges  more 
quickly.  The  construct  of  comprehensive  assessment 
function of new path considers, except for the distance, 
the  effect  of  the  amount  of  calculation  and  turning  on 
optimal  path,  which  make  the  path  optimization  of 
algorithm more reasonable.   
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Abstract—Local  linear  embedding  is  a  kind  of  very 
competitive  nonlinear  dimensionality  reduction  technique 
with good representational capacity for a broader range of 
manifolds and high computational efficiency. However, it is 
based on the assumption that the whole data manifolds are 
evenly  distributed  so  that  it  determines the  neighborhood 
for all points with the same neighborhood size. Accordingly, 
it  fails  to  nicely  deal  with  most  real  problems  that  are 
unevenly distributed. This paper presents a new approach 
that  takes  the  general  conceptual  framework  of  Hessian 
locally linear embedding so as to guarantee its correctness in 
the setting of local isometry for an open connected subset, 
but dynamically determines the local neighborhood size for 
each  point.  This  approach  estimates  the  approximate 
geodesic  distance  between  any  two  points by  the shortest 
path in the local neighborhood graph, and then determines 
the  neighborhood  size  for  each  point  by  using  the 
relationship  between  its  local  estimated  geodesic  distance 
matrix and local Euclidean distance matrix. This approach 
has  clear  geometry  intuition  as  well  as  the  better 
performance  and  stability.  It  deals  with  the  sparsely 
sampled  or  noise  contaminated  data  sets  that  are  often 
unevenly  distributed.  The  conducted  experiments  on 
benchmark data sets validate the proposed approach. 
 
Index Terms—Manifold Learning; Hessian  Locally Linear 
Embedding; Neighborhood Size; Dimensionality Reduction 
 
I.  INTRODUCTION 
Contemporary  simulation  and  experimental  data 
acquisition technologies  enable  scientists  and  engineers 
to generate massive amounts of data. Thereby, more and 
more  application  domains  are  producing  progressively 
larger  and  inherently  more  complex  (multivariate)  data 
sets.  These  data  sets  are  collections  of  samples  that 
consist of multiple measured (or simulated) observations 
of  a  variable  set.  Visualization  is  the  integral  part  of 
exploratory data analysis, the first stage of data analysis 
where  the  goal  is  to  make  sense  of  the  data  before 
proceeding  with  more  goal-directed  modeling  and 
analyses. Since human perception (and output devices) is 
limited  to  three-dimensional    space,  the  challenge  of 
visualizing multivariate  data is converting the data to a 
space  of  lower  dimensionality  that  is  depictable  and 
comprehensible  to  the  user  while  preserving    as  much 
information as possible.  This process is called dimension 
reduction and visualization of multivariate data is one of 
its traditional applications. 
Many high-dimensional data, such as remote sensing, 
climate,  etc,  are  often  located  in  low-dimensional 
manifolds. The most representative ISOMAP (isometric 
feature mapping), LLE (locally linear embedding) [1, 2] 
and  MDS  (Multi-dimensional  scaling)  methods  have 
become a recent research hot spot which is looking for 
such a  low-dimensional manifold  description  parameter 
space. ISOMAP dimension reduction process obtains the 
global  optimum  geometry  with  good  results  by 
calculating the geodesic distance between pairs of points.  
There  has  developed  a  lot  of  improvement  algorithms 
such  as  kernel-based  methods  ISOMAP,  supervision 
ISOMAP  [3],  incremental  ISOMAP  [4]  etc.  LLE 
descending  dimensional  embedding  process  is 
maintaining  the local  geometry  with no  change,  and  to 
avoid local minima. And ultimately, there is a global low-
dimensional  embedded  system  with  good  the  effect. 
Current  transform  algorithms  include  the  use  of  the 
Hessian, improved HLLE (Hessian LLE) algorithm [5], 
the  use  of  data  classified  information  to  improve 
oversight  LLE,  the  incremental  LLE  [6],  the  Fisher 
improved  LLE  [7],  etc.  Currently,  many  institutes  also 
launch  a  more  in-depth  theoretical  study  and  practical 
application  [8].  For  example,  existence  proof  about 
ISOMAP  manifolds  [9]  has  continuous  and  low-
dimensional  parameter  space  isometric  mappings.  We 
find  the  data  link  [10]  between  the  high-dimensional 
observations data with low-dimensional parameter space 
according  to  the  direction  of  extension  and  the 
amplification  factor.  The  basic  ISOMAP  assumption  is 
that the global isometric mapping and convex parameter 
1550 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHER
doi:10.4304/jnw.9.6.1550-1557space, which is difficult to meet in many cases; but HLLE 
requires  only  partial  isometric  map  and  open  the 
communication  parameter  space,  and  a  wider  range  of 
applications;  but  the  same  as  the  ISOMAP  are  greatly 
dependent on if the local neighborhood correctly reflects 
the  internal  structure  of  the  manifold.  Existing 
determining methods for k-nearest neighbor are prone to 
distort  the neighbor  structure  of  noise  and  sparse  data, 
which  may  result  in  short  circuit  [11].  The  so-called 
short-circuit is manifold folded surface in close proximity, 
making certain points neighborhood from different folded 
surface. This  is not  manifold nearest neighbor.  It  often 
leads  to  significant  variations  in  performance,  and 
requiring  neighborhood  optimization.  Neighborhood 
optimization methods include a minimum spanning tree 
repeatedly  from  fully  connected  graph  to  construct 
connected neighborhood  graph  method [12]  and  ensure 
that  no  relative  position  between  data  is  lost  after 
dimensionality  reduction.  Using  data  classification 
information redefines the distance. The method uses the 
new  distance  to  specify  neighborhood  [3].  The 
disadvantage of the method is that it makes no sense to 
information  without  classification.  Currently,  there  is 
research [13-15]
 on how  to  select  the  optimum  size  of 
neighborhood  via  residuals  and  re-construct  the  linear 
coefficient.  It  confirms the  size  of  every  neighborhood 
and is the same among the points. Another method is to 
choose  the  initial  neighborhood  and  then  uses  PCA 
(principal  component  analysis)  to  construct  mainline 
subspace of this neighborhood, and deletes the points in 
neighborhood deviating from the main line subspace [16]. 
When the neighborhood is essentially a non-linear, this 
method  may  not  be  applicable.  At  the  same  time,  too 
many parameters make it more difficult to apply. 
Our  previous  work  focuses  on  the  use  of  clustering 
techniques to automatic data clustering, and then uses a 
supervised approach to improve the neighborhood  [17]. 
The  use  of  Figure  algebraic  on  optimization  of 
neighborhood [18], etc., but the neighborhood size is still 
the global unity. Taking into account that HLLE needs to 
maintain local area linearization. When the data manifold 
is non-uniform  distribution, the  use  of  a  unified  global 
neighborhood  size  is  difficult  to  meet.  Because  the 
obtained neighborhood parameters are too large, they are 
easy to remove the small-scale structure of the manifold 
and inevitably  faced  with short-circuit problem. On the 
contrary,  it  can  easily  lead  to  splitting  manifolds  [19]. 
Therefore, we propose a non-uniform distribution of the 
whole  recursive  decomposition  of  the  manifold 
approximate  uniform  distribution  sub  manifold  and 
automatically  calculated  for  each  sub-manifold 
neighborhood size, thereby improving LLE [20]. But it is 
necessary to calculate all the geodesic distance between 
points,  and  the  time  complexity  is  too  high,  which  is 
close  to   
3 OX .  And  LLE  performance  is  less  than 
HLLE. Therefore, this article is only t  calculate geodesic 
distance  for  each  point  and  its  vicinity  approximation 
between the points, and use it to determine the point size 
of  the neighborhood.  Then  we  propose  Hessian  locally 
linear  embedding  algorithm  VK-HLLE  (variable  k  
Hessian locally linear embedding) which is neighborhood 
size  dynamically  changing,  not  only  significantly 
improve  the  performance,  but also  did not  increase the 
time complexity. 
In  order  to  solve  the  problems  faced  by  the  above 
methods, we present the main contributions as follows in 
this paper: 
1)  We presents a novel method that takes the general 
conceptual  framework  of  Hessian  locally  linear 
embedding  so  as  to  guarantee  its  correctness  in 
the  setting  of  local  isometric  for  an  open 
connected subset; but dynamically determines the 
local neighborhood size for each point. 
2)  This  approach  estimates  the  approximate 
geodesic distance between any two points by the 
shortest path in the local neighborhood graph, and 
then  determines  the neighborhood  size  for  each 
point by using the relationship between its local 
estimated  geodesic  distance  matrix  and  local 
Euclidean distance matrix.  
3)  This  approach  has  clear  geometry  intuition  as 
well  as  the  better  performance  and  stability  to 
deal  with  the  sparsely  sampled  or  noise 
contaminated  data  sets  that  are  often  unevenly 
distributed. 
4)  The  conducted  experiments  on  benchmark  data 
sets  validate  the  proposed  approach.  The 
experimental  results  show  that  the  proposed 
method  achieves  the  desired  embedded  and 
classification results on real-world data sets and 
artificially generated data sets. 
The surplus of the paper is concluded in the following 
part. And section II represents the Hessian locally linear 
embedding. Section III presents our proposed algorithm. 
Section IV gives the results of experiments. At length, the 
concluded remarks are provided in the following Section 
V. 
II.  HESSIAN LOCALLY LINEAR EMBEDDING 
Assume that there is a parameter space 
d R   and a 
smooth  map  :
n R   ,  where  embedding  space 
n R  
satisfy  nd  ,  called    M    is  manifold,  manifold 
learning  purposes  is  based  on  the  observation  data  to 
determine parameter space . ISOMAP using isometric 
feature mapping (isometric feature mapping) to achieve 
manifold learning, the basic assumptions are: 1) Isometric: 
Geodesic  distance  is  invariant  under  the  isometric 
Embedding mapping. Geodesic distance of any point on 
manifold  under  equidistant  embedding  conversion  to 
obtain  Euclidean  space  remains: 
  , , , G x y x y M     , and  ,  ; 2) Convexity: 
the  parameter  space    is  convex.  For  any  ,  , 
segment        1 : 0,1 t t t    still  belongs   . 
ISOMAP  uses  isometric  embedding  invariance  to 
construct measure geodesic distance under absence of any 
knowledge  on  the  observational  data.  The  approaches 
[21-24] are to assume that when two points are very close, 
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While  the  geodesic  distance  between  distant  points  is 
achieved  under  neighbor  points  accumulated.  When  an 
observations  set  is  sufficiently  dense  and  the  intrinsic 
parameter space is convex, the ISOMAP parameter space 
can  be  successfully  obtained.  Problems  faced  with 
ISOMAP are that in many cases, the parameter space is 
not  convex,  in  which  case  we  cannot  get  the  correct 
results. 
HLLE using local linear achieves manifold learning. It 
requires only a subset of the local isometric is open and 
connected, but not necessarily convex. Its theoretical is 
basis  on  Hessian  transform  of  manifold  tangent  space. 
Assumes  manifold 
n MR   is  smooth.  At  any  point 
mM  , it has the tangent space    m M  . Introducing in 
this  space  Euclidean  inner  product  space  can  create  a 
local  coordinate  system,  and  there  is  the  origin 
  m OM  . Let Nm is the neighborhood of  mM  , for 
any 
'
m mN   has a unique nearest point 
'
m v  , so the 
mapping 
'' mv   is  smooth.  Therefore,  m N  has  local 
coordinate  system.  Let  : f M R   is  near  m  of  C
2  in 
smooth,  : g U R  , 
d UR   is a neighborhood of zero O. 
Leaves      g x f m  , because 
' mx   is smooth, g is a 
C
2 smooth, then the Hessian transform of f is: 
 
tan
, 0 () f i j x
ij
gx
xx




（H (m)）   (1) 
  Quadratic
2 tan () fm F
M
H f H d     (2) 
It defines the average bending rate of  : f M R   on 
M,  where 
2 tan
f F H  is  Frobenius  norm.  It  can  be  shown 
that if the parameter space  is open connected subset, 
then H(f) has a (d+1) dimensional null space. Parameter 
space can calculate a null-space coordinates to find the 
appropriate base, which is the core of HLLE. It can be: 1) 
the frame of HLLE is consistent with the frame of LLE; 2) 
HLLE needs to calculate the partial derivative of  nn   
times for each data point. When viewing data dimension 
is very high, the calculation is not small; 3) Requirement 
neighborhood  of  each  point  is  linear,  when  the 
neighborhood  is  highly  curved.  And  it  is  very  easy  to 
have  threats  faced  circuit.  So,  this  is  a  problem  to  be 
solved in this article. 
III.  NEIGHBORHOOD PARAMETERS DYNAMICALLY 
DETERMINED 
Existing  locally  linear  embedding  algorithm  uses  a 
unified global neighborhood parameters, cannot handle a 
lot  of  non-uniform  manifold  in  reality.  According  the 
core idea of  Locally  Linear Embedding, as long as the 
neighborhood points are in a linear space, then the points 
in the neighborhood should be as more as possible, that is, 
to take a large neighborhood parameters, such as point  y  
in  Figure  1.  Conversely,  when  the  different  folding 
surface  of  the  manifold  is  in  close  proximity,  there  is 
need to use a smaller neighborhood parameters, as shown 
in 1(b) of the point  x , otherwise it will produce short-
circuit problem, as shown in 1(a) of the point  x . Because 
u  is not  the nearest neighbor  on  x  manifold,  and  v  is 
closer than u . obviously, when the data manifold is non-
uniform  distribution,  the  above  two  cases  are 
contradictory [25-28]. The only solution is based on the 
structure  of  the  manifold  to  dynamically  determine. 
Figure 1(b) shows the data points located on extremely 
curved  manifolds,  such  as  point  x ,  takes  a  smaller 
neighborhood  parameters,  otherwise  takes  a  larger 
neighborhood parameters, such as point y. Therefore, the 
key is how to determine the data manifold camber and 
with its neighborhood calculated relationships. 
Our  approach  is  the  use  of  geodesic  distance  and 
Euclidean distance to dynamically determine the size of 
the neighborhood  of  each  point,  its  geometric  meaning 
shown in Figure 2. The geodesic distance of A and B is 
lAB, the curve AEB length, the Euclidean distance of A 
and B is dAB, the length of the line AB. It is obvious that, 
dAB/lAB<dCD/lCD, and the curve AEB curvature ratio is 
larger than curve CFD. Therefore, the smaller is the ratio 
of  Euclidean  distance  and  Geodesic  distance, the more 
curved  the  manifold  local  between  these  two  points, 
neighborhood parameters should be taken of the smaller; 
vice  versa.  This  method  of  determining  neighborhood 
parameters needs to calculate the geodesic distance. All 
input data directly calculated of the distance measure is 
too high in the time complexity, close to   
3 OX . So, 
here we change strategy, counting only the approximate 
geodesic distance of arbitrary point and its vicinity, and 
use  it  to  determine  the  size  of  the  neighborhood 
parameters. Thereby proposed neighborhood parameters 
dynamically changing Hessian locally linear embedding 
algorithm  VK-HLLE,  not  only  significantly  improved 
performance,  but  also  did  not  increase  the  time 
complexity. 
 
x
u
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(a)                                                                                                                   (b) 
Figure 1.   Relationship between neighborhood size and manifold structure 
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Figure 2.   Relationship between the curvature of the manifold and the 
ration of Euclidean distance and geodesic distance 
Algorithm 1: Determine the neighborhood of each point parameters 
Compute Nbr Sizes    , Xk. 
Input:  X  is a high-dimensional observations, k is the initial size of 
the  neighborhood;  Output:  i xX   of  each  point  neighborhood 
parameters  i k . 
Step 1 Calculating via Euclidean distance to any point  i x  of  X  on 
the k-neighborhood, and thus  constitutes a  k-neighborhood local  data 
sets  i X . 
Step 2 Using ISOMAP method to calculate the local data sets  i X  
between any two points in a local geodesic distance, including two steps: 
1)  According  to  i X  and  k  determine  for  each  point  on  the  k-
neighborhood, and then  construct the  weight  diagram    , G V E  . V  
corresponds to the  data  i X ,  E  is  connected to  V  in  the two  set  of 
edges,    , ij x x E  ,  if  i x  is  on  the  k-nearest  neighbor  j x ,  distance 
between  i x  and  j x  is the Euclidean distance    , ij de x x . 
2) By seeking  G  on the shortest distance between any two points to 
estimate  i X  manifold  formed  locally  on  all  points  on  the  geodesic 
distance  between    , ij dg x x .  First  of  all    , ij x x E   so  that 
    ,, i j i j dg x x de x x  ; otherwise,  let    , ij dg x x . Then use all t, 
iterative calculations all  
          , min , , , , , i j i j i t t j dg x x dg x x dg x x dg x x   
Step 3 Calculating the ratio of the sum of Euclidean distance and the 
sum of local geodetic distance of all the points in  i X  and as  ii xX   in 
its local data measure 
,,
( , ) ( , )
i j i i j i
i e i j g i j
x x X x x X
d x x d x x 

   
Step 4 Calculating neighborhood parameters of xi, the basic idea is a 
mean  value  of all  data points  i  , and k is to be taken  neighborhood 
parameters.  Other  data  points  should  be  adjusted  to  the  center  k: 
1
(( ) )
N
i i t
t
k k N 

   
 
Step 1 of algorithm used initial Euclidean distance de 
to determine the initial neighborhood, as the same to all 
locally linear embedding algorithm. Step 2 counts only k 
neighborhood geodesic distance between points and k is a 
constant,  the  time  complexity  is    ON .  The  time 
complexity of step 3 and step 4, are    ON. Accordingly, 
the  algorithm  increases  the  time  complexity  is    ON. 
Neighborhood  parameters’  data  dynamically  changing 
optimize the neighborhood structure, thereby speeding up 
the subsequent embedding process. Therefore it does not 
increase  the  overall  time  complexity,  which  can  be 
obtained results from rear experimental. In addition, the 
initial  neighborhood  size  value  of  k  in  algorithm  may 
affect the local geodetic distance estimates. If made too 
small,  it  is  prone  to  disconnect  neighborhood  graph, 
leading to local geodesic distance estimation bias. Thus it 
will make the local neighborhood parameter calculation is 
not accurate, but we can use the method of literature [12] 
to construct connectivity of the neighborhood graph, so as 
to  ensure  in  any  case  the  algorithm  can  be  run 
successfully.  According  to  Compute  Nbr  Sizes    , Xk 
algorithm, we can conclude that the improved algorithm 
HLLE VK-HLLE Algorithm to maintain clarity. We give 
a complete VK-HLLE algorithm is as follows: 
 
Algorithm 2: VK-HLEE (X, k, d). 
Input:  X  is  a  high-dimensional  observations,  k  is  the  initial 
neighborhood size, d is a low dimensional parameter space dimension; 
output is a low dimensional parameter space W 
Step  1:  Using  Compute  Nbr  Sizes    , Xk  to  calculate  for 
neighborhood parameters  i k  of each point  i x ,  i k , and according to the 
Euclidean  distance  and  i k  to  correct  k-neighborhood  of  i x  to  be  i k -
neighborhood.  Then  i k -neighborhood  expresses  as  the  center  of  the 
neighborhood row vector  i kn   matrix  i M . 
Step 2: Using the singular value to decompose each neighborhood 
matrix  i M , orthogonal to the first vector V d components as its tangent 
space. 
Step 3: Find the tangent space of the Hessian matrix. When  2 d  , 
according  to  the  cut  points  in  space  to  form  the  following  matrix: 
     
22
.,1 .,2 .,1 .,2 .,1 .,2 1 i X V V V V V V    
,  where,  .,1 V  means  that  the  first 
dimension value of all points in the tangent space. As for  2 d  , using 
the same method to create    1 1 2 d d d      of the matrix, and then 
use  the  Gram-Schmidt  orthogonalization  i X  to  generate  a  new 
orthogonal  matrix.  And after taking the  final transpose    12 dd   
columns make up the Hessian matrix  i H . 
Step  4  Quadratic  structure  ,, (( ) ( ) )
ll
ij r i r j
i
H H H

  to 
characterize  of    ij HH  ,  for  which    1 d   corresponding  to  the 
smallest  eigenvalue  of    1 d  -dimensional  subspace,  the  first 
characteristic value of 0 corresponds to the constant function. The next 
d eigenvectors constitute the d-dimensional space, an orthogonal basis 
of their choice, the conversion can be obtained to restore the parameter 
space W. 
 
VK-HLLE algorithm’s first step is with Compute Nbr 
Sizes    , Xk  to  calculate  at  any  point  i x  and  new 
neighborhood parameters  i k . And a new neighborhood, 
the remaining steps are the same as HLLE. So, complex 
mathematical derivation and more detailed description of 
the algorithm can be seen from HLLE text [5]. VK-HLLE 
and HLLE only need the same  ii N k k  characteristic 
problem  of  computing  sparse,  and  ISOMAP  need  an 
NN  -intensive problem features to get the answer. If N 
is large, then the VK-HLLE is more significant superior 
in time than ISOMAP. Looked from the rest experimental 
results, VK-HLLE dimensionality reduction performance 
is better than HLLE, ISOMAP and LLE. 
IV.  EXPERIMENT RESULT AND ANALYSIS  
Experimental means to compare with VK-HLLE and 
HLLE,  LLE  and  ISOMAP  embedding  method 
performance and time complexity. Four kinds of methods 
are  using  Matlab  to realize.  HLLE,  LLE and  ISOMAP 
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(c) HLLE                                                                                (d) VK-HLLE 
Figure 3.   Embedding results on non-convex wel sampled data sets 
use  the  original  author’s  Matlab  code.  VK-HLLE  is 
realized  by  the  author.  HLLE,  LLE  and  ISOMAP 
experimental  parameters  select  the  original  parameters 
provided  by  each  of  them.  They  should  be  better 
arguments  that  original  author  has  chosen.  LLE  and 
HLLE set neighborhood k=12, and ISOMAP set k=7. The 
neighborhood parameters k of VK-HLLE is the same as 
LLE and HLLE, in order to maintain strict comparability. 
Experimental data is Swiss Roll Surface, which is HLLE, 
LLE, ISOMAP, adopted the standard test data. Following 
experiments  HLLE  several  methods  code  is  from  the 
Swiss  Roll  Surface  sampling  data  on  the  scale  of  a 
number  of  points  but  its  center  removed  a  small 
rectangular non-convex data. 
A. Performance Analysis 
Experiment 1: Compared four methods of parameter 
space in the data and dense non-convex case performance 
without  noise.  We  sampled  multiple  data  sets  of  data 
scale of 1500 points from the Swiss Roll Surface. And 
then  run  the  four  kinds  of  methods  analysis,  HLLE  in 
some cases, can make data be more perfectly embedded 
in  two-dimensional  space.  But  it  is  not  stable  enough. 
HLLE is stable, but always make removed region strong 
expansion  and  the  remaining  data  points  are  distorted. 
LLE is the worst in the performance, the results are not 
correct in the vast majority of cases. However VK-HLLE 
is  stable,  and  in  most  cases,  the  data  can  be  more 
perfectly embedded in two-dimensional space, the center 
with  a  small  rectangular  removed  can  be  correctly 
reflected in the two-dimensional space embedded. Seen 
from Figure 3, it is easy to see, VK-HLLE owns the best 
performance. 
Experiment  2:  Compared  performance  of  four 
methods,  in  the  data-intensive  but  noise  case,  we 
randomly  choose  1500  points  from  3D  Twin  peaks 
Surface,  and  then  superimposed  with  mean  0  and 
variance  of  0.4  Gaussian  noises.  The  results  shown  in 
Figure 4 is clear, HLLE and LLE did not perform well. 
HLLE will expand removed region, and distort the rest of 
the data points. While VK-HLLE is better able to embed 
the  data  in  two-dimensional  space.  After  several 
experiments,  we  also  found,  VK-HLLE  and  other 
methods are subject to under the effect of noise and not 
stable  enough.  In  some  cases,  it  cannot  be  properly 
embedded, because the noise affecting the local geodesic 
distance estimation, leading to the final embedded bias. 
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(a) 3D Twin peaks data set                                                         (b) LLE 
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(c) HLLE                                                                             (d) VK-HLLE 
Figure 4.   Embedding results of 3D Twin peaks data set 
Experiment  3:  Analysis  the  sensitivity  of 
neighborhood  size  both  of  HLLE  and  VK-HLLE.  We 
randomly  choose  1500  data  points  from  Swiss  Roll 
Surface, and superimposed with mean 0 and variance of 
0.3 Gaussian noises. After multiple experiment, we will 
discover that VK-HLLE has stronger robustness on the 
size of the neighborhood, less significantly affected than 
the HLLE Figure 5 is one example. 
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(a) 3d_clusters data set                                                                                                (b) LLE 
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Figure 5.   Embedding results of 3D Clusters data set 
TABLE I.   AVERAGE RUNNING TIME OF THE FOUR APPROACHES ON THE FIVE DATA SETS WITH THE DIFFERENCE SIZE(S) 
Data set size  500  1000  1500  2000  2500 
LLE  0.5876  1.6530  3.5408  6.3126  10.2500 
HLLE  2.5406  18.2376  59.6810  139.6746  279.8500 
VK-HLLE  2.5220  18.2500  59.5658  139.0656  274.2000 
ISOMAP  7.1748  55.5372  182.1720  442.3280  862.0500 
 
Four  kinds  of  experiments  consistently  demonstrated 
the  validity  of  the  VK-HLLE,  both  in  non-convex 
parameter  space,  noisy  or  sparse  data,  VK-HLLE  are 
consistently  superior  to  HLLE  and  LLE.  What’s more, 
VK-HLLE  has  a  stronger  robustness  than  HLLE  on 
neighborhood size. 
B. Time Analysis 
We choose sequentially 500, 1000, 1000, 2500 points 
from Swiss Roll Surface. Each kind of samples needs 5 
times random selection. LLE, HLLE, ISOMAP and VK-
HLLE all use the average time of these 5 samples as time 
for its own scale.  We can clearly see the data from the 
Table  1.  VK-HLLE  and  HLLE  are  very  close  to  each 
other and show trends to decline. And the larger the scale 
is, the more obvious the phenomenon is. The main reason 
is  the  increase  in  computing  neighborhood  parameters 
time  is  very  little,  and  optimized  neighborhood  has 
accelerated the subsequent embedding process [17]. The 
LLE  algorithm  performance  is  relatively  poor,  but  the 
operation is fastest. While ISOMAP is very sensitive to 
the size of the data, so the largest increase in time, may 
not be suitable for large-scale data. 
V.  CONCLUSIONS 
Proposed  a  neighborhood  parameters  dynamically 
determine a new locally linear embedding method VK-
HLLE.  It  uses  Hessian  Locally  Linear  Embedding 
conceptual framework, but with the local neighborhood 
of each point of this neighborhood of any point estimate 
the  approximate  geodesic  distance  between,  then  the 
approximate geodetic distance and the Euclidean distance 
between  dynamically  determine  the  size  of  the 
neighborhood of the point, and thus to construct a new 
neighborhood  size  local  neighborhood.  Algorithm  clear 
geometric  meaning,  in reality  there  are  a lot  to handle 
non-uniform  distribution  manifold,  especially  in  the 
sparse  observational  data  and  observational  data  with 
noise. It exists more robust. Moreover, compared with the 
HLLE, it did not increase the time complexity, and when 
it refers to large-scale data, there is a decreasing trend; 
Compared with ISOMAP, the time is the more obvious 
advantages. VK-HLLE flaw is the same with HLLE; they 
are sensitive to dimension of the observed data and are 
inappropriate  to  observed  data  with  thousands  of 
dimension. There are extra measures should be taken. In 
addition to, their noise  immunity  remains  to  be  further 
improved. 
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Abstract—Privacy  protecting  is  a  direct  manifestation  of 
information  confidentiality,  such  as  the  perception  of  the 
terminal  location  information.  Data  collection  is  an 
important information resource of things, and it is also one 
of  the  needs  for  protecting  sensitive  information.  Privacy 
protecting has a significant role in application of the Cyber 
Physical  Systems  (CPS).  As  a  part  of  the  Internet 
Technology, Wireless Sensor Networks (WSNs) can supply 
the privacy protecting in data merging. This paper presents 
a novel data merging method (DMM) by protecting energy 
in wireless sensor networks, which utilities properties of the 
data  merging  tree  framework  to  depress  communication 
overhead. It randomly allocates the time slices to nodes with 
the aim of avoiding impact, and limits the impacted range to 
loss  resilience.  Compared  with  the  PDA  algorithm,  the 
experimental  results  show  that  DMM  can  protect  data 
privacy  and  achieve  accurate  data  merging  results  while 
getting the same epoch delay as tiny aggregation algorithm. 
It  has  small  communication  overhead.  DMM  uses  data-
dependent  fusion  characteristics  of  the  tree  structure  to 
eliminate  PDA  algorithm  for  unnecessary  communication 
node  so  that  the  data transmission  amount  is  reduced  to 
about 52% of PDA in case of the same privacy protection 
security. 
 
Index  Terms—Wireless  Sensor  Network;  Data  Merging; 
Energy Protecting; Energy Efficiency 
 
I.  INTRODUCTION 
Privacy  protecting  is  a  direct  manifestation  of 
confidentiality of information, such as the perception of 
the  terminal  location information.  Data  collection  is  an 
important  information resource  of  things, and it is  also 
one  of  the  needs  for  protecting  sensitive  information. 
Furthermore,  in  the  data  processing,  there  also  exist 
privacy issues, such as behavior analysis based on data 
mining and so on. In the practical application of Internet 
Technology, there is a need to address their information 
privacy  protecting  issues.  Wireless  sensor network is  a 
major component of Internet of things, and its main task 
is to rely on a large number of distributed nodes in the 
environment, collecting useful information. For example, 
the  health  monitoring  system  uses  wireless  sensor 
networks  to  monitor  the  patient  and  collect  and  gather 
real-time  information  of  patients.  Corresponding 
conclusions  mean  that  it  can  be  obtained  through  the 
analysis of the data.  
Wireless  sensor network nodes  are  usually  resource-
constrained. In addition, the energy resources have great 
influence on the entire sensor network lifetime, and so the 
energy  consumption  is  usually  the  top  issue  to  be 
considered in sensor network data fusion. The reference 
[1] shows that the use of Mica dot node to send 1bit data 
required  about  4300nJ  energy  consumption.  But  the 
processor  for  executing  an  instruction  consumes  only 
about 6nJ energy. Thus, reducing the amount of traffic 
can  effectively  reduce  the  energy  consumption.  On the 
other hand, in practical applications, we want to collect 
detection  data  in  related  region  through  the  sensor 
network.  However,  in  the  data  collection  and 
transmission  process,  there  is  a lot  of  data redundancy 
and  collision.  It  influences  effective  data  collection 
sensor network and reduces network survivability time. 
Therefore, the design of effective data fusion algorithm is 
necessary [2], because it can eliminate redundant data in 
the perception of information. In the condition of getting 
valid  data,  it  not  only  can  reduce  the  amount  of  data 
transmission,  but also a  corresponding reduction  of  the 
collision in the data transfer process, and reduce network 
congestion and save nodes energy so as to achieve the 
purpose of prolonging the network lifetime. Literature [3] 
proposes tiny merging (TAG) algorithm that is a typical 
application  in  the  wireless  sensor  network  data  fusion 
technology. 
Basic data fusion techniques generally do not provide 
data  privacy  protecting  mechanisms.  However,  in 
practical  applications,  privacy  protecting  mechanism  is 
essential, such as in the health monitoring system, a node 
may  obtain  the  patient's  temperature,  blood  pressure, 
pulse rate data that belong to personal privacy, which is 
the privacy that patients do not want to receive. In the 
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channel  and  makes  the  data  structured  along  the  data 
fusion technology passed up the layer by layer. Finally, 
the  final  query  server  (QS)  requires  the  integration  of 
obtained  data.  However,  due  to  the  characteristics  of 
wireless transmission, data transmission between nodes is 
easy  to  be  caught  and  eavesdropped,  and  the  trusted 
parent node in the network can get child node data. If the 
attacker cracks the wireless link or captures a parent node, 
the  patient  privacy  will  be  exposed.  Wireless  sensor 
network data fusion technology can prevent private data 
from  being  acquired  even  under  the  condition  that  the 
transmission data is caught, or other internal trusted node 
is caught.  
Wenbo  and  other  people  proposed  data  fusion 
algorithm  PDA  (Privacy-protecting  Data  Aggregation) 
[4], which contains two algorithms CPDA (Cluster-based 
Private  Data  Merging)  and  PDA.  But  CPDA has  large 
amount of calculation, and SMART data traffic is too big, 
with greatly sensitive to data lost and requiring twice the 
TAG  's  time  to  get  a  relatively  accurate  results.  The 
closest relationship with proposed algorithm DMM is the 
PDA algorithm [4]. PDA algorithm uses hop-by-hop data 
fusion  method  and  node-to-node  encryption  and 
decryption mode. In the case of ensuring the accuracy of 
the  data  fusion results,  it  can prevent  outside  intruders 
attacks, ensure that the internal credible nodes, and obtain 
QS data privacy. 
Wireless  sensor  networks  in  many  practical 
applications must consider privacy protection, to ensure 
that the data collected for each node can only be accessed 
by authorized users. One of the data privacy protections 
is the encryption. DMM algorithm uses hop-by-hop data 
fusion  method  and  node-to-node  encryption  and 
decryption  mode,  and  its  key  distribution  and 
management  strategies  are  similar  to  PDA  algorithm, 
using a random key distribution mechanism [5]. In other 
words, it first generates a key pool of keys; each node is 
randomly  selected  from  the  key  pool  bogey-key.  With 
this section, if the neighbor nodes share a common key, it 
will  be  denoted  as  key.  At  this  time,  between  two 
adjacent nodes a safe link can be built via the shared key. 
Existing  methods  [6-12]  have  raised  some  privacy 
protection program. They have their own scopes. Some of 
the programs need to be improved. For example, Girao 
and  Castelluccia  proposed  a  data  fusion  privacy 
protection solution [8, 9]. They use the homomorphism 
encryption and do not decrypt the data conditions. The 
data could effectively integrate. But this kind of solution 
does  not  have  the  QS  privacy  protection.  Conti  et  al. 
proposed  a  way  to  improve  the  robustness  of  the  data 
fusion algorithm for privacy protection [10]. It enhances 
the  robustness,  and  its  computational  node  complexity 
and data transmission volume are not large. But they all 
need  to  be  based  cluster  structure  of  wireless  sensor 
networks. Bista et al. proposed a new set of data fusion 
privacy  protection  solutions  [11].  They  all  have  the 
advantages  of  small  computational  complexity  and 
amount of data transmission. However, they do not have 
the QS privacy protection. 
In  this  paper,  we  present  the  main  contributions  as 
follows: 
1)  We  presents  a  new  data  fusion  energy  saving 
privacy  protection  algorithms  DMM,  it  is 
improved  based  on  PDA  [4]  using  hop  by  hop 
data  fusion  method.  It  is  featured  with  the 
advantages  of  less  computational  complexity 
degree and a small amount of data transfer, and 
with query server (QS) privacy protection. 
2)  This approach uses approach of a random node to 
be assigned to each time slice, in order to avoid 
collisions between nodes, and to limit the range 
of data in inter-node collusion, reducing data loss 
impact  on  accuracy.  In  the  case  of  DMM 
accuracy requirements similar, it makes the time 
required for Epoch Delay less. 
3)  This  approach  uses  data-dependent  fusion 
characteristics  of  the  tree  structure  to  eliminate 
PDA algorithm unnecessary communication node, 
so  that  in  case  of  the  same  privacy  protection 
security, the data transmission amount is reduced 
to about 52% of PDA. 
4)  The  simulation  results  show  that  DMM  can 
preserve data privacy, get accurate data merging 
results while taking the same epoch duration as 
TAG, and have less communication overhead. 
In  section  II,  the  author  describes  the  system  model 
used in this paper; In section III, the author presents a 
new data fusion method as well as the specific algorithm, 
gives  a  detailed  analysis  of  PDA  algorithm  security, 
communication  complexity  and  accuracy  and  other 
performance; In section IV, with theoretical methods and 
simulation  experiments,  the  author  analyzed  methods 
described  superiority  herein  in  privacy  protection  and 
energy  consumption  and  other  aspects,  and  made 
comparison with other methods. 
II.  SYSTEM MODEL 
In this paper, the wireless sensor network consists of a 
connected  graph    , G V E   to  represent.  The  apex  v  
(vV  ) indicates that the wireless sensor network nodes, 
edges  e  ( eE  )  represents  communication  links 
between  the  nodes  road.  Assumed  that  the  number  of 
nodes in wireless sensor networks is  || Nv  .  
In wireless sensor networks, it includes three types of 
nodes: query server (QS) node, the integration of nodes 
and leaf nodes. We consider only the case of single QS 
node in the network. In traditional data fusion technology, 
constructed with QS data fusion tree node is the root, to 
get the final result data fusion; fusion node receives data 
from its child nodes and their own collected data, and to 
upload  handed  to  parent  node;  leaf  node  is  only 
responsible for collecting data and pass its parent node. 
We  define  data  fusion  function  as 
             12 g , , , , 1,2, , Ni y t d t d t d t d t i N  . It 
represents the collected data of node I at time t. Due to 
too  many  typical  data  fusion  function,  such  as  count, 
average, max, min and so on. They all can be simplified 
as sum function [9]. Therefore, in this paper, we use sum 
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  yt
1
()
N
i
i
dt
  . 
Wireless  sensor  networks  in  many  practical 
applications must consider privacy protection, to ensure 
that the data collected for each node can only be accessed 
by authorized users. One of the data privacy protections 
is the encryption. DMM algorithm uses hop-by-hop data 
fusion  method  and  node-to-node  encryption  and 
decryption  mode,  and  its  key  distribution  and 
management  strategies  are  similar  to  PDA  algorithm, 
using a random key distribution mechanism [4]. In other 
words, it first generates a key pool of  L  keys; each node 
is randomly selected from the key pool bogey-key. With 
this section, if the neighbor nodes share a common key, it 
will  be  denoted  as  key.  At  this  time,  between  two 
adjacent nodes a safe link can be built via the shared key. 
Any two nodes can share a common key, the possibility is 
     
2
1 ! 2 ! ! p L l L l L     . 
As for the neighboring nodes cannot share key, they 
can establish a multi-hop links between nodes to achieve 
encryption and decryption process [4]. Similarly, in the 
wireless sensor networks, as a eavesdropper node of third 
party, using the same random key distribution mechanism. 
In other words, it also owns the rights to randomly select 
several  L  keys from this key pool, so if this is in the keys 
contained  keys.  Then  the  node  may  use  this  key 
eavesdropping  as  keys.  Decrypting  the  encrypted 
information  on  this  case  will  make  the  previously 
established secure link no longer secure. 
The  possibility  of  eavesdropping  node  to  get  keys is 
oh p l L  .  Assumed  that there  is  8000 L   keys  in the 
key pool, and each node will select randomly  40 l   keys. 
As a result, the possibility of same key shared by pair of 
nodes is  78% p  . Once a pair of nodes selects a shared 
key and to establish a secure link, then the eavesdropping 
node  will  own  the  shared  key,  and  the  possibility  is 
0.52% oh p l L  .  In  general  case,  the  oh p  is  a  very 
small number. 
III.  DMM: DATA FUSION ALGORITHM FOR PRIVACY 
PROTECTION WITH LESS COST 
PDA algorithm [4] steps are divided into three steps: 
slicing, mixing and aggregating. In the PDA algorithm, 
the node first fragmented measured data of its own, and 
then  these  fragments  were  sent  to  randomly  selected 
neighbors and  eventually  upward  along  the  data  fusion 
tree data fusion. 
PDA algorithm node calculation complexity is    1 O , 
due  to  its  measured  data  fragmentation  and  mutual 
exchange of mixing reasons. At the same time, PDA data 
to  be  transmitted is  about  the   12 Z   of  TAG  ( Z  is 
the  slice  number  in  PDA  algorithm,  usually  selected 
4 Z   in order to achieve the effect of privacy protection) 
and PDA is sensitive to data loss, so that it needs about 3 
times  of  the  TAG  data  fusion  time  to  get  relatively 
accurate results. 
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(c) The accuracy of SMART 
Figure 1.   The characteristics of SMART 
Figure 1(a) shows the PDA privacy protection. It can 
be  seen  that  when  Z4  ,  the  node  data  privacy 
probability is exposed to be less than 0.52%. Figure 1(b) 
shows the PDA data traffic. It can be seen that the value 
increased with Z  increasing. Figure 1(c) shows the PDA 
accuracy, and it can be seen before Epoch Delay = 30s, 
the  data  fusion  results  are  basically  not  to  reflect  the 
actual value. 
Assumed that the practically measured data low bound 
is  low M ,  and  the  high  bound  is  high M .  The  random 
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    1,1 rr  . In the   1,1  , it is uniformly distributed 
within the range. Meanwhile, in order to ensure privacy 
protection, assumed the minimum required degree nodes 
is  _ Sma nod ; to obtain reliable data fusion, data fusion 
number  of  cycles  is  Loop,  and  each  node  is  assigned 
1byte  space  to  record  the  cycle  number  loop.  QS  is  a 
delay epoch delay  E_ po del  of the time. The nodes in this 
household  within  the  time  allocated  a  complicit  delay 
collusion delay  _ Col del  and a fusion delay  _ Fus del . All 
nodes  in  _ Col del  time  scrambling  for  collusion  in 
_ Fus del  is  transmitted  within  the  time  limit  and 
integration. 
   
   
- E _ _ _
_ E _ _
Col del po del Sma nod Sma nod madep
Fus del po del madep Sma nod madep
  
  
  (1) 
madep  represents the largest depth of data fusion tree 
in wireless sensor networks. 
The description of the DMM algorithm as follows: 
Step  1:  Preparation  phase:  Calculating  node  set  i P : 
every node    1,2, , i i N  . Randomly selecting a node 
set    | | _ ii P P Sma nod  . As for the tense sensor networks, 
h  is equal to 1. 
Calculating  fusion  tree  and  the  parameter:  in  each 
E_ po del  time,  producing  data  fusion  tree  via  TAG 
algorithm, and recording the number of child nodes, as 
i sma .  Obviously,  there  is  some  child  node  to  be 
0 i sma  , as a result, there will be a result and the node 
will cycle for loop+1 times.  
Node  collusion  communication  phase:  Calculating 
time  slice:  From  the  size  of  _ Sma P  to  determine  the 
distribution  of  the  time  slices,  denoted  by 
  1,2, , _ s p s Sma nod   allocated  time  slice  within 
_ Col del .  They  are  uniformly  distributed  in  _ Col del , 
there  will  be 
  _ _ 1,2, , _ s p Col del Sma nod s Sma nod  . 
Collusion data communication between nodes: 
Step  2:  The  network  node  is  allocated  within  the 
_ Col del  time slice  1 p , inside, letting node as  1 sma . Leaf 
nodes  are  in  the  allocated  time  slice  1 p ,  to  randomly 
select time collusion with the other nodes. Then, within 
the allocated time slice  2 p , Inside, that nodes are nodes 
in the allocated time slice  2 p , randomly selecting time 
collusion with the other nodes, so that the deg node has to 
be  _1 Sma nod   the subject to a node in its allocated time 
slice  _ Sma nod p . Specifically: the practically measured data 
in this cycle of node i  is denoted by  i n , dummy data is 
recorded as  i g . First, the node should verify if the degi  is 
less  than  _ Sma nod . If not,  there  is no request  to  send 
collusion data, and just need to accept in  _ Col del . After 
the end of  _ Col del , directly enter into step 3; if in the  i P  
sequentially  selecting  nodes  j ,  and  send  seeds  to  the 
node  j  with  1 sma  plus  1.  The  recorded  data  from  the 
node  itself  (sent  or  received  before  the  first  seed,  the 
value is  i n ) subtracted  ij SD . Calculated of seed: 
    f_ ij high low SD M M Sma nod      (2) 
The  pseudo  data  of  node  i  is  i i ij g n SD  .  If  the 
node i  received the cryptographic of  ji SD , and then plus 
the  data  of  its  own  record,  with  i sma +1,  then  the 
received pseudo data is  i g + ij SD . Return to step 1. 
Step  3:  Data  integration  phase:  In  _ Fus del  time, 
according to the created data fusion tree in step 1, using 
the TAG algorithm, from the bottom to the upper node, 
making data fusion step by step, and ultimately getting 
the data fusion results in QS. Then the node number of 
cycles will plus 1 to loop. 
Step  4:  Algorithm  loop  and  end  phase:  If  loop 
household is less than Loop, and then skipping to step 2, 
otherwise  the  algorithm  will  terminate.  Figure  3  shows 
wireless  sensor  networks  with  8 N  ,  and  in  a  given 
5 Loop  ,  _3 Sma nod  ,  1 l  . Under these conditions, 
it will implement of an DMM specific algorithm steps. In 
this algorithm, each nodes between adjacent nodes need 
to use a data transfer random key distribution mechanism 
[13] generated keys for encryption and decryption. 
IV.  PERFORMANCE ANALYSIS 
In this section, we mainly analyze DMM performance 
from privacy protection, data traffic the three aspects of 
accuracy. TAG [3] is the application of wireless sensor 
networks in a typical data fusion technology, and it does 
not provide privacy protection. We use it as DMM data 
traffic, the accuracy of comparison items. 
In  this  paper,  TOSSIM  [14]  software  simulates  for 
TAG  and  DMM  algorithm,  and  the  specific  network 
environment  is  configured  as  follows:  700  nodes  are 
randomly  distributed  in  the  500m× 500m  area,  wireless 
channel symmetry, the standard indoor environment, the 
background noise of -115.0dBm, Gaussian white noise as 
5dB,  the  node  data  transfer  rate  of  1.2Mbps,  the 
sensitivity for the node -118.0dBm, transmission distance 
of 60m. 
A. Privacy Protection 
As for a done, the possibility for measured data to be 
obtained  is    ph ,  h  represents  the  possibility  of 
breakdown  the  connections  of  nodes  h o hp  .  In  the 
DMM  algorithm,  each  degree  of  node  is  at  least 
_ Sma nod . Unless putting the out-degree and out-degree 
breakdown, the true data will be exposed. Therefore:  
    ph=
max
_
()
d
k
k Sma nod
P sma k h

    (3) 
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deg,    p sma k   indicates the possibility of node degree 
of  k . Assumed that node number of  k  is    N sma k  , 
thus      p sma k N sma k N    .  In  the  responsible 
PDA [4], unless all the Z1   out-degree and in-degree of 
nodes are broken down, the actual data will be exposed. 
   
max
1
_
( _ )
d
Zk
k Sma nod
p h h p sma in k h


    (4) 
In  this  function,  max d  represents  as  the  maximum  of 
the  network,    _ p sma in k   represents  the  possibility 
of  k  in-degree of network, and the number of in-degree 
k  is    _ N sma in k  , thus 
      _
_
N sma in k
p sma in k
N

   (5) 
Analysis of (1) and (2), we can know that in order to 
make the possibility of exposure to the privacy data small 
enough, the DMM algorithm and PDA algorithm is not 
the same, and not ensuring the amount of out-degree to be 
Z1  . What they can ensure is that the sum of out-degree 
and  in-degree  is  _ Sma nod .  Privacy  protection  of 
wireless sensor network node strength and the probability 
of exposure of private data are in inversely proportional. 
In theory, if the  _ Sma nod  is equal to  1 Z  , the collusion 
times of DMM algorithm are less than PDA.  
Figure 2 shows the simulation results of DMM privacy 
protection.  Seen  from  the  figure,  with  the  increase  of 
_ Sma nod , the protection of privacy is better. In practical 
application, we can adopt a compromise plan to ensure 
the protection of privacy as well as reduce the data traffic 
in network. If we hope the possibility of breakdown of 
the  connections  among  nodes  is  less  than  3%,  we  can 
make  _ Sma nod  to  be  2,  and  the  exposure  of  data  is 
expected to be 0.05%, generally, it can meet the demand 
for protection of privacy. 
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Figure 2.   The protection of privacy in DMM 
Comparing  the  simulating  results  of  DMM  and  the 
privacy protection of PDA, we can see clearly that the 
_ Sma nod  in DMM is equal to the  1 Z   in PDA. When 
their value is the same, the level of protection of privacy 
in DMM is lower than the PDA algorithm’s. However, 
when  the  q  is  small  enough,  these  two  kinds  of 
algorithms’ protection of privacy are always the same. 
B. Data Traffic 
In the preparation in DMM algorithm, it is the same to 
TAG [3], Hello message is sent from QS, and every node 
will receive this message, then setting the father node as 
Hello message source node. Then it will send a message 
of Hello which will form a data tree. In the process of up 
to fusion, every node needs transmit data to the inner time 
slide.  In  order  to  simplify  the  process,  in  simulation 
process, we give the same time slide to each layer and 
make them randomly sent in the time slide to avoid the 
conflict. The DMM algorithm needs every node to deeply 
fuse and recording the number of nodes. 
The  first  step  is  the  preparation  phase,  and  the  data 
traffic is the same to TAG. In TAG, every node needs to 
send 2 data, one is the Hello message and the other is the 
fusion data. Once the fusion tree is stable, the number of 
child node recorded, we can make less data transmission 
in the later collusion phase, and repeat this way.  
As  for  DMM  and  PDA  algorithm,  simulation  is  the 
number  of  measured  during  colluding  nodes  in  the 
network during a period. For TAG algorithm, we measure 
a network node in a process of integration achievements 
and send the total number of packets. Figure 3 illustrates 
the DMM, PDA and TAG data communication have no 
relation  to  the  amount  of  time.  DMM  and  PDA  data 
traffic  have  relation  to    _ Sma nod Z .  The  bigger  the 
_ Sma nod  is, the lager data traffic of DMM and PDA are. 
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Figure 3.   The data traffic of DMM 
We  can  analyze  the  simulation  results  in  a  theory 
aspect. For DMM algorithm, denoted by colluding nodes 
in the network during communication in a total number of 
packets  sent  to    Y _ , U Sma nod N ,  where  N  indicates 
that the wireless sensor network node number). Also for 
PDA, in a collusion process, the network nodes need to 
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( Z  represents  the  number  of  fragments  in  PDA 
algorithm,  N  represents  the  network  number  in  the 
wireless  sensor),  then  there  is      ,1 V Y Z N Z N    . 
  0,1, , _ i N i Sma nod   represents  the  data  fusion tree 
in wireless sensor network. Thus, 
 
 
 
1 _ 1
1 _ 1
,_
_
_
G Sma nod
Sma nod
Y Z N N Sma nod N
Sma nod N N
N Sma nod


   
   

  (6) 
The  above  function  reflects  under  the  condition  of 
similar  protection  of  privacy  in  PDA  and  DMM, 
compared from the data traffic, the DMM is better than 
PDA.  
Seen  from  the  simulation  results,    2550 550 U Y  , 
  3550 1150 U Y  ,    4550 1750 U Y   and these are same 
to theatrical analysis. Also, we can get    1550 325 V Y  , 
  2550 615 V Y  ,    3650 1050 V Y  .  As  a  result,  in  the 
simulation context, the data traffic of DMM algorithm is 
about 1/2 to PDA. 
C. Accuracy 
In an ideal environment of no data lost, TAG, PDA, 
DMM data fusion results should be able to achieve 99.7% 
accuracy. However, in practical applications, there is the 
collision, the distance between nodes too large and time 
limited causing data to be lost, thus affecting the accuracy. 
We define the accuracy of wireless sensor network node 
is the ratio of the data fusion results and sum of really 
measured data. 
Simulation is mainly for E_ po del  changes’ effects on 
TAG and DMM algorithm. In each Epoch value for 30 
times simulation and the simulation result is the mean of 
their statistics, as shown in Figure 4. From the simulation 
results, and their fluctuations, the statistical relationship 
between the data and the accuracy cannot be expressed 
exactly  in  certain  Epo  values  under  the  mutual 
relationship,  but  accuracy  can  be  expressed  in  value 
under the scope and trends of  E_ po del . 
Seen  from  Figure  4,  TAG  and  DMM  algorithm’ 
accuracy cannot reach an ideal status of 99.8% accuracy. 
What’s more, in the case of smaller E_ po del  value, the 
accuracy  of  TAG  and  DMM  all  increased  with  the 
increase  of  E_ po del .  When  the  E_ po del  increased  to 
certain  degree  (about  14  seconds),  the  accuracy  will 
maintain  at  the  degree  of  92%.  In  other  words,  the 
accuracy of TAG and DMM is equal to the changes of 
E_ po del . As for the DMM,  _ Sma nod  has no effect of 
the accuracy.  
As for PDA algorithm, it needs twice of time of TAG 
and E_ po del  to get the same accurate results. In theory 
analysis,  we  can  get  a  conclusion  that  the  DMM 
algorithm adopts a randomly attribution of time toe get 
the  time  slide  of  communication,  In  order to  avoid the 
collapse, as well as making the random r meanly ranged 
in   1,1  . From the function of  D ji S , we can know that 
the algorithm can control the data traffic to a limit via the 
collusion. At the same time, we can select the number at 
the possibility of 51% to reduce the effect of lost data on 
accuracy, and then getting the similar accuracy of TAG. 
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Figure 4.   The accuracy of DMM 
V.  CONCLUSIONS 
In this paper, a new method for sensor network data 
fusion  protection  of  privacy  is  put  forward.  It  is  an 
improvement  of  PDA  algorithm.  The  DMM  algorithm 
can effectively achieve the protection of privacy with less 
time and data traffic then get a accurate data fusion. 
The  data  fusion tree  in  DMM algorithm reduces  the 
data traffic and it can be used in the algorithm of sensor 
network fusion protection for privacy, such as CPDA [5] 
and IPDA [6].
 
The  further  research  focuses  on  IDMM  (Integrity-
Energy-Saving Privacy-protecting Merging). It will be an 
expansion of integrity of protection and paying an eye to 
solve the problems remained by IPDA and ICPDA. 
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Abstract—Clustering  technology  has  received  a  lot  of 
concern  in  many  areas  such  as  engineering,  medicine, 
biology  and  data  mining.  Collecting  data  points  is  the 
purpose  of  clustering  and  the  most  common  clustering 
technology  is  K-means  algorithm.  However,  results  of  k-
means depend on the initial state and convergence to a local 
optimum  is  also  its  drawback.  To  overcome  these 
drawbacks, many studies have been done on clustering. This 
paper works out an improved optimization algorithm based 
on  intelligent  computation,  which  is  called  artificial  fish 
swarm. The results of experiments show that the algorithm 
has certain superiority on speed of execution and clustering 
accuracy compared with the traditional k-means algorithm. 
 
Index  Terms—Clustering  Algorithm; K-Means;  Intelligent 
Computing; Clustering Accuracy 
 
I.  INTRODUCTION 
When grouping data that has similar characteristics, we 
use cluster analysis, which is a data analysis tool. Data 
mining algorithms such as unsupervised classiﬁcation and 
data  summation  have  used  cluster  analysis  [1-5].  Data 
mining  is the  process  of  abstracting  unaware,  potential 
and  useful  information  and  knowledge  from  plentiful, 
incomplete, noisy, fuzzy and stochastic data. It is a new 
subject that involves a lot of subjects and develops with 
these  subjects.  Association rule mining  is an important 
branch of data mining to discover previously unknown, 
interesting  relationships  among  attributes  from  large 
databases. In clustering analysis, the basic goal is to find 
out  the  natural  grouping  objects.  Cluster  analysis 
technology  has  been  used  in  many  fields,  such  as 
qualitative  interpretation  and  data  compression, process 
monitoring,  the  development  of  the  local  model.  In 
general,  when  huge  data  are  stored,  cluster  analysis 
algorithms  are  used.  Clustering  algorithm  based  on 
partitioning  is  an  optimal  search  algorithm  based  on 
climbing  the  mountain,  which  is  simple,  rapid  and 
effective,  but  there  are  also  shortcomings,  such  as 
sensitivity  to  initial  value,  sensitivity  to  the  input 
sequence, often falling into local optimum and so on [6, 
7]. According to cluster representation method, clustering 
method based on the division is mainly divided into k-
means  algorithm,  k-medoids  algorithm,  CLARANS 
algorithm, and PAM algorithm, etc [8, 9]. 
Hierarchical  clustering  algorithm  is  simple,  easy  to 
understand and easy to apply directly. Its drawback is that 
once  a  step  (merge  or  split)  is  completed, it  cannot  be 
withdrawn.  Once  a  division  is  wrong,  it  will  not  be 
corrected. To improve clustering quality of hierarchical 
method,  we  can  combine  other  clustering  with  the 
hierarchical clustering technology to form a multi-stage 
clustering.  Clustering  algorithm  based  on  hierarchy  are 
BIRCH algorithm, CURE algorithm and CHAMELEON 
algorithm, etc Grid-based clustering method accords with 
standard  of  a  good  clustering  algorithm,  which  can 
effectively deal with large data sets and discover clusters 
of arbitrary shape, successfully deal with outlier. It is not 
sensitive to the input sequence and do not need to specify 
the  number  of  clusters  and  adjacent  area  radius 
parameters  and  can  deal  with  high-dimensional  data. 
Most  partition  method  uses  the  distance  between  the 
object to describe the similarity between data objects to 
divide  different  groups  to  achieve  clustering.  The 
clustering method has good result when finding globular 
cluster,  but  discovering  clusters  of  arbitrary  shape  run 
into  trouble.  Experts  then  put  forward  the  clustering 
method based on density, the main idea of  which is as 
long as the density of the adjacent area or the number of 
data  points is  more  than  a  certain threshold, it  will  be 
added into similar clustering to go on clustering. 
For a given data set, k-means algorithm requires user 
to enter the user expected classification number k  and it 
chooses  k  number  of  points as  initial  clustering  center 
according  to parameter  k  randomly.  Then  calculate  the 
distance between the left data objects and each clustering 
center  and  the  left  data  objects  is  classified  to  the 
clustering  nearest  to  the  clustering  center.  Recalculate 
clustering  center  according  to  the  new  adjusted  class. 
When  two  adjacent  cluster  centers do not  change, then 
the  clustering  algorithm  has  converged  standards, 
adjustment of the data object is completely finished, and 
the  algorithm  terminates.  After  the  completion  of  the 
classification,  there  have  high  similarity  in  the  cluster, 
and similarity among clusters is low. Usually Euclidean 
distance is used as the measure to evaluate similarity.  
With the continuous development of computer network 
technology and the expansion of the network application 
scope, many types of network attacks and sabotage are 
increasing day by day. Today, network security problem 
is  increasingly  important.  How  to  find  a  variety  of 
network  intrusion  activities  quickly  and  effectively  is 
very important for ensuring the security of systems and 
network resources. Traditional static defense means such 
as firewall and data encryption have been unable to fully 
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meet the requirements of network security. As a proactive 
security protection technology, intrusion detection system 
has become an important part of protection architectures 
of network security and information security. At the same 
time, intrusion detection methods and technologies have 
been a research focus in the security field.  
This  paper  investigates  network  intrusion  detection 
based on k-means cluster analysis. In order to improve 
quality  of  intrusion  detection,  the  improved  k-means 
algorithm is proposed according to the detection rate and 
the false alarm rate. Meanwhile, a cluster analysis based 
intrusion detection system (IDS) model is introduced, and 
on  this  basis,  computer  simulation  and  verification  for 
algorithm has been implemented. At last, the improved 
clustering  based  on  artificial  fish  swarm  is  applied  in 
clustering the students' English score, in order to test the 
performance  of  our  proposed  clustering  algorithm.  The 
main research contents of this paper are as follows. 
In the next section, we introduce principle of artificial 
fish  computing  [10,  11].  In  Section  3  we  propose  an 
improved  k-means  scheme  based  on  intelligent 
computing [12-20]. In Section 4, we test the performance 
of  proposed  scheme  and  k-means.  In  Section  5  we 
conclude the paper and give some remarks. 
II.  PRINCIPLE OF ARTIFICIAL FISH COMPUTING 
Artificial  fish  computing  technology  is  one  of 
intelligent  computing  technologies  proposed  by  Dr  Li 
Xiaolei in 2003, and has now got some domestic scholars 
who  carry  on  the  related  research.  The  algorithm  has 
good  ability  to  obtain  the  global  extremum  and  can 
overcome  the  local  minima.  The  algorithm  is  not 
sensitive  to  parameter  selection  and  also  has  a  certain 
adaptive ability to the initial value of search space, which 
is  a  kind  of  efficient,  parallel  and  adaptive  global 
searching  algorithm  and  particularly  suits  to  solve  the 
problems in the field of combinatorial optimization, so it 
can be used in clustering analysis to improve clustering 
efficiency. 
In view of the fish algorithm, the following symbols 
are  introduced.  n  represents  the  number  of  fish  in  the 
fish  swarm,  and  vector  12 ( , , , ) n X x x x   represents 
individual  state  of  artificial  fish  swarm. 
( 1,2,3, , ) i x i n   is  the  variable  to  be  found.  Food 
concentration  of  artificial  fish  in  current  position  is 
() y f x  ,  in  which  y  is  objective  function  value. 
Distance  between  individuals  is  measured  by 
, i j i j d x x  .  Perception  range  of  artificial  fish  is 
visual and artificial fish moving step length is step.   is 
crowded degree factor and trying times is  _ try number .  
Firstly,  Initialize  parameter  n ,  visual ,  step ,    , 
_ try number  and iteration number  0 c n  . 
Secondly, Artificial fish randomly walks within their 
own field of vision, and the current state is  i x  and when 
it finds food, it gets close to food. 
Thirdly. Do the following operation for every artificial 
fish. 
(1)  0 m   and the current state of artificial fish is  i x . 
(2)  Execute  ( ( , )) ji x random n x visual   to  generate  a 
new state and  1 mm  . 
(3)  If  ( ) ( ) ij f x f x  ,  the  state  of  artificial  fish  is 
modified  according  to  (1),  if  _ m try number  return to 
step 2. 
  ( )( )/ i i j i j i x x random step x x x x       (1) 
(4)Carry our randomly walk action and step forward. 
  () ii x x random step    (2) 
Fourthly.  Carry  out  clustering  operation  for  every 
artificial fish. 
(1) Generate companion set within its field of vision 
visual . 
  { | }( , 1,2, ) j j i K x x x visual i j n       (3) 
(2)  If  K is  not  a  empty  set.  Position  of  center  is 
calculated  by  (4).  The number  of  companion  in  visible 
field is  1 f n  . 
  / c j f x x n  .  (4) 
(3)  If 
f n
n
  ,  (0 1)   and  ( ) ( ) ic f x f x   at  this 
time, artificial fish steps forward to clustering center  c x  
according to (5). Otherwise return to step 2. 
  ( ) ( )/ inext i c i c i x x random step x x x x        (5) 
Fifthly.  For  each  of  the  artificial  fish  execute  the 
following operations. 
(1) Search whether there is companion of optimal state 
max x  in neighborhood. If companion exists, go on to the 
next step, otherwise return to step 2. 
(2)  If  max ( ) ( ) i f x f x  ,  and  f n  meets  the  demand  of 
f n
n
  , (0 1)  ,  then  the  fish  steps  forward  to the 
position of optimal companion  max x . 
  max max ( )( )/ i i i i x x random step x x x x     . (6) 
Sixthly.  If  it meets  maximum  iteration  times,  output 
the result. Otherwise return to step 2 to go on. 
III.  AN IMPROVED SCHEME BASED ON INTELLIGENT 
COMPUTING 
Artificial  fish  computing  technology  has  three 
arithmetic  operators,  which  are  foraging  operator, 
clustering operator and rail operator. The three operators 
respectively corresponds to unified framework of social 
collaboration,  self  adaptation  and  competition.  Each 
individual  fish in  the  fish  swarm randomly  generates  a 
status  within  their  field  of  vision,  and  then  judges  the 
advantages and disadvantages between the state and the 
original state to decide whether to update their status. In 
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the  process,  fish  which  is  used  to  generate  new 
individuals  relies  only  on  its  own,  so  the  number  of 
collaboration individual is 1. 
[ ,1, ( )( )/ ]
t
i i j i j i X X random step X X X X       
Select K objects randomly as initial clustering 
centers   
i=1
The i-th 
object is selected
-   the i-th object is assigned to its 
nearest cluster center
If all objects are 
selected
Each center is updated by means of 
averaging all of the assigned  points  . 
If centroids are
changed
Stop and print the 
results.
i=i+1
 
Figure 1.   Flowchart of k-means 
Fish individuals improve the ability of self adaptation 
through cluster operation. When it finds central location 
of companion set within their field of vision is superior to 
its present location, it steps forward to this center, and 
makes themselves more adapt to the environment by the 
following formula. 
/ c j f x x n   
( ) ( )/ inext i c i c i x x random step x x x x       
Artificial fish algorithm realizes competition between 
individuals  through  collision  operator,  and  adjusts  the 
state of each individual in the fish swarm to generate the 
next generation of the fish swarm. The process of the next 
generation  of  the  individual  is  actually  to  alternate  its 
state,  and  the  fish  swarm  does  not  choose  among 
individuals.  Mathematical  model  is 
max [ ,( ), ]
t v v X      . 
The mathematical model of clustering is as follows. A 
sample set is supposed to be  12 { , , , , } in D x x x x  ,  i x  
is a vector of dimension of  d . A division of the sample is 
12 { , , , , } im C c c c c  . Things that needs to do is to find 
out a clustering division C
  of data set  D  which meets 
the  following  conditions  which  are  shown  in  (7)  and 
make  sum  of  dispersion  degree  within  the  clustering 
minimum. There is a clustering division C
  of data set 
D  and sum of dispersion degree within the clustering is 
shown in (8).  ( , )
k C d X X  represents the distance between 
vector  X  and its clustering center.  
 
12
( 1,2, )
( 1,2, )
m
i
ij
D C C C
C i m
C C i m
  
  
   
  (7) 
 
1
( , )
k
ik
m
C
c
i x C
J d X X

   (8) 
The proposed clustering algorithm is as follows based 
on artificial fish swarm. 
Step1.  Firstly  individual  encoding  of  the  fish  swarm 
should be done. We adopt real number encoding and the 
objective  of  the  algorithm is to  divide the  data  set.  So 
clustering centers are worked out firstly and the problem 
is transformed to solve clustering center. The individuals 
in the fish swarm are vectors to be solved and individuals 
are encoded as follows. 
 
12 ( ) ( ) ( ) ( ) [ ( ), ( ), , ( )]
m i c c c p t x t x t x t    (9) 
() ()
m c xt  represents  the  clustering  center  of  the  m-th 
cluster. 
Step2. The fitness function is dispersion degree within 
the  clustering  and  the  objective  is  to  make  dispersion 
degree  within  the  clustering  minimum.  Also  it  can  be 
converted to a maximization problem using (10), where 
k  is a constant. 
  () / f k J    (10) 
Step3.  In  the  process  of  initialization,  this algorithm 
randomly generates individual fish in the fish swarm and 
each fish represents a possible solution which is made up 
of m number of clustering centers. There are M  number 
of  clusters.  Then  clustering  center  of  each  cluster  is 
calculated to generate a fish individual vector. Repeat this 
until  all  individuals  we  need  are  generated. 
12 ( ) ( ) ( ) (0) [ (0), (0), , (0)]
m i c c c p x x x  . 
Step4.  The  ownership  of  the  data  processing  in  the 
process  of  operation.  After  clustering  center  is  worked 
out, the division of cluster adopts the nearest rule. If  i x  
belongs to cluster  i c , then (13) sets up. 
  ( ) ( )
1,2,
min ( , ) ( , )
il i c i c
lm
d x X d x X

   (11) 
Step5. Improved algorithm of foraging behavior. In the 
original fish algorithm, fish swarm individual just has one 
progress direction and it goes on step by step every time. 
In  order  to  extend  its  search  range,  the  following 
adjustment is done when the state of current fish is i x . 
1) Randomly generate the next state according to (12). 
  ( ( , )) ji x random n x visual    (12) 
2) If  ( ) ( ) ij f x f x  , modify the state of artificial fish 
according to (13), otherwise return to step 1 to attempt 
_1 try number  times. 
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  ( )( )/ i i j i j i x x random step x x x x       (13) 
3)  If  attempt  does  not  succeed,  the  fish  swarm 
individual generates new state according to (14). 
  (1 (2 (0,1) 1) ) ii x x random step      (14) 
Step6.  Field  of  vision  and  the  step  size  parameter 
adjustment.  Parameter  field  of  artificial  fish  swarm 
visual  is modified and step length step is also adjusted 
dynamically instead of fixed data according to (15). 
 
min
min
max exp( 30 ( / ) )
s
visual visual a visual
step step a step
a t T
  
  
  
  (15) 
Step7. Neighborhood center handling in train operation. 
The optimal position of present fish swarm is represented 
by  gbest X , in order to increase searching speed, optimal 
position of the individual fish neighborhood is replaced 
by global optimal position of current time according to 
(16). 
  ()
gbest i
ii
gbest i
xx
x x rand step
xx



  (16) 
Here  we  use  compression  mapping  theorem  for  the 
convergence explanation of the proposed algorithm.  X  is 
a non-empty set, and d  is a mapping from  XX   to  R . 
If  some  element  x ,  y  and  z meets  the  following three 
conditions, ( , ) Xd is called metric space. 
( , ) 0 d x y  ,  ( , ) 0 d x y  , if and only if  xy   
 
( , ) ( , )
( , ) ( , ) ( , )
d x y d y x
d x y d x z d z y


    (17) 
In metric space ( , ) Xd, if  11 , , , x y x y  are any elements 
in  X , then the following formula sets up. 
 
1 1 1 1
( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , )
d x z d y z d x y
d x y d x y d x x d y y

  
  (18) 
If  there  exists  any  sequence  {} n x ,  and  there  is  a 
positive  integer  N ,  which  makes  all  integer  of  nN   
meet  ( , ) n d x x   ,  sequence  {} n x  converges  to  x  in 
( , ) Xd .  If  any  0   ,  there  exists  positive  integer  N  
which  makes  all  , m n N   meet  ( , ) mn d x x   , {} n x  is 
called  Cauchy  sequence  of  ( , ) Xd .  If  any  Cauchy 
sequence  converges,  ( , ) Xd  is  complete  metric  space. 
( , ) Xd  is  complete  metric  space,  for  mapping 
: f X X  , if it meets (19),  f  is compressed mapping. 
  ( ( ), ( )) ( , ) d f x f y d x y     (19) 
f  has and only has a fixed point  xX
  , and for any
  0 xX  , there exists (20). 
  0 lim ( )
k x f x

    (20) 
0
00 () f x x  , 
1
00 ( ) ( ( ))
kk f x f f x
  . When t , the 
algorithm  converges.  X  is  a  state  set  including  all 
possible  states  in  the  evolution.  Evolution  process  is  a 
mutual state conversion state that is self mapping process 
of  the  set.  : f X X   is mapping  operation in  the  set 
which  is  evolution  process.  1 () kk x f x   .  d  is  a 
mapping  from  XX   to  R .  ( , ) Xd  must  be  a  metric 
space. {} n x  is a random sequence in the space. Because 
the  algorithm  is  a  iterative  process  and  all  fish  states 
gradually  tend  to  the  optimal  value, there  must  exist  a 
positive  integer  N ,  making  all  integer  of  nN   meet 
( , ) n d x x   . That means this sequence converges to  x . 
There  must  exist  positive  integer  M  which  makes  all 
, m n N  meet  ( , ) mn d x x   .  For  a  random  number 
[0,1]   ,  because  the  algorithm  gradually  tends  to  the 
optimal  value,  ( ( ), ( )) ( , ) d f x f y d x y    must  set  up 
and  : f X X   is a compressed mapping. So there must 
exist  a  point  x
  which  makes  () x f x
   set  up, 
meaning all states gradually converge. 
IV.  EXPERIMENT AND ANALYSIS 
In  order  to  test  the  effectiveness  of  algorithm,  we 
randomly  choose  multiple  groups  of  data  from 
KDDcup99 for experiment. Experimental environment is 
a  HP  computer,  and  configuration  is  AMD  dual-core 
CPU.  Clock  frequency  is  2.OGHz  and  memory  is  2G. 
Software  environment  is  the  Windows  XP  professional 
edition  SPZ  and  matlab6.0.  The  comparison  results 
between  our  proposed  algorithm  and  k-means  on  20% 
dataset  is  shown  in  TABLE  I.  The  comparison  results 
between  our  proposed  algorithm  and  k-means  on  50% 
dataset is  shown  in TABLE  II. The  comparison results 
between our proposed algorithm and k-means on 100% 
dataset is shown in TABEL III. 
TABLE I.   THE COMPARISON RESULTS BETWEEN OUR PROPOSED 
ALGORITHM AND K-MEANS ON 20% DATASET 
Algorithm  Average 
clustering 
accuracy 
Maximum 
clustering 
accuracy 
Minimum 
clustering 
accuracy 
Proposed 
algorithm 
98.19%  99.99%  97.32% 
k-means  95.21%  99.99%  92.10% 
 
Each  algorithm  runs  50  times  on  each  data  set.  In 
TABLE I, average clustering accuracy  of our proposed 
algorithm is 98.19% and average clustering accuracy of 
K-means is 95.21%. Maximum clustering accuracy of our 
proposed algorithm is 99.99% and maximum clustering 
accuracy  of  K-means  is  99.99%.  Minimum  clustering 
accuracy  of  our  proposed  algorithm  is  97.32%  and 
minimum clustering accuracy of K-means is 92.10%. In 
TABLE II, average clustering accuracy of our proposed 
algorithm is 97.10% and average clustering accuracy of K 
means is 94.93%. 
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TABLE II.   THE COMPARISON RESULTS BETWEEN OUR PROPOSED 
ALGORITHM AND K-MEANS ON 50% DATASET 
Algorithm  Average 
clustering 
accuracy 
Maximum 
clustering 
accuracy 
Minimum 
clustering 
accuracy 
Proposed 
algorithm 
97.10%  99.15%  95.12% 
k-means  94.93%  96.15%  91.10% 
 
Maximum  clustering  accuracy  of  our  proposed 
algorithm is 99.15% and maximum clustering accuracy of 
K-means is 96.15%. Minimum clustering accuracy of our 
proposed  algorithm is  95.12%  and minimum  clustering 
accuracy of K-means is 91.10%. In TABLE III, average 
clustering accuracy of our proposed algorithm is 95.95% 
and average clustering accuracy of K-means is 92.57%. 
Maximum clustering accuracy of our proposed algorithm 
is 98.95% and maximum clustering accuracy of K-means 
is 95.35%. Minimum clustering accuracy of our proposed 
algorithm is 94.18% and minimum clustering accuracy of 
K-means is 89.67%. From the data of three tables, we can 
see that the performance of proposed algorithm on three 
datasets is better than k-means algorithm. With increasing 
of data, three indexes decreases slowly. Three indexes of 
k-means  algorithm  decreases  slowly  with  increasing  of 
data,  but  decreasing  scale  is  larger  than  proposed 
algorithm.  
TABLE III.   THE COMPARISON RESULTS BETWEEN OUR PROPOSED 
ALGORITHM AND K-MEANS ON 100% DATASET 
Algorithm  Average 
clustering 
accuracy 
Maximum 
clustering 
accuracy 
Minimum 
clustering 
accuracy 
Proposed 
algorithm 
95.95%  98.95%  94.18% 
k-means  92.57%  95.35%  89.67% 
 
 
Figure 2.   The comparison results on running time based on different 
dataset 
The  comparison  results  on  running  time  based  on 
different  dataset  is  shown in  Fig.2  and the  comparison 
results on running time based on different clustering is 
shown in Fig. 3. The blue line represents our proposed 
algorithm  and  the  green  line  represents  K-means 
algorithm. In Fig.2, when data size is smaller than 6000, 
running  time  of  our  proposed  algorithm  is  nearly  the 
same with that of K-means algorithm. When data size is 
bigger than 6000, running time of our proposed algorithm 
is much smaller than that of K-means algorithm. In Fig.3, 
when data size is smaller than 25, running time of our 
proposed  algorithm  is  longer  than  that  of  K-means 
algorithm. When data size is bigger than 25, running time 
of our proposed algorithm is much smaller than that of K-
means algorithm. Our proposed algorithm and K-means 
have  certain  linear  relationship  with  the  number  of 
datasets and the number of clustering. When the data set 
is small, the two algorithms are the same basically. Even 
K-means  is a  little  faster than  our proposed  algorithm. 
But  with  the  increasing  of  data  set,  efficiency  of  our 
proposed algorithm turns up, and proposed algorithm is 
faster than k-means. That is because intelligent algorithm 
adopts  heuristic  search,  which  is  faster  than  k-means 
algorithm  which  uses  gradient  descent  method  to 
converge. 
The  Lincoln  laboratory  intrusion  detection  system 
evaluation data set MIT '1998 is used to test convergence 
performance  test  of  three  kinds  of  algorithm,  which  is 
shown  in  Fig.  4.  Type  of  attack  included  by  data  is 
normal, denial of service, remote and local users illegal 
access, illegal monitor and probing attacks. Take 15% of 
the  original  data  as  test  data,  and  use  the  genetic 
algorithm, differential evolution algorithm, our proposed 
algorithm for comparison. 
 
 
Figure 3.   The comparison results on running time based on different 
clustering 
 
Figure 4.   Convergence performance test of three kinds of algorithm 
In Fig. 4, the blue line represents genetic algorithm, the 
green line represents differential evolution algorithm and 
the red line represents our proposed algorithm. It can be 
seen  from  the  diagram  after  about  40  iterations  our 
proposed  algorithm  converges  to  the  optimal  value, 
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differential evolution algorithm converges after about 60 
iterations and the genetic algorithm converges after about 
70  iterations.  Our  proposed  algorithm  has  good 
convergence performance. Take 30% of the original data 
as test data, and do eight experiments, the value of fitness 
function  when  three  algorithms  converge  is  shown  in 
TABLE IV. 
TABLE IV.   CONVERGENCE STABILITY TEST OF THREE KINDS OF 
ALGORITHM 
  Proposed 
scheme 
Differential 
evolution 
algorithm 
Genetic 
algorithm 
1  18.5516  17.0136  17.0671 
2  18.5516  18.5426  18.5326 
3  18.5671  17.2507  17.8691 
4  18.5268  18.6129  18.5486 
5  18,5426  18.6802  18.5693 
6  18.6673  18.2358  18.5501 
7  18.6329  17.9926  17.2139 
8  18.6712  18.5536  18.6970 
 
Number from 1 to 8 represents experiment times. In 
the first experiment, our proposed scheme converges to 
18.5516,  differential  evolution  algorithm  converges  to 
17.0136, and genetic algorithm converges to 17.0671. In 
the second experiment, our proposed scheme converges 
to 18.5516, differential evolution algorithm converges to 
18.5426, and genetic algorithm converges to 18.5326. We 
can calculate variance corresponding to each algorithm. 
Convergence  stability  of  proposed  algorithm  is  better 
than  differential  evolution  algorithm  and  genetic 
algorithm. 
Experimental data shows that our proposed algorithm 
has  improved  in  solving  accuracy  compared  with  k-
means,  and  with  the  amount  of  data  increasing, 
computation time does not increases too much, which is 
more suitable for large data calculation compared with k-
means clustering algorithm. 
Here we design another experiment, in order to test the 
performance  of  our  proposed  clustering  algorithm  in 
actual  situation.  We  use  students'  score  of  English  in 
teaching  management  system  in  some  university.  In 
teaching management system, the score of students plays 
an important role in the evaluation of teaching quality in 
college.  Clustering  English  score  of  students  is  an 
important  part  of  English  education  management.  The 
traditional algorithm is to use the original English score 
and English score is directly classified according to the 
score height which has some disadvantages. For example, 
if the examination questions are more difficult, students' 
overall  score  will  be  lower.  If  we  evaluate  students  in 
accordance with the traditional clustering method, it will 
be unfair and also can't evaluate teacher's teaching effect 
reasonably  and  effectively.  In  order  to  improve  the 
English  teaching  management  level,  clustering  analysis 
for  English  score  management  has  been  a  systematic 
analysis and research. 
It can be concluded that clustering results of k-means 
depends on the choice of cluster centers. It is difficult to 
cluster  large  amounts  of  data  in  score  management 
system.  Fig.  5  is  running  time  comparison  of  k-means 
algorithm and our proposed clustering algorithm based on 
artificial  fish  swarm.  The  blue  line  represents  running 
time  of  K-means  algorithm  and  the  red  line  represents 
running  time  of  our  proposed  algorithm.  When  size  of 
data  set  is  small,  convergence  speed  of  the  two 
algorithms  is  nearly  the  same.  However,  with  the 
increasing of the size of the data set, convergence speed 
of the artificial fish swarm algorithm is faster than that of 
k-means  algorithm,  which  dues  to  heuristic  search 
application of intelligent algorithm. 
 
 
Figure 5.   Running time comparison of two algorithms 
V.  CONCLUSIONS 
This  paper  gives  mathematical  model  of  cluster 
analysis, and studies the technique of artificial fish used 
to  solve  the  problem  of  clustering,  at  the  same  time 
relevant improvements were made on the algorithm. The 
proposed algorithm has better global convergence ability 
and  computational  efficiency.  Experiments  based  on 
intrusion  detection  show  that  the  algorithm  has  certain 
superiority on speed of execution and clustering accuracy 
compared with the traditional k-means algorithm.  
The improved clustering based on artificial fish swarm 
is applied in clustering the students' English score. The 
results  show  that  convergence  speed  of  the  improved 
algorithm based on artificial fish swarm is faster than that 
of  k-means  algorithm.  The  proposed  method  also 
provides an important reference for clustering analysis of 
English score management.  
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Abstract—Multitarget  tracking  with  highly  maneuver  and 
crossing  track  under  dense-clutter  environment  is  an 
emphasis in target tracking field. To effectively differentiate 
the  measurement  of  cluster  and  target,  and  establish  the 
relation between target and measurement, the data relation 
technologies  are  needed  to  keep  the  consistency  of  path 
tracking. When maneuvers happen to the target, a suitable 
motion model should be selected for self-adaptive tracking. 
With consideration of these two points, we combine JPDA 
algorithm with IMM algorithm according to some certain 
way,  to  track  multiple  maneuvering  targets  in  clutter 
environment. Then an improved method named OEA-JPDA 
(Once Echo Association) is proposed. OEA-JPDA selects the 
model  corresponding  to  the  biggest  determinant  of  the 
covariance  matrix  as the  target  moving  model  of current 
time.  Simultaneously,  a  related  cluster  matrix  is  created. 
When  the  amount  of  echoes  and  models  is  large,  all  the 
filters  are  performed  echo  associated  once  with  added 
prediction  consolidation  and  probability  update.  The 
simulation  results  show  that  this  method  has  higher 
tracking accuracy for multiple maneuvering targets which 
are  changed  with  time,  under  the  dense-clutter  scenario. 
Even if strong maneuver occurs, there is no need for bigger 
adjustment to the mean square error for target destinations. 
The  improved  scheme  can  achieve  effective  tracking  in 
cluster environment with lower computation. 
 
Index  Terms—JPDA;  Clutter;  Echo;  IMM;  Multitarget; 
Tracking Accuracy 
 
I.  INTRODUCTION 
Target  tracking  is  a  basic  problem  in  military  and 
civilian field. Reliable and accurate target tracking is the 
final purpose in target tracking system design. Multitarget 
tracking  aims  at  using  modern  technologies  including 
statistical  decision,  adaptive  filter,  knowledge 
engineering and neural network, to separate the received 
signals from detectors into observed sets or tracks, which 
are  produced  by  different  undetermined  maneuvering 
information  source.  Once  the  track  is  determined,  the 
tracked targets and each target state parameter of motion 
trajectory,  such as  position,  speed and  acceleration [1], 
can  be  correspondingly  estimated.  During  multitarget 
tracking, data association [2] is the most important and 
difficult aspect. Under the multitarget clutter environment, 
target tracking needs acknowledge whether the acquired 
measured data comes from target or from false alarm, or 
other  targets.  However,  errors  caused  by  clutter  and 
sensor  observation  in  the  environment  make  the 
correspondence  between  echo  measurement  and  target 
source more obscure. Data association is to determine this 
correspondence between sensor measurement and target 
source. It is the most key content for multitarget tracking. 
The  principle  methods  of  multitarget  measurement  and 
track  association  can  be  classified  into  two  categories 
generally  [3,  4]:  The  maximized  probability  class  data 
association  algorithm  and  Bayesian  data  association 
algorithm.  The  maximized  probability  data  association 
algorithm  is  base  on  probability  ratio  on  observation 
sequence, which mainly includes artificial labeled graph 
method,  tracking  bifurcation  method,  associated 
probability algorithm, integer programming method, and 
generalized correlation estimator [5-8], etc. Bayesian data 
association algorithm is based on the Bayesian principle 
and  it  mainly  consists  of  probability  data  association 
algorithm, the nearest neighbor algorithm, the optimized 
Bayesian  algorithm,  joint  probability  data  association 
algorithm, and multi-hypothesis method [9-12], etc.  
Joint probabilistic data association (JPDA) is proposed 
by Bar-Shalom and his students [13]. It is on the basis of 
probability  data  association  algorithm  which  is  only 
adaptable to the single-target tracking. This method is a 
perfect  algorithm  when  performing  multitarget  data 
association  in  clutter  environment.  If  the  tracked 
multitarget wave gate is uncorrelated or there is not any 
echo  in related area  of  the  wave  gate,  multitarget  data 
association can be simplified into many single target data 
association. If some echo falls in intersected region of the 
wave  gate,  data association  is  more  complicated  and  it 
must  take  into  account  the  target  source  of  each 
measurement.  In  order  to  describe  the  complicated 
relationship  between  effective  echo  and  each  target 
tracking  gate,  Bar-Shalom  introduced  definition  of 
confirmation matrix. Under the condition of multitarget, 
especially  when  the  targets  are  very  intensive,  the 
computation  to  separate  the  confirmation  matrix  into 
feasible affairs is very large. When the quantity of targets 
and echoes are very large, the computation explosion may 
occur.  To  reduce  the  computation  of  JPDA,  people 
constantly  propose  some  improved  methods,  such  as 
NNJPDA  (Nearest  neighbor  joint  probabilistic  data 
association) [14], and CJPDA (Cheap joint probabilistic 
data association) [15]. However, most of these methods 
adopt simplification methods with some assumptions at 
the  expense  of  precision.  So  many  references  present 
different  efficient  methods  from  multiple  angles. 
1572 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHER
doi:10.4304/jnw.9.6.1572-1579Reference  [16]  proposes  SJPDA  (suboptimal  joint 
probabilistic  data  association)  which  adopts  an 
approximated calculated posterior probability formula to 
reduce  computation  time.  Reference  [17]  proposes  the 
NJPDA (Near optimal joint probabilistic data association). 
It applies the greedy algorithm which classifies each echo 
to find out the optimized solution. Its probability will be 
tested after approximation calculation.  
IMM  (Interacting  Multiple  Model)  algorithm  is  a 
maneuvering target tracking algorithm which is broadly 
applied  [18].  However,  under  the  dense  clutter 
environment, its  tracking performance  will  be  not  very 
effective. While JPDA algorithm can effectively handle 
with multitarget tracking in sucn environment. Therefore, 
contraposing  the  data association  of  multi-maneuvering 
targets and tracking maintenance in clutter environment, 
this paper organically combines these two algorithms and 
puts  forward  an  improved  IMM-JPDA  algorithm. 
According to the value of the determinant corresponding 
to the new covariance matrix, we select the determinant 
model of the largest innovation covariance array as target 
movement model, to generate a cluster matrix at the same 
time. When both of echo quantity and model are large, all 
filters only perform one echo association and they  will 
add precision comprehension to improve the efficiency. 
The  experiments  prove  that  improved  algorithm  can 
effectively  reduce  the  computation  without  influencing 
the tracking performance. In dense clutter environment, 
the  multi-maneuvering  target  has  higher  tracking 
precision with time changing. 
II.  RELATED WORKS 
A. Basic Model of JPDA 
Joint probability data association was proposed by Bar-
Shalom  and  the  algorithm  has  been  applied  in  multi-
objectives  situation.  In the  JPDA  algorithm, the targets 
are divided into several clusters firstly in accordance with 
the geometric relationship between the multi-objectives. 
In order to express the complex relationship between the 
measurement and multitarget tracking gate, the confirm 
matrix is introduced: 
   
0,1,...,
1,2,..., {}
k
t t N
j j m 

    (1) 
where,  N  denotes the number of target,  k m  denotes the 
number of measurement. 
The  set  of  all  possible  events  at  th k  moment  can  be 
expressed as follows: 
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kj   denotes the event that the  th j measurement of the 
th i  joint event originates from the target  j t . 
Based on the two assumptions of the JPDA algorithm, 
the  events  connected  with  target  t  at  the  th k  moment 
should have the following characteristics: 
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where, 
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The covariance matrix of state estimate is: 
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B. Basic Model of JPDA 
IMM  method  is  proposed  by  Blomand  Bar-Shafom 
based on generalized pseudo-Bayesian algorithm, which 
has  Markov  transition  probabilities  of  the  interacting 
multiple  model.  On  the  basis  of  multiple  model 
algorithms  it  takes  into  account  the  interaction  of  the 
models, to acquire the state estimation of the target. IMM 
includes many filters, which have their own model each, 
and a model probability estimator, an interactive effector 
and an estimated mixer. IMM is a recursive algorithm, 
every cycle of  which includes: input interaction, model 
regulation,  model  probability  calculation,  model 
probability update and output interaction [19]. Figure 1 
shows the schematic diagram of IMM algorithm which 
has  N  models. 
The transmitting probability from model i  to  j  is 
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Then the input of interacted r  filters at k  moment: 
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If  the  predicted  residuals  of  model  j  is 
j
k v  and  its 
covariance matrix is 
j
k s , then the probability with Gauss 
assumptions [20] of  j  is calculated as 
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exp[ ( ) ( ) ]
2 |2 |
j j T j j
k k k k j
k
sv
S 
      (10) 
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Figure 1.   Schematic diagram of IMM. 
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III.  IMPROVED METHOD 
We  assume  there  are  N  maneuvering  target  1 {}
N
ii T   
and the model set for IMM is  1 {}
n
ii M  . Then for the  th j  
model, the maneuvering formula and measuring formula 
of the  th r  target are: 
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jj
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j
k H  is measuring matrix.  () k xr is the state vector of 
target  r  at  k  hour  and  () k zr is  the  observing  vector. 
1
j
k F   and  1
j
k G   are  state  transmitting  matrix  and  input 
matrix of  r  at  k  hour, using the state of model  j . 
j
k v  
and  1
j
k w   are uncorrelated  Gaussian  white noise  with  0 
mean. Their covariance matrixes are  1
j
k Q   and 
j
k R . 
The  switch  of  IMM  obey  the  Markov  chain  whose 
transmitting probability is known, that is 
    1 { ( )| ( )}
jj
ij k k p P M r M r     (16) 
ij p  denotes the transmitting probability from i  to  j . 
The  measuring  set  at  1 k   hour  is 
12
1 1 1 1 { , ,..., }
m
k k k k Z z z z      . State estimation of r  based on 
model  target  j  is  1| 1 ˆ ()
j
kk xr  . The  covariance matrix  of 
state estimation is  1| 1()
j
kk Pr   and the model probability is 
1|()
j
k ur  . 
The procedures of OEA-JPDA algorithm are shown as 
follows: 
(1) Interactive function of state estimation  
After interactive computation the input of n  filters at 
k  hour is 
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Figure 2.   Structure of OEA-JPDA algorithm 
(2) One-step prediction 
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For  target  r  and  model  j ,  the residual  and residual 
covariance of the  th i  measurement is: 
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When  r  select  different  j ,  the  value  of  one-step 
prediction  of  target  status  are  different.  So  the 
corresponding  residual 
, ()
ij
k vr  is  also  different  and  the 
confirmation of effective observing set will be changed.  
(3) Prediction consolidation 
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If and only if  
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() k Dr  obeys the distribution of 
2   and the threshold 
  can be looked up in table. The measuring set dropped 
in the tracking gate of target r  is 
12 { , ,..., }
m
k k k k Y y y y   at 
k  hour. The data correlation of joint probability among 
the targets can be calculated as reference [21]. 
According to  k Y  we get the joint affair: 
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The association matrix is defined as: 
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The  conditional  probability  of  feasible  affairs  is 
calculated as 
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In  formula  29,  c  is  a  normalized  constant, 
r
D P  is 
detecting  probability.  The  value  of  r   and  i   are 
determined as referred in [12]. 
(4) Correlation probability update 
When observation i  is correlated with r  and the target 
is  described  by  model  j ,  the  probability 
,, r j J
i   for 
motivating  model 
1
( ... ) n n n
N
J J M M M

    ,  which  is 
adopted  by  all  the  residual  targets  except  r ,can  be 
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(6) State update of each model  
The fusion residual of target r  which adopts model  j  
is: 
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The Kalman gain is 
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The state of  r  is updated as  
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The error covariance is updated: 
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(7) Probability function update 
The probability function of target r  at hour k  satisfies 
the following normal distribution: 
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(8) Model probability update 
The model probability of r  is  
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The normalized constant 
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(9) Target output consolidation 
The vector of target state is: 
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The error covariance matrix is: 
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IV.  SIMULATION AND ANALYSIS 
The  interval  of  sampling  time  320 T ms  ,  ranging 
error  6mil    , angle of site error  5mil    . Detecting 
probability of target  0.97 D P  . The noise component of 
system  12 0.01 qq  .  We  adopt  the  non-parametric 
Poisson  distribution  clutter  model  in  simulation.  The 
expected number of false measurement in the wave gate 
1.8 m  . 
The IMM model is set as: model 1 is CV model and 
model  2  is  CA  model;  model  3  is  current  model; 
atmospheric  disturbance  0.5   ,  the  maximum 
acceleration 
2
max 50 / ms   . 
The Markov transmitting matrix of model: 
,
0.98 0.01 0.01
0.025 0.95 0.025
0.03 0.01 0.96
ij 

  
 
 
Motivating trails of each target: 
Target  1  begins  at  1s  and  its  initial  location  is 
(6000 , 1000 ) mm  .  It  provides  uniformly  accelerated 
motion with the speed of 
22 ( 10 / ,0 / ) m s m s   in 1s-50s, 
disappearing at 50s; 
Target  2  begins  at  1s  and  its  initial  location  is 
(6000 , 1000 ) mm  .  It  provides  uniformly  accelerated 
motion with the speed of 
22 (20 / ,0 / ) m s m s  in 10s-17s. 
At 18s it bifurcates into target 21 and 22; 
Target 21 provides uniform motion in 18s-32s and it 
will disappear at 32s, hit by target 3; 
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© 2014 ACADEMY PUBLISHERTarget  22  provides  turning  maneuver  with  speed 
0.015 / rad s   in 18s-30s and provides uniform motion in 
31s-40s, disappearing at 40s; 
Target  3  begins  at  20s  and  its  initial  location  is 
(6000 , 1000 ) mm  .  It  provides  uniformly  accelerated 
motion with the speed of 
22 ( 10 / ,0 / ) m s m s   in 25s-32s. 
It will disappear at 32s, hitting target 21. 
The  simulation  results  are  shown  as  the  following 
figures: 
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(c) Target 21 and 22 
Figure 3.   Location MSE of the targets 
The  following  experiment  mainly  study  the  case  of 
two-dimension  multi-object  motivating  under  clutter 
environment, to compare the performance between OEA-
JPDA  and  traditional  GMPHD  algorithm.  We  set  the 
monitor time  50 ts  , sampling interval  1 ts  , azimuth 
error  0.01rad    ,  distance  error  30 d m   .  The 
clutter  is  Poisson  point  process  and  its  intensity  is 
() k k c c K z f   . Let  50 c   ,  () ck fz   .    denotes the 
probability  density  obeyed  uniform  distribution.  During 
the monitoring interval there are four different kinds of 
objects emerge in this area, as is shown in figure 4.  
As  seen  from  figure  4  (a)  and  (b),  both  of  two 
algorithms  can  estimate  the  location  of  multitarget, 
whether  the  object  is  maneuvering.  By  further 
comparison  we  can  conclude  that  due  to  mismatch  of 
motivate model, traditional filter algorithm has obvious 
target loss and bigger estimation error; influenced by the 
clutter,  GMPHD  generates  more  false  target  estimation 
than  improved  OEA-JPDA.  While  our  method  shows 
better consistency and integrity in target tracking.  
Figure 5 shows that after 100 times of simulation, the 
time change curves for target number estimation of two 
algorithms. The estimation of two algorithms is close to 
real  value.  But  with the  influence  of  clutter and target 
maneuver, GMPHD will generate obvious deviation; on 
the contrary, OEA-JPDA suffers less effect by the target 
maneuver, so its estimated fluctuation is relatively small 
and much closer to real value. 
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(a) Real moving trails of the target  
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(b) State chart of clutter and measuring points 
Figure 4.   Motivation curves 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1577
© 2014 ACADEMY PUBLISHER0 5 10 15 20 25 30 35 40 45 50
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
STEP
E
s
t
i
m
a
t
i
o
n
 
o
f
 
t
a
r
g
e
t
 
n
u
m
b
e
r
 
 
OEA-JPDA
Truth
 
Figure 5.   Estimation of the target number 
The  simulation  results  show  that  the  improved 
algorithm has  very  high  tracking accuracy  for  multiple 
maneuvering  targets  in  dense  clutter  scenario,  changed 
with the time. Even if strong maneuvering happens to the 
targets, the location MSE of targets will not be regulated 
in large-scale. With the increase of the amount of targets 
and the clutter in wave gate, the effective tracking rate 
gets decrease but still remains at a high level. In addition, 
our scheme has lower computation to be suitable for the 
engineering application.  
TABLE I.   COMPARISON OF THE EFFECTIVE TRACKING RATE IN 
100 TIMES OF MONTE CARLO EXPERIMENTS 
Amount of clutter  1  2  4 
Amount of targets  1  97.17  92.56  78.32 
2  93.45  87.38  72.78 
3  85.12  80.74  63.10 
4  73.89  69.25  50.21 
V.  CONCLUSION 
With  obvious  changing  in  modern  battlefield 
environment, multitarget tracking system design is more 
and more difficult due to the clutter, interference signal, 
target  maneuvering,  density,  multitarget  platform,  low 
detection rate  of  target and high  false alarm rate.  Data 
association  is  the  key  part  and  JPDA  is  the  classical 
method for multitarget tracking. When target is dense, the 
calculation  amount  will  greatly  increase  and  the 
computation explosion will appear. Its essence lies in the 
amount of confirmation matrix, to be divided into feasible 
matrixes.  In  order  to  reduce  the  calculation  amount  of 
JPDA,  with  the  consideration  of  multi-maneuvering 
target data association and tracking maintenance in clutter 
environment,  JPDA  algorithm  for  interactive  multi-
models is studied by us.  
We  find  IMM  algorithm  is  a  maneuvering  target 
tracking  algorithm  which has  been  applied  broadly.  Its 
tracking performance will not be very effective in dense 
clutter  environment.  However,  JPDA  algorithm  can 
effectively  deal  with  multitarget  tracking  in  such 
environment.  Researchers  can  also  combine  these  two 
algorithms to get IMM-based JPDA algorithms. Although 
these  algorithms  have  adopted  previous  advantages  of 
two algorithms, they also inherited the disadvantages in 
large  computation.  This  paper  proposes  an  improved 
IMM-based  JPDA  algorithm  named  as  OEA-JPDA  to 
perform one echo association on all filters. It increases 
the  prediction  comprehension  and  adds  interactive 
calculation,  one-step  prediction,  echo  association, 
probability  updating  to  the  calculation.  Therefore,  the 
project can effectively reduce the calculation load without 
affecting the tracking performance. 
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Abstract—We aim to understand the current health state of 
the Earth and find how human activities influence it. Based 
on the theory of Earth’s Grid and Cellular Automata, we 
define and test a global network model, analyze the mutual 
interactions and feedbacks of ecosystem, hydrologic circle 
and atmosphere. In addition, we consult a lot of data to find 
a  benchmark  for  the  “Earth  Health  Map”,  with  the 
ecosystem  distribution  on  it,  which  can  be  helpful  for 
making  a  strategic  decision  for  policy  makers  and 
prediction.  Our  model  can  be  extended  to  other  similar 
fields. In the end, we discuss the sensitivity of parameters 
selection,  and  the  superiorities  and  weaknesses  of  our 
model. 
 
Index Terms—Cellular Automata; Dynamic Network; Von 
Neumann Neighborhood; PSO Algorithm; Pressure Index; 
Tip- ping point 
I.  INTRODUCTION 
It  is  now  well  documented  that  state  of  local 
ecosystems can shift in a short term [1]. Many scientists 
and  ecologists  have  tried  to  demonstrate  the  subtle 
relationships  between  local  elements,  ranging  from 
microorganism to macro-ecosystem.   
However, the globe is the biggest biosphere of all. It’s 
still  unknown  that  how  the  change  of  locality  and  the 
globe influence each other. Only through comparing and 
integrating  geographical  and  biological  research 
production,  we  cannot  fully  characterize  the 
planetary-scale biological changes [2]. So we build a new 
global  model  in  which  two  main  factors  should  be 
included: complexity of global interrelated systems and 
the effects of local state on global system; influence of 
human behavior and government policies.   
In  this  problem,  we  are  informed  with  this  basic 
information and topics about our global elements at work 
in Earth’s ecosystem. Our objective is modeling to find 
the  connection  of  local  elements  and  to  measure  the 
health of planet by using dynamic network methodology 
[3].   
We  develop  a  global  network  model  based  on  the 
knowledge of Earth Grid and Cellular Automata. Based 
on the Earth Grid theory, we first partition the globe into 
many  grids  and  nodes  which  are  taken  as  cells.  Every 
node contains many internal factors, such as demography, 
biology, environment, social changes.etc. This can be a 
total  benchmark  of  the  level  of  local  health  and  for 
judging  the  planet  health.  Every  cell  in  our  model  is 
regarded as a cellular automaton (CA). Each cell contains 
geographical and biological information of local system 
state. Every piece of information holds different weight in 
the relationship analysis. The information flow from cell 
to cell represents the mutual interactions and feedbacks of 
state  elements.  The  interaction  of  different  areas  is 
nonlinear and is a function of time. 
Our  Von  Neumann  Neighborhood  structure  fits  well 
with  the  globe  and  easy  to  analyze  the  relationships 
between  cells,  or  nodes.  Because  our  global  network 
model is a function of time and applying Von Neumann 
Neighborhood,  the  links  among  nodes  or  information 
flow are relatively stable. 
We  then  include  a  computer  program  using  Particle 
Swarm Optimization (PSO) algorithm which can create 
random  particles  to  simulate  the  iteration  and  logistic 
regression  and  optimizes  each  health  index,  so  that  to 
predict health state change of the Earth more accurately. 
It provides an optimal solution to our ideal model. We 
use PSO algorithm to draw an “Earth health map” after 
iterating many times. To draw an “Earth health map”, we 
need not  only  the  continuous  and intensive  data  of  the 
forest coverage and distribution of plant and animals, but 
also  accurate  satellite  earth  information  in  one  period. 
Warnings on human beings are shown on the map, which 
uses  different  color  to  represent  the  present  forest 
distribution and state of animals, as an indicator. 
Our  model  can  predict  both  the  tipping  state  of  the 
global  ecosystem  and  the  feedbacks  that  promote  the 
transitions.  However,  the  lack  of  global  data  results  in 
uncertainty of our model. For the long-term prediction, 
continuous  and  intensive  data  should  be  offered  by 
building  more  meteorological  stations  and  biosphere 
stations. 
II.  PROBLEM BACKGROUND 
Our planet is becoming more and more problematic. It 
is  urgent  to  predict  the  state  changes  by  the  study  of 
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numerous attempts to study ecosystem, most of them are 
limited  within  narrow  traditional  disciplines  such  as 
ecology or micrometeorology.   
However, the  complexity  of  the  global  environment, 
the  various  interactions  and  feedbacks  in  different 
processes  are  hard  to  perceive.  Though  some  local 
predictions  are  successful,  they  cannot  make  a 
global-scale prediction [4]. The challenges we are facing 
now  are: To  set  a  standard  which  can  judge  the  Earth 
health  and  track  the  interreaction  between  local 
conditions and global state. To identify the impact posed 
by human activities and government policies. 
A. Our Task 
We  aim  to  exploit  cellular  automata  model  and 
geography information system to integrate several local 
models. We classify the important elements to simplify 
our  primary  model.  Our  global  model  is  based  on  the 
Earth Grid theory, with which we can analyze the world 
in  parts.  We  detect  the  interactions  in  major  elements 
through  local  elements  flow.  Although  any  micro-scale 
models have been well built, we need a highly integrated 
model, as shows in the figure below.   
 
 
Figure 1.   The Constitution of Global System 
Our  model  can  predict  both  the  tipping  state  of  the 
global  ecosystem  and  the  feedbacks  that  promote  the 
transitions. On the other hand, human activity has a major 
impact on our biological systems. So we have to take it 
account into the next model.   
B. Key Terms and Definition 
We first define the concepts used in our model.   
Globe  is  a  combination  of  all  local  ecosystems, 
therefore, every local system can influence on the whole 
system.   
Ecosystem is a complex system where biotic, abiotic 
and  environment  interact  as  a  whole  in  a  certain 
community. It comprises living organisms, namely plants, 
animals and organisms, and nonliving components. Both 
external and internal factors influence the interaction and 
equilibrium  of  the  system.  Therefore,  food  chains, 
throphic links develop automatically. A biosphere is the 
sum of all local ecosystems in globe. We use dynamic 
network  theory  and  cellular  automata  to  detect  the 
relationships.   
Human  activity  is  becoming  ubiquitous  around  the 
world.  The  ecosystem  has  changed  rapidly  due  to  the 
impact  of  human  beings..  Human  beings  use  new 
technologies to create what we want. Soaring population, 
severing  pollution,  species  extinction,  deforestation  are 
the  major  threats  to  the  biodiversity  and  sustainable 
development.   
Resources.  Water,  land,  sunshine,  biology  is  all 
resources. A prime example of a nonrenewable energy is 
fossil fuels.   
Tipping  Point  [5].  In  many  areas  we  human  beings 
have expanded our demands on the Earth’s resources and 
go  beyond  their  limitations,  which  lead  us  to  a  global 
environmental and  economic  collapse.  We  are not  sure 
what a real collapse is like and what will happen if the 
collapse begins. Therefore, we need an index or indicator 
to inform that state to us. All these need some parameters, 
when the real data analysis is larger than these parameters, 
we can tell that the world is reaching a point where the 
health changes.   
C. General Assumptions 
Four  main  interplay  factors  in  the  ecosystem  state 
exchange  are  human  activities,  water,  atmosphere  and 
biology. Other factors are not taken into account.   
Different state change occurs sequentially, only after 
one change totally ends the next change can happen.   
Self-regulation  in  one  local  ecosystem  is  extremely 
faster than an external area regulation which we assume 
completed constantly.   
Seasonal  change  is  not  taken  into  consideration 
because  its  complexity  to  define  the  impact  on  state 
change during the transition.   
The  condition  change  will  first  influence  its 
neighborhood  area  state  and  then  diffuse,  but  it  will 
become weaker and weaker with distance increases.   
We omit the causes and consequences of violence or 
war in aspect of human activities.   
D. Symbols and Notations 
Necessary variables and their definition are below.   
TABLE I.   VARIABLES 
Variable  Definition  Notes 
    nodes containing information   
     weighted value of separate factor in a 
cell 
changes 
over time 
              total amount information of a cell    ,    ,  are 
cells 
     speed of information flow from cell 
  i to   j 
 
        deviation considering random factors   
   feedback coeffcient of a system   
    time needed for transmission   
   cellular balance index   
   resistance to pressure   
 
   correction  value  considering 
resilience 
   is  a  cell 
number 
    indices of information flow  or  pressure 
capacity 
  
   sum of loss after information flow   
  
   um  of  loss  after  information  flow 
sum  of  increase  after  information 
flow 
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A. Analysis of the Problem 
Classical Topology 
In  graph  theory,  nodes  (N)  and  links  (L)  are  basic 
elements. In ecosystem topology, nodes represent species, 
landscape  or  some  defined  groups  of  individuals;  links 
represent the direct relationships in these webs.   
We redefine the nodes and links: 
Global can be divided into several parts and every part 
can be view as different nodes. The connectivity between 
parts, namely the links, is diverse. Here we mainly focus 
on  three  main nodes,  whichare  global  population  flow, 
inter-biological effects and environmental changes.   
Every  node  contains  many  internal  factors,  such  as 
demography,  biology,  environment,  politics,  social 
changes and so on. This can be a total benchmark of the 
level of local health.   
The  interaction  of  adjacent  node  is  taken  as  direct 
effect, and longer nodes can have indirect influences. The 
links can represent all these.   
The  most  elementary  property  of  a  node,  also  the 
ultimate information for a network, is the number of other 
nodes  connecting  to  it,  i.  e.  its  degree  (D).  The  links 
pointing at and pointing from the focal node are called 
in-degree and out-degree: 
                
The flow-in and flow-out are the state exchange in an 
ecosystem.  The  concept  of  neighborhood  is  very 
important  to  understand  our  model.  Let      be  a 
topological space, and       .. A neighborhood of n is a 
subset       W   X such that there exists an open set 
 A such that           .. Or we can define, an adjacent 
vertex  of  a  vertex   v  in  a  graph  is  a  vertex  that  is 
connected  to   v  by  an  edge.  The  neighborhood  of  a 
vertex   v  in a graph G is the induced subgraph of G 
consisting  of  all  vertices  adjacent  to   v  and  all  edges 
connecting two such vertices. The neighborhood is often 
denoted NG( v) or (when the graph is unambiguous) N 
( v).   
The figure below shows the neighborhoods in a globe. 
We use them as a basic idea of dividing the earth into 
different cells.   
 
 
Figure 2.   Von neumann neighborhoods 
Because the globe is three-dimensional, we try to build 
contact with each local condition. So a possible way is to 
divide  the  planet  into  several nodes  and links.  We  use 
Earth grid to satisfy our requirement.   
Earth Grid 
Spatial grid comprises Planar Spatial Grid and Global 
Spatial  Grid  [6],  which  is  also  called  Discrete  Global 
Grid System. A Discrete Global Grid (DGG) consists of a 
set of regions that form a partition of the Earth surface, 
where  each  region  has  a  single  point  contained  in  the 
region associated with it. Each region combination is a 
cell.  Based  on  this,  we  put  ecological  elements  and 
human  activities  into  all  cell.  In  our  model,  every  cell 
embodies  the  division  of  the  Earth  surface  into  land 
masses and bodies of  water. Take climate model as an 
example [7], the figure 3 below shows the principle of 
this grid system.   
 
 
Figure 3.   A global climate grid 
To simplify, we use planar spatial grid. Every cell is a 
certain area on the Earth, which includes human beings 
and ecosystems. Thus the main factors in cells constitute 
the whole globe.   
Cellular Automata 
A  global  network  model  is  a  complex  mathematical 
representation  of  the  major  ecosystem  components 
(atmosphere, land surface, ocean, and sea ice), and their 
interactions. So we treat every component as a cell in a 
certain  area.  Every  cell  in  our  model  is  regarded  as  a 
cellular automaton (CA) [8].   
Because  natural  systems  contain  many  components 
whose interaction with each other is dependent, it is hard 
to model the realistic behaviors. For this reason, cellular 
automata can be exploited to approach some large scale 
scenarios.   
By definition, spaces, states and time are all discrete in 
cellular automata.  Mostly  it  is  used  for  traffic  flow.  A 
cellular automata is: 
                       
where    L is d dimensional cellular space;    is a limited 
set of discrete states;    is the total sets of cellular in one 
neighborhood;    is the transform rule between the center 
cellular  and  its  neighbors.     is  2  because  we  use  a 
two-dimensional Von Neumann Neighborhood to test the 
dynamic  change  of  different  cells,  namely  different 
elements.  So  it  is  a  reality-oriented  geography  cellular 
automata. Therefore,  four  factors  are  being  considered: 
Space between different cells. Abstract concept is a real 
world,  every  cell  represents  a  piece  of  land  or  ocean. 
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indices  of  land  patterns,  forestation  types  and  species 
diversity. Rules of state Transition, any specific dynamic 
demonstration  of  the  state  change  is  complex,  many 
macroeconomy,  policies  and  social  factors  play  a  role 
besides  the  environment  and  biology  shift.  Time 
Continuity,  the  state  change  is a  function  of  real  time. 
Time is relevant to real change. This can be obtained by 
historic data.   
In  general,  globe  models  divide  the  globe  into  a 
three-dimensional  grid  of  cells  representing  specific 
geographic locations and biological constitutions. Each of 
the  components  has  equations  calculated  on  the  global 
grid for a set of bio and geo-variables such as temperature. 
Grid size is dependent upon the power of the computer 
available to solve our model. Finer resolution implies a 
larger number of grid cells. Similarly, if grid spacing is 
farther apart, there are fewer points that are calculated, 
but the results are also less detailed. Once the simulated 
time rate of change is computed, that rate is assumed to 
hold for some length of time, and the updated values are 
computed  at  each  grid  point  according  to  the  previous 
values and trends. Then, calculations start over again for 
the next time interval. Based on this, we mainly consult 
the world ecoregion attribution map to divide grid.   
B. Conceptual Cellular Automata Model 
The figure 4 shows our even partition of the Earth.   
 
 
Figure 4.   Partition of earth and cellular model 
1)  Information Flow between Cells 
We consider only the direct neighborhood of one cell 
that we study now, that is cell 1, because the correlations 
between cell 2, 3, 4, 5 are regarded direct in our model. 
The red flow arrow is the rules of state exchange internal 
and external.   
Each cell is a simplified node, which is comprised of 
geographical  characteristics,  such  as  longitude,  latitude, 
altitude,  slope,  soil  and  land  pattern,  and  biological 
characteristics,  such  as  species  and  forestation.  In 
addition to the fact that they are changing over time, the 
different  parts  exchange  fluxes  of  heat,  water,  and 
momentum. They interact with one another as a coupled 
system. The initial state of this local condition is defined 
by the state without human influence or disasters.   
We number each cell 1, 2, 3 • • •.       A or       A is 
the mass or information of cell,                    j, i = 1, 2, 
• • •,         i  = j. Let metrics   A be the total state of the 
cellular. We get 
        
   
   
 
   
    
where      α   represents the parameters of attributes in a 
cell,   s is the cell we are studying,   m is the number of 
the attributes that affect the local condition. All     α  
change over time, so they are function of   t, thus       A.  
We  then  assume  that  the  information  tend  to  flow, 
which means all the characteristics have direct or indirect 
correlation with its neighbor cellular to some degree and 
the self-loop is also counted in.   
For example, a group of animals have migrated from 
cell  1  to  2.  Because  of  the  food  webs  or  competition 
between  different  species,  the  total  number  of  local 
animal  may  increase  or  decrease.  The  impact  by  the 
emigration  of  nonlocal  communities  can  also  be 
descrided  by  a  function  of  time,  only  maybe  harder  or 
more complicated.   
The state of change or exchange between adjacent cell 
can be denoted as                      . Here, we only 
focus  on  cell  1.  The  initial  state  (       t  =  0)  of  it  is 
     A. Then the exchanges or information flows begin. 
After some time, cell 1 is another new state,            A.   
2)  Types of Cell Initial State 
There are several climate types in the world, but we 
consider  some  of  them  only.  They  are  Tropical  and 
Subtropical Coniferous Forests, Tropical and Subtropical 
Dry  Seasonal  Forests,  Tropical  and  Subtropical 
Grasslands  and  Savannas,  Tropical  Rainforests  and 
Tundra.   
Thus, the initial state of cellular defined before can be 
written as: 
                                                 
                                              
                                             
                                      
The flow of the information will influence the forest 
types and change them from one stage to another likely.   
Without human disturbance or policies, we construct 
our first model. According to The law of conservation of 
mass,  the  information  exchange  between  each  cellular 
will remain constant over time. No more mass is created 
nor disappeared. Apparently, in            [t, t+∆t] period 
of time, the increase of the mass of cell 1 equals to the 
sum  of  the  mass  flowing-in  from  its  neighbor  cells  as 
well as  external  environment  and  the  mass  flowing-out 
from cell 1 itself. In our model, the mass represents the 
total information of both geography and biology.   
 
 
Figure 5.   Mass flow 
Thus we get 
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where           σ  is  deviation  considering  the  random 
effect,  and        is  the  coefficient  of  flowing  speed. 
Parameter     is related to many factors, such as sunshine, 
temperature, land patterns, species interplay, lumidation, 
and  human  perturbations.  For  simplification,  we  only 
consider three major aspects: 
Atmosphere  State     .  Atmosphere  is  a  totality  of 
total the factors in the air, including sunlight, clouds and 
aerosols, temperature and the proportion of oxygen and 
carbendioxide,  which  play  an  important role  in  species 
lives and in transport of heat and water around the globe. 
We assess the grade of the index from historic data and 
classified several types as an indicator.   
Aquatic-Land State      . Aquatic condition affects the 
whole system hugely. Every living creature’s behavior is 
closely related to the water supply. Water constitutes the 
stable initial state in a large measure. There are also many 
living creatures in the different water areas. We mainly 
focus  on  the  purity,  phanktom  numbers,  salination  and 
biodiversity  in  it.  We  simulate  surface  characteristics 
such  as  vegetation,  snow  cover,  soil  water,  rivers,  and 
carbon storing.   
Resilience    . In ecology [9], resilience is the capacity 
of  an  ecosystem  to  respond  to  a  perturbation  or 
disturbance by resisting damage and recovering quickly. 
Such  perturbations  and  disturbances  can  include 
stochastic  events  such  as  fire,  flood  windstorm,  insect 
population  explosions,  and  human  activities  such  as 
deforestation  and  the  introduction  of  exotic  plant  or 
animal species. The ability of recovering is an important 
aspect to measure the information flow [10].   
3)  Feedback of Cells 
The  feedback  is  an  important  matter.  If  the  state 
changes in cell 1, such as environmental conditions and 
biological  shift,  the  deviation  of  optimal  value  from 
initial can result in self-regulation only from internal to 
reach  a  new  equilibrium,  besides  the  influence  from 
outside condition.   
We  define  two  kinds  of  feedback  inner  and  external 
feedback. Inner Feedback means the state change in cell 
 i  only  leading  shift  to  the  elements  in  it,  in  order  to 
maintain  a  self-stability.  External  Feedback  is  the 
relationship  between  its  neighbourhood.  When  a 
neighbor’s condition has shifted, the cell   i has the ability 
or “responsibility” to counteract its neighbor’s change at 
the cost of the synchronizing change of cell   .   
Biological  systems  contain  many  types  of  regulatory 
circuits, both positive and negative. Another example is 
the climate change, atmosphere, ocean, land will lead to 
the fluctuation of weather and weather itself also change 
the  whole  state  of  climate  elements.  The  positive  and 
negative  feedback  depends  on  whether  the  loop  slows 
down the processes or accelerate them. On a large scale, 
ecosystem  has  the  ability  to  self  regulate  and  stabilize 
relatively.   
Effect in external feedback 
When the external feedback has been considered, we 
revise our equation as follows: 
                                                   
Here     is an external feedback factor, and     depends 
on the level of stability in a system. Actually,     changes 
over time and depends on the resilience and of the system 
itself as well as outer perturbation. If outer impact is so 
strong  that  the  system  cannot  remain  close  to  its 
equilibrium state, despite that disturbance,     is little. On 
the other hand, if the speed which it returns to its initial 
state after disturbance is high,     is much larger.   
To simplify, we assume that the resilience or feedback 
ability  is  only  determined  by  the  biodiversity  in  one 
certain  cellular.  The  interplay  of  species  can  keep  the 
system a dynamic equilibrium [11].   
We assume that the healthier the system is, the larger 
   is, because a good or healthy condition has sufficient 
ability to restore from a change. But for a less healthy one, 
it is the opposite.   
Because we use Earth’s grid and there are many cells 
which  constitute  the  globe,  every  cell  has  the  same 
equation  but  their  parameters  are  totally  different. 
Applied to the whole global system, we rewrite as: 
                                                       
 
   
   
  
We use every cell’s information or mass to weight the 
whole world’s condition.   
Effect in inner feedback 
We set a benchmark on the feedback parameters. The 
resilience  has  a  limit,  the  maximum  capacity  and  the 
minimum capacity. If the change rate is in the range of 
minimum and maximum, the system does not collapse. 
As  mentioned,  we  use  the  color  change  of  eco-map  to 
judge  the  health  of  our  planet.  Each  cell  contains 
information of biology and environment.   
Every  cell’s  resilience  has  a  limit.  A  cell  can  only 
afford  a  certain  amount  of  flowing-in  or  flowing-out 
information.  There  is  a  maximum  amount  and  a 
minimum  amount.  If  the  amount  of  flow  is  more  than 
maximum, this cell will convert form original system to 
another.  Only  flow  amount  is  in  the  range  of  the 
maximum and the minimum, the cell stays unchangeable 
and self-regulates to a normal stage.   
When the flowing-in amount is less than the minimum, 
                        
                          
                
 
When  the  flowing-in  amount  is  more  than  the 
maximum, 
                          
 
                          
                
 
These two equations show that every cell can change 
into  another  type  with  the  amount  increasing  and 
decreasing. Take the forest system as an example, when 
the  policies,  such  as  deforestation  or  environmental 
drastic change exert, the number of forests may decrease 
and  forests  can  disappear  because  the  resilience  is 
destroyed.  However,  the  flowing-in  factors  can  change 
the dilapidated forest system into a grassland system or 
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biodiversity will be different. Thus the color on the map 
will change with this state shift.   
4)  Balance of Cells 
In general, systems are usually in a stable equilibrium, 
which  means  that  a  small  change  in  some  particular 
parameter  can  be  corrected  by  some  negative  feedback 
that brings the parameter back to its original point.   
In  cellular  automata,  we  define  balance  index  as 
follows: 
                                       
        
  
which  says  that             B  =  ,   B  is  the  index  of 
balance of a cell. If the information flow-in equals to the 
flow-out, the cell is in a balance stage. If the flow-in and 
flow-out information are different, the internal balance is 
not the same as initial.   
C. Running the Model 
Having set up our standard of judging the global health, 
we  select  an  ecoregion  in  the  literature  as  an  initial 
condition  in  a  certain  period  time.  The  image  shows 
global  land  cover  types  in  different  colors,  which  we 
assume the indicator of the biodiversity.   
We  use  Particle  Swarm  Optimizition  to  simulate the 
influence on the initial condition of a cell and the change 
after  the  influence.  We  also  optimize  our  parameters 
which are determined by the biological and geographical 
data and scientific ecological research, for better analysis 
results.  First  we  use  Matlab  to  analyze  this image  and 
discern  the  state  parameter  with  different  grey  levels, 
making sure that there is not an absolute overwhelming 
superiority. When the parameter metrics are input in the 
computer,  we  draw  an  “eco-cell  attribution  map  (gray 
image)” according to thirteen types of ecoregion (human 
ecosystem included). Different ecoregions are in diverse 
grey levels, and each cell in a grey level. With the change 
of the colors, we know the present condition.   
Then  we  incorporate  the  flow  of  information  and 
human activities.   
Deforestation, climate change, dwindling river amount, 
species immigration are outer factors which influence a 
local system, and make the initial local parameters shift 
from normal numbers.   
The  influence  of  human  activities  are  more  serious 
than the natural changes. The births and deaths, pollution 
generation,  land  erosion  and  land  development  change 
the  initial  state  more  rapidly  than  natural  influences, 
except ethnic strife, man-made disease and wars.   
As these assumptions, we adjust our parameters, and 
then  self-loops  are  considered. The model accounts  for 
both  negative  and  positive  feedback  loops  that  can 
radically affect the outcome of the two distribution above. 
It can change the outer factors influences on the initial 
state parameters. The restoration may keep the parameter 
stable generally.   
One of big advantages of PSO algorithm is that each 
iteration  and  particle  imitates  the  behavior  of  its  most 
successful  neighborhood,  which  is  the  set  of  other 
particles  that  it  is  connected  to;  it  considers  their 
experience  when  it  updates  velocity.  Therefore,  many 
times  iteration  can  find  the  optimal  solution  of  our 
parameters. So the map we draw is below: 
 
 
Figure 6.   Eco-cell attribution map 
In  above  figures,  we  can  see  the dark  and  grey  and 
light  colors  distribute  in  different  places  or  cells.  This 
shows the condition after the change we simulate change. 
If the original map accurately represents the state of every 
cell in a certain time, the outcome of the algorithm can 
show  the  condition  which  has  been  changed  to  some 
degree. While we can get the change by comparing the 
two state maps. Thus, once a decision maker changes a 
cell’s condition, we can predict how the cell will change; 
applying  the  computer  simulation  based  on  the  rule  of 
exchanges  and  transition  we  can  get  the  influence  and 
new state of the globe. According to the comparison of 
the two maps, we know which area is in a bad state and 
what types of trees, grass or animals need to be protected.   
D. Tipping Point Analysis 
The  resistance  to  pressure     always  shows  system 
recover  ability.  Using  the  three  parameters  mentioned 
above, we define 
               
 
   
 
to  quantify  the  pressure  an  ecosystem(cell)  endures. 
Where      is correction value considering of resilience. 
Then  we  let      
  
 
  
   Therefore,  there’s  a  close  link 
between  the  cells’  geometric  distributions  and  pressure 
index.  When   the     reaches  100%,  it  means  the 
resilience counteracts the disturbance precisely, just one 
more disturbance will destroy the whole system. We call 
this is a tipping point. The tipping point can be got from 
precise       and    .  After  simulating  two  kinds  of 
geometric  distribution,  we  get  two  disparate  images  of 
system: Curves show the quasi-pressure changes with the 
percentage  increase  of  human  ecosystem  areas  on  the 
terrestrial surface, while curve one describes the situation 
where human ecosystem is integrate, curve two depicts 
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Critical point is 52% in curve one, that is 67% in curve 
two,  which  we  separately  consider  to  be  the  minimum 
and maximum.  Decision  makers  can  consult  the points 
before they make policies.   
 
 
Figure 7.   The system pressure curve 
IV.  MODEL SENSITIVITY EVALUATION 
Our goal is to analyze and model within the framework 
of  the  atmosphere-hydrosphere-biosphere  interactions 
and build a global observation of our future.   
The Earth’s Grid is a concise but rough division. We 
assume  the  distribution  of  land  and  ocean  does  not 
influence our grid. However, the reality is the altitude and 
the land patterns do influence how to make a scientific 
partition  [12].  The  rough  partition  makes  our  state 
parameters more uncertain.   
In  cellular automata model,  we  set  each  cell  several 
initial parameters to represent the geography and biology 
conditions. But we only take some basic factors, such as 
human  activities,  water,  atmosphere  and  biology  into 
account, other factors are not taken into account, but they 
actually affect the parameters a lot. And we take these 
factors as entirety. Nevertheless, when these factors are 
separate making different effects with which combining 
together and the parameter is also uncertain. In order to 
guarantee the accuracy, one possible way is researching 
all the main factors separately first, then see them as a 
whole,  and  set different  weights  to the  separate  factors 
and the combination of them, finally compute the state 
metric.   
The map we used to show the initial global state is not 
the  real  reflection  of  the  biology  distribution.  The 
Normalized  Difference  Vegetation  Index  (NDVI)  is  a 
simple  graphical  indicator  that  can  be  used  to  analyze 
remote sensing measurements, which can be got from a 
space platform typically but not necessarily, and assess 
whether  the  target  being  observed  contains  live  green 
vegetation or not. So we mainly draw our analysis from 
this map. But it is far from enough and comprehensive, 
the  state  model  simulating  has  a  intrinsic  dynamic 
process and the integrity of the time and space in physical, 
but because the state simulated is only the approximation 
of  true  state,  so  it  can  take  the  place  of  observation. 
Continuous  and  intensive  observation  is  highly 
recommended.  These  works  include  satellite  images,  a 
GIS  data  set  of  vegetation,  topography,  soil,  and 
ecosystem,  a  detailed  land  classification  maps.  So  the 
outcome may be different. One thing needed to address is 
that  the  observation  may  not  be  easy  enough  when 
considering  the  meteorology.  The  atmosphere  is  an 
extremely  complex  reaction  system,  there  are  a  large 
number of chemical and physical mechanisms occur all 
the time. 
The  information  flow  and  feedback  are  complicated 
because  different  areas  and  species  react  differently. 
However,  different  hydrological  conditions,  vegetation 
cover,  species  distribution  leads  to  different  sensitivity 
and overall response of each cell, and then the different 
results.  Our  equation  can  only  be  qualitive  or 
semi-quantitive  analysis  of  the reality  [13].  In  fact,  the 
mechanics of mass or energy flow are not the same to 
some measure, the condition change will first influence 
its neighborhood area state and then diffuse, and it will 
become weaker and weaker with distance increases. But 
we  assume  they  impact  on  the  cell the  same  when  we 
study.  Therefore,       should  have  several  aspects  to 
combine [14].   
Wars  and  violence  are  neglected  because  their 
uncertainty  and  unpredictablity.  But  Wars,  especially 
wars with high-tech are devastating to the environment, 
the  environmental  issue  brought  is  catastrophic,  even 
irreparable.  In  Vietnam  War,  in  order  to  eliminate  the 
"Jungle Warrior", the army of United States used "Agent 
Orange" extensively to destroy the forest, large areas of 
deciduous plants died, destructed the habitats of wildlife, 
the  ecological  environment  deteriorated  sharply,  even 
weeds  cannot  grow.  Neglecting  the  war  factors  will 
undoubtedly reduce the accuracy of the model. 
All the points above finally make the Earth health map 
unsusceptible except in a relative ideal condition. So if 
the data we collect are more accurate and observation is 
more intensive, we can get the better prediction [15].   
V.  CONCLUSION 
We  develop  a  global  network  model  based  on  the 
knowledge of Earth Grid and Cellular Automata. Our cell 
contains the information of continents, oceans, rivers and 
biology.  The  interaction  of  different  areas  is  nonlinear 
and a function of time. Human activities and policies are 
included in the state flow from cell to cell, and they can 
also be a parameter to indicate the influence of human. 
To  draw  an  “Earth health map”,  we need not  only  the 
continuous and intensive data of the forest coverage and 
distribution  of  plant  and  animals,  but  also  accurate 
satellite  earth  information  in  one  period.  Warnings  on 
human beings are shown on the map. Our Von Neumann 
Neighborhood structure fits well with the globe and easy 
to analyze the relationships between cells, or nodes.   
Uncertainties  exist  are  since  the  working  mechanics 
are  hard  to  find  out  sometimes.  Our  ability  to  model 
certain  biological  interactions  with  each  condition  is 
severely limited by the approximation that we are forced 
to  make.  We  cannot  incorporate  the  rapid  change  in  a 
stable system and its influence diffusions. And globe is a 
huge integrity of many ecosystems, we can make a whole 
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analyze a small local state.   
In conclusion, our model can serve as an indicator on 
Earth’s  health  and  be  helpful  to  urban  development  or 
expansion. 
REFERENCES 
[1]  Marten  Sheffer,  Jordi  Bascompte,  et  al.  “Early-warning 
signals  for  critical  transitions”.  Nature,  Vol  461:  53-59. 
2009.   
[2]  Anthony  D.  Barnosky,  Elizabeth  A.  Hadly,  et  al. 
“Approaching a state shift in Earth’s biosphere”. Nature; 
486 (7401): 52 DOI: 10. 1038/nature11018. 2012.   
[3]  Cemal  Cagatay  Bilgin  and  Bu¨ lent  Yener.  “Dynamic 
Network  Evolution:  Models,  Clustering,  Anomaly 
Detection”, 2006.   
[4]  Donella Meadows, Jorgen Randers, and Dennis Meadows, 
Limits to Growth: The 30-year update, 2004.   
[5]  University  of  California  -  Berkeley.  “Evidence  of 
impending tipping point for Earth.” ScienceDaily, 6 Jun. 
2012. Web. 22 Oct. 2012.   
[6]  Lixin Wu, Jieqing Yu, “Earth system spatial grid and its 
application  modes”.  Geography  and  Geo-information 
Science, Vol 28 pp. 7-13, 2012.   
[7]  Jian  Wu,  Zhi-ming  Cui,  Jian-ming  Chen,  Guang-ming 
Zhang,  A  Survey  on  Video-based  Vehicle  Behavior 
Analysis Algorithms Journal of Multimedia, Vol. 7, No. 3, 
pp. 223-230, 2012 
[8]  Qingsheng  Yang.  “Dynamic  Transition  Rules  for 
Geographical  Cellular  Automata”,  Acta  Scientiarum 
Naturalium Universitatis Sunyatseni, Vol 47, 2008.   
[9]  Ferenc  Jordan,  Istvan  Scheuring,  Network  ecology: 
topological constraints on ecosystem dynamics, 2004.   
[10] WANG  Hao-wei,  Qiu  Quanyi,  Wang  Cuiping,  Dong 
Rencai,  “Application  of  Fractal  Technology  and  CA  in 
Xiamen Urban Ecology Planning”, Environmental Science 
& Technology, 2012, 35(3) 
[11] Genjian Yu, Li Xu, Baoyu Zheng. “The survey of complex 
dynamical  networks  models”,  Journal  of  Fuzhou 
University, Vol 34: 637-643, 2006.   
[12] Hui  Li,  Yang  Bai,  et  al.  “New  approach  to  dynamic 
modeling  to  landscape  ecopattern  changes  using  grey 
analysis and cellular automata”, Acta ecologica sinica, Vol 
29 pp. 6227-6238. 2009.   
[13] Chen  Jianping,  Kong  Rui,  Duan  Yijun,  Liu  Xiaoling, 
Shang Beichuan, “Quantitative analysis of regional bearing 
capacity  about  Changjiang  river delta  based  on  CA  and 
ANN”,  Journal  of  geological  hazards  and  environment 
preservation, 2009, 20(1) 
[14] Li Yi, Huachun Zhou, Fei Ren, Hongke Zhang, "Analysis 
of  Route  Optimization  Mechanism  for  Distributed 
Mobility Management", Journal of Networks, Vol. 7, No. 
10, pp. 1662-1669, 2012 
[15] Huan Zhao, Xiujuan Peng, Lian Hu, Gangjin Wang, Fei 
Yu,  Cheng  Xu,  An  Improved  Speech  Enhancement 
Method based on Teager Energy Operator and Perceptual 
Wavelet Packet Decomposition, Vol. 6, No. 3, pp. 308-315, 
2011 
 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1587
© 2014 ACADEMY PUBLISHERTask Scheduling Model Based on Multi-Agent 
and Multi-Objective Dynamical Scheduling 
Algorithm 
 
Zhanjie Wang and Ting Fang 
Department of Computer Science, Dalian University of Technology of China, Dalian China 
Email: wangzhj@dlut.edu.cn 
 
 
 
Abstract—With  the  increasing  number  of  nodes  in 
distributed systems, the complexity of task scheduling also 
increases.  Therefore,  how  to  schedule  tasks  reasonably  is 
becoming  more  and  more  significant.  Most  traditional 
algorithms only consider a single condition without thinking 
over dynamic characteristic of system and tasks and lack of 
comprehensive  measures.  Therefore they  cannot  meet the 
needs of distributed systems. To solve these problems, we 
establish  a  distributed  task  scheduling  model  based  on 
multi-agent  in  this  paper,  build  a  negotiation  scheduling 
mechanism  based  on  the  model  and  propose  distributed 
multi-objective  dynamical  scheduling  algorithm  (DMOD). 
In  the  algorithm,  each  node  is  capable  of  independent 
decision-making  and  dynamical  evaluation  rules  make  a 
comprehensive evaluation of task completion time, system 
load and communication traffic. DMOD, MinMin and the 
algorithm  based  on  tree  structure  (BTS)  are  compared 
through simulation experiments. Experimental results show 
that  DMOD  reduces  communication  traffic  without 
increasing  task  completion  time,  avoids  performance 
degradation caused  by  sharp increase  of  system  load  and 
communication traffic in distributed system and therefore 
improves system stability and task execution efficiency. 
 
Index  Terms—Distributed  System,  Dynamical  Task 
Scheduling, Multi-Agent, Multi-Objective 
 
I.  INTRODUCTION 
With  the rapid  development  of  computer technology 
and  the  improving  requirement  of  computing  power, 
distributed computation has been widely used because of 
its excellent computing power. Distributed systems have 
many  advantages,  such  as  dynamic  characteristic, 
reliability, real-time and so on. However, the big number 
of nodes in large-scale distributed system will cause some 
corresponding problems. For task scheduling problem, as 
the number of nodes increases, the complexity will also 
increase.  So  how  to  schedule  tasks  reasonably  in 
distributed systems is very significant. 
The task scheduling problem in distributed computing 
system  is  allocating  a  set  of  tasks  or  a  group  of  jobs 
which form the workloads to several nodes according to 
some  scheduling  rules,  policies  and  specific  execution 
sequence, and therefore to achieve a better performance 
[1]. Task scheduling problem is an NP-complete problem 
[2],  and  the  answer  is  non-deterministic.  In  distributed 
systems,  dynamic  characteristic  and  uncertainty  should 
also be concerned, which certainly will also increase the 
difficulty  of  solving  the  problem  and  make  scheduling 
algorithms  become  more  complicated.  Therefore  task 
scheduling problem has become a hot issue. In this paper, 
we  give  a  solution  to  solve  the  problem.  For  some 
specific task scheduling problems, traditional scheduling 
algorithms such as list scheduling algorithm [3] [4] [5] 
and  genetic  algorithm  [6]  [7]  have  done  a  good  job. 
However,  they  still  have  some  restrictions  when 
considering dynamical changes of system and tasks. With 
further  research  in  recent  years,  some  new  algorithms 
based on traditional algorithms have been proposed. Task 
scheduling  problem  has  achieved  some  progress  and 
development,  yet  there  are  still  many  problems.  For 
example, the conditions considered in such algorithms are 
relatively  simple.  Most  of  them  only  consider  task 
completion  time  or  communication  traffic  [8]  [9]  [10] 
without  taking  comprehensive  measures  of  multiple 
factors. With the increasing number of nodes and scale of 
applications, scheduling algorithms should also be able to 
adapt  to  dynamical  changes  of  the  system  structure. 
Traditional centralized scheduling strategies cannot meet 
the  demands  of  large-scale  applications  in  dynamic 
characteristic  and  reliability,  so  research  of  distributed 
scheduling  strategy  has  become  more  and  more 
significant. 
We  introduce  the  concept  of  multi-agent  when 
studying task scheduling problems. The research of agent 
originated  in  the  field  of  artificial  intelligence.  It  is  a 
computer program with certain intelligence which can run 
autonomously, provide corresponding service and imitate 
human behavior and relationships [11]. The independence, 
autonomy and interactivity of multi-agent provide a new 
direction  for  studying  dynamical  task  scheduling  in 
distributed  system.  Many  researchers  apply  it  to  task 
scheduling problems and achieve some results [12] [13]. 
Multi-agent system is an intelligent system with different 
agents  which  have  different  functions  and  can  solve 
problems collaboratively. Multi-agent system can divide 
a large-scale and complicated problem into sub-problems. 
Each agent in the system only considers the solution of 
one  sub-problem  and  several  agents  accomplish  a  task 
through  collaboration.  With  the  development  of 
distributed  system,  it’s  a  good  solution  to  apply  agent 
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doi:10.4304/jnw.9.6.1588-1595technology  to  distributed  systems.  Although  scheduling 
tasks  to  different  nodes  has  improved  degree  of 
parallelism  to  some  extent  in  distributed  systems, 
resource  utilization  of  system  is  not  very  high.  Multi-
agent  technology  can  make  resource  allocation  more 
intelligent. Each agent encapsulates the solution of a sub-
problem  which increases degree  of  parallelism  of  tasks 
while  also  improves  system  resource  utilization 
significantly.  The  autonomy, reactivity  and initiative  of 
agent  can  adapt  to  the  dynamic  characteristic  and 
uncertainty of distributed system better. However, most 
scheduling  strategies  are  still  centralized  in  current 
systems.  With  the  increasing  number  of  nodes,  the 
computing  and  communication  capabilities  of  master 
node have become bottleneck that reduces the reliability 
of the system. 
In this paper, with considering dynamic characteristic 
and  uncertainty  of  distributed  systems,  we  establish  a 
distributed task scheduling model based on multi-agent to 
make resource utilization more reasonable and improve 
intelligence  of  the  whole  system.  In  this  model, 
negotiation  scheduling  mechanism  is  accomplished  by 
collaboration  and  interaction  of  multi-agent.  The 
corresponding  distributed  multi-objective  dynamical 
scheduling algorithm (DMOD) is proposed on the basis 
of  the  mechanism.  Each  node  in  the  model  has 
independent decision-making ability, which will not only 
improve  reliability  of  the  system,  but  also  satisfy  the 
service  requests  of  large-scale  applications  in  the 
distributed  system.  The  dynamical  evaluation  rules  in 
DMOD consider task completion time, system load and 
communication  traffic  comprehensively.  Performance 
degradation caused by sharp increase of system load and 
communication traffic is avoided. Consequently, system 
stability  and  task  execution  efficiency  is  improved. 
Feasibility  and  effectiveness  of  the  model  have  been 
proved  through  simulation  experiments  and  therefore  a 
new direction for related research has been provided. 
II.  TASK SCHEDULING MODEL BASED ON MULTI-
AGENT 
A. Task Scheduling Model and Related Concepts 
Before  establishing  the  model,  we  set  the  following 
constrains: 
(1) Local communication traffic between tasks is not 
included  in  communication  cost,  which  means  local 
communication traffic is negligible. 
(2)  Communication  between  tasks  is  free  from 
constraints  of  precedence  relations  when  tasks  need  to 
communicate with other tasks. 
The definitions of set of nodes and set of tasks based 
on above constrains in distributed system are: 
For a distributed system  with n nodes, the set of all 
nodes  is  defined  as  H  while  (1 ) i h i n   represents 
different nodes, hence  12 { , , , } n H h h h  . When m tasks 
need to be processed, the set of all tasks is defined as T 
while  (1 ) j t j m   represents  different  nodes,  hence 
12 { , , , } m T t t t  . 
In  order  to  describe  the  task  scheduling  model 
proposed in this paper, we give the following concepts. 
(1) The interdependency cij between task ti and node hj 
In the task scheduling model, the interdependency cij 
between task ti and node hj is defined as the proportion of 
communication  traffic  when  communicate  with node  hj 
compared to communicating with all nodes. For the task 
set T, Tj represents the tasks that have been allocated to 
node hj. Tj is a subset of T. For any task tu and tv, euv is 
defined as the communication traffic between these two 
tasks.  Then  the  definition  of  the  interdependency  cij 
between task ti and node hj is: 
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tl represents a random task in T, 
Tj j
ij e  represents total 
communication traffic between task ti and tasks allocated 
to  node  hj,  and 
T l
il e  represents  total  communication 
traffic between task ti and all tasks. Allocating tasks to 
the  node  which  has  maximum  interdependency  can 
reduce communication traffic effectively. 
(2) Load wj of node hj 
Load wj of node hj can be comprehensively measured 
through different parameters, such as network traffic Sj, 
CPU  utilization  Uj,  memory  utilization  Mj  and  disk 
utilization  Dj.  To  consider  the  influence  of  different 
parameters on the system simultaneously, the definition 
of the load wj of node hj is defined as: 
  1 2 3 4 j j j j j w x S x U x M x D       (2) 
And there is: 
  01 ii x and x     (3) 
xi  is  the  weight  of  different  parameters.  Real-time 
tracking of these parameters can obtain running state of 
node hj effectively. 
(3) Earliest completion time t_endij of task ti on node nj 
For calculating completion time of all tasks in a node, 
we define the node as hj. The length of ready queue is 
defined  as  Queue_Lengthj.  Task  execution  time  of 
Queue_Allo  is  defined  as  t_Processk 
(0 _ ) j k Queue Length  .  Then  the  completion  time 
h_endj of node hj is defined as: 
 
_
k
1
_
Queue Lengthj
j
k
h end = t_Process
    (4) 
The release time of task ti is defined as t_releasei and 
time of transferring task ti to node hj is defined as t_transij. 
Then  the  earliest  completion  time  t_endij  of  task  ti  on 
node nj is: 
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B. Task Scheduling Model Based on Multi-agent 
The  task  scheduling  model  based  on  multi-agent 
established  in  this  paper includes resource  agent (RA), 
task  management  agent  (TA),  information  interaction 
agent  (IA),  evaluation  agent  (EA)  and  negotiation 
scheduling  agent  (NA).  The  task  scheduling  model  is 
shown in Fig.1. 
 
 
Figure 1.   Task scheduling model based on multi-agent 
Then  specific  functions  of  each  agent  will  be 
introduced. 
(1) RA 
RA is responsible for collecting resource information 
of  the  node  and  calculating  the  load  of  the  node.  RA 
obtains various parameters related to computing power of 
the  node  timely,  including  network  traffic  Sj,  CPU 
utilization Uj, memory utilization Mj and disk utilization 
Dj.  And  then  RA  calculates  load  of  each  node  by  (2) 
according to these parameters. 
(2) TA 
TA is the agent that triggers the negotiation scheduling 
mechanism in the model. The functions of TA includes 
managing tasks, computing the interdependency between 
task and node and the earliest completion time of tasks, 
transferring  task  scheduling  information,  receiving  the 
number  of  target node,  transferring tasks  and receiving 
results. 
TA  is  responsible  for  supervising  two  task  queues 
which are queue of tasks to be scheduled (Queue_Wait) 
and  queue  of  tasks  that has  been  allocated  to the node 
(Queue_Allo).  TA  is  also  responsible  for  recording 
information  of  tasks,  such  as  communication  traffic, 
computation  load  and  so  on.  According  to  the  sum  of 
communication traffic between the task to be scheduled 
and  tasks  in  Queue_Allo,  TA  calculates  the 
interdependency.  With  resource  information  from  EA, 
TA calculates the earliest completion time of tasks. TA 
also  cooperates  with  NA  to  send  task  scheduling 
information and receive the number of target node. And 
TA  cooperates  with  IA  to  transfer  tasks  and  receive 
results. 
(3) IA 
The  functions  of  IA  include  sending  and  receiving 
released  and  replied  information.  IA  is  responsible  for 
communicating  with  other  nodes.  In  the  model,  the 
information can be divided into three categories. They are 
task scheduling information, transferring information and 
results of the task. Between different agents in the same 
node,  IA  is  responsible  for  not  only  receiving  task 
scheduling  information  from  NA  and  transferring 
information  from  TA,  but  also  sending  information 
received  from  other  nodes  to  the  corresponding  agent 
according  to  its  category.  If  it  is  task  scheduling 
information, then it will be sent to NA for further process. 
And if it is result of a task, then the information will be 
sent to TA. 
(4) EA 
The  functions  of  EA  include  updating  parameters 
timely, adjusting coefficients of parameters in dynamical 
evaluation rules, calculating evaluation value and sending 
it to NA. EA is responsible for updating the load, earliest 
completion time of the task and the interdependency. EA 
is  also  responsible  for  adjusting  dynamical  evaluation 
rules  according to  the running  state  and  resources.  EA 
obtains the load from RA, the earliest completion time of 
the  task  and  the  interdependency  from  TA.  Then  EA 
calculates  the  value  of  evaluation  according  to  the 
information and sends it to NA for negotiation scheduling. 
(5) NA 
The  functions  of  NA  include  realizing  DMOD  and 
sending task scheduling information. When Queue_Wait 
is  not  empty,  TA  notifies  NA  to  initiate  negotiation 
scheduling.  NA  obtains  evaluation  value  of  the  task 
which NA uses to negotiate with other nodes. Then NA 
gets the number of target node according to DMOD and 
sends it to TA. 
By  cooperating  with  other  agents,  each  node  has 
independent  decision-making  ability.  Each  node  owns 
complete  negotiation  scheduling  mechanism  and 
dynamical evaluation rules, which will not change with 
the increasing or decreasing number of nodes. The model 
can adapt to dynamical changes of the system and make 
the  system  have  good  reliability.  In  this  model,  RA 
provides  a  reliable  basis  by  collecting  resource 
information  of  nodes  timely  and  makes  the  decision-
making node achieve more accurate results. 
C. Negotiation Scheduling Mechanism 
In the task scheduling model base on multi-agent, RA, 
TA,  IA,  EA  and  NA  accomplish  the  negotiation 
scheduling mechanism cooperatively. The mechanism is 
triggered  by  TA.  When  the  Queue_Wait  is  not  empty, 
which means that there are tasks need to be scheduled, 
the mechanism is triggered to schedule the task. 
When Queue_Wait is not empty, TA sends information 
of task ti which needs to be scheduled to NA. And then 
NA releases task scheduling information to call for bids. 
Meanwhile, TA of the node obtains resource information 
and load from RA and calculates the interdependency and 
the  earliest  completion  time  of  the  task.  As  DMOD 
accomplished  by  NA  selects  target  node  based  on  the 
evaluation value, EA must obtain load from RA and get 
the interdependency and the earliest completion time of 
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Then  EA  updates  parameters  in  dynamical  evaluation 
rules, calculates the evaluation value and sends it to NA. 
After receiving information of bidders, NA selects target 
node  according to  DMOD  and  sends  the result  to  TA. 
Finally  TA  sends  the  task  to  target  node  through  IA. 
When  the  task  is  finished,  IA  receives  the  result  and 
sends it back to TA. 
D. Dynamical Evaluation Rules 
In  the  negotiation  scheduling  mechanism,  evaluation 
values  of  bidders  form  a  set.  When  NA  is  scheduling 
tasks, NA needs to refer to the set to accomplish the final 
decision.  Therefore,  dynamical  evaluation  rules  are 
important for DMOD. 
If  the  load  or  communication  traffic  exceeds  the 
threshold,  it  will  lead  to  an  overall  decline  in  system 
performance  and  task  execution  efficiency  will  be 
reduced. Meanwhile, in order to make tasks finish as soon 
as possible, following principles should be satisfied when 
making dynamical evaluation rules. 
(1) Principle of reducing communication traffic 
When communication traffic of the system is large, the 
influence of interdependency should be increased when 
calculating  the  evaluation  value.  It  means  that  tasks 
should be allocated to the node which has the maximum 
interdependency in order to reduce communication traffic. 
Otherwise the system will be busy in communicating for 
a  long  time  which  will  decrease  communication  speed 
and system performance. 
(2) Principle of load balancing 
When carrying on evaluating, load balancing should be 
considered to avoid some nodes being too busy  or free 
which will waste resources. Therefore, the influence of 
load should be increased when calculating the evaluation 
value if the load is unbalanced. It will allocate tasks to the 
node which has lighter load. 
(3)  Principle  of  achieving minimum task  completion 
time 
The  ultimate goal  of  scheduling  is  to  finish tasks  as 
soon as possible. Tasks should be allocated to the node 
which  make  tasks  have  minimum  completion  time. 
Meanwhile  the  load  and  communication  traffic  should 
also be considered. 
According  to  above  principles,  we  propose  the 
dynamical evaluation rules with adjustment strategy. The 
definition of evaluation function is: 
1 2 3 1 2 3 / _ / ( 1 ) ij ij ij j f y c y t end y w y y y         (6) 
fij represents the evaluation value of task ti on node hj. 
cij  represents  the  interdependency  between  task  ti  and 
node hj. t_endij represents the earliest completion time of 
task ti on node hj. wj represents load of node hj. And y1, y2 
and y3 represent the coefficients of cij, 1/t_endij and 1/wj. 
EA sets initial values of the coefficients of cij, 1/t_endij 
and 1/wj according to running state and task information. 
Meanwhile  EA  sets  the  threshold  of  communication 
traffic Cmax and the threshold of load difference between 
nodes  Dmax.  EA  adjusts  the  coefficients  dynamically 
according  to  the  changes  of  communication  traffic  and 
load to accomplish dynamical scheduling. The adjustment 
strategy  of  coefficients  in  evaluation  function  is  as 
follows: 
(1) When communication traffic increases dramatically 
and  exceeds  Cmax,  reducing  communication  traffic 
between  nodes  should  be  considered.  In  this  case,  the 
interdependency  between  task  and  node  becomes  the 
main parameter that influences system performance. So 
we should increase its influence on the final evaluation 
value.  Therefore  when  this  case  happens,  y1  will  be 
increased by 0.1, meanwhile y2 and y3 will be decreased 
by  0.05  respectively.  The  coefficients  will  be  adjusted 
iteratively until communication traffic drops below Cmax. 
When communication traffic is below Cmax and y1 is not 
the initial value, y1 will be decreased by 0.1, and y2 and y3 
will be increased by 0.05 respectively until y1 reaches the 
initial value. 
(2) When the task has high requirements of real time, 
we  should  increase  the  influence  of  the  earliest 
completion time on the final evaluation value. In this case, 
y2 will be increased by 0.1 and y1 and y3 will be decreased 
by  0.05  respectively.  The  coefficients  will  be  adjusted 
iteratively  until  the  requirement  of  task  finish  time  is 
satisfied. When the real-time need is met and y2 is not the 
initial value, y2 will be decreased by 0.1 and y1 and y3 will 
be increased by 0.05 until y2 reaches the initial value. 
(3) When load difference between nodes exceeds Dmax, 
load becomes the main parameter that influences system 
performance.  In  this  case,  y3  will  be  increased  by  0.1, 
meanwhile  y1  and  y2  will  be  decreased  by  0.05 
respectively. The coefficients will be adjusted iteratively 
until  load  difference  drops  below  Dmax.  When  load 
difference is below Dmax and y3 is not the initial value, y3 
will be decreased by 0.1 and y1 and y2 will be increased 
by 0.05 respectively until y3 reaches the initial value. 
The  dynamical  evaluation  rules  avoid  performance 
degradation caused by sharp increase of communication 
traffic and can make load balanced. And it also considers 
the  completion  time  without  reducing  task  execution 
efficiency and improves the comprehensive performance 
of system. 
III.  DMOD 
A. Descriptions of DMOD 
In this paper, we propose a scheduling algorithm based 
on fastbid algorithm [14] combined with characteristics 
of agent. In this algorithm, the node which releases tasks 
is  defined  as  a  tenderer,  waiting  for  information  from 
other nodes which are defined as bidders. 
In  DMOD,  if  there  are  tasks  to  be  scheduled,  the 
tenderer releases  bidding information to  other nodes  to 
call for bidding in order to select the target node. Bidders 
decide whether they participate in this round of bidding 
according to bidding strategy. If the node participates in 
this round of bidding, it sends bidding information to the 
tenderer and becomes a bidder. Then the tenderer selects 
the winner of bidders to be the target node and sends the 
task to it. When the task is completed, the bidder sends 
results back to the tenderer. 
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very  huge,  a  large  number  of  bidders  in  a  round  will 
make  communication  traffic  of  the  system  increase 
sharply  and  most  of  the  bidders  have  small  chance  of 
winning  the  bidding.  In  this  situation,  system 
performance  will  be  reduced.  Therefore  limiting  the 
number  of  bidders  in  a  round  is  very  important.  An 
effective  bidding  strategy  is  needed  to  make  nodes 
determine  whether  they  participate  in  current  round  of 
bidding effectively. In this paper, we present the bidding 
strategy as follows: 
(1)  When  bidding  information  arrives,  the  bidder 
estimates whether its current resource can meet resource 
needs of the task. If the needs can be satisfied, the bidder 
will carry on further estimation, or give up current round 
of bidding. 
(2) When resource needs can be satisfied, the bidder 
estimates whether to participate in this round of bidding 
according  to  running  state  of  system.  If  there  is  no 
running task, then the bidder will participate in this round 
of bidding. Otherwise it will carry on further estimation. 
(3) If  there are tasks running  on  the  bidder, running 
state  of  the  bidder  will  be  analyzed  according  to  the 
completion time of last task. In order to measure running 
state of the bidder, tolerance is defined as the threshold of 
good  running  state.  When  the  ratio  of  actual  task 
execution  time  to  expected  execution  time  of  the  task 
exceeds tolerance, we  consider that performance of the 
bidder declines. The actual execution time of last task is 
defined as t_real and the expected execution time of last 
task  is  defined  as  t_respect.  When  (t_real-
t_respect)/t_respect is larger than tolerance, we consider 
that the task is not completed as expected, which means 
running state of the bidder is not very well. So the bidder 
gives  up  this  round  of  bidding,  otherwise  the  running 
state of the bidder is good enough to participate in this 
round of bidding. 
The specific process of DMOD is: 
(1)  Receive  task  scheduling  information.  When 
Queue_Wait  of  a  node  is  not  empty,  the  node  is  a 
tenderer  and  NA  of  the  node  receives  task  scheduling 
information from TA. 
(2) Initiate negotiation scheduling. When NA receives 
task  scheduling  information,  NA  initiates  negotiation 
scheduling of task ti and sends the information to other 
nodes through IA. 
(3)  Get  the  evaluation  value  on  current  node.  EA 
updates  parameters  in  dynamical  evaluation  rules 
according to cij, t_endij and wj received from RA and TA. 
Then EA calculates the evaluation value by (6) and sends 
it to NA. 
(4) Determine whether to bid. The nodes that receive 
task  scheduling  information  determine  whether  to 
participate  in  this  round  of  bidding  according  to  the 
bidding strategy. If the answer is yes, EA of the bidder 
updates  parameters  in  dynamical  evaluation  rules 
according to cij, t_endij and wj received from RA and TA. 
Then EA calculates the evaluation value by (6) and sends 
it to the tenderer. Otherwise the node gives up this round 
of bidding. 
(5)  Select  the  target  node.  The  tenderer  finds  the 
maximum  evaluation  value  fiu  from  the  bidding 
information  received  from  bidders.  The  node  u  is 
determined to be the target node and the result will be 
sent to TA. 
(6) Task transmission. TA gets target node number u 
from the received information. If node u is the tenderer, 
the task will be executed on the tenderer and returns the 
result directly,  then  the  scheduling  ends.  Otherwise  the 
tenderer sends the task to node u through IA. 
(7) Return the result. When the task is completed on 
target node, the result will be sent to TA of the tenderer. 
The scheduling ends. 
B. DMOD 
NA  of  each  node  is  responsible  for  accomplishing 
DMOD.  
 
Algorithm. DMOD 
1. begin 
2. while Queue_Wait!=NULL 
3. get task ti from Queue_Wait 
4. TA sends task information to NA 
5. NA initiates negotiation scheduling 
6. do 
7.  EA  updates  parameters,  calculates  the  value  of  evaluation  and 
sends it to NA 
8.  wait  for  bidding  information  from  bidders,  define  the  set  of 
bidders as N 
9. while N==NULL 
10. find the maximum fiu from fij which is received 
11. make node n be target node 
12. allocate task ti to node hu 
13. wait for the result of the task and send it to TA 
14.end 
IV.  RESULTS AND DISCUSSION 
A. Parameter Settings 
Based on the model established in this paper, we make 
simulation  experiments  of  DMOD.  In  the  same 
conditions,  we  compare  DMOD  with  MinMin  and  the 
algorithm based on tree structure (BTS) [15]. The number 
of  nodes  is  defined  as  n  and  the  number  of  tasks  is 
defined  as  k.  When  n=10,  we  set  the  number  of  tasks 
between [100, 300]. When n=30, we set the number of 
tasks  between  [200,  400].  And  when  n=50,  we  set  the 
number of tasks between [400, 600]. 
During  simulation  experiments,  we  set  the  same 
number of nodes and tasks for three different algorithms. 
When setting parameters of nodes, computing power is 
set  between  [5GFlops,  50GFlops]  and  bandwidth  is 
between [30Mbps, 50Mbps]. When setting the parameters 
of  tasks,  computation  load  is  set  between  [100GFlop, 
500GFlop], the number of tasks with communication is 
between [3, 7] and communication traffic with other tasks 
is  set  between  [1M,  3M].  When  making  comparative 
experiments,  three  different  algorithms  are  used  to 
schedule the same set of tasks in same conditions. 
B. Comparison of Task Completion Time 
Establish  the  set  of  nodes  and  the  set  of  tasks 
according to the ranges of parameters and compare task 
completion time of DMOD with MinMin and BTS. When 
n=10, the results are shown in Fig. 2. When n=30, the 
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are shown in Fig. 4. 
 
 
Figure 2.   The comparison of task completion time of DMOD, MinMin 
and BTS when n=10 
 
Figure 3.   The comparison of task completion time of DMOD, MinMin 
and BTS when n=30 
 
Figure 4.   The comparison of task completion time of DMOD, MinMin 
and BTS when n=50 
From the figures, we can see that DMOD has better 
task completion time than MinMin except for the cases 
when  n=10,  k=160  and  n=30,  k=340.  MinMin  only 
considers task  completion  time  without  considering the 
influence  of  communication  traffic  and  communication 
time.  Therefore,  DMOD  obtains  better  results  by 
considering task completion time, communication traffic 
and  load  comprehensively.  However,  because  of  the 
randomicity of the set of nodes and the set of tasks, cases 
when n=10, k=160 and n=30, k=340 appear in a certain 
probability,  which  make  MinMin  get  better  task 
completion time than DMOD. In the scheduling process, 
BTS selects target node without considering computing 
power  of  nodes  globally.  So  DMOD  and  MinMin  get 
better task completion time than BTS. 
From the figures we can also see that with the increase 
of tasks, DMOD and MinMin have a stable upward trend. 
But BTS has relatively large fluctuations, and along with 
the  increase  of  nodes  and  tasks,  the  difference  of  task 
completion time  between  BTS  and  DMOD  or  MinMIn 
gets larger. 
Above  all,  DMOD  proposed  in  this  paper has  better 
task  completion  time  than  MinMin  and  BTS  by 
considering task completion time, communication traffic 
and  load  comprehensively.  And  with  the  increasing 
number  of  nodes,  DMOD  has  a  stable  upward  trend. 
Meanwhile, in the  scheduling process,  consideration  of 
system  load  makes  the  system  obtain  a  more  stable 
running state. 
C. Comparison of Communication Traffic 
After  the  comparison  of  task  completion  time,  we 
compare communication traffic of DMOD with MinMin 
and BTS base on the same set of nodes and tasks. The 
communication  traffic  includes  not  only  the 
communication  traffic  between  tasks,  but  also  the 
communication traffic of sending tasks to the target node. 
Results of n=10 are shown in Fig. 5, results of n=30 are 
shown in Fig. 6 and results of n=50 are shown in Fig. 7. 
 
 
Figure 5.   The comparison of communication traffic of DMOD, 
MinMin and BTS when n=10 
 
Figure 6.   The comparison of communication traffic of DMOD, 
MinMin and BTS when n=30 
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Figure 7.   The comparison of communication traffic of DMOD, 
MinMin and BTS when n=50 
From  the  figures  we  can  see  that  DMOD  has  less 
communication traffic than MinMin. This is because in 
the  scheduling  process,  MinMin  only  considers  task 
completion  time  when  selecting  target  nodes  while 
DMOD considers not only task completion time but also 
the  interdependency  and  the  load.  The  larger  the 
interdependency between task and node is, the higher the 
probability  of  allocating  tasks  to  the  node  with  little 
communication traffic is. Therefore, DMOD obtains less 
communication traffic than MinMin. And from the above 
comparison  of  task  completion  time,  we  can  see  that 
DMOD  has  less  communication  traffic  while  having 
better task completion time. 
From Fig. 5 we can see that the communication traffic 
of DMOD is less than MinMin but larger than BTS when 
n=10. But along with the increasing number of nodes, the 
communication  traffic  of  DMOD  is  less  than  both 
MinMin and BTS. This is because when the number of 
nodes is small, BTS has great probability of allocating the 
task to node which releases the task. So BTS gets less 
communication  traffic.  However,  with  the  increasing 
number of nodes, the probability will decrease. So BTS 
no  longer  has  an  advantage  in  communication  traffic. 
And  from  the  comparison  above,  we  can  see  that  task 
completion time of BTS is much worse than the other two 
algorithms, which means it has higher time cost.  
From the figures we can see that with the increasing 
number of nodes, three algorithms have a stable upward 
trend  on  communication  traffic.  When  the  number  of 
nodes is determined, the communication traffic of system 
will increase with the increasing number of tasks. 
In summary, DMOD proposed in this paper has less 
communication  traffic  than  MinMin  and  BTS  without 
sacrificing task completion time. By adding the load as a 
parameter  in  evaluation  function  and  dynamically 
adjusting the coefficients of different parameters, better 
scheduling results can be achieved. 
V.  CONCLUSION 
In  this  paper,  we  established  a  distributed  task 
scheduling  model  based  on  multi-agent.  The  model 
includes  RA,  TA,  IA,  EA  and  NA.  Each  agent  is 
responsible  for  different  functions  and  the  agents 
accomplish scheduling of tasks by negotiation scheduling 
mechanism.  Then  we  proposed  DMOD  based  on  the 
model.  Each  node  has  independent  decision-making 
ability  in  the  algorithm,  which  can  not  only  increases 
reliability  of  the  system,  but  also  meets  dynamic 
characteristic  and  uncertainty  of  the  system  better. The 
dynamical  evaluation  rules  in  negotiation  scheduling 
mechanism  consider  task  completion  time, 
communication  traffic  and  the  load  comprehensively. 
Therefore  sharp  increase  of  communication  traffic  is 
avoided as well as performance degradation of the system. 
System  stability  and  task  execution  efficiency  are 
improved. 
In the process  of  simulation  experiments,  we  set  the 
number of nodes to be 10, 30 and 50. We calculated task 
completion time and communication traffic respectively 
and  compared  DMOD  with  MinMin  and  BTS. 
Experimental results show that DMOD can improve the 
overall task completion time and meanwhile reduce the 
communication traffic. 
In the future, the negotiation scheduling mechanism in 
the model remains to be further optimized and improved. 
Meanwhile  when  scheduling  tasks  the  influence  of 
dependencies between tasks should be concerned. 
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Abstract—Distributed  generator  (DG)  is  an  increasing 
interest in using not only to inject power into the grid, but 
also to enhance the power quality. In this paper, a space 
voltage pulse width modulation (SVPWM) control method 
and current double closed loop control strategy is proposed 
for DG converter in a wind-solar-storage hybrid micro grid 
system.  This  method  is  based  on  the  proper  topology  of 
three-phase voltage controller. Power fluctuation is existed 
in among wind system, photovoltaic (PV) system and both 
side of the storage unit system when the wind-solar-storage 
hybrid  micro  grid  is  disconnected  to  the  grid  because  of 
troubleshooting or repairing of hybrid micro grid system, it 
can make a big shock, it also affects the normal work of the 
other DG and power quality of important load, and it even 
makes  the  whole  system  paralysis  seriously.  So,  the 
topological structure of DG controller and control method 
are discussed in detail and simulation results are presented. 
The results  demonstrate  the effectiveness  of  the  proposed 
method in the wind-solar-storage hybrid micro grid. 
 
Index  Terms—Hybrid  Micro  Grid,  Wind-Solar-Storage, 
SVPWM Converter, Simulation 
 
I.  INTRODUCTION 
The  distributed  generation  system  is  becoming  an 
important development direction in many countries and 
regions  along  with  our  country  economy  development 
fleetly,  electric  power  requirement  advance  year  after 
year  and  energy  sources  &  environment  contradiction 
looming  large.  Connecting  the  micro  grid  system  and 
smart grid is an effective approach to make the best of 
distributed  generation  [1-5].  However,  the  distributed 
renewable energy power generation intermittence and the 
random  characteristics  restrict  its  power  generation 
capability  and  its running  stabilization. The  micro  grid 
can  join  the  distributed  generation,  burthen,  energy 
storage  equipment  together  through  advanced  control 
system, and form a controllable cell. It not only run with 
distribution power system connection grid, but also run 
without  grid  [6-8]. The micro  grid  connection may  dig 
well  the  distributed  generation  and  bring  remarkable 
value into the power supply department and user [9-11]. 
The converter as bridge of micro power supply and grid 
has a crucial role for the stable operation of the whole 
system and the effective using of the power. 
In this paper, the wind-solar-storage hybrid micro grid 
system structure is established firstly. The hybrid micro 
grid is connected the medium voltage (MV) alternating 
current distribution network by ac/dc or dc/ac converters 
[12-19]. In order to prevent the power output fluctuation 
to wind power and photovoltaic of wind energy and solar 
energy fluctuate, the battery is installed the side of wind 
system and solar system respectively. Meantime, it is also 
avoided  the  voltage  flicker  caused  by  controlling more 
power source start and stop frequently. And this system 
will avoid the big power output volatility state caused by 
unit power deviation set point value is not matched with 
unit  adjusting  ability  though  combining  the  power 
prediction method. Then the principle of double  closed 
loop  control  strategy  is  analyzed  and  control  model  is 
established.  
SVPWM converter is an ideal method to content the 
needs  of  the  wind  power  system  of  ac  excitation 
converter  power  supply.  The  dynamic  mathematical 
model  is  established  of  three-phase  voltage  source 
SVPWM  converter  based  on  the  three-phase  voltage 
source converter topological structure. The voltage space 
vector  control  method  was  applied  to  process  the 
dynamic real-time  simulation  for  the  converter,  and  its 
performance  was  analyzed.  The  simulation  results 
validated  that  SVPWM  converter  control  is  viable  and 
effective for the wind-solar-storage micro grid system. 
This study make the SVPWM converter apply to wind-
solar-storage  micro  grid  power  system  based  on  the 
principle  of  voltage  and  current  double  closed  loop 
control  strategy  and  voltage  space  vector  pulse  width 
modulation  technology.  The  control  strategy  and  the 
principle  are  deduced  on  the  basis  of  the  topological 
structure for three-phase voltage type converter structure. 
Solar  and  wind  energy  will  be  generated  power 
complementary  by this wind-solar-storage hybrid micro 
grid system structure. It is realized the peak load shaving 
between  wind  power  and  solar  photovoltaic  power 
generation unit, and the long-term fluctuations of the grid 
power is inhibited in a certain extent. 
II.  STRUCTURE OF THE WIND-SOLAR-STORAGE 
MICRO GRID SYSTEM 
The  wind-solar-storage  hybrid  micro  grid  system 
structure  is  shown  as  Fig.  1.  In  Fig.  1,  Micro  grid  is 
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distribution network by ac/dc or dc/ac converters [20-23]. 
All  of  these  converters  are  used  SVPWM  control. 
Batteries are disposed at wind turbine and photovoltaic 
(PV) array export outlet for the power to stabilize the grid 
and  islanding  operation  using  a  given  voltage  and 
frequency control [24-27]. Meanwhile, the batteries can 
absorb or recharge the power shortfall of wind and solar 
in  order  to  maintain  the  power  balance  of  the  entire 
system.Load1  and  load2  are  sensitivity  load.  It  should 
guarantee the reliability of power supply when micro grid 
system  operations.  Load3 is the normal load,  it  can  be 
removed when necessary. 
In  order  to  prevent  the  power  output  fluctuation  to 
wind power and photovoltaic of wind energy and solar 
energy fluctuate, the battery is installed the side of wind 
system and solar system respectively. Meantime, it is also 
avoided  the  voltage  flicker  caused  by  controlling more 
power source start and stop frequently. And this system 
will avoid the big power output volatility state caused by 
unit power deviation set point value is not matched with 
unit  adjusting  ability  though  combining  the  power 
prediction method , double closed loop control strategy 
and SVPWM Technology. Solar and wind energy will be 
generated  power  complementary  by  this  wind-solar-
storage micro grid system structure. It is realized the peak 
load shaving between wind power and solar photovoltaic 
power generation unit, and the long-term fluctuations of 
the grid power is inhibited in a certain extent. 
 
 
Figure 1.   Wind-solar-storage micro grid system structure 
III.  CONTROL STRATEGY OF CONVERTER AND SVPWM 
PRINCIPLE 
A. The Double Closed Loop Control Strategy 
The  voltage  and  current  double  closed-loop  control 
block diagram is shown in Fig. 2. In Fig. 2,  ,, abc i i i  is the 
three  phase  input  current  of  converter. 
*
dc u  is  the  given 
DC voltage, and  dc u  is the feedback voltage of DC side in 
converter.  The  three-phase  current  ,, abc i i i  is 
transformation  as  d i ,  q i  at  , dq axis  current  by  3 /2 sr
conversion. In the same way,  , dq uu  is stand for the  , dq  
axis voltage.  q Li  ,  d Li   that current feedback value and 
power  grid  voltage  feed-forward  are  introduced  to 
eliminate the coupling between d  and q  axis current, so 
as to realize the independence control strategy of the d  
and q  axis current [28-29].  
The  voltage  outer  loop  control  converter  dc  side 
voltage, 
*
d i  active  current  is  calculated  by  voltage 
regulator of given voltage and feedback error value, that 
Values determined the size of the active power, symbol 
decided  active  power  flow.  Current  inner  ring  takes 
control  according  to  the  voltage  loop  output  current 
instructions. The reactive current 
*
q i  is set zero in order 
to achieve unity power factor converter and inverter. 
According to the definition, instantaneous active and 
reactive  power  grid  voltage  is  orientation  , dq  
coordinates  SVPWM  converter  input  active  power  P  
and reactive power Q  shown as 
 
 
Figure 2.   Double closed loop control 
 
d d q q
q d d q
P u i u i
Q u i u i
  
   
  (1) 
According to the equation (1), the input active power 
of  converter  can  be  controlled  by  adjusting  the  d  axis 
current, and the input reactive power of converter can be 
controlled by adjusting the q  axis current when converter 
grid  voltage  constant.  That  id  to  say,  it  is  realize  the 
converter decoupling control of active and reactive power 
component.  
When  0 P  , converter is worked in rectifier state, and 
absorbed  the  energy  from  the  grid.  When  0 P  , 
converter is worked in the state of inverter, energy is back 
to  the  power  grid  from  the  dc  side.  When  0 Q  ,  the 
converter exported inductive reactive power. When 0 Q  , 
capacitive reactive power is outputted via the converter. 
B. Space Vector Pulse Width Modulation Control 
Principle 
The  main  circuit  structure  of  three-phase  voltage 
SVPWM converter shown as Fig. 3. The power switch 
operated according to the modulation method, inductance 
L  Plays  a  filter  role,  and  makes  the  input  current 
approximating for sine wave of converter ac side. Dc bus 
voltage  remains  constant  when  converter  steady  state 
because having big capacitors in dc side. 
Space voltage vector control is used in motor system 
has  been  widely,  and  used  in  new  energy  power 
generation and new type converter in recent years. It is 
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in this paper. 
In  Fig.  3,  ,, abc V V V  is  the  output three  phase  voltage 
value  of  the  converter  controlled  by  SVPWM  method. 
The  1 Q  to  6 Q  is the six inverter power transistor, which 
are controlled by the six control signal 
 
 
Figure 3.   Three-phase SVPWM converter structure 
, , , , , a a b b c c   . The upper part of a power transistor of 
inverter  bridge  is  opened,  , ab or  c  is  equal  to  1,  the 
lower part of relative power transistor is shut down, that 
is to say the  0 a b c      .  1 Q ,  3 Q  and  5 Q  is the state 
of  power  transistor  switch,  which decided  the  value  of 
output  voltage  ,, abc V V V .  The  relationship  of  the  line 
voltage vector is   ,,
T
ab bc ca V V V ,   ,,
T
abc V V V  is the phase 
voltage vector value, switch variable vector  
T
abc 
and dc power supply voltage  dc V  can be described as 
 
1 -1 0 a
0 1 -1 b
-1 0 1 c
Vab
VV bc dc
Vca
   
        
       
   (2) 
 
2  -1  -1
1
-1  2  -1
3
-1  -1  2
a Va
b VV b dc
c Vc
   
        
       
   (3) 
According  to  the  equation  (2)  and  equation  (3),  the 
switch has eight possible combination models when the 
inverter  is  working.  Relationship  between  switching 
states and voltage of inverter is described on the base of 
the  dc V  value. As shown in table I. 
TABLE I.   RELATIONSHIP BETWEEN SWITCHING STATES AND 
VOLTAGE OF CONVERTER 
Switch state  Phase voltage  Line voltage 
a  b  c  Va   Vca   Vc   Vab   Vbc   Vca  
0  0  0  0  0  0  0  0  0 
0  0  1  -1/3  -1/3  2/3  0  -1  1 
0  1  0  -1/3  2/3  -1/3  -1  1  0 
0  1  1  -2/3  1/3  1/3  -1  0  1 
1  0  0  2/3  -1/3  -1/3  1  0  -1 
1  0  1  1/3  -2/3  1/3  1  -1  0 
1  1  0  1/3  1/3  -2/3  0  1  -1 
1  1  1  0  0  0  0  0  0 
 
In the d and q axis coordinate system, the three phase 
voltage  corresponding  to  the  output  variables  can  be 
expressed in the following equation 
 
11
1   -     -
2 22
3 33
0   -
22
Va Vd
Vb Vq
Vc
               
  (4) 
According to the equation (4), the eight kinds of switch 
state combination is mapped to the  , dq  axis coordinate 
system,  1 2 3 4 5 6 7 8 , , , , , , , U U U U U U U U  the eight vectors are 
called the basic space vector. And the space is divided 
into six sectors, shown as in Fig. 4 
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Figure 4.   Basic voltage space vector 
The purpose of SVPWM method control is described 
one given voltage with the eight kinds of basic voltage 
vectors. That is to say, a given reference voltage vector 
ref u  is expressed through a combination of corresponding 
basic  space  vector.  As  a  result  of  the  converter  can 
produce only eight basic voltage vector expressions, so 
after a known reference voltage vector can be according 
to the principle of volt-second characteristics is equal to 
the output voltage vector approximation to the reference 
voltage vector.  
 
 
Figure 5.   First sector voltage vector composite 
In the following content, the first sector is analyzed as 
an  example  for  processing  decomposition.  The 
synthesized voltage vector  ref u  is decomposed in the first 
sector  of  all  the  space,  shown  as  in  Fig.  5.  ref u  is 
expressed with  1 U  and  2 U , as shown in 
 
1 2 0
12 12 ref
T T T T
T U U U TT
   
  
  (5) 
The  voltage  and  action time relationship in the  , dq  
coordinate system can be described as 
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0
12 12
0
2 2
60
60
d
q
COS V T UU TT
SIN V T U T
  

  
   (6) 
In  the  equation, T  is  the  switching  period,  1 T ,  2 T  is 
the  action  time  of  1 U  and  2 U ,  0 T  is  the  zero  vector 
function time. All the amplitude of  1 U  and  2 U  is 2/3 dc V . 
Where  the  equation  passed  series  of  mathematical 
calculations, can be considered as expressed in 
 
1
2
33
( )/
22
3/
d q dc
q dc
T V V V T
V T V T

 

  
   (7) 
The other sectors basic space voltage vector function 
time was calculated similarly. And it must be saturated 
judgment, that is, if  12 T T T , that pick up 
 
1 1 1 2
2 2 1 2
/( )
/( )
TT T T T
TT T T T
 
  
   (8) 
Sectors  is  judged  via  set  24 N A B C    ,  the 
definition as follow 
 
3/
33
( ) /
22
33
( ) /
22
q dc
q d dc
q d dc
X V T V
Y V V T V
Z V V T V

 

  


 

  (9) 
if  0 q V  ,  the  A=1,  otherwise  A =  0;  if  30 dq VV  , 
the  B=1,  otherwise  B  =  0;  if  30 dq VV  ,  the  C=1, 
otherwise C = 0. The relationship of N, sector number 
and  vector  effect  time  and  is  available  such as tableⅡ
through the above analysis. 
TABLE II.   RELATIONSHIP BETWEEN N, SECTORS, T1 AND T2 
N  3  1  5  4  6  2 
Sector  1  2  3  4  5  6 
T1  -Z  Z  X  -X  -Y  Y 
T2  X  Y  -Y  Z  -Z  -X 
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Figure 6.   The vector action of sector NO.1 
In sector 1, for example, the active time of zero vector 
000 and 111 are equality in a switching cycle assumed, 
the symmetric PWM waveform is generated, each basic 
space  vector  effect  time  is  divided  into  two  parts. 
According  to  the  000,  100,  110,  111,  110,  100,  110 
worked order, there is only one switch is changed every 
time, as shown in Fig. 6. 
Define the time of switch point distance zero point is 
,, u v w T T T  
 
12
1
2
( )/ 4
( / 2)
( / 2)
u
vu
wv
T T T T
T T T
T T T
   
  
  
  (10)  
1 T  is corresponded to the first vector role time value, 
2 T  is corresponded to another nonzero vector role time 
value.  So,  ,, u v w T T T  is  assigned  with  each  sector  of  the 
waveform in one switching cycle. 
u T  is distributed to the duty ratio maximum phase, and 
w T  is  distributed  to  the  minimum  phase.  The  switch 
points  1 2 3 ,, CM CM CM T T T  can  be  got  through  the  various 
sectors worked waveform, such as table III. 
TABLE III.   VALUE OF THE POINTS FOR SWITCHING 
N  1  2  3  4  5  6 
TCM1  v T   u T   u T   w T   w T   v T  
TCM2  u T   w T   v T   v T   u T   w T  
TCM3  w T   v T   w T   u T   v T   u T  
 
C. The Simulation Result of SVPWM  
Fig. 7 is sector judgment waveform. The sector No. of 
synthesized  voltage  is  judged  according  to  the 
24 N A B C    .  The  purpose  is  the reference  voltage 
vector  expression  by  the  corresponding  basic  space 
voltage vector and action times. 
 
 
Figure 7.   Sector number waveform 
 
Figure 8.   A phase bridge arm switching function waveform 
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waveform.  The  standard  saddle  waveform  verified  that 
the rapid SVPWM is validity. 
IV.  STUDY SYSTEM AND SIMULATION RESULTS 
A. Simulation Parameter 
In the example, the wind power rating is  21 we PK  . 
The rated power of Photovoltaic is  8 PVe WP KW  . All 
the capacity of the battery1 and battery2 is set 10 . KW h . 
Sensitive  load1  and  sensitive  load2  active  power 
reference values are 11KW  and 8KW  respectively. The 
value  of  the  grid  voltage  is  380 ,50 V HZ .  Filtering 
inductance  is  set  2 L mH  .  The  value  of  dc  side 
capacitor  is  set  220 CF   .  Dc  side  voltage  is  set 
600 EV  .  Power  supply  equivalent  resistance  value 
0.1 R  .  The  parameter  of  line  is  set
/ 0.641/0.082 / R X km  . 
A. Simulation Result 
Fig.  9  shows  the  wind  speed  change  state  of  wind 
turbine  in  this  micro  grid  system,  the  wind  speed  v  is 
changed  up  and  down  based  on  the  rated  wind  speed 
value 12 / ms .  
 
 
Figure 9.   The diagram of wind speed change 
Fig. 10 is the light and temperature waveform of solar 
micro power supply. 
 
 
Figure 10.  The light and temperature diagram of 
Wind-solar-storage  hybrid  micro  grid  system  is 
operated the connected grid state before one second, then 
it is run island model after with the grid disconnection at 
one second time. Micro grid connected to the grid again 
at twenty second, the corresponding simulation results as 
shown  in  the  figure  below.  Fig.  11  shows  the  output 
active  power  of  four  micro  power  sources,  W P  is  the 
output  active  power  of  wind  turbine,  PV P  is  the 
photovoltaic output active power,  1 b P  is the output active 
power of battery1 and  2 b P  is the output active power of 
battery2. Fig. 11 shows the battery can stabilize the wind 
power and photovoltaic fluctuations very well. In Fig. 12, 
the output reactive power of four micro power sources is 
shown,  W Q  is the output reactive power of wind turbine 
system,  PV Q  is  the  photovoltaic  output  reactive  power, 
1 b Q  is the output reactive power of battery1 and  2 b Q  is 
the output active power of battery2. 
 
 
Figure 11.  The output active power simulation waveform of micro 
source 
 
Figure 12.  The output reactive power simulation waveform of micro 
source 
Fig. 9-Fig. 11 shows that micro grid system got wind 
energy and light energy in the form of maximum power 
tracking as the change of wind speed and illumination, 
and dynamic response is rapidly. The micro grid operated 
in  island  model  at  2s-  20s  times.  The  power  after  the 
wind and light supplement is averaged via batteriy1 and 
batteriy2 with the increase or decrease of wind speed and 
illumination.  The  batteries  charged  and  discharged  is 
reasonable  according  to  different  situations  in  order  to 
maintain the power balance of whole micro power grid. 
Meanwhile, the reactive power of load need is provided 
by  the  batteries  overall.  Because  of  the  micro  grid  is 
disconnected  with  grid,  the  micro  power  grid  is  not 
provided reactive power by the power grid system, and 
the reactive power from the batteries are increased at this 
time.  So,  the  reactive  power  from  the  wind  and 
photovoltaic array are configured zero value for ensuring 
maximum  utilization  of  wind  and  light  energy,  the 
simulation results as shown in Fig. 12. 
The  micro  grid  changed as  connected  grid  operation 
again  at  21s-35s  times,  and  storage  battery  adopted 
constant power control at this time. Wind power  Wg P  and 
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© 2014 ACADEMY PUBLISHERphotovoltaic  power  PVg P  transmitted  according  to  the 
power  after  filtering  under  the  action  of  batteries,  the 
waveform as shown in Fig. 13 and Fig. 14.That is to say 
the battery can stabilize the wind power and photovoltaic 
fluctuations very well. In the process of the whole model 
transformation, system power changes gently, without the 
big power rush impacted on power grid, shown the good 
transient characteristics. 
 
 
Figure 13.  Wind power waveform after stabilizing 
 
Figure 14.  PV power waveform after stabilizing 
V.  CONCLUSIONS 
This study make the SVPWM converter apply to wind-
solar-storage  micro  grid  power  system  based  on  the 
principle  of  voltage  and  current  double  closed  loop 
control  strategy  and  voltage  space  vector  pulse  width 
modulation  technology.  The  control  strategy  and  the 
principle  are  deduced  on  the  basis  of  the  topological 
structure for three-phase voltage type converter structure. 
The  models  of  these  methods  are  built  for  simulation 
research. The theoretical analysis and simulation research 
validate  this  converter  control  and  the  battery  can 
stabilize  the  wind  power  and  photovoltaic  fluctuations 
very well. The SVPWM converter is applied in the wind-
solar-storage micro grid power system used this controls 
strategy  and  the  modulation  technology  let  the  system 
realize the real time control more conducive. 
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Abstract—In  order  to  solve  game-theory  model  problem 
based  on  carrier  sense  multiple  access  protocol  with 
collision  avoidance  in  wireless  network,  a 
game-theory-based  general  and  compatible  modeling 
process is proposed, where the transmission probability of a 
node in a slot time is regarded as mixed game and network 
performance parameter M is taken as revenue function of 
game  so  as  to  build  M  rounds  non-cooperative  mixed 
strategy game with N gamers. After performing M rounds 
game, it will acquire M Nash-equilibria which is not equal to 
each other, and then these Nash-equilibria are taken as the 
input  of  single  objective  programming  model  with  many 
constraints so as to obtain compromise equilibria. Finally, a 
minimum  contention  window  based  on  compromise 
equilibria  is  designed.  The  throughput  and  successful 
transmission rate are analyzed through the simulation, and 
the  simulation  experiment  results  show  our  proposed 
modeling process has the more throughputs and the lower 
drop performance than the existing methods. 
 
Index  Terms—Wireless  Network; Game  Theory;  Collision 
Avoidance; Multiple Access; Nash-Equilibria 
 
I.  INTRODUCTION 
Game theory is a study of strategic decision-making in 
order to maximize the revenue [1], which is composed of 
three elements: gamer, strategy set, and revenue function. 
The  normal  form  of  game  can  be  denoted  as 
      ,, ii G N X P  , where    1,2, Nn    is the gamer 
set;  i X   is the mixed-strategy set and  i P   is its revenue 
function. As for each gamer    i i N  , the pure strategy 
set  is  denoted  as 
        12 , , ,
i
i i i
im S s s s    and  its 
probability  set  can  be  expressed  as 
        12 , , ,
i
i i i
im x x x  x   (it  is  obvious  that 
 
1
1
i m
i
k
k
x

  ), 
thus  the  mixed  strategy  combination  can  be  written  as 
  12 , , , n  x x x x .  Therefore,  the  revenue  expectation 
function of gamer i is recorded as    ii EE  x   under the 
combination of different strategies [2]. 
With  a  saturated  or  non-saturated  network  between 
computers communication, carrier sense multiple access 
protocol  is  unnecessary:  the  two  sides  can  simply  both 
transmit at the same time. According to the principle of 
carrier  sense  multiple  access  protocol,  many  authors 
analyze the relation between network throughput and load. 
The  maximum  throughputs  of  real  network  can  be 
calculated.  Based  on  802.11PSM,  the  thesis  points  out 
two problems existing in power management for carrier 
sense  multiple  access  protocol—energy  loss  due  to 
overhear and delay of response time for stations in power 
saving  mode.  This  paper  proposes  an  algorithm  that 
estimates  the  communication  delay  in  sensor  networks 
with  carrier  sense  multiple  access  protocol 
communication mechanism. 
With  the  rapid  development  of  network  technology, 
carrier sense multiple access protocol solves the problem 
of access collision on complicated situation validly and 
OFDM  technology  is  used  widely.  Wireless  networks 
usually  includes  self-organizing  networks  and  wireless 
sensor networks where these users randomly distributed 
in  a  network  region  and  theses  nodes  communicate  to 
each  other  through  self-organized  manner  [3]  [4].  In 
typical  IEEE  802.11  protocol  family  [5]  [6]  [7],  the 
carrier  sense  multiple  access  protocol  with  collision 
avoidance  proposed  by  researches  is  one  of  the  key 
technologies,  since  the  network  channel  is  shared,  the 
channel access of a node will affect those of its adjacent 
nodes.  For  example,  if  two  adjacent  nodes  send  data 
simultaneously, the transmitted packet data will collide, 
which causes the transmission fails. In a word, a network 
node  must  compete  with  other adjacent nodes  so  as  to 
send  as  much  data  as  possible.  Compared  with  carrier 
sense  multiple  access  protocol  the  conclusion  is  our 
proposed  algorithm  enable  the  support  of  multicast 
servers  in  MANET  because  of  its  reliable  data 
transmission and higher channel utilization. Game theory 
naturally  is  a  powerful  and  robust  theory  tool  when 
processing  the  competition  relationship.  Since  the 
minimum  contention  window  is  CW0  in  IEEE  802.11 
protocol family [8], the unfairness of wireless channel is 
very  obvious.  Therefore,  non-cooperative  mixed  game 
concept is adapted to research and design the appropriate 
contention window of wireless network so as to indirectly 
adjust  the  transmission  probability,  which  can  improve 
the channel utilization rate and the network performances 
[9] [10]. Finally, a basic idea of self-configuring carrier 
sensing threshold is proposed, which is the compromise 
of the effects on the network performance of the carrier 
sensing range. There for, we propose a novel analytical 
model  to  get  the  optimal  carrier  sensing  threshold  and 
transmit power while maximizing the network aggregate 
throughput. 
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doi:10.4304/jnw.9.6.1603-1609The  rest  of  this  paper  is  organized  as  follows.  In 
Section  one,  the  CSMA/CA  protocol  family  are 
summarized and analyzed deeply. The game model are 
described  in  Section  two.  The  compromise 
Nash-equilibria of game model is analyzed and solved in 
Section three. The four Sections will discuss the required 
steps in our proposed algorithm with a node transmission 
example. The experimental results are shown and Nash 
equilibrium  is  also  analyzed  in  Section  five,  and  the 
conclusion is made in Section six. 
II.  SUMMARY OF CSMA/CA PROTOCOL 
This  paper  investigates  the  impacts  of  the  carrier 
sensing  threshold  and  packet  loss  performance  on  the 
network  aggregate  throughput  that  determined  by  the 
channel capacity, channel utilization and the concurrent 
transmissions. Therefore, CSMA/CA is used to improve 
the traditional CSMA. According to different monitoring 
procedures and retransmission mechanism, CSMA can be 
classified into three modes [11] [12]: 
(1)  Persistent  CSMA  [13].  It  is  shown  in  Figure  1. 
When a node needs to transmit data, it first monitors the 
transmission channel. If the channel is busy, the node will 
sense  it  continually  and  transmit  the  message  until  it 
becomes idle [14]. In case of a collision (the node gets no 
confirmation signal beyond the scheduled time), the node 
waits  for a  fixed  or random period  of  time  to transmit 
again [15]. 
(2) p-persistent CSMA. It is shown in Figure 2.5 (b). 
When a node needs to transmit data, it first monitors the 
transmission channel [16]. If the channel is idle, the node 
transmits  the  message  with  a  probability  p,  while 
delaying the transmission to the next available time slot 
with a probability q=1-p. If the channel is busy, the node 
will  sense  it  continually  and  repeat  the  above  process 
until it becomes idle. The performance of this protocol 
depends on the probability p [17]. 
(3) Non-persistent CSMA. It is shown in Figure 2.5 (c). 
When  a  base-station  needs  to  transmit  data,  it  first 
monitors the transmission channel. If the channel is idle, 
the base-station transmits immediately. If it is busy, the 
node would wait for random period of time to transmit 
again rather than monitor it continually, which is good for 
avoiding enormous collision. Therefore, the performance 
of  non-persistent  has  been  improved,  comparing  with 
1-persistent CSMA [18] [19]. 
CSMA  can  avoid  the  occurrence  of  some  collision, 
however,  when  the  volume  is heavy,  there  is the  most 
possibility to have collision [20]. For example, because of 
the  existence  of  transmission  delay,  two  nodes  which 
transmitting the message simultaneously monitor that the 
channel is idle before transmission, but collision occurs 
in the process of transmission. Additionally, four types of 
collision happened inside of the carrier sensing range and 
two  types  of  collision  contributed  by  the  accumulative 
interference are proposed in this paper. Then, the channel 
activities can be modeled as a Markov chain that reflect 
the collision referred to above and the channel utilization 
by this Markov chain model is figured out. Such collision 
will  destroy  data  or  delete  a  portion,  which  results  in 
packet  loss  and  data  retransmission.  The  channel 
utilization rate and energy efficiency are both lowered. In 
order  to  solve  this  problem,  CSMA  protocol  has  thus 
been improved, namely, CSMA/CD and CSMA/CA [21] 
[22]. 
Although  the  application  of  CSMA/CD  is  wide  in 
wired  local  area  network,  it  is  unapplied  in  WLAN, 
mainly because: 
(1) CSMA/CD protocol demands that a node transmit 
local  data at  the  same  time it  continually  monitors  the 
channel, while wireless network equipment cannot send 
and  receive  simultaneously.  The  implementation  of 
simultaneous delivery and monitoring costs too much [23] 
[24]. 
(2) Even though it is implemented and the monitored 
channel  is  idle  when  sending  the  data,  the  receiving 
terminal are still likely to collide. 
Therefore, only CSMA/CA can be adopted in Ad hoc 
network, but CSMA/CD protocol can not be used [25]. 
The choice of physical carrier sensing threshold affects 
the performance of the MAC (layer protocol in multi-hop 
wireless networks. some research ignored the impact of 
the  collisions  correlated  by  ack  frame  and  cumulative 
interference  in  determining  the  optimal  carrier  sensing 
range, and the collisions caused by hidden terminal were 
exaggerated to some extent. Therefore, CSMA/CD came 
into existence.   
The essence of CSMA/CA is to utilize the competitive 
time-slot  to  avoid  collision  [26]  [27].  The  802.11 
standard, for example, uses collision avoidance instead of 
collision  detection  used  by  wired  Etherne.  Its  basic 
principle is as follows: the node cannot transmit data until 
it monitors that the channel is idle. If there is collision 
between or among the nodes [28], a block signal shall be 
launched in the network to inform all the collision nodes, 
synchronize each node’s time and start competitive time 
slice (which follows the block signal and has the length a 
little longer than transmission along network loop) [29]. 
Usually, every competitive time slice is designated to a 
particular  node  and  each  node  needs  to  transmit  a 
message  to  launch  the  transmission  in  a  corresponding 
time  slot.  Thus  other  nodes  will  stop  the  slice  when 
monitoring  the  sent  message,  and  move  on  until  the 
transmission completion [30]. 
The  carrier  sense  of  CSMA/CA  is  composed  of 
physical carrier sense and virtual carrier sense. Physical 
carrier sense is implemented in the physical layer, which 
the receiving antenna checks if there is effective signal. If 
such signal exists, the channel is considered busy and the 
detection result will be delivered to MAC layer [31] [32]. 
Virtual carrier sense is directly implemented in the MAC 
layer,  which  is  embodied  in  the  upgrading  of  NAV 
(Network Allocation Vector) [33]. Each equipment in the 
network maintains a local NAV. When transmitting data, 
the node estimates its time to occupy, whihc is to show 
NAV, includes time needed by the destination station to 
send back acknowledgement. Then this message will be 
sent together with data information. If the time other node 
receive this message is shorter than the local NAV, the 
local NAV will be upgraded to this time. Virtual means 
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channel after informed by the source node. NAV can be 
considered as a decrement counter. The initial value is the 
occupied  time  in  the  last  process  of  sending  data  and 
afterwards it is diminished at a fixed rate [34] [35]. When 
the  value  is  zero,  virtual  carrier  sense  considers  the 
channel  idle,  and  otherwise  busy.  The  integration  of 
physical  and  virtual  carrier  senses  produce  the  final 
results.  When  NAV  [36]  [37]  [38]  is  zero  and  the 
physical  carrier  sense  suggests that the  channel  is idle, 
then it is believed to be idle. The node can thus transmit 
messages. Once receiving the data packet, the destination 
node  will  send  back  acknowledgement  (ACK).  If  the 
source  node  has  not  received  ACK,  it  is  believed  the 
collision occur and data will be sent again. 
III.  GAME THEORY MODEL 
This  paper  concerns  the  wireless  network  with 
self-organization. All the nodes are competitive to send 
respective data packets, the network topology is shown in 
Figure 1. 
 
Net nodes
 
Figure 1.   Wireless network topology structure 
Game  theory  is  initially  developed  in  economics  to 
understand behavior of firms, markets, consumers etc. In 
networks,  these  equilibrium  strategies  determine  an 
equilibrium  to  the  game,  namely,  a  stable  state  where 
either  one  outcome  occurs  or  a  set  of  outcomes  occur 
with known probability. Modern game theory began with 
the  idea  regarding  the  existence  of  mixed-strategy 
equilibria in two-person zero-sum games. Therefore, each 
node’s  channel  access  has  direct  impact  on  adjacent 
nodes in virtual carrier sense. When a node needs to send 
its data packet, the node first monitor wireless channel. If 
its  idle  time  is  longer  than  a  time  interval,  namely 
distributed inter frame slot (DIFS), the node will transmit 
data,  Otherwise,  the  node  does  not  transmit  and  will 
continually monitor wireless channel. The statuses of all 
the nodes are equivalent; therefore, a node is selected as 
the  research  object,  whose  result  can  applied  to  other 
nodes. Each node joins in one non-cooperative strategic 
game  with  n  gamers.  As  for  node    i i N  ,  its  pure 
strategic set is recorded as   
i S  Y，N , which suggests 
if  the node  transmit  data packet and the  probability  of 
node transmitting data in a time slot is recorded as   , 
and its mixed strategic set should be    ,1 i   x . The 
mixed strategic sets of all the nodes can be recorded as 
  i  xx .  Then  the  network  performance  parameter  is 
selected to be optimized, such as the revenue expectation 
function of node  i . M network performance parameters 
correspond  to  M  game  revenue  functions,  which  is 
expressed as follows. 
   
1,2,...,
j j j EE
jM
 

  (1) 
IV.  EQUILIBRIUM ANALYSIS 
If  the    jj E  ’s  maximum  can  be  got  in  the  scope 
  0,1 j   ,  the  game Equilibrium  will  be  obtained. The 
solution  of  equation  0 jj E       is 
*
j  .  Therefore, 
Nash Equilibrium can be expressed as   
** ,1 jj   . When 
transmission probability is 
*
j  , the maximum of revenue 
function  is   
*
jj E  ,  abbreviated  as 
*
j E .  For 
1,2, , jM  ,  there  are  M  revenue  functions  which 
correspond  to  M  network  performance  parameters; 
generally, there is 
* * *
12 M       . In order to keep the 
network performance stable, such contradiction must be 
coordinated to get compromise equilibrium. 
A. Compromise Nash-equilibrium 
Through  analyzing  the  cumulative  interference  and 
Nash-equilibrium  based  on  the  carrier  sensing  in  the 
network,  the  channel  rate  and  the  number  of  the 
concurrent transmissions can be concluded. There for, a 
weight vector    12 , ,..., M s s s  s   is introduced to express 
the proportion of M revenues in the total revenue, which 
is written as the following equation. 
 
1
1
M
j
j
s

    (2) 
The  following  steps  solve  the  problem  how  to 
distribute  the total network revenue  into  M  individuals 
and try to meet the demands of all the M network revenue. 
These  two  aspects  cannot  guarantee  each  network 
revenue  optimal.  Therefore,  the  final  compromise 
solution is to achieve is the satisfactory result rather than 
the  optimal  result.  The  normalized  total  revenue  is 
defined as   
     
*
1
M
j j j
j
s E E 

 s   (3) 
Actually, a revenue weighting method is implied in the 
above equation, namely, the total revenue is consisted of 
sub-revenue  in  terms  of  certain  ratio.  Thus  the 
compromise  problem  in  Nash  Equilibrium  is  translated 
into  a  single-objective  programmatic  problem  with 
multiple constraints, as shown in the following equation. 
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 
   
*
1
1
**
max
. . 1
. . max 1,2, ,
M
j j j
j
M
j
j
j j j j
s E E
st s
st E E E j M






  

  (4)   
B. Solution of Equilibrium Compromise   
There is a shortcut to solve this special programmatic 
problem.  According  to  Cauchy–Schwarz  inequality,  as 
shown in the following equation (5),     can achieve the 
maximum if and only if 
*  s E E . In addition, according 
to 
1
1
M
j
j
s

  , we can get the following equations. 
     
* * *
2 2
1
,
M
j j j
j
s E E 

     s s E E s E E   (5) 
 
*
1
1
M
jj
j
EE

    (6) 
The  solution  of  the  equation  is 
*  .  As  for  each 
network  revenue, 
*    is  a  satisfactory  solution  rather 
than an optimal one. This solution is a compromise result 
as  well  as  the  most  suitable  result.  Thus,  each  node 
transmits data in accordance with the probability 
*  , all 
the network revenue can be simultaneously optimized as 
more as possible. On basis of Bianchi model [1], we can 
get Equation (7) and Equation (8). 
   
 
1
00
0
2
12
m
i
i
CW p CW p
 


   
  (7) 
     
1
11
n
p 

     (8) 
Combining these two equations, we have 
   
   
   
1
0 1
1 2 1 1
1 1 1 2
n
m
n
pp
CW
p p p p
     
        
  (9)   
Therefore, when  0 CW   is adjusted to be same as 
*  , 
the improvement of network efficiency can be obtained. 
It is worth noting that the equation is available only under 
the condition of saturated throughput. 
V.  ALGORITHM STEPS 
A. Throughput As Revenue 
Under  normal  circumstance,  each  node  will  do  its 
utmost  to  increase  its  own  transmission  probability  in 
order  to  extend  the  time  of  channel  occupation.  Such 
private behavior will stop other nodes to occupy channel 
so  as  to  shorten  the  time  and  correspondingly  reduce 
other  nodes’  throughput.  Before  analyzing  game 
equilibrium, each node’s throughput revenue expectation 
function  is  firstly  defined,  as  shown  in  the  following 
Equation (10). 
 
   
     
1
1 11
1
1 1 1 1
n
nn
sc
EP
E
TT


     




       
  (10) 
The normalized Bianchi throughput function is defined 
as follows. 
   
       
1
11
1
1 1 1 1 1
n
n n n
sc
n E P
S
n T n T

      




         
(11) 
It is worth noting that Equation (10) and Equation (11) 
are  similar  but  different.  There  are  some  different 
between the two equations. The equation (10) should be 
considered as the throughput of a single node  i   rather 
than that of the total network. There is a divisor  n   in the 
numerator of Equation (11), whereas the Equation (10) 
does not, which means that for Equation (11), n nodes 
correspond  to  n  cases;  however,  as  for  Equation  (10), 
there  is  only  one  case.  The  denominators  of  two 
equations can be analyzed in the same way. In these two 
equations, other parameters are consistent, where they are 
shown  as  follows:    EP  (average  payload  size),  c T  
(the  channel  busy  time  when  data  packet  collides),  s T  
(the channel busy time when data packet is transmitted 
successfully),     (the length of time interval),     (time 
delay  of  channel  transmission).  On  the  basis  of 
transmission  model  without  RTS/CTS  mechanism, 
c T and s T are  respectively  shown  in  Equation  (12)  and 
Equation (13): 
   
c T H E P DIFS        (12) 
 
s T H E P SIFS ACK DIFS             (13) 
We obtain Equation (14) by solving  1 0 E     . 
 
  
  
22
*
1
41
21
c
c
n n n T
nT
   


   


  (14) 
   
Therefore, we can get maximum revenue expectation 
function   
**
1 1 1 EE     at 
*
1  . 
In this round of channel competition for the throughput 
revenue,  the  compromise 
*
1    in  Nash  Equilibrium  will 
automatically  balance  the  revenue  conflict  among  the 
nodes and impartially allocate throughput revenue to each 
node. 
B. Successful Transmission Rate As Revenue 
According to  the  same  consideration  with the  above 
section, all the nodes try their best to increase their own 
transmission  probability   ,  and  thus  each  node  can 
occupy channel as long as possible so as to achieve more 
revenue  for  successful  transmission.  Such  private 
behavior would cause damage to other nodes’ revenue. In 
competition, the successful transmission rate is taken as 
1606 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHERpurpose,  the  revenue  expectation  function  can  be 
expressed as the following equation. 
     
1
2 1
n
E   

   (15) 
Thus,  the  optimal  object  becomes  the  maximum 
revenue  expectation  function  and  reduces  packets 
collision. As for individual node, the solution is 
*
2 1 n    
by  solving  1 0 E     ;  therefore,  at  the  point 
*
2  ,  the 
function can achieve the maximum 
*
2 E , which is shown 
as follows. 
      *
2
1
*
2 2 2
11
max 1
n
E E E
nn
 


     

 (16) 
The  compromise 
*
2    in  Nash  Equilibrium  will 
automatically  balance  the  revenue  conflict  among  the 
nodes and impartially allocate throughput revenue to each 
node.  In  this  example,  the  individual  optimum  is 
consistent with the total optimum.   
C. Algorithm Workflow 
Our proposed algorithm is the general game modeling 
process (GGMP/CSMA) based on CSMA/CA, where the 
workflow is shown as follows: 
(1)  Solve  1 0 E       so  as  to  get  the  maximum 
revenue 
*
1 E , and the solution is shown in the equation 
(10); 
(2) Solve  2 0 E     , and get the solution 
*
2 1 n   . 
Thus the maximum revenue is 
*
2 E ; 
(3) Solve 
**
1 1 2 2 1 E E E E  , and get the compromise 
*  ; 
(4)  Substitute     with 
*    in  Equation  (7)  and 
Equation (8), and then get  0 CW . 
D. Algorithm Precondition 
According  to  the  analysis  and  expression,  the 
precondition can be summarized as follows: 
Single-hop  Network:  The  majority  of  the  actual 
wireless  network  will  compose  the  cluster  structure.  In 
the  cluster,  each  cluster-head  node  is  located  in  the 
wireless coverage. 
Saturated Network: the study of non-saturated network 
is unworthy in very low data packets collision rate. 
VI.  SIMULATION RESULTS AND ANALYSIS 
A. Simulation Environment 
The  nodes  are  randomly  distributed  in  the  area  of 
500m X 500m in simulation environment. Each node is 
covered  by  wireless  of  each  other.  Our  algorithm 
performance  is  improved  when  the  studied  nodes  are 
different.  When increasing an additional node, a round 
simulation will be performed for 30 seconds.. During the 
course of simulation, data packets are continuous and the 
rate is constant. The simulation parameters are listed in 
Table1. 
TABLE I.   SIMULATION PARAMETERS 
Parameters    Parameter values 
Chanel rate  1Mbps 
Packet size  512 Bytes 
Maxinum avoidance ( m )  5 
MAC head size  34 Bytes 
PHY head size  16 Bytes 
ACK  30 Bytes 
SIFS  10 us 
DIFS  50 us 
Transmission delay (  )    1 us 
Time slot size ( )  20 us 
B. Simulation Result 
In  order  evaluate the  IEEE  802.15.4 and  CSMA/CA 
channel  access  mechanism,  a  practical  and  accurate 
discrete chain model is proposed to dynamically represent 
different  network  loads.  By  computing  the  steady-state 
distribution probability of the packet chain, an evaluation 
formula is obtained for throughput, energy consumption, 
and  access  latency.  Then  we  further  analyze  the 
parameters  that influence  performance  including  packet 
arrival rate, initial compromises exponent and maximum 
number. As we all know that IEEE 802.15.4 protocol is 
proposed  to  meet  the  low  latency  and  energy 
consumption  needs  in  low-rate  wireless  applications, 
however, few analytical models are tractable enough for 
comprehensive  evaluation  of  the  protocol.  In  order  to 
solve game-theory model problem based on carrier sense 
multiple  access  protocol  with  collision  avoidance  in 
wireless  network,  a  game-theory-based  general  and 
compatible  modeling  process  is  proposed,  where  the 
transmission  probability  of  a  node  in  a  slot  time  is 
regarded  as  mixed  game  and  network  performance 
parameter M is taken as revenue function of game so as 
to build M rounds non-cooperative mixed strategy game 
with N gamers. Therefore, a comparison of IEEE 802.11 
with our propsed GGMP/CSMA in network throughput is 
shown in Figure 3.   
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Figure 2.   Relationship between throughput and network capacity 
As  we  can  see  that  the  two  curves  almost  coincide 
when  the  number  of  nodes  is  less  than  60  while 
GGMP/CSMA performancce curve is always above the 
IEEE802.11  performance  curve  when  the  number  of 
nodes is greater than 60. The more nodes is (the network 
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results, which is because saturated networks are one of 
the  prerequisites.  The  saturation  and  non-saturated  are 
decided by a threshed. When the number of nodes is less 
than the  threshold, network  is  saturation and  collisions 
happen  rarely,  but  GGMP/CSMA  does  not  show  its 
superiority. With the increasing of the number of nodes, 
the  collision rate  increases and  the  throughput  starts  to 
decline. When the number of nodes exceeds the threshold, 
GGMP/CSMA  shows  its  superiority  which  has  a 
significantly higher throughput than IEEE 802.11. 
A  comparison  of  IEEE  802.11  with  our  propsed 
GGMP/CSMA  in  packet  loss  performance  is  shown  in 
Figure 3. 
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Figure 3.   Relationship between loss packet rate and network 
capacity 
As we can see that with the increasing of the number 
of nodes, packet loss rate also gradually increases.   
Generally  speaking,  the  loss  packet  rate  of 
GGMP/CSMA algorithm is much less than that of IEEE 
802.11. After the network is saturation, the advantages of 
the GGMP/CSMA in loss packet rate are very obvious. It 
is  worth  noting  that  the  loss  packet  rate  is  inversely 
proportional  to  the  successful  transmission  rate,  so 
GGMP/CSMA  algorithm  has  the  higher  successful 
transmission rate. Thus, different from IEEE 802.11, our 
proposed  algorithm  identifies  the  optimal  carrier  sense 
range  without  considering  the  collision  from 
acknowledgement packet, accumulative interference and 
hidden terminals. The analysis proves that the aggregate 
throughput  can  suffer  a  loss,  if  the  collision  from 
acknowledgement  packet  and accumulative  interference 
is  not  taken  into  account  in  determining  the  optimal 
carrier sensing range. 
In  conclusion,  GGMP/CSMA  algorithm  can  achieve 
better  performance  than  IEEE  802.11  protocol,  such as 
throughput rate and successful transmission rate. 
VII.  CONCLUSION 
In order to solve game-theory model problem based on 
carrier  sense  multiple  access  protocol  with  collision 
avoidance  in  wireless  network,  a  game-theory-based 
general  and  compatible  modeling  process  is  proposed. 
Due to strong compatibility, the algorithm can be adopted 
to  analyze  the  throughput  rate,  the  successful 
transmission rate, and other network performances, such 
as  delay,  fairness  and  energy  consumption,  etc. 
Furthermore, if selecting more networks performances as 
GGMP/CSM  revenue  function,  the  better  performances 
will  be  obtained.  GGMP/CSMA  can  be  applied  to  not 
only wireless sensor networks, but also ad-hoc networks, 
and even other wireless networks which use CSMA/CA 
mode.  The  simulation  experiment  results  show  our 
proposed modeling process has the more throughputs and 
the  lower  drop  performance  than  the  existing methods. 
Further research direction will shift to cooperative game 
from  nuncupative  game  and  applied  to  the  modeling 
process of CSMA/CA protocol. 
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Abstract—The optimization of land use structure is the core 
problem  of  the  land  use  planning,  which  includes  the 
optimization of the spatial allocation and the optimization of 
the  quantity  structure.  Considering  that  the  traditional 
optimization models can not realize an effective unification 
of the land quantity structure and the land spatial allocation, 
this  work  uses  the  bee  colony  optimization  algorithm  to 
build a space optimization model, for the reason that this 
algorithm  has  the  strong  global  optimization  ability.  We 
obtain the transfer matrix of land use types in a land use 
system  and  abstract  it  as  a  network  graph.  Through  the 
networked method and the proposed optimization model, we 
further analyze the land use network. As a result, the major 
changes of the land use types are identified and the stability 
of  land  use  system  is  also  evaluated  from  the  overall 
perspective.  Through  the  numerical  simulations,  we  find 
some  practical  results.  First,  we  find  that  the  dry,  the 
natural grass and the artificial waters are always the major 
changing land types in the land use system. Second, the land 
use system has become more active and yet less stable. Third, 
this proposed model can take full advantage of the spatial 
search ability of bee colony algorithm to simulate the spatial 
pattern of the land use system, and then realize the effective 
unity  of  the  land  use  quantity  structure  and  the  spatial 
structure  under  the  control  of  the  global  multi-objective 
optimization. 
 
Index  Terms—Land  Use  System;  Optimization  Problem; 
Bee  Colony  Algorithm;  Complex  Network  Theory; Major 
Land Use Types 
 
I.  INTRODUCTION 
The structure optimization of land use is the core of the 
optimal allocation of land resources, which has been paid 
the wide attention by scholars. For instance, there are the 
linear programming, the multi-objective optimization, the 
multi-criteria optimization decision, the system dynamics, 
the landscape ecology science, the logistic regression, the 
genetic  algorithms,  the  cellular  automata  and  other 
models [1] [2] [3] [4]. However, most of the traditional 
models  on  the  optimal allocation  of  land resources  are 
favor of the optimization in the number structure of land 
uses, and can not reach an effective unity of the number 
structure  and  the  spatial  structure.  Therefore,  how  to 
effectively match the land use objectives into the specific 
land units is a major research problem. The development 
of  the  computer  technology  and  the  geographic 
information  technology  provides  an important  technical 
support to the spatial analysis of the land resource uses 
during  the  decision-making  process.  Additionally,  the 
optimization  of  the  land  use  system  is  often  a  multi-
objective optimization problem. It has been proved that 
the traditional mathematical methods have been unable to 
meet a lot of high-performance optimization calculation 
[5]. Therefore, in order to achieve the optimal allocation 
of  land  resources  and  promote  the  development  of  the 
structure  optimization  of  land resources,  many  scholars 
focus  on  combining  the  intelligent  optimization 
algorithms with GIS functionality and building the model 
of  the  land  use  system.  Furthermore,  a  logical  back 
regression  model  and  the  genetic  algorithm  were  also 
used  to  tackle the  land use  optimization  [6]  [7]  [8]. A 
multi-objective  hybrid  model  of  cellular  automata  was 
constructed  [9].  The  urban  expansion  was  studied  by 
using the cellular automata [10-12]. However, although 
the algorithm has strong global optimization ability, the 
program  implementation  is  more  difficult  when  the 
complex  coding  is  involved  and  the  correlation  is  not 
strong  for  the  spatial  search.  Moreover,  the  cellular 
automata  can  not  search  across  space  due  to  the 
neighborhood  shackles.  Note  that  the  particle  swarm 
optimization  is  an  evolutionary  algorithm  which  is 
capable of parallel processing and analysis for the multi-
dimensional  and  non-continuous  decision  space,  some 
scholars  have  applied  the  particle  swarm  optimization 
algorithm  into  space  optimization  field  and  built  the 
particle  swarm  optimization  model  for  tackling  this 
problem  [13]  [14].  For  example,  based  on  the  existing 
research for the land space optimization model, the land 
use  spatial  optimization model  is  built  by  adopting the 
particle swarm population spatial distribution to simulate 
the land use spatial pattern. 
With  the  warming  of  the  global  environment,  the 
deterioration of ecological environment, the shortage of 
resources, and many other global issues, the research on 
land use system has also become an important research of 
the  global  environmental  change  [15].  It  is  of  great 
significance  to  understand  the  past  changes  on 
environment,  obtain  a  suitable  way  on  using  the  land 
resources  and  improve  the  ecological  environment. 
Especially, the current study on the identification of the 
key land changes is relatively small. In addition, most of 
researches  identified  the  key  land  changes  through  the 
size variation of the land classes [16] [17]. However, the 
change number can not fully reflect the position and the 
role of the area classes, for the reason that this did not 
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within a land use system. In addition, the related research 
on  the  stability  of  the land  use  system  is  very  limited. 
Actually,  the  stability  is  an  important  indicator  for  the 
sustainable development of a land use system. The main 
method  also  did  not  give  full  consideration  to  the 
integrity of the land use system and the control ability of 
individuals to the whole land use system. On the other 
hand, the complex network as an important method of the 
sociological study has been proved to solve this kind of 
problem well. At present, the complex network has been 
widely  used  in  various  complex  systems,  such  as  the 
industry system, the Internet, the traffic system and the 
spread of disease [18] [19] [20] [21] [22]. It is because 
that  the  complex  network  theory  could  analyze  the 
individual  behavior  and  the  relationship  between  them 
from the whole perspective of the system.  
In  this  paper,  the  transfer  matrix  of  the  network 
structure in a land use system is obtained by collecting 
the data first. In the land use network, the nodes represent 
the  land  use  types  and  the  connections  represent  the 
conversions between different land use types. Based on 
the existing research, a land space optimization model is 
built.  This  model  takes  advantage  of  the  space  search 
feature of the bee colony optimization algorithm. In the 
model,  we  use  the  bee  colony  spatial  distribution  to 
simulate the spatial patter of the land use system. In order 
to show the effectiveness of the proposed model and the 
approach,  we  give  a  case  study. The  simulation results 
show  that  the  proposed  model  is  very  effective  to 
integrate the quantity structure optimization into the land 
use spatial allocation optimization. In addition, the major 
changes in land use types are identified by the proposed 
model. We find that the stability of land use system could 
be optimized through protecting those major changes in 
the land use types.  
II.  PROPOSED SCHEME 
A. The Complex Network Approach for Land Use System 
There are a lot of complex systems in nature. These 
systems  are  able  to  be  described  quantitatively  by  all 
kinds of complex networks. A typical complex network 
usually includes two important parts which are nodes and 
edges  respectively.  Among  them,  the  nodes  represent 
different  individuals  in  the  real  system,  and  the  edges 
represent  the  relationships  between  these  individuals. 
Those  connections  can  be  divided  into  directed 
connections and undirected connections according to the 
direction  of  connections.  In  addition,  according  to  the 
attributes  of  connections,  they  can  be  divided  into 
weighted  connections  and  unweighted  connections.  In 
principle,  a  complex  network  can  be  divided  into  four 
categories:  directed  and  weighted  network,  undirected 
and weighted network, directed and unweighted network 
and undirected and unweighted network. 
In this paper, the transfer matrix of land use and cover 
change can be described by complex network. The land 
use types are regarded as the nodes in network, and the 
reciprocal  transformations  between  different  land  types 
are  edges  in  network.  It  is  a  directed  and  weighted 
network.  The  direction  of  this  network  is  clear.  For 
example, the natural grass land could be converted into 
the dry land. The network analysis method is adopted as 
the following. Figure 1 and Figure 2 show the network 
structure graph of transfer matrix in different periods. In 
Figures  1  and  2,  the  arrows  represent  the  direction  of 
connections  and  the  thickness  of  an  edge  refers  to  the 
transfer amount.  
 
 
Figure 1.   The network structure graph of transfer matrix in years from 
1998 to 2005 
 
Figure 2.   The network structure graph of transfer matrix in years from 
2006 to 2010 
Based  on  the  network  structure  graph  of  transfer 
matrix  in  the  land  use  system,  we  propose  some 
measurements  for  the  land  use  network  based  on  the 
complex network theory in the following. 
1) Degree 
The node degree is a metric for a node in the network, 
which is the most fundamental and important attribute for 
network  nodes.  That  is,  the  degree  of  a  node  is  the 
number  of  connections  which are  connected  with  it.  In 
the network, each node is closely related with other nodes, 
while the connection levels are different. Therefore, the 
behaviors of them in the network are different. The node 
degree value can measure this difference to some extent. 
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structure of transfer matrix refers to the amount of land 
use  types  which  have  a  direct  conversion  relationship 
with this land type. The network in this article belongs to 
the directed and weighted network. 
2) Betweenness  
The key nodes have an important role in controlling 
the entire network. It is a necessary and basic problem 
that we could propose a quantitative analysis method to 
find those  key  nodes  for  the  network.  There  are many 
methods  on  the  identification  of  key  nodes  in  recent 
research.  However,  only  the  degree method  can not  be 
accurately  identify  the  importance  of  the  nodes.  The 
betweenness  of  nodes  could  reflect  the  role  and  the 
control  capacity  of  the  corresponding  nodes.  It  is  an 
important indicator to characterize the status of each node 
in  the  network  from  a  whole  perspective.  The 
betweenness is a quantitative indicator to identify the key 
nodes  in  the  network.  The  greater  the  value  of  the 
betweenness,  the  more  important  the  status  of  the 
corresponding  node  is.  In  the  process  of  land  use  and 
cover change, the land type with the largest betweenness 
value  mainly  plays  the  role  of  a  bridge.  For  example, 
there  is  no  mutual  transformation  relationship  between 
water and building, but cultivated land as a bridge builds 
a pattern of water, cultivated land and building, which has 
a  controlling  role  to  a  certain  extent  in  the  mutual 
transformation between water and building. In addition, 
the land types with the key changes control the activity of 
the transition matrix network. If the land types with the 
key changes disappear, then some transformed processes 
do  not  exist.  It  would  be  the  key  land  type  and  their 
controlling action in the process  of land use and cover 
change is strongest. The formula of the node betweenness 
is given as follows. 
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where  k B  is  the  betweenness  of  node  k ,  () ij bk is  the 
number of the shortest paths which are through node k  
between node i  and node  j , and  ij b  is the number of all 
the  shortest  paths  between  node  i  and  node j .  The 
number of nodes in the entire network is  N . 
B. The Dynamic Model for Land Use Network 
In the land use network, the capacity of a land type is 
limited  due  to its  cost. The maximum load  flow  is the 
capacity of the land type. In this article, it is assumed that 
the  capacity  i C  of  a  node  i  is  related  closely  with  its 
initial betweenness  (0) i B , i.e.,  
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where the parameter   is the tolerance parameter. This 
parameter  controls  the  capacity  of  the resistance  to the 
some natural disasters.  
Note that when the node i which represents a land type 
malfunctions,  it  will  produce  some  influence  on  its 
neighboring  nodes.  Therefore,  we  assume  that  the 
neighboring node j will obtain the additional load, which 
is distributed according to the following expression.  
  ( 1) ( ) j j ij L t L t L      (3) 
The redistributed load of a failure node i  depends on 
the  preferential  probability,  which  is  defined  as  the 
following. 
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where  i H  is the set of neighboring nodes. That is to say, 
after  node  i  failures,  the  distributed  load  on  the 
neighboring node  j  is given according to the following 
expression. 
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When  ( 1) jj L t C  ,  the  land  use network maintains 
balance. When  ( 1) jj L t C  , the node j will failure. This 
could  cause  further  the redistributing  of  the  load,  even 
result in the breakdowns of the land use system. That is to 
say, in this paper the expression of the failure probability 
p is adopted as the following. 
 
()
0 (1 ) ,
( 1)
()
1 (1 ) ,
( 1)
ij
ij ij
j ij
ij
ij ij
j ij
bk
b
LL
NN
p
bk
b
LL
NN






   
    


   
  


  (7) 
Based  on  this  measurement,  we  propose  a 
measurement to evaluate the invulnerability of the land 
use  network.  The  standard  deviation  of  degree  weight 
effect  on nodes  in the network  is  used  to  measure  the 
balance of the node importance so as to achieve a balance 
of the network flow and then to reach the enhancement of 
the network invulnerability. Thus, it will not lead to be 
partially paralyzed and not connected because a simple 
land type failures. Additionally, the invulnerability of the 
land  use  network  would  be  improved  from  the  global 
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land use network is given as the following. 
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Here 
 
1
1
N
i
i
BB
N 
    (9) 
where  N  is the number of nodes in the network;  i B  is 
the  betweenness  of  node  i  and  B is  the  average 
betweenness weight level. When the standard deviation 
value F is small, it indicates that the importance of nodes 
in the network is more balanced and the flow of the land 
use  network  is  more  decentralized.  This  indicator  can 
characterize the invulnerability of the network to a certain 
extent. 
III.  NUMERICAL RESULTS AND APPLICATION 
ANALYSIS  
A. Experimental Design Based on the Proposed Model 
The  bee  colony  algorithm  simulates  the  process  of 
honey bees, through communication, transformation, and 
collaboration between the different bees to realize swarm 
intelligence  [23].  In  the  bee  colony  algorithm,  each 
alternative  solution  is  called  a  food  source,  and  honey 
bees process is the process of searching for the optimal 
solution. In this algorithm, the value of the food source is 
reflected  by  the  fitness  function,  which  is  the  decision 
function  of  the  algorithm  and  directly  determines  the 
optimal direction. The goal of the whole system is to gain 
the optimal solution of the fitness function. The artificial 
bee  colony  is  composed  of  three  types  of  bees:  the 
employed bees, the observation bees and the scouts. The 
employed bees are corresponding with their food source 
which is the search target of them. The employed bees 
recruit more bees to collect the appropriate food source 
by  sharing  information  with  other  bees.  The  sharing 
degree  of  information  is  proportional  to  the  nectar 
amount of food source. Scout bees search randomly new 
food sources near hive. This could enhance the ability of 
the  algorithm  to  escape  from  local  optimization.  The 
observation bees obtain information of food sources from 
the worker bees, and then choose food source acquisition 
according to the roulette way. It has an important role for 
the  convergence  process  of  the algorithm.  A  variety  of 
information of bee colony algorithm is exchanged in the 
dance area. All observation bees are waiting in the bee 
dance  area,  and  select  the  appropriate  source  of  food 
acquisition based on the observed dancing. The detailed 
process is as the following. 
1) We select that the swarm size is SN . That is, the 
number of food sources is  SN . There is a scout bee, and 
worker bees, observation bees are for the remaining 
1
2
 of 
bees, respectively.  
2) Initialize  each  food  source  and  then  generate  SN  
food sources: 
12 , ,..., SN S S S  
 
 
Figure 3.   The flow chart of the proposed algorithm 
3)  Place  those the  worker  bees  on  each  food  source 
and then calculate the fitness function  i fit  of each food 
source i  (1 i SN  ). 
4) According to the fitness function value of the food 
sources,  observation  bees  are  recruited  with  roulette 
selection  method,  and  the  calculation  formula  of  the 
selection probability is as the following. 
 
1
i
i SN
k
k
fit
p
fit



  (10) 
In the simulations, this work uses equation (8) as the 
fitness function. 
5) In order to obtain a candidate food position from the 
old  one,  a  new  food  source  location  ij v  is  calculated 
through the following equation in the each iteration. 
    ( ) 1,2,..., ij ij ij ij kj v x x x i SN       (11)  
where  1,2,..., jn   and  ij   is a random number between 
[−1, 1].  
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around  ij x  is controlled by this number. If  ii newfit fit  , 
then the old food source is given up, and the bee go into 
the next round iteration and choose the new food source; 
If  ii newfit fit  , then old food source is retained. 
6) In the artificial bee colony algorithm, if a solution is 
not improved after the limit cycles, then the solution will 
be lost. The value of predetermined cycle number is an 
important parameter. This parameter is called the limit for 
abandonment. It is assumed that the abandoned source is 
i x , then  the  scout  bees  would  obtain  the new  solution 
according to the following expression.  
    min max min (0,1)( )
j j j j
i x x rand x x      (12) 
7)  1 cycle cycle   
8) until cycle n   
Note that the bee colony algorithm process is mostly 
presented  for  the  maximization  problem.  However,  the 
minimization  problems  could  be  solved  by  the 
modification of the fitness function. The algorithm in this 
work  uses  equation  (8)  as  the  fitness  function  and 
searches  for  its  minimal  value.  The  flow  chart  of  this 
algorithm for solving land use problem is given below, as 
shown in Figure 3. 
B. Simulation Results 
In order to prove the effectiveness of our approach, the 
nodes with high degree and the nodes with high important 
degree  according  to  our  proposed  measurement  are 
deleted, and then we further analyze the invulnerability of 
the  land  use network  in the  previous  land  use network 
and  the  optimized  land  use  network,  respectively.  The 
weight  percentage  between  the  number  of  the  affected 
land types and the number of total land types is calculated 
after a node is deleted. Figure 4 and Figure 5 show the 
affected  weight  percentage  by  deleting  the  five  nodes 
with the high degree and deleting the five nodes with the 
high importance degree, respectively. From Figure 4, it 
can be seen that the five land types with high degree in 
the previous planning program take up 71.6%. After the 
five land types are deleted intentionally, the number of 
the affected land types increases sharply in the previous 
planning. After the optimized planning is adopted in this 
case  study,  the  number  of  the  affected  land  types  is 
62.1% of the total number when all the five land types 
with high degree are deleted. From Figure 5, we can see 
the similar phenomenon. When the five nodes with the 
high importance degree failure, it also can be seen that 
the weight percentage between the number of the affected 
land  types  and  the  number  of  total  land  types  in  the 
previous planning is more higher than the affected weight 
percentage  under  the  optimized  planning.  It  is  because 
that the weight values of these important land types are 
decreased a little relatively. This could make the ratio of 
those  affected  land  types  decreased.  In  addition,  the 
general characteristics of planning scheme could maintain. 
This also shows that the invulnerability of the optimized 
land  use  network  is  better  than  that  in  the  original 
program. At the same time, by comparing Figure 4 and 
Figure 5, it can be seen that the failures of the nodes with 
the  high  importance  degree  according  to  our  proposed 
method lead to more affected land types than that which 
is  caused  by  the  failures  of  the  nodes  with  the  high 
importance  degree.  Therefore,  we  should  pay  more 
attention  to  those  key  nodes  according  our  proposed 
method because the damage degree triggered by them is 
more serious than the nodes with high degree. 
Next, we delete five nodes randomly so as to compare 
the results of the random deletion with the results of the 
intentional  deletion.  Similarly,  the  weight  percentage 
between the number of the affected land types and the 
number of total land types is calculated after a node is 
deleted  randomly,  which  are  shown  in  Figure  6  and 
Figure 7. 
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Figure 4.   The affected weight percentage by deleting the five nodes 
with the high degree 
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Figure 5.   The affected weight percentage by deleting the five nodes 
with the high importance degree according to Eq. (1) 
As can be seen from Figure 6 and Figure 7, when the 
random deletion is adopted, the proportion of the number 
of the affected the land types and the overall number of 
land types before and after optimization are quite close. It 
is because that the total number of the land types in the 
land  use  network  before  and  after  optimization  is 
essentially the same. Additionally, the program after the 
optimization just makes the previous land type program 
properly  balanced. Therefore, when multiple land types 
are corrupted simultaneously programs, the total number 
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after the optimization. On the other hand, it also shows 
the  optimized  solution  would  not  change  the 
characteristics  of  the  overall  network  in  the  original 
proposal. The upper limit of the optimized solution is less 
than that of the original proposal, and the lower limit of 
the optimized solution is also less than that of the original 
proposal,  which  indicates  that  the  land-use  network  is 
more  easily  collapse  and  becomes  a disconnected  state 
and even a standstill state when the original program is 
adopted. 
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Figure 6.   The weight percentage between the number of the affected 
land types and the number of the total land types by the random deletion 
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Figure 7.   The weight percentage between the number of the affected 
land types and the number of the total land types by the random deletion 
C. Application Analysis of the Optimized Results 
Furthermore,  we  give  the  spatially  explicit  transition 
between  land  use  types  in  the  optimal  spatial  pattern, 
which is shown in Table 1. In Table 1,  , , , , , , , a b c d e f g T  
represent  the  dry  land,  the  grass  land,  the  forest  land, 
other agricultural land, the building land, the waters, the 
unutilized land and the total number, respectively. 
Through  the  comparative  analysis  of  the  optimal 
allocation scheme and the present spatial layout scheme, 
it can be seen that the space layout on the unused land, 
the dry land and the construction land in the optimization 
process  changes  in  the  larger  degree.  In  particular,  the 
number of the arable land increases and the quality of the 
arable land greatly improves. In the new agricultural land, 
the land proportions which are derived from the unused 
land and grass land increases, accounting for 58.87% and 
35.03%. This indicates that the study of the unused land 
has  the  great  development  potential.  In  the  other  land 
types  which  are  converted  from  the  dry  land,  the 
proportion  of  the  construction  land  and  the  returning 
farmland  to  forest  land  is  high,  which  accounts  for 
39.62% of and 38.33% of the total conversion number. 
The  increasing  construction  land  is  mainly  converted 
from the cultivated land, the unused land and the garden 
land. The unused land mainly transfers to the cultivated 
land, the construction land and the other agricultural land. 
TABLE I.   THE SPATIALLY EXPLICIT TRANSITION OF LAND USE 
TYPES IN THE OPTIMIZED LAND USE STRUCTURE 
The current 
land use types 
The optimized land use structure 
a  b  c  d  e  f  g  T 
a  0  39  118  72  162  0  0  391 
b  87  0  89  0  75  0  0  251 
c  0  15  0  38  0  0  0  53 
d  197  5  36  0  0  0  0  238 
e  0  2  0  0  0  0  6  8 
f  0  0  2  1  0  0  0  3 
g  276  0  32  82  113  0  0  503 
T  560  61  277  193  350  0  6  1447 
IV.  CONCLUSIONS AND FUTURE WORK 
For  the  research  of  the  land  use  planning,  the 
optimization of the land use structure is the core problem. 
This problem is mainly composed of the optimization of 
the  spatial  allocation  and  the  optimization  of  quantity 
structure.  Although  there  have  shown  many  proposed 
traditional  optimization  models,  these  optimization 
models can not reach an effective unification of the land 
amount  structure  and  the  land  spatial  structure. 
Considering that  the  bee  colony  optimization algorithm 
has  the  features  of  the  space  flight  search  feature  and 
strong global optimization ability, we introduce the new 
bee  colony  optimization  algorithm  to  build  a  spatial 
allocation optimization model of the land use network in 
this  article.  Moreover,  this  model  also  considers  the 
economic benefit, the ecological benefit and land types as 
objectives.  We  employed  the  proposed  model  and  the 
approach to the land use spatial pattern in a country. As a 
result,  the  optimal  land  use  structure  is  obtained.  In 
addition, the transfer matrix of the land use as a network 
is analyzed in this paper. The major changing land types 
in the land use system are identified. Based on this, the 
invulnerability  of  the  optimized  land  use  system  is 
assessed and analyzed from the overall perspective of the 
land  use  system.  As  a  result,  we  find  some  practical 
results.  It  has  been  seen  that  the  dry  land,  the  natural 
grass land and the artificial waters are always the major 
changing land use types in the transfer matrix of the land 
use network. We also find that the land use system has 
become more active and at the same time is less stable. In 
addition,  this  model  can  take  advantage  of  the  spatial 
distribution  of  the  bee  colony  to  simulate  the  spatial 
pattern  of  the land use  types.  Therefore, this  work  can 
realize  the  effective  unity  of  the  land  use  quantity 
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global optimization. 
At  the  same  time,  in  order  to  enhance  the 
invulnerability  of  the  land  use  network  against  natural 
disasters, this work puts forward an index to evaluate the 
importance  of  the  land  use  types.  The  standard 
differential  indicator  is  presented  to  measure  the 
invulnerability of the land use network, without changing 
the  existing  network  structure.  Furthermore,  the  bee 
colony optimization algorithm is adopted to optimize the 
land  use network.  The  simulation results  show  that the 
invulnerability  of  the  land  use  network  under  the 
optimized  program  is  better  than  that  in  the  original 
planning.  In  addition,  we  find  that  the  number  of  the 
affected land types in the optimized land use network is 
significantly less than the number in the original planning 
under intentional deleting nodes. Multiple test results also 
indicate  that  the  land  use  network  in  the  previous 
planning  is  more  vulnerable.  That  is,  it  is  easy  to  be 
paralyzed when the intentional deletion is adopted. It can 
be seen that we should partially transferred several land 
types to their neighboring land types and thus realize the 
appropriate balance of the allocated flow. In this way, we 
could enhance the robustness of the land use network and 
also match the current class changing needs.  
Therefore, the proposed optimization model provides a 
new  method  for  the  optimal  planning  of  the  land  use 
types  in  the  land  use  system.  This  work  could  also 
enhance the  invulnerability  of  the  land  use  system  and 
promote the economic benefit on the basis of saving the 
cost.  Future  work  would  further  model  the  land  use 
system as the directed network and obtain the optimized 
results. It is also expected that the proposed optimization 
model  may  help  us  to  promote  the  construction  of  the 
land use system.  
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Abstract—In  face  recognition,  illumination,  blur  and  one-
sample are three main influence factors, in order to solve 
these  problems,  we  propose a  new  face  descriptor  named 
LGPQ(local Gabor phase quantization), which is based on 
Gabor and Local Phase Quantization(LPQ), wherein Gabor 
has characteristic of multi-scale and multi-orientation, and 
LPQ  takes  characteristic  of  blur-invariant.  Through  the 
combination of the two characteristics, when testing on four 
different  subsets  of  FERET  database  which  contains 
changes of illumination, age and one-sample, LGPQ could 
obtain  more  effective  performance  than  LBP,  LGBP  and 
LPQ, especially on subset of changes of age. 
 
Index Terms—Extraction of Face Feature; Gabor Wavelet; 
Local Phase Quantization; Local Gabor Phase Quantization; 
Preprocessing  of  Face  Image;  Similarity  Measurement; 
Single Sample; FERET Database 
 
I.  INTRODUCTION 
At present, Face recognition becomes one of the most 
popular  research  areas.  A  practical  face  recognition 
system  often  contains  four  steps:  face  detection,  face 
alignment, face description and face recognition. In this 
paper,  We  focus  on  face  description  since  it  plays  an 
important role in the following step of face recognition. 
Effective face description usually takes the properties of 
small  distance  within  class  and  large  distance  between 
classes.  Poor  description  for  face  representation  could 
hardly lead to a high accuracy performance, even if we 
use best classifier.  
It is well known that many factors affects the quality of 
face image, such as changes in posture, illumination, age, 
facial expression and so on. These factors may result in a 
lot of difficulties for face recognition. On the other hand, 
sometimes there is only one face image could be obtained 
as  in  training  data.  Thus,  to  develop  an  effective  and 
robust face representation algorithm which helps to get 
high performance in recognition under different changes 
is  a  challenging  issue,  especially  when  using  a  single 
sample for training. 
Recently, more and more algorithms about face feature 
extraction  had  been  developed.  Compare  with  classical 
subspace learning methods, such as PCA [1], LDA [2], 
which  are  based  on  statistics,  local  feature  description 
method [3, 4, 5] receives more attention in recent years. 
Local  feature  descriptors  have  advantage  of  avoiding 
changes  of  illumination  and  facial  expression.  For 
example,  Gabor  [4],  which  based  on  multi-scale  and 
multi-orientation,  has  an  enhanced  robustness  against 
these  illumination  and  expression  influences,  filtering 
with Gabor filters could capture local image changes by 
specific spatial frequency, spatial locality and orientation 
selective,  these  characteristics  make  algorithms  which 
based  on  Gabor  filters  robustness  and  obtain  efficient 
accuracy on face recognition. Besides, LBP [5] is also a 
very effective method to describe the local texture of face 
image, LBP describes the neighboring changes of every 
image  pixels, althrough  it  is  very  simple,  it  is an  very 
effective  way  to  describe  faces  and  its  computational 
complexity is also very low, so it is widely used in the 
face  recognition,  LBP  can  also  obtain  very  effective 
accuracy on Fafb, Fafc in FERET database. In addition, 
the combination of LBP and Gabor [6] is considered as 
an  important  foundation  for  local  feature  description 
methods, and it has been put into practice successfully, 
Gabor  features  could  calculated  by  convolving  images 
with  a  lot  of  Gabor  filters  in  different  scales  and 
orientations,  and,  LBP  operator  operates  on  every 
magnitude  image  of  Gabor  filtering  to  extract  effective 
local descriptors, in addition, based on Gabor and LBP, 
there exist derivative methods such as POEM [7, 8, 13], 
In addition, other local descriptors, such as SIFT [15] and 
HOG [16] are also effective descriptors in natural image. 
Such descriptors first need to detect interest points and 
then extract patch descriptor, the calculation complexity 
of such SIFT or HOG is similar to Gabor, however, the 
ability of description of local face image is worse than 
Gabor, so, it does not use widely for face recognition like 
Gabor. 
For face preprocessing, a robust algorithm Illumination 
preprocessing had been proposed by Tan [9]. It simulates 
the  process  of  contrast  equalization  in  the  mammalian 
visual system to remove the strong impact of illumination 
variation in the face image. The preprocessing of an face 
image contains four steps: Gamma Correction, Difference 
of  Gaussian  (DoG)  Filtering,  Masking,  Contrast 
Equalization. Through above steps for preprocessing of 
an face image, the influence of illumination changes can 
be  eliminated  while  still  preserving  the  essential 
appearance details that are needed for recognition.  
For faces under changes of blur, An algorithm called 
local  phase  quantization  (LPQ)  is  proposed  by  Ahonen 
et.al  [10],  Local  phase  quantization  (LPQ)  is  a  novel 
method which is used for recognition of blurred faces and 
is  based  on  quantizing  the  Fourier  transform  phase  in 
local neighborhoods, in face image analysis, histograms 
of LPQ labels computed within local regions are used as 
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doi:10.4304/jnw.9.6.1617-1623a  face  descriptor  similarly  to  the  widely  used  LBP 
method for face image description. It could obtain good 
performance in face recognition by effectively removing 
the  impact  of  Gaussian  distribution  blurring  on  facial 
image [11].  
In this paper, we propose a new face descriptor called 
local Gabor Phase Quantization (LGPQ), the descriptor is 
the combination of face preprocessing which is based on 
Tan’s  algorithm,  Gabor  and  LPQ,  through  face 
preprocessing and Gabor filtering, it could capture local 
texture  of  face  image  effectively,  and  through  the 
combination  of  LPQ  and  Gabor, LGPQ  which is more 
robustness than Gabor and LPQ respectively could avoid 
the impact of illumination changes, blurring. In addition, 
we can find that the new descriptor could obtain effective 
performance  on age  changes, through the  validation  of 
four subsets of FERET database, We can demonstrate the 
above viewpoint.  
In the following sections, the second section describes 
the algorithm of stages of feature extraction. The process 
includes  three  steps:  the  preprocessing  of  illumination, 
Gabor feature extraction and LPQ feature extraction. The 
experiment  will  be  depicted  in  the  third  section.  Our 
algorithm will be tested in four standard test subsets (fafb, 
fafc, dup1, dup2) in the FERET database. And we also 
analyse  the recognition performance  after  blurring  with 
different  Gaussian distributions.  At  last,  the  conclusion 
will be presented in the fourth section. 
II.  EXTRACTION OF FACE FEATURE 
A. Preprocessing of Face Image 
As showed in the figure 1, there are three steps in the 
preprocessing  of  face  recognition:  Gamma  correction, 
filtering  by  difference  of  gauss  (DoG)  filters  and 
normalization of contrast. A brief analysis of parameter 
setup in these preprocessing steps will be presented in the 
following. More details could be found in Tan ‘s work1. 
 
                 
 (a)                                    (b) 
 
                    
 (d)                                        (c) 
Figure 1.   (a) Source, (b) Gamma Correction, (c) DoG, (d) Contrast 
Normalization 
1)  Gamma Correction 
Gamma  correction  is  a  nonlinear  transformation  of 
gray  values  in  the  images.  For  an  image  I,  the 
transformation of gray values in I usually be implemented 
by  the  nonlinear  transformation  such  as   ( 0) I
    or 
log( ) I . The purpose of this operation is to enhance the 
dynamic  range  of  gray  values  in  the  dark  part  in  the 
image  and  also  to  compress  the  gray  values  in  the 
highlight  section.  In  our  work,   ( 0) I
    will  be  used 
and  0.2   .. 
2)  Difference of Gaussian (DOG) Filtering 
After  Gamma  correction,  DoG  filtration  will 
effectively extract the high frequency part of the image 
and further enhance the contours feature in the face image. 
Multi-scale  convolution  filtering  on  the  image  I  is 
implemented  by  taking  two  different    of  single 
Gaussian  kernel  presented  in  equation  (1).  By 
computation  of  the  difference  between  results  of  two 
different scales filtering, we obtain difference image I 
of  DoG  (equation  (2)).  The  visualization  of  DoG 
convolution  kernel  is  presented  in  Figure  2  when 
12 1,  2   . 
 
22
2 2
1
( , ) exp[ ]
2 2
xy
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Figure 2.   DoG Kernel ( 12 1,  2   ) 
3)  Contrast Normalization 
The  last  step  of  preprocessing  of  face  recognition  is 
contrast normalization. In order to normalize the range of 
gray values in image I to ( , )   , three processing phases 
in this step described as follows: 
  1/
( , )
( , )
( (| | ))
I x y
I x y
avg I
    (3) 
  1/
( , )
( , )
( (min( ,| | )))
I x y
I x y
avg I
 
    (4) 
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( , )
( , ) tan( )
I x y
I x y 

   (5) 
where    is  a  strong  compression  factor  to  reduce  the 
maximum  value  in  the  result  of  DoG  filtering;   is  a 
threshold value to truncate the maximum value;  () avg   is 
the computation of average of the whole image; min(,)  
is the minimum of value and the pixel gray value in the 
image. We make  0.1    and  10    in this paper. 
 
 
 
 
 
 
 
 
 
 
 (a) 
 
 
 
 
 
 
 
 
 
 (b) 
Figure 3.   (a) Gabor Filters with 5 scales and 8 orientations (b) Gabor 
Magnitude of Figure 1(d) 
B. Gabor Feature Extraction 
Gabor filter simulates the receptive fields of the simple 
cells  of  primate  visual  cortex  and  extracts  the  salient 
features, such  as  spatial  location,  orientation  selectivity 
etc. What’s more, Gabor filter could extract features from 
multi-scale  and  multi-direction  frequency  space.  Based 
on this, Gabor wavelet is used broadly in face recognition 
2,  3  to  achieve  the  global  and  local  analysis  of  face 
feature.  We  apply  the  Gabor  filter  to  the  face  image 
which is illumination preprocessed, to extract multi-scale 
and  multi-direction  face  feature.  Gabor  filter  4is 
described as follow: 
2 2 2 2
,,
2
( || || || || /2 ) , /2
, 2
|| ||
( ) [ ]
z k z ik k
z e e e
      
 

     (6) 
where  ( , ) z x y  ; || ||   is the norm operator;  ,
i k k e
 
    , 
max / k k f

  ,  /8     ;  ,  are the  orientation  and 
scale  of  Gabor  filter, respectively.  We  choose  5  scales 
and  8  orientations  ( {0,1,2,3,4}   , 
{0,1,2,3,4,5,6,7}   )  as  showed  in  figure  3  (a).  By 
executing  convolution  between  face  image  and  Gabor 
filter, we  gain  the response(showed  in  figure  3  (b))  of 
Gabor filter with specific scale ( ) and orientation ( ) 
defined by 
  , ( , , , ) ( , ) ( ) G x y f x y z       (7) 
where   is convolution operator.  
 
 
 
 
 
 
 
 
 
 
Figure 4.   LPQ maps of Figure 3(b). In this paper, we call it LGPQ 
C. Local Phase Quantization 
Local phase quantization (LPQ), which quantizing the 
Fourier transform phase in local neighborhoods [13], is 
an  important  part  in  our  algorithm.  In  LPQ,  phase 
information is extracted from local neighborhood  x N  at 
each pixel position of face image  () Ix. The spectra of 
x N  is  computed  using  a  short  term  Fourier  transform 
defined by 
 
2 ( , ) ( )
x
j u y
yN
F u x I x y e
 

    (8) 
where  12 { , , , } N x x x x   consist  of  simply  1-D 
convolution  for  the  rows  and  columns.  The  Fourier 
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points 
1 [ ,0]
T uf  ,  2 [0, ]
T uf  ,  3 [ , ]
T u f f  ,  4 [ , ]
T u f f , 
where  f  is a sufficiently small scalar. By doing this, we 
get a vector for each pixel in the image: 
  1 2 3 4 ( ) [ ( , ), ( , ), ( , ), ( , )] F x F u x F u x F u x F u x    (9) 
The  phase  information  can  be  calculated  using  a 
simple scalar quantization: 
1   if  0
0   oherwise
j
i
s
q
    
 
 
where  j s  is  the  j-th  component  of  the  vector 
( ) [Re{ ( )},Im{ ( )}] S x F x F x  . 
Then, the label image  () LPQ Ix  is represented as 
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1
( ) ( )2
j
LPQ j
j
I x q x


   (10) 
Figure 4 shows the LPQ maps of Figure 3 (b). 
D. Similarity Measurement 
The  face  feature  descriptor  described  above  is 
unsupervised. In the practical application, it is necessary 
to study the similarity between two face descriptors. In 
this  paper,  we  use  chi-square  distance  to  measure  the 
similarity of the result histograms formed by LGPQ as 
follows, suppose that len  be the length of the histogram 
(number  of  bins),  the  chi-square  distance  between  two 
histograms ( 1, 2 hist hist ) is defined as: 
 
2
1
( 1( ) 2( ))
( 1, 2)
1( ) 2( )
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x
hist x hist x
ChiSquare hist hist
hist x hist x 


    (11) 
III.  EXPERIMENT 
FERET database is one of the most popular databases 
in the field of face recognition. We adopt standard test 
methods and standard test datasets provided officially by 
FERET. The test dataset we used includes one training 
(gallery)  set  and  four  test  sets.  There  are  1196  face 
images (1196 classes) in gallery set. Four test sets include: 
fafb  (1195  images)  with  small  changes  in  facial 
expression, fafc (194 images) with varying illumination, 
dupl  (722  images)  with  0-34 months age  variation  and 
dup2 (234 images) with at least 18 months age variation. 
Among  these  four  test  sets,  fafb  is  much  easier  for 
recognition. In the experiment, we get the standard size of 
the  face  images  (88× 128)  firstly  by  correcting  the 
coordinates of two eyes to the same horizontal line and 
zooming  the  interocular  distance to  the  same  size. The 
figure 5 shows five standard samples from gallery set. 
We perform two experiments on four standard test sets 
described  above  in  this  paper.  One  is  to  test  the 
performance  of  nearest  neighbor  recognition  of  our 
method, and the other is to test the performance of our 
method when the test sets are blurred by Gaussian kernels 
with different sigma. 
 
      
 
   
Figure 5.   Five samples of gallery on FERET 
A. Standard Test in FERET  
There are two steps in our experiment: 
1. feature extraction 
Face features are extracted from images in sets gallery, 
fafb, fafe, dup1 and dup2. The details of the process are 
described subsequently: 
1) When standard face image (88× 128) get through the 
preprocessing for varying illumination and filtering with 
Gabor filters for five scales and 8 orientations, there will 
come out with 40 Gabor amplitude images. Similar to the 
work in [4], we divide every amplitude image into 8× 8) 
blocks (each block’s size is 11× 16)) so that the spatial 
distribution of face image can be kept. 
2)  The  LPQ  descriptor,  which  is  expressed  as  8-bit 
binary code (the range of value is between 0 and 255), 
will be extracted from each block. The LPQ descriptors 
from  all  blocks  will  be  cascaded  to  form  the  feature 
vector, which has dimension of40× 8× 8× 256=655360). In 
order to avoid the curse of dimension, vector quantization 
of  different  levels  to  the  original  LPQ  descriptor  is 
necessary. Here we make uniform quantization LPQ to 8, 
16, 32, 64, 128 and 256. 
2. feature matching 
The similarity of samples from all data sets (fafb, fafc, 
dup1, dup2 and gallery set) is computed using chi-square 
distance.  The  accuracy  of  nearest  neighbor  recognition 
will be counted. 
Figure 6 shows the performance of our algorithm (red 
line)  in  four  test  sets.  The  conclusion  could  be  drawn 
from Figure 6:  
1)  Performance  of  basic  LPQ  without  preprocessing 
(SRC+LPQ) is used as the baseline of evaluation (black 
line).  The  overall  performance  of  LGPQ  is  obviously 
better than the LPQ. 
2) The LPQ with 128 bins has the best performance 
because the highest accuracy occurred when the number 
of bins equals to 128. 
3) Comparison between results of LGPQ with different 
preprocessing  also  is  executed.  These  preprocessing 
include: illumination of Normalization (‘IN' for short, red  
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Figure 6.   Standard Test on FERET 
line),  original  image  (green  line)  and  histogram 
equalization (‘HE’ for short, blue line). Figure 6 shows 
that  although  the  accuracy  of  IN+LGPQ  (LGPQ  with 
illumination preprocessing) in fafb is lower about 0.3% 
than HE+LGPQ, it is higher in the other three test sets. 
Especially  in  dup1 and dup2  test  sets,  which are more 
difficult to recognize, the accuracy of IN+LGPQ is higher 
about 4% than HE-LGPQ. This shows that our algorithm 
(IN+LGPQ) is more robust about varying age. 
In  addition,  table  1  shows  result  of  comparison 
between our method and other classical methods used in 
face  recognition.  In  this  comparison,  LBP  and  LGBP 
adopt  uniform  pattern  and  the  result  of  LPQ  and  our 
method is best one among accuracies with all number of 
bins. We could see that accuracy of our method is much 
higher than the other classical methods in dup1 and dup2. 
It is easy to conclude that, out method has got the desired 
result. 
TABLE I.   CONTRAST WITH CLASSICAL METHODS 
  Fafb  Fafc  Dup1  Dup2 
SRC+LBP(8*8)  98.08  62.37  57.48  34.62 
SRC+LGBP(8*8)  98.58  97.94  71.33  64.96 
SRC+LPQ  99.25  95.36  75.76  70.09 
Our Method  99.08  99.48  83.38  78.63 
 
B. Blurring Test in FERET 
In  the  blurring  test  in  FERET,  we  do  the  Gaussian 
blurring  with  different  scale  on  all  four  test  sets.  The 
blurred images in these four test sets will be used as the 
test  images  so  that  we  could  analyze  the  influence 
brought by the Gaussian blurring. 
 
        
 
     
Figure 7.   Blurring with Gaussian kernel(from left to right, source 
image, filter size of 3*3, 5*5, 7*7, 9*9, 11*11, 13*13) 
We  adopt  the  same  processing  of  feature  extraction 
and  matching  as  provided  by  FERET.  As  described 
previously, LGPQ with 128 bins has the best performance. 
Because  of  this,  in  blurring  test,  all  LGPQ  descriptor 
adopt 128 bins. Then IN+LGPQ and SRC+LGPQ will be 
test in order to analyze the influence of blurring on the 
face  recognition.  By  contrasting  with  three  ‘baseline’ 
algorithms (LGBP, LBP and LPQ), we get the conclusion 
drawn from the figure 8: 
1) Under influence of Gaussian blur with different 
scale, the recognition accuracy of LGPQ has the least  
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Figure 8.   Blurring Test on FERET 
decreasing  trend  and  be  the  best  performance  in  the 
comparison.  IN+LGPQ  and  SRC+LGPQ  have  more 
effective  performance  in  dup1  and  dup2.  With  the 
influence of scale, there will be 2-4% difference between 
them. 
2) Through comparison between accuracies of LGPQ 
(IN+  or  SRC+)  and  SRC+LPQ,  it  is  easy  to  see  that, 
IN+LGPQ  and  SRC+LGPQ  have  little  influence  of 
Gaussian blur in fafc with varying illumination because 
of the properties of Gabor wavelet. What’s more, in dup1 
and dup2, the accuracies of LGPQ is higher more than 
10% than LPQ. 
3) Classical LBP has poor performance in blurred test 
set.  With  increasing  the  level  of  Gaussian  blur,  the 
accuracy  of  LBP  has  apparent  decrement.  LGBP, 
compared with LBP, has great improvement. This is one 
of  motivations  of  our  research.  LGPQ  has  much  more 
improvement than LGBP.  
Therefore, LGPQ with illumination preprocessing is an 
effective  method  to  avoid  the  influence  of  blurring  on 
face images. 
IV.  CONCLUSION 
Based  on  the  properties  of  multi-scale  and  multi-
orientation Gabor filters and blurring invariance of LPQ, 
we propose a new, more robust feature extraction method 
about  varying  illumination,  varying  expression,  varying 
age  and  blurring.  In  the  standard  test  in  four  sets  in 
FERET, LGPQ has better performance than LBP, LGBP 
and  LPQ.  In  the  blurring  test,  it  also  get  better 
performance.  The results  of  our  experiments  show  that 
this new method is valuable in practice.  
ACKNOWLEDGMENT 
This work was supported by National Natural Science 
Foundation  of  China(61201431),  Shandong  Province 
Natural  Science  Foundation(ZR2011FM024),  Ji'nan 
science and technology development plan project(2013-
155) 
REFERENCES 
[1]  M.  Turk  and  A.  Pentland:  “Eigenfaces  for  recognition”, 
Journal of cognitive neuroscience, pp. 71-86, 1991, 3(1). 
[2]  P.  N.  Belhumeur,  J.  P.  Hespanha,  and  D.  J.  Kriegman: 
'Eigenfaces  vs.  fisherfaces,  “Recognition  using  class 
specific linear projection”, Pattern Analysis and Machine 
Intelligence, IEEE Transactions on, 1997, 19(7), 711-720. 
[3]  Ehsan  Fazl-Ersi,  John  S.  Zelek,  John  Tsotsos,  “Robust 
Face Recognition through Local Graph Matching”, Journal 
of Multimedia, pp.31-37, 2007, 2(5). 
[4]  C.  Liu  and  H.  Wechsler,  “Gabor  feature  based 
classification using the enhanced fisher linear discriminant 
model  for  face  recognition”,  Image  processing,  IEEE 
Transactions on, 2002, 11(4), 467-476. 
[5]  T.  Ahonen,  A.  Hadid,  and  M.  Pietikä inen,  “Face 
recognition with local binary patterns”, Computer Vision-
ECCV 200', pp.469-481; 2004, Springer. 
[6]  W.  Zhang,  S.  Shan,  W.  Gao,  X.  Chen,  and  H.  Zhang: 
'Local  Gabor  binary  pattern  histogram  sequence 
(LGBPHS),  “A  novel  non-statistical  model  for  face 
representation and  recognition”,  Computer  Vision,  2005. 
1622 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHERICCV  2005.  Tenth  IEEE  International  Conference  on, 
2005, IEEE, 786-791. 
[7]  W.  Zhang,  S.  Shan,  W.  Gao,  X.  Chen,  and  H.  Zhang, 
“Local  Gabor  binary  pattern  histogram  sequence 
(LGBPHS):  A  novel  non-statistical  model  for  face 
representation and  recognition”,  Computer  Vision,  2005. 
ICCV  2005.  Tenth  IEEE  International  Conference  on, 
2005, pp. 786-791, IEEE. 
[8]  .  Vu,  “Exploring  Patterns  of  Gradient  Orientations  and 
Magnitudes for Face Recognition”, Information Forensics 
and  Security,  IEEE  Transactions  on  Biometrics 
Compendium, IEEE, pp.205-304, 2013 
[9]  X. Tan and B. Triggs, “Enhanced local texture feature sets 
for  face  recognition  under  difficult  lighting  conditions”, 
Analysis and Modeling of Faces and Gestures, pp.168-182; 
2007, Springer. 
[10] T.  Ahonen,  E.  Rahtu,  V.  Ojansivu,  and  J.  Heikkila 
“Recognition  of  blurred  faces  using  local  phase 
quantization”, Pattern Recognition, 2008. ICPR 2008. 19th 
International Conference on, 2008, pp.1-4, IEEE. 
[11] S. U. Hussain, T. Napolé on, and F. Jurie, “Face recognition 
using  local  quantized  patterns”,  British  Machive  Vision 
Conference, 2012. 
[12] L.  Wiskott,  J.-M.  Fellous,  N.  Kuiger,  and  C.  Von  Der 
Malsburg,  “Face  recognition  by  elastic  bunch  graph 
matching”,  Pattern  Analysis  and  Machine  Intelligence, 
IEEE Transactions on, pp.775-779, 1997, 19(7). 
[13] V.  Ojansivu  and  J.  Heikkilä :  “Blur  insensitive  texture 
classification using local phase quantization”, Image and 
Signal Processing, pp.236-243, 2008, Springer. 
[14] N.-S. Vu, H. M. Dee, and A. Caplier, “Face recognition 
using the poem descriptor,” Pattern Recognit., vol. 45, no. 
7, pp. 2478–2488, 2012 
[15] D. Lowe, “Distinctive image features from scale-invariant 
keypoints,” Int. J. Comp. Vision, vol.60, no.2, pp.91–110, 
2004 
[16] N.  DalalandB.Triggs,  “Histograms  of  oriented  gradients 
for human detection,” inProc. CVPR, pp. 886–893, 2005. 
 
 
 
Xiubin  Zhu  received  the  master’s  degree  in  Electronical 
informationg, Engineering major from Qufu Normal University 
in 2000.He is a lecture in Zibo Vocational Institutecational, and 
now is focusing on Electronical information research field.  
 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1623
© 2014 ACADEMY PUBLISHERNetwork Anti-interference Technology Based on 
Hybrid Optimization Algorithm 
 
Zhao Yu 
School of Computer Science and Technology, Zhoukou Normal University Henan, 466001, China 
Email: zkzczy@163.com 
 
Wang Yazi 
School of Mathematics and Statistics ZhouKou Normal University, Henan, 466001, China 
 
Wang Gang 
Department of Police Technology, Railway Police College, Zhengzhou, Henan, 450053, China 
 
 
 
Abstract—According  to the cooperation  reception  strategy 
and  the  hybrid  optimization,  an  interference  alignment 
algorithm is proposed. The algorithm can minimize leakage 
interference  and  maximize  ideal  receiption  signal  power. 
Firstly,  according  to  the  receiver  cooperation  technology, 
the  pre-coding  vectors  of  transmitter  terminal  can  be 
estimated by receiver terminal, where these vectors need not 
be known in advance. In addition, the sum of interference 
covariance  matrix  is  enough  to  describe  the  statistical 
features  of  interference  alignment  problem,  which  can 
quickly  devise cooperation  reception  structure.  Therefore, 
based on the bargaining process of cooperation game theory, 
the optimal full-cooperation mechanism of all the receivers 
can be selected. The simulation results show that compared 
with  traditionary  distributed  interference  alignment 
mechanism,  our  proposed  interference  alignment 
mechanism  based  on  cooperation  reception  strategy  and 
hybrid  optimization  technology  has  excellent  feasibility 
under various transmission-power conditions.   
 
Index  Terms—Interference  Alignment;  Cooperation 
Reception; Leakage Interference; Covariance Matrix 
 
I.  INTRODUCTION 
For  decades,  there  are  so  many  researches  about 
multi-user  multiple  input  multiple  output  (MIMO) 
interference channel. In the existing research algorithms 
[1], the upper bound of throughput for vector Gaussian 
interference  channel and the  capacity  region  for  strong 
interference in the square invertible MIMO channel have 
been  obtained.  Although  there  are  so  many  research 
results, few papers can fully and precisely describe the 
multi-user  MIMO  interference  channel.  In  fact,  that  is 
because  the  preloaded  factor  or  freedom  degrees  of 
MIMO  interference  channel  have  not  been  thoroughly 
studied the impact of hard problem on the system [2]. As 
for each receiver, all the interferences can be constrained 
into a reducible dimensional subspace, and then the ideal 
reception  signals  are  also  mapped  to  an  independent 
subspace.  The  interference  alignment  technology  is  to 
align interference signals with ideal reception signals so 
as  to  maximize  the  freedom  degrees  of  MIMO 
interference  channel.  In  the  classical  interference 
alignment technology, the relativity concept is adopted to 
design a pre-coding vector for each transmitter (namely, 
so-called  pre-coder)  [3]. Thus,  these  interferences  from 
different  transmitters  can  be  spanned  into  the  same 
subspace at each receiver (so-called alignment). In reality 
[4], this method which require channel state information 
(CSI) [5] is integrated and centralized, which makes the 
algorithm not only applies to quasi-static fading channel, 
but  also  gets  considerable  overhead  so  as  to  perfectly 
estimate the CSI and share in all transmitters. 
In  order  to  overcome  the  above  limitations,  some 
alternative mechanisms are proposed, where well-known 
alternative  schemes  are  the  minimum  leakage 
interference  algorithm  (MLI)  and  maximum  signal 
interference  noise  ratio  algorithm  (MaxSINR)  [6].  In 
these  algorithms, the  pre-coder  is  optimized  iteratively, 
which  requires  only  local  channel  information  with 
positive  step  [7].  However,  the  MLI  algorithm  and 
MaxSINR algorithm not only still need the CSI be known 
by  receivers,  but  also  assume  that  the  receivers  have 
known the latest form of the pre-coding vectors at each 
iteration  [8].  Nonetheless,  these  solutions  solve  the 
limitations  of  the  classic  interference  alignment 
technology,  which  ensures  each  receiver  can  perform 
independently iterative alignment and suppress their own 
interference.  Therefore,  the  MLI  algorithm  and  the 
MaxSINR algorithm cause us to study deeply about the 
cooperation among receivers and the significance of such 
cooperation [9]. The existing research results show that 
the cooperation reception can help reduce interference in 
the two-user interference channel [10].   
In  this  paper,  our  proposed  algorithm  is  a  modified 
version of the MLI and MaxSINR algorithms, which can 
reduce the requirement of the pre-coding vector for the 
receiver in each iteration. In addition, receivers share own 
backward CSI through cooperation manner, which makes 
each  receiver  independently  estimates  the  pre-coding 
vectors  in  each  iterative  interference  alignment 
optimization  problem.  The  interference  alignment 
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receivers, which is to minimize leakage interference [11] 
[12].  However,  the  transmission  terminal  is  greedy, 
which  will  maximize  the  signal  power  of  the  ideal 
receiving  terminal  [13].  According  to  the  cooperation 
game  theory,  all  of  the  receivers  must  be  involved  to 
maximize  the  spectrum  efficiency  of  our  proposed 
algorithm. The paper  also  analyzes  its  feasibility  under 
this  condition  and  discusses  its  improved  algorithm 
compared to the MLI algorithm and MaxSINR algorithm. 
The  rest  of  this  paper  is  organized  as  follows.  In 
Section  one, the  MIMO  interference  channel alignment 
theory  is  described  and  analyzed  deeply,  including  the 
system  model  and  the  brief  review  of  interference 
alignment  mechanism  [14].  The  complete  cooperation 
algorithm  is  proposed  in  Section  two.  And  then  the 
cooperation-game  theory  of  the  cooperation  receiver  is 
introduced  and  analyzed  in  Section  three.  The  four 
Sections  will  analyze  and  show  the  simulation  results. 
The conclusion is made in Section five. 
The  notation  is  shown  as  follows:  the  standard 
lowercase  and  uppercase  letters  denote  scalars.  Bold 
lowercase  and  uppercase  letters  denote  vectors  and 
matrices,  respectively.  In  addition,    Tr X   denotes  the 
trace of a matrix  X,  †  denotes the conjugate transpose, 
d I   is the identity matrix with the size  dd  .   ,      
and     denote  the  Euclidean  norm,  the  expectation 
operators and the cardinality of a set, respectively.   
II.  MIMO INTERFERENCE CHANNEL ALIGNMENT 
THEROY 
The  system  model  is  first introduced  in this  section, 
and then the basic condition of interference alignment is 
discussed  and  a  well-known  distributed  linear 
interference alignment algorithm is briefly described. In 
addition,  our  proposed  algorithm  is  based  on  their 
improvements. 
A. System Model   
K-user  MIMO-IC  channel  [15]  is  adopted  as  the 
system model in this paper. Each transceiver pair    , lk  
has  l M   transmitter antennas and  k N   receiver antennas, 
as shown in Figure 1. 
The  freedom  degree  of  transmission  terminal  l   is 
denoted as  l d ,      1 , , , l l K d M N N . As for receiver 
k ,  its  reception  signal  is  a  superposition  of  the  ideal 
signal and the interference signal with noise [16], which 
is written as follows: 
  k kk k k kl l l k
lk 
    y H V s H Vs z   (1)   
where,  k y   is the reception signal of receiver  k , and is 
also  a  1 k N    vector;  kl H   is  kl NM    MIMO  channel 
matrix from transmission terminal  l   to receiver  k ;  l V  
is  ll Md    pre-coding matrix [17] [18];  l s   is a sending 
notation at transmission terminal  l   and it is also  1 l d   
vector;  k z   is  1 k N    additive  white  Gaussian  noise 
vector at receiver  k . 
Since  the  transmission  symbol  has  a  unit  variance, 
namely, 
†
l l d    s s I . Thus, the power of transmission 
terminal  l   satisfies  the  constraint 
2 † Tr l l l l l P      Vs VV . 
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Figure 1.   Interference alignment system model 
B. Review of Interference Alignment Mechanism   
Generally, if the number of the symbol transmitted by 
transmission terminal satisfies the constraint  , ll dl  s , 
the  interference  alignment  can  be  performed  by  a 
receiving terminal [19] [20].   
Actually the linear interference alignment mechanism 
is a design method, which mainly designs the precoder 
l V   in transmission terminal  l   and the compressor  k U  
at receiving terminal  k .  In  order to  make  the  channel 
gets  the  full  freedom  degrees,  l V   and  k U   must  be 
linear  independence,  which  shows  the  precoder  matrix 
and compressor matrix are full rank [21]. 
Note that the above conditions can be satisfied when 
the  pre-coder  matrix  and  the  compressor  matrix  are 
highly  orthogonal  [22]  [23].  The  transmission  terminal 
randomly chooses an orthogonal precoder matrix  l V   in 
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the receiver optimizes the initial compressor matrix  k U  
from  the  orthogonal  matrix.  The  two  matrixes  are 
improved iteratively [24]. 
In each iteration, the optimal  l V   and  k U   are sent to 
the receiver and the transmitter through MIMO channel, 
respectively.  It  is assumed  that the  MIMO  channel has 
reciprocity [25] [26]. In addition, it is also assumed that it 
is  non-degenerate.  The  sample  of  complex  Gaussian 
random  variables  with  independent  and  identical 
distribution is zero mean and unit variance. It is also full 
rank with probability one [27] [28]. 
After  the  interference  is  aligned,  we  can  get  the 
following equations: 
 
† 0, k kl l lk    U H V     (2)   
   
† rank k kk k k d  U H V     (3)   
The  above  Equations  should  satisfy  some  constraint 
conditions, as shown in Equations (4) and (5). 
 
†
k k k d  U U I   (4)   
 
† , 1,2, ,
k k k d kK    V V I   (5)   
The assumption of channel non-degenerate can ensure 
the  equation  is  satisfied,  other  equations  will  also  be 
satisfied with probability 1. That is to say the total ideal 
subspace  is  contained  in  the  signal  space  if  the 
interference subspace is empty. 
In  order  to  design  the  receive  suppressor  k U   at 
receiver  in  the  MLI and  MaxSINR  algorithms,  the  full 
information  of  forward  channel  and  pre-coding  matrix 
l V   must  be  achieved  simultaneously.  What's  worse,  in 
order  to  design  the  next  pre-coding  matrix,  the  full 
information  of  backward  channel,  reciprocity  and  the 
latest  k U   must also be achieved simultaneously. 
In  other  words,  in  order  to  overcome  the 
distributedness of the method, enormous expenses will be 
produced and the channel is also strictly limited, namely, 
the  channel  needs  to  occupy  long  coherence  times. 
Besides  the  above  limitation,  the  MLI  and  MaxSINR 
have not been fully optimized, where each algorithm only 
optimizes the part of the network performance, namely, 
either the leakage interference or the power of received 
signals. 
The  MLI  algorithm  will  make  the  interference 
subspace is equal to zero in each iteration, and then the 
remaining  interference  is  minimized.  Thereby,  the 
leakage  interference  in  transmitter  l ,  channel  kl H and 
, 1,2, , l lK  V   pre-coding  matrix  is  completely  set 
as zero so as to design the optimum suppressor matrix 
k U   at  receiver k .  The  algorithm  will  be  optimal  after 
beam-former  l V   designed by transmitter  l is a receiver 
in  next  step.  And  then  the  receiver  k (so-called 
transmitter  in  next  step),  backward  channel lk H  
backward  beam-former , 1,2, , k kK  U   ((so-called 
precoder in next step)) are adopted to control the leakage 
interference.   
As for the MLI and MaxSINR, they are belonged to 
the  distributed  linear  interference  alignment  algorithm, 
but  there  is  a  difference,  which  is  to  optimize  the 
objective at each iteration. The MLI algorithm minimizes 
the  interference  power  to  create  an  interference-free 
subspace,  without  considering  the  ideal  signal  power; 
while the MaxSINR algorithm is to optimize the SINR of 
the receiver, which make the maximization of the SINR 
of  receiver,  without  considering  any  possible  residual 
(leakage) interference. 
III.  INTERFERENCE ALIGNMENT ALGORITHM BASED 
ON MIXED OPTIMIZATION 
This  part  introduces  the  cooperative  interference 
alignment algorithm, which breaks the limitation of the 
interference  alignment  algorithm.  That  is  to  say  the 
interference  leakage  is  minimized  while  the  ideal 
receiption  signal  power  is  maximized  in  our  proposed 
algorithm.  In  addition,  these  receivers  cooperate  with 
each other, which makes the receivers work even without 
knowing the precise information of pre-coding matrix.   
A. Minimization of Interference Cooperation 
Minimization  of  interference  cooperation  is  the 
forward step of the algorithm. 
Take  l l l x Vs   as  the  l th  transmitter  of  sending 
signals,  then  the  signal  from  the  k th  receiver  can  be 
expressed as follows: 
    k kk k kl l k
lk 
    y H x H x z     (6) 
Assume that each receiver knows the state information 
from their corresponding transmitter channel, and shares 
the  channel  state  information  and  respective  receiption 
signals between receivers. Through this cooperation, each 
receiver  has  complete  information,  which  is  shown  as 
follows: 
 
11 12 1
21 22 2
12
K
K
K K KK


 



H H H
H H H
H
H H H
      (7)   
  12
T T T T
K    y y y y       (8) 
Each  k y is shown as the above equation. 
Combined the information of  H   and  y , the receiver 
can get cooperative estimation of the whole transmission 
vector as shown in formula. 
   
1 † † ˆ

 x H H H y  (9) 
The  vector  can  be  expressed  in  estimation  of  each 
receiption signal, as shown in equation (10). 
    12 ˆ ˆ ˆ ˆ
T T T T
K    x x x x     (10)   
1626 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHERThe  k th  receiver  forces  its  interference  to  zero 
through  the  compressed  matrix,  which  makes  the 
received signal contains only the ideal signal. After the 
interference  converges  to  0,  the  leakage  interference 
power of the  k th receiver can be expressed as follows. 
 
     
 
† † † †
† † †
†
ˆ ˆ ˆ , Tr
ˆ ˆ Tr
Tr
kl
l
k k kl k kl l l kl k
lk l
l
k kl l l kl k
lk l
k kl k
lk
P
I
d
P
d




  
 





Q
U Q U H x x H U
U H x x H U
U Q U
(11)   
The  average  transmit  power  of  the  l   transmitter  is 
expressed  as  l P ,  and  kl Q   is  implicitly  defined  as  the 
interference covariance matrix of the  k   receiver, which 
is corresponding to the interference estimation. 
Note that     
† ˆ , k k kl I UQ   is an estimate of the leakage 
interference.  Each  receiver  can  compute  this  estimate, 
and does not need any exact information. 
After  getting  the  interference  estimation,  the  k  
receiver  solves  the  optimization  problem,  as  shown  in 
equation (12). 
 
   
†
†
ˆ min ,
s.t.
k
k
k k kl
k k d
I

U UQ
U U I
      (12)   
The following paper is to solve the calculation process 
of  the  optimization  problem.  Consider  about  the 
eigen-decomposition of sum  kl
lk  Q , which is shown in 
equation (13),   
 
†
k kl
lk 
    U QW Λ W       (13) 
where  the  k N   eigenvectors  of  the  W   matrix  is  in 
descending order, i.e.  1,,
k N    W w w . 
Then the optimal compression matrix can be given. 
   
†
12 , , ,
k k k k k k N d N d N        U w w w   (14)   
We  can  see  from  the  process  of  solving  the  optimal 
solution  that  the  leakage  interference  minimization 
problem actually depends only on sum  kl
lk  Q .   
Therefore, the cooperation mechanism discussed here 
can  be  effectively  completed  by  only  adopting  a 
coordinator. 
The coordinator first collects the information of  kl H  
and  k y ,  and  then  calculates  sum  kl
lk  Q   of  each k . 
Finally, the information is sent back to the corresponding 
receiver. 
B. The Maximum Power Cooperation 
Cooperative power maximization is backward step of 
algorithm.  For the  same  optimization  problem,  such as 
minimizing  of  leakage  and  interference  in  the  MLI 
algorithm  and  maximizing  ideal  received  power  in  the 
MaxSINR  algorithm,  The  proposed  algorithm  in  this 
paper  is  different  from  the  two  kind  of  traditional 
algorithms that requires a repeated solution in the above 
two  algorithms.  In  the  backward  step  of  the  proposed 
algorithm is no longer required to solve the optimization 
problem in step forward. 
Whether we need to repeat the optimization problem is 
studied  in  the  following  conditions:  the  number  of  the 
transmitter and the receiver are equal, and each sending 
terminal has only one corresponding receiver. In this case, 
the receiver makes the interference is close to zero, the 
backward step of algorithm can be proceed as a greedy 
power  optimization,  and  the  optimization  problem  is 
solved in the lth sending terminal, as shown in formula 
(15). 
   
† † †
†
max
s.t.
l
l
l kl l l kl kl
l kl d 
V V H U U H V
V V I
  (15) 
As  mentioned  before,  the  l d   optimal  precoder 
satisfies  that  optimization  problem  is  composed  of  the 
l d largest  eigenvector  in  ideal  covariance  matrix. 
Therefore, the given decomposition featuresare shown as 
follows. 
   
† † †
l kl l l kl    V H U U H P Λ P     (16)   
12 , , ,
l M    P p p p   is ranked in an increasing order, 
the  optimal  pre-coding  vector  can  be  obtained  as  the 
following formula. 
   
*
12 , , ,
l ld    V p p p   (17)   
Above  two  steps  are  in  iterative  operation  until  the 
algorithm  convergence.  Since  the  leakage  interference 
must be minimized to 0, so the feasibility condition of 
interference  alignment  ensures  the  convergence  of  the 
algorithm. Besides the feasibility condition, the algorithm 
stops after the norm is less than a predefined threshold in 
continuous two pre-coding matrix / compression matrix 
difference. 
IV.  ANALYSIS OF THE FULL COOPERATION 
HYPOTHESIS WITH THE COOPERATION GAME THEORY 
Before  the  performance  simulation  results  of  the 
interference alignment algorithm are given, the optimality 
of full-cooperation hypotheses needs to be analyzed. This 
problem  can  be  analyzed  from  the  perspective  of  the 
game  theory.  Specifically,  it  is  analyzed  from  the 
perspective  of  cooperation  game.  At  first,  the  relative 
terminology of the cooperation game is given as follows.  
Terminology: in the cooperation game, some players 
form  a  coalition,  and  make  a  common  action  to  boost 
their  income.  If  the  game  income  distribution  has  no 
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users  participate  into  the  game,  it  is  called  “a  big 
coalition”.  Finally,  if  the  value  is  not  dependent  on 
external coalition, then the cooperation game is called as 
characteristic  function  form  (CFF),  otherwise  the 
cooperation game is said to have a partial function form 
(PFF). 
Assume    12 , , , K r r r    is a receiver set,    
is  its  subset  in  coalition,  and  the  cardinality  is  .  If 
function  v   receives  a  real  value    v   from  the 
nonempty  set  ,  the  value  is  called  the  benefits  for 
members  from  all  partitions  available.  The  cooperation 
game  can  transfer  income,  which  can  be  expressed  as 
,v . As for any two coalitions, the cooperation game 
with transferable income is super-additive.   
        1 2 1 2 v v v     (18) 
The core of the cooperation game is the concept of the 
solution  in  CFF,  where  the  game  set  makes  the  joint 
better  through  common action  without  destroying  it.  If 
the core of the cooperation game exists and is not empty, 
then the combined form is stable, and can be seen as a 
solution for the optimization problem. 
Assuming that the receivers’ cooperation does not need 
any overhead,  k r   incomes of the receiver can be adopted 
as the sum rate, as shown in equation (19). 
          , k l k vr  xy   (19) 
      , l k l l k  x y x x y   is  the  biggest  mutual 
information  between  sender  l   and  receiver  k .  The 
maximum  here  is  selected  in  all  possible  input 
distribution,  where    l x   is  the  input  uncertainty, 
  xy   is the condition uncertainty.   
Assume that    of receivers is not influenced by the 
external game, it is called the game without externalities. 
The income of the cooperation game    is the sum of all 
income, as shown in equation (20). 
          , k
k
v v r

  xy   (20)   
where,    , xy   is  the  pair  of  the  sender  and  the 
receiver,  which  can  obtain  the  maximum  mutual 
information. 
In  the  given  model,  due  to  the  cooperation  game 
without  externalities,  the  benefits    v   are  super 
additive, i.e. as for any two disjoint union  1   and  2 , 
both can be applied into such formula (21) 
          1 2 1 2 1 1 2 2 , , ,  x y x y x y (21) 
The proved course of inequality is performed from its 
left, as shown in the following formulas. 
     
   
1 2 1 2 1 1 1 2 1
2 2 1 2 1 2 1
, , ,
, , ,


x y x y x y y
x y x x y x x
 (22) 
     
 
2 1 2 1 2 2 2 1
22
, , ,
,


x y x x x x y x
xy
  (23) 
Substituting the Equation (22) into the Equation (23), 
then the result will be obtained. 
The results have been proved that the core of the game 
has always been there. It also means that the cooperation 
will  always  get  better  and  more  stable  results.  At  the 
same time, it also proves the optimality of the choice for 
full receiver cooperation in the above algorithm. 
V.  SIMULATION RESULT AND COMPARATIVE 
ANALYSIS 
Assuming only two players take part in the game, the 
game result is shown in Figure 2. The abscissa denotes 
the  game  round,  while  the  ordinate  denotes  leakage 
interference  probability  of  the  antenna  allocation  when 
the transmission power is 0dBm or 20dBm. We can see 
that our proposed algorithm has better performance than 
MLI algorithm and MaxSINR algorithm. It is also seen 
that  our  proposed  algorithm  has  the  same  performance 
comparing with MaxSINR algorithm. As it is easy to find 
from  the  below  figure,  the  leakage  interference 
probability  of  MLI  algorithm  and  MaxSINR  algorithm 
are  0.2  and  0.4,  respectively.  In  addition,  the  leakage 
interference probability of our proposed algorithm is 0.7. 
Therefore,  our  proposed  algorithm  can  have  better 
performance  than  MLI  algorithm  and  the  MaxSINR 
algorithm. 
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Figure 2.   Probability of interference 
In  addition,  both  cases  of  3  users  are  considered  in 
interference  channel  model,  namely,  2, 1 M N d     
and  4, 2 M N d    . In each case, the change of the 
sum rate SNR is shown and the result of our proposed 
algorithm is compared with those of MLI and MaxSINR, 
as shown in Figure 3. 
We  can  see  that  our  proposed  algorithm  has  better 
performance than MLI inboth cases. It is also seen that 
our  proposed  algorithm  has  the  same  performance 
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while  our  proposed  algorithm  has  better  sum-rate;  In 
addition, our proposed algorithm has a higher sum-rate 
than that of MaxSINR algorithm in the second case.   
 
Reception SNR
0 10 20 30 40 50
S
um
 
r
at
e
0
20
40
60
80 Our proposed algorithm 
MLI algorithm 
MaxSINR algorithm 
LTD algorithm
BenchMax algorithm
 
Figure 3.   The change of sum rate SNR over time 
The  feasibility  of  interference  alignment  can  be 
measured  by  the  percentage  of  the  interference  on  the 
ideal  signal  space,  which is  mathematically  denoted  as 
follows: 
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where, 
*
k U   is the diagonal matrix  k U   consisted of the 
first  k d minimal  interference  If  the  percentage  of 
interference  is  0,  the  algorithm  expression  is  called  as 
alignment eigenvalues. 
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Figure 4.   Upper bound of interference alignment 
Upper  bound  of  interference  alignment  is  showed  in 
Figure  4.  In  addition,  Figure  5  shows  the  change 
relationship  between  the  percentage  of  the  leakage 
interference and the reachable sum freedom degree when 
the transmission power is 0dBm or 20dBm. The number 
of users is 3 in all of the power allocation. In addition, 
antenna  allocation  has  also  two  cases,  which  is 
3 MN    and  4 MN  , respectively. 
We  can  see  from  the  figure  4  that  our  proposed 
algorithm  can  achieve  better  performance  than  that  of 
minimal  leakage  interference  algorithm  in  low 
transmit-power  for  1 N M K    .  Note  that  M ,  N  
and  1 K    can be adopted to define feasibility  criteria, 
which is shown in Equation 25. 
   
1
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d
K

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
s     (25) 
More  specifically,  the  upper  bound  of  sum  freedom 
degree  is 
44
DoF 3
31



  if  4 M    and  3 K  .  The 
constraint  can  be  achieved  accurately  by  our  proposed 
algorithm when the transmission power is 0dBm. In turn, 
the  upper  bound  of  sum  freedom  degree  is 
33
DoF 3
31



  if  3 M    and  3 K  .  If  considering 
the receiving terminal has only few residual interferences, 
our  proposed  algorithm  can  approximately  reach  the 
constraint.  Generally  speaking,  the  simulation  results 
show  that  our  proposed  algorithm  can  achieve  better 
feasibility  and  interference  alignment  performance  than 
MLI  algorithm  and  MaxSINR  algorithm  in  low 
transmit-power. 
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(b) 3 users and 20dBm   
Figure 5.   Feasibility of interference alignment (our proposed 
algorithm and minimal leakage interference algorithm) 
VI.  CONCLUSION   
According  to  the  MLI  algorithm  and  the  MaxSINR 
algorithm,  a  cooperative  and  hybrid  distributed 
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feature of our proposed algorithm can maximize the ideal 
signal power (backward step) and minimize the leakage 
interference (forward step). After introducing the receiver 
cooperation mechanism, there is no need for the receiver 
to know the precise information of pre-coding matrix at 
each step. The optimum full-cooperation manner of the 
receiver is analyzed from the perspective of a union game 
theory.  The  simulation  results  show  that  our  proposed 
algorithm  can  have  better  performance  than  MLI 
algorithm and the MaxSINR algorithm when performing 
the receiver cooperation and hybrid optimization. In order 
to  indicate  the  statistical  property  of  interference 
alignment  algorithm,  it  is  found  that  only  the  sum  of 
interference covariance matrix is enough. Based on the 
result, a steady random distributed interference alignment 
algorithm will be designed in the future. 
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Abstract—Based  on  the  issue  of  torsional  vibration,  this 
article  analyzes  the structure  of  the  drive  part  of  coaxial 
drive printing system, constructs its mathematic model, and 
explores the mechanism of generation of torsional vibration 
of press-that is the coupling of inherent frequency between 
input  signal  and  machine  drive  system  which  leads  to 
torsional vibration. In view of this, it adopts the closed loop 
input-shaping based on chaotic particle swarm to restrain 
the torsional vibration. In the algorithm, it firstly finds out 
the optimal control structure by the transfer function based 
on the structure of three kinds of closed-loop input-shaping 
and secondly adopts the approach of chaotic particle swarm 
optimization to make off-line optimization of parameter of 
input-shaping.  Such  kind  of  approach  avoids  the 
prematurity  phenomenon  existing  in  traditional  particle 
swarm optimization to some extent. Besides, it enlarges the 
scope  of  parameter  selection. Finally,  it  achieves the  one-
time collection of vibration signal and off-line optimization 
by the transfer function. This approach can not only avoid 
system  oscillation  caused  by  online  optimization  but  also 
solve the problem of low precision of pure offline modeling 
optimization. Meanwhile, it builds multi-mass experimental 
platforms  as  well  as  makes  a  contrast  with  site  collected 
signal. The data shows that experimental platform  proves 
the  system  oscillation  caused  by  low  frequency  vibration 
point  of  the  drive  system  of  press.  It  carries  out 
experimental  verification  by  simulation  platform  and  it 
proves that chaotic particle swarm optimization has fewer 
iterations and quick convergence compared with traditional 
particle  swarm  optimization  in  the  first  place.  Secondly, 
after adding chaotic particle swarm optimization, compared 
with traditional PID control, the closed-loop input-shaping 
has  simple  parameter  adjustment  and  obvious  effect  of 
vibration restraint. After adopting ITSE evaluation function 
to  evaluate  the  inhibitory  effect,  it  is  found  that  the 
vibration damps by 54.4% compared with the fact without 
adding input-shaping.  
 
Index Terms—Coaxial  Drive;  Closed-Loop  Input-Shaping; 
Chaotic Particle Swarm  
 
I.  INTRODUCTION 
Torsional  vibration  is  one  of  the  common  vibration 
modes of shafting. When the torsional vibration occurs, 
the stress state of axle takes up periodical change, which 
may cause the fatigue of axle. Even more, It bring about 
the  fracture  of  the  axle,  leading  to  serious  and  even 
disastrous accident [1]. 
Valenzuela [2] and other scholars analyzed the coaxial 
printer electromechanical coupling of torsional vibration 
in starting, Chen Yuhua, zhao Jing, etc. [3] design a kind 
of  torsional  vibration  testing  device  to  collect  the 
vibration  signals.Through  the  signal  analysis,the  data 
indicate that that impact disturbance is an important cause 
of the torsional vibration. Peng Ming, Wang Yi Ming et 
al  [4]  proposed  that  periodic  disturbance  is  also  an 
important reason for the torsional vibration which cause 
by  the  gear  failure.  The  torsional  vibration  seriously 
affects the printing speed and accuracy of registration [5]. 
Input shaping technology with simple control realized 
the fast positioning. At the same time It avoid increase 
system  quality  when  the  damping  and  stiffness  is 
improving.  It’s  also  avoid  to  use  the  complex  control 
algorithm. So It is widely used in precision positioning 
system to suppressing the residual oscillation. 
The  basic  idear  of  the  Input  shaping  technology  is 
using Posicast-control to eliminate the residual vibration 
based  on  the  principal  that  two  sinusoidal  signals 
separated for half cycle can offset mutually. In recent ten 
years, especially in the middle of 1990s, since N.C.singcr 
[6]  [7]  solved  the  robustness  of  Posicast-control  in  a 
patent;  this  method  has  got  rapid  development. 
Meanwhile, many scholars also make great contributions 
to the improvement of the method. Singhose [8], et al put 
forward highly insensitive method to further improve the 
robustness of the system. Singer [6] [7], et al try to get 
the  impulse  amplitude  and  time  lag  of  higher-order 
reshaper, namely increasing the number of impulse in the 
impulse  sequence  by  establishing  multiple  constraint 
equations so as to improve the robustness to the system 
frequency  and  damping  error.  Lucy  [9]  put  forward  a 
kind of design method about mixed input-reshaping based 
on  the  known  damping  of  system  vibration  modal  and 
uncertainty  of  natural  frequency,  namely  weighting  the 
objective  function  based  on  the  possible  distribution  of 
system  parametric  variation  and  the  variation  range  of 
expected modeling error to system parameter so as to get 
the  nearly  optimal  residual  vibration.  now,  The 
commonly used methods to design the input sharping is 
based  on  the  Pole-zero  cancellation  Multimode 
decomposition  Optimal  Design  Method  and  so  on.  In 
recent  years,  the  closed-loop  input  shaper  are  widely 
studied. 
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doi:10.4304/jnw.9.6.1632-1639The Pole-zero cancellation method use the system zero 
to cancellation pole, so as to avoid the object's dynamic. 
In that way, It is avoid the unexpect vibrates.Tuttle [10] 
and Lucy [11] used the Pole-zero cancellation method to 
design the single input shaping and multiple input system. 
This method based on directly solving the equation,It is 
very simple and speeds up the reaction. 
Multimode decomposition method use empirical mode 
decomposition to find out the system vibration modal,and 
eliminate the vibration frequency.singe [12] is the theory 
of founder,and Made great contribution for it. 
 The  optimal  input-shaping  is  by  solving  a  series  of 
constraint  equation  to  get  the  optimal  control  input. 
Robustness,delaytime is commonly used to evaluate the 
optimal performance. Pao [13] and singhose [14] is the 
foundation of this method. 
This article mainly focuses on the torsional vibration 
caused  by  electromechanical  coupling  in  the  start-up 
process of press. It firstly analyzes the reason which is the 
intercoupling  between  frequency  in  the  signal  and  the 
resonant  frequency  of  mechanical  system  causes  the 
vibration.  Secondly,  it  adopts  the  closed-loop  Input-
shaping to suppress the vibration and compares it with the 
structure of several kinds of input-shaping. It is proved 
that input-shaping has the highest efficiency in the former 
channel. Finally, it points out a kind of parameter self-
optimization  method  based  on  chaotic  particle  swarm 
optimization  targeted  at  the  problem  that  it  is  hard  to 
adjust the parameter of closed-loop input-shaping as well 
as  improves  the  optimizing  efficiency  by  simulation. 
Finally,  by  simulation  and  experimental  verification,  it 
gets excellent experimental effect.  
II.  REASONS CAUSING THE TORSIONAL VIBRATION OF 
DRIVE SYSTEM OF COAXIAL PRESS 
The system of typical coaxial drive press is composed 
by  three  parts,  including  motor,  speed  reducer  and 
transmission shaft (as shown in figure 1). 
 
motor reduction box
coupling
load load
 
Figure 1.   Typical coaxial press drive system 
Generally, the length of transmissions shaft is between 
2.5 and 3.5m. Transmission shaft has long length and thin 
shaft diameter so that it is always abstracted as an elastic 
link and the entire system is abstracted as a typical multi-
mass spring damped system, as shown in figure 2.  
 
Motor ……
 
Figure 2.   Multimass torsional model 
Make  modeling  for  the  entire  system  by  modal 
analysis and the mathematical model of the load part is as 
follows: 
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Among which,  
n J  refers to the output torque of speed reducer. 
n   is the angular displacement of mass block. 
n C  is the damping coefficient of the nth location. 
n k  is the stiffness coefficient of the nth spring. 
Semi-physical  experimental  platform  adopts  direct 
current motor so that modeling motor adopts the model of 
direct current motor.  
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Among which,  
a L  is the armature inductance and  a u  is the armature 
voltage.  
i  is  the  armature  current  and  a E is  the  anti-
eletrodynamic potential.  
a R  is  the  armature  resistance  and  e K  is  the  anti-
electrodynamic potential coefficient.  
t K  is the electromagnetic torque coefficient of motor 
and Tm is the electromagnetic torque of motor. 
d T  is  the load  torque  of  motor  and  θ is  the angular 
displacement of motor rotor.  
J  is the rotational inertia of motor rotor.  
The open-loop transfer function of system is:  
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Figure 3.   Transfer function of multimass torsional model 
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function of the entire system is simplified as:  
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Figure 4.   Transfer function of secondary mass system 
After  decoupling  and  simplification,  the  transfer 
function of the entire system is simplified as:  
 
 
Figure 5.   Decoupling transfer function of secondary mass system 
After simplification of transfer function, the secondary 
mass transfer function is: 
 
 
22
2
2 2 2 2
()
J K s
Gs
J s s K C K


  (3) 
Without  consideration  of  damping,  the  transfer 
function is:  
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From  the  equation  (3),  it  can  be  found  that  it  will 
increase  a  pair  of  poles  in  the  imaginary  axis  after 
increasing a section of load for each time, as shown in 
figure 6. Meanwhile, a transfer function which is same to 
the equation (3) will act on the former transfer function, 
which lowers the vibration frequency of original pole.  
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Figure 6.   Distribution of open-loop pole of system without damping 
The pole with low frequency is the immediate cause 
leading to system vibration. Especially in the closed-loop 
control,  closed-loop  pole  moves  towards  the  right  half 
plane of complex plane compared with open loop pole, 
which  will  arouse  the  severe  vibration  of  system  and 
cause the instability of system. At present, there are three 
methods  for  eliminating the low-frequency  vibration  of 
system,  including  filtering,  input  -shaping  and  higher-
order trajectory planning. This article adopts the method 
of closed-loop input -shaping. Compared with other two 
methods,  the  method  of  input-shaping  has  higher 
efficiency. However, it also has limitation which is that 
the physical meaning of parameter is not obvious and the 
adjustment is dependent more on experience. 
III.  CLOSED-LOOP INPUT -SHAPING ALGORITHM 
Input-shaping  was  firstly  put  forward  by  Singer  and 
Seering in 1990s [15] [16]. Its basic idea is that in the 
time  domain,  it  generates  a  series  of  signal  which  are 
opposite to the vibration of system by impulse order and 
offsets with each other by signal so as to avoid vibration. 
In  terms  of  the  frequency  domain,  it  adopts  zero  pole 
cancellation  to  suppress  the  vibration  generated  in  the 
pole by configuring zero.  
A. Basic Principle of Open Loop Input-Shaping 
Open  loop  input-reshaping  system  is  as  shown  in 
figure 7. 
  
 
Figure 7.   The openloop input -shaping system 
The position of order input -shaping in control system 
is shown in figure 8.  
 
 input-shaping control system detector 
 
Figure 8.   Physical structural drawing of open-loop input -shaping 
system 
The  basic  principle  of  open  loop  input-shaping  is 
adopting  a  series  of  impulse  signal  and  referencing 
commands  convolution  so  as  to  drive  the  operation  of 
system. In order to make the input-reshaping to eliminate 
system vibration, the amplitude and time lag of impulse 
should satisfy:  
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In the equation,  
C(s) is the standard model of command shaper.  
When 
1
0
i
n
ts
i
i
Ae


  , the entire open-loop system will 
generate 2*i zero. When the open loop offsets mutually 
with  the  pole  in 
2
22
1 2
n
n
i nn SS

     ,  the  system 
vibration will be suppressed.  
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Closed-loop input-shaping is a kind of input -shaping 
which is studied mostly. It mainly has the following three 
structures:  
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Figure 9.   Position of closed-loop input-shaping 
Take second-order system as an example. Its transfer 
function is:  
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The command shaper is:  
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When the system adopts the structure of closed-loop 
transfer  function  as  shown  in  figure  9-1,  the  transfer 
function  is 
2
2 2 2 2
n
n n n S S Z

     
.  After  the 
conversion of transfer function, input -shaping Z is not in 
the numerator, which cannot eliminate the pole of system 
but will damage the control performance. When adopting 
the structure shown in figure 9-2, the transfer function is:
 
2
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n
n n n
Z
S S Z

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.  In  case  of  adopting  the 
cancellation  of  zero  poles  and  the  numerator  and 
denominator make intercoupling, it is hard to solve the 
equation.  Only  when  adopting  the  structure  shown  in 
figure 9-3, the transfer function of system is simplified as: 
2
22 22
n
nn
Z
SS

  
.  When  the  Z  generated  in  input-
shaping can completely cancel out pole, the vibration of 
the entire system will be suppressed. Thus, the structure 
shown in figure 9-3 is the most effective control structure 
with the most extensive application. However, in order to 
correctly choose the parameter  , ki A  and  , ki t  in the input-
shaping  of  equation  (5)  and  (6),  it  needs  to  make 
modeling for the controlled object. In case the model is 
not correct, the system cannot well suppress the system 
vibration. Based on the structure shown in figure 11, this 
article puts forward a kind of PID algorithm with input -
shaping  based  on  particle  swarm  optimization. 
Meanwhile, as for the prematurity phenomenon existing 
in traditional particle swarm optimization, it adopts the 
method in chaos control to make optimization. Such kind 
of method can achieve accuracy control and at the same 
time well suppress the system vibration. The parameter 
adjustment  is  simple  and  input-shaping  achieves  the 
offline  self-optimization  of  parameter and the  effect  of 
vibration suppression is obvious as well as overcomes the 
defect of traditional online adjustment method that it is 
easy to arouse system vibration.  
IV.  CHAOTIC PARTICLE OPTIMIZATION OF INPUT -
SHAPING 
A. Algorithm Flow Chart 
In order to solve the problem of complicated modeling 
of vibration signal, this article adopts a kind of chaotic 
particle  swarm  algorithm  based  on  the  traditional  PID 
control  combing  the  order  reshaping  algorithm  to 
optimize three parameters, A1,A2,t in the input -shaping.  
The online optimization control structure of traditional 
input -shaping is as shown in figure 10.  
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Figure 10.  Block diagram of online swarm optimization input -shaping 
algorithm 
After  passing  through  the  input-shaping,  the  input 
signal  () ut  enters  the  control  system  and  the  control 
system controls the actuator to operate. Use the encoder 
to test the speed operation curve of actuator. Meanwhile, 
the speed value enters evaluation module to evaluate the 
operating  state.  The  evaluation  result  is  reported  to 
particle swarm optimizer. The particle swarm optimizer 
reads  the  parameter  in  input  -shaping  and  makes 
optimization as well as gradually amends the parameter 
in input-shaping, which makes the system vibration to the 
minimum.  However,  traditional  true  time  control 
parameter is easy to arouse the system vibration and even 
damage the mechanical structure.  
This  article  tries  to  make  the  signal  enter  the 
mechanical system, collects the signal and then enters the 
input-shaping  by  transforming  the  flow  chart  and 
exchanging mechanical system and the sequence of input-
shaping transfer function, as shown in figure 11. 
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Figure 11.  System of offline swarm optimization closed-loop input-
shaping 
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divided  into  online  part  and  offline  part.  Thus,  by 
collecting the signal of mechanical system for one time, it 
can analyze and determine the parameter of input-shaping 
by  offline  module.  The  specific  execution  steps  are  as 
follows:  
1) Simply adjust PID parameter and make the system 
reach the basic response speed and control precision. 
2) Set input signal to stimulate mechanical system. 
3) Collect vibration signal. 
4) Input vibration signal to simulation system as the 
input signal. 
5)  Adopt  chaotic  particle  swarm  optimization  to 
automatically optimize the parameter.  
6) Add the optimal input -shaping to the system shown 
in figure 11.  
The equation of input -shaping is:  
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The  evaluation  function  adopts  traditional  ITSE 
function, namely 
  ITSE =
2
0
()
T
te t dt     (12) 
Under  the  ITSE  criterion,  the  obtained  controller 
parameter  can  make  the  system  have  small  overshoot 
under  the  step  response.  Meanwhile,  rapid  transient 
response  can  correctly  evaluate  the  performance  of 
system.  
B. Chaotic Particle Swarm Optimization: 
(1) Particle Swarm Optimization (PSO): 
PSO is a kind of new swarm intelligent optimization 
and a kind of bionic optimization firstly put forward by 
Kennedy  and  Eberhart  in  1995,  which  is  similar  to 
genetic algorithm. It focuses on random solution to seek 
the  optimal  solution  with  iteration  and  evaluates  the 
quality of solution by fitness. But it is simpler than the 
rules of genetic algorithm. This algorithm is easy to be 
carried out, with high precision and quick convergence so 
that it is widely applied. The flow chart of the algorithm 
is shown in figure 12.  
 
End
initializatio
n of particle 
and speed 
update of 
speed and 
position
calculation of fitness
 satisfy the end 
condition
update of individual 
extreme value and 
group extreme value
N
Y
calculation of 
fitness
seek for the 
optimal individual 
and optimal group 
 
Figure 12.  Block diagram of particle swarm optimization 
However, prematurity of algorithm is a core problem 
of particle swarm algorithm, which makes algorithm in 
local  minimum  and  seriously  affects  the  precision  of 
algorithm.  
(2) Chaotic particle swarm 
As for the prematurity of particle swarm optimization, 
this  article  adopts  chaotic  algorithm  (CLS)  to  improve 
traditional  particle  swarm  optimization.  By  the  ergodic 
process of chaotic trajectory, it avoids algorithm in local 
minimum.  
Chaotic  particle  algorithm  involves  chaotic  search 
algorithm and the steps are as follows:  
1) Set K=0, take decision variable  , 1,2,...,
k
j x j n   to 
map the chaotic variables between 0 and 1 based on the 
following equation, 
min,
max,
k
jj k
j k
jj
xx
s
xx



,  1,2,... jn  . Among 
it,  max, j x  and  min, j x  are the search upper and lower bound 
of the j
th dimension variable.  
2)  Calculate  the  chaotic  variable 
1 4 (1 )
k k k
j j j s s s
  , 
1,2,3... jn   in next iteration.  
3)  Convert  the  chaotic  variable, 
1 k
j s
  to  the  decision 
variable 
1 k
j x
 , 
11
min, max, min, ( ),
kk
j j j j j x x s x x
     
1,2,3... jn  .  
4) Make evaluation on the new solution based on the 
decision variable  1,2,3... jn  . In case the new solution 
is superior to initial solution 
(0) (0) (0) (0) (0)
111 [ , , ... ] n x x x x x   or 
the chaotic search has reached the maximum number of 
iteration,  take  the  new  solution  as  the  search  result  of 
CLS. Otherwise, set  1 kk  , convert 2).  
Chaotic particle swarm is extremely sensitive to initial 
value  and  the  number  of  iteration  is  large  so  that  it 
combines  particle  swarm  optimization  and  chaotic 
algorithm. PSO is mainly used for global search and CLS 
is used for local search based on the result of PSO. Thus, 
it gets chaotic particle swarm. The steps of algorithm are 
as follows:  
1) Initialize the position and speed of various particles 
in swarm randomly.  
2) Evaluate the adaption of every particle and store the 
position and adaptive value of each particle in the pbest 
of each particle and store the position and the adaptive 
value of the individual with the optimal adaptive value in 
pbest in gbest.  
3) Update the speed and position of each particle; 
4)  Calculate  the  objective  function  value  of  each 
particle and keep 20% of particle with the best adaptive 
function value in the swarm.  
5) Carry out chaotic local search to the best particle in 
the swarm and update its pbest and gbest of the swarm. 
6) In case of meeting with the condition of suspension 
(It is generally the presupposed operational precision or 
number of iteration), stop searching and output the result. 
Otherwise, convert 7.  
7) Shrink the search area by the following equation:  
min, min, , max, min, max{ , *( )},0 1 j j g j j j x x x r x x x       
max, min, , max, min, min{ , *( )},0 1 j j g j j j x x x r x x x       
Among  which,  xg  refers  to  the  value  of  the  j
th 
dimension variable in current pbest.  
8) Randomly generate the rest of 80% particles in the 
space after shrinking and convert 2.  
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order to maintain the diversity of swarm and enhance the 
dispersibility  of  search,  when  maintaining  a  certain 
number of excellent particles, the algorithm shrinks the 
area based on the dynamic state of the best position of the 
swarm  and  randomly  generates  particles  in  the 
contractive  area  to  replace  particles  with  poor 
performance.  
C. Optimization Method of Chaotic Particle Swarm 
Optimization to Parameter of Input -Shaping 
(1) Optimizing design flow  
The  optimization  of  chaotic  particle  swarm 
optimization  to  the  design  is  the  core  link  of  the 
optimization and the process is shown in figure 13. The 
particle  is  the  bridge  which  connects  particle  swarm 
optimization and simulink model, which is  1 A ,  2 A , t  in 
the equation (11). Its optimization process is as follows: 
chaotic  PSO  generates  the  particle  swarm  and  assigns 
particles in the particle swarm to parameter A1, t1 in input 
–shaping successively and then operates simulink model 
of control system and gets the performance index of the 
set of parameter. The performance index is transferred to 
chaotic PSO as the adaptive value of the set of particle 
and finally judges whether to quit the optimization or not.  
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Figure 13.  PSO process 
V.  VERIFICATION OF TEST RESULTS  
A. Collection and Analysis of Site Apparatus Signal  
It  collects  the  online  speed  signal  of  business  four-
color form press BF-4400B of Beirenfushi, as shown in 
figure 14.  
 
 
Figure 14.  BF-4400B press 
The whole set achieves the closed-loop control in PLC 
by signal from control encoder. Use the control encoder 
to collect signal and test the speed by M/T method as well 
as  adopts  first  order  inertial  element  to  make  filtering. 
The operation curve is shown in figure 15.  
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Figure 15.  Site test of torsional vibration 
Parameters  selected  in  the  test process  are  shown  in 
table 1.  
TABLE I.   SPEED COLLECTION PARAMETER  
Number  Name  Parameter 
1  Inertia time constant T  0.4 
2  Resolution ratio of encoder  228000pluse/rad 
3  Sampling period of monitoring PLC  1ms 
 
In the running state with high speed, torsional vibration 
is  obvious.  After  fft,  it  is  found  that  there  is  a  low 
frequency  vibration  point  at  5  Hz,  which  leads  to 
torsional vibration.  
B. Introduction to Test Platform  
In order to simulate the start-up procedure of press, it 
constructs  multi-mass  rotational  platform  which  is 
composed  by  control  system,  actuator  and  detector. 
Master control system adopts X20 series of PLC of B&R 
and  its  sampling  period  can  be  400us.  Mechanical 
structure  is  composed  by  motor,  speed  reducer,  mass 
block and spring. Specific parameters are shown in table 
2.  
TABLE II.   PARAMETERS OF MULTI-MASS TORSIONAL VIBRATION 
TEST PLATFORM 
Number  Name  Parameter 
1  Motor  20W 
2  Speed reducer  Reduction ratio: 14:1 
3  Mass block 1  Rotational  inertia 
1.5865*10(-5) 
4  Mass block 2  Rotational  inertia 
4.6630*10(-5) 
5  Spring stiffness  2.42× 10
-3~2.58× 10
-3Nm/rad 
6  Resolution  ratio  of 
encoder 
1000 pluse/rad 
7  Master control PLC  X20 series of PLC of B&R 
8  Sampling period  1ms 
 
The position signal is reported back to master control 
PLC  by  encoder  and  then  composes  the  closed-loop 
system.  The  gridding  precision  of  encoder  is  1000 
lines/circle. PLC sampling module subdivides it into four 
and the precision of subdivision is 4000 lines/circle. 
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Figure 16.  Multi-mass transmission system 
Adopt  multi-mass  transmission  platform  to  simulate 
the  torisonal  vibration  of  press  in  the  transmission 
process and make open loop test and closed loop test with 
P=0.5,I=0,D=0.001. The test results are shown in figure 
17. 
 
 
Figure 17.  Torsional Vibration stimulated by signal in start-up process 
of experimental platform 
TABLE III.   PARAMETERS OF PARTICLE SWARM AND CHAOTIC 
PARTICLE SWARM 
Parameter   Particle swarm  Chaotic particle swarm 
Number of iteration  30  30 
Swarm scale  30  30 
Inertia factor  0.6  0.6 
Acceleration constant C1  2  2 
Acceleration constant C2  2  2 
Number of dimension  2  2 
Minimum adaptive value  20  20 
Range of speed   [-1, 1]   [-1, 1] 
A1value range   [0.1, 10]   [0.1, 10] 
t value range   [0.1, 10]   [0.1, 10] 
The maximum step   No   10 
 
Compared with the actually collected signal, torsional 
vibration  of  simulation  experimental  platform  is  more 
obvious  in  the  start-up  process.  It  can  completely 
simulate  the  start-up  process  of  press  in  engineering 
practice.  
C. Simulation Optimization  
Adopt the sampled data in figure 17 as the input signal. 
The  objective  value  is  set  as  8500Puls/s.  In  matlab, 
respectively adopt traditional particle swarm optimization 
and chaotic particle swarm optimization to make offline 
optimization  to  A1  and  t.  The  specific  parameters  are 
shown in the following table. 
After  optimization  of  PSO,  A1=  0.4962,  A2=1-
A1=0.5038, t=0.1000.  The  optimization  process  of  PSO 
order shaper is shown in figure 14. 
 
 
Figure 18.  Comparison between particle swarm and chaotic particle 
swarm optimization 
Compared with traditional PSO, it can be seen that the 
adaptive value of chaotic optimization becomes basically 
stable  after  iteration  for  three  times.  But  traditional 
particle  swarm  will  be  stable  for  five  times.  Parameter 
optimization particle swarm has no change after six times 
but traditional optimization needs eight times. As for the 
optimization result, in terms of traditional optimization, 
A1= 0.4964, t=0.1; in terms of chaotic optimization, A1= 
0.4962,  t=0.1.  The  difference  can  be  ignored.  The 
simulation result is shown in the figure. 
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Figure 19.  Curve after optimization of input-shaping 
Compared  with  the  curve  in  figure  19,  the  torsional 
vibration  caused  by  electromechanical  coupling  can  be 
basically eliminated.  
D. Platform Experiment 
Bring the optimization parameter to the experimental 
system and collect signal, as shown in the figure: 
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Figure 20.  Optimization of speed curve after adding input-shaping 
After  adopting  input-shaping,  closed  loop  system 
adopts  ITSE  function  to  calculate  the  adaptive  value, 
which  decreases  from  ITSE=15478.7  to  7051.9. 
Compared with the situation without addition of input -
shaping, the vibration damps by half.  
VI.  CONCLUSION  
(1) This article firstly analyzes reasons leading to the 
system  vibration  of  coaxial  drive  press,  which  is  that 
input signal stimulates the pole near the imaginary axis 
leading to the torsional vibration of system in the start-up 
process.  
(2) Secondly, by analyzing the mathematical model of 
press  system,  based  on  the  site  data  collection,  it 
constructs multi-mass transmission platform and studies 
the start-stop vibration of press.  
(3) As for torisonal vibration, it firstly puts forward the 
structure  of  optimal  closed  loop  input  -shaping  and 
constructs  the  chaotic  particle  swarm  optimization  to 
carry  out  automatic  optimization  for  the  parameter  of 
input-shaping. The newly constructed structure converts 
the  transfer  function  and  achieves  one-time  online 
optimization  compared  with  traditional  structure,  which 
avoids the system vibration caused by online optimization 
and  avoids  the  poor  precision  caused  by  inappropriate 
modeling in the process of pure offline optimization.  
(4)  It  makes  a  comparison  between  chaotic  particle 
swarm  optimization  and  traditional  particle  swarm 
optimization. After verification of simulation experiment, 
it  can  be  found  that  chaotic  particle  swarm  has  faster 
speed  of  convergence  than  traditional  particle  swarm 
optimization.  
(5) After verification of physical experiment platform, 
it adopts the PID controller of closed loop input -shaping, 
which has sound effect of vibration suppression on the 
torsional  vibration  caused  by  pole  coupling  in  the 
secondary  flexible  connection  structure  in  the 
transmission  structure  of  coaxial  drive  press.  It  adopts 
ITSE  function  to  evaluate  vibration  value,  which 
decreases  from  ITSE=15478.7  without  the  addition  of 
input-shaping  to  ITSE=7051.9,  with  the  decrement  for 
54.4%.  
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Abstract—Support  Vector  Machine  (SVM)  is  a  powerful 
classification  and  regression  tool.  Varying  approaches 
including  SVM  based  techniques  are  proposed  for  email 
classification.  Automated  email  classification  according  to 
messages or user-specific folders and information extraction 
from  chronologically  ordered  email  streams  have  become 
interesting  areas  in  text  machine  learning  research.  This 
paper  presents  a  parallel  SVM  based  on  MapReduce 
(PSMR) algorithm for email classification. We discuss the 
challenges  that  arise  from  differences  between  email 
foldering and traditional document classification. We show 
experimental  results  from  an  array  of  automated 
classification  methods  and  evaluation  methodologies, 
including Naive Bayes, SVM and PSMR method of foldering 
results  on  the  Enron  datasets  based  on  the  timeline.  By 
distributing,  processing  and  optimizing  the  subsets  of the 
training  data  across  multiple  participating  nodes,  the 
parallel SVM based on MapReduce algorithm reduces the 
training time significantly. 
 
Index  Terms—Email  Classification;  Parallel  SVM; 
MapReduce 
 
I.  INTRODUCTION 
With  the  rapidly  development  of  the  Internet  and 
computer technology, the quantity of electronic data is in 
exponential  growth.  Data  deluge  has  become  a  salient 
problem should be solved. Text categorization has been a 
highly popular machine learning application in the past 
decade. Gretarsson et al. present a web-based system for 
visual and interactive analysis of large sets of documents 
using  statistical  topic  models  [1].  A  variety  of  other 
problem  domains  have  been  explored,  including 
categorization  by  events,  communication  and  even  by 
author's gender [2, 3, 4]. 
Data mining is the process of discovering new patterns 
from large data sets involving methods at the intersection 
of artificial intelligence, machine learning, statistics and 
database systems. This problem has been researched by 
many scholars in all kinds of application area for many 
years  and  many  data  mining  methods  have  been 
developed  and  applied  to  practice.  However,  most 
classical data mining methods out of reach in practice in 
face  of  big  data.  Computation  and  data  intensive 
scientific  data  analyses  are  increasingly  prevalent  in 
recent  years.  Support  Vector  Machines  (SVMs)  [5] are 
powerful  classification  and  regression  tools,  but  their 
compute and storage requirements increase rapidly with 
the number of training vectors, putting many problems of 
practical  interest  out  of  their  reach.  Efficient  parallel 
algorithms and implementation techniques are the key to 
meeting  the  scalability  and  performance  requirements 
entailed in such large scale data mining analyses. 
Efficient  parallel  algorithms  and  implementation 
techniques  are  the  key  to  meeting  the  scalability  and 
performance  requirements  entailed  in  such  large  scale 
data  mining  analyses.  Many  parallel  algorithms  are 
implemented  using  different  parallelization  techniques 
such  as  threads,  Message  Passing  Interface  (MPI), 
MapReduce [6], and mash-up or workflow technologies 
yielding  different  performance  and  usability 
characteristics [7]. Several MapReduce architectures are 
developed now [8, 9], including distributed and parallel 
computing  techniques.  SVM  decomposition  is  another 
widespread technique for improving the performance in 
SVM  training.  Decomposition  approaches  work  on  the 
basis  of  identifying  a  small  number  of  optimization 
variables  and  tackling  a  set  of  fixed  size  problems. 
Another widespread and effective practice is to split the 
training data into smaller fragments and use a number of 
SVM's to process the individual data chunks. This in turn 
reduces  overall  training  time.  Various  forms  of 
summarizations and aggregations are then performed to 
process the final set of global support vectors. The most 
famous is the Google, but the source code is not open. 
Hadoop  is  the  most  popular  open  source  MapReduce 
software.  It  has  been  adopted  by  many  huge  IT 
companies, such as Yahoo, Facebook, eBay and so on. 
The  MapReduce  architecture  in  Hadoop  [10]  doesn't 
support iterative Map and Reduce tasks, which is required 
in many data mining algorithms. It will be the popular 
MapReduce architecture in cloud computing and can be 
used in data intensive data mining problems. 
Email classification can be applied to several different 
applications,  including  filtering  messages  based  on 
priority,  assigning  messages  to  user-created  folders,  or 
identifying  SPAM.  We  will  focus  on  the  problem  of 
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folder  strategy.  One  major  consideration  in  the 
classification  is that  of  how  to  represent  the messages. 
Specifically, one must decide which features to use, and 
how to apply those features to the classification. Three 
types  of  features  are  defined  to  consider  in  email: 
unstructured  text,  categorical  text,  and  numeric  data. 
Relationship  data  is  another  type  of  information  that 
could be useful for classification [11]. 
In this paper, we present a parallel scheme for scalable 
SVM  training.  We  propose  a  parallel  SVM  based  on 
MapReduce  (PSMR)  algorithm  for  email  classification. 
We take the Enron email set as experiment dataset. The 
performance  of  the  algorithm proposed  in this  paper is 
better than Naive Bayes (NB) classifier and one-by-one 
SVM  classifier.  We  utilize  a  distributed  computing 
framework,  namely  MapReduce  using  Hadoop's 
implementation. 
II.  RELATED WORKS 
Computation and data intensive scientific data analyses 
are increasingly prevalent in recent years. Support Vector 
Machine  based  approaches  have  persistently  gained 
popularity  in  terms  of  their  application  for  text 
classification  and  machine  learning  [12,  13]. 
Classification  in  SVM  based  approaches is  founded  on 
the  notion  of  hyperplanes  [14].  Bickson  et  al  [15] 
proposed  a  parallel  implementation  of  an  SVM  solver 
using  MPI.  Zanghirati  et  al.  [16]  introduced  a  parallel 
implementation  of  SVM  solver  using  MPI  based  on  a 
decomposition  technique  that  splits  the  problem  into 
smaller  quadratic  programming  sub  problems.  The 
outcomes  of  each  sub  problems  are  combined.  That 
parallel  solution  can  be  used  in  peer-to-peer  and  grid 
environments,  where  there  is  no  central  authority  that 
allocates  the  work.  However,  implementation  in  that 
paper using a synchronous communication model due to 
MPI's lack of support for asynchronous communication 
which  could  affect  the  speed  of  training  time.  SVM 
training  is  a  computationally  intensive  process.  Many 
SVM  formulations,  solvers  and  architectures  for 
improving  SVM  performance  have  been  explored  and 
proposed  including  distributed  and  parallel  computing 
techniques [17, 18]. A parallel SVM training algorithm 
was  proposed  in  [19],  and  in  which  training  multiple 
SVMs were performed using subsets of the training data, 
and  then  combined  the  classifiers  into  a  final  single 
classifier.  The  training  data  is  then  reallocated  to  the 
classifiers based on their performance and the process is 
iterated until convergence is reached. SVM is introduced 
the remote sensing extraction coastline in [20]. 
Email  foldering  is a rich  and multi-faceted  problem, 
with  many  difficulties  that  make  it  different  from 
traditional topic-based categorization. Email users create 
new folders, and let other folders fall out of use. Email 
folders do not necessarily correspond to simple semantic 
topics,  sometimes  they  correspond  to  unfinished  to  do 
tasks,  project  groups,  certain  recipients,  or  loose 
agglomerations of topics. It is also interesting to note that 
email content and foldering habits differ drastically from 
one email user to another, so while automated methods 
may perform well for one user, they may fail horribly for 
another. Furthermore, email arrives in a stream over time, 
and this causes other significant difficulties. Some email 
messages  only  make  sense  in  the  context  of  previous 
messages. Occasionally all messages in a thread should 
go to the same folder, but other times the topic in a thread 
drifts. The topic associated with a certain email folder can 
also shift over time. Reference [21] uses the Naive Bayes 
for constructing a real-world email foldering system that 
suggests three most appropriate folders for each incoming 
message.  
Support  Vector  Machines  are  powerful  classification 
and regression tools. Many SVM software models have 
been  developed,  such  as  lib-SVM,  light-SVM,  ls-SVM 
and so on. Lib-SVM is taken as the most efficient SVM 
model  and  widely  applied  in  practice  because  of  its 
excellent  property  [22].  The  core  of  an  SVM  is  a 
quadratic programming problem (QP), separating support 
vectors from the rest of the training data. For improving 
the training speed of SVM, many efforts have been done. 
Sequential  Minimal  Optimization  (SMO)  was  used  to 
select the work set to be optimized, which can simple the 
optimization problems markedly [23]. Graf et al proposed 
parallelization  which  splitting  the  problem  into  smaller 
subsets  and  training  a  network  to  assign  samples  to 
different subsets [8]. Reference [24] proposed a parallel 
SVM  model  based  on  hybrid  MPI/OpenMP  model  for 
SVM  training.  A  parallelization  scheme  was  proposed 
where  the  kernel  matrix  is  approximated  by  a  block-
diagonal [25]. Most of parallel SVM are based on MPI 
programming model. Little research work has been done 
with MapReduce work. 
Based  on  current  research  work  of  SVM  and 
MapReduce  framework,  the  paper  develops  a  parallel 
SVM model based on MapReduce. In this model, training 
samples are divided into subsections. Each subsection is 
trained with a SVM model. In this paper, lib-SVM is used 
to  train  each  sub-SVM.  The  non-support  vectors  are 
filtered with sub-SVMs. The support vectors of each sub-
SVM are taken as the input of next layer sub-SVM. The 
global  SVM  model  will  be  obtained  through  iteration. 
The MapReduce based SVM model is encoded with Java 
language. 
III.  PARALLEL SVM BASED ON MAPREDUCE 
MapReduce is a generic framework and programming 
model  intended  to  abstract  large  scale  computation 
challenges. For more efficiency, eliminating non-support 
vectors  early  from  the  optimization  is  proved  to  be  an 
effective  strategy  for  accelerating  SVM.  Using  this 
concept  we  developed  a  filtering  process  that  can  be 
parallelized  efficiently.  After  evaluating  multiple 
techniques, such as projections onto subspaces (in feature 
space) or clustering techniques, we opted to use SVM as 
filters.  This  makes  it  straightforward  to  drive  partial 
solutions towards the global optimum, while alternative 
techniques  may  optimize  criteria  that  are  not  directly 
relevant for finding the global solution. 
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There  are  many  parallel  algorithms  with  simple 
iterative  structures.  Most  of  them  can  be  found  in  the 
domains  such  as  data  clustering,  dimension  reduction, 
link  analysis,  machine  learning,  and  computer  vision. 
These  algorithms  can  be  implemented  with  iterative 
MapReduce computation. The parallel SVM is based on 
the cascade SVM model. The SVM training is realized 
through partial SVMs. Each sub-SVM is used as filter. 
This  makes  it  straightforward  to  drive  partial  solutions 
towards the global optimum, while alternative techniques 
may  optimize  criteria  that  are  not  directly  relevant  for 
finding  the  global  solution.  Through  the  parallel  SVM 
model,  large  scale  data  optimization  problems  can  be 
divided  into  independent,  smaller  optimizations.  The 
support vectors of the former sub-SVM are used as the 
input of later sub SVMs. The sub SVM can be combined 
into one final SVM in hierarchical fashion. The parallel 
SVM training process can be described as in Fig. 1. 
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Figure 1.   Training flow of parallel SVM 
In the architecture, the sets of support vectors of two 
SVMs are combined into one set and to be input a new 
SVM. The process continues until only one set of vectors 
is left. In this architecture a single SVM never has to deal 
with the whole training set. If the filters in the first few 
layers are efficient in extracting the support vectors then 
the largest optimization, the one of the last layer, has to 
handle only a few more vectors than the number of actual 
support vectors. Therefore, the training sets of each sub-
problem are much smaller than that of the whole problem 
when  the  support  vectors  are  a  small  subset  of  the 
training vectors. In this paper, lib-SVM is adopted to train 
each sub-SVM. 
B. Parallel SVM based on MapReduce (PSMR)  
MapReduce  was  popularized  by  the  latter  and 
primarily motivated by the need to be able to parallelize 
the  processing  of  Internet  scale  datasets. 
Programmatically inspired from functional programming, 
at its core are two primary features, namely a map and a 
reduce operation. From a logical perspective, all data is 
treated as a Key (k), Value (v) pair. Multiple maps and 
reducers can be employed. At an atomic level however a 
map  operation  takes  a  {k1,  v1}  pair  and  emits  an 
intermediate  list  of  {k2,  v2}  pairs.  A  reduce  operation 
takes  all  values  represented  by  the  same  key  in  the 
intermediate  list  and  processes  them  accordingly, 
emitting a final new list. Whilst the execution of reduce 
operations  cannot  start  before  the  respective  map 
counterparts are finished, all map and reduce operations 
run  independently  in  parallel.  Each  map  function 
executes  in  parallel  emitting  respective  values  from 
associated  input.  Similarly,  each  reducer  processes 
different keys independently and concurrently. 
MapReduce  is  a  parallel  programming  paradigm, 
originally introduced by Google [6], whose central focus 
is  to  simplify  the  processing  of  large  datasets  on 
inexpensive cluster computers. The map function takes as 
input a set of key-value pairs, designated as k1 and v1, 
provided  directly  from  the  user-defined  input  files. 
Within the map function, the user specifies what to do 
with  these  keys  and  values.  The  map  function  outputs 
another set of keys and values, designated as k2 and v2. 
The reduce function sorts the key value pairs by k2. All of 
the associated values v2 are reduced and emitted as value 
v3. The map and reduce functions are as follows: 
  Map (k1, v1) → [(k2, v2)]  (1) 
  Reduce (k2, [v2]) → [ v3]  (2) 
At the MapReduce run-time level, the map operations 
are distributed by the master-server to the chunk-servers. 
The scheduler makes an effort to schedule computation 
on the same node where the data is stored. Meanwhile, 
other chunk-servers assigned to the reduce phase begin to 
take the (k2, v2) value pairs and sort them by k2. These 
sorted  arrays  of  v2  values  are  passed  to  the  reduce 
functions  on  these  same assigned nodes.  These  outputs 
are finally saved on the GFS [6]. It is quite common for 
an  application  to  string  together  many  simpler 
MapReduce operations. 
From  the  parallel  SVM  architecture,  the  pseudo 
program code based on MapReduce is as follows. 
Firstly,  computation  nodes  should  be  available.  The 
program can be described as follows. Original large scale 
data D should be split into smaller data sections {D1, , 
Dn}. These data sections are put to computation nodes. 
Based  on  the  available  computation  environment, 
Task-Initiation  is  used  to  configure  the  computation 
parameters,  such  as  Map,  Reduce,  and  Combine  class 
names, number of Map tasks and Reduce tasks, partition 
file  and  so  on.  MapReduce-Driver  will  initiate  the 
MapReduce  task.  Dynamic  parameters  will  be 
transformed  to  each  computation  node  through  API 
interface. 
In each computation node, Map tasks are operated. In 
the first layer of Fig. 1, sample data are loaded from local 
file  system  according  to  partition  file.  In  the  following 
layers, the training samples are support vectors of former 
layer.  Lib-SVM  is  used  to  train  each  sub-SVM. In the 
Lib-SVM,  Sequential  Minimal  Optimization  is  used  to 
select the work set in decomposition methods for training 
support vector machines. C-SVC model is used to train 
classification SVM. Trained support vectors are sent to 
the Reduce tasks. In the Reduce task, all support vectors 
1642 JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014
© 2014 ACADEMY PUBLISHERof all Map tasks are collected together and feed back to 
client.  Through  iteration,  the  training  process  will  stop 
when all sub-SVM are combined to one SVM. 
 
Algorithm: PSMR pseudo-code 
Preparation 
Computation environment configuration; 
Data partition and distribution to the computation nodes; 
Create partition file; 
Main class 
TaskInitiation;  /* configure the MapReduce parameters and class 
names */ 
MapReduceDriver;   /* to initiate the MapReduce tasks */ 
While(condition)   /* not combined to one SVM */ 
TaskInitiation;   /* reconfigure the MapReduce parameters; */ 
MapReduceDriver;  /*  initiate  new  MapReduce  tasks,  broadcast 
combined support vectors to each computation node */ 
Get feedback results;  
If(condition) break;   /*  if  one  SVM  obtained,  program 
finished */ 
End mian class 
Map class 
If(the first layer SVM) 
Load data from local file system;  
else 
Read data broadcasted by Main class;  
End if 
SvmTrain();   /*  the  parameters  of  the  SVM  model  are 
transformed through taskInitiation */ 
Collector;   /* sent the training result to Reduce task through 
message */ 
End Map class 
Reduce class 
Read data transformed from Map task; 
Combine support vectors of each two subSVM into one sample set; 
Collect;   /* feedback all the trained support vectors */ 
End Reduce class 
 
The time cost of SVM can be divided into following 
sections. The computation time complexity of libSVM is 
O(n
2). The transformation time of data between Map and 
Reduce  nodes  is  depend  on  the  bandwidth  of  the 
connection network.  The  combination time  cost  of  two 
SVMs is O(n). When training data set is divided into m 
partitions, the computation cost is calculated as follows. 
The layers of cascade SVM is N = log2 m. 
IV.  EMAIL CLASSIFICATION USING PSMR 
Email classification can be applied to several different 
applications,  including  filtering  messages  based  on 
priority,  assigning  messages  to  user-created  folders,  or 
identifying  SPAM.  We  will  focus  on  the  problem  of 
assigning messages to a user's folders based on that user's 
foldering strategy. 
A. Feature Extraction 
As  a  special  case  of  the  general  text  categorization 
problem, let  us define  formally  the  email  classification 
problem. Given a training set Dt = {(d1 , l1),  , (dn , ln)} 
of  labeled  text  documents,  where  each  document  di 
belongs  to  a  document  set  D,  and  the  label  li  of  di  is 
selected from a predefined set of categories C = {c1,  , 
cm}. The goal of text categorization is to induce a learning 
algorithm  that,  given  the  training  set  Dt,  generates  a 
classifier  : D  C that can accurately classify unseen 
documents. 
So  many  design  approaches  for  documents  feature 
extraction  in  related  research  works.  In  this  paper,  we 
consider  the  traditional  bag-of-words  document 
representation that messages are represented as vectors of 
word counts. We use words as sequences of alphabetic, 
digit  and  underscore  characters  appearing  anywhere  in 
the  email  header  or  body.  Words  are  sort  descent,  50 
most frequent words and words that appear only once in 
the training set are removed, and the remaining words are 
counted in each message to compose a vector. 
B. Classification Accuracy Measure 
As  assumption  above,  the  experiments  consider  the 
traditional  classification  accuracy,  ratio  of  correctly 
classified instances to the total number of instances in the 
test  set,  as  the  macro-averaged  performance  (MAP), 
which  is  a  conventional  metric  for  evaluating 
classification method indicate text documents with labels 
compare to which category it belong to [4]. The system 
made decisions on each email document or message in 
dataset belongs to which group with respect to a specific 
category li ∈C = {c1,  , cm}, can be divided into four 
groups: True Positions (TPi), False Positions (FPi), True 
Negatives (TNi) and False Negatives (FNi), respectively. 
The corresponding evaluation metrics are defined as: 
Global Precision:  
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Figure 2.   Distribution of emails message per user 
V.  EMAIL CLASSIFICATION EXPERIMENT 
A. Email Dataset 
We present experimental results of application parallel 
SVM based on MapReduce (PSMR) algorithm proposed 
in section 3 on the Enron datasets. A large set of email 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1643
© 2014 ACADEMY PUBLISHERTABLE I.   STATISTICS ON ENRON DATASETS - AFTER REMOVING NON-TOPICAL AND SMALL FOLDERS 
User name  Number of 
folders per user 
Message Size 
of largest folder 
Message Size 
of smallest folder 
Number of 
messages per user 
Words Size 
of largest message 
Words Size 
of smallest message 
User 1  91  152  3  1892  2501  45 
User 2  23  1019  5  3309  3270  41 
User 3  42  571  4  4139  48296  46 
User 4  11  1259  6  2598  4564  45 
User 5  30  409  4  1196  19531  56 
User 6  17  1298  3  2697  2278  50 
 
messages, the Enron corpus, was made public during the 
legal  investigation  concerning  the  Enron  Corporation. 
The  raw  corpus  is  currently  available  on  the  web  at 
http://www-2.cs.cmu.edu/~enron/.  The  dataset  is 
provided by CMU after major clean-up and removal of 
attachments. The dataset version we use was released on 
February 3, 2004. 
For cleaning the corpus for use in these experiments by 
removing certain folders from each user, we remove the 
non-topical  folders  "alldocuments",  "calendar", 
"contacts",  "deleted_items",  "discussion_threads", 
"inbox",  "notes_inbox",  "sent",  "sent_items"  and 
"_sent_mail".  In  our  cleaned Enron  corpus,  there are  a 
total of 200,399 messages belonging to 158 users with an 
average of 691 messages per user. This is approximately 
one third the size of the original corpus. Fig. 2 shows the 
distribution of emails per user. The users in the corpus are 
sorted by ascending number of messages along the x-axis. 
The number of messages is represented in log scale on 
the  y-axis.  The  horizontal  line  represents  the  average 
number of messages per user (691). 
We then flatten all the folder hierarchies and remove 
all  the  folders  that  contain  fewer  than  three  messages. 
Since our goal in this paper is to explore how to classify 
messages as organized by a human, these folders would 
have  likely  been  misleading.  Although  the  size  of  the 
dataset  is  large,  many  users'  folders  are  sparsely 
populated.  We  use  the  email  directories  of  six  former 
Enron  employees  that  are  especially  large.  Considering 
their personal privacy, we use anonymous name instead 
of  their name  follows  as:  User1,  User2,  User3,  User4, 
User5  and  User6.  Each  of  these  users  has  several 
thousand  messages,  with  User1  having  more  than  one 
hundred folders. We also remove the X-folder field in the 
message  headers  that  actually  contains  the  class  label. 
Table 1 shows statistics on the seven resulting datasets. 
B. Experiment Results 
As  discussion  above,  this  paper  consider  the macro-
averaged performance (MAP) defined in section 4 as our 
evaluation  method.  However,  in  a  general  case,  email 
messages can with certain probability belong to multiple 
folders, so it would be beneficial not to directly assign a 
message  into  one  folder  but  rather  to  rank  folders 
according  to  a  confidence  measure  of  the  message 
belonging to each of these folders. 
We apply Naive Bayes (NB), Support Vector Machine 
(SVM), and parallel SVM based on MapReduce (PSMR) 
Algorithm to each of the Enron datasets.  
SVM was used first to classify the folder of each email 
based solely on a particular field of data from the email. 
The fields used were "From", "Subject", "Body", and "To, 
CC".  The  date  field  was  not  used,  as  it  is  not  text 
information,  and  the  problem  of  how  to  apply  date 
information  to  email  classification  has  not  been  fully 
explored. Next, SVM was used on each email treated as a 
single bag-of-words. This approach is labeled "All" in the 
analysis below. For this representation, the fields used in 
the previous experiments were concatenated and used in 
the classification. Thus, if the same term appears in both 
the subject and body of a message, it is considered to be 
multiple  occurrences  of  the  same  feature.  For the  final 
approach, labeled "linear combination" below, the SVM 
scores from the "From", "Subject", "Body", and "To, CC" 
classifiers were combined linearly. The weights for each 
section were learned for each folder of a particular user, 
using ridge regression on the training data. 
In order to create training and testing sets, the data for 
each  user  was  sorted  chronologically,  and then  split  in 
half.  The  earlier  half  of  the  messages  was  used  for 
training,  while  the  later  half  was  used  for  testing. 
Standard text parsing routines were applied to each of the 
fields in the email to produce the list of terms. Stemming 
was  also  performed  on  the  body  of  the  message.  The 
terms were then given weights using the standard "ltc" 
formula, and given to SVM, using the one-vs-rest method 
for  multi-class  classification.  For  binary  decisions, 
optimal thresholds were found for each folder (category). 
In  many  previous  experiments,  binary  decisions  were 
based on choosing only the highest ranked folder for each 
message, making precision the only relevant evaluation 
metric. 
We report on experiments on Timeline: we calculate 
the  accuracy  for  each  training/test  split  and  plot  the 
accuracy curve over the number of training messages in 
the  splits.  If  a  test  set  contains  messages  of  a  newly 
created  folder,  so  that no messages  of  this  folder have 
been seen in the training data, then such test messages are 
ignored in the accuracy calculation. 
Results on the six users Enron datasets are reported as 
the accuracy over the timeline in Fig. 3, where the x-axis 
is  the  training  set  size.  Interestingly,  results  on  some 
datasets  do  actually  show  a  tendency  of  improvement 
over time. Such dataset is User3, and such are to some 
extent User1 and User5. The User6 dataset is a special 
case  that  is  discussed  in  Section  4.  The  User5 
phenomenon is presented there as well. 
As  shown  in  Fig.  3,  those  six  sub-graph  indicate 
accuracy over those six users on the timeline measure. In 
Fig. 3(a), compare to the other two methods, the parallel 
SVM  based  on  MapReduce  (PSMR)  algorithm  shows 
more well performance except some cases. The similar 
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of  Naive Bayes (NB) is much better than that of  SVM in 
many  case  in  Fig.  3(c)  and  Fig.  3(f).  Tendency  of 
accuracy of those three algorithms are similar as shown in 
Fig. 3(a), Fig. 3(b) and Fig. 3(d). As shown in Fig. 3(f), 
accuracy of those three algorithms is nearly to 1.0 after 
the training set size over 1400. 
 
 
(a) Accuracy over the timeline of User1 
 
(b) Accuracy over the timeline of User2 
 
(c) Accuracy over the timeline of User 3 
 
(d) Accuracy over the timeline of User 4 
 
(e) Accuracy over the timeline of User 5 
 
(f) Accuracy over the timeline of User 6 
Figure 3.   Timeline results for different user on Enron datasets 
Table  2  shows  the  final  results  on  Enron  datasets  - 
accuracies averaged over all the training/test splits, with 
the standard error of the mean. Depending on the level of 
complexity  and  homogeneity  of  each  test  set,  the 
classification performance can significantly vary, causing 
relatively large standard errors for the averaged results. 
TABLE II.    FINAL RESULTS ON ENRON DATASETS 
Enron user name  Naive Bayes  SVM  PSMR 
User 1  31.2 ±  2.1  57.3 ±  1.9  48.6 ±  1.8 
User 2  63.9 ±  1.6  74.9 ±  1.5  78.4 ±  1.2 
User 3  36.5 ±  2.6  59.3 ±  1.6  55.6 ±  1.5 
User 4  75.2 ±  1.3  82.6 ±  1.1  83.4 ±  1.6 
User 5  57.6 ±  5.8  72.0 ±  4.2  73.4 ±  4.5 
User 6  94.8 ±  2.2  93.1 ±  2.6  94.6 ±  1.8 
 
From  Table  2,  we  see  that  Naive  Bayes,  SVM  and 
parallel SVM based on MapReduce (PSMR) differently 
on  all  the  Enron  datasets.  On  all  the  Enron  datasets, 
PSMR demonstrates the highest accuracies, followed by 
SVM, then Naive Bayes. Despite that, the User1 dataset 
is the only dataset on which the prevalence of PSMR over 
all the other classifiers is statistically significant. In two 
cases (User1 and User3), SVM outperforms PSMR—by 
notable 9% in the case of User1, but the difference is not 
statistically  significant.  On  the  User6  dataset,  Naive 
Bayes  shows  the  best  performance,  but  again  the 
difference is not statistically significant. The performance 
of PSMR is similar to that of SVM in three cases (User1, 
User4 and User3). On two cases (User1 and User3), the 
difference  of  averaged  accuracies  of  Naive  Bayes  and 
SVM  is  not  statistically  significant  though  the  size  of 
training set is different. 
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classifier  is  significantly  inferior  to  the  other  two 
classifiers. It is widely believed that Naive Bayes is not 
the optimal solution for text categorization [19]. However, 
the performance of Naive Bayes could likely be improved 
by applying feature selection and/or a more sophisticated 
smoothing method than Laplace. 
Generally speaking, the timeline curves show unstable, 
spiky  behavior.  One  might  expect  the  classification 
performance improve when the training set size increases, 
but this rarely happens in practice. It can be explained by 
the  observation  that  email  is  usually  related  to  other 
recently  received  email,  rather  than  to  email  received 
long  ago.  Thus,  old  email  in  the  training  set  probably 
does  not  affect  the  classification  procedure.  The 
classification results are surprisingly low. They show the 
real  complexity  of  the  task  of  categorizing  email,  as 
opposed to the regular topical text classification. They are 
obtained on the realistic time-based evaluation setup. If 
we  applied  random  training/test  splits  (method  that  is 
standard  for  the  regular  text  classification),  we  would 
obtain much higher results. 
VI.  CONCLUSION 
There  are  many  more  ways  to  email  classification 
model  than the  methods  attempted  in this paper.  More 
research  needs  to  be  done  into  using  the  relationships 
between emails to reinforce knowledge about a particular 
message. SVM is taken as a most efficient classification 
and regression model. The computation cost of SVM is 
square  proportion  to  the  number  of  training  data. 
Classical SVM model is difficult to analyze large scale 
practical  problems.  Parallel  SVM  can  improve  the 
computation  speed  greatly.  In  this  paper,  parallel  SVM 
model based on iterative MapReduce is proposed. 
In  this  paper  we  have  presented  a  parallel  SVM 
algorithm  for  email  classification.  By  splitting  the 
training  set  and  applying  distributed  computing 
techniques  such  as  MapReduce  we  can  improve  the 
training time considerably. However, this has varying yet 
noticeable degrees of accuracy degradation. In our work, 
we  employ  ontology  based  semantics  to  improve  the 
accuracy  of  the  parallel  SVM  based  on  MapReduce 
(PSMR). Email foldering is a rich and interesting task. It 
differs from the standard (topical) text classification in its 
highly  subjective  and non-monotonic  foldering  schema. 
Folders  are  constantly  being  created  and  abandoned, 
becoming  more  active  and  less  active,  and  even  their 
major common topics are changing over time. In addition, 
users tend to folder some messages by sender, some by 
event,  and  some  by  date  and  in  many  cases  the  logic 
behind  a  certain  foldering  choice  can  be  difficult  to 
discern. Therefore, an email foldering system should be 
adaptive to the working style of individual users. 
One  of  these  relationships  is  thread  membership. 
While a small amount of research has been done into how 
to  detect  threads,  no  one  has  studied  how  to  use  the 
threads  for  the  task  of  email  classification.  Time 
information was also left out of these experiments, while 
it seems clear that it could be useful. Time cannot be used 
in  the  same  way  as  other  fields  though,  obviously,  so 
work  must  be  done  to  determine  how  time  affects  the 
foldering strategies of a user. For future work, we intend 
to  research  appropriate  schemes  to  extract  additional 
intelligence  from  annotated  instances  and  employ  this 
within the machine learning, parallel SVM feedback loop 
process.  We  believe  that  accuracy  can  be  also  further 
improved via automated annotation. 
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Abstract—Equipping  farm  machines  is  the  key  link  of 
agricultural  production  process.  The  decision  support 
system of equipping farm machines is able to aid managers 
to make scientific and effective decision. In this paper, the 
decision  support  system  of  equipping  farm  machines  is 
designed and developed based on the  related theories and 
the thought of prototype. The system chooses Delphi 7.0 as 
development  language,  and  uses  three  classic  equipping 
methods to establish system models. For the complex linear 
programming  model,  firstly  it  is  established  by  M-file  of 
Matlab,  then  COM  components  are  generated;  finally 
Delphi calls the COM components to solve. The database of 
the system is established and managed by SQL Server 2005. 
It  can  be  seen  from  the  result  of  the  system  application 
study  that  the  system  could  assist  users  to  equip  farm 
machines more scientifically and dynamically. 
 
Index Terms—Farm Machines Equipping; Decision Support 
System; Delphi; COM Components 
 
I.  INTRODUCTION 
In  recent  years,  with  the  implementation  of  farm 
machine purchase subsidy policy in China, many farms 
purchased high-power machines. However, it’s difficult 
to choose machines for farms owing to the appearing of 
various  models.  In  the  process  of  equipping  farm 
machines, it may delay farming season owing to the lack 
of equipment or cause a large amount of idle ones owing 
to  the  excessive  equipment.  Therefore,  it  is  very 
important  to  reasonably  equip  farm  machines  for  the 
development of agricultural mechanization. 
With  the  development  of  information  technology, 
many agricultural mechanized management systems have 
been developed, and some were used in practice.  
In  1998,  Lilburne  et  al  [1]  developed  the  prototype 
decision  support  system  to  evaluate  irrigation 
management  plan,  which  could  provide  farmers  with 
reasonable  irrigation  demand  according  to  different 
environment.  In  2001,  Bao  and  He  [2]  developed  the 
multimedia decision support system of farm machinery; 
Zhang [3] developed the information management system 
of agricultural vehicles; and Hu [4] developed the farm 
machine selection system. In 2002, Wu [5] developed the 
information  management  system  of  agricultural 
mechanization  based  on  GIS  that  could  realize  data 
management  such  as  grain  cultivated  area,  yield, 
operational  level  of  farm  machines  and  so  on,  could 
predict  the  development  of  agricultural  mechanization. 
and  produce  the  thematic  map  according  to  user’s 
demand.  In  2003,  Li  [6]  and  Zhang  [7]  developed  the 
information  management  system  of  agricultural 
mechanization based on Web. In 2004, Camarena et al [8] 
developed  the  comprehensive  program  that  used  the 
mixed  integer  linear  programming  model  to  select 
agricultural  machinery  for  Multifarm  systems.  Gao  [9] 
studied  the  decision  support  system  of  grain  harvest 
machines  selection.  In  2005,  Li  [10]  designed  the 
decision support system of farm machinery replacement 
based  on  the  models  proposed.  In  2006,  Zhu  [11] 
developed the intelligent decision support system of web-
based  farm  machinery  selection,  which  used  the 
comprehensive  evaluation,  AHP  and  projection  pursuit 
based on genetic algorithm to select models of equipment. 
In  2007,  Tang  and  Ying  [12]  developed  the  decision 
support  system  for  agricultural  mechanization 
information management based on GIS by using VB 6.0, 
MapInfo 7.0 geographic information system, and Access 
8.0  in  Windows  environment.  Qiao  [13]  designed  and 
developed the agricultural mechanized production expert 
system  based  on  prototype  method.  In  2008,  Sahu  and 
Raheman  [14]  designed  the  decision  support  system  of 
tractor  equipment  system  matching  and  performance 
prediction by using VB 6.0. Wang et al [15] designed and 
developed  agricultural  machinery  information 
management  system  based  on  web  database.  In  2010, 
Gupta  et  al  [16]  developed  a  greenhouse  seedling 
production  decision  support  system  by  using  VB6.0. 
Nikkila  et  al  [17]  established  management  information 
system architecture of precision agriculture. Sqrensen et 
al [18] built the concept model of the future agricultural 
management information system. In 2011, Wang and He 
[19] used ASP.NET and SQL Server 2000 to design and 
develop the fertilization decision support system. Mehta 
et al [20] designed the expert decision support system by 
system  modeling  method  that  could  choose  suitable 
tractor implement system according to different soils or 
operational environment. Luo and He [21] designed and 
developed  the  agricultural  mechanization  knowledge 
management  system  in  order  to  make  workers  obtain 
information  and  knowledge  related  to  agricultural 
mechanization  more  easily  and  quickly.  Feng  [22] 
constructed  the  agricultural  mechanization  decision 
support  system  based  on  multi-agent  technology  by 
designing  multi-agent  development  platform  in 
combination  with  the  system  analysis  and  evaluation 
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doi:10.4304/jnw.9.6.1648-1655methods,  which  could  analysis,  evaluate,  simulate  and 
predict  agricultural  mechanization  systems  of  Henan 
province.  Wang  et  al  [23]  designed  the  precision 
irrigation fuzzy control system based on crop water stress 
acoustic  monitoring,  which  could  realize  safety  and 
efficiency  in  precision irrigation.  Ning  and  Kuang  [24] 
developed the agricultural machinery information inquiry 
system  of  Yunnan  province  by  using  Access.  In  2013, 
Zhao  et  al  [25]  proposed  the  intelligent  agricultural 
forecasting  system  based  on  wireless  sensor  network 
technology  that  could  provide  intelligent  services  for 
guiding irrigation control, disease prevention and so on.  
In  summary,  some  systems  about  agricultural 
mechanization have been developed and used in practice. 
However the decision support system of equipping farm 
machines has not been reported until now. Therefore, it is 
necessary  to  develop  the  decision  support  system  for 
equipping  farm  machines  in  order  to  improve  the 
equipping efficiency  
II.  GENERAL DESIGN OF DECISION SUPPORT SYSTEM 
FOR EQUIPPING FARM MACHINES  
The  detailed  design  of  decision  support  system  for 
equipping  farm  machines  plays  an  important  role  in 
developing the system. In this phase, database, model  
library  and  human  machine  interface  will  be  designed 
carefully,  which  provides  the  guidance  for  the  further 
development.  
A. Design of Database System 
Adequate data are the basis of scientific management 
and  decision.  Database  system  is  the  basis  of  decision 
support system and the bridge of information delivering 
among parts in system.  
The database of the system mainly stores some basic 
data and primary data used to calculate. According to the 
classification of the data, database can be divided into 5 
sublibraries: (1) crop type database; (2) agronomic stage 
database, which is used to store the agronomic stage of 
each  crop  in  the  agricultural  process;  (3)  user 
management  database,  which  is  used  to  store  some 
information about users to protect the system; (4) power 
machinery database, which is used to store all types of po
wer  machinery  and  relevant  performance  indicators 
related  to  crop  cultivation,  growth  and  harvesting  in 
China  and  abroad;  (5)  operating  machinery  database, 
which is used to store all types of farm machinery and the 
indicators  related  to  crop  cultivation,  growth  and 
harvesting.  The  design  prototype  of  decision  support 
system database is as Figure 1. 
B. Design of Model Library System 
Model library system is an important part of decision 
support  system.  The  decision-maker  decides  through 
various models in model library rather than through the 
data  in  the  database.  Therefore,  model  database  is  the 
center of decision support system. According to the rules 
of establishing models and the theory of farm machines 
equipping, this system mainly establishes three models of 
linear  programming,  workload  method  and  energy 
method. 
1)  Establishment of Linear Programming Model 
The method of establishing linear programming model 
can be described this way: in the agricultural production 
process,  at  the  premise  of  knowing  the  basic  operating 
requirements and on the basis of agricultural process, the 
tractor unit required by each operation is set as a decision 
variable.  The  number  of  farm  implement  will  thus  be 
determined  by  these  decision  variables.  Then  several 
decision  variables  are  set  according  to  the  number  of 
tractors required during each operation. Finally, equations 
are set with operating areas as constraints and the total 
cost of all farm machinery as the objective function. The 
process is as follows: 
1) Operating areas constraints 
 
i1
M
k i i k D W X A

    (1) 
The meaning of formula (1) is: the sum of each unit’s 
workload  cannot  be  less than the  operating  area  of  the 
same operation; M is the number of variables; K is the 
number of operations; Ak is the kth operating area (Ha);  
Dk is the number of times of the kth operation (Duty); 
Wi is the operating efficiency of the unit (Ha/Duty); Xi is 
the  number  of  tractors  equipped;  i  is  the  variable  of 
tractor unit.  
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Figure 1.   Database structure design of equipping farm machines decision support system 
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
    (2) 
The meaning of formula (2): the total of the number of 
tractors required cannot be greater than the number of the 
same tractor; Xj is the number of j tractor.  
3) Operating machinery equipment constraints 
  pk XX     (3) 
The meaning of formula (3): in the farming process, 
the number of farming machinery used at the same time 
cannot be greater than the total number of this operating 
machinery; Xp is the number of the kth operating machine 
used  in  the  ith  operation;  Xk  is  the  number  of  the  kth 
operating machinery.  
4) Non-negative constraints  
All variables in the model are greater than or equal to 
zero. 
5) The objective function 
The target of equipping farm machines is the minimum 
operating cost. The cost can be divided into two parts: 
fixed  cost  (C)  and  variable  cost  (F)  (the  fixed  and 
variable cost of farming machinery in this paper is listed 
in appendix). 
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

  (4) 
Bj is the fixed fees of each tractor (Yuan/ Ha); Ci is 
variable  fees  of  each  type  of  operating  machinery  unit 
(Yuan / Ha). 
2)  The Establishment of Workload Model 
Calculate the number of each type of tractors needed in 
this  operation,  according  to  the  number  of  each 
operations,  suitable  operating  dates,  days  of  practical 
operation,  average  working  times  of  everyday  and  the 
productivity of each type of tractor in each operation.  
 
ji
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n
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   (5) 
nji is the number of j tractor needed in the i operation; 
Sji  is  the  operating  area  (Ha)  of  j  tractor  finishing  i 
operation; Di is the practical operating days within the i 
working time (D); Pi is the average working times (Duty/ 
D)  within  the  i  working  day;θ ji is  the  productivity  of 
tractor j operating i (Ha/Duty). 
3)  The Establishment of Energy Law Model 
Energy method is to determine the number of tractors 
needed on the basis of the required energy during an 
operation  and  the  chosen  tractor’s  rated  power. 
 
ij
j
j
W
n
w
    (6) 
nj is the number of tractor j; Wij is the traction power 
(KW/D) needed of tractor j for i working days; Wj is the 
traction power of tractors (KW).  
The Wij formula is as follow: 
  i
ij
j
i
KS
W
D


   (7) 
λ is unit conversion factor; K is specific resistance of 
agricultural operations; δ is weather factor. 
4)  Function Design of Models Selection 
In model library management system, there are linear 
programming,  energy  method  and  workload  models, 
which are established on the basis of the three methods of 
agricultural machinery equipping. When users are using 
the system, it can help to choose suitable models to equip 
machines according  to  user  types  and  the  data  of  their 
existing  farm  machines. The  analyzing  procedure  is  in 
Figure 2. 
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Energy or Operating 
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e
e
d
b
a
c
k
User
  
Figure 2.   Model Selection Analysis Function Design 
In  the  system  design,  the  key  parameters  of  three 
models are chosen as the system distinguishing condition. 
If  the  user  is  an  individual  farmer,  the  system  will 
recommend energy method and workload method models. 
If  the  user  is  a  farm  or  an  enterprise,  the  system  will 
recommend  linear  programming  model.  In  a  word,  the 
system will recommend suitable model according to the 
detailed parameters of users. 
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Figure 3.   The basic structure of the main menu 
 
Figure 4.   The main screen of the system 
C. Detailed Design of Human Machine Interface System 
Human Machine Interface (HMI) system is a pass for 
human being and computers to transfer data, information 
and knowledge. In the using process of decision support 
system, the decision-maker will operate and control the 
sub-system (database system and model library system). 
Therefore,  HMI  is  an  important  part.  In  the  design 
process, if a good human machine interface is established, 
it is helpful for users to operate the system easily. This 
system use the human machine interface with the user as 
its center, and the interface is nice and natural, clear and 
concise, and easy to operate. The basic structure of the 
system menu is shown in Figure 3. 
III.  FUNCTION ACHIEVEMENT OF DECISION SUPPORT 
SYSTEM OF EQUIPPING FARM MACHINES 
The developing and operating environment of decision 
support  system  for  farm  machines  equipping  is  mainly 
Windows  platform.  Database  is  established  through 
software SQL Server 2005. In the model library, linear 
programming  model  is  established  through  M-file  of 
Matlab 7.0. Then COM components are generated with 
this  M  file,  Delphi  uses  this  COM  components  to 
calculate model. This system designs a concise and nice 
human-machine interface with Delphi 7.0 language.  
The  decision  support  system  of  equipping  farm 
machines  includes  four  functional  subsystems  of  user 
management,  agricultural  product  management, 
agricultural procedure management and decision analysis. 
The interface is showed in Figure 4.  
A. The Function Achievement of User Management 
Subsystem 
When opening the system, we can first see the login 
interface (Figure 5). Only when the user inputs a correct 
account and password, the user can enter the interface. At 
the bottom of the login interface, the login date and time 
will be shown in the status bar. In the status bar of the 
lower  part  of  the  interface,  the  dynamic  words  “Hello, 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1651
© 2014 ACADEMY PUBLISHERwelcome  to  the  agricultural  machinery  equipping 
decision support system” will be shown. If the user logs 
in the system for the first time, he needs register firstly. 
Press  “Register”  button,  we  can  enter  the  register 
interface. The registered account and the password of the 
user will be stored in the database. 
 
 
Figure 5.   The login screen 
 
Figure 6.   The tractors query subsystem operation interface 
 
Figure 7.   Operating machinery query subsystem operation interface 
B. The Functional Achievement of Agricultural Product 
Management Subsystem 
Agricultural  machinery  mainly  includes  power 
machinery  and  operating  machinery.  This  module  can 
help the user to inquire relevant agricultural machinery 
parameters  to  pave  the  way  for  agricultural  machinery 
equipping. The operational interfaces are shown in Figure 
6 and Figure 7. 
C. The Functional Achievement of the Agricultural 
Procedure Management Subsystem 
Agricultural  production  process  refers  to  the  whole 
production process of the preparing, plowing, harrowing, 
sowing of some crop target. Agricultural process is the 
shorten  form  for  agricultural  production  process.  This 
process complies with a certain agricultural technology, 
uses  machinery  and  chemistry  as  its  measures,  and 
processes soil and crops. It is a comprehensive measure. 
The whole production process of a certain crop in an area 
consists all relevant technological procedures according 
to some sequence [26]. Every technological process may 
include one or several operations. Agricultural production 
process  generally  includes  tillage,  basic  construction  of 
farmland, sowing and transplantation, field management, 
harvest  and  transportation  and  so  on.  The  agricultural 
process management interface is shown in Figure 8. 
 
 
Figure 8.   Agronomic Process Information Management Subsystem 
Interface 
 
Figure 9.   Model selection operation interface 
D. Functional Achievement of Decision Analysis 
Subsystem 
The design of model selection analysis subsystem is to 
utilize the model properly to solve the practical problems 
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Then  the  subsystem  will  recommend  suitable  model 
according to the user’s data, suggesting the user to use a 
proper model to equip. The operating interface is shown 
in Figure 9. 
IV.  APPLICATION IN CASE 
Hongxing  farm  in  Hei  longjiang  Province  is  divided 
into five operating areas. This paper takes the main crops, 
beans and corn, in the 3rd operating area as examples to 
equip  farm  machines.  Recently,  the  3rd  operating  area 
primarily  cultivates  beans  and  corn,  with  its  acreage 
being 2210.9 Ha and 400 Ha. Research shows that the 
machine type in this area is complicated. Thus, according 
to the degree to which users are satisfied with different 
types of machines. We choose JD7830, Dong Fang Hong 
1804,  2BDY-11  blowing  planter,  4720  self-propelled 
spraying  machine,  JD9660  harvesters,  folding  heavy 
harrow  X19  and  6488  corn  harvester  as  the  equipped 
target. The mechanized process table is shown in Table I.  
A. Optimization Results of Linear Programming Sub-
module 
In  the  developing  process  of  agricultural  equipment 
decision  support  system,  linear  programming  module 
mainly uses the solving idea of original simplex method 
in  operation  research.  The  application  of  this  module 
needs  relevant  basic  of  linear  programming  module 
establishment. Firstly, establish the right model according 
to  the  actual  situation;  Then  operate  the  system.  The 
results are shown in Figure 10. 
 
 
Figure 10.  Optimization results from delphi calling matlab 
B. Optimization Results of Workload Method Sub-module 
This  model  is  designed  according  to  the  workload 
method. The result is the number of machine unit in the 
farming process. The calculating result and the preview 
are  in  Figure  11.  We  can  see  from  the  results  in 
combination with the practical situation that the number 
of JD7830, Dong Fang Hong 1804, 2BDY-11 air-blowing 
planter,  4720  self-propelled  spraying  machine,  JD9660 
harvesters,  folding  heavy  harrow  X19  and  6488  corn 
harvester are respectively 10, 11, 21, 1, 2, 3, 1. 
 
 
Figure 11.  Assignment method optimization results 
C. Optimization Results of Energy Method Sub-module 
This model is established according to energy method 
theory. The optimization results are shown in Figure 12. 
 
 
Figure 12.  Energy method optimization results 
With the practical operating time, we can see that the 
number of required farm mahchines is 3 JD 7830, 3 Dong 
Fang Hong 1804, 7 air-blowing planter 2BD Y-11, 1 self-
propelled  spraying  machine  4720,  1  soybean  harvester 
9660, 1 folding heavy harrow X19, 1 corn harvester 6488. 
It  can  be  seen  that  different  equipment  method  can 
give different equipping number. Among these methods, 
linear programming model is more practical, because it 
takes in account of the whole year’s operating process of 
a  certain  crop.  However,  its  establishment  process  and 
solving  process  are  complicated.  Workload  method 
model and energy method model are easy to establish, but 
they  are  not  connected  closely  with  the  practical 
operating process. Therefore, linear programming method 
is  better  for  large-scale  farm  equipment  and  energy 
method  and  workload  method  are  better  for  individual 
farmers because they are convenient and concise. 
JOURNAL OF NETWORKS, VOL. 9, NO. 6, JUNE 2014 1653
© 2014 ACADEMY PUBLISHERTABLE I.   THE MECHANIZATION PROCESS OF THE SOYBEAN AND CORN 
NO.  Operating 
Project 
Start&End 
dates  Dynamic models  Operating 
models 
Operating 
frequency 
Weather 
factor 
Productivity 
(ha/ classes) 
Operating 
area (ha) 
1  Corn ridging 
clip fat  4.25-4.30 
JD7830/ 
DongFangHong 
1804 
2BDY-11 
Blowing planter 
1.25 
1.25  0.8  39.6 
35.6  400 
2  Soybean 
sowing  5.1-5.10 
JD7830/ 
DongFangHong 
1804 
2BDY-11 
Blowing planter 
2 
1.25  0.8  39.6 
35.6  2210.9 
3  Corn sowing  5.5-5.15 
JD7830/ 
DongFangHong 
1804 
2BDY-11 
Blowing planter 
1.25 
1.25  0.8  39.6 
35.6  400 
4  Soybean 
subsoiling  5.25-6.5 
JD7830/ 
DongFangHong 
1804 
2BDY-11 
Blowing planter 
1.5 
1.5  0.8  42.2 
38  2210.9 
5  Corn fertilizer  6.15-6.20 
JD7830/ 
DongFangHong 
1804 
2BDY-11 
Blowing planter 
1 
1  0.8  46.5 
40  400 
6  Cultivator once  6.15-6.20 
JD7830/ 
DongFangHong 
1804 
2BDY-11 
Blowing planter 
1.25 
1.25  0.8  46.5 
40  2210.9 
7  Soybean 
Fertilization  6.20-6.30  4720 Self-propelled spraying machine  1.5  0.8  168  2210.9 
8 
Cultivator 
twice  7.1-7.10 
JD7830/ 
DongFangHong 
1804 
2BDY-
11Blowing 
planter 
1.25 
1.25  0.8 
46.5 
40  2210.9 
9  Soybean 
harvest  10.1-10.16  JD9660 Soybean harvest  2  0.8  48.6  2210.9 
10  Autumn harrow  10.5-10.25  JD7830  Folding  heavy 
harrowX19  1  0.8  37.9  2210.9 
11  Corn harvest  11.1-11.6  6488 Corn harvest  2  0.8  14.3  400 
 
V.  CONCLUSION 
Agricultural machinery equipping is an important part 
of the modern agricultural mechanization. In paper, the 
decision support system for equipping farms machines is 
designed  and  developed  according  to  the  developing 
methods  of  the  decision  support  system  and  the  basic 
theory  of  the  agricultural  machinery  equipping.  In  the 
process  of  design  and  development  of  the  system,  the 
Delphi  7.0  is  used  to  design  human  machine  interface 
simply  and  beautifully,  which  could  make  a  good 
information exchange between the user and the system. 
SQL Server 2005 is used to establish the database, which 
can improve the security of the database and make the 
database  extensible.  The  model  library  management 
subsystem  stores  linear  programming  workload  and 
energy  models,  and  the  development  of  the  linear 
programming  model  mainly  adopts  the  technology  of 
Delphi  calling COM  component  which  is generated  by 
Matlab. Besides, the case study shows that the system can 
provide reasonable numbers of agricultural machines for 
users according to the selected model and can help the 
users  to  make  scientific  decisions  and  improve  the 
efficiency of equipping farms machines. 
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Appendix A 
Table Fixed cost of farm machinery per year 
NO.  Machine Name  Fixed Fee (RMB / year) 
1  JD7830  62500 
2  DongFangHong1804  49875 
3  2BDY-11 Blowing planter  4563 
4  4720 Self-propelled spraying machine  156250 
5  JD9660 Soybean harvest  111250 
6  Folding heavy harrowX19  5040 
7  6488 Corn harvest  48500 
Appendix B 
Operating unit name 
Fuel  costs 
(yuan / mu) 
Maintenance 
fee (yuan / mu) 
Staff salaries 
(yuan / mu) 
Standard  acres 
conversion factor 
Total (yuan / 
mu) 
JD7830 Corn  fertilization ridging  clip 
fertilizer unit  4.11  3  1.5  0.6  51.66 
DFH 1804 corn ridge clip fertilizer unit  4.11  3  1.5  0.7  60.27 
JD7830 soybean planting crew  4.11  3  1.5  0.7  60.27 
DFH 1804 soybean planting crew  4.11  3  1.5  0.7  60.27 
JD7830 corn sowing machine  4.11  3  1.5  0.75  64.575 
DFH 1804 corn sowing machine  4.11  3  1.5  0.75  64.575 
JD1830 soybean subsoiling unit  4.11  3  1.5  0.6  51.66 
DFH 1804 soybean subsoiler unit  4.11  3  1.5  0.7  60.27 
JD7830 corn fertilizer unit  4.11  3  1.5  0.75  64.575 
DFH 1804 corn fertilizer unit  4.11  3  1.5  0.45  38.745 
TD7830 cultivator unit  4.11  3  1.5  0.25  21.525 
DFH 1804 cultivator unit  4.11  3  1.5  0.45  38.745 
4720 spraying machine unit  4.11  3  1.5  0.22  18.942 
9660 harvester unit  4.92  3  1.5  1.05  98.91 
JD7830 heavy harrow unit  4.11  3  1.5  0.6  51.66 
6488 corn harvester unit  4.11  3  1.5  1.05  90.405 
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Abstract—Anonymous is one of the most important security
properties for kinds of Internet applications. In this paper,
we consider the privacy-preserving problem in the context of
public key broadcast encryption. We provide a new security
deﬁnition for anonymous public key broadcast encryption,
and construct a new scheme. To achieve anonymous, we
blind the ciphertexts using the random factors. Moreover,
we use a pair of orthogonal bases to construct secret key and
ciphertexts for proper decryption. Our anonymous public-
key broadcast encryption scheme can be proven in the
adaptive model without random oracle. The key technique
used to obtain our result is an elaborate combination of
the dual system encryption proposed by Waters and a new
approach on bilinear pairings using the notion of dual
pairing vector spaces (DPVS) proposed by Okamoto and
Takasima.
Index Terms—public-key broadcast encryption, anonymous,
DPVS, dual system encryption, adaptively secure
I. INTRODUCTION
In many scenarios, it is crucial that the distributed
content to a (large) set of users is kept private. In a com-
mercial context, a broadcaster is interested in distributing
digital content only to the paying customers. Similarly, an
online store selling electronic books or digital music and
movies wishes to keep the distributed content protected
from any user but the proper customer. Companies are
interested in distributing conﬁdential information inside
the company itself to a particular subset of employees
(e.g.: accounting members, top management,...) avoid-
ing people outside the group (or competitors) to learn
about the information. To solve this problem, Fiat and
Naor formulated the “Broadcast Encryption” problem and
provided a ﬁrst solution in [1]. In broadcast encryption,
a sender can efﬁciently send a ciphertext to the set of
receivers S that is arbitrary chosen by the sender, and
a receiver can decrypt the ciphertext if he belongs to
the set S. A trivial broadcast encryption system with
linear size of ciphertexts can be built by using multiple
instances of an encryption system. Therefore, a non-trivial
broadcast encryption system should have sub-linear size
of ciphertexts. Broadcast encryption is classiﬁed as public
key or symmetric key depends on the type of keys, stateful
or stateless depends on the need of private key update, and
fully-collusion resistant or t-collusion resistant depends
on the maximum number of collusion users.
A. Related Works
In recent years, a variety of BE systems have been
proposed in [2]–[12]. Public-key broadcast encryption
(PKBE) is a speciﬁc type of broadcast encryption such
that anyone can create a ciphertext by using the the public
key of broadcast encryption. Boneh et al. proposed the
ﬁrst stateless and fully-collusion resistant PKBE scheme
by using the algebraic structure of bilinear groups in [10].
They ﬁrst propose a simple PKBE scheme with linear
size of public keys and constant size of ciphertexts, and
then they proposed a generalized PKBE scheme with sub-
linear size of public keys and ciphertexts. After the pio-
neering work of Boneh et al., many other PKBE schemes
with different properties were proposed in bilinear groups
[13]–[15]. However, these PKBE schemes were proven
to be secure in the static security model under q-type
assumptions where the value q depends on the number
of users in the system. The static security model is a
weaker security model since the adversary should commit
the target set S before he receives the public key.
The right security model of PKBE is the adaptive
security model where the adversary adaptively requests
private keys for arbitrary chosen indexes and later selects
a target subset at the challenge step. Generally, a PKBE
scheme in the static security model can be converted
to a PKBE scheme in the adaptive security model if a
simulator predicts the target set S of the adversary by
simply selecting an arbitrary set S0. However, this method
has a problem such that the probability of S = S0
is less than 1=2N where N is the number of users in
the system. To achieve the adaptive security, Gentry and
Waters proposed a new method that converts a semi-
statically secure PKBE scheme to an adaptively secure
one by using the two-key technique in [16]. In the semi-
static security model, an adversary ﬁrst commits an initial
set S0, and it outputs the target set S that is a subset of
S0 in the challenge step. The adversary of the semi-static
security model has more ﬂexibility compared to the static
security model. The two-key technique is a method to
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success if one of the two keys is given.
B. Motivations and Contributions
While the traditional BE schemes have focused on
protecting the broadcast contents from unauthorized users
and reducing the length of the ciphertext or private
key size, they have not concerned about protecting the
identities of users allowed to access the contents. Who
can access the contents, however, is often more sensitive
than the contents themselves.
Suppose a university provides a document to students
with low average grades. To maintain the privacy of
the students, the set of authorized users should be kept
private, not only from outsiders, but from the students
in the group as well. In a commercial context an online
seller would prefer to keep its list of customers secret
and protect it from competing companies, e.g. to avoid
competitors advertising. Digital media providers could be
interested in protecting their customers privacy avoiding
them to be proﬁled by the analysis of their purchases.
A company, giving a call for tenders would like to keep
recipients unrevealed to maintain the competition fair.
According to commonly accepted deﬁnitions given in
[13], [16], [17], a BE scheme consists of four algorithms:
Setup, KeyGen, Encrypt and Decrypt. Each user in the
system can obtain his private key from the KeyGen
algorithm, and the sender can choose an arbitrary target
set of users S to which he wishes to broadcast a message.
To decrypt, a legitimate user, i.e. a user in S, has to
run the decryption algorithm on input the ciphertext, his
private key and a description of the target set S. This
set S is required speciﬁcally as an input to Decrypt in
the existing deﬁnitions of BE. Hence the user needs to
somehow know to which set S the message was broadcast,
otherwise he cannot decrypt. Unfortunately, solving this
problem is not just a matter of removing this requirement
from the model, as current schemes explicitly rely on S
as an input to Decrypt for decryption to work. Thus, a
broadcaster exposes all of the public keys (or identities)
of the receivers to the public by attaching them into the
header of a broadcast message, such as the works of [10],
[18], [19], [20], [13], [21], [16], and so on. This violates
the privacy of the receivers in many practical scenarios.
To solve this problem, Barth et al. proposed the ﬁrst
private broadcast encryption scheme in [22], to protect
the privacy of users of encrypted ﬁle systems and content
delivery systems. Then, Hur et al. proposed a privacy-
preserving (anonymous) identity-based broadcast encryp-
tion scheme in [23]. However, their scheme only achieves
selective secure in the random oracle model.
Our goals in this study are to provide recipient privacy:
an encrypted broadcast message should hide who can
access its contents, even from each other in the set of
authorized receivers.
In this paper, we gave the formal deﬁnition of anony-
mous public-key broadcast encryption (ANON-PKBE)
scheme, and described the new security deﬁnition. Then
we proposed a speciﬁc ANON-PKBE scheme, and proved
it in the standard model. In the construction of our
scheme, we used the dual paring vector spaces (DPVS)
proposed by Okamoto and Takashima in [24] to achieve
anonymous. In the security proof, we used the dual system
encryption proposed by Waters in [25] to obtain full
security.
C. Organization
In Section 2, we recall some preliminaries. In Section
3, we give the formal deﬁnition of ANON-PKBE scheme
and its new security deﬁnition. We describe the construc-
tion of our ANON-PKBE scheme in the Section 4. Then,
we prove the security of the scheme in Section 5. Finally,
we conclude in Section 6.
II. PRELIMINARIES
A. Dual Pairing Vector Space
Okamoto and Takashima [24] described the deﬁnition
of dual pairing vector spaces.
Deﬁnition 1: “Symmetric bilinear pairing groups”
(q;G;GT;g;e) are a tuple of a prime q, cyclic (multi-
plicative) group G and GT of order q, g 6= 1 2 G, and
a polynomial-time computable non-degenerate bilinear
pairing e : G  G ! GT i.e., e(gs;gt) = e(g;g)
st and
e(g;g) 6= 1. Let Gbgp be an algorithm that takes input
1 and outputs a description of bilinear pairing group
(q;G;GT;g;e) with security parameter .
In this paper, we concentrate on this symmetric version
of dual pairing vector spaces constructed by using
symmetric bilinear pairing groups given in Deﬁnition 1.
Deﬁnition 2: “Dual pairing vector spaces (DPVS)”
(q;V;GT;A;e) by a direct product of symmetric pair-
ing groups (q;G;GT;g;e) are a tuple of prime q, N-
dimensional vector space V :=
n
z }| {
G      G over Fq,
cyclic group GT of order q, canonical basis A :=
(a1;:::;an) of V, where ai := (
i 1
z }| {
1;:::;1;g;
n i
z }| {
1;:::;1), and
pairing e : G  G ! GT. The pairing is deﬁned
by e(x;y) :=
Qn
i=1 e(gi;hi) 2 GT where x :=
(g1;:::;gn) 2 V and y := (h1;:::;hn) 2 V. This is
non-degenerate bilinear i.e., e(sx;ty) = e(x;y)
st and
if e(x;y) = 1 for ally 2 V, then x = 0. For all i and j,
e(ai;aj) = g
i;j
T , where i;j = 1 if i = j, and 0 otherwise,
and gT := e(g;g) 6= 1 2 GT. DPVS generation algorithm
Gdpvstakes input 1( 2 N) and n 2 N, and output a
description of paramV := (q;V;GT;A;e) with security
parameter  and N-dimensional V. It can be constructed
by using Gbpg.
We describe random dual orthonormal bases generator
below, which is used as a subroutine in the proposed
PPBE scheme.
Gob(1;n) : paramV := (q;V;GT;A;e)
R     Gdpvs(1;n);
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U     GL(n;Fq);(i;j) := (XT)
 1
;
bi :=
Xn
j=1
i;jaj;B := (b1;:::;bn);
b
i :=
Xn
j=1 i;jaj;B := (b
1;:::;b
n);
return (paramV;B;B).
B. Assumption
Deﬁnition 3: “n-eDDH: n-Extended Decisional
Difﬁe-Hellman Assumption” The n-eDDH problem
is to guess  2 f0;1g, given (paramG, g, gk,
fg!+ihi;gi;ghig1in, fgihjg1i6=jn, Y), where
G
n eDDH
 (1): paramG := (q;G;G;g;e)
R     Gbpg(1),

U     F
q , !;hi;i
U     Fq for i = 1;:::;n,
Y0 = gk!, Y1
U     G, return (paramG, g, gk,
fg!+ihi;gi;ghig1in, fgihjg1i6=jn, Y), for

U     f0;1g. For a probabilistic machine C, we deﬁne
the advantage of C for the n-eDDH problem as:
Adv
n eDDH
C () := jPr[C(1;) ! 1

 
R     G
n eDDH
0 (1)]
 Pr[C(1;) ! 1



R     G
n eDDH
1 (1)]j
The n-eDDH assumption is: For any polynomial-time
adversary C, the advantage Adv
n eDDH
C () is negligible.
III. NEW DEFINITION OF ANONYMOUS PUBLIC-KEY
BROADCAST ENCRYPTION
Similar to the traditional public-key broadcast
encryption scheme, a anonymous public-key broadcast
encryption scheme consists of probabilistic polynomial-
time algorithm Setup, KeyGen, Encrypt, Decrypt. They
are given as follows:
Setup(1;n): The Setup algorithm takes as input
security parameter  and the total number of users in
this system n (the users are indexed to 1;:::;n) outputs
public key PK, and secret key SK.
KeyGen(i;SK): Takes as input an index i 2
f1;:::;ng and the secret key SK. It outputs a private key
ski.
Encrypt(PK;S;M): The Encrypt algorithm takes
as input the public key PK, subset S of all users (S 
f1;:::;ng), and plaintext M. It returns ciphertext C.
Decrypt(PK;ski;C): The Decrypt algorithm takes
as input the public key PK, secret key ski, and ciphertext
C. It outputs either plaintext M or the distinguished
symbol ?.
Note that, in the description of Decrypt algorithm, the
receiver set S, is no longer as input. This point is the main
difference between ANON-PKBE scheme and traditional
PKBE scheme.
An ANON-PKBE scheme should have the following
correctness property: for all receivers sets S and
plaintext M, for correctly generated PK, SK, ski  
KeyGen(i;SK), and C   Encrypt(PK;S;M),
it holds that M = Decrypt(PK;ski;C), if i 2 S.
Otherwise, it holds with negligible probability.
Deﬁnition 4: An anonymous public-key broadcast en-
cryption scheme is adaptively anonymous and indistin-
guishable under chosen plaintext attacks (ANON-IND-
CPA) if for all probabilistic polynomial-time adversaries
A, the advantage of A in the following experiment is
negligible in the security parameter:
Setup. Setup algorithm is run to generate keys PK and
SK, and PK is given to A.
Phase 1 (KeyGen). A may adaptively corrupt user
i 2 f1;:::ng in this system. In response, A is given the
corresponding key ski.
Challenge. A outputs two challenge plaintexts M0,
M1 (jM0j = jM1j), and two challenge receivers sets
S0;S1  f1;:::ng, subject to the restriction that i = 2
fS0
S
S1g   fS0
T
S1g for all corrupted user i in Phase
1. If there are some Corrupt queries to i 2 S0
T
S1, it
should restrict that M0 = M1 additionally. A random bit
 is chosen. A is given C   Encrypt(PK;S;M).
Phase 2 (KeyGen). A may continue adaptively corrupt
the user i 2 f1;:::ng in this system. If M0 = M1 in the
Challenge phase, it should restrict that i = 2 fS0
S
S1g  
fS0
T
S1g, else, it should restrict that i = 2 fS0
S
S1g. In
response, A is given the corresponding key ski.
Guess. A outputs a bit , and succeeds if  = .
We deﬁne the advantage of A as the quantity
Adv
ANON-IND-CPA
A := Pr[ = ]   1=2.
IV. ANONYMOUS PUBLIC-KEY BROADCAST
ENCRYPTION SCHEME
In this section, we proposed a new construction of
ANON-PKBE, which is inspired by a new functional
encryption system proposed in EUROCRYPT 2010 by
Lewko et al. [26]. Our new ANON-PKBE scheme uses
the notion of dual pairing vector spaces (DPVS) proposed
by Okamoto and Takashima [24].
A. Construction
Setup(1;n): (paramV,B,B)
R    Gob(1;4n + 3), and
sets ^ B:=(b
1, b
2, ..., b
2n, b
4n+1, b
4n+2), ^ B:=
(b1, b2, ..., b2n, b4n+1, b4n+3). Then, chooses two
collision-resistant hash-functions h1;h2 : Z
n ! Fq, and
lets PK := (1;paramV; ^ B;h1;h2), SK := ( ^ B). It
returns PK and SK.
KeyGen(i;SK): For all users i 2 f1;:::ng, i;i
U    
Fq, and sets
ski := i(h1(i)b
2i 1 + h2(i)b
2i) + b
4n+1 + ib
4n+2:
Encrypt(PK;S;m): 1, 2, , yj;1, yj;2
U     Fq, for j 2
U   S. For 8i 2 S, chooses xi;1;xi;2 2 Fq, subject to
(xi;1;xi;2)  (h1(i);h2(i)) = 0, and sets
C1 :=
P
i2S
1(xi;1b2i 1 + xi;2b2i) +
P
j2U S
(yj;1b2i 1 + yj;2b2i) + b4n+1 + 2b4n+3;
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
T  M:
It outputs C := (C1;C2)
Decrypt(PK;ski;Hdr): M = C2=e(C1;ski).
B. Correctness
ski = i(h1(i)b
2i 1 + h2(i)b
2i) + b
4n+1 + ib
4n+2
= (
2i 2
z }| {
0;:::0;ih1(i);ih2(i);
4n 2i
z }| {
0;:::;0;1;;0)B
C1 =
X
i2S
1(xi;1b2i 1 + xi;2b2i)+
X
j2U S
(yj;1b2i 1 + yj;2b2i) + b4n+1 + 2b4n+3
= (1x1;1;1x1;2;::::;1xs;1;1xs;2;ys+1;1;ys+1;2;:::;
yn;1;yn;2;
2n
z }| {
0;:::;0;;0;2)B
Therefore, e(C1;ski) = g
1i(xi;1h1(i)+xi;2h2(i))+
T = g:
So, C2=e(C1;ski) = M.
V. SECURITY PROOF
Theorem 1: The proposed ANON-PKBE scheme is
adaptively anonymous and indistinguishable against cho-
sen plaintext attacks (ANON-IND-CPA) under n-eDDH
assumption. For any adversaryA, there exist probabilistic
machines Ck (k = 0;:::;n), whose running times are
essentially the same as that of A, such that for any
security parameter,
Adv
ANON-PKBE,ANON-IND-CPA
A ()  Adv
n-eDDH
Ck () + n=q
where n is the number of users in this system.
The proof of this theorem is similar to the proof of
Theorem 18 in the work of [26]. Firstly, we give two
related deﬁnitions.
Deﬁnition 5: “Problem 1” is to guess  2 f0;1g, given
(paramV; ^ B; ^ B;fe;igi=1;:::;2n)
R     G
P1
 (1;2n) , where
G
P1
 (1;2n) : (paramV;B;B)
R     Gob(1;4n + 3);
^ B := (b1;b2;:::;b2n;b4n+1;b4n+3);
^ B := (b
1;:::;b
2n;b
4n+1;b
4n+2);
1;2;i
U     Fq, 
U     F
q, (ui;j)
U     GL(2n;Fq), for
i;j = 1;:::2n,
for i = 1;:::;2n,
e0;i := 1bi + 2;ib4n+3;
e1;i := 1bi + 
X2n
j=1
ui;jb2n+j + 2;ib4n+3;
return(paramV; ^ B; ^ B;fe;igi=1;:::;2n), for 
U     f0;1g.
For a probabilistic machine B, we deﬁne the advantage
of B for Problem 1 as:
Adv
P1
B () =jPr[B(1;') ! 1j'
R     G
P1
0 (1;2n)] 
Pr[B(1;') ! 1j'
R     G
P1
1 (1;2n)]j:
Deﬁnition 6: “Problem 2” is to guess  2 f0;1g, giv-
en (paramV; ^ B; ^ B;fh
;i;eig
i=1;:::;2n)
R     G
P2
 (1;2n),
where
G
P2
 (1;2n)(paramV;B;B)
R     Gob(1;4n + 3);
^ B := (b1;b2;:::;b2n;b4n+1;b4n+3);
^ B := (b
1;:::;b
4n+2);
!;i;
U     Fq, ;
U     F
q, (ui;j)
U     GL(2n;Fq),
(zi;j) := ((ui;j)
 1)
T
, for i;j = 1;:::2n,
for i = 1;:::;2n,
h
0;i := !b
i + ib
4n+2;
h
1;i := !b
i + 
X2n
j=1 zi;jb
2n+j + ib
4n+2;
e1;i := 1bi + 
Xn
j=1
ui;jbn+j;
return (paramV; ^ B; ^ B;fh
;i;eig
i=1;:::;2n), for 
U    
f0;1g. For a probabilistic machine B, we deﬁne the
advantage of B for Problem 2 as:
Adv
P2
B () :=jPr[B(1;') ! 1j'
R     G
P2
0 (1;2n)] 
Pr[B(1;') ! 1j'
R     G
P2
1 (1;2n)]j
According to the work of [26] (Lemma 20 and Lemma
22), Adv
n-eDDH
C ()=Adv
P1
B ()= Adv
P2
B ().
Proof Outline of Theorem 1: To prove the security, we
employ Game 0 (original game) through Game 3. Rough-
ly speaking, the (normal) target ciphertext is changed to
a semi-functional ciphertext in Game 1 (or Game 2-0),
the secret key of k-th index replied to the adversary is
changed to a semi-functional key in Game 2-k (k =
1;:::;n), and the (semi-functional) target ciphertext is
changed to perfectly randomized key in Game 3, whose
advantage is 0. A normal secret key sknorm
i is correct form
of the secret key of the proposed PPBE scheme, i.e.
ski = (h1(i)b
2i 1 + h2(i)b
2i) + b
4n+1 + b
4n+2
= (
2i 2
z }| {
0;:::0;h1(i);h2(i);
4n 2i
z }| {
0;:::;0;1;;0)B:
Similarly, a normal ciphertext is(Cnorm
1 ;C2), where
Cnorm
1 =
X
i2S
1(xi;1b2i 1 + xi;2b2i)+
X
j2U S
(yj;1b2i 1 + yj;2b2i) + b4n+1 + 2b4n+3
= (1x1;1;1x1;2;::::;1xs;1;1xs;2;ys+1;1;ys+1;2;:::;
yn;1;yn;2;
2n
z }| {
0;:::;0;;0;2)B:
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Semi-functional key:
sksemi
i := (
2i 2
z }| {
0;:::0;h1(i);h2(i);
2n 2i
z }| {
0;:::;0;~ r;1;;0)B
Semi-functional ciphertext:
Csemi
1 :=(1x1;1;1x1;2;::::;1xs;1;1xs;2;ys+1;1;ys+1;2;:::;
yn;1;yn;2;~ s;;0;2)B;
where ~ r;~ s
U     F2n
q .
If i 2 S, i.e., (xi;1;xi;2)  (h1(i);h2(i)) = 0, then
e(Cnorm
1 ;sknorm
i )=e(Csemi
1 ;sknorm
i ) = e(Cnorm
1 ;sksemi
i ) =
g

T, which leads to correct decryption. In contrast,
e(Csemi
1 ;sksemi
i ) = g
~ s~ r+
T , which is uniformly and inde-
pendently distributed over Fq since ~ r;~ s
U     F2n
q (i.e., leads
to random decryption).
To prove that the advantage gap between Game0 and
1 is bounded by the advantage of Problem 1 (to guess
 2 f0;1g), we construct a simulator of the challenge
of Game 0 (or 1) (against an adversary A) by using an
instance with 
U     f0;1g of Problem 1. We then show
that the distribution of the secret keys and target ciphertext
replied by the simulator is equivalent to those of Game
0 when  = 0 and Game 1 when  = 1. That is, the
advantage of Problem 1 is equivalent to the advantage
gap between Games 0 and 1 (Lemma 1). The advantage
of Problem 1 is proven to be equivalent to that of the
n-eDDH assumption [26].
The advantage gap between Game 2-(k-1) and 2-k
is similarly shown to be bounded by the advantage of
Problem 2 (i.e., of the n-eDDH assumption)+1/q (Lemma
2).
Here, we introduce special form of semi-functional keys
and ciphertexts such that
sk
spec.semi
i :=(
2i 2
z }| {
0;:::0;h1(i);h2(i);
2n 2i
z }| {
0;:::;0;
(
2i 2
z }| {
0;:::0;h1(i);h2(i);
2n 2i
z }| {
0;:::;0)Z;1;;0)B;
C
spec.semi
1 :=(1x1;1;1x1;2;::::;1xs;1;1xs;2;ys+1;1;ys+1;2;
:::;yn;1;yn;2;(x1;1;x1;2;::::;xs;1;xs;2;
ys+1;1;ys+1;2;:::;yn;1;yn;2)U;;0;2)B;
where Z is a random regular (n  n) matrix, U :=
(Z 1)
T, and ;
U     Fq.
sk
spec.semi
i can decrypt C
spec.semi
1 for all i 2 S, since
(
2i 2
z }| {
0;:::0;h1(i);h2(i);
2n 2i
z }| {
0;:::;0)Z
(x1;1;x1;2;::::;xs;1;xs;2;ys+1;1;ys+1;2;:::;
yn;1;yn;2)U
=(h1(i);h2(i))  (xi;1;xi;2);
i.e., e(Csemi
1 ;sksemi
i ) = g

T. In addition, when i = 2 S,
(
2i 2
z }| {
0;:::0, h1(i), h2(i),
2n 2i
z }| {
0;:::;0)Z and (x1;1, x1;2, ....,
xs;1; xs;2;ys+1;1;ys+1;2;:::;yn;1;yn;2)U are uniformly
and pairwise-independently distributed. Therefore, when
i = 2 S, the joint distribution of sk
* spec.semi
i and C
spec.semi
1 is
equivalent to that of an independent pair of sk* semi
i and
Csemi
1 (except with probability 1/q).
Finally we show that Game 2-n can be conceptually
changed to Game 3 by using the fact that 2n elements
of B, (b2n+1;b2;:::;b4n),are secret to the adversary
(Lemma 3).
Proof of Theorem 1: To prove Theorem 1, we consider
the following (n+3) games.
Game 0 Original game.
Game 1 Same as Game 0 except that the target ciphertext
(C1;C2) for challenge plaintexts (M0;M1) and challenge
user sets (S0;S1) is
C1 :=
X
i2S
1(xi;1b2i 1 + xi;2b2i)+
X
j2U S
(yj;1b2i 1 + yj;2b2i)+
X2n
i=1
wib2n+i + b4n+1 + 2b4n+3;
C2 :=g

T  M;
where, for 8j 2 U   S, 1;2;;yj;1;yj;2
U     Fq, for
8i 2 S, choose xi;1;xi;2 2 Fq, subject to (xi;1;xi;2) 
(h1(i);h2(i)) = 0, 
U     f0;1g, and (w1;:::;w2n)
U  !
F2n
q nf~ 0g.
Game 2-k (k=1,...,n) Game 2-0 is Game 1. Game 2-k is
same as Game 2-(k-1) except the corrupt query reply to
the index of k is skk = (h1(k)b
2k 1 + h2(k)b
2k) +
P2n
i=1 rib
2n+i + b
4n+1 + b
4n+2, where ;
U     Fq,
~ r = (r1;:::;r2n)
U     F2n
q .
Game 3 Same as Game 2-n except that the target
ciphertext (C1;C2) for challenge plaintexts (m0;m1)
and challenge user sets (S0;S1)is C1 :=
P2n
i=1 x
0
ibi + P2n
i=1 wib2n+i + 
0
b4n+1 + 2b4n+3, C2 := g

T 
m, where x
0
1;:::;x
0
2n;2;;
0
;
U     Fq, 
U     f0;1g,
(w1;:::;w2n)
U  ! F2n
q nf~ 0g. In particular, we note that 
0
and (x
0
1;:::;x
0
2n) are chosen uniformly and independently
from  and fxi;yigof Game 0 Game2-n.
Let Adv
(0)
A ()=Adv
PPBE,PP-IND-CPA
A () in Game 0, and
Adv
(1)
A (), Adv
(2-k)
A (), Adv
(3)
A () be the advantage of in
Game 1, 2-k, 3, respectively. It is clear that Adv
(3)
A ()=0
by Lemma 4.
We will use three lemmas (Lemmas 1-3) that eval-
uate the gaps between pairs of Adv
(0)
A (), Adv
(1)
A (),
Adv
(2-k)
A ()k = 1;::::;n, Adv
(3)
A (). From these lemmas,
we obtain
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PP,PP-IND-CPA
A = Adv
(0)
A ()
 jAdv
(0)
A ()-Adv
(1)
A ()j+
Xn
k=1
jAdv
(2-(k-1))
A ()-Adv
(2-k)
A ()j+
jAdv
(2-n)
A ()-Adv
(3)
A ()j+Adv
(3)
A ()
Adv
P1
B0()+
Xn
k=1
Adv
P2
Bk() + n=q
From the work of [26] (Lemma 20 and 22), there exist
probabilistic machines Ck(k = 1;::::;n), whose running
times are essentially the same as those of Bk, respectively,
such that Adv
n-eDDH
C0 () = Adv
P1
B0() and Adv
n-eDDH
Ck () =
Adv
P2
Bk()(k = 1;::::;n). Hence,
Adv
PP,PP-IND-CPA
A ()  Adv
P1
B0()+
Xn
k=1 Adv
P2
Bk() + n=q

Xn
k=0
Adv
n-eDDH
Ck () + n=q:
This completes the proof of Theorem 1. 
Below, we will give four lemmas for the proof of
Theorem 1:
Lemma 1: For any adversary A, there exists a proba-
bilistic machine B0, whose running time is essentially the
same as that of A, such that for any security parameter
, jAdv
(0)
A ()   Adv
(1)
A ()j = Adv
P1
B0().
Proof. The proof of this lemma is similar to the work
of [26] (Lemma 24). In order to prove Lemma 1, we
construct a probabilistic machine B0 against Problem 1
by using any adversary A in a security game (Game 0
or 1) as a black box as follows:
1) B0 is given Problem 1 instance (paramV, ^ B, ^ B,
fe;igi=1;:::;2n).
2) B0 plays a role of the challenger in the security
game against adversary A.
3) At the ﬁrst step of the game, B0 returns PK :=
(1;paramV; ^ B;h1;h2) to A.
4) When a corrupt query is issued, B0 answers a cor-
rect secret key computed by using ^ B, i.e., normal
key.
5) When B0 gets challenge plaintexts M0, M1
(jM0j = jM1j), and challenge receivers sets
S0;S1  f1;:::ng (from A), B0 calculates and
returns C := (C1;C2) such that C1 :=
P
i2Sb
e;i +
b4n+1 and C2 := g

T  Mb, where e;i are from
the Problem 1 instance, 
U     Fq, b
U     f0;1g.
6) After the challenge encryption query, corrupt oracle
simulation for a corrupt query is executed in the
same manner as step 4.
7) A outputs bit b0. If b = b0, B0 outputs 0 := 1.
Otherwise, B0 outputs 0 := 0.
Claim 1: If  = 0, the distribution of (C1, C2) gener-
ated in step 5 is the same as that in Game 0. If  = 1, the
distribution of (C1, C2) generated in step 5 is the same
as that in Game 1.
Proof. If  = 0, C1 :=
P
i2S
1(xi;1b2i 1 + xi;2b2i) +
P
j2U S
(yj;1b2i 1 + yj;2b2i) + b4n+1 + 2b4n+3, and
C2 := g

T  M. This is the target ciphertext in Game
0. If  = 1,
C1 :=
X
i2S
1(xi;1b2i 1 + xi;2b2i)+
X
j2U S
(yj;1b2i 1 + yj;2b2i)+
X2n
i=1
wib2n+i + b4n+1 + 2b4n+3;
C2 :=g

T  M;
where, for 8j 2 U   S, 1;2;;yj;1;yj;2
U     Fq,
for 8i 2 S, choose xi;1;xi;2 2 Fq, subject to
(xi;1;xi;2)  (h1(i);h2(i)) = 0, 
U     f0;1g, and
(w1;:::;w2n)
U  ! F2n
q nf~ 0g. 
From Claim 1, when  = 0, the advantage of A in the
above game is equal to that in Game 0, i.e., Adv
(0)
A (), and
is also equal to Pr0 := Pr[B0(1;%)j%
R     GP1
0 (1;n)].
Similarly, when  = 1, we see that the advantage of A in
the above game is equal to Adv
(1)
A (), and is also equal
to Pr1 := Pr[B0(1;%)j%
R     GP1
1 (1;n)]. Therefore,
jAdv
(0)
A ()   Adv
(1)
A ()j = jPr0   Pr1j = Adv
P1
B0(). This
completes the proof of Lemma 1. 
Lemma 2: For any adversary A, there exists a proba-
bilistic machine Bk, whose running time is essentially the
same as that of A, such that for any security parameter
, jAdv
(2-(k-1))
A ()   Adv
(2-k)
A ()j = Adv
P2
B0() + 1=q .
Proof. The proof of this lemma is similar to the work
of [26] (Lemma 25). In order to prove Lemma 2, we
construct a probabilistic machine Bk against Problem 2
by using any adversary A in a security game (Game 2-
(k-1) or 2-k) as a black box as follows:
1) Bk is given Problem 2 instance (paramV, ^ B, ^ B,
fh
;i;eig
i=1;:::;2n).
2) Bk plays a role of the challenger in the security
game against adversary A.
3) At the ﬁrst step of the game, Bk returns PK :=
(1;paramV; ^ B;h1;h2) to A.
4) When the s-th corrupt query is issued for i 2
f1;:::;ng, Bk answers as follows:
a) When 1  s  k   1, Bk calculates and
answers (by using ^ B)
sk
i :=i(h1(i)b
2i 1 + h2(i)b
2i)+
2n X
j=1
rj  b
2n+j + b
4n+1 + ib
4n+2:
where i;i;r1;:::;r2n
U     Fq (i.e., semi-
functional key).
b) When s = k, Bk calculates and answers sk
i
as follows:
sk
i :=
2n X
i=1
h
;i + b
4n+1:
c) When s  k + 1, Bk answers a correct secret
key computed by using ^ B, i.e., normal key.
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(jM0j = jM1j), and challenge receivers sets
S0;S1  f1;:::ng (from A), Bk calculates and
returns C := (C1;C2) such that C1 :=
P
i2Sb
e;i +
b4n+1 + 2b4n+3 and C2 := g

T  Mb, where
e;i are from the Problem 2 instance, ;2
U     Fq,
b
U     f0;1g.
6) After the challenge encryption query, corrupt oracle
simulation for a corrupt query is executed in the
same manner as step 4.
7) A outputs bit b0. If b = b0, Bk outputs 0 := 1.
Otherwise, Bk outputs 0 := 0.
Claim 2: The secret key sk
i generated in case (b) of
step 4 or 6 and ciphertext C1 generated in step 5 has the
same distribution as that in Game 2-(k-1) (resp. Game
2-k) when  = 0 (resp.  = 1) except with probability
1=q.
Proof. We consider the joint distribution of C1 and sk.
Ciphertext C1 generated in step 5 is C1 :=
P
i2Sb
e;i +
b4n+1 + 2b4n+3, where e;i are from the Problem 2
instance, ;2
U     Fq.
When  = 0, secret key sk generated in step 4 or 6
is
sk
i :=
2n X
i=1
h
;i + b
4n+1:
When  = 0, secret key sk generated in step 4 or 6 is
sk
i :=i(h1(i)b
2i 1 + h2(i)b
2i) +
2n X
j=1
rj  b
2n+j+
b
4n+1 + ib
4n+2:
Therefore, generated C1 and sk has the same joint
distribution as in Game 2   k (i.e., semi-functional
ciphertext and semi-functional key), except with
probability 1=q. 
From Claim 2, when  = 0, the advantage of A
in the above game is equal to that in Game 2   (k  
1), i.e., Adv
(2 (k 1))
A (), and is also equal to Pr0 :=
Pr[Bk(1;%)j%
R     GP2
0 (1;n)]. When  = 1, except
in the event that occurs with probability 1=q, the above
game is the same as Game 2   k. Hence, when  = 1,
since the advantage of A in the above game is equal to
Pr1 := Pr[Bk(1;%)j%
R     GP2
1 (1;n)], Adv
(2 k)
A () 
Pr1 + 1=q from Shoup’s difference lemma. Therefore,
jAdv
(2 (k 1))
A ()   Adv
(2-k)
A ()j = jPr0   Pr1j + 1=q =
Adv
P2
Bk()+1=q. This completes the proof of Lemma 5.2.

Lemma 3: For any adversary A, Adv
(2-n)
A () =
Adv
(3)
B0().
Proof. The proof of this lemma is similar to the work
of [26] (Lemma 26). To prove Lemma 3, we will show
distribution (paramV, ^ B, fsk
jgj=1;:::;n, C1, C2) in Game
2 n and that in Game 3 are equivalent. For that purpose,
we deﬁne new bases D of V and D of V as follows:
We generate random F := (i;s)
U     F2n2n
q , i
U     Fq,
and set
d2n+i := b2n+i  
2n X
s=1
i;sbs   ib4n+1;
d
i := b
i +
2n X
s=1
i;sb
2n+s  ib
4n+1 for i = 1;:::;2n;
d
4n+1 := b
4n+1 +
2n X
s=1
sb
2n+s
Let
  !
b 1 := (b1;:::;b2n)T;
  !
b 2 := (b2n+1;:::;b4n)T;
  !
b 
1 := (b
1;:::;b
2n)T;
  !
b 
2 := (b
2n+1;:::;b
4n)T;
  !
d 2 := (d2n+1;:::;d4n)T;
  !
d 
1 := (d
1;:::;b
2n)T;
  !
 = (1;:::;n)T:
That is,
0
B
@
  !
b 1   !
d 2
b4n+1
1
C
A :=
0
@
I2n 02n 0
 F I2n  
  !

0 0 1
1
A
0
B
@
  !
b 1   !
b 2
b4n+1
1
C
A;
0
B
@
  !
d 
1   !
b 
2
d
4n+1
1
C
A :=
0
B
@
I2n FT 0
02n I2n 0
0 (
  !
 )
T
1
1
C
A
0
B
@
  !
b 
1   !
b 
2
b
4n+1
1
C
A:
We then easily verify that D and D are dual orthonormal,
and are distributed the same as the original bases, B and
B.
Keys and challenge ciphertext (fsk
jgj=1;:::;n;C1;C2)
in Game 2   n are expressed over bases B and B as
sk
i :=i(h1(i)b
2i 1 + h2(i)b
2i) +
2n X
j=1
rj  b
2n+j+
b
4n+1 + ib
4n+2:
C1 :=
X
i2S
1(xi;1b2i 1 + xi;2b2i)+
X
j2U S
(yj;1b2i 1 + yj;2b2i)+
X2n
i=1
wib2n+i + b4n+1 + 2b4n+3;
C2 :=g

T  M;
Then,
sk
i :=i(h1(i)b
2i 1 + h2(i)b
2i) +
2n X
j=1
rj  b
2n+j+
b
4n+1 + ib
4n+2
=i(h1(i)d
2i 1 + h2(i)d
2i) + ib
4n+2:
C1 :=
X
i2S
1(xi;1b2i 1 + xi;2b2i)+
X
j2U S
(y0
j;1d2i 1 + y0
j;2d2i)
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and (D, D) are consistent with public key PK :=
(1;paramV; ^ B;h1;h2). Therefore, fskigi=1;:::;n and C1
above can be expressed as keys and ciphertext in two
ways, in Game 2   n over bases (B, B) and in Game 3
over bases (D, D). Thus, Game 2 n can be conceptually
changed to Game 3. 
Lemma 4: For any adversary A, Adv
(3)
A ()=0.
Proof. The value of b is independent from the adversary’s
view in Game 3. Hence, Adv
(3)
A ()=0.
VI. CONCLUSIONS
In this paper, we propose the formal deﬁnition of
anonymous public-key broadcast encryption (ANON-
PKBE) scheme, and described the new security deﬁnition.
Then we proposed a speciﬁc ANON-PKBE scheme, and
proved it in the standard model.
Although our scheme meets all of security require-
ments, its efﬁciency is relatively low. It is still an open
problem, to construct a practical ANON-PKBE scheme,
which is ANON-IND-CPA in the standard model.
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