We provide a local class purity theorem for Lipschitz continuous, halfrectified DNN classifiers. In addition, we discuss how to train to achieve classification margin about training samples. Finally, we describe how to compute margin p-values for test samples.
Introduction
A variety of papers have been recently produced on "robustifying" Deep Neural Networks (DNNs), particularly to adversarial Test-Time Evasion (TTE) attacks [14, 15, 13] . We discuss some of this work in Sections III.A and IV.A of [9] and argue for the need for TTE-attack detection [8] for robustness.
In this note, we derive a local class purity result under the assumption of Lipschitz continuity, discuss Lipschitz margin training, and define an associated p-value. Estimation of the Lipschitz parameter for a given DNN is discussed in, e.g., [12, 14, 16, 4] .
Margin in DNN classifiers
Consider the DNN f : where f i is the ith component of the C-vector f . That is, we have defined a class-discriminant output layer of the DNN. Here assume that a class for x is chosen arbitrarily among those that tie for the maximum.
Define the margin of x as
The normalized Lipschitz margin
can roughly be interpreted as a kind of confidence in classifying x to classĉ(x), cf., Section 4. Now suppose the ℓ ∞ (i.e., max-norm) Lipschitz continuity parameter for f is estimated as L ∞ > 0 satisfying:
The following "locally robust classification" result depends on the sampledependent margin. This result is similar to that of [14] .
Proof: For any y ∈ B(x, 1 2 µ f (x)/L ∞ ) we get by the assumed Lipschitz continuity that
If we instead write |f i (y)| − |f i (x)| in the triangle inequality above and then replaceĉ(x) by any i =ĉ(x), we get that
So, by (3) and (4),
Lipschitz-margin training
Robust training is surveyed in [15, 9] . We focus herein on attempting to achieve a prescribed Lipschitz margin. Recall that, by Cover's theorem [2] , class separation is achieved if the DNN's penultimate layer is sufficiently large. Let θ represent the DNN parameters. Let T represent the training dataset and let c(x) for any x ∈ T be the ground truth class of x.
To try to achieve a common Lipschitz margin of µ for all training samples, [14] suggests to add the margin "to all elements in logits except for the index corresponding to" c(x). For example, train the DNN by finding:
For a softmax example, one could train the DNN using the modified crossentropy loss 2 :
These DNN objectives do not guarantee the margins for training samples will be met. Alternatively, for each training sample x, one could augment the training set with plural samples y such that |x − y| ∞ = µ and simply train using an unmodified logit or cross-entropy loss objective.
Alternatively, one could first train an "original" DNN with an unmodified objective and unaugmented training dataset. Then the original DNN is used to produce adversarial examples by some strategy, e.g., [10, 5, 1, 8] , each of bounded perturbation (∼ µ) starting from training samples. The training dataset is then augmented by these adversarial examples and the DNN retrained (say starting from the parameters of the original DNN). See e.g., [13, 17] (and Sections III.A, IV.A of [9] ).
Alternatively, one can achieve Lipschitz-margin DNN training by (dual) optimization of the weighted margin constraints, e.g.,
where the DNN mappings f i obviously depend on the DNN parameters θ, and the weights λ x ≥ 0 ∀x ∈ T . For hyperparameter δ > 1, training can proceed simply as:
0 Select initially equal λ x > 0, say λ x = 1 ∀x ∈ T .
1 Optimize over θ (train the DNN).
2 If all margin constraints are satisfied then stop.
3 For all x ∈ T : if margin constraint x is not satisfied then λ x → δλ x .
4 Go to step 1.
Again, the parameters of the previous DNN could initialize the training of the next, and an initial DNN can be trained instead by using a logit or crossentropy loss objective, as above. There are many other variations including also decreasing λ x when the x-constraint is satisfied, or additively (rather than exponentially) increasing λ x when they are not, and changing λ x in a way that depends on the degree of the corresponding margin violation. Clearly this approach may require frequent retraining of the DNN. Finally, let − x∈T L(θ, x, c(x)) be a cross-entropy loss. For example, [15] discloses the training problem, but notes that the inner maximization is NP hard [6] .
Low-margin atypicality of test samples
Given an arbitrary DNN f : R n → (R + ) C , let T κ be the training samples of class κ ∈ {1, 2, ..., C}, i.e., ∀x ∈ T κ ,ĉ(x) = c(x) = κ. Recall (1) and suppose a Gaussian Mixture Model (GMM) is learned using the log-margins of the training dataset {log µ f (x) : x ∈ T κ } by EM [3] using BIC model order control [11] as, e.g., [7] . Let the resulting GMM parameters be {w i , m i , σ i } Iκ k=1 , where I κ ≤ |T κ | is the number of components, the w i ≥ 0 are their weights ( Iκ i=1 w i = 1), the m i are their means, and the σ i > 0 are their standard deviations. So, we can simply compute the margin p-value of any test sample x,
where F is the standard normal c.d.f. That is, π f (x) is the probability that a randomly chosen sample from the same distribution as that of the training samples has smaller margin than the test sample x. So, one can use π f (x) to check whether a test sample x has abnormally small classification margin. Note that the margin p-value should not be based any "large perturbation" test-time evasion samples e.g., [10, 5, 1, 8] that may be used to augment the training dataset for purposes of robustness.
