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résumé et mots clés
Ce papier présente une nouvelle technique de réduction du nombre de canaux spectraux pour aider à la classification des
images multispectrales en mode d’occupation du sol. Cette technique, basée sur des réseaux de neurones multicouches, pro-
pose une règle d’apprentissage de ces réseaux qui adapte le gradient conjugué à la méthode de rétropropagation ; per-
mettant ainsi une convergence rapide au réseau. Les résultats de classification sont évalués sur une fenêtre d’image Landsat-
TM de 512*512 pixels, relative à la région de Kénitra (Maroc), et comparés à ceux obtenus par les méthodes classiques.
Projection non linéaire, Réseaux de neurones, Images multispectrales, Gradient conjugué.
abstract and key words
This paper presents an application of back-propagation neural network based mapping scheme of multispectrale data images.
The approach exploits the ability of neural networks for non-linear projection of multidimensional data, and their advantages
over traditional methods. An updating rule for this network, based on the Conjugate Gradient Algorithm is used. The main
advantage of this algorithm is the speedup of the convergence rate. Performance evaluation using a Landsat image of Kénitra
region (Morocco) is carried out. Classification results of the proposed algorithm outperform those obtained using conventional
methods
Non-linear projection, Neural networks, Remote sensing imagery, Conjugate gradient.
1. introduction
Actuellement, la télédétection dispose d’une panoplie informa-
tique de matériels et de logiciels de plus en plus performante qui
permet des traitements plus poussés. Ces traitements se résu-
ment en des opérations d’extraction et de distinction de l’infor-
mation. La discrimination des informations et leur organisation
nécessitent l’emploi d’une méthode adéquate permettant de dis-
tinguer l’ensemble des pixels correspondant à une même caté-
gorie de paysage selon l’application envisagée : discrimination
des cultures, suivi du processus de déforestation, cartographie
de la végétation...  etc.
La classification multispectrale se présente comme une étape
indispensable pour ce type de traitements ; son objectif est de
regrouper les différents éléments (pixels) qui constituent l’ima-
ge en thèmes correspondant à la couverture ou à la vérité du ter-
rain. Cette discrimination des différents thèmes composant une
image multispectrale est faite à partir des informations spec-
trales apportées par les canaux de l’image. Ces derniers sont en
général corrélés deux à deux (similarité visuelle et spectrale), ce
qui constitue une redondance d’informations. L’utilisation de
tous les canaux à la fois n’étant donc pas nécessaire, on ne choi-
sit souvent que les plus pertinents d’entre eux. Ce choix se fait
en général par des techniques de compression des données ou de
réduction de leur dimension. En général, on ne retient que trois
canaux étant donné que les systèmes d’affichage des unités de
traitement d’images permettent seulement l’affichage de trois
canaux (via les trois couleurs primaires).
Dans ce contexte, plusieurs travaux ont eu recours à l’analyse en
composantes principales, ACP, [Hill 89, Def 90, Man 91, Bon
92]. Cette technique, souvent utilisée comme une opération
préalable à une classification, permet de compresser dans un
nombre réduit de canaux les informations contenues dans tous
les canaux, tout en préservant la précision d’extraction d’infor-
mations [Mat 93]. Toutefois, ce type de transformation, qui
consiste à caractériser tout point de l’image par une combinai-
son linéaire des canaux d’origine, ne permet pas, pour des dis-
tributions non linéaires, de revenir aux comportements spec-
traux et donc aux données d’origine [Gir 89]. Dans ce cas, il est
nécessaire de faire appel à des discriminateurs plus complexes
de type non linéaire.
En effet, des recherches dans le domaine des réseaux de neu-
rones ont permis de développer des techniques de réduction de
la dimension de l’espace de représentation des données multidi-
mensionnelles [Jai 92, Ker 92]. Le principal avantage des
réseaux de neurones réside dans leur faculté à élaborer une
transformation analytique faisant appel à une fonction linéaire,
ou non linéaire, entre l’espace d’observations et l’espace de pro-
jection, tout en préservant en projection, autant que possible, la
structure locale des observations multidimensionnelles. Des tra-
vaux, [Dao 94, Ham 95], ont montré par une étude comparative
l’efficacité des traitements par des réseaux de neurones multi-
couches non linéaires par rapport aux traitements par l’ACP. En
effet, l’espace de projection obtenu par l’ACP (une transforma-
tion linéaire) étant celui des axes dans lesquelles les données
présentent les plus fortes dispersions ; il ne révèle, pour des dis-
tributions non linéaires, ni la structure locale des données, ni la
séparabilité des classes. Par contre, la projection obtenue par un
réseau de neurones multicouches, (réalisant une transformation
non linéaire) se fait à travers des courbes curvilignes, ce qui
permet d’extraire plus d’informations et mieux représenter la
structure des données de départ [Kar 94].
Le travail proposé dans ce papier a pour principal objectif d’éva-
luer l’apport des réseaux de neurones dans le traitement des
images multispectrales. Il consiste en la réduction du nombre de
canaux spectraux d’une image Thematic Mapper par un Réseau
de Neurones Multicouches (RNM) non linéaires. Les règles
d’apprentissage de ce dernier adaptent le gradient conjugué à la
méthode de rétropropagation pour assurer ainsi une convergen-
ce rapide au réseau.
La section 2 décrit l’architecture et la procédure d’apprentissa-
ge du réseau de neurone multicouche conçu pour la projection
des données multidimensionnelles dans un espace de dimension
réduite à deux ou trois. Les règles d’apprentissage sont basées
sur l’algorithme du gradient conjugué permettant ainsi une opti-
misation de la procédure d’apprentissage qui utilise la méthode
de rétropropagation du gradient classique. La section 3, présen-
te l’application de l’approche proposée à la réduction du nombre
des canaux d’une image Landsat-TM de la région de Kénitra
(Maroc). La classification en mode d’occupation du sol est faite
sur la base des canaux résultants de la méthode connexionniste
proposée, sur la base des canaux résultants de l’ACP et enfin,
sur la base des trois canaux brutes jugés les plus pertinents. Une
comparaison des résultats obtenus permet une évaluation de
l’approche proposée.
2. projection des données
multidimensionnelles
par réseaux de neu-
rones multicouches
L’essor qu’ont connu les réseaux de neurones a fait apparaître
une grande variété de types de réseaux qui, tout en partageant
des propriétés essentielles, se distinguent entre eux par les appli-
cations visées, par leur topologie et par le type d’apprentissage
utilisé pour ajuster les paramètres. Plusieurs réseaux ont été
exploités pour la projection des données multidimensionnelles
dans un espace de dimension réduite. Nous nous sommes parti-
culièrement intéressés au réseau multicouches non linéaire 
[Lec 87, Rum 86].
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2.1. architecture du réseau 
multcouches
Etant conçu pour s’appliquer dans un contexte non supervisé, ce
réseau est souvent appelé réseau auto-associatif. Il résulte en fait
de l’association de deux réseaux montés en cascade. Le premier
est appelé : « réseau projecteur », le second : « réseau recons-
tructeur ». Ce type de réseau fournit à la fois la projection des
données et la reconstruction de ces données à partir des projec-
tions. Le réseau ici utilisé est constitué de cinq couches (cf. figu-
re 1) : une couche d’entrée, une couche de sortie et trois
couches cachées. Les couches d’entrée et de sortie présentent le
même nombre de neurones (N) qui est celui de la dimension de
l’espace de représentation des données ; le nombre de neurones
(m) dans la 2ème couche cachée représente la dimension de l’es-
pace de projection. La 1ère et la 3ème couches cachées ont le
même nombre de neurones (h). Le choix de ce nombre étant
délicat, il peut être guidé par la théorie de l’information en vue
de minimiser l’architecture du réseau. L’une des méthodes per-
mettant ce choix consiste à utiliser des fonctions exprimant un
compromis entre le nombre total des poids du réseau et le loga-
rithme népérien  de l’erreur moyenne de reconstitution des
observations. Parmi ces fonctions on peut utiliser celle proposée
par Akaike [Aka 74] telle que :
AIC(h) = ln(E) +
2Np
QN
(1)
avec E la fonction erreur totale, Q le nombre total des observa-
tions et Np le nombre total des poids du réseau exprimé en fonc-
tion de h par :
Np = [(N + 1)h+ (h+ 1)2 + (2 + 1)h+ (h+ 1)N ] (2)
Selon les références [Bet 95, Ham95], l’optimisation de l’archi-
tecture du réseau est effectuée en faisant varier le nombre h des
neurones cachés et en calculant le critère AIC pour chaque
nombre. Le nombre optimum est celui qui correspond au mini-
mum de ce critère.
2.2. apprentissage par rétropropagation
du gradient conjugué
L’apprentissage du réseau s’effectue à partir d’un échantillon de
Q observations {X1,X2, . . .Xq, . . .XQ} de dimension N . 
A la présentation d’une observation Xq = [xq,1, xq,2, . . . ,
xq,N ]T à l’entrée du réseau (couche 0), la sortie de chaque neu-
rone j de la kème couche est calculée à partir des sorties de tous
les neurones de la (k − 1)ème couche par l’équation suivante :
ykq,j = f
(
nk−1∑
i=0
wkij y
k−1
q,i
)
k = 1, 2, 3, 4 (3)
où wkij représente le poids synaptique associé à la connexion
entre le neurone i de la (k − 1)ème couche et le neurone j de la
couche k; f(.) est la fonction d’activation  des neurones, expri-
mée ici par : f(u) =
1 − exp(−u)
1 + exp(−u)
Soit Y kq = [ykq,1, ykq,2, . . . , ykq,j , . . . , ykq,nk ]
T le vecteur sortie de
la couche k . Ce vecteur est tel que :
Y kq = f(WTY k−1q ) avec Y 0q = Xq (4)
L’apprentissage, qui consiste en un entraînement du réseau pour
modifier les poids des connexions, vise toujours à optimiser un
certain critère dépendant des données à analyser. Comme le
réseau étudié doit fournir en sortie une estimation de l’observa-
tion présentée à son entrée, cela revient à minimiser la fonction
erreur entre la sortie désirée, qui n’est autre que l’entrée du
réseau (Sq = Xq = Y 0q ) , et la sortie estimée par le réseau : Y 4q .
Cette fonction peut être définie comme étant l’erreur quadra-
tique E(W ) telle que :
E(W ) = [Sq − Y 4q ]2 =
[
Sq − f
(
W kY k−1q
)]2 (5)
Les procédures d’apprentissage consistent alors à trouver une
configuration des poids des connexions qui minimise la fonction
erreur. Ainsi, les règles d’apprentissage sont définies d’une part,
par la forme de la fonction erreur, et d’autre part, par la tech-
nique de minimisation employée. La procédure d’apprentissage
la plus utilisée est la technique de rétropropagation, proposée
par [Lec 86] et [Rum 86]. Bishop présente plusieurs méthodes
d’optimisation de cette fonction dans [Bis 95], notamment celle
basée sur les Algorithmes du Gradient Conjugué (AGC). C’est à
cette dernière méthode que nous nous sommes intéressés dans
ce travail.
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Figure 1. – (a) Réseau multicouche autoassociateur à apprentissage non
supervisé, (b) liaison du ième neurone de la couche k − 1 vers le jème neu-
rone de la couche k .
(a) (b)
Le gradient conjugué a été introduit par Hestenes et Stiefel en
1952 [Hes 52] pour la minimisation des fonctionnelles quadra-
tiques ; c’est un algorithme intermédiaire entre l’algorithme du
gradient classique et l’algorithme de Newton [Dav 73]. C’est en
fait une méthode de descente suivant des directions bien déter-
minées qui sont calculées à partir du gradient et des directions
précédentes.
Toutefois, pour utiliser l’AGC et l’adapter pour l’apprentissage
du réseau adopté dans notre étude, il nous est nécessaire de
transformer la fonction erreur pour l’écrire sous une forme qua-
dratique. Pour cela, nous proposons d’utiliser le développement
de Taylor de la fonction f autour de zéro. Cette approximation
nous permet d’écrire l’équation (5) sous la forme suivante :
E(W ) =
1
2
(WTRW ) −WTP + Cte (6) 
avec, R =
(
Y 3q Y
3T
q
2
)
et  P = (Y 3q Sq)
L’équation (6) prend en effet, la forme d’une fonctionnelle qua-
dratique avec sa matrice R symétrique définie positive. Elle
admet donc un minimum global et unique déterminé par :
∇(E(W )) = RW − P = 0 (6)
Les règles d’apprentissage proposées se résument aux trois
étapes suivantes :
1ère étape :
• Initialiser les poids W0 du réseau de manière aléatoire à des
valeurs voisines de zéro ;
• Calculer le vecteur gradient r0 = ∇(E(W0)) ;
• Initialiser la direction de correction, le paramètre β0 = 0 et
n = 1 ;
2ème étape : à l’itération n , calculer la nouvelle direction de cor-
rection en utilisant les équations suivantes :
dn = rn + βndn−1 avec  βn =
〈rn, rn〉
〈rn−1, rn−1〉
3ème étape :
• Adapter les poids conformément à l’équation suivante :
• Wn+1 = Wn − λndn avec  λn = 〈rn, rn〉〈dn, Rdn〉
• Calculer le vecteur gradient à l’itération (n+ 1) :
rn+1 = ∇E(Wn+1) ;
Si le vecteur gradient ||rn+1|| est très voisin de zéro, on arrête l’ap-
prentissage ; sinon on reprend le processus à partir de l’étape 2.
Dans la section suivante, nous décrivons l’application de cette
approche connexionniste à la réduction du nombre de canaux
d’une image satellitaire.
3. application à la
réduction du nombre
de canaux d’images
satellitaires
3.1. introduction
La zone d’étude est une fenêtre de 512*512 pixels, extraite de la
scène Landsat-TM de la région de Kénitra prise en 1987. Le
choix de cette zone est motivé par le fait que les sites et les pay-
sages qu’elle recouvre n’ont pas beaucoup changé depuis la date
de la prise de l’image jusqu’à nos jours. Ainsi, nous avons pu
interpréter l’image et confronter nos résultats avec des vérités de
terrain que nous avons relevées récemment pour l’application
décrite dans ce papier. 
Les données brutes du Thematic Mapper (TM) de Landsat sont
constituées de sept canaux : le bleu (TM1), le vert (TM2), le
rouge (TM3), le proche infrarouge (TM4) et le moyen infrarou-
ge (TM5 et TM7) ; le canal thermique (TM6) a été exclu  des
traitements.
Etant donné que les canaux des images TM sont en général très
corrélés deux à deux et que les systèmes d’affichage des unités
de traitement d’images permettent seulement l’utilisation de
trois canaux, le principal objectif de cette application est de
réduire le nombre de canaux spectraux de l’image TM à trois.
En effet, l’approche connexionniste, décrite plus haut, appliquée
pour le traitement de l’image (TM) avec trois neurones sur la
couche de projection du réseau, permettrait de réduire le nombre
de canaux spectraux de l’image à trois tout en préservant en pro-
jection, autant que possible, la structure locale des données mul-
tispectrales. Les nouveaux canaux  résultants de cette procédure
devraient offrir un meilleur taux d’information et permettre ainsi
de générer une composition colorée de l’image.
3.2. traitement des données
Les fichiers de l’image représentent chaque pixel par autant de
paramètres que de nombre de canaux spectraux. Ce nombre
étant égal à six, chaque pixel est donc considéré comme une
observation à six dimensions. L’architecture du réseau utilisé
pour le traitement de l’image (cf. figure1) est donc de 6-9-3-9-6
(6 neurones dans les couches d’entrée et de sortie et trois neu-
rones dans la couche de projection). Le nombre de neurones de
la 1ère et 3ème couches cachées est déterminé par le minimum du
critère informationnel d’Akaïke de façon à ajuster l’architecture
du réseau à la structure des données (cf. § 2.1.). Dans notre cas,
ce nombre a été fixé à 9. L’apprentissage du réseau s’effectue en
présentant à chaque époque toutes les observations (les pixels de
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l’image) à l’entrée du réseau d’une manière séquentielle.
Autrement dit, chaque observation intervient dans la correction
des poids des connexions. Au bout de deux époques, l’erreur
atteint son minimum indiquant ainsi la fin de l’apprentissage. Le
réseau ayant appris la structure des données, les poids des
connexions sont fixés.
La suite du traitement utilise uniquement le réseau projecteur (6-
9-3). Les observations portant l’information sur les six canaux
sont présentées séquentiellement à l’entrée de ce réseau. A la
sortie du réseau, les observations de dimension réduite à trois, se
trouvent porteuses de l’information uniquement sur trois pseu-
do-canaux. Ces derniers résultent donc d’une transformation
non linéaire des informations contenues dans les canaux brutes
et constituent la nouvelle image composée, représentée par la
figure 2a. 
Pour évaluer l’apport de la projection par réseau de neurones,
nous avons opté pour une comparaison des résultats de la classi-
fication obtenus sur la base de trois compositions colorées : celle
résultante de l’approche connexionniste (cf. figure 2a), celle réa-
lisée à partir des trois premières composantes principales 
(cf. figure 3a) et celle réalisée à partir de trois canaux brutes 
(cf. figure 4a). Cette dernière est constituée par les canaux de
l’image qui, selon une étude statistique menée par le système de
traitement ERDAS, offrent le moins d’information redondante et
les meilleures qualités discriminantes entre les différents thèmes.
Les traitements pour la classification des trois images ont été
réalisés à l’aide du logiciel ERDAS au Centre de Télédétection
au sein de la Direction de la Planification et des Affaires
Economiques du Ministère de l’Agriculture et la Mise en valeur
Agricole (Maroc). La procédure de classification adoptée pour
traiter les trois images est de type dirigée, basée sur le maximum
de vraisemblance. Cette méthode utilise, pour déterminer l’ap-
partenance d’un pixel à une classe, des fonctions probabilistes
qui prennent en considération, aussi bien la variance spectrale à
l’intérieur de chaque classe que la covariance entre les diffé-
rentes classes.
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Figure 2a. – Composition colorée de la zone étudiée, réalisée à partir des
trois canaux résultant de la projection par l’approche connexionniste.
Figure 2b. – Classification sur la base de l’image composée obtenue par
l’approche connexionniste.
Figure 3a. – Composition colorée de la zone étudiée, réalisée à partir des
trois premières composantes principales.
Figure 3b. – Classification sur la base de l’image composée obtenue par
l’ACP.
La nomenclature des classes a été définie à partir des vérités de
terrain. Des zones d’entraînement (échantillons représentatifs)
ont été sélectionnés pour déterminer les caractéristiques spec-
trales de chaque groupe reconnu et identifié. Le choix de ces
derniers est une étape cruciale dans le processus de la classifi-
cation car le résultat en dépend. Les zones que nous avons choi-
sies sont localisées facilement sur l’image, et distribuées de
façon uniforme pour représenter tous les différents thèmes
recherchés. Cette étape est jugée satisfaisante en utilisant des
méthodes statistiques telle que la méthode des ellipses et celle
de la matrice de contingence, qui permettent de vérifier que les
zones choisies ne chevauchent pas entre elles. Enfin, on procède
à la phase de généralisation sur l’ensemble du fichier en se basant
sur les zones de contrôle où les résultats doivent être vérifiés. Ces
zones sont différentes de celles utilisées pour l’entraînement.
3.3. résultats et discussions
Ce mode d’analyse a été appliqué aux trois images composées
citées plus haut afin de pouvoir comparer les résultats de la clas-
sification. Une carte d’occupation des sols a été ainsi établie pour
chacune des trois images, avec la mise en évidence de 9 thèmes
cartographiques (cf. figures 2b, 3b et 4b).
L’évaluation de la précision de la classification est faite sur la
base d’une comparaison de l’image avec la vérité de terrain. La
méthode que nous avons utilisée se base sur la comparaison par
pixels. Cette opération produit une matrice de confusion (ou
matrice d’erreur) sur laquelle figurent les pixels correctement
classifiés et ceux mal classifiés par catégorie.
L’analyse de cette matrice révèle, pour chaque classe, les erreurs
de la classification. L’exactitude générale de la classification est
obtenue par la moyenne des précisions relative aux différentes
classes. Les matrices de confusions (cf. tableaux 1a, 2a et 3a) ont
été calculées en se référant à 90 points de contrôle seulement. En
fait, le choix restreint de 10 points de contrôle par classe,
sachant que chaque point est le centre d’une matrice de 9*9
pixels, était difficile à constituer étant donné que les parcellaires
étaient souvent de petite superficie.
Les matrices de confusions ont servi pour l’élaboration de trois
tableaux synthétiques (cf. tableaux 1b, 2b et 3b) qui donnent,
respectivement pour les trois images, la précision pour chaque
classe, la précision globale et le coefficient d’agrément Kappa
(K). Ce coefficient est en effet souvent utilisé pour l’évaluation
de la précision de la classification ; il représente la proportion
d’agrément obtenue après avoir éliminé celle qui peut être due
au hasard.
L’évaluation des résultats de traitement présentés montre que la
précision totale de classification atteint 76 % pour le traitement
de la composition par les trois pertinents des canaux brutes,
80 % pour le traitement de la composition par l’ACP, et 92 %
pour le traitement de la composition par l’approche connexion-
niste. L’amélioration est significative car le pourcentage de l’in-
formation exacte, comparé au résultat obtenu par l’approche
connexionniste, a augmenté de 12 % par rapport à l’image com-
posée par l’ACP et de 16 % par rapport à l’image composée par
les trois pertinents des canaux brutes. Par ailleurs, Le coefficient
d’agrément Kappa passe respectivement de 0.73 à 0.77, puis à
0.91 entre l’image composée par les trois canaux brutes, la com-
position par l’ACP et la composition par l’approche connexion-
niste ; soit une amélioration dans la valeur de K, pour cette der-
nière, de 0.14 par rapport à celle obtenue par l’ACP et de 0.18
par rapport à celle obtenue par les trois canaux brutes. Ces résul-
tats illustrent en effet l’avantage de l’utilisation des réseaux de
neurones non linéaires pour l’amélioration de la classification
des images multispectrales en mode d’occupation du sol.
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Figure 4a. – Composition colorée de la zone étudiée, réalisée par les trois
pertinents des canaux brutes.
Figure 4b. – Classification sur la base de l’image composée obtenue par les
trois pertinents des canaux brutes.
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Classes observées sur le terrain
1 2 3 4 5 6 7 8 9 total ligne
1 pin 10 0 0 0 1 0 0 0 0 11
classes 2 sol-nu 0 10 0 0 0 0 0 0 0 10
obtenues par 3 ch-clair 0 0 10 0 0 0 0 0 0 10
traitements 4 habitat 0 0 0 10 0 0 0 0 0 10
numérique 5 ch-dense 0 0 0 0 9 0 2 0 0 11
de l’image 6 eau-prof 0 0 0 0 0 7 0 0 1 8
7 eucalip 0 0 0 0 0 0 8 0 0 8
8 eau-non-prof 0 0 0 0 0 1 0 10 0 11
9 merga 0 0 0 0 0 2 0 0 9 11
total colonne 10 10 10 10 10 10 10 10 10 90
Tableau 1a. – Matrice de confusion établie par la classification de l’image composée à partir de l’approche connexionniste.
Tableau 1b. – Pourcentages de précision de la classification de l’image composée à partir de l’approche connexionniste.
nombre de points choisis nombre de point classé nombre correct précision par classe
1 pin 10 11 10 90.9 %
2 sol-nu 10 10 10 100 %
3 ch-clair 10 10 10 100 %
4 habitat 10 10 10 100 %
5 ch-dense 10 11 9 81.8 %
6 eau-prof 10 8 7 87.5 %
7 eucalip 10 8 8 100 %
8 eau-non-prof 10 11 10 90.9 %
9 merga 10 11 9 81.8 %
total 90 90 83 92.22 %
Coefficient d’agrément Kappa: K = 0, 91
Classes observées sur le terrain
1 2 3 4 5 6 7 8 9 total ligne
1 pin 6 0 0 0 0 0 0 0 2 8
classes 2 sol-nu 0 8 2 0 0 0 0 0 0 10
obtenues par 3 ch-clair 0 2 8 0 1 0 0 0 0 11
traitements 4 habitat 0 0 0 10 0 0 0 0 0 10
numérique 5 ch-dense 1 0 0 0 9 0 2 0 0 12
de l’image 6 eau-prof 0 0 0 0 0 6 0 0 1 7
7 eucalip 3 0 0 0 0 0 8 0 0 11
8 eau-non-prof 0 0 0 0 0 2 0 10 0 12
9 merga 0 0 0 0 0 2 0 0 7 9
total colonne 10 10 10 10 10 10 10 10 10 90
Tableau 2a. – Matrice de confusion établie par la classification de l’image composée à partir de l’ACP.
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Tableau 2b. – Pourcentages de précision de la classification de l’image composée à partir de l’ACP.
nombre de points choisis nombre de point classé nombre correct précision par classe
1 pin 10 8 6 75 %
2 sol-nu 10 10 8 80 %
3 ch-clair 10 11 8 72.7 %
4 habitat 10 10 10 100 %
5 ch-dense 10 12 9 75 %
6 eau-prof 10 7 6 85.7 %
7 eucalip 10 11 8 72.7 %
8 eau-non-prof 10 12 10 83.3 %
9 merga 10 9 7 77.7 %
total 90 90 72 80 %
Coefficient d’agrément Kappa: K = 0, 77
Classes observées sur le terrain
1 2 3 4 5 6 7 8 9 total ligne
1 pin 5 0 0 0 0 0 0 0 1 6
classes 2 sol-nu 0 7 2 0 0 0 0 0 0 9
obtenues par 3 ch-clair 0 3 8 0 2 0 0 0 0 13
traitements 4 habitat 0 0 0 10 0 0 0 0 0 10
numérique 5 ch-dense 2 0 0 0 8 0 2 0 0 12
de l’image 6 eau-prof 0 0 0 0 0 5 0 0 1 6
7 eucalip 3 0 0 0 0 0 8 0 0 11
8 eau-non-prof 0 0 0 0 0 3 0 10 0 13
9 merga 0 0 0 0 0 2 0 0 8 10
total colonne 10 10 10 10 10 10 10 10 10 90
Tableau 3a. – Matrice de confusion établie par la classification de l’image composée à partir de trois canaux brutes.
Tableau 3b. – Pourcentages de précision de la classification de l’image composée à partir de de trois canaux brutes.
nombre de points choisis nombre de point classé nombre correct précision par classe
1 pin 10 6 5 83.3 %
2 sol-nu 10 9 7 77.7 %
3 ch-clair 10 13 8 61.5 %
4 habitat 10 10 10 100 %
5 ch-dense 10 12 8 66.6 %
6 eau-prof 10 6 5 83.3 %
7 eucalip 10 11 8 72.7 %
8 eau-non-prof 10 13 10 76.9 %
9 merga 10 10 8 80 %
total 90 90 69 76.66 %
Coefficient d’agrément Kappa: K = 0, 73
4. conclusion
Le travail proposé dans ce papier concerne la réduction de la
dimension des données multidimensionnelles par une approche
connexionniste et son application pour le traitement des images
multispectrales.
En effet, après une description de l’architecture du réseau adop-
té, nous avons opté pour une règle d’apprentissage par rétropro-
pagation du gradient conjugué. Pour cela, nous avons montré
comment transformer la fonction coût, utilisée par la méthode
de descente du gradient classique, pour lui donner la forme
d’une fonctionnelle quadratique avec une matrice symétrique
définie positive. L’algorithme d’apprentissage proposé converge
plus vite que celui basé sur la rétropropagation du gradient clas-
sique et de plus, garantie l’absence des minima locaux de la
fonction coût.
L’application de cette approche connexionniste aux données
d’une image multispectrale a permis de réduire le nombre de
canaux d’origine sans perte significative d’information, et d’éli-
miner au maximum les corrélations entre ces canaux.
La comparaison, entre les résultats de la classification sur la
base de trois compositions colorées obtenues respectivement par
l’approche connexionniste, par l’ACP et par les trois pertinents
des canaux brutes, montre que l’approche connexionniste pro-
posée apporte une nette amélioration de la précision de la clas-
sification en mode d’occupation du sol.
Cette approche pourrait constituer une alternative pour l’analy-
se des images hyperspectrales. En effet, avec l’avènement de ce
type d’images, on assiste au développement des méthodes de
compression des données fournies par des capteurs couvrant une
large fenêtre spectrale. L’image brute, composée de plusieurs
centaines de milliers de Mbytes de données, pose ainsi les pro-
blèmes d’archivage et de transmission du satellite aux stations
du sol [Abo 97, Can 98].
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