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Abstract As a highlighting research topic in the multimedia area, cross-media
retrieval aims to capture the complex correlations among multiple media types.
Learning better shared representation and distance metric for multimedia data
is important to boost the cross-media retrieval. Motivated by the strong abil-
ity of deep neural network in feature representation and comparison functions
learning, we propose the Unified Network for Cross-media Similarity Metric
(UNCSM) to associate cross-media shared representation learning with dis-
tance metric in a unified framework. First, we design a two-pathway deep
network pretrained with contrastive loss, and employ double triplet similar-
ity loss for fine-tuning to learn the shared representation for each media type
by modeling the relative semantic similarity. Second, the metric network is
designed for effectively calculating the cross-media similarity of the shared
representation, by modeling the pairwise similar and dissimilar constraints.
Compared to the existing methods which mostly ignore the dissimilar con-
straints and only use sample distance metric as Euclidean distance separately,
our UNCSM approach unifies the representation learning and distance metric
to preserve the relative similarity as well as embrace more complex similarity
functions for further improving the cross-media retrieval accuracy. The experi-
mental results show that our UNCSM approach outperforms 8 state-of-the-art
methods on 4 widely-used cross-media datasets.
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1 Introduction
Recent years, the rapid growth of multimedia data, such as text, image, video
and audio, has generated huge requirements for cross-media retrieval. For
example, users can submit a text query to retrieve the relevant images or
videos that best illustrate the query. The traditional single-media retrieval as
[17, 24, 30] mainly aims to measure the similarity between media instances with
the same media type. For examples, some image retrieval methods [14, 15] are
proposed to predict the search performance and enhance web image reranking
by fully exploiting the image content.
Cross-media retrieval focuses on mining the semantic correlations between
data of different media types. The difference between single-media and cross-
media retrieval is illustrated in Figure 1. Comparing with single-media re-
trieval, cross-media retrieval can provide search results with multiple media
types, which makes it more flexible and convenient for users. Under this situa-
tion, to fully understand the multimedia data and meet the users’ demand for
searching whatever they want across different media types, it is increasingly
important to model the similarity between different media types for perform-
ing cross-media retrieval. However, cross-media retrieval has faced several chal-
lenges, including the “media gap” between the form of different media features,
and “semantic gap” between low-level features and high-level semantics. Re-
searchers have proposed different solutions, most of which attempt to present
the multimedia data into a common space. They can be mainly divided into
two categories which are described as follows.
One strategy is to adopt traditional linear functions which project the mul-
timedia data into one common space, and obtain the shared representation
for each media type [10, 31, 32]. Then the cross-media similarity can be di-
rectly measured by using common distance metric such as Euclidean distance.
However, only linear function is used to build the common space, where the
complex cross-media correlations cannot be fully captured. Another strategy
is inspired by the strong learning ability of deep neural network (DNN). Re-
searchers attempt to use DNN for modeling the correlations between the data
of different media types, and so as to get the shared representation. However,
most of the existing methods [5, 22, 27] based on DNN only take the pairwise
similar constraints and reconstruction information into account. They ignore
the dissimilar constraints between different media types, which can provide
important hints to cross-media correlation learning. And only sample distance
metric is adopted such as Euclidean distance, which limits the accuracy of
cross-media retrieval.
For addressing the above problems, we propose the Unified Network for
Cross-media Similarity Metric (UNCSM) to associate the cross-media shared
representation learning with distance metric in a unified framework. The main
advantages and contributions can be summarized as follows.
– A two-pathway deep network is adopted to model the cross-media semantic
correlation, which is pretrained with contrastive loss and fine-tuned with
double triplet similarity loss to preserve the relative semantic similarity.
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Fig. 1 Illustrations of the single-media retrieval and the cross-media retrieval.
– A cross-media metric network is designed for effectively calculating cross-
media similarity by modeling the pairwise similar and dissimilar constraints.
Our UNCSM approach unifies the representation learning and distance metric
to preserve the relative similarity as well as embrace more complex similarity
functions for further improving the cross-media retrieval accuracy. The exper-
imental results show that our UNCSM method outperforms 8 state-of-the-art
methods on 4 widely-used datasets.
We organize the rest of this paper as follows. We first review the related
work on cross-media retrieval in Section 2. Then, our proposed UNCSM ap-
proach is presented in Section 3, while the experiments conducted on 4 cross-
media datasets and the conclusion of this paper are shown in Section 4 and
Section 5.
2 Related Work
To measure the cross-media similarity between the data of different media
types, most of the existing methods attempt to generate the shared represen-
tation for each media types in one common space, which can be divided into
two categories: Traditional methods and DNN-based methods.
As for the first strategy, it mainly uses linear function to project the mul-
timedia data into one common space. For example, a straightforward method
is to adopt Canonical Correlation Analysis (CCA) [10], which is a traditional
statistical correlation analysis method, to project the features of different me-
dia types into a lower-dimensional common space. Given the training pairs,
4 Jinwei Qi et al.
CCA can find matrices for them, which can make the projected training pairs
have maximum correlations with the same dimension to obtain the shared
representation. Thus, the simple similarity measurement can be adopted to
present cross-media retrieval. Some later works attempt to combine semantic
categories to extend CCA, such as [19]. Besides, Cross-modal Factor Analysis
(CFA) [11] minimizes the Frobenius norm between pairwise data in the trans-
formed domain to learn a common space for different modalities. The joint
graph regularized heterogeneous metric learning (JGRHML) [31] is proposed
by Zhai et al. to construct the joint graph regularization term using the data
in the learned metric space, and this work is further improved as the joint
representation learning (JRL) [32] by modeling the correlations and semantic
information in a unified framework.
In the second strategy, DNN is used to model the correlation between
different media types. The strong ability of DNN shown in feature representa-
tion learning significantly contributes to the research of single-media retrieval
and classification. Some general models such as Stacked Autoencoders (SAE)
[25], Deep Belief Network (DBN) [8] and Deep Boltzmann Machines (DBM)
[21] are proposed with their learning algorithms for the feature representation
learning. Inspired by these, researchers attempt to apply DNN to cross-media
retrieval. Bimodal Autoencoders (Bimodal AE) [13] proposed by Ngiam et al.
generates the shared representation at the shared code layer taking the speech
and visual as input, and it also has a reconstruction layer to reconstruct both
two media types. Srivastava and Salakhutdinov propose multimodal DBN [22]
and multimodal DBM [23] to capture the inter-media correlation between dif-
ferent media types at the joint layer. The architectures of Deep CCA [1, 29]
and Corr-AE [5] are similar, consisting of two linked deep encodings. Deep
CCA is a non-linear extension of CCA, while Corr-AE can jointly minimize
representation learning error and correlation learning error meanwhile with
two extensions, namely Corr-Cross-AE and Corr-Full-AE. Besides, CMDN [18]
preforms the shared representation learning with multiple deep networks.
The methods mentioned above mainly focus on the cross-media represen-
tation learning. As for the cross-media similarity metric, most of the existing
methods directly use sample distance metric such as Euclidean distance to
measure the similarity of shared representation. Some works such as [31, 32]
attempt to adopt metric learning, but they are also limited in the traditional
framework. Inspired by the progress in metric learning based on DNN, we at-
tempt to apply it into cross-media retrieval task. However, most of the existing
research efforts focus on the single-media scenarios. Wang et al. [26] propose
an efficient triplet sampling algorithm to learn similarity metric for images.
It can generate triplet samples to preserve the relative similarity. And each
triplet contains three sample with the constraints that the query image needs
to be more similar to the positive image than the negative image. Later work
as [9] attempts to learn a better representation by employing triplet network.
MatchNet [6] proposed by Han et al. applies more complex similarity functions
than distance metric as Euclidean distance. Although the above methods adopt
complex similarity metric, they are all limited by the restricted scenarios and
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Fig. 2 Pretrain network with contrastive loss.
cannot fit for cross-media retrieval. In this paper, we propose a unified frame-
work to associate the cross-media shared representation learning with distance
metric, which leads to a better accuracy on cross-media retrieval.
3 Unified Network for Cross-media Similarity Metric
As shown in Figure 2 and 3, our UNCSM model consists of two parts as follows.
– A two-pathway deep network to learn the semantic shared representation,
which is pretrained with contrastive loss, and two branches of triplet sim-
ilarity loss embedded on the top of them for the fine-tune stagee.
– A metric network for modeling the pairwise similar and dissimilar con-
straints to calculate the cross-media similarity.
Formally, D(i) =
{
x
(i)
p , y
(i)
p
}m
p=1
denotes the image data which has m im-
age instances. x
(i)
p ∈ Rd(i) is the p-th image data with the dimensional num-
ber d(i) and the corresponding label y
(i)
p . The definition of text data D(t) ={
x
(t)
p , y
(t)
p
}n
p=1
is similar to image data.
3.1 Two-pathway Network
Pretraining: Deep neural network has shown strong ability in modeling the
correlations between different media types, but it may easily fall into local
minimum. Therefore, to find a good region in parameter space, we first adopt
pretraining in shared representation learning.
For modeling the pairwise similar and dissimilar correlations between dif-
ferent media types, the contrastive loss is adopted to pretrain the two-pathway
network with the following consideration, which is shown in Figure 2. The im-
age and text instances with the same class label should be closer in distance,
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Fig. 3 At the bottom is the two-pathway network fine-tuned with double triplet similarity
loss embedded on the top. And their output is serve as the input of the metric network
directly to calculate the cross-media similarity.
while there should be larger distance between the image and text instances
which have different class labels. So we define the contrastive loss as follows:
C(p, q) =

∥∥∥fi(x(i)p )− ft(x(t)q )∥∥∥2 y(i)p = y(t)q
max(0, λ−
∥∥∥fi(x(i)p )− ft(x(t)q )∥∥∥)2 y(i)p 6= y(t)q , (1)
where fi(.) and ft(.) denote the non-linear mapping through each pathway of
the network. And the margin parameter is set to be λ.
Fine-tuning: After pretrain stage, the parameters fall into a good region
in parameter space. However, they still need to be optimized. So we adopt
fine-tune process to refine the parameters to the local optimum. Inspired by
the idea that the triplet network [26] can preserve the relative similar and
dissimilar constraints by generating the triplet samples, we employ the double
triplet similarity loss for each media type at fine-tune stage.
Specially, we propose an online triple sampling strategy to generate triplet
samples for each media type using the feature extracted from the separate
two-pathway networks. For image data fi(x
(i)
p ) extracted from image path-
way, the triplet samples are organized as (I+, T+, T−) considering the relative
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similar and dissimilar constraints that the image sample I+ is similar to pos-
itive text sample T+ and dissimilar to the negative text sample T−. And the
organization of triplet samples for text data ft(x
(t)
p ) is similar as (T+, I+, I−)
satisfying the constraints that the text sample T+ has its similar image sample
I+ and its dissimilar image sample I−. These relative similar and dissimilar
constraints are measured by their corresponding label y
(i)
p and y
(t)
p . So the
double triplet similarity loss are defined as follows:
Si(I
+, T+, T−) = max(0,
∥∥fi(xI+)− ft(xT+)∥∥22 − ∥∥fi(xI+)− ft(xT−)∥∥22 + α),
(2)
St(T
+, I+, I−) = max(0,
∥∥ft(xT+)− fi(xI+)∥∥22 − ∥∥ft(xT+)− fi(xI−)∥∥22 + β),
(3)
where ‖.‖2 is the L2 norm and the margin parameters are set as α and β here,
which makes the difference between the distance of similar pairs and dissimilar
pairs is larger than the defined margin.
It should be noted that the double triplet similarity loss is treated as two
loss branches embedded on the top of the two-pathway network, which has a
fully-connected layer using sigmoid non-linearity for each branch. So the gra-
dients from each loss branch are summed together on the top of each pathway
network for updating the parameters by back propagation.
Using the mapping function fi(.) and ft(.), we can get the optimized se-
mantic shared representation fi(X
(i)) and ft(X
(t)) which preserve the relative
similarity between different media types, and serve as the input of the cross-
media metric network denoted as M (i) and M (t).
3.2 Cross-media Metric Network
It is not sufficient enough to adopt the simple distance metric as Euclidean
distance for calculating the complex similarity of cross-media data. Inspired by
[6], we design a network of cross-media distance metric for further calculating
the cross-media similarity, which can model the pairwise similar and dissim-
ilar constraints. The metric network can learn the similarity functions from
the positive and negative sample pairs, and finally generate the cross-media
similarity.
In the UNCSM, the metric network is a feed-forward network which con-
sists of three fully-connected layers using Rectified Linear Units (ReLU) as
non-linearity, and there is a Softmax layer on the top of the network. The
metric network takes the concatenation of a pair of image and text features as
input, and the output includes two values in [0, 1] from the two units in the
Softmax layer, which can be used as the network’s estimate of the similarity.
Specifically, the image and text feature, used to concatenate each pairwise
sample qi, are selected from the shared representation M
(i) for image media
and M (t) for text media obtained by the two-pathway network, using a ran-
dom sampler. These randomly selected pairwise samples can be divided into
8 Jinwei Qi et al.
the positive or negative pairs according to their class labels. The generated
training set consists of n pairs of features and we minimize the cross-entropy
error as follows:
E = − 1
n
n∑
i=1
(pilog(pˆi) + (1− pi)log(1− pˆi)), (4)
where pi is denoted as the 0/1 label for the input pair qi and pi = 1 if the
input sample pair belongs to the same class. The Softmax activations pˆi and
1 − pˆi are computed on the values of the two nodes h0(qi) and h1(qi) in the
Softmax layer as follows:
pˆi =
eh1(qi)
eh0(qi) + eh1(qi)
. (5)
Finally, we use calculated pˆi to estimate whether the input pair belongs to
the same class or not, which is further used as the final learned cross-media
similarity metric, and the cross-media retrieval can be performed by ranking
the learned similarity. It should be noted that our training process is not an
end-to-end training style, which is divided into three separate stages to ensure
that each part of our model has good performance. While in testing stage, it
is actually a unified process, which takes the features of different media types
as input and directly obtains the cross-media similarity as output.
4 Experiment
We conduct experiments on 4 widely-used cross-media datasets. And 8 ex-
isting cross-media methods are compared on two-retrieval tasks to verify the
effectiveness of our approach. First, 4 datasets used in the experiments will
be introduced, which are Wikipedia, NUS-WIDE, NUS-WIDE-10k and Pascal
Sentences, along with the feature extraction as well as the dataset partition.
The descriptions for compared methods and evaluation metric will be shown
next. And then we will give the network details and parameter analysis. Fi-
nally, the experimental results and analysis is given.
4.1 Datasets and Feature Extraction
Totally 4 datasets are selected for the experiments, which are widely-used
in cross-media retrieval. The brief description of them as well as the feature
extraction strategy will be given as follows.
Wikipedia dataset [19] is selected from the Wikipedia’s “feature articles”
with 10 classes, which contains totally 2,866 documents in form of image/text
pair. Some examples of 3 categories selected from Wikipedia dataset are shown
in Figure 4. We randomly split the dataset into three part following [5]. 2,173
documents are randomly selected as training set. Testing set contains 462
Cross-media Similarity Metric Learning with Unified Deep Networks 9
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Fig. 4 Examples of 3 categories from the Wikipedia dataset.
documents and 231 documents are in validation set. The image feature has
three parts: 1,000 dimensional Pyramid Histogram of Words (PHOW) [2], 512
dimensional GIST [16], and 784 dimensional MPEG-7 [12], which concatenates
into 2,296 dimensional feature. And the text feature uses 3,000 dimensional
bag of words vector.
NUS-WIDE dataset [3] is a web image dataset which is created by
NUS’s Lab for media search, containing images and their corresponding text
tags crawled from Flickr through its public API. There are 269,648 images in
NUS-WIDE dataset. Because the classes have overlaps, we select 10 largest
classes from it including about 100K image/text pairs with unique class label.
The image feature has 1,134 dimensions with several parts as follows: 64 di-
mensional color histogram, 144 dimensional color correlogram, 73 dimensional
edge direction histogram, 128 dimensional wavelet texture, 225 dimensional
block-wise color moments and 500 dimensional SIFT-based bag of words fea-
tures. The text feature is represented as 1,000 dimensional bag of words vector.
The dataset is also randomly split into three parts. There are 58,620 docu-
ments in training set, 33,955 documents in testing set and 5,000 documents in
validation set.
NUS-WIDE-10k dataset [3] is a subset of NUS-WIDE dataset, which
totally has 10,000 image/text pairs selected from the 10 largest classes in NUS-
WIDE dataset, and 1,000 image/text pairs are contained in each class. The
image and text features are the same with NUS-WIDE dataset. And following
[5], 8,000 documents are randomly selected as training set, testing set contains
1,000 documents and 1,000 documents are in validation set.
Pascal Sentences [4] is selected from 2008 PASCAL development kit,
which contains 1,000 image/text pairs organized into 10 categories. And each
image instance has 5 sentences as description. There are 800 documents se-
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lected as training set, 100 documents for testing set and 100 documents for
validation set, also following [5]. We extract the same image feature with
Wikipedia dataset, and 1,000 dimensional bag of words vector as text rep-
resentation.
4.2 Compared Methods
We compare our UNCSM approach with 8 existing cross-media methods. CCA,
CFA and KCCA are the classical baselines, while the others are all based on
DNN. The source codes of Bimodal AE, Multimodal DBN and Corr-AE are
available from [5], and the source codes of DCCA and DCCAE are from [27].
We will introduce these 8 compared methods briefly as follows:
– CCA [10]. CCA projects the data with two media types into a common
subspace by maximizing the pairwise correlations.
– CFA [11]. CFA learns a common space for different modalities by minimiz-
ing the Frobenius norm between pairwise data in the transformed domain.
– KCCA [7]. KCCA uses kernel functions to project the data of different
media types into high-dimensional feature space. Polynomial kernel (Poly)
and radial basis function (RBF) are used as the kernel functions in our
experiments.
– DCCA [1]. DCCA is a non-linear extension of CCA, which has two sepa-
rate subnetworks and maximizes the correlation between the output layers.
– DCCAE [27]. DCCAE consists of two autoencoders, which is optimized
by the combination of canonical correlation and reconstruction errors.
– Bimodal AE [13]. Bimodal AE can generate the shared representation at
a shared code layer, and it is also required to reconstruct both two media
types at the reconstruction layer.
– Multimodal DBN [22]. Multimodal DBN adopts two separate DBN to
model the distribution over multiple media types and learns the joint rep-
resentation by a joint RBM on the top of them.
– Corr-AE [5]. Corr-AE uses two linked subnetworks to model the cor-
relation loss as well as reconstruction error, which has two extensions,
namely Corr-Cross-AE and Corr-Full-AE. In our experiments, we compare
the highest result of three models.
4.3 Evaluation Metric
To evaluate the performance of our UNCSM approach, two cross-media re-
trieval tasks are conducted on the above 4 datasets, which are image re-
trieval by a text query (Text→Image) and text retrieval by an image query
(Image→Text). We evaluate the experiment results with the mean average
precision (MAP) and PR (precision-recall) curves. MAP is widely-used in in-
formation retrieval literature. And the average precision (AP) is defined as
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Fig. 5 MAP score with respect to parameter variations on Wikipedia dataset.
follows:
AP =
1
M
n∑
k=1
Pk ×Relk, (6)
where M is the total relevant item number in testing set with the size of n.
Here Pk is the precision at k-th position, while Relk is 1 when the item on
the corresponding position is relevant and 0 otherwise. In our experiments,
we compute the MAP score of all the returned results for both the compared
methods and our method, instead of MAP score only calculated for the top 50
results in [5]. The PR curve indicates the precisions at certain level of recall,
while we also calculate the PR curves of all returned results.
4.4 Network Details and Parameter Analysis
Generally, the features of different media types are presented in different forms
and the statistical properties of them are also different to each other, which is
hard to directly adopt our UNCSM model to learn the cross-media similarity
metric between different media types. Therefore, we adopt a preprocessing
phase, which first employs two DBN to model the distribution over the features
of different media types separately, and each DBN has two layers. For the
image features, we use the Gaussian Restricted Boltzmann Machine (RBM)
[28]. And Replicated Softmax model [20] is used for the text features. The first
layer of DBN for image input features has 2048 hidden units and the second
layer has 1024 hidden units. As for text input features, there are 1024 hidden
units on both two layer of DBN. We also use two feed-forward network using
Softmax loss to further optimize the features for each media type, which can
preserve the intra-media information with each media type.
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Table 1 The MAP scores on Wikipedia dataset.
Method Image→Text Text→Image Average
CCA 0.124 0.120 0.122
CFA 0.236 0.211 0.224
KCCA(Poly) 0.200 0.185 0.193
KCCA(RBF) 0.245 0.219 0.232
Bimodal AE 0.236 0.208 0.222
Multimodal DBN 0.149 0.150 0.150
DCCA 0.248 0.221 0.235
Corr-AE 0.280 0.242 0.261
DCCAE 0.260 0.233 0.247
UNCSM 0.360 0.310 0.335
Table 2 The MAP scores on NUS-WDIE Dataset.
Method Image→Text Text→Image Average
CCA 0.242 0.240 0.241
CFA 0.256 0.288 0.272
KCCA(Poly) 0.242 0.231 0.237
KCCA(RBF) 0.258 0.275 0.267
Bimodal AE 0.266 0.300 0.283
Multimodal DBN 0.238 0.261 0.250
DCCA 0.367 0.363 0.365
Corr-AE 0.323 0.354 0.339
DCCAE 0.369 0.362 0.366
UNCSM 0.514 0.477 0.496
As for the two-pathway network illustrated in Figure 2 and 3 in both pre-
train and fine-tune stages, the first layer on each pathway has the dimensional
number of 1024. The dimensions of the second layer reduce to half of the first
layer having 512 dimensions, and the third layer has 256 dimensions which
is also half of the former layer. The fully-connected layer on double triplet
similarity loss branch also has the dimensional number of 256. It should be
noted that there are three major margin parameters involved in the formu-
lations of this part, which are λ, α and β in eqn 1, 2 and 3. We construct a
baseline experiment to show the impact of parameters. Specifically, λ is the
margin parameter for the distance metric of dissimilar pair, while α and β are
the margin parameters for the difference between the distance of similar pairs
and dissimilar pairs. We set them with different values ranging from 0.5 to 2.5,
where α and β are set equally here for the equal treatment of image and text in
two triplet loss. And the average MAP scores with cosine distance metric are
computed on Wikipedia dataset. The results are presented in Figure 5, which
shows the experiment results are less sensitive to these parameters. Thus, the
three margin parameters are all set to be 1 in the following experiments.
In the metric network, since the concatenation of feature obtained from
the bottom two-pathway network has 512 dimensions, the dimensional num-
ber of the three fully-connected layers is also 512 and the Softmax layer has 2
dimensions for the final similarity metric. We adopt random sampling strategy
Cross-media Similarity Metric Learning with Unified Deep Networks 13
Table 3 The MAP scores on NUS-WDIE-10k Dataset.
Method Image→Text Text→Image Average
CCA 0.120 0.120 0.120
CFA 0.211 0.188 0.200
KCCA(Poly) 0.150 0.149 0.150
KCCA(RBF) 0.232 0.213 0.223
Bimodal AE 0.159 0.172 0.166
Multimodal DBN 0.158 0.130 0.144
DCCA 0.219 0.210 0.215
Corr-AE 0.223 0.227 0.225
DCCAE 0.227 0.216 0.222
UNCSM 0.312 0.354 0.333
Table 4 The MAP scores on Pascal Sentences Dataset.
Method Image→Text Text→Image Average
CCA 0.099 0.097 0.098
CFA 0.187 0.216 0.202
KCCA(Poly) 0.207 0.191 0.199
KCCA(RBF) 0.233 0.249 0.241
Bimodal AE 0.245 0.256 0.251
Multimodal DBN 0.197 0.183 0.190
DCCA 0.252 0.247 0.250
Corr-AE 0.268 0.273 0.271
DCCAE 0.253 0.241 0.247
UNCSM 0.304 0.282 0.293
to generate the similar and dissimilar pairs with the ratio of 1:1 with about
300K samples. It should be noted that all the above parameters and number
of samples are fit for the Wikipedia dataset, while the parameters should be
adjusted to suit other dataset. Besides, for the fact that the number of param-
eters in the deep model is associated with the setting of network architecture
and the network architecture of our model as mentioned above is not complex,
there are about 5K parameters totally for our model to learn and this num-
ber is relatively small, which can be trained successfully with small amount of
training data. Moreover, we train the whole network using a base learning rate
0.001 by stochastic gradient descent, and the weight decay parameter is 0.004.
Also the training process can converge fast with less than 10K iterations for
each part, and does not cost much training time which is within 1 hour totally.
4.5 Experimental Results
Now we will give the experimental results and analysis for both the compared
methods and our UNCSM approach. The MAP scores on Wikipedia, NUS-
WIDE, NUS-WIDE-10k and Pascal Sentences dataset are shown in Tables 1
to 4.
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Table 5 MAP scores of Cosine distance metric and our Metric Network on the shared
representation obtained from two-pathway network.
Dataset Task Cosine Distance Metric Network
Image→Text 0.301 0.360
Wikipedia Text→Image 0.290 0.310
Average 0.296 0.335
Image→Text 0.470 0.514
NUS-WIDE Text→Image 0.455 0.477
Average 0.463 0.496
Image→Text 0.287 0.312
NUS-WIDE-10k Text→Image 0.282 0.354
Average 0.285 0.333
Image→Text 0.246 0.304
Pascal Sentences Text→Image 0.248 0.282
Average 0.247 0.293
Table 6 MAP scores of our UNCSM approach with or without pretrain stage.
Dataset Method Image→Text Text→Image Average
Wikipedia UNCSM without pretrain 0.335 0.297 0.316
UNCSM with pretrain 0.360 0.310 0.335
NUS-WIDE UNCSM without pretrain 0.481 0.468 0.475
UNCSM with pretrain 0.514 0.477 0.496
NUS-WIDE-10k UNCSM without pretrain 0.280 0.344 0.312
UNCSM with pretrain 0.312 0.354 0.333
Pascal Sentences UNCSM without pretrain 0.246 0.248 0.247
UNCSM with pretrain 0.304 0.282 0.293
Table 1 shows the MAP scores of the two retrieval tasks and their average
results on Wikipedia dataset. Our UNCSM approach ourperforms all the com-
pared methods on two tasks, achieving significant improvement from 0.261 to
0.335 on average result. The performance of DNN-based methods is not stable
that Multimodal DBN is outperformed by most of the compared methods ex-
cept CCA, while Corr-AE has the best result among the compared methods.
And some examples of retrieval results on Wikipedia dataset are shown in
Figure 10. Besides, the results of two retrieval tasks on other three datasets in
Tables 2 to 4 show similar trends as in Wikipedia dataset, and our UNCSM
approach still keeps the best. It should be noted that the MAP scores on
NUS-WIDE dataset is higher than NUS-WIDE-10k dataset, which indicates
that our model is more suitable for large-scale dataset and can achieve better
accuracy with more training data. The PR curves on the 4 datasets are shown
in Figures 6 to 9, and our proposed approach shows clear advantage over all
the compared methods, which demonstrates its effectiveness.
As shown in Table 5, we use cosine distance metric and metric network re-
spectively to calculate the cross-media similarity on the shared representation
obtained from the two-pathway network. Our metric network achieves signifi-
cant improvement on 4 datasets compared with sample distance metric such as
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Fig. 6 The PR curves on Wikipedia dataset.
Fig. 7 The PR curves on NUS-WIDE dataset.
cosine distance, which proves that our metric network can effectively calculate
the complex cross-media similarity. Besides, Table 6 shows the MAP scores of
our UNCSM approach with pretrain stage and without pretrain stage, which
indicates that pretraining with contrastive loss by modeling the pairwise sim-
ilar and dissimilar constraints can obviously improve the cross-media retrieval
accuracy.
From the above results on 4 datasets in Tables 1 to 4, we can see that our
UNCSM approach can effectively model the cross-media similarity and achieve
the best retrieval accuracy among all compared methods. For the traditional
methods using linear projection, CFA minimizes the Frobenius norm in the
transformed domain which is more suitable for different modalities, making
it perform better than CCA. And KCCA can effectively handle the multime-
dia data with high nonlinearity using kernel functions, which leads it to the
best accuracy among the traditional methods. As for the DNN-based meth-
ods, Multimodal DBN has the worst performance for it can only model the
correlation between different media types by a shallow network, while DCCAE
can minimize the reconstruction error additionally which makes it outperform
DCCA. And Corr-AE achieves the best results on most of datasets by mod-
eling the reconstruction error as well as correlation loss jointly at the same
time.
However, the performance of the above methods is limited for the fact
that they mainly focus on the pairwise similar constraints as well as recon-
struction information, and only sample distance metric is used to calculate
the cross-media similarity. Compared to the existing methods, our UNCSM
approach achieves significant improvement for three reasons: pretraining the
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Fig. 8 The PR curves on NUS-WIDE-10k dataset.
Fig. 9 The PR curves on Pascal Sentences dataset.
two-pathway network with contrastive loss to model the pairwise similar and
dissimilar constraints, fine-tuning the network using double triplet similar-
ity loss to preserve the relative similarity for learning the optimized semantic
shared representation, and finally embracing more complex similarity functions
to calculate the cross-media similarity with the metric network, by modeling
the pairwise similar and dissimilar constraints. Our UNCSM approach asso-
ciates the representation learning with distance metric for further improving
the cross-media retrieval accuracy.
5 Conclusion
In this paper, a cross-media similarity learning model, UNCSM, has been pro-
posed. This UNCSM model associates the cross-media shared representation
learning with distance metric in a unified framework. The UNCSM adopts
contrastive loss to pretrain the two-pathway network, and uses double triplet
similarity loss for fine-tuning to learn the semantic shared representation for
each media type by distance comparisons. And the metric network is employed
for effectively calculating the cross-media similarity of the shared representa-
tion, by modeling the pairwise similar and dissimilar constraints. Compared to
the existing methods, our UNCSM approach further improves the cross-media
retrieval accuracy by preserving the relative similarity as well as embracing
more complex similarity functions at the same time. The experimental results
show that our UNCSM approach outperforms 8 state-of-the-art methods on
4 widely-used datasets. As for future work, we attempt to integrate semi-
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Query Top 5 Results
S trikes on Hokkaidō and northern Honshū 
resumed on 9 August, the day the second atomic 
bomb was dropped. At 2054 on 10 August, 
''Missouri''s men were electrified by the 
unofficial news that Japan was ready to 
surrender, provided that the Emperor's
prerogatives as a sovereign ruler were not 
compromised. Not until 0745 on 15 August was 
word received that President Harry S.
Pre-dreadnought battleships carried a 
considerable weight of steel armour. Experience 
showed that rather than giving the ship uniform 
armour protection, it was best to concentrate 
armour over critical areas. The central section of 
the hull, which housed the boilers and engines, 
was protected by the main belt, which ran from 
just below the waterline to some distance above 
it.
Ultimately, a mixed solution named ''Tecnología 
Santa Bárbara-Bazán'' (Santa Bárbara-Bazán 
Technology) (or TSB) was chosen.Mazarrasa, 
''Carro de Combate AMX-30E'', p. 80  The 
improvement of the tank's mobility entailed 
replacing the HS-110 diesel engine with an MTU 
833 Ka-501 diesel engine, producing 850 metric 
horsepower (625.17 kW)
After fitting out in the Boston and New York 
Navy Yards, ''Nevada'' joined the Atlantic Fleet 
in Newport, Rhode Island on 26 May 1916. Prior 
to the United States' entry into World War I, she 
conducted many training cruises and underwent 
many exercises out of her base in Norfolk, 
Virginia, sailing as far south as the Caribbean on 
these cruises.
In Italy, Archduke John went up against 
Napoleon's stepson Eugène. The Austrians beat 
back several bungled French assaults at the 
Battle of Sacile in April, causing Eugène to fall 
back on Verona and the Adige River, but Eugène 
regrouped and launched a more mature offensive 
that expelled the Austrians from Northern Italy 
again.
Vandegrift and his staff were aware that 
Kawaguchi's troops had retreated to the area 
west of the Matanikau and that numerous groups 
of Japanese stragglers were scattered throughout 
the area between the Lunga Perimeter and the 
Matanikau River. Vandegrift, therefore, decided 
to conduct another series of small unit operations 
around the Matanikau Valley.
The most important sense for the raccoon is its 
sense of touch.Bartussek, p. 13; Hohmann, p. 55;
Zeveloff, p. 70 The "hyper sensitive"Hohmann,
p. 55 front paws are protected by a thin horny
layer which becomes pliable when wet.Hohmann,
pp. 56–59; MacClintock, p. 15 The five digits of
the paws have no webbing between them, which
is unusual for a carnivoran.
Many species have the ability to translocate the 
pigment inside chromatophores, resulting in an 
apparent change in colour. This process, known 
as ''physiological colour change'', is most widely 
studied in melanophores, since melanin is the 
darkest and most visible pigment. In most species 
with a relatively thin dermis
It is a commercially important species to the 
extent that its fins are prized for soup and its 
meat and oil frequently used. It is used fresh, 
smoked, dried and salted for human 
consumption and its hide is used for leather.
Early in the 20th century, paleontologist R. S.
Lull proposed that the frills of ceratopsian 
dinosaurs acted as anchor points for their jaw 
muscles. He later noted that for 
''Styracosaurus'', the spikes would have given it 
a formidable appearance. In 1996, Dodson 
supported the idea of muscle attachments in part 
and created detailed diagrams of possible muscle 
attachments in the frills of ''Styracosaurus'' and 
''Chasmosaurus''
The skull of a fully grown ''Edmontosaurus'' was 
around a meter (or yard) long, with ''E. regalis'' 
falling on the longer end of the spectrum and ''E.
annectens'' falling on the shorter end. The skull 
was roughly triangular in profile, with no bony 
cranial crest. Viewed from above, the front and 
rear of the skull were expanded
Darwin now had the framework of his theory of 
natural selection “by which to work”, as his 
“prime hobby”. His research included animal 
husbandry and extensive experiments with 
plants, finding evidence that species were not 
fixed and investigating many detailed ideas to 
refine ...
Warfare Warfare Warfare Warfare Warfare
Warfare Warfare Warfare Warfare Warfare
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Biology Biology Biology Biology Biology
Biology Biology Biology
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Fig. 10 Some retrieval results on Wikipedia dataset. There are four example queries on the
left row, and top 5 results are shown on the right. It should be noted that all these results
shown above are correct.
supervised information into our unified metric framework for further boosting
the accuracy of cross-media retrieval.
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