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Abstract
Recently, Brenti introduced a class of q-symmetric functions based on a simple plethysm with
the power-sum symmetric functions. Brenti developed combinatorial interpretations for the transition
matrices between these new symmetric functions and the standard symmetric function bases. We
provide simpliﬁed versions of many of these that are sums over signiﬁcantly smaller classes of
combinatorial objects.We also show that two of our results generalize formulas ofMacMahon relating
vector compositions to the expansion of a product of binomial coefﬁcients as a sum of binomial
coefﬁcients.We then extend Brenti’s deﬁnitions to symmetric functions on the hyperoctahedral group,
Bn, and give combinatorial interpretations of the analogous transition matrices. We also discuss new
generating functions on permutation statistics that arise from Brenti’s symmetric functions and our
extensions, two of which show a curious connection to Stirling numbers of the second kind.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In [4], Brenti introduces a class of symmetric functions with a parameter q that arises
froma simple plethysmwith the power-sum symmetric functions. In particular, for a positive
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integer k, let
pk(x1, x2, . . .)= xk1 + xk2 + · · ·
and for a partition = (1, 2, . . . , l ), let
p = p1p2 · · ·pl
so thatp is the usual power-sum symmetric function indexed by . Then deﬁnep
q
 , Brenti’s
q-analogue of p, by setting p
q
k = q · pk and
p
q
 = pq1p
q
2
· · ·pql = qlp.
To deﬁne a corresponding q-analogue of any symmetric function g, expand g in terms of the
power-sum symmetric functions and then replace the power-sums with their q-analogues.
So if g =∑ ap, deﬁne gq =∑ apq .
Let e andh be the elementary and complete homogeneous symmetric functions indexed
by , respectively. Brenti shows that hq , e
n+1
n , and enn have appeared before in connection
with Jack symmetric functions, parking functions, and lattices of noncrossing partitions,
respectively.
Now letm be themonomial symmetric function indexed by  and s/ be the skew-Schur
function indexed by the skew partition /. Brenti derives transition matrices that give the
expansions ofmq , e
q
 , h
q
 and s
q
/ in terms of the monomial, elementary, homogeneous, and
Schur symmetric functions. In Section 3 we give simpliﬁed versions of many of these. Our
versions have three advantages. First, most involve counting signiﬁcantly fewer objects and
are therefore easier to compute. Second, our expressions are given in terms of combinatorial
objects used in the transitionmatrices between the standardbases givenbyBeck et al. [2], and
are therefore more recognizable q-analogues of those expressions. Finally, our expressions
generalize to an analogue of Brenti’s functions in two parameters on the hyperoctahedral
group, Bn, which we introduce in Section 4.
Two unexpected corollaries that result from our expressions are combinatorial interpre-
tations of expansions of products of binomial coefﬁcients as sums of binomial coefﬁcients.
In particular, deﬁne
(
q
i
)
= q(q − 1) · · · (q − i + 1)
i!
and
((
q
i
))
= q(q + 1) · · · (q + i − 1)
i! =
(
q + i − 1
i
)
.
Then we will show the following.
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Theorem 1.1. For = (1, 2, . . . , l ) a partition of n, let di() (respectively di()) rep-
resent the number of ways to ﬁll the Ferrers diagram of  with elements from the set
{1, 2, . . . , i} such that every element is used at least once and the entries in rows strictly
increase (respectively weakly increase) from left to right, and with no restriction on the
entries in columns. Then
l∏
i=1
(
q
i
)
=
n∑
i=1
di()
(
q
i
)
and
l∏
i=1
((
q
i
))
=
n∑
i=1
di()
(
q
i
)
.
We note that these formulas date back to MacMahon [7] where they were presented in
the context of vector compositions. In particular, di() is also the number of ways to write
 as an ordered sum of i nonzero vectors whose entries are 0’s and 1’s. Such a sum is called
a unitary vector composition of . Similarly, di() is the number of ways to write  as an
ordered sum of i nonzero vectors whose entries are nonnegative integers. We will discuss
this in more detail in Section 3.
We explore the combinatorics of transition matrices related to our new family of sym-
metric functions on Bn in Section 4. In Section 5 we use Brenti’s symmetric functions and
our Bn extensions to derive new generating functions on permutation statistics on both the
symmetric group and the hyperoctahedral group. Among our results is a curious connec-
tion between Brenti’s functions and Stirling numbers of the second kind. Speciﬁcally, for
= 12 · · ·n an element of the symmetric group on n symbols, deﬁne cyc() to be the
number of cycles in  and exc() to be the number of excedances in , that is, the number
of i such that i > i. The result is the following.
Theorem 1.2.
∑
n0
un
n!
∑
∈Sn
xexc()qcyc() = 1∑
n0
(u(x−1))n
n!
∑n
k=1Sn,k
(q)↓k
(1−x)k
,
where Sn,k is the Stirling number of the second kind, that is, the number of set partitions of
{1, 2, . . . , n} into k blocks, and (q)↓k = q(q − 1) · · · (q − k + 1).
We begin with the necessary notation and deﬁnitions.
2. Notation and deﬁnitions
We follow [6] for notation regarding symmetric functions. Let n be the vector space of
all symmetric polynomials that are homogeneous of degree n. The six classical bases ofn,
indexed by partitions of n, are the monomial basis, {m}n, the power-sum basis, {p}n,
the elementary basis, {e}n, the homogeneous basis, {h}n, the Schur basis, {s}n, and
the forgotten basis {f}n.
We use the following notation to describe transition matrices. Given two bases of n,
{a}n and {b}n, ﬁx some standard order of the partitions of n and then consider
the bases to be row vectors 〈a〉n and 〈b〉n. Deﬁne the transition matrix M(a, b) by
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the equation
〈b〉n = 〈a〉nM(a, b).
So M(a, b) is the matrix that transforms the basis 〈a〉n into the basis 〈b〉n and the
(,) entry ofM(a, b) is given by
b =
∑
n
aM(a, b).
The amount of work necessary to calculate transition matrices involving the standard bases
is lessened considerably by the following ideas (see [6]). First, there is a standard involution
 onn deﬁned as follows. Let : n → n be the algebra isomorphismdeﬁned by setting
(hn)=en. It is shown in [6] that is an involution and that(m)=f,(s)=s′ (where
′ denotes the conjugate partition of ), and(p)= (−1)n−l()p (where l() denotes the
number of parts of ).
Next, the Hall inner product on n is deﬁned by setting 〈m, h〉 = , where
, =
{
1 if = ,
0 otherwise.
So {m}n and {h}n are dual bases under the Hall inner product. Similarly, {e}n and
{f}n are dual, and {s}n is self-dual. Also, for n, let mk() be the number of parts
of  of size k so that
= (1m1(), 2m2(), . . . , nmn()).
Then deﬁne
m()! =
n∏
k=1
mk()!.
Finally, set
z = 1m1()2m2() · · · nmn()m()!
Then {p/√z}n is also self-dual.
Now let {D(a)}n denote the dual basis of {a}nwith respect to theHall inner product.
Then the following useful properties hold (see [2]):
M(a, b) =M((a),(b)), (1)
M(a, b) =M(D(b),D(a)). (2)
Our discussion of speciﬁc transition matrices involves the following combinatorial
objects:
• The Kostka matrix: For a given column-strict tableau T (a ﬁlling of a Ferrers diagram
with weakly increasing rows and strictly increasing columns), deﬁne the content of T to
be the sequence =(1, 2, . . .)where T contains 1 1’s, 2 2’s, and so on. For partitions
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Fig. 1. A special rim hook tabloid of shape (1, 2, 3, 3, 4, 6) and type (1, 2, 5, 5, 6). The lines inside the Ferrers
diagram indicate the special rim hooks.
 and , the Kostka number K, is the number of column-strict tableaux of shape 
and content . The Kostka matrix is the p(n)-by-p(n) matrix of Kostka numbers where
p(n) is the number of partitions of n.
• The i-weight of a tableau: Given a tableau T , letmj(T ) be the number of times j appears
in the tableau. Then deﬁne the i-weight of T , wi(T ), by
wi(T ) =

 i∑
j=1
mj(T ),
2i∑
j=i+1
mj(T ), . . .


.
Note that the 1-weight of a tableau is just the content. For example, for the tableau
T =
5 6
3 4 4
2 3 3 7
,
w1(T ) = (0, 1, 3, 2, 1, 1, 1, 0, 0, . . .),w2(T )=(1, 5, 2, 1, 0, 0, . . .),w3(T )=(4, 4, 1, 0,
0, . . .), and so on.
• Special rim hook tabloids of shape  and type : Given a Ferrers diagram of a partition
, a rim hook, h, is a sequence of cells along the northeast boundary such that any two
consecutive cells in h share an edge, and removing h leaves a valid Ferrers diagram
corresponding to another partition. A rim hook is a special rim hook if it contains a
cell from the ﬁrst column. Let |h| denote the number of cells in a special rim hook h.
A special rim hook tabloid of shape  and type , T , is a sequence of partitions
T = (∅ = (0) ⊆ (1) ⊆ · · · ⊆ (k) = )
such that for each i, hi = (i) − (i−1) is a special rim hook of (i), and the sequence
|h1|, |h2|, . . . , |hk| is a rearrangement of the parts of . For example, a special rim
hook tabloid of shape (1, 2, 3, 3, 4, 6) and type (1, 2, 5, 5, 6) is shown in Fig. 1. Let
SRHT(,) denote the set of all special rim hook tabloids of shape  and type . Special
rim hook tabloids arise in the inverse Kostka matrix. Deﬁne the height of a rim hook h,
ht(h), to be the number of rows that h occupies. Then deﬁne the sign of h to be
sgn(h)= (−1)ht(h)−1
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Fig. 2. The four (1, 2, 3)-brick tabloids of shape (3, 3).
and the sign of a special rim hook tabloid T to be
sgn(T )=
∏
i
sgn(hi).
Egˇeciogˇlu and Remmel [5] show that
K−1, =
∑
T ∈SRHT(,)
sgn(T ). (3)
• -Brick tabloids of shape : For n, we create a set of bricks that have lengths equal
to the parts of . We then place these bricks in the Ferrers diagram of  in such a
way that each brick lies in a single row and no two bricks overlap. We call each such
ﬁlling a -brick tabloid of shape . For example, Fig. 2 shows the four (1, 2, 3)-brick
tabloids of shape (3, 3). We will let B, be the set of -brick tabloids of shape  and
set B, = |B,|.
• Weighted -brick tabloids of shape : Given a -brick tabloid T of shape , let brick bi
have length i . Then the weight of bi , denoted wT (bi), is deﬁned by
wT (bi)=
{
i if bi is at the end of a row in T ,
1 otherwise.
Then deﬁne the weight of T , w(T ), by
w(T )=
l()∏
i=1
wT (bi).
Finally, set
w(B,)=
∑
T ∈B,
w(T ).
So, for example, in Fig. 2, if we label the tabloids T1, T2, T3, and T4 from left to right,
then w(T1)= 2 · 3= 6, w(T2)= 1 · 3= 3, w(T3)= 3 · 2= 6, and w(T4)= 3 · 1= 3. So
w(B(1,2,3),(3,3))= 6+ 3+ 6+ 3= 18.
• n-Brick tabloids of shape  and type : These are -brick tabloids of shape  that
have positive integer labels on the bricks. The labels are from the set {1, 2, . . . , n} with
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Fig. 3. The six 2-brick tabloids of shape (3, 3) and type (1, 2, 3) associated with the ﬁrst tabloid in Fig. 2.
Fig. 4. Ordered -bricks for = (1, 1, 2, 3, 3).
repetitions allowed, and the labels must weakly increase in rows from left to right. For
example, the ﬁrst tabloid in Fig. 2 gives rise to six 2-brick tabloids of shape (3, 3) and
type (1, 2, 3) as shown in Fig. 3.
• Strict n-brick tabloids of shape  and type : These are the subset of the set of n-brick
tabloids of shape  and type  such that the labels on the bricks strictly increase in rows.
• -Brick permutations of type : Deﬁne ordered -bricks by numbering -bricks from 1
to l() in such a way that for any two bricks, the larger brick has the higher label. For
example, if = (1, 1, 2, 3, 3), then the set of ordered -bricks is shown in Fig. 4. Now
arrange the ordered -bricks in cycles.We deﬁne the length of a cycle to be the sum of the
size of the bricks in the cycle. Then a -brick permutation of type  is an arrangement of
ordered -bricks into cycles where the cycle lengths are given by the size of the parts of
. We denote the set of all such arrangements byBS() and set BS()= |BS()|.
For example, the following is an element ofBS(1, 1, 2, 2, 3, 4)(6,7):
(1425)(36).
• (,) Bi-brick permutations: For  and  partitions of n, let C1, C2, . . . , Ck be a col-
lection of cycles whose lengths sum to n. We think of each Ci as a Ferrers diagram with
two equal length rows that has been twisted into a circle so that the ﬁrst and last cells of
each row touch.We then ﬁll each cycle with an outer tier of -bricks and an inner tier of
-bricks so that each tier contains bricks whose lengths sum to the length of the cycle.
Such a placement is called a (,) bi-brick permutation. If each cycle has no rotational
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Fig. 5.A (,) bi-brick permutation for =(14, 24) and =(34). The cycles have lengths 3, 3, and 6 and the outer
lines represent -bricks, the inner lines -bricks. This permutation is not primitive since the third cycle displays
rotational symmetry.
Fig. 6. A primitive (,) bi-brick permutation for = (14, 24) and = (34). This permutation is not simple since
the ﬁrst two cycles are identical.
symmetry, the permutation is called primitive. Fig. 5 shows a (,) bi-brick permutation
for  = (14, 24) and  = (34). This permutation is not primitive since the third cycle
displays rotational symmetry. Fig. 6 shows a primitive bi-brick permutation for the same
 and .We will let PB(,) denote the set of primitive (,) bi-brick permutations.We
say that a primitive bi-brick permutation is simple if no two of its cycles are the same.
We also deﬁne the sign of a simple primitive (,) bi-brick permutation  to be
sgn()= (−1)n−cyc(),
where n=||=|| and cyc() is the number of cycles of .We will let SPB(,) denote
the set of simple primitive (,) bi-brick permutations.
We are now ready to give alternate versions of several of Brenti’s expressions for the
transition matrices between Brenti’s q-symmetric functions and the standard bases.
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3. Transition matrices
In [4], Brenti derives transition matrices that give the expansions of mq , e
q
 , h
q
 and s
q
/
in terms of the monomial, elementary, homogeneous, and Schur symmetric functions. We
will give alternate expressions for some of these, and include the expansions involving the
forgotten basis for completeness. These can be obtained from Brenti’s expression using the
fact that (1) and (2) hold for Brenti’s symmetric functions. Speciﬁcally, we extend both the
standard involution and the Hall inner product to⊗Q(q) by letting them act onQ(q) as
on scalars. Brenti shows that for a symmetric function g ∈ n, (gq)=(g)q and proves
M(a, bq) =M((a),(b)q), (4)
M(a, bq) =M(D(b),D(a)q). (5)
3.1. The transition matricesM(m,mq),M(f, f q),M(h, hq),M(e, eq)
In this section we give an alternate expression forM(m,mq),. This in turn gives anal-
ogous alternate expressions for M(f, f q),M(h, hq), and M(e, eq) by (4) and (5). First,
deﬁne
D,(q)=
l()∑
i=1
d,(i)
(
q
i
)
, (6)
where d,(i) is the number of strict i-brick tabloids T of shape  and type  such that all
of the integers 1, 2, . . . , i appear in T . Then Brenti shows that
M(m,mq) =D,(q).
Our expression is the following.
Theorem 3.1. For  and  partitions of n,
M(m,mq) =
∑
T ∈B,
l()∏
i=1
(
q
ni(T )
)
,
where for T ∈ B,, ni(T ) is the number of bricks in the ith row of T .
Proof. The result follows from Brenti’s deﬁnition (6) by letting q be a positive integer. For
a positive integer k, Brenti shows that D,(k) is the number of strict k-brick tabloids of
shape  and type . This is clear since in the expression
D,(k)=
l()∑
i=1
d,(i)
(
k
i
)
,
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Fig. 7. The four (1, 2, 3)-brick tabloids of shape (3, 3).
the d,(i) count the number of such tabloids with exactly i labels and
(
k
i
)
is the number
of ways to choose the labels from 1, . . . , k. But our expression
∑
T ∈B,
l()∏
i=1
(
k
ni(T )
)
counts the same tabloids. Choosing T ∈ B, chooses the arrangement of -bricks in the
tabloid and each
(
k
ni (T )
)
is the number of ways to choose the labels for the bricks in each
row of . The equation
l()∑
i=1
d,(i)
(
q
i
)
=
∑
T ∈B,
l()∏
i=1
(
q
ni(T )
)
therefore holds for q a positive integer. Since both sides of the equation are polynomials in
q, it holds for all q. 
We note that we can also prove Theorem 3.1 combinatorially without referring to Brenti’s
expression. In the interest of space we omit the details here, but the idea parallels that of
the proof of Theorem 4.2 in Section 4.
To see the number of combinatorial objects involved in the two expressions forM(m,mq),
let  = (3, 3) and  = (1, 2, 3). Then there are four elements of B, as shown in Fig. 7.
Now consider the corresponding d,(i) in Brenti’s expression (6). For each i = 1 to 3, to
calculate d,(i) we need to label the bricks in each tabloid in Fig. 7 with the integers 1
through i such that each label is used at least once and the labels strictly increase in each
row. Since each tabloid has at least one row with two bricks, d,(1) = 0. Each tabloid in
Fig. 7 gives rise to two 2-brick tabloids, shown in Fig. 8. So d,(2) = 8. Finally, there
are three 3-brick tabloids labeled with 1, 2, and 3 corresponding to each tabloid in Fig. 7,
as shown in Fig. 9. So d,(3) = 12. Hence Brenti’s expression involves counting twenty
tabloids instead of four.
Now, the ﬁrst expression in Theorem 1.1 in the introduction is an easy corollary of
Theorem 3.1.
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Fig. 8. The two strict 2-brick tabloids of shape (3, 3) and type (1, 2, 3) corresponding to the ﬁrst tabloid in Fig. 7.
Fig. 9. The three strict 3-brick tabloids of shape (3, 3) and type (1, 2, 3) that contain all three of the labels 1, 2,
and 3, corresponding to the ﬁrst tabloid in Fig. 7.
Proof of the ﬁrst expression of Theorem 1.1. Equating the two expressions forD,(q),
we have
∑
T ∈B,
l()∏
i=1
(
q
ni(T )
)
=
l()∑
i=1
d,(i)
(
q
i
)
.
Now let  = 1n. For a given , there is only one 1n-brick tabloid of shape , namely the
one with one brick in each cell of the Ferrers diagram of . So the left-hand side becomes∏l()
i=1
(
q
i
)
. Since l(1n)= n, the right-hand side is∑ni=1d,1n(i) ( qi ). Now, d,1n(i) is the
number of ways to label the bricks in the one 1n-brick tabloid of shape  with the integers
1 through i so that the labels strictly increase in rows and each label is used at least once.
Since each brick has size 1, this is the same as labeling the cells of the Ferrers diagram
of . 
To see the connection toMacMahon’s result about unitary vector compositionsmentioned
in the introduction, we can deﬁne a bijection between the set of unitary vector compositions
of  with k vectors and the set of ﬁllings of Ferrers diagrams described in the theorem, as
follows. Suppose = v1 + v2 + · · · + vk with each vi a nonzero vector of 0’s and 1’s. For
each position i corresponding to a 1 in v1, place a 1 in the left-most cell of the corresponding
row of the Ferrers diagram of . Then place a 2 in the left-most unoccupied cell of each row
corresponding to the position of a 1 in v2, and so on. Since all of the vi’s are nonzero, every
integer appears in the ﬁnal ﬁlling, and the rows increase by construction. This process is
reversible, so we have a bijection.
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3.2. The transition matricesM(m, f q),M(f,mq),M(e, hq),M(h, eq)
Similar to D,(q), Brenti deﬁnes
D,(q)=
l()∑
i=1
d,(i)
(
q
i
)
, (7)
where d,(i) is the number of i-brick tabloids T of shape  and type  such that all of
the integers 1, 2, . . . , i appear in T . So the only difference between D,(q) and D,(q)
is that the i-brick tabloids are no longer required to be strict in the expression for D,(q).
The formula forD,(q) appears in the transition matricesM(m, f q),M(f,mq),M(e, hq)
andM(h, eq). For example,
M(m, f q) = (−1)n−l()D,(q).
We give an alternate expression for D,(q) analogous to our expression for D,(q).
Theorem 3.2. For  and  partitions of n,
D,(q)=
∑
T ∈B,
l()∏
i=1
((
q
ni(T )
))
,
where for T ∈ B,, ni(T ) is the number of bricks in the ith row of T .
Proof. Aswith our expression forD,(q), we can prove this with or without using Brenti’s
expression.Again, for space considerations we omit the self-contained combinatorial proof,
but note that a similar idea is used in the proof of Theorem 4.2. The result follows from
Brenti’s expression by a counting argument similar to that in the proof of Theorem 3.1. In
that proof we noted that D,(k) was the number of strict k-brick tabloids of shape  and
type  for a positive integer k. The only difference here is that D,(k) is the number of
k-brick tabloids of shape  and type . So the labels on the bricks only need to weakly
increase in rows instead of strictly increase. This follows from Brenti’s expression
D,(k)=
l()∑
i=1
d,(i)
(
k
i
)
since the d,(i) count the number of k-brick tabloids with exactly i labels and the
(
k
i
)
choose the labels from {1, . . . , k}. In our expression
∑
T ∈B,
l()∏
i=1
((
k
ni(T )
))
,
choosing T ∈ B, chooses the layout of bricks and each rising binomial coefﬁcient
accounts for choosing the labels on the bricks in each row in weakly increasing order. Since
the two expressions are equal when q is a positive integer, they are equal for all q. 
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Now, the second expression of Theorem 1.1 follows from Theorem 3.2 in the same way
that the ﬁrst expression follows fromTheorem 3.1. The connection to vector compositions is
also similar. Here we can deﬁne a bijection between the set of vector compositions of with
k vectors and the set of ﬁllings of Ferrers diagrams described in Theorem 3.2, as follows.
Suppose  = v1 + v2 + · · · + vk with each vi a nonzero vector of nonnegative integers.
For each position i corresponding to a nonzero entry m in v1, place a 1 in each of the m
left-most cells of row i of the Ferrers diagram of . Then for each position j corresponding
to a nonzero entry l in v2, place a 2 in each of the l left-most unoccupied cells row j , and so
on. Since all of the vi’s are nonzero, every integer appears in the ﬁnal ﬁlling, and the rows
weakly increase by construction. This process is reversible, so we have a bijection.
We note here that our two expressions
D,(q)=
∑
T ∈B,
l()∏
i=1
(
q
ni(T )
)
and D,(q)=
∑
T ∈B,
l()∏
i=1
((
q
ni(T )
))
give a trivial proof of the reciprocity relationship
D,(−q)= (−1)l()D,(q)
given by Brenti (Corollary 6.2 in [4]) since
D,(−q)=
∑
T ∈B,
l()∏
i=1
(( −q
ni(T )
))
=
∑
T ∈B,
l()∏
i=1
(−1)ni (T )
(
q
ni(T )
)
= (−1)l()D,(q).
3.3. The transition matricesM(m, eq),M(f, hq)
We now turn to the expansion of eq in terms of the monomial symmetric functions. For
a three-dimensional m× n× k matrix N = (Ni,j,k), deﬁne
S1,2(N)=

 m∑
i=1
n∑
j=1
Ni,j,1, . . . ,
m∑
i=1
n∑
j=1
Ni,j,k


and deﬁne S1,3(N) and S2,3(N) analogously. Brenti’s expression forM(m, eq) (and there-
foreM(f, hq)), is
M(m, eq) =
n∑
i=1
M,(i)
(
q
i
)
, (8)
where || = || = n andM,(i) is the number of l() × l() × i (0,1)-matrices M such
that S2,3(M)= , S1,3(M)=  and each entry of S1,2(M) is greater than 0.
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We give an alternate formula forM(m, eq) that is a sum over two-dimensional matrices.
Theorem 3.3. For  and  partitions of n,
M(m, eq) =
∑
M∈M(,)
∏
i,j
(
q
Mi,j
)
,
whereM(, ) is the set of l()× l() matrices with nonnegative integer entries with row
sums equal to  and column sums equal to , andMi,j is the (i, j) entry of the matrixM .
Proof. Now, as in the proofs of Theorems 3.1 and 3.2, Theorem 3.3 follows from Brenti’s
expression by a counting argument when q is a positive integer, or can be proved combi-
natorially independent of Brenti’s result. We will again show the relationship to Brenti’s
expression here and reserve the independent proof for its Bn counterpart, Theorem 4.3. So
let q =m, a positive integer. We will show that both expressions forM(m, eq) count the
set of l()× l()×m binary matricesM such that S2,3(M)=  and S1,3(M)= , with no
restriction on S1,2(M). Call this set A. To see that Brenti’s expression counts the objects
in A, start with an element M ofM,(i), a binary l() × l() × i matrix. If i >m, then(
m
i
)=0 so this element is not counted in the sum in (8). If im, letM(l) be the l()× l()
slice of M with third component l. Each such slice containsat least one 1. We can convert
M to an element of A by choosing where to put each of these i slices. That is, create a new
matrix M ′ ∈ A by choosing indices 1j1<j2< · · ·<jim and set M ′(jl) =M(l) for
each 1 l i. Set all other slices ofM ′ to the l()× l()matrix of 0’s. The ( q
i
)= (m
i
)
term
in (8) accounts for all ways to choose the jl’s, so we do indeed count all of A.
Now, the expression in the theorem counts the elements of A in a different manner. Start
with a l() × l() matrix M with nonnegative integer entries and with the correct row
and column sums. If any of the entries Mi,j are greater than m, then
(
m
Mi,j
)
= 0 so M is
not counted in the sum. Otherwise, form a new matrix M ′ ∈ A as follows. For the (i, j)
position in M , choose indices 1k1<k2< · · ·<kMi,j m and put 1’s in each position
M ′i,j,kl for 1 lMi,j . Set all other entries ofM
′ to 0. The product
∏
i,j
(
m
Mi,j
)
accounts
for all possible ways to choose the kl’s for every entryM(i,j), so again we count all of A.
So since the two expressions are equal when q is a positive integer, and are polynomials
in q, they are equal for all q. 
Again, we note that the expression in Theorem 3.3 typically involves counting signiﬁ-
cantly fewer objects then expression (8). For example, it is easy to check that if==(1, 2),
there are only two elements ofM(, ) while the sum in (8) involves 18 matrices.
3.4. The transition matricesM(m, hq),M(f, eq)
Turning now toM(m, hq)=M(f, eq), Brenti’s result is
M(m, hq) =
||∑
i=1
H,(i)
(
q
i
)
,
244 T.M. Langley / Discrete Mathematics 298 (2005) 230–284
whereH,(i) is the number of l()× l()× i matricesM with nonnegative integer entries
such that S2,3(M) = , S1,3(M) = , and the entries of S1,2(M) are all positive. We have
the following simpliﬁcation analogous to Theorem 3.3.
Theorem 3.4. With the same notation as Theorem 3.3,
M(m, hq) =
∑
M∈M(,)
∏
i,j
((
q
Mi,j
))
.
Proof. In the proof of Theorem 3.3 we showed that for q = m a positive integer, both
expressions counted the set of l() × l() × m binary matrices such that S2,3(M) = 
and S1,3(M) = , with no restriction on S1,2(M). Here both expressions count the set of
matrices with nonnegative integer entries with the same properties. This just involves a
slight modiﬁcation of the proof of Theorem 3.3, so we omit the details here. 
3.5. The transition matricesM(h,mq),M(e, f q) andM(e,mq),M(h, f q)
Brenti’s expressions forM(h,mq)=M(e, f q) andM(e,mq)=M(h, f q) are in terms
of directed graphs. For  ∈ Sn, let F be the functional digraph of . So there is a directed
edge from vertex i to vertex j in F if and only if  takes i to j . Also, for  a partition of
n, = (1, 2, . . . , l()), let G be the digraph consisting of the disjoint union of directed
paths of size 1, 2, . . . , l(). Finally, deﬁne I() to be the number of directed subgraphs
of F isomorphic to G. Then Brenti’s expressions are the following:
M(h,mq) = (−1)l()+l() 1
n!
∑
∈Sn
I()I()q
cyc()
,
M(e,mq) = (−1)n+l()+l() 1
n!
∑
∈Sn
I()I()(−q)cyc().
We will present two alternate takes on these expressions that relate them to the objects
used in the transition matrices between the standard bases in [2]. First, we note that they
are equivalent to a sum over weighted brick tabloids. To that end, we have the following
lemma.
Lemma 1. Let  ∈ Sn have cycle type  and let  be a partition of n. Then I() =
w(B,) wherew(B,) is the sum over weighted -brick tabloids of shape  as described in
Section 2.
Proof. The functional digraph of  consists of cycles of size 1, 2, . . . , l(). To ﬁnd
subgraphs isomorphic to G, we can overlay directed paths of sizes 1, 2, . . . , l() on
the functional digraph of  so that no two paths overlap and all arrows are in the same
direction. To relate this to weighted brick tabloids, suppose we have placed paths of sizes
c1, . . . , ck (where each ci corresponds to a part of ) onto a cycle corresponding to i
in clockwise order. We can think of this as placing -bricks of sizes c1, . . . , ck into the
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ith row of the Ferrers diagram of , with the brick of size c1 at the start of the row. We
can then obtain additional placements of the paths on the cycle i by rotating the original
placement clockwise. When we have performed ck rotations, the path of size ck will begin
where the path of size c1 originally began. So we can view this new path placement as a
new ﬁlling of the ith row of the Ferrers diagram of , obtained by cycling the bricks in
the original ﬁlling so that the last brick is now at the beginning. The weight of the original
ﬁlling was ck , the size of the last brick, thereby accounting for the ck rotations of the
original path placement. We can continue in this manner to obtain all path placements and
all corresponding ﬁllings of the ith row of the Ferrers diagram of . We note that if  has
repeated parts, then the original path placement might display rotational symmetry. In that
case, not every ci rotationswill correspond to a new path placement. But this is also reﬂected
in the corresponding placements of the bricks, as bricks of the same size in a given row are
not distinguished when counting brick tabloids. 
So since I is constant on conjugacy classes and the size of the conjugacy class associated
with  is n!/z, Brenti’s expressions can be rewritten as follows.
Theorem 3.5. For  and  partitions of n,
M(h,mq) = (−1)l()+l()
∑
n
w(B,)w(B,)
z
ql(),
M(e,mq) = (−1)n+l()+l()
∑
n
w(B,)w(B,)
z
(−q)l().
We can eliminate the overcounting that necessitates dividing by z by giving the following
expressions in terms of simple primitive bi-brick permutations.
Theorem 3.6. For  and  partitions of n,
M(h,mq) =
∑
n
(−1)n+l()+l()+l()D,(q)
∑
	∈SPB(,)
sgn(	),
M(e,mq) =
∑
n
(−1)l()+l()D,(q)
∑
	∈SPB(,)
sgn(	),
where SPB(, ) is the set of simple primitive (, ) bi-brick permutations and for 	 ∈
SPB(, ), sgn(	)= (−1)n−cyc(	).
Proof. We will prove the ﬁrst statement. The second is similar. We need the transition
matricesM(f,mq) andM(h, f ). From Section 3.2 we have
M(f,mq) =M(m, f q) = (−1)n−l()D,(q)
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and from [2],
M(h, f ) = (−1)l()+l()
∑
	∈SPB(,)
sgn(	).
So we can write
m
q
 =
∑

M(f,mq)f =
∑

(−1)n−l()D,(q)f
=
∑

(−1)n−l()D,(q)
∑

M(h, f )h
=
∑

(−1)n−l()D,(q)
∑

(−1)l()+l()
∑
	∈SPB(,)
sgn(	)h
=
∑

h
∑

(−1)n+l()+l()+l()D,(q)
∑
	∈SPB(,)
sgn(	). 
3.6. The transition matricesM(h, sq),M(e, sq),M(s,mq),M(s, f q)
Brenti’s expression forM(h, sq) is
M(h, sq) =
l()∑
i=1
∑

∑
T ∈SRHT(,)
sgn(T )d,(i)
(
q
i
)
,
where SRHT(, ) is the set of special rim hook tabloids of shape  and type . By simply
grouping terms we can rewrite this in a way that reﬂects the expression forM(h, s) in [2]
and generalizes to our Bn symmetric functions in Section 4.
Theorem 3.7. For  and  partitions of n,
M(h, sq) =
∑
n
K−1,D,(q),
where K−1, is the inverse Kostka matrix given in (3).
Proof. We have
M(h, sq) =
l()∑
i=1
∑

∑
T ∈SRHT(,)
sgn(T )d,(i)
(
q
i
)
=
∑

l()∑
i=1
d,(i)
(
q
i
) ∑
T ∈SRHT(,)
sgn(T )=
∑

D,(q)K
−1
,
since K−1, =
∑
T ∈SRHT(,)sgn(T ). 
Therefore, our new expression forD, in Theorem 3.1 gives an alternate expression for
M(h, sq). This in turn gives alternate expressions forM(e, sq),M(s,mq), andM(s, f q).
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3.7. The transition matrixM(s, sq)
Brenti’s expression is in terms of the Kronecker product (see [6]):
M(s, sq) =
∑

〈s ∗ s, s〉
∏
(i,j)∈
q + c(i, j)
h(i, j)
.
We give a different version which generalizes to the Bn symmetric functions introduced in
Section 4. First, deﬁne
K,(q)=
n∑
i=1
k,(i)
(
q
i
)
, (9)
where k,(i) is the number of tableaux T of shape  and i-weight  such that all the
congruence classedmodulo i are represented in T . Brenti shows thatM(m, sq)=K,(q).
We will use this fact in the proof of the following.
Theorem 3.8. For  and  partitions of n,
M(s, sq) =
∑
n
K−1,K,(q).
Proof. We use the transition matrices M(m, sq) and M(s,m). From [2] we have
M(s,m) =K−1,. So we can write
s
q
 =
∑

M(m, sq)m =
∑

K,(q)m
=
∑

K,(q)
∑

M(s,m)s =
∑

K,(q)
∑

K−1,s
=
∑

s
∑

K,(q)K
−1
, . 
This concludes our discussion of the expansions of Brenti’s symmetric functions. We
now turn to our new class of Bn symmetric functions.
4. A class of (q, t)-symmetric functions on Bn
In this section we deﬁne a class of symmetric functions with two parameters on the
hyperoctahedral group, Bn, analogous to Brenti’s symmetric functions on Sn. We then in-
vestigate the combinatorics of the transition matrices between these functions and the stan-
dard bases of the space of symmetric functions on Bn. We start by reviewing the necessary
deﬁnitions.
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4.1. Symmetric functions on Bn
Let Bn be the hyperoctahedral group on n elements, that is, the wreath product of the
cyclic group of order 2 with Sn. We will think of Bn as the group of signed permutations.
That is, each element  ∈ Bn can be written as a permutation
=
(
1 2 · · · n
1 2 · · · n
)
,
where eachi can be positive or negative.We can alsowrite elements ofBn in cycle notation,
with cycles of the form(
i1 i2 i3 · · · im

1i2 
2i3 
3i4 · · · 
mi1
)
,
where 
i ∈ {−1, 1}. We can also write cycles in one-line notation as
(
mi1, 
1i2, 
2i3, . . . , 
m−1im),
where it is understood that i1 is mapped to 
1i2, i2 is mapped to 
2i3 and so on.
As an example, the following is an element of B8:
=
(
1 2 3 4 5 6 7 8
−4 8 −2 −7 −3 −6 1 5
)
.
In cycle notation this becomes
= (1,−4,−7)(−2, 8, 5,−3)(−6).
We say that a cycle of  ∈ Bn is a positive cycle if the product of the signs in the cycle is
positive and a negative cycle if the product of the signs is negative. In the example above,
the ﬁrst two cycles are positive cycles and the third cycle is a negative cycle. Let (,)n
denote an ordered pair of partitions  and  such that || + || = n. The conjugacy classes
of Bn are indexed by such pairs of partitions in the following way. If C, denotes the
conjugacy class corresponding to (,), then C, is the set of all  ∈ Bn such that the
positive cycles of  have lengths 1, 2, . . . , l() and the negative cycles of  have lengths
1,2, . . . ,l(). We note that
|C,| = 2
nn!
2l()+l()zz
.
We associate symmetric functions to Bn following Stembridge [9]. Let X = x1 + x2 + · · ·
and Y = y1+ y2+· · · be commuting alphabets, and let−X denote a formal (anti-)alphabet
such that X + (−X)= 0.
For any nonnegative integer r , deﬁne
(1) pr [x] = xr , where x is a single variable,
(2) pr [X + Y ] = pr [X] + pr [Y ],
(3) pr [−X] = −pr [X].
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Then for = (1, 2, . . . , l ), set
p[X] = p1 [X]p2 [X] · · ·pl [X].
Now for any symmetric function g, if g =∑ap, deﬁne g[X] =∑ap[X]. Note that
the ﬁrst two conditions above give
pr [X] = pr [x1 + x2 + · · ·] = xr1 + xr2 + · · ·
so that pr [X] is the normal power sum symmetric function.
For Schur functions, we can use the well-known expansion in terms of the power basis
(see [2]) to obtain
s[X] =
∑
n

z
p[X],
where  is the irreducible character of Sn indexed by  and evaluated at the conjugacy class
indexed by . This deﬁnition also includes the homogeneous and elementary symmetric
functions since er [X] = s(1r )[X], hr [X] = s(r)[X], and
e[X] = e1 [X]e2 [X] · · · el [X] and h[X] = h1 [X]h2 [X] · · ·hl [X].
We then have the following well-known theorem (see [6]).
Theorem 4.1. With the deﬁnitions above,
(1) s[X + Y ] =
∑
⊆s[X]s/[Y ],
(2) s/[−X] = (−1)|/|s(/)′ [X],
(3) s[X − Y ] =
∑
⊆s[X](−1)|/|s(/)′ [Y ].
The appropriate vector space for the Bn symmetric functions is deﬁned by
Bn [X, Y ] =
n⊕
k=0
k[X] ⊗ n−k[Y ].
Stembridge deﬁnes a natural Bn analogue of the Frobenius map as follows. Let C(Bn)
denote the set of class functions on Bn and let 1(,) be the indicator function for C(,).
Then deﬁne FB : C(Bn) → Bn(X, Y ) by
FB(1(,))= 1
zz
p[X]p[Y ].
Stembridge shows that
FB(,)= s[X + Y ]s[X − Y ],
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where , is the irreducible Bn character indexed by (,). An inner product analogous
to the Hall inner product on Sn is deﬁned by setting〈
p[X]p[Y ]√
zz
2l()+l()
,
p[X]p[Y ]√
zz
2l()+l()
〉
= ,,.
There are 10 standard bases of Bn , indexed by all pairs (,)n:
{p[X]p[Y ]} {s[X + Y ]s[X − Y ]},
{m[X + Y ]m[X − Y ]} {h[X + Y ]h[X − Y ]},
{f[X + Y ]f[X − Y ]} {e[X + Y ]e[X − Y ]},
{m[X + Y ]f[X − Y ]} {h[X + Y ]e[X − Y ]},
{f[X + Y ]m[X − Y ]} {e[X + Y ]h[X − Y ]}.
The pairs of dual bases under the inner product deﬁned above are shown in Fig. 10.
We now describe the objects used in the transition matrices between these bases.
4.2. Objects in Bn transition matrices
For simplicity, set
pp˜ = p[X]p[Y ],
he˜ = h[X + Y ]e[X − Y ]
and so on. We deﬁne the transition matrixM(ab˜, cd˜) by the equation
〈cd˜〉(,)n = 〈ab˜〉(,)nM(ab˜, cd˜).
SoM(ab˜, cd˜) is thematrix that transforms the basis 〈ab˜〉(,)n into the basis 〈cd˜〉(,)n
and the ((,), (,)) entry ofM(ab˜, cd˜) is given by
cd˜ =
∑
(,)n
ab˜M(ab˜, cd˜)(,),(,).
For the 10 standard bases listed above, we have the following results analogous to (1) and
(2) in Section 3 (see [2]):
M(ab˜, cd˜)(,)(,) =M((a)(b˜),(c)(d˜))(,)(,) (10)
=M((a)b˜,(c)d˜)(,)(,) (11)
=M(a(b˜), c(d˜))(,)(,) (12)
=M(D(cd˜),D(ab˜))(,)(,), (13)
whereD(ab˜) denotes the dual basis of 〈ab˜〉 with respect to the Bn inner product deﬁned in
the previous section.
To discuss transition matrices we will need the following deﬁnitions for Bn versions of
brick tabloids, ordered brick tabloids, and brick permutations. First, for partitions  and 
,
deﬁne the Ferrers diagram  ∗ 
 to be the diagram obtained by attaching the lower right
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Fig. 10. The dual bases of Bn .
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Fig. 11. An element ofB(1,1,2,2),(1,1,2,3,3)
(2,7)∗(2,2,3) .
Fig. 12. An element ofF(1,1,2,2),(1,1,2,3,3)
(2,7)∗(2,2,3) .
corner of the diagram of  to the upper left corner of the diagram of 
. Then deﬁne the
following:
• (,)-Brick tabloids of shape  ∗ 
: For partitions  and , we distinguish -bricks from
-bricks and deﬁne the set of (,)-brick tabloids of shape  ∗ 
 to be the set of ﬁllings
of the diagram  ∗ 
 with -bricks and -bricks such that each brick lies in a single
row, no two bricks overlap, and  bricks come before  bricks in each row. We will
denote this setB,∗
. For example, Fig. 11 shows an element ofB
,
∗
 for = (1, 1, 2, 2),
= (1, 1, 2, 3, 3), = (2, 7) and 
= (2, 2, 3).
• F,∗
: We let this denote the subset of B,∗
 obtained by requiring each row of  ∗ 
 to
contain all -bricks or all -bricks. Fig. 12 shows a typical element with , , , and 

as in Fig. 11.
• Ordered (,)-bricks: Here we label -bricks with 1 to l() so that for any two bricks
the longer brick has the higher label. We then label -bricks with l()+ 1 to l()+ l()
in the same way. For example, with = (1, 1, 2, 2) and = (1, 1, 2, 3, 3) we obtain the
ordered (,)-bricks shown in Fig. 13.
• Ordered (,)-brick tabloids of shape∗
: Deﬁne the set of ordered (,)-brick tabloids
of shape  ∗ 
 to be the set of ﬁllings of  ∗ 
 with ordered (,)-bricks such that each
brick lies in a single row, no two bricks overlap, and the labels of the bricks in each row
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Fig. 13. Ordered (,)-bricks for = (1, 1, 2, 2), = (1, 1, 2, 3, 3).
Fig. 14. An element of OB(1,1,2,2),(1,1,2,3,3)
(2,7)∗(2,2,3) .
Fig. 15. An element of OF(1,1,2,2),(1,1,2,3,3)
(2,7)∗(2,2,3) .
increase from left to right.We denote this setOB,∗
. Fig. 14 shows an element ofOB
,
∗

for , , , and 
 as in Figs. 11 and 12.
• OF,∗
:We let this set be the set of elements ofOB,∗
which have the following property:
if a tabloid has a -brick in  and another -brick of the same size in 
, then the brick in

 has the higher label, and similarly for -bricks. So for example in Fig. 14, the 3 and 4
bricks and 5 and 6 bricks would have to be reversed, as shown in Fig. 15.
• (,)-brick permutations of shape (, 
): We place ordered (,)-bricks into cycles of
size 1,2, . . . ,l(), 
1, 
2, . . . , 
l(
) such that each cycle contains all -bricks or all
-bricks and -cycles are distinguished from 
-cycles. Call the set of all such placements
the set of (,)-brick permutations of shape (, 
), denotedBS(,)(,
). For example,
for the ordered (,)-bricks in Fig. 13 and again with  = (2, 7) and 
 = (2, 2, 3), the
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following is an element ofBS(,)(,
):
(4)(6,9,8)(1,2)
(3)
(5,7)
.
4.3. An analogue of Brenti’s symmetric functions on Bn
We are now ready to deﬁne an analogue of Brenti’s symmetric functions on Bn . For
positive integers m and n, deﬁne
(pn[X]pm[Y ])q,t = pqn[X]ptm[Y ] = q · pn[X] · t · pm[Y ].
Then
(p[X]p[Y ])q,t = pq [X]pt[Y ] = ql()t l()p[X]p[Y ].
So in general, for g ∈ Bn , we expand g in terms of the power basis so that
g =
∑
(,)n
a(,)p[X]p[Y ]
and deﬁne gq,t by
gq,t =
∑
(,)n
a(,)p
q
 [X]pt[Y ].
We nowexamine the transitionmatrices between these symmetric functions and the standard
bases. We are helped by the following facts. First, if {ab˜} and {cd˜} are bases of Bn , then
M((ab˜)q,t , (cd˜)q,t )=M(ab˜, cd˜) (14)
since it follows immediately from the deﬁnition that if
g =
∑
(,)n
c(,)ab˜
then
gq,t =
∑
(,)n
c(,)(ab˜)
q,t
.
Next, it is routine to show that (10)–(13) hold for our new symmetric functions. In particular,
we have
M(ab˜, (cd˜)q,t )(,)(,) =M((a)(b˜), ((c)(d˜))q,t )(,)(,) (15)
=M((a)b˜, ((c)d˜)q,t )(,)(,) (16)
=M(a(b˜), (c(d˜))q,t )(,)(,) (17)
=M(D(cd˜), (D(ab˜))q,t )(,)(,), (18)
whereD(ab˜) denotes the dual basis of 〈ab˜〉 with respect to the Bn inner product deﬁned in
the previous subsection. All transition matrices not given in the following subsections can
be derived from these relationships.
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4.4. M(mm˜, (mm˜)q,t ),M(f f˜ , (mm˜)q,t ),M(mf˜ , (mm˜)q,t ),M(f m˜, (mm˜)q,t )
In this section we give formulas for M(mm˜, (mm˜)q,t ), M(f f˜ , (mm˜)q,t ), M(mf˜ ,
(mm˜)q,t ), and M(f m˜, (mm˜)q,t ) that involve four expressions analogous to D,(q) and
D,(q). We deﬁne these as follows. For T ∈ B,∗
, let ni,(T ) be the number of -bricks
in the ith row of  in T and deﬁne ni,(T ), n

i,
(T ), and n

i,
(T ) analogously. Then deﬁne
D(,
),(,)(q, t)=
∑
T ∈B,∗

l()∏
i=1
(
q/2+ t/2
ni,(T )
)(
q/2− t/2
n

i,(T )
)
·
l(
)∏
i=1
(
q/2− t/2
ni,
(T )
)(
q/2+ t/2
n

i,
(T )
)
, (19)
D(,
),(,)(q, t)=
∑
T ∈B,∗

l()∏
i=1
((
q/2+ t/2
ni,(T )
))((
q/2− t/2
n

i,(T )
))
·
l(
)∏
i=1
((
q/2− t/2
ni,
(T )
))((
q/2+ t/2
n

i,
(T )
))
, (20)
Dˆ(,
),(,)(q, t)=
∑
T ∈B,∗

l()∏
i=1
(
q/2+ t/2
ni,(T )
)(
q/2− t/2
n

i,(T )
)
·
l(
)∏
i=1
((
q/2− t/2
ni,
(T )
))((
q/2+ t/2
n

i,
(T )
))
, (21)
Dˇ(,
),(,)(q, t)=
∑
T ∈B,∗

l()∏
i=1
((
q/2+ t/2
ni,(T )
))((
q/2− t/2
n

i,(T )
))
·
l(
)∏
i=1
(
q/2− t/2
ni,
(T )
)(
q/2+ t/2
n

i,
(T )
)
. (22)
The Bn version of Theorem 3.1 is the following.
Theorem 4.2. For (,)n and (, 
)n,
(1) M(mm˜, (mm˜)q,t )(,
)(,) =D(,
)(,)(q, t),
(2) M(f f˜ , (mm˜)q,t )(,
)(,) = (−1)n+l()+l()D(,
)(,)(q, t),
(3) M(mf˜ , (mm˜)q,t )(,
)(,) = (−1)|
|+l()Dˆ(,
)(,)(q, t),
(4) M(f m˜, (mm˜)q,t )(,
)(,) = (−1)||+l()Dˇ(,
)(,)(q, t).
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Wewill prove the ﬁrst statement. The others are similar. The proof involves the transition
matrices M(pp˜,mm˜) and M(mm˜, pp˜). The Bn transition matrices are summarized by
Beck et al. [2], but we need slightly different expressions. ForM(pp˜,mm˜) the expression
in [2] is
M(pp˜,mm˜)(,)(,) = (−1)
l()+l()−l()−l()
zz
∑
f∈F,∗
(−1)l (f )w(f ), (23)
whereF,∗ is as deﬁned in Section 4.2 and for f ∈F,∗, l (f ) is the number of rows of
 ﬁlled with -bricks and w(f ) is the product of the lengths of the bricks at the end of the
rows of  ∗ 
. We need the following equivalent expression.
Lemma 2. For (,)n and (, )n,
M(pp˜,mm˜)(,)(,) = (−1)
l()+l()−l()−l()
m()!m()!
∑
∈BS(,)(,)
(−1)cyc(),
where BS(,)(,) is the set of (,)-brick permutations of shape (, ) and for  ∈
BS(,)(,), cyc() is the number of -cycles of -bricks in .
Proof. We need to show
1
zz
∑
f∈F,∗
(−1)l (f )w(f )= 1
m()!m()!
∑
∈BS(,)(,)
(−1)cyc(). (24)
Let = (1a12a2 · · · nan), = (1b12b2 · · · nbn), = (1c12c2 · · · ncn), and = (1d12d2 · · · ndn)
so that m()! = a1!a2! · · · an!, m()! = b1!b2! · · · bn!, z = 1c12c2 · · · ncnc1!c2! · · · cn!, and
z=1d12d2 · · · ndnd1!d2! · · · dn!. To convert the sum
∑
f∈F,∗
(−1)l (f )w(f ) to a sum over
BS(,)(,), we need to
• label the -bricks and -bricks in elements ofF,∗, identifying each row with a cycle
of an element ofBS(,)(,);
• unorder same-size rows in elements ofF,∗;
• remove the weights w(f ).
First, for f ∈F,∗, we label the -bricks with 1 to l() and the -bricks with l()+ 1
to l()+ l() in all possible ways where the labels increase with the size of the bricks. The
only choice we have to make is which labels to put on same-size -bricks and same-size
-bricks. There are a1!a2! · · · an! · b1!b2! · · · bn! =m()!m()! such choices so we need to
multiply by this factor. Next, we divide by c1!c2! · · · cn! ·d1!d2! · · · dn! to unorder equal rows
of  and  in elements ofF,∗.
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We now consider each row as a cycle of an element of BS(,)(,). Since each row
now has labeled bricks, each cyclic rearrangement of these bricks in the row corresponds
to the same cycle. Also, the brick at the end of the row was given weight equal to its length.
So to count each cycle once, we need to divide by the sum of the lengths of the bricks in
a row, which is just the length of the row. So we divide by 1c12c2 · · · ncn1d12d2 · · · ndn . We
have now divided by
1c12c2 · · · ncnc1!c2! · · · cn!1d12d2 · · · ndnd1!d2! · · · dn! = zz
and multiplied bym()!m()!. Finally, we need to weight -cycles ﬁlled with -bricks with
−1 to account for the (−1)l (f ). So we have shown
m()!m()!
zz
∑
f∈F,∗
(−1)l (f )w(f )=
∑
∈BS(,)(,)
(−1)cyc()
as required. 
We now turn toM(mm˜, pp˜). The expression in [2] is
M(mm˜, pp˜)(,
)(,) =
zz
2l()2l()
∑
T ∈OF,∗

(−1)l((T ))
z(T )z(T )z(T )z(T )
, (25)
where for T ∈ OF,∗
, let (T ) (respectively (T )) denote the partition induced by the
sizes of the bricks with subscripts between 1 and l() which fall in  (respectively 
), and
let (T ) (respectively (T )) denote the partition induced by the sizes of the bricks with
subscripts l() + 1 to l() + l() which fall in  (respectively 
). For example, in Fig. 15,
(T )= (1, 2), (T )= (1, 2, 3), (T )= (1, 2) and (T )= (1, 3). The expression we need
is the following.
Lemma 3. For (, )n and (, 
)n,
M(mm˜, pp˜)(,
)(,) = 12l()2l()
∑
T ∈OB,∗

(−1)n
 (T ),
where for T ∈ OB,∗
, n
 (T ) is the number of -bricks in the 
 portion of  ∗ 
.
Proof. We need to show
zz
∑
T ∈OF,∗

(−1)l((T ))
z(T )z(T )z(T )z(T )
=
∑
T ∈OB,∗

(−1)n
 (T ).
So we need to convert the left-hand side to a sum over OB,∗
. The only difference between
OB
,
∗
 and OF
,
∗
 is the condition in OF
,
∗
 that if there are two -bricks or two -bricks
of the same size and one is in  and one is in 
, then the brick with the higher label must
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Fig. 16. The tabloid on the left is an element of OF(1,1,1),(2,3)
(1,3)∗(1,3) while all three are elements of OB
(1,1,1),(2,3)
(1,3)∗(1,3) .
be in 
. So we just need to show that multiplying by zz removes this condition. More
precisely, we associate each T ∈ OF,∗
 with the tabloids in OB,∗
 that arise by choosing
labels for -bricks of the same size and -bricks of the same size that are divided between 
and 
. For example, in Fig. 16 we start with a tabloid T ∈ OF,∗
 with two -bricks of size
one in  and one -brick of size one in 
 and show the three associated elements of OB,∗
.
In each case we keep the relative order of the two bricks in .
In general, for each i, if there are ai -bricks of size i, bi of which are in  and ci in

, then the number of ways to choose the labels is
(
ai
bi ,ci
)
, and similarly for -bricks. We
now show that multiplying
∑
T ∈OF,∗

(−1)l((T ))
z(T )z(T )z(T )z(T )
by zz results in multiplying each
element of OF,∗
 by these binomial coefﬁcients, giving a sum over OB
,
∗
.
To that end, let = 1a12a2 · · · nan and for a given T ∈ OF,∗
, let (T )= 1b12b2 · · · nbn
and (T )= 1c12c2 · · · ncn so that bi + ci = ai . Then we have
z = 1a12a2 · · · nana1!a2! · · · an!,
z(T ) = 1b12b2 · · · nbnb1!b2! · · · bn!
and
z(T ) = 1c12c2 · · · ncnc1!c2! · · · cn!.
So
z
z(T )z(T )
= 1
a12a2 · · · nana1!a2! · · · an!
1b1+c12b2+c2 · · · nbn+cnb1!b2! · · · bn!c1!c2! · · · cn!
=
(
a1
b1, c1
)(
a2
b2, c2
)
· · ·
(
an
bn, cn
)
.
Now, each ai is the total number of -bricks of size i and each bi is the number of these in
, each ci the number in 
. So each binomial coefﬁcient
(
ai
bi ,ci
)
corresponds to choosing
labels for the bi -bricks of size i in  and the ci -bricks of size i in 
, as required. We
obtain similar binomial coefﬁcients corresponding to z
z(T )z(T )
.
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To complete the proof, note that the powers on −1 on both sides are equivalent since
(T ) corresponds to the -bricks in 
. 
Now that we have the expressions we need for the transition matrices, we need three
lemmas integral to the proof of Theorem 4.2. The ﬁrst of these is well known (see [8]).
Lemma 4. For a positive integer n,
∑
∈Sn
qcyc() = (q)↑n,
where for  ∈ Sn, cyc() is the number of cycles of  and (q)↑n=q(q+1) · · · (q+n−1).
This leads to our next two results.
Lemma 5. For (,)n and (, 
)n,
∑
(,)n
(−q/2)l()(−t/2)l()
∑
∈BS(,)(,)
(−1)cyc()
∑
T ∈OB,∗

(−1)n
 (T )
=
∑
T ∈OB,∗

l()∏
i=1
(−1)ni,(T )(q/2+ t/2)↓
ni,(T )
(−q/2+ t/2)↑ni,(T )
·
l(
)∏
i=1
(−q/2+ t/2)↑
ni,
(T )
(−1)ni,
(T )(q/2+ t/2)↓ni,
(T ),
where for  ∈ BS(,)(,), cyc() is the number of -cycles of -bricks in  and for
T ∈ OB,∗
, n
 (T ) is the number of -bricks in 
 in T, ni,(T ) is the number of -bricks in
the ith row of  in T, and similarly for ni,(T ), ni,
(T ), and ni,
(T ).
Proof. We can think of the left-hand side as a weighted sum over placements of -bricks
and -bricks into the diagram  ∗ 
 as follows: for a given  and , ﬁrst choose an element
 ∈ BS(,)(,). So consists of cycles of labeled -bricks and cycles of labeled-bricks
where the sum of the lengths of the bricks in each cycle is equal to the size of a part of  or
. Label the cycles corresponding to  with 1 to l() by increasing size and by increasing
smallest element among cycles of the same size. Similarly label the cycles corresponding
to with l() + 1 to l() + l(). Think of the labeled cycles as labeled (, ) bricks and
place them into the diagram  ∗ 
 so that the labels increase in each row. This accounts for
summing overOB,∗
. Nowwe need to deal with the weights. First, each -cycle gets weight
−q/2 and each -cycle gets weight−t/2 to account for the (−q/2)l()(−t/2)l() term. The
(−1)cyc() gives another −1 to each -cycle containing -bricks and the (−1)n
 (T ) gives
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a −1 to each -cycle in the 
 portion of  ∗ 
. So the weights on the cycles are:
Cycle type Weight
-cycles −q/2
-cycles of -bricks in  −t/2
-cycles of -bricks in  t/2
-cycles of -bricks in 
 t/2
-cycles of -bricks in 
 −t/2
We now need to sum over all (, ). This results in all placements of -bricks and -bricks
into the diagram  ∗ 
 where the -bricks and -bricks are grouped into cycles among
themselves. To make sure we count each conﬁguration only once, we will place -cycles
before -cycles in each row and order cycles of the same type by increasing smallest
element. Since each cycle could have been a -cycle or -cycle, we weight each cycle with
the appropriate weight −q/2 ± t/2. In summary, we have the sum over all placements of
labeled -bricks and -bricks in the diagram  ∗  such that
• the -bricks and -bricks are each grouped into cycles among themselves;
• -cycles come before -cycles in each row, and cycles of each type are ordered by
increasing size and by increasing smallest element among cycles of the same size;
• -cycles in  have weight −q/2− t/2;
• -cycles in  have weight −q/2+ t/2;
• -cycles in 
 have weight −q/2+ t/2;
• -cycles in 
 have weight −q/2− t/2.
We now show that the right-hand side counts the same weighted objects. Here we ﬁrst
choose the -bricks and -bricks that go in each row of  ∗ 
 in T. This accounts for the
sum over OB
,
∗
. We then need to put the bricks in cycles with the appropriate weights. So
in row i of  in T, we have the weight
∑
∈S
n
i,(T )
(−q/2− t/2)cyc()
∑
∈S
n

i,(T )
(−q/2+ t/2)cyc()
and in row i of 
 we have∑
∈S
n
i,
(T )
(−q/2+ t/2)cyc()
∑
∈S
n

i,
(T )
(−q/2− t/2)cyc().
Applying Lemma 4, these expressions become
(−q/2− t/2)↑
ni,(T )
(−q/2+ t/2)↑ni,(T )
for the ith row of  and
(−q/2+ t/2)↑
ni,
(T )
(−q/2− t/2)↑ni,
(T )
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for the ith row of 
. This gives
∑
T ∈OB,∗

l()∏
i=1
(−q/2− t/2)↑
ni,(T )
(−q/2+ t/2)↑ni,(T )
·
l(
)∏
i=1
(−q/2+ t/2)↑
ni,
(T )
(−q/2− t/2)↑ni,
(T ).
Factoring out −1 from the two (−q/2− t/2) ↑ terms gives the result. 
Lemma 6. For (,)n and (, 
)n,
∑
T ∈OB,∗

l()∏
i=1
(q/2+ t/2)↓
ni,(T )
(q/2− t/2)↓ni,(T )
·
l(
)∏
i=1
(q/2− t/2)↓
ni,
(T )
(q/2+ t/2)↓ni,
(T )
=m()!m()!
·
∑
T ∈B,∗

l()∏
i=1
(
q/2+ t/2
ni,(T )
)(
q/2− t/2
n

i,(T )
) l(
)∏
i=1
(
q/2− t/2
ni,
(T )
)(
q/2+ t/2
n

i,
(T )
)
.
Proof. Let  = (1m1()2m2() · · · nmn()) and  = (1m1()2m2() · · · nmn()). Also, for T ∈
B
,
∗
, let n,ji, (T ) be the number of -bricks of size j in the ith row of the  portion of
 ∗ 
, and deﬁne n,ji,
 (T ), n,ji, (T ), and n,ji,
 (T ) analogously. Now consider the products
concerning -bricks on the right-hand side. We can write
m()!
l()∏
i=1
(
q/2+ t/2
ni,(T )
) l(
)∏
i=1
(
q/2− t/2
ni,
(T )
)
=
l()∏
i=1
(q/2+ t/2)↓
ni,(T )
l(
)∏
i=1
(q/2− t/2)↓
ni,
(T )
l()∏
i=1

∏nj=1n,ji, (T )!
ni,(T )!


·
l(
)∏
i=1

∏nj=1n,ji,
 (T )!
ni,
(T )!



 m()!
(
∏l()
i=1
∏n
j=1n
,j
i, (T )!)(
∏l(
)
i=1
∏n
j=1n
,j
i,
 (T )!)


.
We have a similar term for the -bricks. Now, we need to convert the sum over B,∗
 to
a sum over OB
,
∗
. So we need to take each of the elements T of B
,
∗
 and account for
assigning labels to the bricks and then ordering the bricks so that the labels increase from
left to right. But for a given T, the ﬁrst fraction on the right-hand side of the equation above
is the reciprocal of the number of ways to order the -bricks in a given row of . Similarly,
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the second fraction is the reciprocal of the number of ways to order the -bricks in a given
row of 
. So we are dividing out by the number of ways to order the -bricks. Next, we need
to choose labels for the bricks in each row. For the -bricks of size j in row i of , we need
to chose n,ji, (T ) labels from a set of sizemj() and similarly for the -bricks in 
. But this
is exactly what the last fraction in the above equation is counting, as we can write
m()!
(
∏l()
i=1
∏n
j=1n
,j
i, (T )!)(
∏l(
)
i=1
∏n
j=1n
,j
i,
 (T )!)
=
n∏
j=1
(
mj()
n
,j
1,(T ), . . . , n
,j
l(),(T )n
,j
1,
 (T ), . . . , n
,j
l(
),
(T )
)
.
The same argument holds for the -bricks, so we are left with the sum over OB,∗
 of the
falling factorial terms, as required. 
We are now ready for the proof of statement 1 of Theorem 4.2.
Proof of statement 1 of Theorem 4.2. Recall that we need to show
M(mm˜, (mm˜)q,t )(,
)(,) =D(,
)(,)(q, t).
We start by expanding (mm˜)q,t in terms of the power sums, using Eq. (14) and Lemma 2:
(mm˜)
q,t
=
∑
(,)
p
q
 [X]pt[Y ]M(pp˜,mm˜)(,)(,)
=
∑
(,)
ql()p[X]t l()p[Y ] (−1)
l()+l()−l()−l()
m()!m()!
∑
∈BS(,)(,)
(−1)cyc().
We can now expand the power sums in terms of the monomial symmetric functions using
Lemma 3:
(mm˜)
q,t = (−1)
l()+l()
m()!m()!
∑
(,)
(−q)l()(−t)l()
∑
∈BS(,)(,)
(−1)cyc()
·
∑
(,
)
mm˜
M(mm˜, pp˜)(,
)(,)
= (−1)
l()+l()
m()!m()!
∑
(,)
(−q)l()(−t)l()
∑
∈BS(,)(,)
(−1)cyc()
·
∑
(,
)
mm˜

1
2l()2l()
∑
T ∈OB,∗

(−1)n
 (T )
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= (−1)
l()+l()
m()!m()!
∑
(,
)
mm˜

∑
(,)
(−q/2)l()(−t/2)l()
·
∑
∈BS(,)(,)
(−1)cyc()
∑
T ∈OB,∗

(−1)n
 (T ).
Applying Lemma 5, we obtain
(mm˜)
q,t = (−1)
l()+l()
m()!m()!
∑
(,
)
mm˜

·
∑
T ∈OB,∗

l()∏
i=1
(−1)ni,(T )(q/2+ t/2)↓
ni,(T )
(−q/2+ t/2)↑ni,(T )
·
l(
)∏
i=1
(−q/2+ t/2)↑
ni,
(T )
(−1)ni,
(T )(q/2+ t/2)↓ni,
(T ).
Factoring −1 out of the rising factorial terms gives
(mm˜)
q,t
= (−1)
l()+l()
m()!m()!
∑
(,
)
mm˜

·
∑
T ∈OB,∗

l()∏
i=1
(−1)ni,(T )(q/2+ t/2)↓
ni,(T )
(−1)ni,(T )(q/2− t/2)↓ni,(T )
·
l(
)∏
i=1
(−1)ni,
(T )(q/2− t/2)↓
ni,
(T )
(−1)ni,
(T )(q/2+ t/2)↓ni,
(T ).
Finally, canceling the −1’s and applying Lemma 6, we have
(mm˜)
q,t
= 1
m()!m()!
∑
(,
)
mm˜

∑
T ∈OB,∗

l()∏
i=1
(q/2+ t/2)↓
ni,(T )
(q/2− t/2)↓ni,(T )
·
l(
)∏
i=1
(q/2− t/2)↓
ni,
(T )
(q/2+ t/2)↓ni,
(T )
264 T.M. Langley / Discrete Mathematics 298 (2005) 230–284
=
∑
(,
)
mm˜

∑
T ∈B,∗

l()∏
i=1
(
q/2+ t/2
ni,(T )
)(
q/2− t/2
n

i,(T )
)
·
l(
)∏
i=1
(
q/2− t/2
ni,
(T )
)(
q/2+ t/2
n

i,
(T )
)
. 
4.5. M(mm˜, (ee˜)q,t ),M(mm˜, (hh˜)q,t ),M(mm˜, (eh˜)q,t ),M(mm˜, (he˜)q,t )
The transition matrices in this section involve expressions analogous toM(m, eq).
Theorem 4.3. For (,)n and (, 
)n,
(1)
M(mm˜, (ee˜)q,t )(,
)(,)
=
∑
M∈M((,)(,
))
∏
1 i l()
1 j l()
(
q/2+ t/2
Mi,j
) ∏
1 i l()
l()+1 j l()+l(
)
(
q/2− t/2
Mi,j
)
×
∏
l()+1 i l()+l()
1 j l()
(
q/2− t/2
Mi,j
) ∏
l()+1 i l()+l()
l()+1 j l()+l(
)
(
q/2+ t/2
Mi,j
)
,
whereM((,)(, 
)) is the set of (l()+l())×(l()+l(
))matrices with nonnegative
integer entries such that the row sums form the sequence 1, . . . , l(),1, . . . ,l()
and the column sums form the sequence 1, . . . ,l(), 
1, . . . , 
l(
), and Mi,j denotes
the (i, j) entry of the matrix M.
(2)
M(mm˜, (hh˜)q,t )(,
)(,)
=
∑
M∈M((,)(,
))
∏
1 i l()
1 j l()
((
q/2+ t/2
Mi,j
))
×
∏
1 i l()
l()+1 j l()+l(
)
((
q/2− t/2
Mi,j
)) ∏
l()+1 i l()+l()
1 j l()
((
q/2− t/2
Mi,j
))
×
∏
l()+1 i l()+l()
l()+1 j l()+l(
)
((
q/2+ t/2
Mi,j
))
.
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(3)
M(mm˜, (eh˜)q,t )(,
)(,)
=
∑
M∈M((,)(,
))
∏
1 i l()
1 j l()
(
q/2+ t/2
Mi,j
) ∏
1 i l()
l()+1 j l()+l(
)
(
q/2− t/2
Mi,j
)
×
∏
l()+1 i l()+l()
1 j l()
((
q/2− t/2
Mi,j
)) ∏
l()+1 i l()+l()
l()+1 j l()+l(
)
((
q/2+ t/2
Mi,j
))
.
(4)
M(mm˜, (he˜)q,t )(,
)(,)
=
∑
M∈M((,)(,
))
∏
1 i l()
1 j l()
((
q/2+ t/2
Mi,j
))
×
∏
1 i l()
l()+1 j l()+l(
)
((
q/2− t/2
Mi,j
)) ∏
l()+1 i l()+l()
1 j l()
(
q/2− t/2
Mi,j
)
×
∏
l()+1 i l()+l()
l()+1 j l()+l(
)
(
q/2+ t/2
Mi,j
)
.
We will prove the ﬁrst statement. The other proofs are similar. The proof involves the
transition matrices M(mm˜, pp˜) and M(pp˜, ee˜). We will use the version of M(mm˜, pp˜)
given in Lemma 3. ForM(pp˜, ee˜), the version in [2] is
M(pp˜, ee˜)(,)(,) =
∑
T ∈OF,∗
(−1)n+l((T ))+l((T ))+l((T ))
z(T )z(T )z(T )z(T )
,
where (T ) is the partition induced by the -bricks in  in T, (T ) is the partition induced
by the -bricks in  in T, (T ) is the partition induced by the -bricks in  in T, and (T )
is the partition induced by the -bricks in  in T.
Once again we need a different version. First, for (,)n, deﬁne S(,) to the subgroup
of the symmetric group Sn given by
S(,)= S(1)× · · · × S(l())× S(1)× · · · × S(l()),
where for 1 i l(), S(i ) is the subgroup of all permutations on
Ii =
{
1+
i−1∑
k=1
k, 2+
i−1∑
k=1
k, . . . , i +
i−1∑
k=1
k
}
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and for 1j l(), S(j ) is the subgroup of all permutations on
Ij =

|| + 1+
j−1∑
k=1
k, || + 2+
j−1∑
k=1
k, . . . , || + j +
j−1∑
k=1
k

 .
Also deﬁne C, to be the labeled subset of Sn with cycle types 1, . . . , l(), 1, . . . ,l()
where -cycles are distinguished from -cycles. Then we have the following lemma.
Lemma 7. For (, )n and (,)n,
M(pp˜, ee˜)(,)(,) = (−1)n
∑
∈S(,)∩C,
(−1)cyc()+cyc()
!! ,
where by S(,)∩C, we mean those elements ofC, which become elements of S(,)
if the labels on the cycles are ignored, and for  ∈ S(,) ∩ C,, cyc() is the number
of cycles in  with entries from the set {1, 2, . . . , ||} and cyc() is the number of -cycles
in  with entries from the set {|| + 1, || + 2, . . . , || + ||}.
Proof. We will show
!!
∑
T ∈OF,∗
(−1)l((T ))+l((T ))+l((T ))
z(T )z(T )z(T )z(T )
=
∑
∈S(,)∩C,
(−1)cyc()+cyc().
Consider constructing an element  in S(,) ∩ C,. For each i , we need to divide the
set Ii deﬁned above into -cycles and -cycles. We need to do the same with each Ij . We
start by considering the sum over OF,∗. For an element T of OF
,
∗, we view the labeled
-bricks in the ith row of  as the size of the -cycles in  that come from the set Ii . We
do the same for -bricks. Similarly we view -bricks in the j th row of  as choosing the
size of the -cycles in  that come from the set Ij and the same for -bricks. Since we are
viewing the bricks as cycles of an element of S(,) ∩C,, we want to remove the labels
on the bricks so that we only count each conﬁguration once. For a given T, recall that (T )
is the partition induced by -bricks in , (T ) is the partition induced by the -bricks in ,
(T ) is the partition induced by the -bricks in , and (T ) is the partition induced by the
-bricks in  in T.So mk() is the number of -bricks of size k in , mk() is the number
of -bricks of size k in , mk() is the number of -bricks of size k in , and mk() is the
number of -bricks of size k in . Let n,k
i, (T ) be the number of -bricks of size k in the ith
row of , and similarly for n,k
i, (T ), n
,k
j,(T ), and n
,k
j,(T ). Then for each k, there are(
mk()
n
,k
1,(T ), . . . , n
,k
l(),(T )
)
ways to label -bricks of size k in  with the labels increasing in rows. So we need to divide
by this factor. Using similar formulas for the other bricks, so far we need to sum overOF,∗
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while dividing by
n∏
k=1
(
mk()
n
,k
1,(T ), . . . , n
,k
l(),(T )
)(
mk()
n
,k
1,(T ), . . . , n
,k
l(),(T )
)
·
(
mk()
n
,k
1,(T ), . . . , n
,k
l(),(T )
)(
mk()
n
,k
1,(T ), . . . , n
,k
l(),(T )
)
(26)
inside the sum.
Now that the labels from the bricks have been removed, we need to choose the numbers
that go in each cycle of . Let ()i,1 , . . . , 
()
i,ki
be the sizes of the  bricks in the ith row of
 and similarly for ()i,1 , . . . , 
()
i,li
, ()j,1, . . . , 
()
j,rj
, and ()j,1, . . . , 
()
j,sj
. Then for each i, we
need to choose the elements from Ii that go in the -cycles and -cycles in the ith row of
. There are(
i
()i,1 , . . . , 
()
i,ki
, ()i,1 , . . . , 
()
i,li
)
such choices. Similarly, there are( j
()j,1, . . . , 
()
j,rj
()j,1, . . . , 
()
j,sj
)
ways to choose labels from Ij that go in the -cycles and -cycles in the j th row of . So
we need to multiply inside our sum over OF,∗ by
l()∏
i=1
(
i
()i,1 , . . . , 
()
i,ki
, ()i,1 , . . . , 
()
i,li
) l()∏
j=1
( j
()j,1, . . . , 
()
j,rj
()j,1, . . . , 
()
j,sj
)
= !!
!! .
(27)
Now that we have chosen the numbers that go in each cycle, we need to arrange them in
the cycles in all possible ways. So we need to multiply by
(1 − 1)! · · · (l() − 1)!(1 − 1)! · · · (l() − 1)!.
Combining this with (27) gives a factor of
!!
1 · · · l()1 · · · l()
.
Finally, we have overcounted -cycles of the same size in the same row and similarly with
-cycles. So we need to divide by
l()∏
i=1
n∏
k=1
n
,k
i, (T )!n,ki, (T )!
l()∏
i=1
n∏
k=1
n
,k
i,(T )!n,ki, (T )!.
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Combining this with (26), we are dividing by
n∏
k=1
mk()!mk()!mk()!mk()! =m()!m()!m()!m()!.
So ﬁnally, to obtain all elements of S(,) ∩ C, we sum over OF,∗ with a factor of
!!
1 · · · l()1 · · · l()m((T ))!m((T ))!m((T ))!m((T ))!
= !!
z(T )z(T )z(T )z(T )
.
So we have shown
!!
∑
T ∈OF,∗
1
z(T )z(T )z(T )z(T )
=
∑
∈S(,)∩C,
1.
To complete the proof we just need to deal with the−1’s. Since l((T )) and l((T )) are the
number of -bricks and -bricks in  in T, respectively, (−1)l((T ))+l((T )) corresponds to
(−1)cyc(). Similarly, since l((T )) corresponds to -bricks in , (−1)l((T )) corresponds
to (−1)cyc() and we have the result. 
The major step in the proof of Theorem 4.3 is the following lemma.
Lemma 8. For (,)n and (, 
)n,∑
(,)
(q/2)l()(t/2)l()
∑
∈S(,)∩C,
(−1)cyc()+cyc()
∑
T ∈OB,∗

(−1)n
 (T )
=
∑
M∈M((,),(,
))
l()∏
i=1
(
i
Mi,1, . . . ,Mi,l()+l(
)
)
·
l()∏
i=1
(
i
Mi+l(),1, . . . ,Mi+l(),l()+l(
)
) ∏
1 i l()
1 j l()
(−1)Mi,j (q/2+ t/2)↓Mi,j
·
∏
1 i l()
l()+1 j l()+l(
)
(−1)Mi,j (q/2− t/2)↓Mi,j
·
∏
l()+1 i l()+l()
1 j l()
(−1)Mi,j (q/2− t/2)↓Mi,j
·
∏
l()+1 i l()+l()
l()+1 j l()+l(
)
(−1)Mi,j (q/2+ t/2)↓Mi,j ,
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where for  ∈ S(,) ∩ C,, cyc() is the number of cycles in  with entries in the set
{1, 2, . . . , ||}, cyc() is the number of -cycles in  with entries in the set {|| + 1, || +
2, . . . , || + ||}, and for T ∈ OB,∗
, n
 (T ) is the number of -bricks in the 
 portion of
 ∗ 
.
Proof. Start by viewing the left-hand side as a sum over weighted placements of cycles
of elements of S(,) into the diagram  ∗ 
 as follows. For a given (, )n, choose an
element  ∈ S(,) ∩ C,. Label the -cycles with 1 to l() by increasing size and by
increasing smallest element in cycles of the same size. Similarly label the -cycles with
l() + 1 to l() + l(). Now view these labeled cycles as ordered (, )-bricks and place
them in the diagram  ∗ 
 so that the labels increase in rows. This accounts for summing
over OB
,
∗
. We then need to weight each cycle with ±q/2 or ±t/2. Assign a weight of
q/2 to each -cycle to account for the (q/2)l() and t/2 to each -cycle to account for
the (t/2)l(). The (−1)cyc() gives a −1 to each cycle containing elements from the set
{1, 2, . . . , ||}, the (−1)cyc() gives a−1 to each -cycle containing elements from the set
{|| + 1, || + 2, . . . , || + ||}, and the (−1)n
 (T ) gives a −1 to each -cycle placed in 
.
To summarize, we have the following weights:
Entries in cycle Location in  ∗ 
 -Cycle weight -Cycle weight
1, . . . , ||  −q/2 −t/2
1, . . . , || 
 −q/2 t/2
|| + 1, . . . , || + ||  −q/2 t/2
|| + 1, . . . , || + || 
 −q/2 −t/2
We now need to sum over all (, ). Call cycles containing elements from the set
{1, 2, . . . , ||}-cycles and cycles containing elements from the set {||+1, ||+2, . . . , ||+
||}-cycles. Thenwe have the sumover all placements of cycles ofS(,) into the diagram
of  ∗ 
 such that
• no two cycles overlap;
• -cycles come before -cycles in rows and cycles of the same type are ordered by
increasing size and by increasing smallest element in cycles of the same size;
• -cycles in  and -cycles in 
 have weight −q/2− t/2;
• -cycles in 
 and -cycles in  have weight −q/2+ t/2.
To show that the right-hand side counts the same weighted conﬁgurations, ﬁrst choose
how many numbers from each interval Ii and Ii will be in each row of  ∗ 
. Then let
Mi,j be the number of elements in each row, as follows. For 1 i l() and 1j l(),
let Mi,j be the number of elements from the set Ii in the j th row of . For 1 i l()
and l() + 1j l() + l(
), let Mi,j be the number of elements from the set Ii in the
(j − l())th row of 
. For l()+1 i l()+ l() and 1j l(), letMi,j be the number
of elements from the set I(i−l()) in the j th row of . Finally, for l()+1 i l()+l() and
l()+1j l()+l(
), letMi,j be the number of elements from the set I(i−l()) in the (j−
l())th row of 
. So for 1 i l()we have∑l()+l(
)j=1 Mi,j=i , for l()+1 i l()+l()
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we have
∑l()+l(
)
j=1 Mi,j = i−l(), for 1j l() we have
∑l()+l()
i=1 Mi,j = j , and for
l() + 1j l() + l(
) we have ∑l()+l()i=1 Mi,j = 
j−l(). So (Mi,j ) is an element of
M(,).
Now,
(
i
Mi,1, . . . ,Mi,l()+l(
)
)
is the number of ways to distribute the labels from Ii in the rows of  ∗ 
 and similarly(
i
Mi+l(),1, . . . ,Mi+l(),l()+l(
)
)
for the labels from Ii . For each (i, j), we need to put the Mi,j labels into cycles among
themselves and weight them appropriately with−q/2− t/2 or−q/2+ t/2. These weights
are summarized in the following table:
Rows Columns Weight
1 i l() 1j l() ∑∈SMi,j (−q/2− t/2)cyc()
1 i l() l()+ 1j l()+ l(
) ∑∈SMi,j (−q/2+ t/2)cyc()
l()+ 1 i l()+ l() 1j l() ∑∈SMi,j (−q/2+ t/2)cyc()
l()+ 1 i l()+ l() l()+ 1j l()+ l(
) ∑∈SMi,j (−q/2− t/2)cyc()
Applying Lemma 4, to these weights, we have
∑
∈SMi,j
(−q/2− t/2)cyc() = (−q/2− t/2)↑Mi,j = (−1)Mi,j (q/2+ t/2)↓Mi,j ,
∑
∈SMi,j
(−q/2+ t/2)cyc() = (−q/2+ t/2)↑Mi,j = (−1)Mi,j (q/2− t/2)↓Mi,j .
Taking products over (i, j) gives the result. 
We are now ready for the proof of Theorem 4.3.
Proof of Theorem 4.3. We start by expanding (ee˜)q,t in terms of pp˜ using Eq. (14) and
Lemma 7.
(ee˜)
q,t =
∑
(,)
p
q
 [X]pt[Y ]M(pp˜, ee˜)(,)(,)
=
∑
(,)
ql()p[X]t l()p[Y ](−1)n
∑
∈S(,)∩C,
(−1)cyc()+cyc()
!! .
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Now expand pp˜ in terms of mm˜ using Lemma 3:
(ee˜)
q,t = (−1)
n
!!
∑
(,)
ql()t l()
∑
∈S(,)∩C,
(−1)cyc()+cyc()
·
∑
(,
)
mm˜
M(mm˜, pp˜)(,
)(,)
= (−1)
n
!!
∑
(,)
ql()t l()
∑
∈S(,)∩C,
(−1)cyc()+cyc()
·
∑
(,
)
mm˜

1
2l()2l()
∑
T ∈OB,∗

(−1)n
 (T )
= (−1)
n
!!
∑
(,
)
mm˜

∑
(,)
(q/2)l()(t/2)l()
·
∑
∈S(,)∩C,
(−1)cyc()+cyc()
∑
T ∈OB,∗

(−1)n
 (T ).
Applying Lemma 8, we obtain
(ee˜)
q,t
= (−1)
n
!!
∑
(,
)
mm˜

∑
M∈M((,),(,
))
l()∏
i=1
(
i
Mi,1, . . . ,Mi,l()+l(
)
)
·
l()∏
i=1
(
i
Mi+l(),1, . . . ,Mi+l(),l()+l(
)
) ∏
1 i l()
1 j l()
(−1)Mi,j (q/2+ t/2)↓Mi,j
·
∏
1 i l()
l()+1 j l()+l(
)
(−1)Mi,j (q/2− t/2)↓Mi,j
·
∏
l()+1 i l()+l()
1 j l()
(−1)Mi,j (q/2− t/2)↓Mi,j
·
∏
l()+1 i l()+l()
l()+1 j l()+l(
)
(−1)Mi,j (q/2+ t/2)↓Mi,j .
Now,
∑
(i,j)Mi,j = n since M ∈ M((,), (, 
)). So the negative signs all cancel. Also,
the 1/!! cancels the i ! and i ! terms in the multinomial coefﬁcients. Combining the
remainingMi,j !’s with the matching falling factorial terms gives the result. 
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4.6. M(ee˜, (mm˜)q,t ),M(hh˜, (mm˜)q,t ),M(eh˜, (mm˜)q,t ),M(he˜, (mm˜)q,t )
The transition matrices in this section involve simple primitive bi-brick permutations,
analogous to Theorem 3.6.
Theorem 4.4. For (,)n and (, 
)n,
(1)
M(ee˜, (mm˜)q,t )(,
)(,) = (−1)l()+l()
∑
(,)n
(−1)l()+l()D(,)(,
)(q, t)
·
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn(),
where D(,)(,
)(q, t) is deﬁned in (19).
(2)
M(hh˜, (mm˜)q,t )(,
)(,)
= (−1)n+l()+l(
)+l()+l()
∑
(,)n
(−1)l()+l()D(,)(,
)(q, t)
·
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn(),
where D(,)(,
)(q, t) is deﬁned in (20).
(3)
M(eh˜, (mm˜)q,t )(,
)(,)
= (−1)||+l(
)+l()+l()
∑
(,)n
(−1)l()+l()Dˆ(,)(,
)(q, t)
·
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn(),
where Dˆ(,)(,
)(q, t) is deﬁned in (21).
(4)
M(he˜, (mm˜)q,t )(,
)(,)
(−1)||+l()+l()+l()
∑
(,)n
(−1)l()+l()Dˇ(,)(,
)(q, t)
·
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn(),
where Dˇ(,)(,
)(q, t) is deﬁned in (22).
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Proof. We will prove the ﬁrst statement. The others are similar. We need the transition
matricesM(ee˜,mm˜) andM(ee˜, (ee˜)q,t ). ForM(ee˜,mm˜), we just have a product of entries
in Sn transition matrices (see [2]):
M(ee˜,mm˜)(,)(,) =M(e,m)M(e,m)
= (−1)l()+l()+l()+l()
∑
	∈SPB(,)
sgn(	) ·
∑
∈SPB(,)
sgn().
ForM(ee˜, (ee˜)q,t ), we refer to Theorem 4.2 and use Eqs. (15) and (18):
M(ee˜, (ee˜)q,t )(,
)(,) =M(mm˜, (mm˜)q,t )(,)(,
) =D(,)(,
)(q, t).
We start by expanding (mm˜)q,t in terms of (ee˜)q,t , again referring to Eq. (14):
(mm˜)
q,t =
∑
(,)n
M(ee˜,mm˜)(,)(,)(ee˜)
q,t
=
∑
(,)n
(−1)l()+l()+l()+l()
∑
	∈SPB(,)
sgn(	)
·
∑
∈SPB(,)
sgn()(ee˜)q,t .
We now expand (ee˜)q,t in terms of ee˜:
(mm˜)
q,t =
∑
(,)n
(−1)l()+l()+l()+l()
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn()
·
∑
(,
)n
M(ee˜, (ee˜)q,t )(,
)(,)ee˜

=
∑
(,)n
(−1)l()+l()+l()+l()
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn()
·
∑
(,
)n
D(,)(,
)(q, t)ee˜

=
∑
(,
)n
ee˜
(−1)l()+l()
∑
(,)n
(−1)l()+l()D(,)(,
)(q, t)
·
∑
	∈SPB(,)
sgn(	)
∑
∈SPB(,)
sgn(). 
4.7. The transition matrixM(mm˜, (ss˜)q,t )
In this section we give an expression forM(mm˜, (ss˜)q,t ).
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Theorem 4.5. For (,)n and (, 
)n,
M(mm˜, (ss˜)q,t )(,
)(,) =
∑
(,)n
K,K,D(,
)(,)(q, t),
where D(,)(,
)(q, t) is deﬁned in (19).
Proof. Weneed the transitionmatricesM(mm˜, ss˜) andM(mm˜, (mm˜)q,t ). ForM(mm˜, ss˜),
we just have a product of entries in Sn transition matrices (see [2]):
M(mm˜, ss˜)(,)(,) =M(m, s)M(m, s) =K,K,.
ForM(mm˜, (mm˜)q,t ), we refer to Theorem 4.2:
M(mm˜, (mm˜)q,t )(,
)(,) =D(,
)(,)(q, t).
We start by expanding (ss˜)q,t in terms of (mm˜)q,t :
(ss˜)
q,t =
∑
(,)n
M(mm˜, ss˜)(,)(,)(mm˜)
q,t =
∑
(,)n
K,K,(mm˜)
q,t
.
We now expand (mm˜)q,t in terms of mm˜:
(ss˜)
q,t =
∑
(,)n
K,K,
∑
(,
)n
M(mm˜, (mm˜)q,t )(,
)(,)mm˜

=
∑
(,)n
K,K,
∑
(,
)n
D(,
)(,)(q, t)mm˜

=
∑
(,
)n
mm˜

∑
(,)n
K,K,D(,
)(,)(q, t). 
4.8. The transition matrixM(hh˜, (ss˜)q,t )
In this section we give an expression forM(hh˜, (ss˜)q,t ) analogous to Theorem 3.7.
Theorem 4.6. For (,)n and (, 
)n,
M(hh˜, (ss˜)q,t )(,
)(,) =
∑
(,)n
K−1,K
−1
,D(,)(,
)(q, t),
where D(,)(,
)(q, t) is deﬁned in (19).
Proof. We need the transition matricesM(hh˜, ss˜) andM(hh˜, (hh˜)q,t ). ForM(hh˜, ss˜), we
again just have a product of entries in Sn transition matrices (see [2]):
M(hh˜, ss˜)(,)(,) =M(h, s)M(h, s) =K−1,K−1,.
ForM(hh˜, (hh˜)q,t ), we refer to Theorem 4.2 and apply Eq. (18):
M(hh˜, (hh˜)q,t )(,
)(,) =M(mm˜, (mm˜)q,t )(,)(,
) =D(,)(,
)(q, t).
T.M. Langley / Discrete Mathematics 298 (2005) 230–284 275
So we start by expanding (ss˜)q,t in terms of (hh˜)q,t :
(ss˜)
q,t =
∑
(,)n
M(hh˜, ss˜)(,)(,)(hh˜)
q,t =
∑
(,)n
K−1,K
−1
,(hh˜)
q,t
.
We now expand (hh˜)q,t in terms of hh˜:
(ss˜)
q,t =
∑
(,)n
K−1,K
−1
,
∑
(,
)n
M(hh˜, (hh˜)q,t )(,
)(,)hh˜

=
∑
(,)n
K−1,K
−1
,
∑
(,
)n
D(,)(,
)(q, t)hh˜

=
∑
(,
)n
hh˜

∑
(,)n
K−1,K
−1
,D(,)(,
)(q, t). 
4.9. The transition matrixM(ss˜, (ss˜)q,t )
In this section we give a formula for our ﬁnal transition matrix,M(ss˜, (ss˜)q,t ).
Theorem 4.7. For (,)n and (, 
)n,
M(ss˜, (ss˜)q,t )(,
)(,) =
∑
(,)n
K−1,K−1,

∑
(,)n
K,K,D(,)(,)(q, t),
where D(,)(,)(q, t) is deﬁned in (19).
Proof. We need the transition matrices M(mm˜, (ss˜)q,t ) and M(ss˜,mm˜). For
M(mm˜, (ss˜)q,t ), we have Theorem 4.5:
M(mm˜, (ss˜)q,t )(,)(,) =
∑
(,)n
K,K,D(,)(,)(q, t).
ForM(ss˜,mm˜), we again have a product of entries in Sn transition matrices (see [2]):
M(ss˜,mm˜)(,
)(,) =M(s,m)M(s,m)
 =K−1,K−1,
 .
So we have
(ss˜)
q,t =
∑
(,)n
M(mm˜, (ss˜)q,t )(,)(,)mm˜
=
∑
(,)n
∑
(,)n
K,K,D(,)(,)(q, t)mm˜,
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which then becomes
(ss˜)
q,t =
∑
(,)n
∑
(,)n
K,K,D(,)(,)(q, t)
·
∑
(,
)n
M(ss˜, mm˜)(,
)(,)ss˜

=
∑
(,)n
∑
(,)n
K,K,D(,)(,)(q, t)
∑
(,
)n
K−1,K−1,
 ss˜

=
∑
(,
)n
ss˜

∑
(,)n
K−1,K−1,

∑
(,)n
K,K,D(,)(,)(q, t). 
5. Generating functions
In this section we derive generating functions on permutation statistics that arise from
Brenti’s symmetric functions and our Bn extensions. First, Brenti introduces a homomor-
phism from the space of symmetric functions, , to polynomials in one variable which,
when applied to the standard bases of the space of symmetric functions, gives generating
functions on permutation statistics [3]. Brenti extends this homomorphism to ⊗Q(q) in
[4] and derives similar generating functions for Brenti’s q-symmetric functions. We will
discuss these below and then give extensions to ourBn functions. Next, we derive generating
functions that arise from the well-known identity
∑
n0
unhn = 1∑
n0(−u)nen
.
5.1. The  homomorphism
Brenti’s homomorphism  :  → Q[x] is deﬁned by setting
(en)= (1− x)
n−1
n! . (28)
Since the e’s are a basis of , this deﬁnes  on . The homomorphism is then extended to
⊗Q(q) by letting  act on Q(q) as it does on scalars.
We need the following permutation statistic. For  = 12 · · ·n ∈ Sn, i is a called an
excedance of  if i > i. We denote the number of excedances by
exc()= |{i : i > i}|.
Note that excedances correspond to ascents in cycles. For example, the excedances are
underlined in the following element of S7:
(1, 3, 5, 4, 6)(7, 2).
Brenti shows the following in [4].
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Theorem 5.1. For  deﬁned in (28) and a positive integer n,
(1) n!(eqn)= (−1)n∑∈Snxexc()(−q)cyc()
(2) n!(hqn)=∑∈Snxexc()qcyc()
(3) (n!/z)(pq)=∑∈Cxexc()qcyc() where C is the conjugacy class of Sn associated
with .
(4) n!(sq)=∑∈Sn()xexc()qcyc()where() is the irreducibleSn character indexed
by .
5.2. The  homomorphism on Bn
We now look at an analogue of Brenti’s homomorphism on the Bn symmetric functions,
and derive similar generating functions. Beck [1] deﬁnes the analogue  : B → Q[x] on
ek[X + Y ] and ek[X − Y ] by
(ek[X + Y ])= (1− x)
k−1 + x(x − 1)k−1
2kk! , (29)
(ek[X − Y ])= (1− x)
k−1 − x(1− x)k−1
2kk! . (30)
Since e[X + Y ]e[X − Y ] is a basis for B [X, Y ], this deﬁnes  on the whole space. As
with , we extend  to our (q, t)-symmetric functions by treating q and t as scalars. We can
then obtain enumeration results similar to Theorem 5.1.
The statistic that arises here is a Bn version of descedances. We ﬁrst deﬁne a linear
ordering by setting
1<2< · · ·<n< · · ·< − n< · · ·< − 2< − 1.
Then for  ∈ Bn, write  in cycle notation as
= (1112 · · ·1l(1) )(2122 · · ·2l(2) ) · · · (k1k2 · · ·kl(k) ).
A Bn descedance occurs at the j th position of the ith cycle if either 1j < l(i) and
ij >ij+1 , or j = l(i) and il(i)>i1 . The number of Bn descedances of  is denoted
deB(). Beck [1] shows the following.
Theorem 5.2. For  deﬁned in Eqs. (29) and (30) and a positive integer n,
2nn!
zz
(p[X]p[Y ])=
∑
∈C,
xdeB(), (31)
where C, is the conjugacy class of Bn with positive cycles of type  and negative cycles
of type .
From this we can derive results analogous to Theorem 5.1.
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Theorem 5.3. For  deﬁned in Eqs. (29) and (30) and a positive integer n,
(1) (2nn!/zz)(pq [X]pt[Y ])=
∑
∈C,x
deB()qposcyc()tnegcyc(),
(2) 2nn!((s[X + Y ]s[X − Y ])q,t )=
∑
∈Bn
,()xdeB()qposcyc()tnegcyc(),
(3) 2nn!(hq,tn [X + Y ])=∑∈BnxdeB()qposcyc()tnegcyc(),
(4) 2nn!(hq,tn [X − Y ])=∑∈BnxdeB()qposcyc()(−t)negcyc(),
(5) 2nn!(eq,tn [X + Y ])= (−1)n∑∈BnxdeB()(−q)poscyc()(−t)negcyc(),
(6) 2nn!(eq,tn [X − Y ])= (−1)n∑∈BnxdeB()(−q)poscyc()tnegcyc(),
where for  ∈ Bn, poscyc() is the number of positive cycles of  and negcyc() is the
number of negative cycles of , and , is the irreducible Bn character indexed by (,).
Proof. Statement 1 follows immediately from Theorem 5.2:
2nn!
zz
(pq [X]pt[Y ])=
2nn!
zz
ql()t l()(p[X]p[Y ])
= ql()t l()
∑
∈C,
xdeB() =
∑
∈C,
xdeB()qposcyc()tnegcyc().
Statement 2 follows from statement 1 using the transition matrix
M(pp˜, ss˜)(,)(,) =
,,
zz
,
where ,, is the value of the character 
, on the conjugacy class C, (see [2]):
2nn!(sq,t [X + Y ]sq,t [X − Y ])
= 2nn!

∑
(,)
p
q
 [X]pt[Y ]
,,
zz


= 2nn!
∑
(,)
,,
zz
zz
2nn!
∑
∈C,
xdeB()qposcyc()tnegcyc()
=
∑
∈Bn
,()xdeB()qposcyc()tnegcyc().
Statements 3–6 follow from statement 2 by noting that hn = sn, en = s1n , and that for
all  in Bn, we have (n),∅()= 1, ∅,(n)()= (−1)negcyc(), 1n,∅()= (−1)n−cyc(), and
∅,1n()=(−1)n−poscyc(). These character values are calculated easily using aBn extension
of the Murnagham-Nakayama introduced by Stembridge in [9]. 
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5.3. Other generating functions
In this section we derive generating functions arising from the well-known identity
(see [6])
∑
n0
unhn = 1∑
n0(−u)nen
(32)
that show a curious connection between Brenti’s symmetric functions and Stirling numbers
of the second kind.
We start with Theorem 1.2. Recall that we need to show∑
n0
un
n!
∑
∈Sn
xexc()qcyc() = 1∑
n0
(u(x−1))n
n!
∑n
k=1Sn,k
(q)↓k
(1−x)k
,
where Sn,k is the Stirling number of the second kind.
Proof of Theorem 1.2. We will need the following well-known expression for Sn,k:
Sn,k =
∑
m1+m2+···+mn=k
m1+2m2+···+nmn=n
n!∏n
i=1(i!)mimi !
.
Also, because Brenti’s symmetric functions are deﬁned via a plethysm, they also satisfy
(32). Speciﬁcally,
∑
n0
unh
q
n = 1∑
n0(−u)neqn
. (33)
Now apply  to both sides. For the left-hand side, Theorem 5.1 gives


∑
n0
unh
q
n

=∑
n0
un(hqn)=
∑
n0
un
n!
∑
∈Sn
xexc()qcyc().
Now consider the denominator on the right-hand side of (33).We ﬁrst expand eqn in terms
of the elementary basis. Applying Eqs. (4) and (5) to Theorem 3.1, we have
e
q
 =
∑

e
∑
T ∈B,
l()∏
i=1
(
q
ni(T )
)
,
where for T ∈ B,, ni(T ) is the number of bricks in the ith row of T. With  = (n), this
becomes
e
q
n =
∑

e
∑
T ∈B,(n)
(
q
l()
)
=
∑

e|B,(n)|
(
q
l()
)
.
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Now, if = 1m1()2m2() · · · nmn(), then
|B,(n)| = l()!
m1()! · · ·mn()! .
So letting m()! =m1()! · · ·mn()!, we have
e
q
n =
∑

e|B,(n)|
(
q
l()
)
=
∑

e
l()!
m()!
(q)↓l()
l()! =
∑

e
(q)↓l()
m()! .
Therefore


∑
n0
(−u)neqn

= ∑
n0
(−u)n
∑
n
(e)
(q)↓l()
m()!
=
∑
n0
(−u)n
∑
n

l()∏
i=1
(1− x)i−1
i !

 (q)↓l()
m()!
=
∑
n0
(−u)n
∑
n
(1− x)n−l()
!
(q)↓l()
m()! .
We now rewrite this expression by letting k be the number of parts in  and summing k from
1 to n:


∑
n0
(−u)neqn


=
∑
n0
(−u)n
∑
n
(1− x)n−l()
!
(q)↓l()
m()!
=
∑
n0
(−u)n
n∑
k=1
∑
m1+m2+···+mn=k
m1+2m2+···+nmn=n
(1− x)n−k(q)↓k∏n
i=1(i!)mimi !
=
∑
n0
(u(x − 1))n
n!
n∑
k=1
(q)↓k
(1− x)k
∑
m1+m2+···+mn=k
m1+2m2+···+nmn=n
n!∏n
i=1(i!)mimi !
=
∑
n0
(u(x − 1))n
n!
n∑
k=1
(q)↓k
(1− x)k Sn,k. 
We can now follow the same process with our Bn symmetric functions to obtain our ﬁnal
theorem.
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∑
n0
un
2nn!
∑
∈Bn
xdeB()qposcyc()tnegcyc()
= 1
exp
{
u(x−1)(q−t)
4
}∑
n0
(u(x−1))n
2nn!
∑n
k=1Soddn,k
(
1+x
1−x
)
(q/2+ t/2)↓k
,
where Soddn,k (y)=
∑
∈Pn,k y
#odd blocks() and Pn,k is the set of partitions of {1, 2, . . . , n} into
k blocks.
Proof. As with hqn and eqn , hq,tn [X + Y ] and eq,tn [X + Y ] satisfy (32):
∑
n0
unh
q,t
n [X + Y ] = 1∑
n0(−u)neq,tn [X + Y ]
. (34)
We now apply  to both sides. For the left-hand side, Theorem 5.3 gives


∑
n0
unh
q,t
n [X + Y ]

= ∑
n0
un(hq,tn [X + Y ])
=
∑
n0
un
2nn!
∑
∈Bn
xdeB()qposcyc()tnegcyc().
Now consider the denominator on the right-hand side of (34).We ﬁrst expand eq,tn [X+Y ]
in terms of the basis e[X+ Y ]e[X− Y ] which we once again denote ee˜. From Section
4, we have
(ee˜)
q,t =
∑
(,
)n
ee˜

∑
T ∈B,
∗
l()∏
i=1
(
q/2+ t/2
n

i,(T )
)(
q/2− t/2
n

i,(T )
)
·
l()∏
i=1
(
q/2− t/2
n

i,(T )
)(
q/2+ t/2
n
i,(T )
)
,
where for T ∈ B,
∗, ni,(T ) is the number of -bricks in the ith row of , and similarly
for n

i,(T ), n

i,(T ), and n


i,(T ). So
e
q,t
n [X + Y ] =
∑
(,
)n
ee˜

∑
T ∈B,

(n)∗∅
(
q/2+ t/2
l()
)(
q/2− t/2
l(
)
)
=
∑
(,
)n
ee˜
|B,
(n)∗∅|
(
q/2+ t/2
l()
)(
q/2− t/2
l(
)
)
.
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Now, if = 1m1()2m2() · · · nmn() and 
= 1m1(
)2m2(
) · · · nmn(
), then
|B,

(n)∗∅| =
l()!
m1()! · · ·mn()!
l(
)!
m1(
)! · · ·mn(
)!
since -bricks come before 
-bricks in the Ferrers diagram (n). Again letting
m()! =m1()! · · ·mn()! and m(
)! =m1(
)! · · ·mn(
)!, we have
e
q,t
n [X + Y ] =
∑
(,
)n
ee˜

l()!
m()!
l(
)!
m(
)
(q/2+ t/2)↓l()
l()!
(q/2− t/2)↓l(
)
l(
)!
=
∑
(,
)n
ee˜

(q/2+ t/2)↓l()
m()!
(q/2− t/2)↓l(
)
m(
)! .
Now applying , we obtain


∑
n0
(−u)neq,tn [X + Y ]


=
∑
n0
(−u)n
∑
(,
)n
(e)(e˜
)
(q/2+ t/2)↓l()
m()!
(q/2− t/2)↓l(
)
m(
)!
=
∑
n0
(−u)n
∑
(,
)n
(q/2+ t/2)↓l()
m()!
(q/2− t/2)↓l(
)
m(
)!
·
l()∏
i=1
(1− x)i−1(1+ (−1)i−1x)
2ii !
l(
)∏
i=1
(1− x)
i
2
i 
i ! .
Rearranging, we have


∑
n0
(−u)neq,tn [X + Y ]


=
∑
n0
(−u)n
∑
(,
)n
(q/2+ t/2)↓l()
m()!
(1− x)||−l()∏l()i=1(1+ (−1)i−1x)
2||!
· (q/2− t/2)↓l(
)
m(
)!
(1− x)|
|
2|
|
!
=
∑
n0
∑
(,
)n
(−u)|| (q/2+ t/2)↓l()
m()!
(1− x)||
2||!
(1+ x)odd()
(1− x)odd()
· (−u)|
| (q/2− t/2)↓l(
)
m(
)!
(1− x)|
|
2|
|
! ,
where odd() is the number of odd parts of .
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Since we are summing over all n and all (, 
)n, we can split up the sum as follows:


∑
n0
(−u)neq,tn [X + Y ]


=
∑
n0
(u(x − 1))n
∑
n
(q/2+ t/2)↓l()
m()!2||!
(1+ x)odd()
(1− x)odd()
·
∑
r0
(u(x − 1))r
∑

r
(q/2− t/2)↓l(
)
m(
)!2|
|
! .
For the ﬁrst sum, let k be the number of parts in  and sum k from 1 to n. Then
∑
n0
(u(x − 1))n
∑
n
(q/2+ t/2)↓l()
m()!2||!
(1+ x)odd()
(1− x)odd()
=
∑
n0
(u(x − 1))n
2nn!
n∑
k=1
(q/2+ t/2)↓k
×
∑
m1+m2+···+mn=k
m1+2m2+···+nmn=n
n!∏n
i=1(i!)mimi !
(
1+ x
1− x
)∑
joddmj
=
∑
n0
(u(x − 1))n
2nn!
n∑
k=1
(q/2+ t/2)↓kSoddn,k
(
1+ x
1− x
)
. (35)
For the second sum, we need the well-known identity
∑n
k=1Sn,k(q)↓k = qn (see [6]). Then
∑
r0
(u(x − 1))r
∑

r
(q/2− t/2)↓l(
)
m(
)!2|
|
!
=
∑
r0
(u(x − 1))r
2r r!
r∑
k=1
(q/2− t/2)↓k
∑
m1+m2+···+mr=k
m1+2m2+···+rmr=r
r!∏r
i=1(i!)mimi !
=
∑
r0
(u(x − 1))r
2r r!
r∑
k=1
(q/2− t/2)↓kSr,k
=
∑
r0
(u(x − 1))r
2r r! (q/2− t/2)
r
=
∑
r0
(u(x − 1)(q − t)/4)r
r!
= exp{u(x − 1)(q − t)/4}.
Combining this with (35) gives the result. 
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