Graphics processing unit (GPU) accelerated computing has pioneered a new direction of research for various combinatorial optimization problems. One such problem which requires huge computation is protein structure prediction (PSP). PSP is NP-complete problem. Computational prediction of protein native structure from its primary amino acid sequence is termed as ab initio PSP problem. Till date, wet lab experiments conducted on PSP indicate that existing methods take lots of experimentation time and expensive. As a consequence, only 1% of the sequence's structures are known. This work presents a parallel programming approach with GPU computing for PSP using 2D triangular hydrophobic-polar (HP) lattice model. The implementation of proposed approach is tested on the set of HP benchmark sequence of a length ranging from 25 to 100. The experimental result shows that the proposed approach has significantly improved the performance of prediction with immense drop in computation time.
Introduction
Ab initio protein structure prediction (PSP) is a task of modelling the native structure of a protein from its primary ଝ This article belongs to the special issue on Engineering and Material Sciences.
* Corresponding author. Tel.: +91 9886542135. E-mail addresses: sandhyadubey24@yahoo.co.in (S.P. Dubey), ng.kini@manipal.edu (N. Gopalakrishna Kini), Sathish.kumar@manipal.edu (M. Sathish Kumar), biobalagi@gmail.com (S. Balaji). peptide chain (Floudas et al., 2006) . PSP problem has been an open challenge for more than 5 decades and developing a solution to this problem has potential to answer many problems of bioinformatics. This structural information assists in predicting protein-protein interactions, identifying the potential binding site and many more.
Hydrophobic-polar (HP) model is one of the most promising and used approaches to model the protein structure at the coarse level (Custódio et al., 2014; Dubey et al., 2016) . In this model, constituent amino acids of peptide chain are classified into two classes namely, hydrophobic and polar, based on their behaviour with water. Also, in order to reduce the modelling complexity, each residue (H or P) is represented as a single bead on the lattice as in Fig. 1a , where each residue has unique position. This has resulted in a non-cyclic structure called as self-avoiding-walk (SAW) conformation.
With this model, PSP is defined as a search problem where one needs to obtain a SAW conformation with most H residues at adjacent positions on lattice. Every two such H residue contributes to the free energy value of −1. In order to quantify the folded conformation, HP model has associated energy matrix used to calculate the free energy as in Fig. 1b . Free energy is the sum of H-H contacts. Lower the free energy value, stable the conformation. So, one need to fold the given HP sequences such that, it has the lowest free energy value. Although, HP model has reduced the complexity of PSP problem, still the possible search space is huge. For sequence of length n, the possible search space size S n is calculated using Eq. (1) (Hoque et al., 2011) :
where → Coordination number of used lattice; A → 1.205; → Universal exponent ; (43/32) for 2D HP and (7/6) for 3D HP model.
For sequence of length 26, S n = 549, 493, 796, 867, 100, 942; which is more than the elements within universe. This has made the PSP problem intractable to solve in a polynomial time and hence it is considered as a NP problem. In order to deal with the NP hardness of the PSP problem, researchers have proposed various non-deterministic search algorithms inspired from the nature optimization phenomena such as genetic algorithm, evolutionary programming, ant colony optimization, immune algorithm, etc. One identity of these approaches is that they work on set of randomly generated conformation and converge to optimum solution by improving the previous conformations using various operators such as crossover and mutation. Effectiveness of these operators will quantify using fitness evaluation function. In the context of the HP model based PSP problem, initialization and fitness function are two most generic and compute intensive steps of these algorithms. This work addresses the use of graphics processing unit (GPU) for HP model based PSP problem, where evolutionary programming (EP) is used as the search algorithm. In this work we are offloading the compute intensive initialization procedure's one function where it validates SAW conformation on GPU architecture using OpenCL platform. Performance evaluation is done in terms of computational time needed for both the sequential programme and its parallel version.
Methodology
Graphics processing unit (GPU) consists of thousands of smaller, efficient cores, designed for handling multiple tasks simultaneously. This makes GPU computationally more powerful than the CPU, since the CPU has limited number of cores (Lim et al., 2007) . GPU architecture supports data parallel stream processing and is best suited for problems involving data parallelism (Khakzad et al., 2015) .
Evolutionary programming
Evolutionary programming (EP) is based on the human intelligence model, which allows a system to familiarize its actions to meet chosen objectives while satisfying the customary constraints. Contrary to other evolutionary algorithms (such as genetic algorithm and genetic programming), EP emphasizes on behavioural model rather than genetic models, due to which it doesn't use the crossover operator. This feature makes EP more suitable for the PSP compared to other EAs. The general framework of EP followed in this work is presented in algorithm 1 adapted from Engelbrecht (2007) .
Algorithm 1 (Pseudocode for evolutionary programming).
Initialize counter, t = 0; Set the objective function and define the constraint; Generate the initial population, P 0 , of n individuals; // n is the population size. for ∀n i (t) ∈ P(t) do
calculate fitness, f(n i (t)); end while stopping condition(s) not true do for ∀n i (t) ∈ P(t) do Use mutation operator to generate new conformation, n i (t);
calculate fitness, f(n i (t)); Add n i (t) toP (t); //P (t) collection of individual generated using mutation.
end Select the new population, P(t + 1), from P(t) ∪ P (t), using a selection operator; t = t + 1; end The objective of the paper is constrained to the parallelization of initialization procedure which is common feature of all the EAs. The execution time is calculated for initialization procedure in sequential as well as in parallel version for performance evaluation. In sequential version, initialization of conformations is done sequentially to generate single conformation. Since all the conformations are independent of each other, through kernel each individual conformation is generated simultaneously.
Results and discussion
The tested benchmark sequences and execution time of sequential and parallel implementation are presented in Table 1 . It has been observed that parallel execution has significantly taken less time compared to sequential execution. It has been also observed that even though if the sequence length is short it can take more time. This may be because of distribution of H and P residues in the sequences. This is the case with sequence 1 with the shortest length 25; but times taken to generate initial conformations are more compared to other sequences. Reported time in Table 1 is average of several consecutive run times. The reported execution time is time taken to map the coordinates of conformation over lattice so the resultant conformation is SAW conformation. In this, initially random numbers are generated, which mapped to a particular direction and check whether the corresponding position on lattice is free or not. If it is free then it checks for next residue and continue. Otherwise, it again calls the rand() function to generate the random number and follows the mapping step. In sequential implementation this is done for each conformation sequentially. In parallel implementation, random number mapping on lattice is done through kernel function. However, in order to make this study unbiased, time calculation is done only for the mapping function in both the cases.
This work presents the parallel version of one step in the initialization process of EP to check the efficiency of parallel programming for PSP problem. We address parallel programming approach using GPU to deal with PSP problem. PSP presents a vast search space and the analysis of each conformation requires significant amount of computing time, which drops with the parallel programming. This drop with computational time need to be addressed more as this can give still better result.
However, EP computational environment presents a good option of data intensive parallelism as it works on set of population which independent of each other. Hence, for future work we are proposing the complete parallelization of EP or any other EAs for PSP, which can help to solve more sequences.
