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We develop a theoretical formulation of nonequilibrium superconducting phenomena, including singlet and
triplet pairing, which is especially well suited for spatially inhomogeneous problems. We start from the general
Keldysh-Nambu-Gor’kov Green’s functions in the quasiclassical approximation and represent them in terms of
232 spin-matrix coherence functions and distribution functions for particle-type and hole-type excitations.
The resulting transport equations for the distribution functions may be interpreted as a generalization to the
superconducting state of Landau’s transport equation for the normal Fermi liquid of conduction electrons. The
equations are well suited for numerical simulations of dynamical phenomena. Using our formulation we solve
an open problem in quasiclassical theory of superconductivity, the derivation of an explicit representation of
Zaitsev’s nonlinear boundary conditions A. V. Zaitsev, Zh. E´ ksp. Teor. Fiz. 86, 1742 ~1984! @Sov. Phys. JETP
59, 1015 ~1984!#; A. L. Shelankov, Fiz. Tverd. Tela ~Leningrad! 26, 1615 ~1984! @Sov. Phys. Solid State 26,
981 ~1984!# at surfaces and interfaces. These boundary conditions include nonequilibrium phenomena and
spin singlet and triplet unconventional pairing. We eliminate spurious solutions as well as numerical stability
problems present in the original formulation. Finally, we formulate the Andreev scattering problem at inter-
faces in terms of the introduced distribution functions and present a theoretical analysis for the study of time
reversal symmetry breaking states in unconventional superconductors via Andreev spectroscopy experiments at
normal-metal–superconductor interfaces with finite transmission. We include impurity scattering
self-consistently.I. INTRODUCTION
Conduction electrons in normal metals are generally well
described by Landau’s Fermi liquid theory.1 According to
Landau a system of strongly interacting electrons may be
viewed as an ensemble of quasiparticles which can be repre-
sented by a classical distribution function and obeys a semi-
classical Landau-Boltzmann transport equation.1 This semi-
classical behavior of a quantum many-body system is a
consequence of Pauli’s exclusion principle which restricts
the momentum space accessible to low-energy quasiparticles
to a thin shell near the Fermi surface. The ratio of the volume
of the accessible momentum space to the total volume en-
closed by the Fermi surface is of the order kBT/E f!1, and is
the fundamental expansion parameter of Fermi liquid theory.
Landau’s Fermi liquid theory is exact in leading order in an
asymptotic expansion in kBT/EF and other small parameters
of an electronic Fermi liquid such as 1/k fjT , \v/E f , 1/k f l ,
where E f , k f , jT , v , and l are Fermi energy, Fermi wave
vector, thermal coherence length (jT5\v f /2pkBT), fre-
quency of time-dependent perturbations, and quasiparticle
mean free path. Phase space arguments can be used to derive
Landau’s Fermi liquid theory by converting a formal dia-
grammatic expansion of many-body Green’s functions into
an asymptotic expansion in the above small parameters.2–4
Only a few of the resummed Feynman self-energy diagrams
contribute in leading orders, and the dynamical equations for
Green’s functions can be transformed into Landau’s trans-
port equation for quasiparticle distribution functions.5,6,2,3
The price one has to pay for the simplifications of the qua-
siparticle theory is the need to introduce phenomenological
parameters, such as the quasiparticle velocities and quasipar-PRB 610163-1829/2000/61~13!/9061~16!/$15.00ticle interactions.1,6 In the absence of first principles calcula-
tions these material parameters have to be taken from the
experiment.
Eilenberger7 and Larkin and Ovchinnikov8 formulated the
BCS pairing theory of superconductors9 in equilibrium in
terms of quasiclassical transport equations. This theory was
generalized to nonequilibrium phenomena by Eliashberg3
and Larkin and Ovchinnikov.10 We regard this theory as the
proper generalization of Landau’s Fermi liquid theory to the
superconducting state, and call this theory, following Larkin
and Ovchinnikov,8 the quasiclassical theory of superconduc-
tivity.
The derivation of the quasiclassical equations starts from
Gor’kov’s formulation of the theory of superconductivity in
terms of Nambu-Gor’kov matrix Green’s functions.11
Gor’kov’s Green’s functions contain detailed information on
atomic scale properties which average out on the supercon-
ducting scales. To derive the quasiclassical equations one has
to integrate out atomic scale features in the Green’s func-
tions, but keep all relevant information for superconductiv-
ity. The resulting quasiclassical Green’s functions vary on
large scales such as the coherence length j05\v f /2pkBTc
and the time scale given by the inverse gap t05\/D , and are
free of the irrelevant fine-scale structures. The quasiclassical
equations should be compared with Andreev’s equations12
which he obtained by factorizing out rapidly oscillating
terms in Bogoljubov’s equations.13,14 Andreev’s method is
equivalent to the quasiclassical theory for superconductors
with infinitely long-lived quasiparticles, i.e., without impuri-
ties, electron-phonon coupling or electron-electron scatter-
ing. Both theories give identical results in these cases.
Hence, the quasiclassical theory of Eilenberger, Larkin,
Ovchinnikov, and Eliashberg may be considered a generali-9061 ©2000 The American Physical Society
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finite lifetimes of quasiparticles. The generalized theory cov-
ers basically all typical superconducting phenomena includ-
ing Andreev’s retroreflection,12 Tomasch oscillations,15 vor-
tex bound states,16 etc.
The complexity of dynamical phenomena in supercon-
ductors makes the elimination of atomic scale fine structure
an important step towards a solution of dynamical problems.
The dynamical equations of the quasiclassical theory can be
formulated most compactly by using the Green’s function
technique of Keldysh.17 It is often useful to distinguish two
sources of time-dependent phenomena. First, time depen-
dences can arise from changes in the occupation of quasipar-
ticle states. In the normal phase of a Fermi liquid this is
indeed the only fundamental dynamical process. Here, the
quasiparticle states are robust and changes of the quasiparti-
cle wave function can be neglected. This is no longer the
case in the superconducting phase. Quasiparticle states in
superconductors are coherent mixtures of particle and hole
states determined by the superconducting order parameter.
Since the order parameter will, in general, change in a dy-
namical process the quasiparticle states will also change. Su-
perconducting dynamics is thus governed by the coupled dy-
namics of both the quasiparticle states and their occupation.
The Keldysh technique is convenient in this case since it
works with two types of Green’s functions (gR ,A and gK)
and can be used to introduce dynamical spectral functions
describing the time development of quasiparticle states and
dynamical distribution functions describing the time-
dependent occupation of the states. Dynamical distribution
functions in the superconducting state were introduced by
Larkin and Ovchinnikov10 and by Shelankov.18
In this paper we present an exact parametrization of the
quasiclassical Keldysh Green’s functions in terms of four
coherence functions and two distribution functions. The co-
herence functions are generalizations of the Riccati ampli-
tudes introduced recently19,20 for superconductors in equilib-
rium, whereas the distribution functions are the
generalizations of the distribution function of Landau’s
Fermi liquid theory of the normal state. Compared to the
conventional quasiclassical theory our formulation leads to
intuitively appealing and explicit boundary conditions at sur-
faces and interfaces, is numerically very stable, and allows
for a more transparent interpretation of quasiclassical dy-
namics in terms of particle-type and hole-type excitations.
The general framework of the quasiclassical theory is
briefly reviewed in Secs. II, III, where we also introduce our
notation. Dynamical equations for the coherence functions
are derived in Sec. IV together with dynamical equations for
the distribution functions ~transport equations!. In Sec. V we
solve Zaitsev’s nonlinear boundary conditions for quasiclas-
sical Green’s functions at interfaces, and obtain physically
appealing boundary conditions for our coherence functions
and distribution functions. In Sec. VI we present the general
linear response equations in terms of the introduced func-
tions. Finally, we formulate in Sec. VII the Andreev scatter-
ing problem at interfaces between a normal metal and an
unconventional superconductor using our theoretical formu-
lation and the resulting boundary conditions. We present re-
sults for the Andreev reflection amplitudes and the regularly
reflected amplitudes at ~110! interfaces and ~100! interfacesbetween a normal metal and a layered d-wave supercon-
ductor. Our formulation generalizes earlier work21,22 to in-
clude disorder. We propose an anomalous feature in the re-
flection amplitudes for ~110! interfaces as a test for time
reversal symmetry breaking states. This feature, a strong sup-
pression of the regular reflection for low-energy quasiparti-
cles at interfaces with finite transmission, is sensitive to sign
changes in the order parameter, and has the same origin as
the zero-energy surface bound states. Combined with this
suppression is an enhancement of the excess current due to
Andreev reflection for low energy quasiparticles. The sensi-
tivity of this phenomenon to time reversal symmetry break-
ing states provides an additional tool to study the symmetry
of the order parameter. We study the effect of disorder on
both regularly and Andreev reflected currents. For Andreev
spectroscopy in unconventional superconductors the low-
energy behavior of regular reflection is the spectral feature
most stable against disorder.
II. KELDYSH SPACE STRUCTURE
The fundamental quantity in nonequilibrium quasiclassi-
cal theory of superconductivity is the quasiclassical Green’s
function gˇ 5gˇ (pf ,R,e ,t).4,23,24 It is a 232 Keldysh matrix17
of the form
gˇ 5S gˆ R gˆ K
0ˆ gˆ A
D , ~1!
where the elements are 434-Nambu-Gor’kov matrices,
which describe the two important residual quantum mechani-
cal ~internal! degrees of freedom: the spin degree of freedom
and the particle-hole degree of freedom. gˆ R5gˆ R(pf ,R,e ,t)
is the retarded, gˆ A5gˆ A(pf ,R,e ,t) the advanced, and gˆ K
5gˆ K(pf ,R,e ,t) the Keldysh Green’s function. The classical
~external! degrees of freedom are described by a motion of
the quasiparticles along classical trajectories. All trajectories
through a spatial point R are parametrized by the Fermi mo-
mentum pf and their directions coincide with the directions
of the Fermi velocities vf(pf). Along a given trajectory with
fixed pf all quasiparticles travel with the same velocity
vf(pf). In general there can be several branches of quasipar-
ticles moving with the same velocity but having different
momenta. Also the directions of pf and vf(pf) are generally
different. However, for spherical or cylindrical Fermi sur-
faces pf and vf(pf) differ only by a scaling factor. The re-
maining parameters are the energy e ~measured from the
chemical potential! and the time t.
The quasiclassical Green’s function is solution of the fol-
lowing transport equation along a given trajectory, and of the
corresponding normalization condition3,7,8,10 ~the ^ product
is noncommutative and is explained in Appendix A!
@eˇ 2hˇ ,gˇ # ^ 1i\vfgˇ 50ˇ , gˇ ^ gˇ 52p2 1ˇ . ~2!
Here eˇ 5etˆ 31ˇ represents the energy variable and hˇ combines
the molecular ~or mean! field self-energies sˇ MF5sˆ MF1ˇ , the
impurity and electron-phonon self-energies sˇ i , and external
potentials, vˇ ext5vˆ ext1ˇ
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Disorder will be included by following standard averaging
procedure for dilute impurity concentrations.25 We denote
impurity self-energies by sˇ imp . In quasiclassical approxima-
tion (l@1/k f), the impurity self-energy can be written in
terms of the concentrations ci of impurities of type i and the
single impurity t matrices tˇ i
sˇ imp~pf ,R,e ,t !5(
i51
N
citˇ i~pf ,pf ;R,e ,t !. ~4!
The t matrices are solutions of the following equations ~we
suppress the variables R,e ,t for convenience!:
tˇ i~pf ,pf8!5uˇ i~pf ,pf8!
1N f^uˇ i~pf ,pf9! ^ gˇ ~pf9! ^ tˇ i~pf9 ,pf8!&pf9, ~5!
where uˇ i(pf ,pf9) is the scattering potential of an impurity of
type i. The Fermi surface average ^&pf9 is explained in
Appendix A. The impurity potential is diagonal in Keldysh
space.
III. NAMBU-GOR’KOV SPACE STRUCTURE
In a standard notation of quasiclassical theory4,23,24 the
distribution functions are 434 matrices which reflects their
quantum mechanical structure as density matrices in the
four-dimensional Hilbert space of internal degrees of free-
dom ~Nambu-Gor’kov space!. We parametrize the elements
of the Nambu matrices in the following way:
gˆ R ,A5S gR ,A f R ,Af˜R ,A g˜ R ,AD , gˆ K5S g
K f K
2 f˜K 2g˜KD , ~6!
hˆ R ,A5S SR ,A DR ,A
D˜ R ,A S˜ R ,A
D , hˆ K5S SK DK
2D˜ K 2S˜ K
D . ~7!
Here gR ,A, f˜R ,A, DK, etc. are 232 spin matrices.
The molecular fields are determined by Landau’s quasi-
particle interaction function A(pf ,pf8), leading to a self-
energy spin matrix nˆ m f(pf ,R,e ,t), which is diagonal in
particle-hole space. In superconductors this interaction must
be supplemented by the pairing interaction of quasiparticles
V(pf ,pf8) which lead to an off-diagonal self-energy in
particle-hole space Dˆ m f(pf ,R,e ,t). Thus,
sˆ MF5nˆ MF1Dˆ MF . ~8!
The mean-field self energies, Eq. ~8!, are diagonal in
Keldysh space.4 Their matrix structure in Nambu space is
Dˆ MF5S 0 DMF
D˜ MF 0
D ,nˆ MF5S nMF 00 n˜MFD . ~9!
Not all the matrix elements are independent from each other,
but are related by symmetry relations.4 For instance, a quan-
tity q and the conjugated quantity q˜ are related byq˜ ~pf ,R,e ,t !5q~2pf ,R,2e ,t !*. ~10!
The conjugation operator (˜ ) defines an important transfor-
mation of quasiclassical Green’s functions and self-energies.
We will use it extensively in the following.
IV. COHERENCE FUNCTIONS AND DISTRIBUTION
FUNCTIONS
The numerical solution of the transport equations for the
quasiclassical Green’s functions can be simplified consider-
ably by introducing a special parametrization in terms of 2
32 spin matrix coherence functions gR ,A, g˜ R ,A, and distri-
bution functions xK and x˜K, which transforms the original
boundary value problem for gˇ into initial value problems for
the coherence and distribution spin matrices. The normaliza-
tion condition is eliminated completely in this formulation.
We present here the resulting equations and refer for their
derivation to Appendixes B and C. Before doing this we give
a short physical interpretation for the coherence functions. In
the absence of particle-hole coherence, as in the equilibrium
normal state, the functions gR ,A, g˜ R ,A vanish. A supercon-
ductor, or a normal metal in proximity to a superconductor,
can be described in equilibrium and in the clean limit by
Andreev’s equations12 with Andreev amplitudes u and v .
Then, the coherence function gR, for example, is given in
terms of the u- and v-spin matrices ~for positive energies! by
the solution of the linear system (buabgbd
R 5vad . Thus, the
coherence functions are the transformation matrices between
the particlelike and holelike Andreev amplitudes. In the pres-
ence of quasiparticle damping the Andreev description
breaks down, nevertheless one can define generalized ampli-
tudes uR ,A and vR ,A. In nonequlilbrium they are defined by
relations such as uR ^ gR5vR. Note that these generalized
amplitudes are defined by the quasiclassical Green’s func-
tions, not by wave functions.
The quasiclassical Green’s functions are conveniently pa-
rametrized by
gˆ R ,A57ip
3Nˆ R ,A ^ S ~11gR ,A ^ g˜ R ,A! 2gR ,A
22g˜ R ,A 2~11g˜ R ,A ^ gR ,A!
D ,
~11!
gˆ K522p i
3Nˆ R ^ S ~xK2gR ^ x˜K ^ g˜ A! 2~gR ^ x˜K2xK ^ gA!
2~g˜ R ^ xK2x˜K ^ g˜ A! ~x˜K2g˜ R ^ xK ^ gA!
D
^ Nˆ A, ~12!
with the ‘‘normalization matrices’’
Nˆ R ,A5S ~12gR ,A ^ g˜ R ,A!21 00 ~12g˜ R ,A ^ gR ,A!21D .
~13!
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right-hand side. The transport equations for the 232 spin
matrix functions are
i\vfgR ,A12egR ,A
5gR ,A ^ D˜ R ,A ^ gR ,A1SR ,A ^ gR ,A2gR ,A ^ S˜ R ,A2DR ,A,
~14!
i\vfg˜ R ,A22eg˜ R ,A
5g˜ R ,A ^ DR ,A ^ g˜ R ,A1S˜ R ,A ^ g˜ R ,A2g˜ R ,A ^ SR ,A2D˜ R ,A,
~15!
i\vfxK1i\] txK
1~2gR ^ D˜ R2SR! ^ xK1xK ^ ~2DA ^ g˜ A1SA!
52gR ^ S˜ K ^ g˜ A1DK ^ g˜ A1gR ^ D˜ K2SK, ~16!
i\vfx˜K2i\] tx˜K
1~2g˜ R ^ DR2S˜ R! ^ x˜K1x˜K ^ ~2D˜ A ^ gA1S˜ A!
52g˜ R ^ SK ^ gA1D˜ K ^ gA1g˜ R ^ DK2S˜ K. ~17!
Equations ~11!, ~14!, and ~15! generalize a useful formula-
tion of the equilibrium theory in terms of Riccati-type trans-
port equations19,20 to nonequilibrium phenomena. Equations
~11!–~17! are26 numerically very stable and provide an effi-
cient way to solve nonequilibrium problems in superconduct-
ors. Equations ~14!–~17! need to be supplemented by initial
conditions. They are imposed for gR, g˜ A, and xK at the be-
ginning of the trajectory, and for gA, g˜ R, and x˜K at the end of
the trajectory. For correctly chosen initial conditions the
transport equations for gR, g˜ A, and xK are stable in positive
vf direction, and the transport equations for gA, g˜ R, and x˜K
are stable in negative vf direction. In addition to the conju-
gation symmetries the coherence and distribution functions
obey the following symmetries
gA~pf ,R,e ,t !5g˜ R~pf ,R,e ,t !†, ~18!
xK~pf ,R,e ,t !5xK~pf ,R,e ,t !†. ~19!
Note that the xK(pf ,R,e ,t), x˜K(pf ,R,e ,t) are Hermitean
spin matrices. In equilibrium,
xeq
K 5~12gRg˜ A!tanh
e
2T . ~20!
There is no unique definition of quasiclassical distribution
functions for superconductors. Various different but physi-
cally equivalent distribution functions have been
introduced.10,23,24,18,27–30 Our distribution functions xK and
x˜K are similar to the distribution functions of Shelankov.18
The relation between Shelankov’s distribution functions and
our’s is given in Eq. ~C11!. These distribution functions have
the direct physical interpretation in terms of particle-type and
hole-type excitations, i.e., excitations whose velocity is along
and opposite to their momentum.V. EXPLICIT SOLUTION OF ZAITSEV’S NONLINEAR
BOUNDARY CONDITIONS
In the previous sections we have introduced a parametri-
zation of the nonequilibrium Keldysh Green’s function gˇ in
terms of four coherence functions and two distribution func-
tions (232 spin matrices!
gˇ 5gˇ @gR,g˜ R,gA,g˜ A,xK,x˜K# . ~21!
An important problem is the formulation of boundary condi-
tions for these parameters at surfaces and interfaces.31–36 A
boundary condition for gˇ was obtained by Zaitsev,31 which
in principle solves this problem for perfect interfaces. How-
ever, Zaitsev’s nonlinear boundary conditions have unphysi-
cal spurious solutions which require special care, e.g., in a
numerical implementation. A linearization of Zaitsev’s
boundary conditions for the equilibirium was achieved re-
cently by Yip36 for the case of an interface connected to
infinite half spaces. Our solution generalizes these results to
any interface geometry and to nonequilibrium phenomena.
Zaitsev’s condition relates the quasiclassical Green’s func-
tions with Fermi velocity pointing in direction towards the
surface gˇ 1,in , gˇ 2,in , and those with Fermi velocity pointing
away gˇ 1,out , gˇ 2,out . Indices 1 and 2 refer to the two sides of
the interface ~see Fig. 1!. Using the definitions
Pˇ 15
i
2p ~g
ˇ 1,in1gˇ 1,out!, Pˇ 25
i
2p ~g
ˇ 2,in1gˇ 2,out!, ~22!
Pˇ a5
i
2p ~g
ˇ 1,in2gˇ 1,out!5
i
2p ~g
ˇ 2,out2gˇ 2,in!, ~23!
which fulfill the relations
Pˇ a ^ Pˇ 11Pˇ 1 ^ Pˇ a50ˇ , Pˇ a ^ Pˇ a1Pˇ 1 ^ Pˇ 151ˇ , ~24!
FIG. 1. Notation for the Green’s functions at the interface. In-
dices 1 and 2 refer to the sides of the interface. The arrows for the
Fermi momenta ~dotted! are for particlelike excitations. The Fermi
velocity directions ~full lines! are given by the directions perpen-
dicular to the Fermi surface ~full curves! at the corresponding Fermi
momentum. The components of the Fermi momenta parallel to the
surface are conserved ~indicated by the thin dotted lines!.
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Zaitsev’s boundary conditions read31
@~1ˇ 2Pˇ a! ^ Pˇ 1 ^ Pˇ 22~1ˇ 1Pˇ a! ^ Pˇ 2 ^ Pˇ 1#~12R!
522Pˇ a ^ ~1ˇ 2Pˇ a ^ Pˇ a!~11R!. ~26!
Here, and in the following R5R(pf) and D5D(pf) are the
reflection and transmission coefficients of the interface for
quasiparticles in the normal state correspondingly, R(pf)
1D(pf)51. In the following we present the explicit solution
of Zaitsev’s nonlinear boundary conditions at spin-
conserving interfaces in terms of the coherence functions and
distribution functions introduced above. It is useful for this
purpose to introduce a notation which indicates the stability
properties of solutions of the transport equations. We use
capital letters (GR ,A,G˜ R ,A,XK,X˜ K) for functions, which are
stable solutions when integrating the transport equation to-
wards the surface. Small case letters (gR ,A,g˜ R ,A,xK,x˜K) are
used for functions, which are stable in the direction away
from the surface. We also generalize the notation for the
conjugation operation. It includes a conversion from small
case to capital case letters
q˜ ~pf ,R,e ,t !5Q~2pf ,R,2e ,t !* ~27!
and vice versa. By integrating in direction towards the sur-
face, the quantities g j
R ,A
,g˜ j
R ,A
,x j
K
,x˜ j
K ( j51,2) are known.
The quantities G j
R ,A
,G˜ j
R ,A
,X j
K
,X˜ j
K are to be determined by
integrating in direction away from the surface. At the surface
the second set of quantities is determined in terms of the first
one by boundary conditions.
The incoming quasiclassical retarded Green’s functions
~with velocity direction towards the interface! on each side
of the interface are given then by ~see Fig. 1!
gˇ 1,in5gˇ @g1
R
,G˜ 1
R
,G1
A
,g˜ 1
A
,x1
K
,X˜ 1
K# , ~28!
gˇ 2,in5gˇ @g2
R
,G˜ 2
R
,G2
A
,g˜ 2
A
,x2
K
,X˜ 2
K# , ~29!
and the outgoing ones ~with velocity direction away from the
interface!
gˇ 1,out5gˇ @G1
R
,g˜ 1
R
,g1
A
,G˜ 1
A
,X1
K
,x˜ 1
K# , ~30!
gˇ 2,out5gˇ @G2
R
,g˜ 2
R
,g2
A
,G˜ 2
A
,X2
K
,x˜ 2
K# . ~31!
Using our parametrization, Zaitsev’s boundary conditions
can be solved for the unknown quantities in a straightforward
way. In the superconducting state we define effective reflec-
tion and transmission coefficients, which we present in Ap-
pendix D. The sum of each generalized reflection coefficient
with its corresponding transmission coefficient is equal to
one. Using these coefficients we can write the general bound-
ary conditions for the six unknown spin matrix distributions
functions in a compact form. For the coherence functions we
have37
G1
R ,A5R1l
R ,A
^ g1
R ,A1D1l
R ,A
^ g2
R ,A
5g1
R ,A
^ R1r
R ,A1g2
R ,A
^ D1r
R ,A
, ~32!G˜ 1
R ,A5R˜ 1l
R ,A
^ g˜ 1
R ,A1D˜ 1l
R ,A
^ g˜ 2
R ,A
5g˜ 1
R ,A
^ R˜ 1r
R ,A1g˜ 2
R ,A
^ D˜ 1r
R ,A
. ~33!
Note the intuitively appealing structure of the relations. The
outgoing functions are weighted averages of two incoming
functions. The weights depend on the incoming parameters
as well, which reflects the coherence during Andreev reflec-
tion. The distribution functions have the following boundary
conditions:
X1
K5
R1l
R
R ^ Rx1
K
^
R˜ 1r
A
R 1
D1l
R
D ^ Dx2
K
^
D˜ 1r
A
D
2A1l
R
^ RDx˜ 2K ^ A˜ 1rA , ~34!
X˜ 1
K5
R˜ 1l
R
R ^ Rx˜ 1
K
^
R1r
A
R 1
D˜ 1l
R
D ^ Dx˜ 2
K
^
D1r
A
D
2A˜ 1l
R
^ RDx2K ^ A1rA . ~35!
Analogous relations, obtained by interchanging the sub-
scripts 1 and 2, hold for the other side of the interface. The
terms proportional to the product RD5D(12D), are due to
particle-hole interference and do not arise in the classical
limit. Insertion of these equations into Zaitsev’s boundary
conditions shows, that they solve the nonlinear problem and
eliminate all spurious solutions.
VI. LINEAR RESPONSE THEORY
The general linear response theory in terms of the coher-
ence functions and distribution functions was developed in
Refs. 26 and 38. Here we give a short review of the relevant
equations and generalize them for spin dependent phenom-
ena. For the special case of the diamagnetic response see
Belzig, Bruder, and Fauche`re.30 We assume a small external
perturbation and expand gˇ and hˇ around the unperturbed
solutions. With the replacements gˇ →gˇ 1dgˇ and hˇ →hˇ 1dhˇ
we arrive in linear order at the equations
@eˇ 2hˇ ,dgˇ # ^ 1i\vfdgˇ 5@dhˇ ,gˇ # ^ , ~36!
dgˇ ^ gˇ 1gˇ ^ dgˇ 50ˇ . ~37!
Here the linearized self-consistency equations determine dhˇ .
For a specially chosen parametrization given at the end of
Appendixes B and C, the linear correction of the Green’s
function dgˇ can be written in terms of the linear corrections
to the coherence functions dgR ,A, dg˜ R ,A and linear correc-
tions to the distribution functions dxK, dx˜K.
It is convenient to transform from the Keldysh response
dgˆ K to the anomalous response dgˆ a
dgˆ a5dgˆ K2dgˆ R ^ Feq1Feq^ dgˆ A, ~38!
with Feq5tanh e/2T . Using the anomalous self-energies
dhˆ a5dhˆ K2dhˆ R ^ Feq1Feq^ dhˆ A, ~39!
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terms in the transport equations:
dhˆ R ,A5S dSR ,A dDR ,A
dD˜ R ,A dS˜ R ,A
D , dhˆ a5S dSa dDa
2dD˜ a 2dS˜ a
D .
~40!
Then, with the definition of the anomalous components of
the distribution spin matricesdxa5dxK1gR ^ Feq^ dg˜ A1dgR ^ Feq^ g˜ A, ~41!
dx˜a5dx˜K2g˜ R ^ Feq^ dgA2dg˜ R ^ Feq^ gA, ~42!
the spectral response dgˆ R ,A and the anomalous response dgˆ a
together with the transport equations for the spin matrices
dgR ,A, dg˜ R ,A, dxa, and dx˜a, are given bydgˆ R ,A572pi Nˆ R ,A ^ S ~dgR ,A ^ g˜ R ,A1gR ,A ^ dg˜ R ,A! ~dgR ,A1gR ,A ^ dg˜ R ,A ^ gR ,A!
2~dg˜ R ,A1g˜ R ,A ^ dgR ,A ^ g˜ R ,A! 2~dg˜ R ,A ^ gR ,A1g˜ R ,A ^ dgR ,A!
D ^ Nˆ R ,A, ~43!
dgˆ a522pi Nˆ R ^ S ~dxa2gR ^ dx˜a ^ g˜ A! 2~gR ^ dx˜a2dxa ^ gA!
2~g˜ R ^ dxa2dx˜a ^ g˜ A! ~dx˜a2g˜ R ^ dxa ^ gA!
D ^ Nˆ A, ~44!
i\vfdgR ,A12edgR ,A2~gR ,AD˜ R ,A1SR ,A! ^ dgR ,A1dgR ,A ^ ~2D˜ R ,AgR ,A1S˜ R ,A!
5gR ,A ^ dD˜ R ,A ^ gR ,A1dSR ,A ^ gR ,A2gR ,A ^ dS˜ R ,A2dDR ,A, ~45!
i\vfdg˜ R ,A22edg˜ R ,A2~g˜ R ,ADR ,A1S˜ R ,A! ^ dg˜ R ,A1dg˜ R ,A ^ ~2DR ,Ag˜ R ,A1SR ,A!
5g˜ R ,A ^ dDR ,A ^ g˜ R ,A1dS˜ R ,A ^ g˜ R ,A2g˜ R ,A ^ dSR ,A2dD˜ R ,A, ~46!
i\vfdxa1i\] tdxa1~2gRD˜ R2SR! ^ dxa1dxa ^ ~2DAg˜ A1SA!
52gR ^ dS˜ a ^ g˜ A1dDa ^ g˜ A1gR ^ dD˜ a2dSa, ~47!
i\vfdx˜a2i\] tdx˜a1~2g˜ RDR2S˜ R! ^ dx˜a1dx˜a ^ ~2D˜ AgA1S˜ A!
52g˜ R ^ dSa ^ gA1dD˜ a ^ gA1g˜ R ^ dDa2dS˜ a. ~48!One convenient feature of our parametrization is the fact,
that the linear response transport equations ~45!–~48! de-
couple for given self-energies. Furthermore, the transport
equations for dgR, dg˜ A, dxa are stable in direction of vf ,
and the transport equations for dg˜ R, dgA, dx˜a are stable in
direction of 2vf . This makes a numerical treatment much
easier than solving the boundary value problem for the
coupled transport equations ~36!, ~37!. The R points for the
initial condition correspond to the final point or the initial
point of the trajectory depending on the direction of stability
of the transport equation.
Finally we present the boundary conditions for the coher-
ence functions and for the distribution functions in linear
response. With an analogous definition of the anomalous
components of the outgoing distribution spin matrices
dXa5dXK1GR ^ Feq^ dG˜ A1dGR ^ Feq^ G˜ A, ~49!
dX˜ a5dX˜ K2G˜ R ^ Feq^ dGA2dG˜ R ^ Feq^ GA, ~50!we obtain the boundary conditions for the corrections to the
coherence functions and distribution functions
dG1
R5
R1l
R
R ^ Rdg1
R
^
R1r
R
R 1
D1l
R
D ^ Ddg2
R
^
D1r
R
D
1A1l
R
^ RDdg˜ 2R ^ A1rR , ~51!
dG˜ 1
R5
R˜ 1l
R
R ^ Rdg˜ 1
R
^
R˜ 1r
R
R 1
D˜ 1l
R
D ^ Ddg˜ 2
R
^
D˜ 1r
R
D
1A˜ 1l
R
^ RDdg2R ^ A˜ 1rR , ~52!
dX1
a5
R1l
R
R ^ Rdx1
a
^
R˜ 1r
A
R 1
D1l
R
D ^ Ddx2
a
^
D˜ 1r
A
D
2A1l
R
^ RDdx˜ 2a ^ A˜ 1rA , ~53!
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a5
R˜ 1l
R
R ^ Rdx˜ 1
a
^
R1r
A
R 1
D˜ 1l
R
D ^ Ddx˜ 2
a
^
D1r
A
D
2A˜ 1l
R
^ RDdx2a ^ A1rA . ~54!
VII. ANDREEV SPECTROSCOPY AT N-S INTERFACES
FOR UNCONVENTIONAL SUPERCONDUCTORS
To illustrate the physical content of the new distribution
functions we discuss in this section the Andreev reflection
process at an interface between a normal metal ~subscript 1!
and a d-wave superconductor ~subscript 2!. This problem
was studied by Blonder, Tinkham, and Klapwijk21 for con-
ventional s-wave superconductors, and was generalized to
unconventional superconductors by Bruder.22 We generalize
these calculations to include finite impurity scattering and
identify features which are sensitive to time reversal symme-
try breaking states. In an Andreev reflection experiment a
beam of normal quasiparticles with energies eb and momenta
pf ,b is injected across the interface into the superconductor.
Two types of reflections will occur. Part of the beam will be
regularly reflected at the interface, which amounts to a re-
flection of the quasiparticle’s velocity, momentum, and cur-
rent, and part will be Andreev reflected. Andreev’s retrore-
flection is caused by particle-hole conversion which reverses
the velocity but conserves momentum and current to very
good approximation. Because the current is affected quite
differently by regular reflection and Andreev reflection, a
measurement of the current-voltage characteristics provides
direct information on the balance between these two reflec-
tion processes. Together with a thorough theoretical analysis
such measurements inform about fundamental properties of
the superconductor such as the symmetry of pairing,39 the
gap size and anisotropies, and interface resonance states.40–45
For anisotropic superconductors both the current density in
the reflected and the Andreev reflected beams will depend
strongly on the direction of the incoming beam, in addition
to their dependence on the energy of the incoming quasipar-
ticles.
The following calculation of Andreev reflection includes
anisotropic pairing, a finite mean free path in the supercon-
ductor, a finite transparency of the normal-metal–
superconductor (N-S) interface, the layer of a strongly dis-
torted order parameter near the interface, and the effects of
the interface on the excitation spectrum, in particular the
low-energy bound states. We consider a layered d-wave su-
perconductor with cylindrical Fermi surface and isotropic
Fermi velocity along the layers. The interface lies perpen-
dicular to the layers and we assume, for simplicity, the same
Fermi velocity in the normal and the superconducting parts
of the N-S contact.
The coherence functions g1
R
, g˜ 1
A are determined by
boundary conditions at infinity, Eqs. ~C7!, ~C8!, whereas
G˜ 1
R
, G1
A are determined by the interface boundary conditions,
Eqs. ~32!, ~33!. For the spin singlet superconductor we write
gR5isyg , g˜ R5isyg˜ , GR5isyG , and G˜ R5isyG˜ , where g ,
g˜ , G , G˜ are scalar functions. On the normal side the incom-
ing coherence functions g1 , g˜ 1 are zero as a consequence of
their zero initial values at infinity. Thus, the retarded part ofthe Green’s function on the normal side, following from Eqs.
~28!, ~30!, and ~11!, has the form
gˆ 1,in
R 52ipS 1 0
22isyG˜ 1 21
D , ~55!
gˆ 1,out
R 52ipS 1 2isyG10 21 D . ~56!
The nonzero quantities G1 and G˜ 1, describe the proximity
effect at the N-S interface. The solutions for G1 and G˜ 1 in the
normal metal in equilibrium are
G1~x ,e!5G1~e!e
i(2e/\v f )xe2x/v ft1, ~57!
G˜ 1~x ,e!5G˜ 1~e!e
2i(2e/\v f )xex/v ft1, ~58!
where the spatial trajectory coordinate x is measured in di-
rection of vf and is zero at the interface, positive for G1 and
negative for G˜ 1, and t1 is the lifetime in the normal metal.
Both amplitudes decay from the interface towards the normal
metal on a scale v ft1. For simplicity, we assume in all what
follows that the normal metal is in the clean limit. The To-
masch oscillation factors,15 with Tomasch wave length
p\v f /e , are carried by G1 , G˜ 1, whereas g2
R and g˜ 2
A vary
only in the region of varying order parameter near the inter-
face and are constant far away. Similarly, on the supercon-
ducting side, far away from the interface, the deviations of
the outgoing coherence functions from their homogeneous
solutions G2(x)2G2,hom , G˜ 2(x)2G˜ 2,hom , carry the Tomasch
oscillations with wavelength p\v f /Ae22uDu2 if ueu.uDu. In
the following all quantities without spatial argument refer to
their values at the interface.
In quasiclassical approximation the incoming beam of
nonequilibrium excitations with energy, eb , and momentum
pf ,b is described by the ‘‘scattering’’ part of the Keldysh
Green’s function Dgˆ K5gˆ K2gˆ eq
K
, where the equilibrium
Keldysh Green’s function gˆ eq
K is subtracted. In the following
we assume, for simplicity, a spin unpolarized incoming
beam. The calculations for spin-polarized beams pose no
new problems but are of interest only for high-field
superconductivity,46 spin-triplet pairing,47–50 contacts be-
tween superconductors and magnetic materials,51 or spin-
active interfaces.32,51 The incoming beam is then character-
ized by unit spin-matrix distribution functions Dx1
K and
DX˜ 1
K
. To obtain a physical interpretation of this distribution
functions we consider a solution of Eq. ~16! in form of a
traveling wave with frequency v ,
Dx1
K~x ,e ,t !5Dx1
K~e!ei(v/v f )(x2v f t). ~59!
The corresponding part of the Keldysh Green’s function fol-
lows from Eq. ~12!, and after performing the time convolu-
tions, Eq. ~A1!, we obtain
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K ~x ,e ,t !522pi
3H Dx1K~e!S ei(v/v f )(x2v f t) 2isyG˜ 1*S e2 \v2 D ei(kTx2vt)
2isyG˜ 1S e1 \v2 D e2i(kTx1vt) 2G˜ 1S e1 \v2 DG˜ 1*S e2 \v2 D e2i(v/v f )(x1v f t)D
1S 0 00 DX˜ 1K~x ,e ,t !D J , ~60!
where kT52e/\v f is the Tomasch wave vector. This gives
us a very transparent interpretation for the processes covered
by Dx1
K
. The upper left entry describes an incoming particle
with velocity v f . The lower right entry describes an Andreev
reflected hole with velocity 2v f , coming from the interface
due to retroreflection combined with particle hole conver-
sion. The off-diagonal components describe particle- and
holelike Tomasch oscillations due to particle-hole coherence.
The degree of coherence between particles and holes in the
incoming distribution Dx1
K is given by the coherence func-
tion G˜ 1. This gives a direct physical interpretation of the
coherence functions. Similarly, G1 is the amplitude for An-
dreev reflected particles due to an incoming hole excitation
beam. On the other hand, the distribution function DX˜ 1
K de-
scribes an incoherent hole coming from the interface. This
component can be nonzero only if there is an incoming hole
in the Green’s function Dgˆ 1,out
K or Dgˆ 2,out
K
, which we exclude
in our scattering boundary condition. Thus, the correct
boundary conditions for the scattering problem take the in-
tuitively appealing form, to allow for the incoming particle
beam only an incoming distribution function Dx1
K and for all
outgoing channels only outgoing distribution functions
DX1
K
, DX2
K
, DX˜ 2
K
. All other distribution function compo-
nents are zero.
In the following we assume a stationary (v50) situation,
where an incoherent beam is injected, which allows us to
consider the incoming beam spatially homogeneous along
the trajectory. Furthermore, it is sufficient to solve the prob-
lem for the distribution function
Dx1
K528pded~e2eb!d~pˆ f2pˆ f ,b!, ~61!
where pˆ f denotes a unit vector in direction pf , and de is the
energy resolution of the beam. Any other distribution of in-
coming excitations is then given by a linear combination of
such solutions with properly chosen weight functions. The
current density of the incoming beam is j052eN fv fde . For
a current density much smaller than the critical current den-
sity in the superconductor, one can neglect the effect of the
beam on the self-consistent order parameter and impurity
self-energies.
For the scattering parts of the Keldysh Green’s function at
the normal side we obtainDgˆ 1,in
K 522piDx1
KS 1 2isyG˜ 1*
2isyG˜ 1 2uG˜ 1u2
D , ~62!
Dgˆ 1,out
K 522piDX1
KS 1 00 0 D . ~63!
The vanishing off-diagonal elements of the reflected Green’s
function show that there is no hole admixing in the reflected
particle beam.
The boundary conditions for the N-S interface follow
from Eqs. ~32!–~35!,
DX1
K5RU 11g2g˜ 2
11Rg2g˜ 2
U2Dx1K , ~64!
DX2
K5DDx1K , DX˜ 2K52RDug˜ 2u2Dx1K , ~65!
G15D
g2
11Rg2g˜ 2
, G25Rg2 , ~66!
G˜ 15D
g˜ 2
11Rg2g˜ 2
, G˜ 25Rg˜ 2 . ~67!
The total current densities are given in terms of the Keldysh
Green’s functions via the formula j
5eN f*(de/8pi)Tr^t3vfDgˆ K&.4 Using the boundary condi-
tions ~64!–~67!, this gives directly the total current densities
at the interface in terms of the injected current density
j1,in
j0 511D
2U g˜ 2
11Rg˜ 2g2
U2, ~68!
j1,out
j0 5RU 11g2g˜ 211Rg2g˜ 2U
2
, ~69!
j2,in
j0 5RD
ug˜ 2u2~11ug2u2!
u11Rg˜ 2g2u2
, ~70!
j2,out
j0 5D
11ug˜ 2u2
u11Rg2g˜ 2u2
. ~71!
PRB 61 9069DISTRIBUTION FUNCTIONS IN NONEQUILIBRIUM . . .Here, j1,in describes the incoming current including the ex-
cess current, j2,in the regularly reflected current, j2,out the
regularly transmitted current, and j2,in describes the process
where the Andreev reflected holes are regularly reflected
back to the superconductor at the interface. For energies be-
low the gap the transmitted current densities j2,in , j2,out , de-
cay with distance from the interface into the superconducting
region, where they are converted into super-currents. It is
straightforward to show the conservation law j1,in1 j2,in
5 j1,out1 j2,out . Eqs. ~68!–~71! hold for general anisotropic
and unconventional superconductors, including impurity
scattering. The quantities g2 and g˜ 2 follow from solving
numerically their transport equations, Eqs. ~14! and ~15!,
with self-consistently determined self-energies and order pa-
rameter. For conventional s-wave superconductors, and as-
suming a step function for the order parameter our formulas
agree with the results of Blonder, Tinkham, and Klapwijk.21
It is clear from Eq. ~68! that the Andreev reflected beam
always enhances the current density in the injection beam,
giving rise to the excess current. The enhancement is propor-
tional to D 2, reflecting the fact that both the incoming par-
ticle and the Andreev reflected hole have to cross the inter-
face. On the other hand, the current density of the
conventionally reflected beam, described by Eq. ~69!, can be
below or above the value R j0.
The angle resolved density of states at the superconduct-
ing side of the interface is given by
N~e ,pf !5N fRe
12Rg2g˜ 2
11Rg2g˜ 2
. ~72!
The local density of states is given by the Fermi surface
average over this expression. Equation ~72! shows that inter-
face bound states are given by the solution of the equation
11Rg2g˜ 250. Because the absolute values of g2 and g˜ 2 are
in equilibrium always smaller than or equal to unity, bound
states at an interface can strictly occur only for R51, that
FIG. 2. Order parameter amplitude ~left! and local density of
states at the interface ~right! for an interface between a d-wave
superconductor and a normal metal, in ~100! direction ~top! and in
~110! direction ~bottom!. The interface is at x50, the normal metal
extends to x.0. The transmission coefficients for the different
curves are D050.1 ~full line!, D050.5 ~long dashed!, D050.9
~dashed!, and D051.0 ~dotted!. The temperature is T50.3Tc , and
the mean free path l510j0.means zero transmission. For finite transmission the bound
states broaden into interface resonances. Impurity scattering
further broadens these resonances. In Fig. 2 we show our
self-consistent solutions for the d-wave order parameter D
5A2 cos 2c and for the local density of quasiparticle states
at the interface. For definiteness, we modeled the angular
dependence of the transmission coefficient for the N-N inter-
face by
D~f!5 D 0sin
2f
R01D0sin2f
, ~73!
appropriate for a d-function potential barrier. Here, f is the
impact angle between incoming trajectory and interface. The
parameters D0 and R0512D0 are the transmission and re-
flection coefficients for perpendicular impact (f5p/2). The
impurity self-energy was calculated self-consistently in Born
approximation with a mean free path of l510j0. The tem-
perature was chosen T50.3Tc , leading to a maximal gap of
Dmax52.29Tc . For the ~100! orientation of the interface the
order parameter is constant in the superconductor for zero
transmission and is suppressed at the interface for finite
transmission. In contrast for the ~110! orientation the order
parameter is suppressed to zero at the surface for D50 and
is suppressed to a finite value if D is nonzero.22 In the ~100!
orientation there is no subgap resonance, whereas a zero en-
ergy resonance typical for d-wave pairing at properly ori-
ented surfaces is present at ~110! orientation.41 Above the
maximal gap the density of states is enhanced for ~100! ori-
entation. There is no such enhancement in the density of
states at the interface above the gap for ~110! orientation.
Figures 3 and 4 show selected results of our calculations
of Andreev reflection at a contact between a normal metal
and a d-wave superconductor. Our calculations are done for
T50.3Tc , for three mean free paths l52j0 ,10j0 , 100j0,
and for two orientations of the interface. Figure 3 shows for
three energies the dependence of the excess current due to
Andreev reflection ~top panels! and the regularly reflected
current ~bottom panels! on the impact angle for transmis-
sions D050.5 ~left picture! and for transmission D050.9
~right picture!. The positions of the gap nodes show up
clearly in the Andreev reflection amplitude, which breaks
down for quasiparticles transmitted into the nodal directions.
The regular reflection approaches for the nodal direction the
value R(f). The width of this breakdown regions broadens
with energy. At energies above the maximal gap Dmax , the
Andreev amplitude approaches zero and the regularly re-
flected amplitude approaches the value R(f). The depen-
dence on the energy of the incoming quasiparticles is shown
for one representative impact angle in Fig. 4 for three values
of mean free path, again for transmission D050.5 ~left! and
for transmission D050.9 ~right!. For the ~100! interface as
shown in Figs. 3 and 4, the behavior at low energies is
clearly distinct from the behavior for a ~110! interface.
Whereas for a ~110! interface the regular reflection is sup-
pressed for low energies, it is enhanced for a ~100! interface.
The excess current shows a peak at low energies for the
~110! interface, but the ~100! interface shows a minimum.
The features at the gap edges are small for the ~110! orien-
tation, but are strong for the ~100! orientation. And finally,
9070 PRB 61MATTHIAS ESCHRIGFIG. 3. Current densities in the injected beam ~top panels! and in the regularly reflected beam ~bottom panels!, as a function of the impact
angle for three energies: eb50 ~full line!, 0.4Dmax ~dashed!, and 1.6Dmax ~dotted!. The left part of each picture is for a ~110! interface, and
the right part of each picture for a ~100! interface between a d-wave superconductor and a normal metal. The left picture is for a transmission
coefficient D050.5, and the right picture for a transmission coefficient D050.9. The temperature is T50.3Tc , and the mean free path l
510j0.the signal above the gap edges is small for a ~110! interface
but extends well up to twice the gap for a ~100! interface.
In the clean limit the zero energy current density of the
incoming beam is j1,in / j052 for a ~110! interface, and
j1,in / j052(11R 2)/(11R)2<2 for a ~100! interface; for
the regularly reflected beam the zero energy limit is
j1,out / j050 for a ~110! interface, and j1,out / j054R/(1
1R)2>R for a ~100! interface. The values for the ~100!
interface coincide with the values for a conventional isotro-
pic s-wave superconductor, and are in agreement with
Blonder et al.21 and Shelankov.52 Explicit values for the zero
energy limits at a ~100! surface are for perpendicular impact
j1,in / j051.11, j1,out / j050.89 for D50.5, and j1,in / j0
51.67, j1,out / j050.33 for D50.9. These values agree with
our numerical calculations for mean free paths l>100j0. Incontrast, the zero energy values for the ~110! interface of two
for the incoming and of zero for the reflected beam are very
sensitive to impurity scattering. In fact, as can be seen from
Fig. 4, is the first value reduced to about 1.2 for half trans-
mission and a realistic mean free path of ten coherence
lengths, and the second value is larger than 0.2 in this case.
Also the structures around the gap edges for the ~100! sur-
face are very sensitive to impurity scattering. For a mean free
path of two coherence lengths the Andreev signal is already
strongly reduced, as our calculations in Fig. 4 show. This
may explain the small signal of only a few percent in many
Andreev experiments. The different behavior at low energies
for the regular reflection is the only remaining difference
between ~100! and ~110! orientation for mean free paths
comparable to the coherence length for unconventional su-FIG. 4. Current densities in the injected beam ~top panels! and in the regularly reflected beam ~bottom panels!, as a function of energy
for three different mean free path values for the superconductor: l5100j0 ~full line!, 10j0 ~dotted!, and 2j0 ~dashed!. The impact angle is
f/p50.4. The left part of each picture is for a ~110! interface, and the right part of each picture for a ~100! interface between a d-wave
superconductor and a normal metal. The left picture is for a transmission coefficient D050.5, and the right picture for a transmission
coefficient D050.9. The temperature is T50.3Tc . The values for the maximal gaps at this temperature are Dmax(l5100j0)52.13Tc(l
5100j0), Dmax(l510j0)52.29Tc(l510j0), Dmax(l52j0)52.85Tc(l52j0).
PRB 61 9071DISTRIBUTION FUNCTIONS IN NONEQUILIBRIUM . . .FIG. 5. Current densities in the injected beam ~top panels! and in the regularly reflected beam ~bottom panels! at a ~110! interface. Dotted
lines are for a temperature T50.3Td , which is above the transition temperature from a d to a d1is state. Full lines are for a temperature
T50.1Td , which is below this transition to the spontaneaously time reversal symmetry broken state. The left picture is for mean free path
l510j0, and the right picture for mean free path l5100j0. The left part in each picture shows the energy dependence for impact angle
f/p50.348, and the right part of each picture shows the dependence on impact angle for e50.2Dmax . The transmission coefficient is
D050.2. The subdominant transition temperature is Ts ,050.3Tc .perconductors. The suppression of the regularly reflected
beam at low energies for all angles ~except in nodal direc-
tion!, as seen for a ~110! interface in the lower left panels of
Figs. 3 and 4, is a direct consequence of the sign change of
the order parameter during reflection of quasiparticles. The
origin of this effect is the same as for the zero energy reso-
nance ~and follows from the Atiyah-Patodi-Singer
theorem53!. Both effects are destroyed by time reversal sym-
metry breaking and both effects are washed out by impurity
scattering. However, in contrast to the zero energy reso-
nance, which is not an exact bound state anymore for finite
transmission even for zero impurity scattering, the strong
suppression at low energies of the regularly reflected beam
remains a stable phenomenon for all transmissions in the
clean limit. The effect is reduced by finite impurity scatter-
ing, and in this case it is further reduced if the transmission is
comparable or smaller than the scattering rate. Thus, the
zero-energy resonance and the blocking of the regular reflec-
tion are two complementary phenomena: the first one is well
established only for interfaces with small transmissions,
whereas the latter one is well established at interfaces where
the transmission is not too small.
The low-energy behavior of the regularly reflected beam
can be used to prove a sign change of the order parameter
during reflection of the quasiparticles at an interface. Specifi-
cally, our results show that at low energies for all impact
angles this reflection amplitude is always above the normal
state reflection, R(f), whereas for the ~110! interface it is
for all directions clearly below R(f) ~the normal state re-
flection can be obtained for a beam with eb well above the
maximal gap!.
Finally, we show that the low-energy suppression of the
regular reflection and enhancement of the excess current is a
sensitive test for time reversal symmetry breaking states. In
Fig. 5 we show our results for a dominant d-wave coupled to
a subdominant s-wave component. Below the interface
transition42,54,55 they couple to the spontaneously time rever-
sal symmetry breaking state d1is ,42,54 where the s-wavecomponent is localized in a layer of a few coherence lengths
near the interface. The left picture is for l510j0 and the
right picture for l5100j0 The coupling strength of the sub-
dominant component is characterized by its ‘‘bare’’ transi-
tion temperature Ts ,0 ~in the absence of the dominant com-
ponent!. This transition temperature is reduced in the
presence of the dominant component.42,54,55 We chose Ts ,0
50.3Td , where Td is the transition temperature from the
normal state to the pure d-wave state. This value of Ts ,0 is
below the critical value for a possible transition into a bulk
d1is state.42 Nevertheless, the transition into a d1is state
localized near the interface is possible. According to our cal-
culations the subdominant component is strongly suppressed
by finite transmission, so we chose a small value D050.2.
The dotted curves show the current densities of the reflected
beams for a temperature T50.3Td . The system is at this
temperature above the transition into the time reversal sym-
metry breaking state. Full curves are for T50.1Td , which
corresponds to the interface d1is state. As can be seen from
Fig. 5, the suppression of the reflection and the enhancement
of Andreev reflection are shifted to negative energies. Due to
finite impurity scattering, and resulting mixing of different
momentum directions, there is also a shadow-feature at posi-
tive energies. The broadening of the feature itself is reduced,
leading to a much sharper effect compared to the pure
d-wave state. The zero energy values for regular reflection
are changed in the d1is state to almost 1. Also shown in
Fig. 5 is the dependence of the reflected current densities on
the impact angle. The small dip at f5p/2 is due to the fact
that the energy of the incoming particles is above the gap in
these directions. Below the transition into the d1is state
there is a strong anisotropy with respect to the interface nor-
mal. This effect is a consequence of the spontaneous super-
currents at the superconducting side of the interface.56 For an
incoming particle beam with a projection on the interface
counter-moving with the current the regular reflection is
strongly reduced compared to the pure d-wave state, whereas
9072 PRB 61MATTHIAS ESCHRIGthe Andreev reflection is enhanced for this case. For a beam
with a projection comoving with the supercurrent these ef-
fects are absent or inverted. The shift of the feature in the
energy dependence of the reflected current densities is deter-
mined by the Doppler shift of the quasiparticle spectrum due
to the spontaneous supercurrent at the superconducting side
of the interface. Thus, the sign of the shift for a chosen
impact angle can be positive or negative dependent on the
direction of the spontaneous interface currents ~similarly the
asymmetry around the interface normal changes its sign!.
VIII. CONCLUSIONS
We have developed a theoretical formulation of nonequi-
librium superconducting phenomena, including singlet and
triplet pairing, in terms of coherence functions and distribu-
tion functions. Our central results are Eqs. ~11!–~17!, to-
gether with boundary conditions at interfaces, Eqs. ~32!–
~35!. We used this formulation to present the theory for
Andreev spectroscopy at interfaces between a normal metal
and an unconventional superconductor in a transparent way.
This formulation allows to include disorder in a self-
consistent manner. We proposed an anomalous suppression
of the regularly reflected quasiparticle beam as a test for time
reversal symmetry breaking states. This test is especially
suitable for not too small transmission, where the zero en-
ergy interface resonances become ill-defined and cannot be
used as a test for time-reversal symmetry breaking anymore.
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APPENDIX A: NOTATION
The noncommutative ^ product is defined in the follow-
ing way:
Aˆ ^ Bˆ ~e ,t !5e (i\/2)(]e
A] t
B
2] t
A]e
B)Aˆ ~e ,t !Bˆ ~e ,t !. ~A1!
If one of the factors is both independent of e and t, the ^
product reduces to the usual matrix product.
For Fourier transformed quantities (t→v) we have
Aˆ ^ Bˆ ~e ,v!5E
2‘
‘ dv8
2p
dv9
2p d~v81v92v!
3Aˆ S e1 \v82 ,v9DBˆ S e2 \v92 ,v8D .
~A2!
If Aˆ (e ,t)5Aˆ (e) is independent of t, that means, Aˆ is an
equilibrium quantity, then
Aˆ ^ Bˆ ~e ,v!5Aˆ S e1 \v2 DBˆ ~e ,v!, ~A3!
and, analogously, if Bˆ is an equilibrium quantityAˆ ^ Bˆ ~e ,v!5Aˆ ~e ,v!Bˆ S e2 \v2 D . ~A4!
Also we generalize the commutator
@Aˆ ,Bˆ # ^ 5Aˆ ^ Bˆ 2Bˆ ^ Aˆ . ~A5!
The Fermi surface average ^&p8 is defined by
^&pf85
1
N f
E d2pf8
~2p\!3uvf~pf8!u
 , ~A6!
where N f is the total density of states at the Fermi surface in
the normal state
N f5E d2pf8
~2p\!3uvf~pf8!u
~A7!
and vf(pf8) is the normal state Fermi velocity at the position
pf8 on the Fermi surface
vf~pf8!5
]«~p!
]p up5pf8. ~A8!
Here, «(p) describes the normal state dispersion of the qua-
siparticle band crossing the Fermi level at pf8 .
APPENDIX B: PROJECTORS
Following Shelankov,18 we introduce the following pro-
jectors:
Pˇ 65
1
2 S 1ˇ 6 12ipgˇ D . ~B1!
From the normalization condition, gˇ ^ gˇ 52p21ˇ , it follows
that Pˇ 1 and Pˇ 2 are projection operators
Pˇ 1 ^ Pˇ 15Pˇ 1 , Pˇ 2 ^ Pˇ 25Pˇ 2 ~B2!
and project orthogonal to each other
Pˇ 11Pˇ 251ˇ , ~B3!
Pˇ 1 ^ Pˇ 25Pˇ 2 ^ Pˇ 150ˇ . ~B4!
The quasiclassical Green’s functions may be expressed in
terms of Pˇ 1 or Pˇ 2 ,
gˇ 52ip~Pˇ 12Pˇ 2!
52ip~2Pˇ 121ˇ !52ip~1ˇ 22Pˇ 2!. ~B5!
Equations of motion for the projectors can be extracted from
the corresponding equations for the quasiclassical Green’s
functions
@eˇ 2hˇ ,Pˇ 6# ^ 1i\vfPˇ 650ˇ . ~B6!
The Keldysh component of the Green’s functions gˆ K fulfills
the relation gˆ R ^ gˆ K1gˆ K ^ gˆ A50ˆ . This implies Pˆ 1
R
^ gˆ K
^ Pˆ 1
A 50ˆ and Pˆ 2
R
^ gˆ K ^ Pˆ 2
A 50ˆ , leading to
gˆ K5Pˆ 1
R
^ gˆ K ^ Pˆ 2
A 1Pˆ 2
R
^ gˆ K ^ Pˆ 1
A
. ~B7!
The value of Pˆ 1
R
^ gˆ K ^ Pˆ 2
A does not determine gˆ K uniquely.
It is possible to add Pˆ 2
R
^ Aˆ 1Bˆ ^ Pˆ 1
A to gˆ K with any matrix
function Aˆ and Bˆ without changing Pˆ 1
R
^ gˆ K ^ Pˆ 2
A ~similarly
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R
^ gˆ K ^ Pˆ 1
A ). One can use this property to obtain a
proper parametrization of gˆ K and to eliminate the unneces-
sary information in gˆ K. We write
gˆ K522pi~Pˆ 1
R
^ Xˆ K ^ Pˆ 2
A 1Pˆ 2
R
^ Yˆ K ^ Pˆ 1
A !, ~B8!
where Xˆ K and Yˆ K contain only one free spin matrix function
as parameter. The Xˆ K and Yˆ K have to fulfill fundamental
symmetry relations, following from the symmetry relations
for the quasiclassical Green’s function, gˇ . From the equa-
tions of motion of the Keldysh Green’s functions
~etˆ 32hˆ R! ^ gˆ K2gˆ K ^ ~etˆ 32hˆ A!1i\vfgˆ K
52~gˆ R ^ hˆ K2hˆ K ^ gˆ A!, ~B9!
we obtain the equations of motion for Xˆ K and Yˆ K using Eq.
~B6!
Pˆ 1
R
^ $~etˆ 32hˆ R! ^ Xˆ K2Xˆ K ^ ~etˆ 32hˆ A!1hˆ K
1i\vfXˆ K% ^ Pˆ 2A 50ˆ , ~B10!
Pˆ 2
R
^ $~etˆ 32hˆ R! ^ Yˆ K2Yˆ K ^ ~etˆ 32hˆ A!2hˆ K
1i\vfYˆ K% ^ Pˆ 1A 50ˆ . ~B11!
Tracing these equations properly in the Nambu space and
respecting the symmetries of Xˆ K and Yˆ K, one obtains two
equations for both undetermined 232 spin matrix functions,
which parametrize Xˆ K and Yˆ K.
Analogously we proceed for the linear response. From the
first-order normalization conditions ~37! we have Pˆ 1
R ,A
^ dgˆ R ,A ^ Pˆ 1
R ,A50ˆ and Pˆ 2
R ,A
^ dgˆ R ,A ^ Pˆ 2
R ,A50ˆ ; as a conse-
quence the spectral response, dgˆ R ,A, can be written as
dgˆ R ,A572pi@Pˆ 1
R ,A
^ dXˆ R ,A ^ Pˆ 2
R ,A2Pˆ 2
R ,A
^ dYˆ R ,A ^ Pˆ 1
R ,A# .
~B12!
Analogously, for the anomalous response the normalization
condition ~37! leads to Pˆ 1
R
^ dgˆ a ^ Pˆ 1
A 50ˆ and Pˆ 2
R
^ dgˆ a
^ Pˆ 2
A 50ˆ , so that dgˆ a can be written in the following form:
dgˆ a522pi@Pˆ 1
R
^ dXˆ a ^ Pˆ 2
A 1Pˆ 2
R
^ dYˆ a ^ Pˆ 1
A # .
~B13!
APPENDIX C: PARAMETER REPRESENTATIONS OF
THE QUASICLASSICAL GREEN’S FUNCTIONS
The projectors Pˆ 1R and Pˆ 2R may be parametrized in the
following way by complex spin matrices gR(pf ,R,e ,t) and
g˜ R(pf ,R,e ,t):
Pˆ 1
R 5S 1
2g˜ R
D ^ ~12gR ^ g˜ R!21 ^ ~1,gR!, ~C1!
Pˆ 2
R 5S 2gR1 D ^ ~12g˜ R ^ gR!21 ^ ~g˜ R,1 !. ~C2!
Here (11a ^ b)21 is defined by~11a ^ b !21 ^ ~11a ^ b !51. ~C3!
One immediately proves Pˆ 1
R
^ Pˆ 1
R 5Pˆ 1
R
, Pˆ 2
R
^ Pˆ 2
R 5Pˆ 2
R and
Pˆ 1
R
^ Pˆ 2
R 5Pˆ 2
R
^ Pˆ 1
R 50ˆ . A useful identity is
~11a ^ b !21 ^ a5a ^ ~11b ^ a !21, ~C4!
which may be used to obtain Pˆ 1
R 1Pˆ 2
R 51. The uniqueness
of the projectors is ensured by the symmetry relations be-
tween the matrix elements of the retarded and advanced
Green’s functions. We may obtain the advanced Green’s
functions either by the fundamental symmetry relation gˆ A
5tˆ 3(gˆ R)†tˆ 3 or analogously to the retarded case using ad-
vanced projectors Pˆ 1A 5tˆ 3(Pˆ 2R )†tˆ 3 , Pˆ 2A 5tˆ 3(Pˆ 1R )†tˆ 3
Pˆ 1
A 5S 2gA1 D ^ ~12g˜ A ^ gA!21 ^ ~g˜ A,1 !, ~C5!
Pˆ 2
A 5S 1
2g˜ A
D ^ ~12gA ^ g˜ A!21 ^ ~1,gA!. ~C6!
Here gA5(g˜ R)†, g˜ A5(gR)† holds. Introducing Eqs. ~C1!,
~C2!, ~C5!, ~C6! into Eq. ~B6!, and using e ^ a1a ^ e
52ea leads to the transport equations for gR ,A and g˜ R ,A,
Eqs. ~14! and ~15!, which are generalized Riccati differential
equations. They are supplemented by properly chosen initial
conditions. The solutions g˜ R ,A, gR ,A are introduced into Eqs.
~C1!, ~C2!, ~C5!, ~C6! to obtain the quasiclassical Green’s
functions, Eqs. ~11!, ~13!, via Eq. ~B5!.
The solutions for the coherence functions in a homoge-
neous singlet superconductor in equilibrium are
ghom
R ,A52
DR ,A
«R ,A6iA2DR ,AD˜ R ,A2~«R ,A!2
, ~C7!
g˜ hom
R ,A5
D˜ R ,A
«R ,A6iA2D˜ R ,ADR ,A2~«R ,A!2
, ~C8!
where «R ,A5e2(SR ,A2S˜ R ,A)/2. Note that (DR ,AD˜ R ,A) is
proportional to the unit spin matrix and that in the clean limit
(DR ,AD˜ R ,A)52uDu2. In the presence of a constant superflow
with momentum ps one has to make the replacement e→e
2vfps .
Using this parametrization the following representation
for the Keldysh component with Hermitean spin matrices
xK(pf ,R,e ,t) and x˜K(pf ,R,e ,t) is convenient. Substituting
Xˆ K5S xK 00 0 D , Yˆ K5S 0 00 x˜KD , ~C9!
into Eq. ~B8!, using the equation of motion for gˆ K, Eq. ~B9!,
leads to the transport equations for xK and x˜K, Eqs. ~16! and
~17!. Note that e ^ a2a ^ e5i\] ta . These transport equa-
tions have to be supplemented by initial conditions. For the
Keldysh Green’s function Eq. ~C9! leads to Eq. ~12!.
It is possible to introduce Shelankov’s distribution
functions18 F and F˜ , which are given by the parametrization
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They obey the symmetry relations F˜ (pf ,R,e ,t)5F
(2pf ,R,2e ,t)*, F˜ (pf ,R,e ,t)5F(pf ,R,e ,t)†. The xK and
x˜K are expressed in terms of them in the following way:
xK5~F2gR ^ F ^ g˜ A!,
x˜K5~F˜ 2g˜ R ^ F˜ ^ gA!. ~C11!
Using the introduced parametrization in terms of coherence
functions, the transport equation for F has the form
~ i\vfF1i\] tF !2gR ^ ~ i\vfF2i\] tF ! ^ g˜ A
1~2SR ^ F1F ^ SA1SK!
2gR ^ ~2S˜ R ^ F1F ^ S˜ A2S˜ K! ^ g˜ A
2gR ^ ~D˜ R ^ F2F ^ D˜ A1D˜ K!
1~DR ^ F2F ^ DA2DK! ^ g˜ A50. ~C12!
The transport equation for F˜ follows by application of the
conjugation operation, Eq. ~10!, to this equation. The gˆ K are
obtained by introducing Eq. ~C11! into Eq. ~12!. The later
parametrization is a convenient starting point for perturba-
tion theory from the equilibrium, because in the equilibrium
Feq5tanh
e
2T 52F
˜
eq , ~C13!
holds and all expression in the braces in Eq. ~C12! vanish
independently.
Finally we make the connection to our parametrization in
the linear response. With the choices
dXˆ R ,A5S 0 dgR ,A0 0 D , dYˆ R ,A5S 0 0dg˜ R ,A 0 D ,
~C14!
in Eq. ~B12!, and
dXˆ a5S dxa 00 0 D , dYˆ a5S 0 00 dx˜aD , ~C15!
in Eq. ~B13!, we arrive at Eqs. ~41!–~48!. With this param-
etrization the linear corrections to the distibution spin matri-
ces gR ,A, g˜ R ,A, xK, x˜K are given by dgR ,A, dg˜ R ,A, dxK, and
dx˜K, respectively.
APPENDIX D: REFLECTION AND TRANSMISSION
COEFFICENTS
In the superconducting state we define effective reflection
and transmission coefficients by
r i j
R 5~12g i
R
^ g˜ j
R!, r˜ i j
R 5~12g˜ i
R
^ g j
R!, ~ i , j51,2!,
~D1!R1l
R 5Rr22R ^ ~Rr22R 1Dr12R !21,
R1r
R 5~Rr˜ 22R 1Dr˜ 21R !21 ^ Rr˜ 22R , ~D2!
R˜ 1l
R 5Rr˜ 22R ^ ~Rr˜ 22R 1Dr˜ 12R !21,
R˜ 1r
R 5~Rr22R 1Dr21R !21 ^ Rr22R , ~D3!
A1l
R 5~g1
R2g2
R! ^ ~Rr˜ 22R 1Dr˜ 21R !21,
A1r
R 5~Rr22R 1Dr12R !21 ^ ~g1R2g2R!, ~D4!
A˜ 1l
R 5~g˜ 1
R2g˜ 2
R! ^ ~Rr22R 1Dr21R !21,
A˜ 1r
R 5~Rr˜ 22R 1Dr˜ 12R !21 ^ ~g˜ 1R2g˜ 2R!, ~D5!
and D1l
R 512R1l
R
, D1r
R 512R1r
R D˜ 1l
R 512R˜ 1l
R D˜ 1r
R 512R˜ 1r
R
.
Analogously we define these quantities on the other side of
the interface by interchanging 1 and 2. Advanced quantities
are given by the same expressions with the change in the
superscript R→A . The following relations are shown to
hold:
A1l
R 5
R1l
R
R ^ g1
R2
D1l
R
D ^ g2
R
, A1r
R 5g1
R
^
R1r
R
R 2g2
R
^
D1r
R
D ,
~D6!
A˜ 1l
R 5
R˜ 1l
R
R ^ g˜ 1
R2
D˜ 1l
R
D ^ g˜ 2
R
, A˜ 1r
R 5g˜ 1
R
^
R˜ 1r
R
R 2g˜ 2
R
^
D˜ 1r
R
D .
~D7!
As an example we consider the equilibrium spin-singlet case.
In equilibrium the ^ product reduces to a matrix product. In
this case we can write gR5isyg , g˜ R5isyg˜ , GR5isyG ,
G˜ R5isyG˜ , where g , g˜ , G , G˜ are scalar functions. The ef-
fective reflection and transmission coefficients are
R15R
11g2g˜ 2
11Rg2g˜ 21Dg1g˜ 2
, ~D8!
D15D
11g˜ 2g1
11Rg2g˜ 21Dg1g˜ 2
, ~D9!
R˜ 15R
11g2g˜ 2
11Rg2g˜ 21Dg2g˜ 1
, ~D10!
D˜ 15D
11g2g˜ 1
11Rg2g˜ 21Dg2g˜ 1
~D11!
~and analogously for the other side of the interface!, which
fulfill R j1D j51 and R˜ j1D˜ j51 ( j51,2).
PRB 61 9075DISTRIBUTION FUNCTIONS IN NONEQUILIBRIUM . . .*Present address: Materials Science Division, Argonne National
Laboratory, Argonne, Illinois 60439.
1 L.D. Landau, Zh. E´ ksp. Teor. Fiz. 32, 59 ~1957! @Sov. Phys.
JETP 5, 101 ~1957!#.
2 G.M. Eliashberg, Zh. E´ ksp. Teor. Fiz. 42, 1658 ~1962! @Sov.
Phys. JETP 15, 1151 ~1962!#.
3 G.M. Eliashberg, Zh. E´ ksp. Teor. Fiz. 61, 1254 ~1971! @Sov.
Phys. JETP 34, 668 ~1972!#.
4 J.W. Serene and D. Rainer, Phys. Rep. 101, 221 ~1983!.
5 A.A. Abrikosov and I.M. Khalatnikov, Rep. Prog. Phys. 22, 68
~1959!.
6 L.D. Landau, Zh. E´ ksp. Teor. Fiz. 35, 97 ~1959! @Sov. Phys.
JETP 8, 70 ~1959!#.
7 G. Eilenberger, Z. Phys. 214, 195 ~1968!.
8 A.I. Larkin and Y.N. Ovchinnikov, Zh. E´ ksp. Teor. Fiz. 55, 2262
~1968! @Sov. Phys. JETP 28, 1200 ~1969!#.
9 J. Bardeen, L.N. Cooper, and J.R. Schrieffer, Phys. Rev. 108,
1175 ~1957!.
10 A.I. Larkin and Y.N. Ovchinnikov, Zh. E´ ksp. Teor. Fiz. 68, 1915
~1975! @Sov. Phys. JETP 41, 960 ~1976!#; 73, 299 ~1977! @46,
155 ~1977!#.
11 L.P. Gor’kov, Zh. E´ ksp. Teor. Fiz. 34, 735 ~1958! @Sov. Phys.
JETP 7, 505 ~1958!#; 36, 1918 ~1959! @9, 1364 ~1959!#.
12 A.F. Andreev, Zh. E´ ksp. Teor. Fiz. 46, 1823 ~1964! @Sov. Phys.
JETP 19, 1228 ~1964!#.
13 N.N. Bogoliubov, Zh. E´ ksp. Teor. Fiz. 34, 58 ~1958! @Sov. Phys.
JETP 7, 41 ~1958!#.
14 P. G. de Gennes, Superconductivity in Metals and Alloys ~Ben-
jamin, New York, 1966!.
15 W.J. Tomasch, Phys. Rev. Lett. 15, 672 ~1965!; 16, 16 ~1966!.
16 C. Caroli, P.G. de Gennes, and J. Matricon, Phys. Lett. 9, 307
~1964!.
17 L.V. Keldysh, Zh. E´ ksp. Teor. Fiz. 47, 1515 ~1964! @Sov. Phys.
JETP 20, 1018 ~1965!#.
18 A.L. Shelankov, Zh. E´ ksp. Teor. Fiz. 78, 2359 ~1980! @Sov. Phys.
JETP 51, 1186 ~1980!; J. Low Temp. Phys. 60, 29 ~1985!.
19 Y. Nagato, K. Nagai, and J. Hara, J. Low Temp. Phys. 93, 33
~1993!; S. Higashitani and K. Nagai, J. Phys. Soc. Jpn. 64, 549
~1995!; Y. Nagato, S. Higashitani, K. Yamada, and K. Nagai, J.
Low Temp. Phys. 103, 1 ~1996!.
20 N. Schopohl and K. Maki, Phys. Rev. B 52, 490 ~1995!; N.
Schopohl, cond-mat/9804064 ~unpublished!.
21 G.E. Blonder, M. Tinkham, and T.M. Klapwijk, Phys. Rev. B 25,
4515 ~1982!.
22 C. Bruder, Phys. Rev. B 41, 4017 ~1990!; C. Honerkamp and M.
Sigrist, cond-mat/9706199 ~unpublished!; J. Low Temp. Phys.
111, 895 ~1998!.
23 J. Rammer and H. Smith, Rev. Mod. Phys. 58, 323 ~1986!.
24 A. I. Larkin and Y. N. Ovchinnikov, in Nonequilibrium Super-
conductivity, edited by D. N. Langenberg and A. I. Larkin
~Elsevier Science, Amsterdam, 1986!, p. 493.
25 A. A. Abrikosov, L.P. Gor’kov, and I.E. Dzyaloshinski. Methods
of Quantum Field Theory in Statistical Physics ~Prentice-Hall,
Englewood Cliffs, NJ, 1963!.
26 M. Eschrig, Ph.D. thesis, Universita¨t Bayreuth, 1997; M. Eschrig,
cond-mat/9907312 ~unpublished!.
27 A. Schmid and G. Scho¨n, J. Low Temp. Phys. 20, 207 ~1975!.
28 Nonequilibrium Superconductivity, edited by A. Schmid in K. E.
Gray ~Plenum, New York, 1981!.
29 U. Gunsenheimer and A.D. Zaikin, Phys. Rev. B 50, 6317 ~1994!;
Europhys. Lett. 41, 195 ~1998!.30 W. Belzig, C. Bruder, and A.L. Fauche`re, Phys. Rev. B 58, 14
531 ~1998!; A.L. Fauche`re, cond-mat/990528 ~unpublished!; W.
Belzig, F.K. Wilhelm, C. Bruder, G. Scho¨n, and A. Zaikin,
cond-mat/9812297 ~unpublished!; Superlattices Microstruct. 25,
1251 ~1999!.
31 A.V. Zaitsev, Zh. E´ ksp. Teor. Fiz. 86, 1742 ~1984! @Sov. Phys.
JETP 59, 1015 ~1984!#; A.L. Shelankov, Fiz. Tverd. Tela ~Len-
ingrad! 26, 1615 ~1984! @Sov. Phys. Solid State 26, 981 ~1984!#.
32 A. Millis, D. Rainer, and J.A. Sauls, Phys. Rev. B 38, 4504
~1988!.
33 B. Ashauer, G. Kieselmann, and D. Rainer, J. Low Temp. Phys.
63, 349 ~1986!.
34 G. Kieselmann, Phys. Rev. B 35, 6762 ~1987!.
35 K. Nagai and J. Hara, J. Low Temp. Phys. 71, 351 ~1988!; M.
Ashida, S. Aoyoma, J. Hara, and K. Nagai, Phys. Rev. B 40,
8673 ~1989!.
36 S.-K. Yip, J. Low Temp. Phys. 109, 547 ~1997!.
37 The second equalities in Eqs. ~32! and ~33! can be verified using
relations such as (Dg1R1Rg2R) ^ @12g˜ 2R ^ (Dg1R1Rg2R)#21
5@12(Dg1R1Rg2R) ^ g˜ 2R#21 ^ (Dg1R1Rg2R).
38 M. Eschrig, cond-mat/9804330 ~unpublished!; M. Eschrig, J.A.
Sauls, and D. Rainer, cond-mat/9805299 ~unpublished!; M. Es-
chrig, J. A. Sauls, and D. Rainer, Phys. Rev. B 60, 10 447
~1999!. In order to generalize the formulation to the full spin
space we changed slightly our notation compared to Refs. 26
and 38. The connection to the equations in these references is
made by the following replacements in the current paper: gR ,A
→6isygR ,A, g˜ R ,A→6isyg˜ R ,A, and analog replacements for
DR ,A, D˜ R ,A and all the corresponding linear response quantities.
39 D.J. Van Harlingen, Rev. Mod. Phys. 67, 515 ~1995!; D.J. Scala-
pino, Phys. Rep. 250, 329 ~1995!.
40 L. Buchholtz and G. Zwicknagl, Phys. Rev. B 23, 5788 ~1981!.
41 C.R. Hu, Phys. Rev. Lett. 72, 1526 ~1994!; C. Yang and C.R. Hu,
Phys. Rev. B 50, 16 766 ~1994!.
42 M. Matsumoto and H. Shiba, J. Phys. Soc. Jpn. 64, 3384 ~1995!;
64, 4867 ~1995!.
43 Y. Tanaka and S. Kashiwaya, Phys. Rev. Lett. 74, 3451 ~1995!;
Phys. Rev. B 53, 9371 ~1996!.
44 M. Fogelstro¨m, D. Rainer, and J.A. Sauls, Phys. Rev. Lett. 79,
281 ~1997!; M. Covington, M. Aprili, E. Paraoanu, L.H. Greene,
F. Xu, J. Zhu, and C.A. Mirkin, ibid. 79, 277 ~1997!; 79, 2598
~1997!; D. Rainer, H. Burkhardt, M. Fogelstro¨m, and J.A. Sauls,
J. Phys. Chem. Solids 59, 2040 ~1998!.
45 L. Alff, H. Takashima, S. Kashiwaya, N. Terada, H. Hara, Y.
Tanaka, M. Koyanagi, and K. Kajimura, Phys. Rev. B 55,
R14 757 ~1997!; L. Alff, S. Kleefisch, U. Schoop, M. Zittartz, T.
Kemen, T. Bauch, A. Marx and R. Gross, cond-mat/9806150
~unpublished!.
46 R. Meservey and P.M. Tedrow, Phys. Rep. 238, 173 ~1994!.
47 G. Kieselmann and D. Rainer, Z. Phys. B: Condens. Matter 52,
267 ~1983!.
48 S.-K. Yip, Phys. Rev. B 32, 2915 ~1985!.
49 W. Zhang, J. Kurkija¨rvi, D. Rainer, and E.V. Thuneberg, Phys.
Rev. B 37, 3336 ~1988!.
50 J. Kurkija¨rvi and D. Rainer, in Helium Three, edited by W. P.
Halperin and L. P. Pitaevskij ~Elsevier Science Publishers, Brit-
ish Vancouver, 1990!, pp. 313-325.
51 T. Tokuyasu, J.A. Sauls, and D. Rainer, Phys. Rev. B 38, 8823
~1988!.
52 A.L. Shelankov, Fiz. Tverd. Tela ~Leningrad! 26, 1615 ~1984!
9076 PRB 61MATTHIAS ESCHRIG@Sov. Phys. Solid State 26, 981 ~1984!#.
53 M.F. Atiyah, V.K. Patodi, and I.M. Singer, Math. Proc. Cam-
bridge. Philos. Soc. 77, 43 ~1975!.
54 M. Sigrist, D.B. Bailey, and R.B. Laughlin, Phys. Rev. Lett. 74,
3249 ~1995!.55 L.J. Buchholtz, M. Palumbo, D. Rainer, and J.A. Sauls, J. Low
Temp. Phys. 101, 1079 ~1995!; 101, 1099 ~1995!.
56 M. Palumbo, P. Muzikar, and J.A. Sauls, Phys. Rev. B 42, 2681
~1990!.
