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Resumen 
Esta investigación tiene por objetivo el modelamiento de la interacción de datos 
gravimétricos, nivelación geométrica y posicionamiento GPS, a través de un modelo de 
aprendizaje de máquina, para estimar con cierto grado de precisión alturas niveladas 
mediante  la implementación de algoritmos que relacionan datos de entrada, por medio 
de un proceso de transformación, donde se obtiene una variable dependiente en función 
de las relaciones intrínsecas entre las variables explicativas. 
Los insumos del modelo se obtuvieron de los datos de gravimetría, nivelación geométrica 
y posicionamiento GPS del Instituto Geográfico Agustín Codazzi, al igual que datos de 
gravimetría satelital, para las zonas con poco muestreo.  
Inicialmente, se realizará el procesamiento de la información cruda aplicando las 
correcciones y ajustes pertinentes enmarcados dentro los estándares de precisión en 
cada disciplina. El modelo basado en datos es aplicable dentro de una zona específica y 
busca ser implementado en el territorio Colombiano, cumpliendo con los requerimientos 
de precisión para diferentes áreas de estudio cómo es el caso de Geodesia, Geología o 
Geofísica.       
Palabras clave: Aprendizaje de Máquina, Geodesia, Nivelación Geométrica, Gravimetría, 
Altura elipsoidal, Sistemas de referencia.  
 
Abstract 
This investigation has for aim the modelling of the interaction of gravimetric data, spirit 
levelling and positioning GPS data, across a model of machine learning, to estimate with 
certain degree of precision  levelled  heights by means of the implementation of 
algorithms that relate information of entry, by means of a process of transformation where 
a dependent variable is obtained depending on the intrinsic relations between the 
explanatory variables. 
 VII
 
 
The inputs of the model were obtained of gravimetric data, levelled heights and 
positioning GPS of the Geographical Institute Agustín Codazzi, as well as the Satellital 
gravimetry data for the zones with little sampling. 
 
Initially, is realized the processing of the raw information, applying the alterations and 
pertinent adjustments framed inside the precision standards in every discipline. The 
model based on information is applicable inside a specific zone and seeks to be 
implemented in the Colombian territory, fulfilling with the precision requirements for 
different areas of study how it is the case of Geodesy, Geology or Geophysics. 
 
Keywords: Machine Learning, Geodesy, Spirit Levelling, Gravimetry, Ellipsoidal Height, 
Reference Systems 
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Introducción 
En los últimos años, el avance de las tecnologías geoespaciales ha cambiado de manera 
radical la percepción del mundo. La gran precisión a la hora de medir las variables 
geométricas y físicas de la Tierra, ha permitido determinar modelos fieles a las dinámicas 
propias del planeta. Sin embargo, al tratar un sistema tan complejo y al reducir la escala 
de captura de los datos, cómo solución de problemas regionales y locales, es necesaria 
la integración de nuevas y mejores técnicas, que permitan elevar los niveles de detalle de 
la información espacial, para lograr una buena estimación de las variables que 
intervienen en determinado proceso. 
 
Una de las ramas en la que se evidencia un adelanto significativo, es el posicionamiento 
absoluto dentro de un sistema de referencia, con técnicas como los Sistemas de 
Navegación Globales por Satélite (GNSS), y en especial GPS (Global Positioning 
System) con los que a través de un dispositivo, el usuario, captura las coordenadas 
latitud, longitud y altura elipsoidal, de cualquier sitio sobre la superficie terrestre. Estas 
mediciones están referidas a un elipsoide, elemento matemático y geométrico, que es 
una buena representación de la forma y figura de la tierra (Heiskanen & Moritz, 1967). 
 
Las mediciones GPS, tienen altas posibilidades de operabilidad, a cualquier hora y bajo 
las condiciones propias del entorno, además de ser una técnica económica que ofrece 
precisiones de pocos centímetros, por medio de técnicas diferenciales, en coordenadas 
horizontales (latitud y longitud); sin embargo, la precisión no es tan alta en medidas 
verticales (Hofmann-Wallenhof et al., 2003.) 
 
Al comparar mediciones de alturas referidas al nivel medio del mar, capturadas con 
precisiones muy altas, a través de técnicas clásicas de la geodesia, y alturas medidas 
con dispositivos GPS, se encuentran grandes diferencias, debido a que están medidas 
con respecto a dos superficies diferentes: El elipsoide que es una figura idealizada, que 
se aproxima a la figura de la tierra, y por otro lado una superficie equipotencial de 
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referencia, que sufre alteraciones y deformaciones por fuerzas físicas. Esta diferencia es 
el resultado de las variaciones de gravedad presente en el área de observación. 
 
La técnica clásica de Geodesia para obtener alturas, es la nivelación geométrica, o Spirit 
leveling, que consiste en la medición de desniveles entre dos puntos (Heiskanen & 
Moritz, 1967). Esta técnica, que provee precisiones muy altas, tiene el inconveniente de 
ser costosa,  y prácticamente imposible de llevar a cabo en las zonas montañosas. Para 
que un usuario común, pueda calcular dentro de su proyecto, alturas con precisiones que 
no superen los 10 cm, es necesario que se mida los desniveles a partir de un punto de la 
red de nivelación nacional, establecida por el Instituto Geográfico Agustín Codazzi 
(IGAC), siguiendo la ruta  de las principales vías del país.    
 
Debido a la implementación de las tecnologías GNSS, ha surgido la necesidad de 
combinar las dos técnicas de posicionamiento horizontal y vertical, facilitando el cálculo. 
Esta técnica es conocida cómo nivelación GPS,  donde se utiliza la relación entre altura 
elipsoidal, ondulación geoidal y altura nivelada. Para Colombia, la altura obtenida por 
este método es comparable con alturas obtenidas a partir de Nivelación Trigonométrica, 
con precisiones de 80 cm, siempre y cuando haya un ajuste con un punto de la red 
geodésica nacional, con una distancia menor a 20 kilómetros. (Sánchez & Martínez. 
1997). 
 
La ondulación geoidal se obtiene de la diferencia del elipsoide y la superficie 
equipotencial, ortogonal al vector gravedad, conocida cómo Geoide, aproximada al nivel 
medio del mar (Heiskanen & Moritz, 1967) 
 
Para lograr que la precisión de la nivelación GPS llegue a ser del orden menor al 
decímetro y pueda ser comparable con la nivelación geométrica, con la que se alcanzan 
precisiones de 1 a 2 o menos centímetros, es necesario tener en cuenta el efecto del 
campo de gravedad, ya que las mediciones de desniveles de altura, se orientan 
verticalmente según la línea de la plomada, que es el vector perpendicular a la superficie 
equipotencial de gravedad Terrestre. 
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Por las anteriores consideraciones, sumado a la densificación de las redes nacionales, es 
necesario implementar una técnica, con la que se puedan obtener datos de zonas poco 
muestreadas, teniendo en cuenta las variables, altura nivelada, gravedad observada y 
mediciones GPS. 
 
Si se tiene presente que existe una relación entre las tres variables, es posible 
determinar un modelo basado en datos, utilizando algoritmos de sistemas inteligentes 
que permitan modelar alguna de las variables dependientes (salida), en torno a las otras 
(entradas). Al desarrollar un buen modelo, que cuente con una precisión que satisfaga 
los requerimientos de trabajos en geociencias, es posible obtener alturas niveladas, en 
zonas donde no se cuente con puntos de nivelación del IGAC, en donde realizar 
mediciones directas resulta costoso y prácticamente imposible. Por ejemplo, si se tiene 
posición a través de un dispositivo de captura GPS, es decir coordenadas latitud, longitud 
y altura elipsoidal, en combinación con un modelo de gravedad, se puede determinar la 
altura nivelada.  
 
Si bien no se pretende desconocer el tratamiento geodésico de las variables, la 
Geomática puede aportar una herramienta que permita hacer el cálculo de alguna de 
ellas en función de las otras, basándose en la naturaleza misma de los datos y sus 
relaciones intrínsecas entre ellos, teniendo presente que se tratan de variables 
espaciales continuas, donde, es posible desarrollar análisis geoestadístico para su 
tratamiento y procesamiento. Sumado a lo anterior, el uso de datos de gravimetría 
satelital, es una fuente de información que no se ha trabajado a profundidad en 
Colombia, siendo una herramienta potencial, para determinar el comportamiento del 
campo de gravedad en el territorio Nacional. 
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1. Marco Teórico. 
1.1 Conceptos sobre Geodesia y Sistemas de Referencia 
Verticales 
Uno de los primeros ejercicios, donde se trató la conveniencia del uso de un sistema de 
alturas físicas para Colombia, fue consolidado en el  documento “Determinación de 
alturas físicas en Colombia” (Sánchez, 2002). Este trabajo muestra toda la 
fundamentación teórica sobre la modernización de los sistemas de referencias verticales, 
para ser compatibles con las nuevas tecnologías de posicionamiento. 
 
La autora, sustenta que las alturas medidas en los países de América del Sur, son 
cantidades geométricas, medidas con técnicas clásicas de la geodesia, cómo lo es la 
nivelación, donde no se han involucrado las correcciones por Gravedad, y se asumió este 
efecto cómo un error sistemático de medición. Esta inconsistencia se evidencia, al utilizar 
técnicas de posicionamiento satelital y su combinación con modelos geoidales 
gravimétricos.  
 
En la nivelación clásica o Spirit Levelling (Figura 1-1), se hacen mediciones de 
desniveles, donde el sistema se orienta verticalmente  según la línea de la plomada, que 
es el vector ortogonal a la superficie equipotencial del campo de gravedad terrestre. Las 
diferencias de nivel, corresponden con la sección de la línea de la plomada, entre la 
superficie terrestre y la tangente a la equipotencial  realizada por  el instrumento, que 
pasa por el punto de observación (Sánchez, 2002). 
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Cómo se puede observar en la Figura 1-2, al comparar la sección II con la sección I, la 
medición de desnivel entre los puntos A y B, va a sufrir una deformación dependiendo de 
la sección utilizada. Esto impide  que las alturas niveladas sean utilizadas directamente y 
obliga su transformación en diferencias de potencial (Torge, 2001) 
Figura 1-1 Nivelación Geométrica. (Hofmann-Wallenhof et al., 2003) 
 
Figura 1-2 Relación de la nivelación geométrica, altura elipsoidal y alturas físicas. 
(Sánchez, 2002) 
 
El tipo de altura física más cercano a la altura nivelada, es la altura ortométrica, que es la 
diferencia de la superficie terrestre y la superficie de referencia que coincide con el nivel 
medio del mar, medido a lo largo de la línea de la plomada. 
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La superficie de referencia que más se aproxima al nivel medio del mar es conocido 
cómo Geoide  que se define como una superficie equipotencial del campo de gravedad,  
que se expresa por (Ecuación 1.1, Torge, 1989): 
                                                =  =      (1.1) 
Donde w es el potencial del campo de gravedad. 
El elipsoide es una superficie idealizada para representar la forma y figura de la tierra 
convirtiéndose en el modelo geométrico de referencia para la definición de coordenadas 
(posiciones) horizontales. La ondulación geoidal es la separación entre el Geoide y el 
elipsoide (Hofmann-Wallenhof & Moritz, 1967). 
 
La combinación de las alturas elipsoidales y alturas físicas es posible si se conoce la 
relación entre las dos superficies verticales de referencia correspondiente, por ejemplo 
tanto las ondulaciones geoidales (N) como las alturas ortométricas (H) se encuentran 
”relacionadas” con la altura elipsoidal (h), por la siguiente expresión (Heiskanen & Moritz, 
1967): 
                                                    ℎ = 
 +      (1.2) 
 
La altura geoidal o altura anómala, se determina mediante el modelamiento de 
mediciones del campo de gravedad terrestre (Sánchez, 2003). Un Geoide se desvía de 
un elipsoide ajustado (por ejemplo, el GRS 80) hasta en 100 metros en zonas 
montañosas (Hofmann-Wallenhof et al., 2003). 
 
En Colombia, las líneas de Nivelación han sido establecidas por el Instituto Geográfico 
Agustín Codazzi, a lo largo de las principales vías nacionales, definidas en tres órdenes 
de precisión (Sánchez, 2003): 
• Red de Nivelación de Primer Orden: Error medio menor ±4mm√s, donde s, es la 
distancia en Kilómetros, para diferencias de medidas entre ida y vuelta.  
• Red de Nivelación de Segundo Orden: Diferencias entre las medidas de ida y 
vuelta alrededor de ±8mm√s. 
• Red de Nivelación de tercer Orden: Diferencias entre las medidas de ida y vuelta 
alrededor de ±12mm√s. 
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El punto cero de nivelación fue determinado a partir del promedio de las mediciones 
registradas por el mareógrafo ubicado en Buenaventura. Esta decisión se tomó con base 
en la concepción clásica de que el geoide coincide con el nivel medio del mar. Además 
los registros del nivel promedio del mar para el océano pacifico era aproximadamente 28 
cm más alto que el del mar Caribe (García & Cuervo, 1978). 
 
Estudios posteriores demostraron que la diferencia entre el geoide, y el Datum 
Buenaventura es de 42 cm para un geoide local (Sánchez & Drewes, 2001) y de 61 cm 
para el modelo EGM96 (Earth Geopotencial Model, Lemoine et al. 1998), Por lo cual se 
pueden obtener errores de medición de 1 metro, respecto a un Datum global. 
 
En el año 2004, se creó el Modelo Geoidal detallado para Colombia, GEOCOL 2004 
(Sánchez, 2003). Este modelo fue desarrollado con base en los datos de gravimetría de 
la red SIGNAR (Sistema Gravimétrico Nacional de Referencia), datos de la DMA 
(Defense Mapping Agency), gravimetría de compañías petroleras y datos de altimetría 
satelital. La principal ventaja de la definición de un modelo geoidal, es la definición de un 
sistema vertical de referencia moderno, que permita su combinación  con el sistema  de 
referencia terrestre geométrico (ITRS: International Terrestial Reference System) sobre 
cuál se definen las alturas elipsoidales determinadas con GPS (Sánchez, 2003). 
 
Dado que las alturas oficiales para Colombia son las alturas niveladas, se utilizaron las 
alturas normales (Sánchez, 2002) para la evaluación de GEOCOL 2004. Este modelo 
arrojó diferencias entre alturas normales y alturas elipsoidales entre -1.20 m y -3.13 m, 
que se asoció a errores sistemáticos en el procesamiento y captura de los datos 
(Sánchez, 2003). La autora, recomienda la implementación de alturas normales cómo el 
tipo de altura físico más adecuado para el territorio colombiano. Este tipo de altura está 
referida a la superficie equipotencial del Cuasigeoide, y tiene la ventaja que se asume la 
gravedad normal en función de la latitud, y no tiene en consideración la densidad de la 
tierra. 
 
Aunque este modelo es muy detallado, la precisión de las alturas normales, comparadas 
con las alturas elipsoidales, no satisfacen los requerimientos propios de las áreas de 
estudio de la tierra. Cómo alternativa se planteó el Método de Nivelación GPS, en el cuál 
24 Desarrollo de un algoritmo de Aprendizaje de Máquina para Gravimetría, 
Nivelación geométrica y Alturas Elipsoidales. 
 
 
combina las técnicas de posicionamiento GPS, con la nivelación clásica, donde se 
determina una altura relativa a través del cálculo de las diferencias relativas entre las 
alturas elipsoidales y la ondulación geoidal [∆H= ∆h-∆N], lo cual requiere que un punto 
base de levantamiento diferencial GPS, tenga cota conocida a partir de nivelación 
Geométrica, en un rango de acción menor a 20 kilómetros. Sin embargo la precisión de 
este método es comparable a la obtenida por una nivelación trigonométrica (~ 80 cm). Al 
momento de requerir una precisión mayor, es necesaria la implementación de la 
nivelación geométrica, a través de las lecturas ópticas (Sánchez & Martínez. 1997). 
 
A nivel mundial se han realizado varios ejercicios en los que se han transformado las 
alturas niveladas, a algún tipo de alturas físicas  (Garafulic Caviedes, 2003;  
Grebenitcharsky & Rangelova, 2005;  Benahmed Daho, 2010; Corchete, Flores, & 
Oviedo, 2006; Featherstone, 2001) en los que la información gravimétrica es parte 
fundamental del cálculo. El método general es el procesamiento de la información 
gravimétrica cruda (correcciones y anomalías), para el posterior cálculo de los números 
geopotenciales  que es la diferencia entre el geoide y la superficie equipotencial de un 
punto sobre la corteza terrestre satisfaciendo (Hofmann-Wallenhof & Moritz, 2005):  
 
                                           	 	 =  − =      (1.3) 
 
A través de los números potenciales se hace el cálculo de las alturas físicas  con la 
siguiente relación:  
	
																																																						
 = ú !"	# "$"% &'()*	+,)*"!	- 	*)	#!). -)-	#																																							1.4) 
 
En la práctica, estas diferencias corresponden con los resultados de las nivelaciones 
clásicas combinadas con los valores de gravedad registrados en la zona de interés.  
(Garafulic Caviedes, 2003). 
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La clase de altura (H) obtenida, dependerá del tipo de gravedad (G) incluida. Si G 
corresponde con el valor medio de gravedad teórica (normal) entre la estación y la 
superficie de referencia, la altura calculada será normal. Mientras que, si G equivale a un 
valor constante de gravedad teórica para un punto arbitrario, H es conocida como altura 
dinámica. Finalmente, si G es igual al valor medio de gravedad real entre el geoide y la 
estación evaluada, la altura estimada es llamada ortométrica (Sánchez, 2002). 
1.2 Modelos Satelitales Gravimétricos. 
A través del desarrollo de la captura de datos, desde plataformas satelitales, se han 
desarrollado misiones exclusivas para la toma de información del campo de gravedad de 
la tierra. Misiones cómo GRACE (Gravity Recovery and Climate Experiment) lanzada en 
el 2001 por la NASA y CHAMP (Challenging Mini-Satellite Payload) lanzada en el año 
2000, obtuvieron las variaciones en sus órbitas normales por cuenta del campo de 
gravedad Terrestre. Esta medición es controlada  por medio de la técnica SLR (Satellite 
laser ranging), que consiste en la medición de distancias mediante la emisión  pulsos 
láser, de acuerdo con el principio  pulso – eco.  
 
Las misiones satelitales gravimétricas mejoran la precisión, ya que resuelven en varios 
órdenes de magnitud la fórmula de Stokes, en todas las longitudes de onda, con una 
precisión espacial  menores a 100 km  (Wahr, 1999)  
 
La más reciente misión para medir el campo de gravedad de la tierra, es denominada 
GOCE (Gravity field and steady-state Ocean Circulation Explorer), lanzada en el año 
2009, capaz de determinar las anomalías del campo gravitatorio terrestre con una 
precisión de 10-5 m/s2, además de calcular un modelo geoidal global, con una precisión 
menor a los 2 metros. 
 
Para el desarrollo de modelos geoidales locales, es fundamental el uso de los datos 
gravimétricos satelitales, para subsanar la falta de información, en zonas poco 
muestreadas con la medición gravimétrica terrestre. A nivel mundial se han desarrollado 
varios modelos geoidales, a partir de información de gravimetría satelital (Sadiq, 
Tscherning, & Ahmad, 2010;  Garzón et al. 2011;  Rangelova et al. 2009), en los que se 
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comprueba las bondades de este tipo de información. Incluso se llega a decir que hay 
diferencias menores del 10% entre información de gravimetría Satelital y gravimetría 
terrestre (Garzón et al. 2011). 
1.2.1 Modelos Globales geopotenciales  
El seguimiento por cerca de tres décadas de los datos de las órbitas de algunos satélites 
a diferentes altitudes con diversas inclinaciones, han permitido mejorar el conocimiento 
del campo gravitacional de la tierra. Estos métodos proporcionan una información precisa 
en las longitudes de ondas largas. Sin embargo no es suficiente para un conjunto de 
aplicaciones sumado a que su escala temporal es muy grande (Reigber et al. 2005). 
Estas limitaciones tienen cómo causa la atenuación de la señal gravitacional con 
respecto a la altitud, al igual que la dispersión de los datos de la órbita y la dificultad del 
modelamiento de las fuerzas no gravitacionales que intervienen en la mayoría de los 
satélites (Biancale et al. 2000). 
 
Misiones cómo CHAMP, mejoraron la precisión alcanzada, al incluir acelerómetros a 
bordo del satélite, y seguimientos continuos de la órbita con tecnología GPS; 
características fundamentales al determinar el campo gravitacional de longitud de onda 
larga (citado por Reigber et al. 2005). En los años siguientes misiones cómo GRACE y 
GOCE, mejoraron la resolución y la precisión de los modelos gravitacionales a partir de 
seguimientos tridimensionales sin interrupción; el avance en las técnicas de medición, 
con instrumentos más sensibles, que permiten la compresión de las fuerzas no 
gravitacionales (Rodriguez-Caderot et al. 2006) 
 
El potencial gravitacional (), es la suma del potencial generado por la atracción de las 
masas (/) y el potencial centrifugo (Balmino et al. 1996). Una superficie donde el 
potencial  es igual a una constante se conoce cómo superficie equipotencial.  Los 
puntos sobre cada una de las superficies pueden ser determinados regionalmente por 
mareografos. 
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Los Modelos Globales Geopotenciales son un conjunto de coeficientes que permiten 
expresar el campo de gravedad terrestre cómo un desarrollo en armónicos esféricos 
(Bollini et al. 2012). Los Coeficientes ̅& y  1&̅ son calculados a partir de mediciones 
satelitales y terrestres. . Los coeficientes de las series son nombrados de acuerdo al 
grado y orden  y 2 donde 2 ≤ . Los armonicos zonales son los coeficientes de orden 
cero y corresponden a los promedios del potencial en longitud. Los demás coeficientes 
se conocen cómo armónicos de teselas que corresponden a sectores donde  = 2 
(Balmino et al., 1996).  
 
				/4, 6, 	78 = #9! :1 + ∑ =
)
!>
& ∑ ̅& cos27 + 1&̅ sin27DE&cos 6&FG&FH I                 (1.5) 
 
Los modelos globales geopotenciales son clasificados por Amos y Featherstone (2003) 
en tres clases:  
1. Modelos Globales Geopotenciales Satelitales: Derivados del análisis de las 
órbitas de los satélites artificiales de la tierra. Estos modelos están disponibles 
hasta un grado 70. Estos cuentan con ciertas limitaciones respecto cómo es la 
incapacidad de seguimiento continuo por estaciones terrestres, el modelamiento 
impreciso de la resistencia de la atmosfera entre otras. 
2. Modelos Globales Geopotenciales combinados: Se obtienen a partir de la 
combinación de los datos satelitales, observaciones gravimétricas terrestres y 
anomalías marinas gravimétricas derivadas de altimetría de radar. La 
composición de todas estas fuentes de datos incremental al máximo los grados 
de los armónicos esféricos. Sin embargo tienen dos limitaciones con respecto a la 
cobertura espacial y que dependen de la calidad de los datos del que están 
compuestos, cómo es el caso de información capturada en diferentes datums 
verticales que causan errores de las anomalías gravimétricas en las longitudes de 
onda larga. (citado por Amos & Featherstone, 2003). 
3. Modelos Globales Geopotenciales Adaptados: son ajustados con fórmulas 
integrales que derivan correciones a los coeficientes geopotenciales de los 
modelos, en contraposición de la combionación de las ecuaciones normales que 
se usaron para construir los modelos combinados. 
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1.3 Aprendizaje de Máquina 
El aprendizaje de maquina (machine learning) se basa en los comportamientos de los 
humanos y animales, en los que se obtienen diferentes respuestas a partir estímulos. 
Una máquina aprende cada vez que cambia su estructura, programa, o datos (sobre la 
base de sus entradas o en respuesta a la información externa) de tal manera que mejora 
el rendimiento (Nilsson, 1998). 
El aprendizaje automático por lo general se asocia a los cambios en los procedimientos 
que realizan diferentes tareas por medio de sistemas inteligentes, que permiten resolver 
problemas de reconocimiento, clasificación, predicción, asociación y agrupación, 
emulando el razonamiento humano en un dominio concreto basados en análisis formal y 
estadístico del conjunto de datos de estudio (Coppin, 2004). 
 
Dentro de las principales ventajas del aprendizaje de máquina se encuentran  (Nilsson, 
1998): 
• Algunas tareas no pueden ser comprendidas a plenitud, exceptuando cuando se 
tiene un ejemplo de la realización de la misma. Por ejemplo se puede conocer 
muy bien los datos de entrada y los datos de salida de cierta actividad, pero no se 
conoce la relación concisa que los une. El aprendizaje de máquina puede ajustar 
su estructura interna para producir salidas correctas restringiendo los datos de 
entrada, y aproximarse a esa relación buscada. 
• Dentro de un volumen considerable de datos, puede encontrarse relaciones y 
correlaciones escondidas, que no son perceptibles a simple vista por un usuario. 
El aprendizaje de máquina puede extraer dichas correlaciones a través de los 
métodos de minería de datos. 
• La cantidad de información y conocimiento disponible de ciertas tareas del mundo 
cotidiano puede ser demasiado grande para la codificación  explicita de los seres 
humanos. Por ejemplo la contabilidad de una empresa puede llegar ser una tarea 
costosa para un profesional, pero una rutina sencilla para un ordenador. El 
aprendizaje de máquina ofrece soluciones eficientes para este tipo de problemas. 
 29
 
 
• La gran mayoría de actividades del mundo real son dinámicas, cambian su 
estructura a través del tiempo. El aprendizaje de máquina es capaz de adaptarse, 
reduciendo el costo de rediseño. 
 
En el aprendizaje de máquina convergen diversas ramas del conocimiento cómo lo son la 
estadística, que provee la información de la distribución de un conjunto de datos y 
diversas técnicas de predicción; modelos neuronales que permiten el manejo de 
elementos no lineales a través del manejo de estímulos, asignando pesos a los datos de 
entrada  por medio de una función de activación; teoría del control adaptativo (Bollinger & 
Duffie, 1988) que estudia el problema del control de procesos cuando se desconocen los 
parámetros que deben ser estimados durante la operación; modelos psicológicos que 
estudian el rendimiento de las decisiones humanas en tareas de aprendizaje, cómo lo 
son las redes semánticas  (Anderson & Bower, 1973). 
 
Por lo general, en la gran mayoría de problemas de aprendizaje, las tareas requieren 
clasificar entradas de acuerdo a un conjunto finito (o infinito) de “etiquetas” (Coppin, 
2004). Dichas etiquetas corresponden a variables categóricas en las cuáles se clasifica 
un grupo determinado de datos discretos, o en el caso de variables continuas 
corresponden a la predicción de acuerdo a un modelo de regresión. Las tareas de 
clasificación tienen un conjunto de entrenamiento, en el cuál se conocen las etiquetas a 
priori, generalmente establecidas por un experto en el tema objeto de estudio quien 
clasifica manualmente de acuerdo a los conocimientos adquiridos a través de la 
experiencia de muchos años en el tratamiento de una serie de datos. Este tipo de 
clasificación en el que se tiene un vector de salida con los datos reales de las etiquetas 
se conoce cómo aprendizaje supervisado. Los algoritmos de minería de datos intentan 
clasificar esta misma información de entrenamiento, aprendiendo de las relaciones entre 
ellos, para luego clasificar nuevos conjuntos datos que no tienen etiquetas, permitiendo 
que las labores y tiempo se reduzcan. Dicha relación entre los datos y sus etiquetas se 
puede modelar con una función J generada por cada dato K de un conjunto dado tal que 
(Coppin, 2004): 
                                                JK = L               (1.6)   
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En este ejemplo, si se utiliza  la función de igualdad, la tarea de aprendizaje es 
relativamente simple ya que cada punto seria clasificado cómo sí mismo. Sin embargo 
los problemas de la vida real son mucho más complejos que involucran muchas más 
variables, lo cual genera un verdadero reto al encontrar la función que modela las 
relaciones de los datos. 
 
Ahora, sea J una función que contiene las relaciones entre los datos y sus etiquetas, bajo 
una hipótesis de aprendizaje	ℎ. Ambas J y ℎ  son funciones de un vector de datos de 
entrada M = KN, KH, … , K( , …	K&	, siendo ℎM la salida final con los datos etiquetados. Se 
asume que la función de hipótesis	ℎ, se aproxima a la función real de clasificación	Η. En 
Ocasiones J pertenece o es un subconjunto de clases. La función ℎ está basada en un 
conjunto de entrenamiento Ξ de 2 ejemplos del conjunto de entrada (Figura 1-3). 
Figura 1-3 Esquema del aprendizaje de Máquina. (Tomado de Nilsson, 1998) 
 
Conjunto de entrenamiento Ξ = 	 RMN, MN, … , M(, … , MS 
 
																																												M =
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Una curva ajustada es un ejemplo sencillo de una función de aprendizaje supervisado. 
Se tiene valores de una función de dos dimensiones	f, al igual que una muestra de cuatro 
puntos. Si se quiere ajustar estos puntos  a dicha superficie, es necesaria una función de 
segundo grado h a partir del conjunto	Η. En la Figura 1-4 se puede observar una 
superficie parabólica que constituye la hipótesis sobre la función f que se ajusta a los 
puntos muestreados.  
Todos los métodos de aprendizaje tienen un sesgo inductivo (Inductive Bias), que se 
refiere a las restricciones que son impuestas por los supuestos de la función de hipótesis, 
siendo un factor esencial para las tareas de clasificación. Con el fin de obtener 
ℎ ℎM 
ℎ ∈ Η 
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aprendizaje imparcial, se tendrían que considerar todas las posibles hipótesis con el cual 
podría ser expresado el conjunto de datos. Esto implica un problema ya que el 
aprendizaje se concentraría en el conjunto de entrenamiento, acoplándose por completo 
a este, limitando la clasificación de nuevos datos (Coppin, 2004). 
 
Uno de los aspectos más importantes dentro del aprendizaje de máquina, es la presencia 
de ruido dentro del conjunto de datos de entrenamiento. Se pueden distinguir dos tipos 
(Nilsson, 1998): Ruido de clase que perturba aleatoriamente el valor de la función; Ruido 
en los atributos que altera aleatoriamente los valores de componentes de los datos de 
entrada.  
 
Figura 1-4 Aprendizaje supervisado: Ajuste de una función a una muestra de cuatro  
puntos. (Tomado de Nilsson, 1998) 
 
Para evitar este tipo de inconvenientes, es necesario hacer un tratamiento preliminar de 
los datos, antes de comenzar la tarea de aprendizaje. Este tipo de actividad es la más 
importante dentro del proceso de minería de datos (Tan et al., 2006), ya que permite 
obtener los resultados deseados. 
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Para Pyle (1999) “El propósito fundamental de la preparación de los datos es la 
manipulación y transformación de los mismos para que la información contenida en el 
conjunto de datos pueda ser descubierta o estar accesible de forma más fácil”. Esta tarea 
consiste en la eliminación de datos atípicos u outliers, identificación de datos duplicados, 
incompletos e inconsistentes, al igual de la selección de variables relevantes, reducción 
del conjunto de datos para mejorar la eficiencia del proceso entre otros (Figura 1-5). 
 
La forma en que se reparten o se distribuyen los datos a lo largo de su rango, pueden 
causar problemas en el modelado. Algunos patrones de distribución dificultan al algoritmo 
para que pueda manipular toda la información contenida en una variable (Ídem).  Cómo 
alternativa existen métodos de transformación de los datos cómo lo es la normalización, 
donde se toman valores dentro de un rango dado, para luego ser representados en otra 
escala. 
Figura 1-5 Tareas de preparación de los datos. (Modificado  de  Tan et al., 2006) 
 
 
 
 
 
 
 
 
Cada método de normalización puede introducir distorsiones o sesgos en los datos, que 
pueden ser deliberadamente generados para exponer la información contenida en una 
dimensión. Ciertos tipos de sesgo son beneficiosos para un grupo definido de datos o 
métodos de modelado específicos; por tal motivo es necesario hacer un análisis 
exploratorio exhaustivo que permita verificar el comportamiento de la información 
obteniendo patrones de concentración y cuantificando la variabilidad de la misma (Pyle, 
1999). 
 Transformación 
 
Conjunto 
de datos 
 
 
 
Limpieza 
Integración Reducción 
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Dentro de los métodos de normalización los más comunes son (Tan et al., 2006): 
 
Normalización Mín-Máx 
^_ = .`(&)a`(& 2K′ − 2c′ + 2c′   (1.7) 
Dónde:  
^_ = Valor Normalizado 
^  = Valor Real 
2K′ = Máximo del rango a donde se quiere transformar los datos 
2c′ = Máximo del rango a donde se quiere transformar los datos 
 
 
Normalización z-score 
                                     ^´ = .`ef                   (1.8) 
Donde 
g = Media del conjunto de la variable de interés. 
h = Desviación estándar de la variable de interés. 
Normalización por Escala Decimal 
                                                   ^´ = .Ni                   (1.9) 
Donde  
j Es el entero más pequeño tal que Max	|v´| < 1 
Para las redes neuronales es recomendable que los datos sean normalizados entre una 
escala ligeramente compensada cómo lo es el rango 0.1 y 0.9 que evita la saturación de 
las funciones de activación y reduce la velocidad de las conexiones y de aprendizaje 
(Basheer & Hajmeer, 2000). 
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1.3.1 Modelo basados en datos  
 
Un Modelo basado en datos, es aquel que por medio de algoritmos de aprendizaje, toma 
una serie de datos (entrada), que a través de instrucciones, retornan unas variables 
dependientes (salida).  Las regresiones de tipo output =a + b (input), output =   a + b 
(input) c y output =   a + b1 (input1) c1 + b2 (input2) c2… son ejemplos de modelos 
basados en datos. Otros métodos se basan en los principios evolutivos y conceptos. Son 
una clase de búsqueda de procedimientos probabilísticos conocidos como algoritmos 
evolutivos (EAS). Entre estos algoritmos se encuentran los algoritmos genéticos (AG), la 
programación genética o evolutiva (GP o EP) y la estrategia evolutiva (ES). 
 
Cada uno de estos métodos tiene muchas variedades, pero se basan en el mismo 
principio de la evolución natural de los procesos y el aprendizaje. Uno de los métodos 
más robustos es de algoritmos Genéticos (AG)  (Fong, 2007) y todas sus variedades. Por 
otra parte, una extensión de la regresión común es el caso de las redes neuronales 
artificiales (Artificial Neural Network ANN). El desarrollo y la aplicación de los modelos 
estadísticos de “caja negra”, tienen el objetivo de emular procesos complejos 
determinísticamente,  por medio de modelos orientados a procesos. 
 
Todos los algoritmos están basados en los conceptos de la minería de datos, que se 
define como “La exploración y análisis, automático o semi - automático, de grandes 
cantidades de datos, con el fin de descubrir patrones significativos”  (Tan et al. 2006). 
Para el tratamiento de datos geográficos, surge la minería de datos espaciales definida 
cómo “El proceso de análisis automático, mediante la implementación de algoritmos, que 
brinda la posibilidad de buscar correlaciones no evidentes y potencialmente útiles entre 
objetos geográficos”  (Guo & Mennis, 2009).  
 
Para las variables de tipo continuo, dentro de un dominio geográfico, es decir que se 
puede medir en cualquier sitio, el problema de clasificación se puede generalizar a una 
regresión. Entre los algoritmos empleados para este tipo de problemas se encuentran 
Markov Random Fields (MRF; Chau et al. 2009) y Spatial Auto Regression (SAR; 
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Leathwick et al. 2003), algoritmos que permiten hacer la predicción y clasificación de 
datos espaciales, siendo el objetivo, determinar el valor de una variable, partiendo de los 
valores de otros campos de la base de datos espacial (Fayyad & Stolorz, 1997). 
 
Diversos estudios han empleado técnicas de minería de datos e inteligencia artificial 
cómo los son las redes neuronales artificiales, para el modelamiento de procesos 
geodésicos  (Miima et al. 2001; Heine, 2001; Schuh et al. 2002; Stopar et al. 2000; 
Kavzoglu & Saka 2005; Tierra & De Freitas, 2001; Sheng Lin, 2007; Carrión, 2013; Tierra 
& De Freitas, 2005).  
 
La gran mayoria de estos trabajos calculan ondulaciones geoidales a partir de datos 
dispersos de alturas elipsoidales y niveladas, con el fin de obtener geoides locales, con 
algoritmos cómo el back-propagation y estructuras feed-forward. 
1.3.2 Redes Neuronales Artificiales (Artificial Neural Network 
ANN) 
 
Una red neuronal artificial, es un modelo en el ordenador que iguala o adopta las 
funciones básicas del cerebro (Coppin, 2004). Representan una serie de características 
propias del aprendizaje humano, cómo es el conocimiento a través de la experiencia, 
generalización de ejemplos previos a nuevos casos y abstracción de información a partir 
de una serie de datos.  
La unidad análoga a la neurona biológica es el elemento procesador (PE process 
element o TLU Thereshold Logic Unit), que tiene varias entradas para luego ser 
combinadas, siendo modificadas por una función de transferencia. La red está 
compuesta por un conjunto de unidades elementales TLU conectadas de forma concreta 
(Figura 1-6). 
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Figura 1-6 Diagrama de una unidad lógica de umbrales  (Tomado de Nilsson, 1998) 
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Donde M = (KN, … , K( , … , K&)  es un vector n dimensional que contiene los datos de 
entrada (vector de entrada). Los pesos de la unidad lógica de umbrales (TLU) son 
representados por el vector n dimensional  = (uN, … , u(, … , u&). La suma ponderada 
(Σ) es calculada por el producto vectorial M ∙ . A menudo el umbral θ, se fija en 0; en 
estos casos, se logran umbrales arbitrarios usando vectores aumentados y y / de 
dimensiones n+1, cuyos los primeros n componentes son los mismos que los vectores M 
y  respectivamente. El primer componente (n+1), K&zN, del vector aumentado y 
siempre tendrá el valor de 1; el primer componente del vector aumentado de 
pesos, u&zN, es igual al negativo del valor deseado de la función de umbrales (Coppin, 
2004).  
Una TLU divide el espacio del vector de entrada en un hiperplano cómo se puede ver en 
la Figura 1-7. Esta dimensión es el límite entre los patrones para cada M ∙  + u&zN > 0 
y los patrones para los que M ∙  + u&zN < 0. Así la ecuación del hiperplano es la 
misma que M ∙  + u&zN = 0. El vector unitario que es normal a esta dimensión es 
 =  ||||, donde |u| =  }uNH + ⋯ + u&H  es la norma del vector . La distancia desde el 
hiperplano al origen es ||| , y la distancia a un punto arbitrario M, al mismo es ∙z||| . 
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Cuando la distancia entre el hiperplano y el origen es negativa (u&zN < 0), dicho origen 
se encuentran el lado negativo del mismo (M ∙  + u&zN < 0) 
Figura 1-7 Geometría de una red neuronal artificial  (Tomado de Nilsson, 1998) 
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Ajustando el vector de pesos W, se cambia la orientación del hiperplano; modificando 
u&zN, varía la posición relativa al origen. 
 
Dentro de una red neuronal artificial se distinguen tres partes esenciales: la capa de 
entrada que contiene el conjunto de datos de entrenamiento, las capas ocultas, donde se 
asignan los diferentes pesos y se encuentran las funciones activadoras y por último la 
capa de salida (Figura 1-8) que contiene la predicción para variables continuas o 
clasificación para variables discretas. 
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Figura 1-8 Diagrama de una red neuronal (Tomado de Pyle, 2009) 
 
 
 
 
 
 
Cada neurona o nodo recibe un número de datos de entrada. La función que se aplica a 
dichos valores se conoce cómo función de activación. Dentro de las funciones más 
comunes se encuentran la función escalada (step function), la función sigmoide y la 
función lineal cómo se puede apreciar en la Figura 1-9, donde el eje x representa el valor 
de entrada a la neurona y el eje y representa la salida de la función de activación 
(Basheer & Hajmeer, 2000; Coppin, 2004): 
 
La función “step” al igual que la función lineal de umbrales, son muy utilizadas en las 
redes sencillas donde los elementos son linealmente separables (Coppin, 2004), ya que 
las entradas de la neurona son sumadas, cada una siendo multiplicada por un peso; esta 
suma es comparada con un umbral t. Si la suma es más grande que este umbral, la 
neurona tiene una alerta y su nivel de activación es de 1. De lo contrario permanece 
inactiva y tiene un nivel de activación de 0. 
 
Una de las ventajas del desarrollo de una red neuronal es que no se tiene que programar 
el conocimiento ni las reglas del procesamiento del mismo. La red neuronal ajusta las 
conexiones ponderadas (w) entre las neuronas de diferentes capas dentro de la red, con 
el fin de establecer las relaciones entre los datos de entrada y el vector de salida, 
aprendiendo de los ejemplos o conjunto de datos de aprendizaje previamente clasificado 
por un experto.  
 
 
Entrada 
Salida Entrada 
Entrada 
Capa de Capa de oculta Capa de Salida 
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Figura 1-9 Funciones de Activación (Tomado de Coppin, 2004) 
 
 
 
 
El aprendizaje se lleva a cabo en dos pasos: durante el primero la red procesa el set de 
datos de entrada y su correspondiente valor de salida, multiplicando por un peso 
generalmente arbitrario. Los datos ponderados se funden y pasan a la neurona cómo 
respuesta a las particularidades de las entradas. La red busca las relaciones entre el 
vector de entrada y hace las estimaciones de los valores de salida, ignorando en primer 
instancia el valor real. En el segundo paso, la red compara el valor estimado con el valor 
de salida. Si se encuentran diferencias entre la predicción y el vector de salida, este error 
se regresa a través de la red, desde el argumento hacia los datos de entrada, 
reasignando los pesos, ajustando la red haciendo que el error sea menor. Este método 
se conoce cómo back propagation (BP – ANN; Basheer & Hajmeer, 2000). 
1.3.3 Diseño de las redes neuronales. 
a) Inicialización de los pesos de la red: Envuelve la asignación de los valores iniciales 
del vector de pesos y umbrales de todas las conexiones. Este es un factor 
fundamental ya que tiene un gran efecto en la convergencia de la red (Schmidt et al. 
1993). Hassoun (1995) explica que si el vector de pesos inicial es estacionario en una 
región plana de la superficie de error la convergencia puede ser extremadamente 
lenta. Comúnmente los pesos y los umbrales son inicializados uniformemente y en un 
rango relativamente pequeño de números aleatorios (Basheer & Hajmeer, 2000).  
JK = 11 + `a L = 	 + r JK = 
1			c		L = 6	
0							 
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Sin embargo un rango extremadamente pequeño puede generar gradientes de error 
muy pequeños que frenan el proceso de aprendizaje. Haykin (1994) propone la 
inicialización neurona a neurona asignando valores uniformemente muestreados 
dentro del rango −  ,+     donde  es un número real dependiendo de la 
función de activación y  es el número de conexiones de alimentación dentro de la 
neurona . 
 
b) Tasa de aprendizaje (learning rate ): una tasa de aprendizaje alta acelera el 
entrenamiento cambiando el vector de pesos (W), significativamente de un ciclo a 
otro. Sin embargo, puede que la búsqueda oscile sobre la región de error y nunca 
converja, incrementando el riesgo de desbordar cerca de un vector de pesos óptimo 
(W). Por el contrario una tasa de aprendizaje pequeña orienta muy lentamente la 
búsqueda, de manera constante en la dirección de un mínimo global. Algunos autores 
(citados por Basheer & Hajmeer, 2000) sugieren algunas tasas de aprendizaje como 
Wythoff que sugiere  = 0.1 − 10, Zupan y Gasteiger recomiendan  = 0.3 − 0.6 y 
Fu propone  = 0.0 − 1.0. La tasa de aprendizaje adaptativa , varia a lo largo 
del entrenamiento, puede ser eficaz en el logro de un óptimo vector de pesos para 
cierto tipo de problemas. 
 
c) Coeficiente de momentum  (g): El Término momentum es usado comúnmente en la 
actualización de los pesos para ayudar a la fuga de búsqueda de mínimos locales y 
reducir la probabilidad de inestabilidad al reducir la oscilación de  (Haykin, 1994). Un 
g alto reducirá el riesgo de que la red quede atrapada en mínimos locales, pero 
aumenta el riesgo de sobrepasar la solución al igual que una tasa de aprendizaje alta. 
Henseler (citado por Basheer & Hajmeer, 2000) dice si g { 1.0  los rendimientos de 
las contribuciones excesivas de los incrementos de los pesos de la etapa anterior, 
pueden causar inestabilidad. Por el contrario un g extremadamente pequeño produce 
un entrenamiento lento. Algunos de los coeficientes más utilizados por investigadores 
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son (citados por Basheer & Hajmeer, 2000), Wythoff g = 0.4 − 0.9, Hassoun y Fu 
g = 0.0 − 1.0, Henseler y Hertz et al. g ≈ 1.0, Zupan y Gasteiger g + 	g ≈ 1.0.  
Dependiendo del problema objeto de estudio, se puede afirmar que el éxito de 
clasificación (o predicción) depende del coeficiente de momentum seleccionado, que 
se consigue a través de ensayo y error (Basheer & Hajmeer, 2000). 
 
d) Función de activación (h): Conocida también como función de transferencia, es 
necesaria para transformar la suma ponderada de todas las señales que inciden en 
cada neurona al igual que establecer su intensidad de reacción. La mayoría de 
aplicaciones que utilizan el método de back propagation (BP-ANN) emplean la 
función sigmoide, que posee las propiedades de continuidad y diferenciabilidad en el 
rango (−∞,∞) uno de los requerimientos esenciales en el aprendizaje BP. 
 
e) Criterio de convergencia: Tres criterios son usados para detener el entrenamiento: 1) 
error de entrenamiento ( ≤ 	), 2) gradiente del error (∇ ≤ 	), y 3) validación 
cruzada, donde  es una función arbitraria del error,  y  son números reales 
pequeños. El tercer criterio es más fiable, sin embargo el costo computacional es muy 
alto a medida que el conjunto de datos sea grande. La convergencia está basada en 
la función de error  que muestra las desviaciones de las predicciones, cómo es la 
suma de los cuadrados de los residuales. Dicha función se puede expresar como el 
error relativo  de los valores absolutos del promedio de las desviaciones sobre el 
subconjunto. Otro criterio es el coeficiente de determinación H, que representa la 
conformidad entre el valor predicho y el objetivo de salida.  
 
El criterio que usualmente se utiliza para terminar el entrenamiento es la suma de los 
cuadrados del error (SSE) calculado para el aprendizaje de un subconjunto de datos 
cómo: 
11  = 1tt4$( − ¡$(8
H
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                                                                                              (1.10) 
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Donde O£¤ y t£¤ son respectivamente, el valor real y su predicción, del i-ésimo nodo 
de salida en p-ésimo ejemplo, N es el número de ejemplos de entrenamiento y M es 
el número de nodos de salida. 
Generalmente el error sobre los datos de entrenamiento decrece indefinidamente con 
el incremento del número de nodos ocultos y ciclos de aprendizaje, cómo se puede 
apreciar en la Figura 1-10 (Basheer & Hajmeer, 2000). 
 
f) Número de ciclos de aprendizaje: Se requiere para una apropiada generalización que 
puede ser determinado por ensayo y error. Para una arquitectura de una red neuronal 
dada, el error de entrenamiento es monitoreado por cada ciclo. Wythoff afirma (citado 
por Basheer & Hajmeer, 2000) que un entrenamiento extenso, puede dar como 
resultado una red que sólo puede servir cómo una tabla de consulta; este fenómeno 
se llama sobreentrenamiento o memorización. Teóricamente un aprendizaje excesivo 
puede tener un error cercano a cero en los valores predichos del conjunto de datos 
de entrenamiento, sin embargo la generalización en los datos de prueba es 
degradada significativamente. 
Figura 1-10 Criterio para la terminación del entrenamiento y selección de la arquitectura 
optima de la red (Modificado de Basheer & Hajmeer, 2000). 
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g) Nodos de entrenamiento: Los ejemplos de entrenamiento son presentados en la red 
ya sea en uno o en combinación de dos modos: 1) en entrenamiento ejemplo por 
ejemplo (EET)  o 2) entrenamiento por lotes (BT) (Basheer & Hajmeer, 2000). En el 
Modo EET los pesos son actualizados inmediatamente después de la presentación 
de cada ejemplo de aprendizaje, donde la red aprende del primer ejemplo a través 
del algoritmo BP con los barridos de retroalimentación desde el vector de salida a los 
datos de entrada, siendo aplicado en cada iteración para reducir el error. Después de 
que el primer ejemplo ha sido capturado por la red, el segundo ejemplo se ingresa y 
el procedimiento se repite. Cómo ventaja de tiene que los requerimientos de 
almacenamiento de los pesos se reduce y la búsqueda estocástica es optimizada, 
previniendo los mínimos locales. Su desventaja principal es que si se ingresa un 
ejemplo erróneo, la red se direccionará de manera equivoca. El modo BT requiere 
que los pesos se actualicen después de que los ejemplos de entrenamiento se 
ingresen a la red. Esto significa que en el primer ciclo de aprendizaje se incluyen la 
presentación de todos los ejemplos de entrenamiento donde el error es promediado 
sobre los mismos, para ser retropropagado de acuerdo al algoritmo BP. En el 
segundo ciclo de aprendizaje se presentan de nuevo todos los ejemplos, y así 
sucesivamente. Entre sus ventajas se encuentran una mejor estimación del gradiente 
del error y una medida representativa de los cambios de pesos. Sin embargo se 
requiere un gran almacenamiento y se puede caer en mínimos locales (Basheer & 
Hajmeer, 2000).  
 
h) Tamaño de la capa oculta: Hecht-Nielsen (1990) afirma que en la mayoría de 
problemas, una capa oculta es suficiente para las funciones continuas y dos capas 
ocultas para el aprendizaje de funciones discontinuas. La determinación de un 
número apropiado de capas ocultas y de nodos ocultos, es una de las tareas 
principales en el diseño de una red neuronal artificial. Una red con pocos nodos 
ocultos no es capaz de diferenciar entre patrones complejos  lo que conduce a una 
estimación lineal de la tendencia real. Por el contrario si el número de nodos es 
exagerado se puede modelar el ruido de los datos debido a la sobre parametrización 
lo que produce problemas en la predicción de nuevos datos cómo se puede apreciar 
en la Figura 1-11.  
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Figura 1-11 Efecto de las capas ocultas en el aprendizaje (Modificado de Basheer & 
Hajmeer, 2000) 
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La Tabla 1-1 contiene el resumen del tratado anterior, donde se menciona los diferentes 
aspectos a tener en cuenta en la arquitectura de una red neuronal artificial 
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Tabla 1-1 Efecto de la elección de parámetros en el diseño de una red neuronal artificial  
Fuente: Basheer & Hajmeer, 2000 
 
Parámetros de diseño Grandes o largos Bajos o pequeños 
Número de capas ocultas Sobre-entrenamiento de la 
Red (No generalización 
Aprendizaje pobre. La red 
no obtiene las reglas de los 
datos 
Tasa de aprendizaje (η) Red inestable (pesos) 
oscilación cerca de la 
solución óptima 
Entrenamiento lento 
Coeficiente de 
Momentum (µ) 
Reduce el riesgo de un 
mínimo local. Velocidad de 
entrenamiento. Se 
aumenta el riesgo de 
sobre-entrenamiento 
(inestabilidad) 
Suprime el efecto del 
momento incrementando 
el riesgo de los mínimos 
locales. Entrenamiento 
lento 
Número de ciclos de 
aprendizaje 
Buen aprendizaje de los 
datos, pero mala 
generalización de los datos 
nuevos 
La red es incapaz de 
representar los datos 
Tamaño del conjunto de 
entrenamiento 
Red con buen aprendizaje y 
generalización 
La red no puede explicar el 
problema. Red limitada o 
generalización deficiente 
Tamaño del conjunto de 
prueba 
Habilidad de confirmar la 
generalización de la red 
Inadecuada confirmación 
de la capacidad de 
generalización de la red 
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2. Materiales y métodos. 
2.1 Objetivos 
2.1.1 Objetivo General. 
Desarrollar un Algoritmo de aprendizaje de máquina para gravimetría, nivelación 
geométrica y alturas elipsoidales, que permita el cálculo de alguna de ellas, respecto a 
las otras, a partir de las relaciones intrínsecas de los datos. 
2.1.2 Objetivos específicos. 
I. Unificar, evaluar y procesar las bases de datos In Situ, de gravimetría, nivelación, 
levantamientos GNSS del Instituto Geográfico Agustín Codazzi. 
II. Desarrollar una metodología para el procesamiento de la información de 
gravimetría satelital, con el fin de obtener datos del potencial de gravedad, en las 
zonas donde no se tienen levantamientos gravimétricos. 
III. Diseñar, implementar y evaluar el algoritmo apropiado para el desarrollo de un 
modelo basado en datos, que permita calcular una de las variables, con base a 
las otras, para nivelación geométrica, gravimetría y alturas elipsoidales. 
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2.2 Metodología. 
Para lograr los objetivos propuestos en la presente propuesta de investigación se 
desarrollaron tres grandes pasos.  
 Recopilación, unificación y procesamiento de la información gravimétrica, de 
nivelación y posicionamiento GPS, para una zona específica, que sirvan de base 
para el conjunto de datos de entrenamiento. 
 Procesamiento de la información de gravimetría In Situ y satelital, integrándolas 
en un modelo geoestadístico. 
 Implementación y evaluación del algoritmo de aprendizaje de máquina 
 
La metodología planteada se expone en la Figura 2-1. 
 
Figura 2-1 Modelo conceptual del trabajo de investigación 
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Como recursos de software se tienen los siguientes: 
a) Procesamiento Gravimétrico: GRAVDATA y GRAVNETD, desarrollados por el 
DGFI (Deutsches Geodätisches Forschungsinstitut; Drewes, 1978)  
b) Procesamiento GNSS: Leica Geoffice 7. (Licencia propiedad del Instituto 
Geográfico Agustín Codazzi) 
c) Aprendizaje de máquina:  
KNIME (Open Source, Disponible en http://www.knime.org/ ) 
ORANGE (Open Source, Disponible en http://orange.biolab.si/) 
WEKA (Open Source, Disponible en http://www.cs.waikato.ac.nz/ml/weka/ Hall et 
al.,  2009) 
d) Análisis estadístico: 
R- Project Versión 15. (Open Source, Disponible en http://www.r-project.org/ R 
Development Core Team, 2012) 
GS+ Versión 9 Geostatistics for the Environmental Sciences (versión de prueba, 
Disponible en http://www.gammadesign.com/) 
Geoda (Open Source, Disponible en http://geodacenter.asu.edu/) 
Surfer versión 12 (versión prueba, Disponible en http://www.goldensoftware.com) 
e) Motor de bases de datos 
f) Postgres  SQL versión 9.1 (Disponible en www.postgresql.org) 
2.3 Unificación, evaluación y procesamiento de los datos 
La fuente de datos es el Instituto Geográfico Agustín Codazzi (IGAC), que es la entidad 
oficial encargada de establecer los marcos de referencia geodésicos tanto de posición 
cómo los sistemas verticales para el territorio colombiano. En este sentido a partir del año 
1948 se han desarrollado diferentes campañas de captura de información gravimétrica y 
nivelación, que tiene cómo desventaja la falta de integración con los sistemas de 
referencia internacionales, al igual de no estar vinculados con la Antigua Red Nacional 
(ARENA) siendo consecuencia de las dificultades propias de las técnicas de 
posicionamiento de la época. 
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Con la entrada en funcionamiento de los sistemas de posicionamiento satelital, el IGAC 
ha adecuado su red de posición a estas tecnologías asegurando su interoperabilidad con 
cualquier usuario del mundo, por el uso de un sistema de referencia geocéntrico. De igual 
forma en los últimos años ha llevado a cabo el levantamiento de la información de las 
líneas de nivelación de primer orden, en las campañas llevadas desde el año 2008 al 
presente, en los cuáles se han implementado mejores equipos y técnicas de captura, 
integrando los tres componentes: Posición GNSS, Gravimetría y Nivelación.  
El primer paso para la consecución de este objetivo es la revisión de las bases de datos 
de nivelación y de gravimetría capturadas en los años anteriores a 1994, obteniendo los 
siguientes resultados: 
 
a) Base de datos de gravimetría: Red SIGNAR: 9114 datos: 
Nombre del punto Geodésico (ID): Texto no estandarizado con la nomenclatura 
oficial del punto. 
Valores de gravedad relativos en miligales (1 Gal = 1cm s-2) 
Posición: Latitud y Longitud con precisión de décima de minuto ≈ 180 m. 
Formato: Texto separado por tabulaciones. 
b) Base de datos de gravedad (SAUCE:RED_VERTICAL): Red de nivelación 
Nacional: 24067 datos: 
Nombre del punto Geodésico (ID_VERTICE): Texto estandarizado con la 
nomenclatura oficial del punto. 
Valores de cota sobre nivel medio del mar en metros 
Tipo de nivelación: Geométrica, Trigonométrica 
Formato: Tabla de bases de datos Access 2007 (*.mdb) 
 
Revisadas estas bases de datos, se procedió a solicitar una copia de los registros 
consignados en el Sistema de Información Cartográfico GEOCARTO de la Subdirección 
de Geografía y Cartografía del Instituto. En dicho sistema de información se almacena la 
información que resulta del procesamiento GNSS realizado por la oficina de Cálculos 
Geodésicos perteneciente al Grupo interno de trabajo de Geodesia.  
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En la consulta obtenida se encuentra el siguiente tipo de información en 4979 datos 
(RED_MAGNA): 
• Nombre del punto (PUNTO): Texto estandarizado con la nomenclatura oficial del 
punto. 
• Coordenadas del punto: 
Elipsoidales: Latitud, Longitud y Altura Elipsoidal (precisión menor a 7.5 cm) 
Ortogonales Geocéntricas: X, Y, Z, con sus respectivas velocidades VX, VY, VZ 
Gauss Krüger: Norte y Este en metros, según origen cartesiano. 
Ondulación Geoidal: Según modelo GEOCOL 2004 en metros.  
Formato: Hoja de Cálculo Excel 2007 (*.xlsx) 
 
Debido a que en la base de datos de gravimetría el identificador del punto geodésico no 
estaba estandarizado, se realizó la corrección a este campo teniendo en cuenta la 
estructura definida para tal fin: 
 
##-AA-## 
Donde 
##= Corresponde a un carácter numérico 
AA= Corresponde a un carácter numérico que puede ser las iniciales del departamento o 
a la subtipo de red a la que pertenezca e.g. W= West, AN= Antioquia, CW= Central West. 
 
Realizada la corrección se creó una base de datos en Postgres 9.0 donde cada temática 
fue asignada a una tabla, para luego hacer la consulta de los puntos en los que 
coincidiera el identificador, obteniendo un conjunto de datos integrado con los siguientes 
atributos: 
• ID_VERTICE: Texto estandarizado con la nomenclatura oficial del punto. 
• LATITUD: Latitud en grados decimales Datum MAGNA-SIRGAS. 
• LONGITUD: Longitud en grados decimales Datum MAGNA-SIRGAS. 
• ALT_ELIP: Altura elipsoidal en metros Datum MAGNA-SIRGAS 
• ALT_NIV: Altura Nivelada en metros Datum BUENAVENTURA 
• GRAV: Gravedad Relativa en miligales Datum SIGNAR 
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2.3.1 Procesamiento de nueva información 
Dado que se han realizado campañas de captura de información a partir del año 2008, se 
solicitó al grupo interno de trabajo de Geodesia (IGAC) el acceso a los datos crudos 
producto del trabajo de campo, donde se desarrolló el levantamiento de información 
gravimétrica, nivelación y GNSS, en cada uno de los vértices de la red MAGNA-SIRGAS, 
distribuida en líneas según la Figura 2-2. 
Resultado de la consulta se obtuvo los registros crudos de 1626 puntos Nivelados, 1064 
puntos con posición GPS y 1282 puntos con gravimetría, de las siguientes líneas: 
a. Línea 1. Red Bogotá. 
b. Línea 2. Buenaventura – Bogotá. 
c. Línea 3. Bogotá – Ibagué. 
d. Línea 4. Calarcá – La Ye. 
e. Línea 5. La Ye – Planeta Rica. 
f. Línea 6. La Ye – Paraguanchón. 
g. Línea 7. Riohacha – Carmen de Bolívar. 
h. Línea 8. Ciénaga – Bosconia. 
Figura 2-2 Líneas de Nivelación. Fuente: IGAC. 2012 
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Los parámetros para el desarrollo de las correcciones, se basan en el elipsoide GRS80 
(Geodetic Reference System; Moritz, 1979) cómo sigue: 
a = Semieje Mayor 6378137 m 
b = Semieje Menor 6356752.3141 m 
f = Flattenning = 0.003352810681 
ge = 978032.67715 mGal 
m = 
|¥)¥¦
#9 = 0.00344978600308 
ω = Velocidad Angular: 7.292115 x 10-11 rad/s-1 
GM = Constante gravitacional geocéntrica 3.986005 x 108 m3/kg/s2 
La conversión de unidades instrumentales a miligales se realiza a través de la 
interpolación de los valores de calibración dados por la casa fabricante. La corrección por 
deriva, es el error sistemático que se produce al realizar las mediciones. Este error se 
reduce al hacer varias mediciones de un mismo punto y ver las variaciones respecto al 
tiempo. 
El ajuste de la red gravimétrica se realiza por medio del método de mínimos cuadrados. 
El modelo estocástico del ajuste incluye la correlación algebraica entre las diferencias de 
gravedad ∆l, que se derivan de dos lecturas l consecutivas. Dicha correlación es tenida 
en cuenta, ya que, las líneas gravimétricas se miden como un perfil y cada lectura li  está 
incluida en dos diferencias de gravedad (Drewes, 1978). 
 
^ = K − ∆ D**   (2.1) 
  
Las incógnitas (x) son los valores de gravedad de las estaciones, los factores de escala 
de los equipos y los coeficientes de deriva instrumental D en cada intervalo de tiempo.  
Para el cálculo del factor de escala, se realizan mediciones del circuito de calibración 
Bogotá – Albán – Honda, donde se tienen valores de gravedad absolutos. Para el ajuste 
se realiza día por día, teniendo como base un punto de la red SIGNAR de orden 1 o 2.  
 
 
 53
 
 
Las ecuaciones de observación se asumen independientes entre sí, y sus errores se 
compensan por el método paramétrico de los mínimos cuadrados. La deriva instrumental 
se determina a través del desarrollo en series de Taylor de las mediciones « en función 
del tiempo , (Drewes, 1978) 
 
« = « + =¬­¬%>  −  +
N
H =
¬¥­
¬%¥>  − 
H + =¬®­¬%®>  − 
¯ +⋯ (2.2) 
 
Se han encontrado problemas en el procesamiento de los datos ya que no se ha definido 
una nueva superficie vertical de referencia (punto cero), compatible con tecnologías 
satelitales. Dicha tarea está en desarrollo por SIRGAS (Sistema de referencia 
Geocéntrico para las Américas, Subcomisión 13b  de la IAG). 
Con relación al cálculo de posición, tanto horizontal (Latitud, Longitud) cómo vertical 
(altura elipsoidal), se realiza la captura con equipos GPS doble frecuencia. Su 
procesamiento se realiza con el software Leica Geo Office versión 7.1, que cuenta con su 
respectiva licencia, propiedad del IGAC. La precisión para los puntos es menor a 7.5 cm, 
utilizando efemérides precisas, y el ajuste de cada uno de los puntos, con la red de 
estaciones permanentes SIRGAS, que provee soluciones semanales. Para el post 
proceso de cada punto se tuvo en cuenta, cómo mínimo dos (2) determinaciones, es 
decir el cálculo a partir de dos vectores de posición, con distancias menores a 80 km, 
siempre y cuando se encuentren dentro del rango de acción de las estaciones 
permanentes y de su funcionamiento. Las coordenadas obtenidas se trasladan a época 
de referencia 1995.4. 
 
De acuerdo a los procedimientos descritos anteriormente, se procesaron 934 estaciones 
con valores de gravedad  que oscilan entre 977330.266  y 978107.61 mGal. El resumen 
de los puntos gravimétricos procesados de acuerdo al departamento se puede observar 
en la  Tabla 2-1. La Tabla 2-3  contiene la  distribución espacial de las líneas procesadas. 
Adicionalmente se realizó el postproceso GNSS de  85 puntos de la línea 4. Una de las 
ventajas de este tipo de procesos, es que se eliminan errores groseros asegurando la 
integridad de los datos. Problemas cómo datos atípicos y errados son detectados al 
momento de hacer el respectivo ajuste a la red de referencia.  
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Tabla 2-1 Resumen de las estaciones calculadas por Departamento 
DEPTO/LINEA 2 3 4 Total 
general 
ANTIOQUIA     288 288 
CALDAS     80 80 
CÓRDOBA     57 57 
CUNDINAMARCA 12     12 
QUINDIO 47   30 77 
RISARALDA     48 48 
TOLIMA 116 78   194 
VALLE DEL 
CAUCA 
178     178 
Total general 353 78 503 934 
 
Figura 2-3 Distribución de los puntos con gravimetría calculada 
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Con los datos procesados, se crea una nueva tabla dentro de la bases de datos, para 
realizar de nuevo el procedimiento de integración consolidación de tablas con el fin de 
obtener el conjunto de datos de aprendizaje (Figura 2-4). 
 
Figura 2-4 Procesos en la consolidación de las bases de datos del IGAC 
 
Dado que los datos se encuentran en coordenadas elipsoidales (latitud y longitud), es 
necesario realizar la conversión a un sistema proyectado, cuya unidad de medida sea el 
metro, que permita establecer las relaciones especiales a partir de distancias euclidianas. 
El sistema de proyección escogido fue Gauss - Krüger, sistema oficial de Colombia, 
origen central cuyos parámetros son los siguientes (Tabla 2-2) 
Tabla 2-2 Parámetros de la proyección Gauss-Krüger Datum MAGNA SIRGAS Origen 
Central. Fuente IGAC, 2004 
Proyección Transversa 
Mercator 
Falso Norte 1000000 
Falso Este 1000000 
Meridiano Central  -74.07750792 
Latitud de 
referencia 
5.596200417 
Factor de escala 1 
Unidad  Metros 
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El IGAC (2004) recomienda el uso de cinco orígenes cartográficos de acuerdo a la 
posición geográfica dentro del territorio colombiano, para el desarrollo de información 
georreferenciada, con el fin de reducir las distorsiones propias del tipo de proyección. De 
acuerdo a la distribución espacial del conjunto de datos de aprendizaje, se tendría que 
utilizar varios orígenes para minimizar las distorsiones en su representación, debido a 
que estás  aumentan a medida que se separe del meridiano central. No obstante, se optó 
por la proyección Gauss – Krüger MAGNA central, por tener mayor cobertura de los 
datos asegurando así, que las distancias sean únicas y por ende, las relaciones 
espaciales sean consistentes.  
2.4 Modelos globales geopotenciales y modelo 
geoestadístico.  
 
Para la generalización del modelo de aprendizaje de máquina y su aplicación en el 
territorio colombiano, se tomó cómo fuente alterna de datos los modelos globales 
geopotenciales, que permiten obtener un valor aproximado de gravedad y de anomalías, 
a través de la representación del potencial de gravedad a partir de armónicos esféricos. 
Este tipo de datos se encuentra disponible en la página del Centro Internacional de 
modelos Globales de la Tierra1 (ICGEM, por sus siglas en ingles), en la que a través de 
un servicio web de cálculo, se puede obtener una retícula regular con valores de 
gravedad, de acuerdo al modelo que determine el usuario. Se deben especificar ciertos 
parámetros cómo es el directorio de modelos, la función de gravedad (Geoide, Anomalías 
gravimétricas, Gravedad normal, potencial de gravedad entre otras), el sistema de 
mareas, el grado de resolución entre otras (Ver Parámetros para la creación de retículas 
con los modelos globales geopotenciales ICGEM). 
 
De acuerdo a la fuente de datos y el grado de resolución de la función del potencial en 
armónicos esféricos, se seleccionaron cinco modelos para su evaluación (Tabla 2-3) con 
respecto a los valores de gravedad capturados por el IGAC. La metodología aplicada fue 
                                               
 
1
 Disponible en http://icgem.gfz-potsdam.de/ICGEM/ 
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el análisis estadístico de los residuales calculado a partir de la diferencia entre el valor 
real y el valor calculado. Para que los valores sean comparables se tuvo en cuenta que 
los dos estuvieran en el mismo sistema de mareas; la información terrestre tuvo la 
corrección por mareas por lo tanto la información calculada por el modelo geopotencial 
debe estar en el sistema “zero tide system” 
Tabla 2-3 Modelos globales Geopotenciales evaluados; S = Datos de gravimetria 
satelital, G = Datos de gravimetría terrestre, A = Datos de Altimetría Satelital 
 
MODELO AÑO GRADO FUENTE DE DATOS REFERENCIA 
EIGEN-6C2 2012 1949 S(Goce,Grace,Lageos),G,A Förste et al, 2012 
EGM96 1996 360 EGM96S,G,A Lemoine et al, 1998 
GOCO02S 2011 250 S(Goce,Grace,...) Goiginger et al, 2011 
dV_ELL_RET2012_plusGRS80 2014 2190 Topography Claessens and Hirt (2013) 
EGM2008 2008 2190 S(Grace),G,A Pavlis et al, 2008 
 
A partir de la retícula de datos descargada, se crean superficies continuas con el 
software Surfer v.12, el cual permite modelar las relaciones espaciales entre cada uno de 
los elementos que componen el set de datos a través del semivariograma empírico.  
 
Seguidamente a partir de la superficie continua tipo ráster, se obtienen los valores 
calculados por el modelo para cada uno de los datos de la red SIGNAR. La interpolación 
utilizada es de tipo Bilineal, en la que se toman los cuatro píxeles cercanos al punto de 
interés, para luego calcular la media aritmética entre ellos (Figura 2-5). 
 
Para determinar la distribución de los residuales calculados a partir de la diferencia entre 
el valor real y el valor calculado por cado uno de los modelos evaluados, se realizó un 
análisis exploratorio de los mismos, que permitan obtener una aproximación del ajuste a 
partir de los datos. De igual manera se desarrolló una prueba estadística para muestras 
pareadas, con el fin de verificar la independencia entre las observaciones y tener un 
rango de confianza para la diferencia de las medias de la variable real y su predicción. 
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Figura 2-5 Interpolación Bilineal. Fuente: Ayuda ESRI 2010 
 
 
 
 
 
 
 
 
 
 
 
 
2.4.1 Análisis exploratorio de datos espaciales. 
 
De acuerdo al análisis de los modelos geopotenciales globales, se determinó cuál de 
ellos tiene mayor ajuste con respecto a los datos reales. A partir de este se creó una 
retícula uniforme con los valores calculados para el potencial de gravedad. Una de las 
ventajas de utilizar el modelo geopotencial global, es la posibilidad de tener un muestreo 
espacial óptimo y regular que cubre la totalidad del territorio colombiano. Para el 
desarrollo de este apartado, se hizo uso del software R-Project y GS+Plus. 
 
El primer paso desarrollado fue el análisis exploratorio de datos espacial, que tiene como 
fin descubrir los patrones de la distribución de la variable de interés, respecto a su 
posición geográfica, con el fin de la evaluación de la estacionariedad del proceso que  
implica que la media y varianza sean constantes, supuesto esencial en la predicción por 
la técnica Kriging  
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En la Tabla 2-4 se pueden observar las estadísticas descriptivas de la variable de interés 
calculada a partir del modelo geopotencial global más ajustado a los valores reales. Los 
valores cómo el coeficiente de variación muestran una variabilidad  pequeña (%0.02) no 
obstante los valores de la Kurtosis indican que la distribución de los datos está 
concentrada hacia los valores altos, siendo una muestra de la distribución de masas 
dentro del territorio colombiano dado que hay una relación inversa entre la altura y la 
gravedad; de acuerdo a esto, los valores de la mediana y la media son muy diferentes.   
 
La Figura 2-6 se encuentra el histograma de dispersión donde se verifica el 
comportamiento de la distribución de los datos de acuerdo a los estadísticos descriptivos; 
igualmente se evidencia la presencia de datos atípicos, tanto hacia valores altos cómo a 
valores más pequeños. Este tipo de concentración de los datos es un indicador de la no 
estacionariedad del fenómeno. 
 
Tabla 2-4 Estadísticos descriptivos para los puntos calculados a partir de GGP. 
 
 X (m) Y (m) GRAV 
(mgal) 
Mínimo 451564.31 37250.95 976977.12 
Máximo 1800901.75 1864456.4 978343.39 
Promedio 1110311.56 923485.04 977933.01 
Mediana 1097583.76 903106.2 978003.96 
Desviación estándar 288052.02 365886.71 202.88 
Asimetría 0.11 0.18 -1.73 
Kurtosis 2.19 2.5 5.74 
Coef. Var. 
Promedio(%) 
25.94 39.62 0.02 
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Figura 2-6 Gráficos descriptivos gravedad calculada (en metros y miligales). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Al graficar la gravedad contra las coordenadas norte y este respectivamente, se 
encuentran tendencias de tipo polinómico. Los anteriores resultados son indicadores de 
que el fenómeno no es estacionario cómo se puede apreciar en las Figura 2-7 y Figura 
2-8, lo que sugiere construir un modelo de regresión, para trabajar con los residuales y 
evitar los problemas de la no estacionariedad. 
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Figura 2-7 Análisis de la gravedad calculada a partir de GGP (En Miligales) 
 
 
 
 
Figura 2-8 Mapa de interpolación de la gravedad calculada a partir de GGP (en miligales) 
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2.4.2  Modelo de la tendencia 
La aplicación de un modelo de regresión, donde la variable explicada es la gravedad y 
las variables explicativas son las coordenadas Gauss-Krügger origen central, permite 
remover las tendencias de los datos. De acuerdo a la Figura 2-9, se puede observar que 
los datos se concentran de forma polinómica y que un modelo de segundo grado puede 
ser útil en el objetivo de asegurar la estacionariedad del proceso. 
Figura 2-9 Distribución de la gravedad respecto a las coordenadas Norte (Y) y Este (X) 
 
 
 
 
 
 
 
 
 
 
 
A través de la librería glmulti (Calcano, 2012), se busca el mejor modelo de regresión, 
donde todas las variables explicativas sean significativas. Cómo parámetro se ingresa 
todas las posibles combinaciones de las entradas cómo sigue: 
            ^	~	M + y + ±M ∙ y + ±MH + ±yH + ±MH ∙ yH                    (2.3) 
Donde I es la interacción de las posibles combinaciones. Después de 150 iteraciones el 
mejor modelo encontrado es del tipo2. 
                      ^	~	1 + M + y + ±M ∙ y + ±MH + ±yH                        (2.4) 
De acuerdo a la Figura 2-10 se puede observar que el modelo efectivamente reduce la 
tendencia en la información gravimétrica, lo cual permite seguir en el desarrollo del 
modelo geoestadístico. 
                                               
 
2
 Para la validación del mejor modelo de regresión se verificó que las variables explicativas fueran 
significativas al 0.1%, al igual de verificar el R2 y R2 Ajustado. 
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Figura 2-10 Análisis descriptivo de los residuales del modelo de regresión (en miligales) 
 
 
 
 
 
 
 
 
 
2.4.3 Análisis Estructural  
El análisis estructural comprende el estudio y modelamiento de la distribución de la 
correlación espacial del fenómeno. En la práctica corresponde a la estimación del 
semivariograma experimental y el ajuste del modelo teórico de semivarianza con fines 
predictivos.   
Para la estimación del semivariograma experimental omnidireccional se hizo uso de la 
librería geoR (Ribeiro & Diggle, 2001), con el estimador clásico o de Matheron, 
presentando en la Figura 2-11a, que indica la relación espacial de los residuales del 
modelo de tendencia3. La Figura 2-11b muestra los semivariogramas experimentales a 0, 
30, 60 y 90 grados. Claramente el fenómeno es isotrópico, es decir que varía 
uniformemente en todas las direcciones, en la escala de 1 a 150000 metros. 
 
Para el ajuste de del modelo teórico de semivarianza se utilizó la función eyefit que 
permite realizar el ajuste a sentimiento, es decir buscar los posibles modelos al igual que 
los valores iniciales de los parámetros para luego ser usados en los métodos estadísticos 
de estimación. Se evaluaron tres modelos: Exponencial, Esférico y Gausiano con los 
siguientes parámetros iniciales (Tabla 2-5): 
                                               
 
3
 Si bien las relaciones espaciales del modelo de semivarianza pueden llegar hasta los 500 km, se 
optó por definir cómo distancia máxima 300 km. 
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Figura 2-11 Semivariogramas experimentales a) omnidireccional b) direccionales. 
 
 
 
 
 
 
 
 
 
 
 
Tabla 2-5 Parámetros del semivariograma con ajuste a sentimiento 
 
cov.model  sigmasq phi tausq practicalRange 
exponential 37903.32 429729.73       0 1287355.22 
  spherical 23489.38 462162.16       0 462162.16 
   gaussian 18150.89 178378.38 1601.55 308740.579 
 
Cómo métodos de ajuste de parámetros de los modelos teóricos de semivarianza se 
desarrollaron los mínimos cuadrados ordinarios (OLS, por sus siglas en inglés) y mínimos 
cuadrados ponderados (WLS, por sus siglas en inglés) con su dos variaciones: Número 
de pares (n-pairs) y el método Cressie. De acuerdo a la Figura 2-12 se puede observar 
que el mejor método de ajuste son los mínimos cuadrados ponderados por el método 
Cressie, el cuál disminuye la suma de cuadrados de los residuales, cómo se puede 
observar en la Tabla 2-6. No obstante el modelo que presenta menor error de acuerdo a 
la validación cruzada es el Gaussiano con ajuste por mínimos cuadrados ponderados por 
número de pares. 
a) b) 
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Figura 2-12 Modelos Teóricos de semivarianza para los residuales: a) Exponencial, b) 
Esférico, c) Gausiano 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a b
c
66 Desarrollo de un algoritmo de Aprendizaje de Máquina para Gravimetría, 
Nivelación geométrica y Alturas Elipsoidales. 
 
 
Tabla 2-6 Parámetros ajustados del modelo teórico de semivarianza 
 
MODELO Método 
Ajuste 
sigmasq phi tausq Practical 
Range 
Sum 
Square 
Error 
Exponential WLS-
npairs 
139271 1845474 0 5528547 1.37E+12 3.249234 
OLS 206271.7 2810015.5 0 8418054 4.30E+06 3.36848 
WLS-
cressie 
4055691 57518366 0 17230962 24960.17 3.547804 
Spherical WLS-
npairs 
32461.42 656187.86 0 656187.9 1.17E+12 3.32108 
OLS 35162.9 721175.5 0 721175.5 3803409 3.384238 
WLS -
cressie 
987489.7 21012915.
4 
0 21012915 24763.37 3.549064 
Gaussian WLS-
npairs 
19971.22 199289.34 2104.00 344933.7 7.83E+11 2.479771 
OLS 19758.49 187975.43 1546.35 325351.3 3421219 3.493878 
WLS -
cressie 
18847.67 171475.26 1237.24 296792.5 30578.96 4.192589 
 
2.4.4 Predicción Espacial: Kriging 
Cómo se utilizó un modelo de regresión para remover la tendencia presentada en los 
datos de gravedad cálculados a partir de los modelos globales geopotenciales, se utilizó 
el método Kriging universal que permite la inclusión de dicho modelo en la estimación 
realizando una predicción lineal cuando se tiene una estructura de la media no 
estacionaria (Waller & Gotway, 2004). Se creó una retícula regular con una muestra de 
100000 puntos sobre el territorio colombiano. Cómo producto se obtuvo dos capas raster 
continuas, que contienen la predicción y el mapa de varianzas; este último permite 
visualizar la distribución espacial de los errores estimados de predicción.  
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2.5 Desarrollo y evaluación de los modelos de 
aprendizaje de máquina 
En esta parte del desarrollo, se hizo uso del software ORANGE y KNIME; adicionalmente 
se usó la herramienta GEODA la cual cuenta con diferentes opciones de cálculo para 
regresiones espaciales. KNIME tiene cómo ventaja un módulo que integra funciones de 
WEKA y R-PROJECT, permitiendo interoperabilidad en diferentes formatos al igual de 
potencializar su uso por la inclusión de nuevas librerías y algoritmos. 
 
Como hipótesis principal, se tiene que los datos de nivelación geométrica, gravimetría y 
altura elipsoidal, están altamente correlacionados. Esta hipótesis permitiría modelar 
dichas relaciones con el fin de estimar algunas de las variables respecto a las otras. Esta 
hipótesis se verificó a través de un análisis exploratorio mediante la aplicación de 
métodos estadísticos de tipo descriptivo cómo son matrices de correlaciones, 
ScatterPlots, QQ-Plots entre otros, que permitieron visualizar y obtener medidas 
cuantitativas de la dependencia de la variable regresora y las variables independientes, 
logrando establecer la predicción objeto de investigación. 
 
La metodología usada para el diseño del algoritmo de predicción, fue la implementación 
de las regresiones disponibles dentro del software anteriormente mencionado, 
configurando los parámetros de cada uno de ellos de acuerdo al comportamiento de los 
datos. Dentro los algoritmos utilizados se encuentran: 
 
• Regresiones espaciales. 
• Regresión lineal simple. 
• Earth Regression (Multivariate Adaptative Regression Splines, MARS, Friedman, 
1991). 
• Support Vector Machine Regrssion (Chepelle & Vapnik, 1999). 
• Regression Tree. (Breiman et al., 1984). 
• Random Forest Regression  (Breiman, 2001). 
• K-Nearest Neighbours Regression (Cover & Hart, 1967). 
• Multilayer perceptron. 
• Isotonic Regression (Barlow et al., 1972). 
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• Least median Square Regression (Rousseeuw, 1984) 
• SMO (Simple minimal Optimization, Platt, 1998). 
• Logistic regression (Hosmer & Lemeshow, 2000). 
 
Es importante anotar que la técnica de evaluación para todos los casos es la validación 
cruzada4 con 10 folds con muestreo aleatorio. El entrenamiento y validación del algoritmo 
de aprendizaje de máquina sigue el siguiente esquema (Figura 2-13). 
Figura 2-13 Metodología para el desarrollo del algoritmo de aprendizaje de máquina. 
 
 
 
 
                                               
 
4
 Está técnica divide el conjunto de datos de entrenamiento en 10 subconjuntos. 9  de estos 
subconjuntos se utiliza para entrenamiento de datos y uno de los 10 iniciales para validación, 
haciendo el proceso iterativamente. 
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Esta metodología se aplicó al conjunto de datos real de aprendizaje, al igual que a una 
serie de datos interpolados a partir del modelo geoestadístico planteado. Por último, 
cómo método de evaluación de la confianza de las predicciones se realizó una prueba de 
hipótesis para muestras pareadas (t-paired test), que consiste en la determinación de las 
diferencias de pares de valores con unidades similares. Para este caso los datos 
evaluados son la variable explicativa (altura nivelada) y su valor calculado. 
 
Dentro de la evaluación se tiene un conjunto de prueba, con datos reales,  en los que se 
incorporan los valores de gravedad ajustados en el software GRAVNETD (Drewes, 
1978). Para la evaluación de los datos interpolados a partir de los datos de los modelos 
globales geopotenciales, se tiene los valores de la red MAGNA SIRGAS, con alturas 
calculadas por el método “Nivelación GPS” (Sánchez & Martínez, 1997) que provee 
alturas comparables con la nivelación trigonométrica (diferencias mayores a 80 cm). El 
IGAC utiliza este algoritmo para el desarrollo de proyectos cartográficos, específicamente 
de aerotriangulación.  
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3. Resultados y discusión. 
3.1 Unificación, consolidación y procesamiento de los 
datos. 
Consolidada las bases de datos del IGAC, y posteriormente el procesamiento de los 
datos capturados en las campañas desarrolladas desde el año 2008, se estableció el 
conjunto de datos de estudio para realizar el análisis de datos espaciales, que busca 
encontrar patrones de agregación y de distribución, al igual de analizar las estadísticas 
de descriptivas de las variables objeto de investigación. En la Figura 3-1 se puede 
observar la distribución espacial del conjunto de datos de estudio compuesto por 383 
valores.  
 
Si bien el conjunto de datos de aprendizaje es pequeño, es representativo ya que recoge 
información de zona nororiental del territorio colombiano, que contiene la zona Andina, la 
costa atlántica y parte del pacifico. La posición geográfica del país está, dentro del marco 
tectónico global, en la parte noroccidental de la placa suramericana, la cual se encuentra 
en choque entre la placa pacifica, oceánica y el borde de la placa suramericana, siendo 
de gran interés geológico. En esta área se concentra la mayoría de poblaciones, y es 
atravesada por tres cordilleras además de contar con los valles del río Magdalena, Cauca 
y todas las ciénagas que cubren la mayor parte de la costa atlántica. La distribución 
espacial de los datos de investigación captura gran parte de la variabilidad de diversos 
factores, siendo representativos para obtener las relaciones entre ellos y así desarrollar 
el modelo de predicción de la altura nivelada.  
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Figura 3-1 Distribución espacial del conjunto de datos consolidado. 
 
En la Tabla 3-1 se pueden observar las estadísticas descriptivas de los valores obtenidos 
tras la consolidación y procesamiento de la información del IGAC. Los coeficientes de 
asimetría de la altura nivelada y elipsoidal indican un patrón de concentración hacia los 
valores bajos. De forma contraria la gravedad se congrega ligeramente hacia los valores 
altos, lo cual nos indica que en el muestreo predominan las zonas bajas (1 a 1000 
metros). Debido a la escala de los datos, la altura elipsoidal y nivelada tienen una 
variabilidad muy alta (>80%), totalmente opuesta a la variación de la gravedad (0.02%). 
El promedio y la mediana son muy diferentes en las alturas elipsoidal y nivelada, lo cual 
es indicador de valores extremos. En efecto, al observar la Figura 3-2, se puede apreciar 
los histogramas de dispersión de las variables en mención, concentradas hacia los 
valores bajos. Nótese que el valor mínimo de la altura elipsoidal es un valor negativo; a 
primera vista se podría pensar que es un valor incorrecto, pero es normal que se 
presenten valores de este tipo ya que en algunas zonas deprimidas el nivel de la 
superficie está por encima del elipsoide. Este tipo de datos son de cuidado ya que se 
puede caer en el error de considerarlos cómo datos atípicos, siendo anomalías locales, 
propias del comportamiento espacial de un fenómeno dado.    
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Tabla 3-1 Estadísticos descriptivos del conjunto de datos de estudio. 
         X (m)         Y (m) ALTURA_ELI 
(m) 
ALTURA_NIV 
(m) 
    
GRAV(mGal)  
Mínimo                 481739.69 563530.09 -1.01 3.24 977206.42 
Máximo                 1367391.35 1746787.86 3564.79 3537.66 978350.06 
Promedio               873483.94 1096552.92 1051.58 1032.5 977798.15 
Mediana                854397.48 1055720.66 868.15 845.05 977826.54 
Desviación estándar    107379.21 201990.83 864.88 859.8 210.78 
Asimetría              0.77 0.63 0.77 0.79 -0.36 
Kurtosis               5.32 3.71 2.57 2.58 2.77 
Coef. Var. 
Promedio(%) 
12.29 18.42 82.25 83.27 0.02 
 
Figura 3-2 Gráficos descriptivos del conjunto de datos de aprendizaje (en metros y 
miligales). 
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Al enfocarse en los mapas de símbolos (Figura 3-3) de las tres variables, las alturas 
(elipsoidal y nivelada) tienen un comportamiento similar. En cambio la gravedad tiene una 
distribución totalmente contraria. Esto es una primera señal de las relaciones existentes 
entre altura elipsoidal, nivelada y gravedad, haciendo que sea válida la hipótesis 
planteada.  En la Figura 3-3 se aprecian un claro nivel de agregación en las tres variables 
dentro de las zonas de cordillera. Las alturas Elipsoidal y Nivelada tienen sus valores 
más altos en las cordilleras oriental y central; de forma inversa, la gravedad tiene los 
valores más bajos en dichas zonas, siendo indicador de tipo gráfico de la correlación 
entre las variables de entrada. 
Figura 3-3 Gráficos descriptivos del conjunto de datos de aprendizaje a) Altura Elipsoidal, 
b) Altura Nivelada, c) Gravedad 
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La Figura 3-4 contiene los mapas de interpolación para las diferentes dimensiones que 
contiene el conjunto de datos de estudio. Las tres variables contienen patrones de 
concentración en el área montañosa, siendo evidentes para las alturas. La relación 
inversa respecto a la gravedad está dada por la Ecuación 3.1, que resume el potencial de 
gravedad que es la suma de la aceleración debido a la atracción que ejerce la Tierra  y la 
aceleración debida a la rotación de misma; lo que denota una clara relación espacial. El 
primer término contiene en el denominador la distancia entre el centro de masas y el 
punto en consideración; entre mayor sea este radio5, menor será el potencial 
gravitacional. 
q = #9! ²1 + ∑ =
)
!>
* *,D*, cos³G*FH ´ + µ
¥
H HcH                     (3.1) 
Figura 3-4 Mapas de interpolación: a) Altura Elipsoidal b) Gravedad y c) Altura nivelada. 
(en metros y miligales) 
 
 
 
 
 
 
 
Como resultado de la consolidación de las bases de datos y el del procesamiento 
realizado se obtiene un conjunto de datos que se concentra hacia que presenta mayor 
dinámica en el territorio colombiano; Si bien el número de elementos es limitado y puede 
presentar algún sesgo a la hora de desarrollar el entrenamiento por medio del 
aprendizaje de máquina, se considera que variabilidad espacial de las dimensiones 
objeto de estudio, es capturado con el conjunto de datos.  
                                               
 
5
 Definido cómo el semieje mayor de la tierra a = 6,378,137.0 m más la altura del sitio de interés 
( + ℎ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3.2 Modelo Geoestadístico para los valores de gravedad 
calculados a partir de los modelos globales 
geopotenciales 
3.2.1 Evaluación de los modelos globales geopotenciales 
Para determinar el grado de ajuste entre los valores de gravedad reales y sus 
correspondientes registros calculados a partir de los modelos globales geopotenciales, se 
realizó el análisis espacial de los residuales, con el fin de determinar si existen patrones 
de concentración de las diferencias mayores que permitan identificar si los errores tienen 
alguna relación con factores geomorfológicos o no.  
 
La Tabla 3-2 contiene los estadísticos de los residuales entre los valores de gravedad de 
la red SIGNAR y sus correspondientes valores calculados a partir de los modelos 
globales geopotenciales. Los coeficientes de variación promedio, muestran en general 
que la variabilidad de los datos es muy alta, siendo un indicador de la heterogeneidad de 
las condiciones geológicas del territorio colombiano, que se deriva en efectos locales del 
potencial gravitacional que no son captados por las misiones satelitales gravimétricas. El 
modelo EGM_2008, tiene la desviación estándar más pequeña dentro de los modelos 
evaluados; sin embargo los diferencias significativas entre el promedio y la mediana es 
una muestra de valores extremos. La kurtosis de los modelos evaluados es un indicador 
de que las distribuciones de los residuales son de tipo Leptocúrtico. 
Tabla 3-2 Estadísticos Descriptivos de los residuales (en miligales) de los modelos 
geopotenciales evaluados  
Estadística/Modelo Res_GOCO  Res_EIGEN  Res_EGM96  Res_EGM_2008  Res_dv_ELL 
Mínimo                 -327.29 -228.26 -285.33 -204.66 -739.79 
Máximo                 380.25 288.28 366.61 256.31 -254.27 
Promedio               -3.63 20.06 4.39 21.51 -492.37 
Mediana                -2.6 6.29 -0.12 8.06 -488.85 
Desviación estándar    73.89 54.07 64.6 52.2 71.96 
Asimetría              0.23 0.62 0.53 0.57 -0.02 
Kurtosis               4.17 4.91 5.05 4.67 3.42 
Coef. Var. 
Promedio(%) 
-2034.46 269.58 1471.13 242.72 -14.62 
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La Figura 3-5 confirma que la distribución de los residuales se ajusta a la forma de 
campana de Gauss, siendo similar a la distribución normal, donde los errores se 
concentran alrededor de cero. Sin embargo el apuntalamiento de la distribución es 
indicador de la presencia de los valores atípicos, que se pueden verificar a través de los 
diagramas de caja. En todos los modelos es evidente la presencia de este tipo de datos. 
Figura 3-5 Gráficos descriptivos de los residuales de los GGP evaluados 
 
 
 
 
 
 
 
 
 
 
La Figura 3-6 contiene las diferentes interpolaciones para cada uno de los residuales de 
acuerdo al modelo evaluado. La escala de tonos indica que tan grande son los errores y 
su distribución geográfica. En general los mayores errores se presentan hacia las zonas 
de cordilleras y los valores más pequeños se concentran a las zonas planas. Esto es un 
claro indicador de la influencia del material parental en el comportamiento de la 
componente local del potencial gravitacional. Es de tener en cuenta que el desarrollo de 
los armónicos esféricos no capturan este tipo de anomalías locales de la variable 
regionalizada, que en este caso es la gravedad.  Los modelos GOCO y dv_ELL 
presentan un rango mucho mayor en comparación a los demás modelos al contrario de 
los modelos EIGEN y EGM 2008 que tienen menor variabilidad. Adicionalmente, la 
distribución espacial de los errores sigue el mismo patrón de dispersión.  
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Figura 3-6 Gráficos de interpolación de los residuales (en miligales) de los modelos 
evaluados 
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Cómo método de evaluación estadística se optó por un test pareado en el que se 
compara el valor real de la gravedad y el valor calculado por cada uno de los modelos. La 
hipótesis nula (
) es que las diferencias entre el valor real y el calculado son iguales a 
cero (0). La hipótesis alternativa (
N) es que las diferencias son diferentes a cero (0) 
siendo una prueba de dos colas. La Tabla 3-3 contiene los resultados para la evaluación 
de los diferentes modelos. 
Tabla 3-3 Resultados del Test Pareado para cada uno de los modelos (en miligales) 
 Estadísticos Intervalo de confianza al 95% Estimados 
 
Modelos 
Evaluados 
t p-value 
Intervalo 
Superior 
Intervalo 
Inferior 
Media de las 
diferencias 
REAL – 
GOCO 
-4.5373 5.78E-06 -5.200898 -2.06277 -3.631834 
REAL – 
EIGEN 
34.242 2.20E-16 21.20428 18.90799 20.05613 
REAL - 
EGM2008 
6.2747 3.67E-10 5.76265 3.019174 4.390912 
REAL – 
EGM96 
38.0309 2.20E-16 22.61438 20.3974 21.50589 
REAL - dv-
ELL 
-631.6007 2.20E-16 -493.8978 -490.8416 -492.3697 
El estadístico t para todos los modelos evaluados es significativamente más grande que 
el valor crítico, siendo un indicador que la distribución del estadístico de prueba se 
encuentra en la zona de rechazo. Adicionalmente el p-value, al ser menor que el nivel de 
significancia (<0.025) se puede inferir que hay evidencia estadística para rechazar la 
hipótesis nula.  Si bien se descartó estadísticamente que las medias de las dos muestras 
sean iguales, se puede evaluar el grado de ajuste entre las mismas a través de los 
intervalos de confianza y los estimados de la media de las diferencias. De acuerdo a lo 
anterior, el modelo que presenta menor intervalo de confianza y  menor media de los 
residuales es el modelo EGM_2008. Este resultado coincide con el análisis exploratorio 
de datos espaciales realizado anteriormente, en las que las medidas y gráficos 
descriptivos confirman que el modelo EGM_2008 presenta mayor ajuste con respecto a 
los valores reales de la gravedad relativa, por lo cual se escoge cómo el modelo a 
implementar en el entrenamiento de datos interpolados. 
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3.2.2  Modelo geoestadístico para los datos de gravedad relativa 
calculados a partir de los modelos globales geopotenciales. 
Al tener en cuenta los resultados obtenidos en la evaluación de los modelos globales 
geopotenciales y  la distribución espacial uniforme del muestreo de los valores calculados 
se desarrolló un modelo geoestadístico con los valores de gravedad relativa para el 
territorio colombiano. La técnica utilizada fue Kriging universal, que permite incluir un 
modelo de regresión para eliminar las tendencias en la media y varianza de la variable 
regionalizada, asegurando el principio de estacionariedad de los datos (Figura 3-7a). El 
modelo de regresión utilizado fue polinómico lineal de segundo grado, reduciendo así las 
varianzas de la superficie continua creada. Dicha superficie es de tipo raster con 
resolución espacial de 1000 m. Los valores altos se concentran en la costa Caribe, 
aproximándose a  978400 mGal, y los valores bajos en las zonas montañosas por el 
orden de 977400 mGal. Si bien la costa pacífica y la región caribe no presentan 
diferencias de alturas considerables, presentan variaciones del orden de 400 mGal 
respecto a los valores de gravedad relativa. Dicho comportamiento puede ser atribuible a 
los fenómenos de subducción de placas, al igual que la dinámica tectónica propia de la 
cordillera occidental. Los llanos orientales tienen un comportamiento homogéneo a esta 
escala, fluctuando entre 977888 y 977700 mGal. De esta superficie se interpolaron los 
valores de gravedad observada para los puntos de la base de datos RED-MAGNA que 
tenían valores de altura nivelada por el método de nivelación geométrica, con el fin de 
desarrollar  un algoritmo de aprendizaje de máquina alterno.  
 
Dentro de las ventajas del modelo geoestadístico, se encuentra la estimación de las 
varianzas estadísticas de las predicciones (Figura 3-7b). La uniformidad en el muestreo 
espacial permite obtener resultados con varianzas mínimas en la mayoría del territorio 
colombiano6. Las mayores incertidumbres del modelo de predicción se encuentran hacia 
los límites tanto continentales cómo marítimos. 
                                               
 
6
 Inicialmente se planteó un Modelo Geoestadístico con los valores de la red SIGNAR, sin 
embargo las varianzas del mismo eran muy altas debido al muestreo espacial concentrado hacia 
las zona andina (vías principales). En los llanos orientales se presentaban predicciones con 
incertidumbres muy altas debido a la falta de datos de gravedad en esta área. En el Anexo 2 se 
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Figura 3-7 Modelo geoestadistico para la gravedad calculada a partir de GGP (en 
Miligales) a) Predicción b) Varianzas 
 
 
 
 
 
 
 
 
 
 
 
 
3.3 Diseño, implementación y evaluación de los 
algoritmos de aprendizaje de máquina. 
 
El inicio de este apartado es la confirmación de la hipótesis principal del proyecto de 
investigación: “existe una alta correlación entre los datos y dicha relación puede ser 
modelada a través de sistemas inteligentes”. Para ello se realizó un análisis exploratorio, 
a través de estadísticos gráficos y descriptivos, con el fin de verificar las posibles 
relaciones entre los datos de entrada. 
 
                                                                                                                                              
 
puede consultar el modelo Geoestadístico planteado para los datos de la red de tercer orden 
SIGNAR.  
a) b) 
 81
 
 
Comprobada la relación, se procedió a realizar las pruebas con los algoritmos de 
regresión basada en sistemas inteligentes y aprendizaje de máquina, disponibles en el 
software de minería de datos. Este ejercicio se desarrolló paralelamente para dos 
conjuntos de datos: i) datos de aprendizaje con valores reales y ii) conjunto de datos con 
valores interpolados para la gravedad relativa. 
3.3.1 Evaluación de algoritmos de aprendizaje de máquina para el 
conjunto de datos reales. 
En la Figura 3-8, se observa la linealidad en la relación entre las tres variables de 
entrada: directamente proporcional entre las alturas elipsoidal y nivelada e inversamente 
proporcional entre la gravedad y las otras dos. Para cuantificar la fuerza y dirección de 
dicha relación se calcula matriz de correlación (Tabla 3-4) al igual que la proporcionalidad 
entre las tres dimensiones de entrada. 
Figura 3-8 ScatterPlot 3D con Altura Nivelada (eje y), Elipsoidal (eje x) y Gravedad (eje z) 
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Tabla 3-4 Matriz de correlación entre las variables de entrada. 
 
 X Y ALT_ELIP GRAV ALT_NIV 
X          1 0.3215 0.04184 -0.1081 0.04648 
Y          0.3215 1 -0.30861 0.49006 -0.30201 
ALT_ELIP 0.04184 -0.30861 1 -0.9458 0.99996 
GRAV       -0.1081 0.49006 -0.9458 1 -0.94456 
ALT_NIV 0.04648 -0.30201 0.99996 -0.94456 1 
 
Nótese las altas correlaciones entre las tres principales dimensiones de entrada: altura 
elipsoidal, altura nivelada y gravedad, que están por encima del 95%. La relación entre 
las alturas es casi lineal, con 99% de correlación. Dados estos valores, es válido asumir 
el desarrollo de un algoritmo de aprendizaje de máquina para la predicción de variables 
comprobando la hipótesis de partida.  
 
Se podría explorar el modelamiento de las variables a través de una regresión lineal 
simple, de acuerdo a los valores obtenidos en la matriz de correlación. Sin embargo, este 
tipo de regresión no tiene en cuenta el carácter espacial de los fenómenos, lo cual 
conduce a residuales muy altos. 
 
El primer intento de modelamiento se realizó en el software Geoda (Anselin & Syabri, 
2006), con una regresión espacial. Esta tipo de estimación tiene en cuenta relaciones 
entre vecinos, incluyendo una matriz de pesos espaciales con base en la distancia 
euclidiana (Ecuación 3.2):  
																																																													L = 	(¶ + M·N +H·H   (3.2) 
 
Donde	y es el vector de la variable explicada y W el vector de pesos. (Ripley, 1981). 
El resultado de la regresión se muestra en la Tabla 3-5. 
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Tabla 3-5 Resumen de la regresión espacial Altura nivelada ≈ Altura Elipsoidal, Gravedad 
 
                                 Regression 
SUMMARY OF OUTPUT: ORDINARY LEAST SQUARES ESTIMATION 
Data set            :  CONSOLIDADO   
Dependent Variable  :  ALTURA_NIV  Number of Observations:  331 
Mean dependent var  :      1016.5  Number of Variables   :    3 
S.D. dependent var  :      849.91  Degrees of Freedom    :  328  
 
R-squared           :    0.997592  F-statistic           :     67948.2 
Adjusted R-squared  :    0.997578  Prob(F-statistic)     :           0 
Sum squared residual:      575696  Log likelihood        :     -1704.5 
Sigma-square        :     1755.17  Akaike info criterion :        3415 
S.E. of regression  :     41.8947  Schwarz criterion     :     3426.41 
Sigma-square ML     :     1739.26 
S.E of regression ML:     41.7045 
----------------------------------------------------------------------- 
     Variable    Coefficient     Std.Error    t-Statistic   Probability   
----------------------------------------------------------------------- 
    CONSTANT      9458.526       31991.33      0.2956591    0.7676790 
  ALTURA_ELI     0.9905542    0.008176767       121.1425    0.0000000 
   Grav_2003  -0.009683295     0.03270961     -0.2960382    0.7673762 
----------------------------------------------------------------------- 
 
REGRESSION DIAGNOSTICS   
MULTICOLLINEARITY CONDITION NUMBER   32278.502785 
TEST ON NORMALITY OF ERRORS 
TEST                  DF          VALUE            PROB 
Jarque-Bera            2           231384.6        0.0000000 
 
DIAGNOSTICS FOR HETEROSKEDASTICITY   
RANDOM COEFFICIENTS 
TEST                  DF          VALUE            PROB 
Breusch-Pagan test     2           608.5729        0.0000000 
Koenker-Bassett test   2           9.272778        0.0096926 
SPECIFICATION ROBUST TEST 
TEST                  DF          VALUE            PROB 
White                  5            27.5377        0.0000448 
 
DIAGNOSTICS FOR SPATIAL DEPENDENCE    
FOR WEIGHT MATRIX :CONSOLIDADO.gwt 
   (row-standardized weights) 
TEST                          MI/DF      VALUE          PROB   
Moran's I (error)           0.015100     2.8833864      0.0039344 
Lagrange Multiplier (lag)       1       17.2084805      0.0000335 
Robust LM (lag)                 1       17.6266841      0.0000269 
Lagrange Multiplier (error)     1        2.9606951      0.0853113 
Robust LM (error)               1        3.3788988      0.0660362 
Lagrange Multiplier (SARMA)     2       20.5873793      0.0000338 
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Si bien los estadísticos que miden la bondad del ajuste de la regresión cómo son el R2 y 
el R2, con valores 0.997592  y 0.997578  respectivamente, son muy buenos, los 
residuales son superiores al metro, lo cual no garantiza la precisión requerida para el 
proyecto de investigación. Dicho comportamiento se puede verificar en la Figura 3-9 y la 
Tabla 3-6, donde el valor máximo y mínimo de los residuales son del orden de 566.26 y -
390 respectivamente. De acuerdo al diagrama de caja estos valores se pueden 
considerar como atípicos, sin embargo el rango de los residuales se encuentra entre 1 y 
30 metros. Un indicador positivo es que se cumple la hipótesis de autocorrelación 
espacial verificada con el test de Moran, ya que se tiene un valor positivo y significativo, 
indicando concentración de datos similares en regiones vecinas, con un grado de 
confianza del 95%.   
 
Figura 3-9 Gráficos descriptivos para los residuales de la regresión espacial 
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Tabla 3-6 Estadísticos descriptivos de los residuales de la regresión espacial. 
 
Estadísticos 
descriptivos 
    
RESIDUAL  
Mínimo                 -390.65 
Máximo                 566.26 
Promedio               0 
Mediana                -2.48 
Desviación estándar    41.77 
Desviación mediana    5.2 
Asimetría              4.13 
Kurtosis 131.46 
Coef. Var. 
Promedio(%) 
136341968 
Coef. Var. 
Mediana(%)  
-209.98 
 
Posteriormente se implementaron los algoritmos disponibles en el software ORANGE. 
Los métodos utilizados fueron los siguientes:  
• EarthRegression: (Multivariate Adaptative Regression Splines MARS, Friedman, 
1991). 
• Regresión Lineal Simple. 
• Support Vector Machine Regression (Chepelle & Vapnik, 1999). 
• Regression Tree. (Breiman, et al., 1984) 
• Random Forest Regression (Breiman, 2001) 
• K-Nearest Neighbours Regression. (Cover & Hart, 1967) 
 
Los pasos seguidos en la prueba fueron: i) lectura de datos, ii) selección de variables 
para el entrenamiento: X y Y (coordenadas Gauss-Krüger Origen Bogotá, de los puntos 
muestreados), iii) altura elipsoidal, iv) gravedad relativa y v) altura nivelada. Seguido se 
realizó la validación cruzada, configurando la altura nivelada cómo variable explicada. En 
la Figura 3-10 se observa el diagrama de procesos para la prueba de los algoritmos de 
regresión disponibles en ORANGE. Adicionalmente se detectaron tres datos errados ya 
que las diferencias entre altura elipsoidal y altura nivelada eran mayores de 300 metros, 
siendo eliminados del conjunto de datos de aprendizaje. 
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En la Tabla 3-7 se observan los estadísticos descriptivos de los residuales obtenidos en 
el proceso. De acuerdo a la desviación estándar y los coeficientes de variación los 
mejores resultados se obtienen con los algoritmos Earth Learner y Regresión Lineal, que 
presentan mayor ajuste con respecto a los valores reales de la altura nivelada (Figura 
3-11). No obstante, los resultados no satisfacen los requerimientos de precisión previstos 
debido a que los errores de predicción son mucho mayores al metro. Por esta razón se 
optó por revisar otros métodos de predicción en el software KNIME, que cuenta con un 
módulo de integración con WEKA.  Para la evaluación de los algoritmos se sigue el 
mismo esquema de la anterior prueba: Lectura de datos – Validación Cruzada – 
Regresión. Inicialmente se realizó la prueba sin normalizar los datos, obteniendo mejores 
resultados, sin embargo los residuales son mayores al metro. Por este motivo se evaluó 
la necesidad de transformar los datos para mejorar la predicción.  
Figura 3-10 Flujo de trabajo en el Software ORANGE 
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Tabla 3-7 Estadísticos descriptivos de los Residuales de los algoritmos disponibles en 
ORANGE. 
                      RES_REGRE
SSION TREE 
  
RES_KNN 
RES_EARTH 
LEARNER 
RES_SVM 
Regression 
RES_RANDO
M FOREST 
RES_LINEAR 
Regression 
Mínimo                -655.3 -464.61 -386.43 -917.49 -570.49 -385.02 
Máximo                1380.75 1070.58 572.98 2507.18 1655.17 570.56 
Promedio              75.58 -1.73 1.07 66.57 18.95 1.01 
Mediana               48.58 -12.3 0.35 -115.05 -58.53 -1.89 
Desviación 
estándar    
312.67 213.03 43.71 824.83 344.48 45.57 
Asimetría             0.41 1.3 4.33 0.87 1.61 3.8 
Kurtosis              4.45 6.98 125.02 2.77 6.32 104.17 
Coef. Var. 
Promedio(
%) 
413.69 -12298.53 4080.01 1238.94 1817.4 4512.15 
 
Figura 3-11 Gráficos de los valores reales de la altura nivelada vs su correspondiente 
valor calculado (en metros) 
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En KNIME se desarrollaron pruebas de los siguientes algoritmos: 
• Multilayer perceptron. 
• Isotonic Regression (Barlow et al., 1972). 
• Least median Square Regression (Rousseeuw, 1984). 
• SMO (Simple Minimal Optimization, Platt, 1998) 
• Logistic regression (Hosmer & Lemeshow, 2000) 
El flujo de procesos se puede observar en la Figura 3-12. Adicionalmente se 
implementaron dos metaclasificadores como Bagging (Breiman, 1996) combinando un 
perceptrón multicapa y una regresión isotónica, al igual que el metaclasificador Adittive 
Regression (Stone, 1985), combinando la regresión Isotonica y Least median Square 
Regression.  
De los algoritmos revisados, los mejores resultados se presentaron con los algoritmos  
Isotonic Regression y Multilayer perceptron. Con la aplicación de los metaclasificadores 
se obtienen resultados similares, pero los costos computacionales son mucho mayores 
por lo cual se descartaron. 
Figura 3-12 Flujo de trabajo KNIME 
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En la Figura 3-13 se observa el comportamiento de los residuales de los métodos 
Isotonic Regression y Multilayer perceptrón, que se aproximan en mayor medida a los 
resultados esperados. Nótese que los residuales de la técnica MLP están concentrados 
hacia el valor de cero, con algunos valores atípicos. Los residuales de la regresión 
Isotónica son mucho más dispersos.  
 
De acuerdo a los resultados de las diferentes evaluaciones realizadas, se evidencia que 
la red neuronal multicapa presenta los mejores resultados debido a que captura la 
relación entre las variables de interés. Por ello se optó por el desarrollo exhaustivo de 
este algoritmo, transformado los datos de aprendizaje y modificando los parámetros de la 
red. 
Figura 3-13 Residuales de los métodos de aprendizaje de máquina (en metros). 
 
 
 
 
 
 
 
3.3.2 Diseño de la red neuronal multicapa para el conjunto de 
datos reales. 
Si bien los resultados obtenidos en el apartado anterior con la red neuronal multicapa son 
buenos, al ser comparados con el valor real de altura nivelada, aproximadamente un 60% 
del conjunto de datos presentan diferencias superiores al metro. Por ello se desarrollaron 
diferentes pruebas con la red neuronal, variando los parámetros de aprendizaje (learning 
rate, momentum, training time) con el fin de optimizar la captura de la relación entre las 
variables de estudio.  
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Entre las estrategias implementadas para la optimización del aprendizaje se encuentra la 
normalización de los datos de acuerdo con Basheer & Hajmeer (2000) que manifiestan 
que las funciones de transferencia mejoran su rendimiento con una serie de datos con 
valores entre 1 y 0. Resultados preliminares evidenciaron que la mejor técnica de 
normalización para los datos de aprendizaje es la transformación Z-SCORE. Es de tener 
en cuenta que las coordenadas de los datos de aprendizaje no son normalizadas, debido 
a que a través de ellas se pretende establecer las relaciones espaciales entre cado uno 
de los puntos de la muestra. 
 
Adicional a la transformación de las variables, se tuvo en cuenta la selección de un 
conjunto de datos de prueba para evaluar la efectividad de la red. Para ello se hizo un 
muestreo aleatorio simple con 54 elementos, que no se tuvieron en cuenta dentro del 
proceso de aprendizaje. 
 
De acuerdo a los resultados en el proceso de evaluación de los algoritmos de 
aprendizaje de máquina, se estableció que las dimensiones propuestas (X,Y, Gravedad, 
altura elipsoidal y altura nivelada) tenian una relación fuerte a modelar. Sin embargo esta 
relación no es suficiente para obtener niveles de precisión menores al metro. Por este 
motivo se optó por incluir otra variable calculada a partir de la gravedad y la altura. Esta 
dimensión corresponde a la anomalia simple de Bouguer que tiene en cuenta la variación 
del potencial de gravedad de acuerdo a la altura además de de tener en consideración la 
distribución de masas entre el punto de observación y la superficie de referencia cómo es 
el geoide (Heiskanen & Moritz, 1967). De acuerdo a Ateya & Takemoto (2001), la 
anomalia de bouguer presenta gran correlación con las elevaciones, en especial, 
presenta gran dependencia con las irregularidades locales de la altura. Este aspecto 
puede conducir a la mejora de la predicción debido a que se pueden capturar de cierto 
modo el comportamiento geologico de zonas de cordillera, planicies y en general toda la 
estructura del relieve colombiano. 
 
 
 
 91
 
 
La anomalía de bouguer fúe calculada con la siguiente ecuación (Hofmann-Wallenhof & 
Moritz, 2005).    
		º = 2¼½
                                             (3.3) 
Donde 
 es la altura nivelada del punto de estudio,  es la densidad de masas y ½ es la 
constante de gravitación. Ante la falta de información sobre la densidad de masas real de 
la zona de estudio, se optó por el valor estándar de 2.67 g cm-3. 
 
Al tener una nueva variable, se realizó de nuevo el análisis exploratorio de datos 
espaciales. La Tabla 3-8 contiene los estadísticos descriptivos para todas las variables 
que se tuvieron en cuenta para el conjunto final de aprendizaje. La anomalía de bouguer 
presenta gran variabilidad de acuerdo a la desviación estándar y el coeficiente de 
variación, sumado a que la media y la mediana son significativamente diferentes. La 
asimetría indica que la distribución está ligeramente concentrada hacia los valores bajos. 
La Figura 3-14 contiene los gráficos descriptivos para tres variables: gravedad, altura 
nivelada y la anomalía Bouguer. Esta última tiene una distribución similar a la normal 
(Figura 3-14b), no presenta valores atípicos y tiene un gran correlación con las demás 
variables (Figura 3-14b).   
 
Tabla 3-8 Estadísticas descriptivas del conjunto de datos de aprendizaje incluyendo la 
anomalía bouguer 
       X          Y  ALTURA_ELI      GRAV ALTURA_NIV BOUGUER 
Mínimo                 481739.69 563530.09 -1.01 977206.42 3.24 -141.52 
Máximo                 1367391.35 1746787.86 3564.79 978350.06 3537.66 270.91 
Promedio               873483.94 1096552.92 1051.58 977798.15 1032.5 32.09 
Mediana                854397.48 1055720.66 868.15 977826.54 845.05 17.22 
Desviación 
estándar    
107379.21 201990.83 864.88 210.78 859.8 91.26 
Asimetría              0.77 0.63 0.77 -0.36 0.79 0.41 
Kurtosis               5.32 3.71 2.57 2.77 2.58 2.4 
Coef. Var. 
Promedio(%) 
12.29 18.42 82.25 0.02 83.27 284.36 
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Figura 3-14  Graficos descriptivos de las variables Gravedad, Altura nivelada y Anomalía 
de Bouguer. a) Scatter plot 3D X(grav, línea morada), Y(Alt_Niv, linea verde),  Z(Bouguer, 
linea azul) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
La Tabla 3-9 contiene la matriz de correlaciones entre las diferentes dimensiones del 
conjunto de datos de aprendizaje. La relación entre la anomalía simple de Bouguer con 
respecto a las variables altura nivelada, elipsoidal y gravedad, es mayor al 60% siendo 
un buen indicador de la dependencia entre ellas, permitiendo así el aprendizaje de la 
relación y su posterior réplica a través de un algoritmo de aprendizaje de máquina. 
 
Tabla 3-9 Matriz de correlaciones del conjunto de datos de aprendizaje real 
           ALTURA_ELI ALTURA_NIV BOUGUER GRAV X Y 
ALTURA_ELI 1.00000 0.99996 0.83777 -0.94753 0.02615 -0.25721 
ALTURA_NIV 0.99996 1.00000 0.83823 -0.94627 0.03039 -0.25087 
BOUGUER    0.83777 0.83823 1.00000 -0.63747 -0.21703 -0.06440 
GRAV       -0.94753 -0.94627 -0.63747 1.00000 -0.09458 0.45117 
X          0.02615 0.03039 -0.21703 -0.09458 1.00000 0.28106 
Y          -0.25721 -0.25087 -0.06440 0.45117 0.28106 1.00000 
 
a) b) 
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El flujo de trabajo en KNIME se presenta en Figura 3-15a. Adicionalmente se muestra el 
diseño de la red neuronal con 5 variables de entrada y 8 nodos ocultos. La validación 
cruzada se muestra en la Figura 3-15c en la que se divide el conjunto de aprendizaje en 
diez subconjuntos por un muestreo aleatorio. La distribución geográfica del conjunto de 
datos de muestra en la Figura 3-16. 
Figura 3-15 Desarrollo de la red neuronal multicapa: a) Flujo de Trabajo en KNIME, b) 
Diseño de la red c) Validación cruzada 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) b) 
c) 
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Figura 3-16 Distribución Geográfica del conjunto de datos de estudio 
 
Los parámetros de la red neuronal multicapa son los siguientes:  
• Normalización: Método Z-Score 
• HiddenLayers: 8 
• LearningRate: 0.4 
• Momentum: 0.3 
• Training Time: 50000 
• Función de trasferencia: Sigmoide y lineal. 
• ValidationThereshold: 20 
• Cross Validation: 10 folds 
 
Para la evaluación de las predicciones de la red neuronal multicapa se realizó el análisis 
de los residuales. En primer medida se tienen los estadísticos descriptivos (Tabla 3-10) 
en los que se comparan las alturas niveladas: real vs predicción y sus diferencias. Las 
estadísticas de los residuales muestran una variabilidad pequeña, con una distribución 
concentrada hacia los valores bajos (asimetría). La curtosis nos indica que la distribución 
es leptocúrtica, siendo de forma apuntalada. El valor tan elevado de la misma revela que 
los valores se concentran hacia la media.  
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El promedio y la mediana son relativamente parecidos; sin embargo el coeficiente de 
variación promedio es indicador de la presencia de valores atípicos.  
Tabla 3-10 Estadísticas descriptivas de la Altura nivelada real, su predicción por MLP y 
sus diferencias 
 Altura 
Nivelada  
Real (m) 
Altura 
Nivelada  
Predicción (m) 
Residuales 
(m) 
Mínimo                 3.24 3.14 -2.13 
Máximo                 3486.61 3481.53 9 
Promedio               1005.99 1005.99 0 
Mediana                825.05 825.35 0.05 
Desviación estándar    836.53 836.48 0.83 
Asimetría              0.79 0.79 4.55 
Kurtosis               2.6 2.6 48.21 
Coef. Var. 
Promedio(%) 
83.15 83.15 48566.51 
 
La Figura 3-17 muestra la distribución de las diferencias entre el valor real y el valor 
calculado para la altura nivelada. El gráfico de caja y bigotes nos muestra la presencia de 
valores atípicos. De acuerdo al gráfico de dispersión de los errores, la gran mayoría de 
los valores se concentran hacia la media que en este caso es cero. Un 90% de las 
predicciones se encuentra por debajo del metro. Los valores atípicos pueden 
corresponder a anomalías locales, que no son capturadas plenamente por el modelo de 
predicción. 
Figura 3-17 Gráficos descriptivos de los residuales del modelo MLP. 
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El error medio cuadrático calculado es de 0.82, siendo un indicador de la bondad de la 
predicción del modelo MLP. En el Anexo C se puede consultar la distribución de pesos 
de la red diseñada de acuerdo a los nodos y las variables de estudio. La Figura 3-18 
muestra la distribución de los errores de predicción del modelo MLP. Los tonos verdes 
indican los errores menores al metro. El tamaño de la esfera va aumentando 
proporcionalmente al valor del residual. Los errores más grandes se encuentran en el 
macizo colombiano y en la zona andina, que pueden corresponder a problemas en la 
captura de datos o diferencias en los tiempos de adquisición. En el departamento del 
Valle del Cauca se concentran algunos valores con residuales menores a 1.5 metros. 
Figura 3-18 Distribución espacial de los errores de predicción  
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El intervalo de confianza calculado a un 95% de confianza para la diferencia de medias 
(test pareado) se encuentra entre los valores [-0.0883, 0.0917] y la media de las 
diferencias estimada es de 0.0017. Estos estadísticos son muestra de la bondad de 
ajuste de la predicción realizada.  
Con el fin de evaluar si se presenta alguna concentración de los residuales altos, se 
realizó la prueba Getis Ord que es un estadístico local que permite establecer la 
extensión y su ubicación de las agrupaciones espaciales de un conjunto de datos dado. 
Los valores “z” (Valores del estadístico local” y los valores “p” (valores de probabilidad) 
indican donde se agrupan espacialmente las entidades con valores altos o bajos, a través 
de la buscada de cada una de ellas dentro del contexto de las entidades vecinas. Para 
ser un hotspot estadísticamente significativo, una entidad tiene que tener un valor alto en 
el atributo de estudio y además tiene que estar rodeada por otras entidades con valores 
altos (Cressie, 1993) 
 
La prueba estadística Getis Ord tiene cómo hipótesis nula la aleatoriedad espacial 
completa del fenómeno de estudio. En este caso las áreas con P –Value menor (<0.50, 
Figura 3-19) presentan mayor poder significativo para rechazar la hipótesis nula, es decir, 
que la distribución del atributo de estudio presenta una agregación espacial definida 
(HotSpot). La Figura 3-19 refleja la distribución espacial de los valores del estadístico 
Getis Ord (z value), donde los valores altos (>2) muestran las agregaciones de los 
valores altos de la variable, en este caso los residuales entre el valor real y la predicción. 
En general valores altos de estadístico combinados con valores pequeños del p-value, 
son indicadores estadísticos de un patrón de agregación de los valores altos de la 
variable (Figura 3-20). Hay una concentración significativa de residuales altos en la zona 
del Valle del Cauca7 al igual que en la cordillera oriental en el departamento del Huila.  
 
 
                                               
 
7
 En todas las pruebas realizadas, se encontró que la zona del Valle del Cauca presentaba los 
residuales más altos. De acuerdo al mapa de anomalía Bouguer total elaborado por la Agencia 
Nacional de Hidrocarburos (ANH) esta zona tiene un comportamiento particular. Disponible en 
http://www.anh.gov.co/Informacion-Geologica-
y_Geofisica/Pais/Documents/ANOMALIA_DE_BOUGUER_TOTAL_DE_LA_REPUBLICA_DE_CO
LOMBIA%202010.pdf 
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Figura 3-19 Mapa de conglomerados y mapa de significancia 
 
Figura 3-20 Distribución de los hotspot de los residuales del modelo ANN 
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El RMS calculado para el conjunto test es de 2.40 m, que si bien puede ser muy alto, es 
consecuencia de la presencia de errores groseros o atípicos cómo se puede verificar en 
la Figura 3-21 y la Tabla 3-11. El diagrama de caja y bigotes evidencia la presencia de 
tres datos atípicos, ubicados en el departamento de Nariño, Caldas y Bolívar. No 
obstante la distribución de los residuales está concentrada hacia la mediana que es 
cercana a cero. Esta evaluación determina el grado de generalización del modelo. 
Tabla 3-11 Estadísticos descriptivos de los residuales de predicción (en metros) para el 
conjunto de datos test 
Estadistico  RESIDUALES 
Mínimo                 -2.69 
Máximo                 14.45 
Promedio               0.29 
Mediana                -0.09 
Desviación estándar    2.42 
Asimetría              4.6 
Kurtosis               25.18 
Coef. Var. Promedio(%) 833.73 
 
Figura 3-21 Distribución espacial de los residuales de predicción (en metros) para el 
conjunto de datos test. 
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3.3.3 Diseño de la red neuronal multicapa para datos 
interpolados.  
 
Por medio de la interpolación de los valores de gravedad a partir de los modelos globales 
geopotenciales, se obtuvo un conjunto de 1351 valores. A diferencia del conjunto de 
datos reales, priman los valores de altura elevados y por ende valores de gravedad 
bajos, cómo se puede apreciar en la Figura 3-22. De igual forma dicho comportamiento 
se puede verificar en la Tabla 3-12, con el coeficiente de asimetría y las diferencias 
significativas entre el promedio y la mediana. Las estadísticas muestran comportamientos 
similares al conjunto de datos reales, cómo son los coeficientes de variación promedio y 
de la mediana, siendo muestra de la homogeneidad de cada una de las dimensiones. 
Tabla 3-12 Estadisticas descriptivas del conjunto de datos interpolados 
 
 
X Y ALTURA_ELI ALTURA_NIV BOUGUER GRAV_EGM 
Mínimo                598955.08 563530.09 -5.68 1.88 -212.37 977398.03 
Máximo                1427804.05 1751232.46 3732.55 3706.93 138.97 978267.92 
Promedio              950789.89 1080674.52 1651.61 1632.1 -116.26 977631.76 
Mediana               993455.48 1011104.28 1987.18 1963.76 -137.13 977545.76 
Desviación 
estándar    
110058.75 201942.28 1043.57 1037.83 62.79 220.75 
Asimetría             -0.37 1.45 -0.33 -0.32 0.81 1.34 
Kurtosis              3.41 5.09 1.5 1.49 2.95 3.6 
Coef. Var. 
Promedio(%) 
11.58 18.69 63.18 63.59 -54.01 0.02 
 
De acuerdo a los histogramas de la altura elipsoidal y nivelada se presenta un pico hacia 
los 3000 metros; esto se debe a que gran parte de la muestra se concentra hacia la 
sábana de Bogotá. Estos datos corresponden a la red de nivelación del Distrito que 
cuenta aproximadamente con 535 puntos (un 40% del conjunto de valores interpolados).  
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En general la distribución espacial de las variables de estudio (Figura 3-23), está 
concentrada hacia la zona andina, con una presencia significativa de datos en la costa 
atlántica, siendo un indicador de la captura de la variabilidad de las dimensiones a tener 
en cuenta en el aprendizaje de máquina.  
Figura 3-22 Gráficos descriptivos para el conjunto de datos interpolados. 
 
 
 
 
 
 
 
 
 
 
Figura 3-23 Distribución espacial del conjunto de datos interpolados 
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Para el diseño de la red se realizó un muestreo aleatorio simple en el que se subdividió el 
total de datos en dos subconjuntos con el 80% para aprendizaje (1068) y un 20% para  
pruebas (267). La distribución espacial de los dos subconjuntos se puede observar en la  
Figura 3-24. 
Figura 3-24 Distribución espacial de los datos interpolados de entrenamiento y prueba 
 
De acuerdo a los ejercicios desarrollados en el conjunto de datos de entrenamiento 
reales, se generó el aprendizaje de máquina con una red neuronal multicapa, con 
características similares cómo se muestra a continuación: 
 
• Normalización: Método Z-Score 
• Hidden Layers: 10 
• Learning Rate: 0.4 
• Momentum: 0.3 
• Training Time: 50000 
• Función de trasferencia: Sigmoide y lineal. 
• Validation Thereshold: 20 
• Cross Validation: 10 folds 
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La Tabla 3-13 contiene las estadísticas de la altura nivelada y su predicción, que son 
significativamente semejantes siendo indicador grosso modo de la relación entre las dos. 
El promedio y la mediana de los residuales se encuentran cercanos a cero y la 
desviación estándar es pequeña; la kurtosis demuestra que la distribución está 
concentrada hacia los valores cercanos a cero.  
 
Tabla 3-13 Estadisticas descriptivas de la altura nivelada, su predicción y los residuales 
(en metros) 
Estadístico 
ALTURA 
NIVELADA 
REAL 
PREDICCION 
ALTURA 
NIVELADA  
RESIDUALES 
Mínimo                 3.63 3.83 -2.87 
Máximo                 3706.93 3707.46 6.76 
Promedio               1642.85 1642.77 0.08 
Mediana                1981.49 1981.49 0.06 
Desviación estándar   1034.32 1034.39 0.44 
Asimetría              -0.34 -0.34 3.55 
Kurtosis               1.52 1.52 58.13 
Coef. Var. 
Promedio(%) 
62.96 62.97 578.46 
 
El coeficiente de variación muestra la presencia de datos atípicos. Este comportamiento 
es verificado a través de los gráficos descriptivos que se muestran en la Figura 3-25, 
donde se comprueba la concentración de los datos hacia los valores de 3000 metros 
(sabana de Bogotá).  
 
La Figura 3-26 muestra la distribución de los errores de predicción, los cuales presentan 
una tendencia hacia los valores submétricos. Adicionalmente es evidente la presencia de 
datos atípicos con valores que oscilan entre 2 y 6 metros.  
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Figura 3-25 Gráficos Descriptivos de la Altura Nivelada, su predicción y residuales. 
 
 
 
 
 
 
 
 
 
 
 
Figura 3-26 Dispersión de los residuales (en metros) del modelo MLP para el conjunto de 
datos de entrenamiento. 
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El error medio cuadrático para el conjunto de datos de entrenamiento es de 0.445 metros 
y para el conjunto de datos test es de 0.526 m, siendo evidencia de la bondad de la 
predicción de la red neuronal, ya que los errores de predicción, en promedio, son 
submétricos, cumpliendo así los requerimientos del trabajo de investigación.  
 
La similaridad entre los errores tanto en el conjunto de datos de entrenamiento cómo el 
conjunto de prueba es evidencia de que el poder de predicción de la Red Neuronal 
multicapa es capaz de generalizarse a nuevos conjuntos de datos, descartando el sobre-
entrenamiento, siendo una herramienta eficaz en la determinación de alturas niveladas a 
partir de mediciones GPS de precisión. La Figura 3-27 muestra la distribución espacial de 
los residuales entre la altura nivelada y la altura calculada a partir de la red neuronal 
multicapa. En la representación visual de los errores de predicción no se encuentra un 
patrón de concentración, lo que hace suponer que son aleatorios y que no tienen alguna 
relación con el entorno local y/o regional.  
Figura 3-27 Distribución espacial de los errores de predicción para el conjunto de datos 
interpolados 
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Para verificar si en la predicción se presenta algún tipo de patrón de agrupamiento de los 
residuales, se desarrolló un análisis Getis Ord. El mapa de significancia (Figura 3-28) 
muestra valores superiores a 0.05 y 0.010 siendo un indicador de que no hay evidencia 
estadística para rechazar la hipótesis nula (aleatoriedad espacial completa), siendo 
corroborado con el mapa de conglomerados (clúster), en el que no se encuentran 
concentraciones de valores altos. Este análisis permite concluir que los errores de 
predicción se distribuyen de forma aleatoria y que no se concentran en un entorno local o 
regional. 
Figura 3-28 Análisis Getis Ord para los residuales de los datos interpolados 
 
 
 
 
 
 
 
 
 
 
 
La distribución espacial de los residuales del modelo MLP para los datos de prueba 
(Figura 3-29), muestra algunos valores mayores al metro. No obstante la tendencia 
general de los datos muestra que los errores son de tipo submétrico. Adicionalmente el 
RMS (0.526 m) es un indicador de la precisión alcanzada mediante la implementación de 
la red neuronal en datos interpolados.  
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Figura 3-29 Distribución espacial de los residuales en el conjunto de datos de prueba  
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4. Conclusiones y recomendaciones 
De acuerdo a la necesidad del cálculo indirecto de alturas niveladas de precisión, que 
reduzcan el tiempo y costo del levantamiento en terreno, se desarrolló un algoritmo que 
permitiera la integración de un sistema de referencia geométrico (elipsoide) y otro de tipo 
físico (Alturas niveladas), por medio de una red neuronal multicapa, obteniendo así una 
herramienta para obtener alturas sobre el nivel medio del mar, a partir de alturas 
elipsoidales, gravedad, anomalía Bouguer al igual de contar con las coordenadas planas 
X y Y, para la estimación de las relaciones espaciales de los datos. 
 
Basado en la metodología planteada y los resultados, la siguiente sección resume las 
conclusiones y recomendaciones obtenidas. 
4.1 Conclusiones 
La implementación de algoritmos de inteligencia artificial y de aprendizaje de máquina en 
ciencias de la tierra, cada vez tiene mayor auge, dada la eficiencia en los resultados, al 
igual de la precisión alcanzada. No obstante, la calidad de los datos de entrenamiento 
interviene en los resultados obtenidos. 
 
La recopilación, organización y estructuración de cada una de las bases de datos 
disponibles es uno de los pasos que demandan mayor atención. El procesamiento de los 
datos de gravedad respecto a la red SINAR, requiere de una cantidad considerable de 
tiempo, teniendo en cuenta que la información capturada esta en carteras de campo y los 
inconvenientes que ello conlleva (Errores de digitación, pérdida de datos etc.). La 
manipulación del software de procesamiento no es sencilla; es necesario contar con 
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conocimientos teóricos sobre ajustes geodésicos al igual del manejo de diferentes 
herramientas que permitan la integración de los datos de las carteras a los formatos de 
entrada del software. 
 
En principio se tuvo la intención de manipular fuentes de datos diferentes al IGAC. Sin 
embargo la principal limitante es el acceso, ya que este tipo de información tiene una 
gran confidencialidad, ya que está asociada a procesos relacionados con la explotación 
de hidrocarburos. Adicionalmente las diferencias tanto en equipos, metodologías de 
captura y procesamiento de la información hace que la variabilidad sea mucho mayor, 
siendo un inconveniente a la hora de modelar.  
 
La integración de las diferentes bases de datos (nivelación, GPS, y gravimetría), requiere 
de la normalización de la nomenclatura de los diferentes puntos de la red geodésica 
nacional. A través de los identificadores estandarizados se realizó la unión de las tres 
variables fundamentales del estudio, con un total de 383 estaciones, que si bien puede 
ser un conjunto pequeño, su distribución espacial, captura la variabilidad del fenómeno 
de interés en gran parte del territorio colombiano, enfocándose en la zona andina, que 
presenta la mayor dinámica con respecto a las dimensiones de interés. 
 
Debido a que la gravimetría tiene un costo elevado de captura y de procesamiento, se 
desarrolló un modelo geoestadístico con el usos de información de modelos globales 
geopotenciales, que fueron creados a partir del uso de información satelital y de las redes 
nacionales de gravedad. Este tipo de información no ha sido desarrollada en el país, 
siendo un valor agregado a los resultados obtenidos en la predicción final.  De acuerdo a 
la distribución espacial de la variabilidad del potencial de gravedad, se optó por el 
desarrollo de una superficie continua generada a través de la técnica Kriging universal, 
donde se evaluó la estacionariedad del fenómeno. Los resultados obtenidos fueron 
mejores con respecto a un modelo similar desarrollado para los datos reales de la red 
SIGNAR, que tenía la limitante de la distribución espacial de las muestras. En este 
sentido, los modelos globales geopotenciales tienen una gran ventaja ya que cubren la 
totalidad del territorio colombiano. La evaluación realizada en donde se comparó los 
valores calculados con los valores reales, mostró una concentración de residuales altos 
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en las zonas de cordilleras, siendo resultado de las variaciones locales del potencial de 
gravedad, que no pueden ser capturadas por sensores remotos.  
 
Finalmente, las relaciones entre los dos sistemas de referencia (físico y geométrico), 
fueron capturadas por una red neuronal multicapa, en las que se estableció la 
correspondencia entre las variables de entrada: Altura Nivelada, Altura Elipsoidal, 
Gravedad, Anomalía Bouguer y las coordenadas de las estaciones. Estas últimas 
permiten modelar las relaciones espaciales entre los datos. Si bien no es un desarrollo 
geoestadístico formal, la red neuronal desarrollada con las coordenadas obtuvo mejores 
resultados que una que no contenía este tipo de información espacial. En este sentido al 
incluir la posición de las estaciones se realiza un proceso de minería de datos espacial, 
en los que se identifican que los objetos cercanos son semejantes y tienen 
comportamientos similares y cuanto más alejados están unos con otros estás relaciones 
se minimizan. 
 
La normalización Z Score, permitió que las funciones de transferencia de la red neuronal 
no se saturaran, lo que influyó en la precisión del resultado final. De igual manera los 
errores calculados para cada uno de los conjuntos de datos (entrenamiento y prueba) 
demuestran la bondad del cálculo de la red, al igual que descartan el sobre – 
entrenamiento, permitiendo la generalización del modelo a nuevos puntos. El análisis 
Getis Ord, permitió establecer que en general, los residuales se distribuyen 
espacialmente de manera aleatoria, salvo una zona en el Valle del Cauca, que presenta 
una agrupación de errores altos. Este comportamiento puede ser consecuencia de la 
presencia de anomalías dentro de la zona, o de inconsistencias en los datos de entrada. 
 
La red neuronal multicapa desarrollada a partir de datos interpolados, presentó un 
comportamiento similar, en la que se tienen residuales submétricos. Los RMS del 
conjunto de datos de entrenamiento y de prueba son menores a los 60 cm. Este modelo 
permite el cálculo de alturas niveladas tan sólo con el ingreso de la altura elipsoidal, ya 
que la gravedad se obtendría del modelo geoestadístico desarrollado a partir de los datos 
de los modelos globales geopotenciales, siendo una herramienta importante para las 
labores de ingeniería. 
 111
 
 
4.2 Recomendaciones 
 
Para obtener mejores resultados es conveniente desarrollar nuevos modelos con una 
mayor cantidad de datos. Las campañas de captura de datos hechas por el IGAC, es una 
fuente de información que está en evolución, permitiendo a mediano plazo, la 
consolidación de un conjunto de datos mucho mayor, siendo así un factor favorable para 
la modelación de este tipo de fenómenos. Actualmente el IGAC está desarrollando 
nuevas metodologías y herramientas informáticas para el ajuste de la información 
recopilada optimizando así las precisiones en cada una de las componentes de la red 
geodésica nacional. 
 
De igual manera la integración de información gravimétrica satelital debe ser una de las 
futuras actividades dentro del Grupo Interno de Trabajo de Geodesia. Las múltiples 
posibilidades que ofrece en el modelado de fenómenos de la Tierra, hace que sea una 
herramienta indispensable en ejercicios cómo el desarrollo de un nuevo modelo geoidal y 
la integración en un sistema regional vertical, compatible con las nuevas técnicas de 
posicionamiento. 
 
Es recomendable el refinamiento de los modelos globales geopotenciales con gravimetría 
capturada en terreno, con el fin de poder modelar las variaciones locales del potencial de 
gravedad. Para ello se tienen diferentes técnicas cómo el modelamiento con topografía 
residual, co kriging entre otras.  
 
La generación de  programa con el cual un usuario común pueda hacer el cálculo de la 
altura nivelada a partir de los datos disponibles, puede ser una herramienta valiosa para 
profesionales de ciencias de la Tierra. Esta interfase puede ser compatible con el 
software oficial de transformación de coordenadas del IGAC MAGNA SIRGAS PRO, 
permitiendo la interoperabilidad entre diferentes tipos de coordenadas y datums. 
 
Por último, esta investigación puede ser replicada para diferentes países de la región con 
el fin de evaluar diferentes entornos con condiciones especiales, y así comprobar la 
bondad del aprendizaje de máquina. 
112 Desarrollo de un algoritmo de Aprendizaje de Máquina para Gravimetría, 
Nivelación geométrica y Alturas Elipsoidales. 
 
 
ANEXOS 
A. Parámetros para la creación de 
retículas con los modelos globales 
geopotenciales ICGEM 
 
Variable Parámetro Variable Parámetro 
Sys_reference GRS80 Longlimit_West 280.8 
Model Directory longtime 
models 
Longlimit_East 293.24 
Functional Gravity Earth Latlimit_south -4.4 
Tide System Zero Tide Latlimit_north 12.7 
Zero Degree term Yes max_used_degree máx 
degree 
GridStep 0.1   
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B. Modelo Geoestadístico para los 
valores de gravedad de la red 
SIGNAR 
Teniendo en cuenta la homogeneidad de los valores de gravedad observada  y su gran 
número de muestras, se obtuvo un modelo geoestadístico con los valores de predicción 
para un 80% del territorio colombiano, comprendidos por la zona Andina, la región Caribe 
y Pacífica al igual que los Llanos Orientales, creado a través de la técnica Kriging 
universal, que permite incluir un modelo de regresión para eliminar las tendencias y 
asegurar el principio de estacionariedad de los datos (Figura B-1). El modelo de 
regresión utilizado fue polinómico lineal de tercer grado, que permite reducir las varianzas 
de la superficie continua creada. Dicha superficie es de tipo raster con resolución 
espacial de 1000 m. Los valores altos se concentran en la costa Caribe, aproximándose 
a  978359 mGal, y los valores bajos en las zonas montañosas por el orden de 977104 
mGal.  
Figura B-1. Modelo Geoestadístico a partir de datos de la red SIGNAR 
 
114 Desarrollo de un algoritmo de Aprendizaje de Máquina para Gravimetría, 
Nivelación geométrica y Alturas Elipsoidales. 
 
 
C. Arquitectura de la Red Neuronal 
multicapa para el conjunto de datos 
Reales. 
MultilayerPerceptron 
Linear Node 0 
    Inputs    Weights 
    Threshold    -0.15947032295824082 
    Node 1    -0.8820329057742331 
    Node 2    -1.2313917422522644 
    Node 3    1.1805229563386759 
    Node 4    -1.2013768485127685 
    Node 5    -1.7201453179445063 
    Node 6    1.160581045023374 
    Node 7    1.114439617169748 
    Node 8    1.4485615836997243 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    -0.813180395971147 
    Attrib X    -0.06684765317056326 
    Attrib Y    -0.19054167205583122 
    Attrib ALTURA_ELI    0.1431208399891311 
    Attrib GRAV    0.4702745826739761 
    Attrib BOUGUER    -0.15803128809631514 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    -1.2206652979926278 
    Attrib X    0.01374779104435241 
    Attrib Y    -0.2706396088291361 
    Attrib ALTURA_ELI    0.044485660929371174 
    Attrib GRAV    0.6562026002237638 
    Attrib BOUGUER    -0.3471984171290805 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -1.0923923403352898 
    Attrib X    -0.02684563922785206 
    Attrib Y    0.65226417003194 
    Attrib ALTURA_ELI    0.23217716765981927 
    Attrib GRAV    -0.39947009627066116 
    Attrib BOUGUER    0.08014934116209387 
Sigmoid Node 4 
    Inputs    Weights 
    Threshold    -1.11622609860657 
    Attrib X    -0.11616698175356739 
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    Attrib Y    -0.2501677233472951 
    Attrib ALTURA_ELI    0.10556277615604345 
    Attrib GRAV    0.6455309270919762 
    Attrib BOUGUER    -0.2277909935664932 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -1.3352516636826406 
    Attrib X    0.06986505366339472 
    Attrib Y    0.007967678266930053 
    Attrib ALTURA_ELI    -0.03454972109493566 
    Attrib GRAV    0.7662888332400604 
    Attrib BOUGUER    -0.23873952418119984 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    -1.367825194666564 
    Attrib X    0.06337989205899255 
    Attrib Y    0.08670988888636989 
    Attrib ALTURA_ELI    0.3250655233375594 
    Attrib GRAV    -0.46580137367932223 
    Attrib BOUGUER    0.214676478893718 
Sigmoid Node 7 
    Inputs    Weights 
    Threshold    -1.281195154422304 
    Attrib X    -0.025301594799262934 
    Attrib Y    0.38255626008165344 
    Attrib ALTURA_ELI    0.31608634728543133 
    Attrib GRAV    -0.3292013897387363 
    Attrib BOUGUER    0.18101462835863036 
Sigmoid Node 8 
    Inputs    Weights 
    Threshold    -1.3518857080099957 
    Attrib X    -0.06158895727432289 
    Attrib Y    -0.8462977494922715 
    Attrib ALTURA_ELI    -0.05967030560737538 
    Attrib GRAV    -0.5210786487179692 
    Attrib BOUGUER    0.15118286281100327 
Class 
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D. Arquitectura de la Red Neuronal 
multicapa para el conjunto de datos 
Reales. 
MultilayerPerceptron 
Linear Node 0 
    Inputs    Weights 
    Threshold    2.6709153572288855 
    Node 1    -0.6909942865022113 
    Node 2    -0.6861563505825824 
    Node 3    -0.6678323866006893 
    Node 4    -2.717892407101267 
    Node 5    -0.6105109722185174 
    Node 6    2.390402478430043 
    Node 7    -0.7276136140390103 
    Node 8    -0.03615145596635962 
    Node 9    -0.9987365158415227 
    Node 10    -0.6264771157261284 
Sigmoid Node 1 
    Inputs    Weights 
    Threshold    -1.2639953728859121 
    Attrib X    0.006465779576499184 
    Attrib Y    -0.5326018305624544 
    Attrib ALTURA_ELI    -0.06635550610192315 
    Attrib BOUGUER    -0.6839395257010873 
    Attrib GRAV_EGM    0.8480102890578555 
Sigmoid Node 2 
    Inputs    Weights 
    Threshold    -1.1651730245215433 
    Attrib X    5.107422157654744E-4 
    Attrib Y    -0.49611323801550455 
    Attrib ALTURA_ELI    0.017508149868108107 
    Attrib BOUGUER    -0.7459145365643363 
    Attrib GRAV_EGM    0.8899104351429532 
Sigmoid Node 3 
    Inputs    Weights 
    Threshold    -1.2805097588186127 
    Attrib X    0.024709229417917165 
    Attrib Y    -0.4983431980270288 
    Attrib ALTURA_ELI    0.02365032353828969 
    Attrib BOUGUER    -0.7161665992098996 
    Attrib GRAV_EGM    0.8695608193664609 
Sigmoid Node 4 
    Inputs    Weights 
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    Threshold    1.5696766106439357 
    Attrib X    -0.002428416508804532 
    Attrib Y    0.9553906765118316 
    Attrib ALTURA_ELI    0.14251885537004544 
    Attrib BOUGUER    -0.1321118948995105 
    Attrib GRAV_EGM    0.16183982279573464 
Sigmoid Node 5 
    Inputs    Weights 
    Threshold    -1.391859732614532 
    Attrib X    -0.021440244108852598 
    Attrib Y    -0.4630155102922926 
    Attrib ALTURA_ELI    -0.22530709184300607 
    Attrib BOUGUER    -0.49746787384918173 
    Attrib GRAV_EGM    0.6549782333730668 
Sigmoid Node 6 
    Inputs    Weights 
    Threshold    -1.9803092748155755 
    Attrib X    0.0014083069985378518 
    Attrib Y    0.732581812773104 
    Attrib ALTURA_ELI    0.20494791509482707 
    Attrib BOUGUER    0.9291395481279686 
    Attrib GRAV_EGM    -1.1438840214819066 
Sigmoid Node 7 
    Inputs    Weights 
    Threshold    -1.4508154498419128 
    Attrib X    0.13636597694183855 
    Attrib Y    -0.3614420446021547 
    Attrib ALTURA_ELI    0.5242168792828645 
    Attrib BOUGUER    -0.8527997436768441 
    Attrib GRAV_EGM    0.940943790647777 
Sigmoid Node 8 
    Inputs    Weights 
    Threshold    -1.50290161591082 
    Attrib X    0.13576634579801594 
    Attrib Y    -0.13931250012815705 
    Attrib ALTURA_ELI    0.20667604737572595 
    Attrib BOUGUER    -0.2732119370469814 
    Attrib GRAV_EGM    0.46172496806439683 
Sigmoid Node 9 
    Inputs    Weights 
    Threshold    -0.5012122216739808 
    Attrib X    -0.05004342493666663 
    Attrib Y    -0.7243548007305384 
    Attrib ALTURA_ELI    -0.11328002257781082 
    Attrib BOUGUER    -1.0380012155547673 
    Attrib GRAV_EGM    1.246014861908177 
Sigmoid Node 10 
    Inputs    Weights 
    Threshold    -1.372840611669317 
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    Attrib X    -0.022856389678202162 
    Attrib Y    -0.47627238103222636 
    Attrib ALTURA_ELI    -0.24112349137963432 
    Attrib BOUGUER    -0.49797268505172876 
    Attrib GRAV_EGM    0.6592408129597783 
Class  
    Input    Node 0 
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