SMOTE (Synthetic Minority Oversampling TEchnique) is one of the most popular and well-known sampling algorithms for addressing class imbalance learning problem. The merits of SMOTE reflect at that in comparison with the random oversampling technique, it can alleviate the problem of overfitting to a large extent. However, two drawbacks of SMOTE have also been observed as follows, 1) it tends to propagate the noisy information in the procedure of oversampling; 2) it always assigns a global neighborhood parameter K but neglects the local distribution characteristics. To synchronously deal with these two problems, a grouped SMOTE algorithm with noise filtering mechanism (GSMOTE-NFM) is presented in this article. The algorithm firstly adopts Gaussian-Mixture Model (GMM) to explore the real distributions of the majority and minority classes, respectively. Then, most noisy instances can be removed by comparing the probability densities of the same instance in two different classes. Next, two new GMMs are constructed on the rest majority and minority class instances, respectively. Furthermore, all minority class instances can be divided into three different groups: safety, boundary and outlier, based on the corresponding probability density information. Finally, we assign an individual parameter K to the instances belonging to each specific group to generate new instances. We tested GSMOTE-NFM algorithm on 24 benchmark binary-class data sets with three popular classification models, and compared it with several state-of-the-art oversampling algorithms. The results indicate that our algorithm is significantly superior than the original SMOTE algorithm and several SMOTE-based modified methods.
I. INTRODUCTION
In recent years, class imbalance learning (CIL) problem has become a challenging problem in the field of machine learning and data mining [1] , [2] . As a hotspot, it has also attracted a significant amount of interests from some leading and important academic journals and conferences. In fact, AAAI'00 [3] , ICML'03 [4] , PAKDD'09 [5] and IJCAI'17 [6] have hosted the specific workshops to discuss CIL problem, as well ACM SIGKDD Explorations Newsletter [7] , Neurocomputing and IEEE Transactions on Knowledge and Data Engineering have also organized some special issues about The associate editor coordinating the review of this manuscript and approving it for publication was Rajesh Kumar. CIL. In ICDM'05, CIL problem has also been listed into the Top 10 challenging problems in data mining [8] . During the past two decades, CIL problem has been observed in a lot of real-world applications, including fraud detection [9] , [10] , network intrusion detection [11] , [12] , disease diagnosis [13] , [14] , software defect detection [15] , [16] , industrial manufacturing [17] , Bioinformatics [18] , [19] , environment resource management [20] , and security management [21] , etc.
To deal with the CIL problem, sampling [22] - [24] , costsensitive learning [25] - [28] , threshold strategy [29] - [31] and ensemble learning [32] - [35] are the most frequently used techniques. In contrast with the other CIL techniques, sampling strategy possesses two remarkable advantages as follows, 1) it is easier to be implemented than several other CIL techniques as it only changes the instance distribution; 2) it is independent of the underlying classification model. Therefore, we focus on solving CIL problem by the sampling technique in this paper.
Sampling, as its name indicates, means that it needs to readjust the distribution of the training set to make it balance, i.e., the number of instances belonging to different classes are almost same, by either reducing the majority class instances or increasing the minority class instances. The former is called undersampling, while the latter is named oversampling. Random undersampling (RUS) and random oversampling (ROS) are the most popular and simplest sampling algorithms. The former randomly throws out the instances belonging to the majority class, while the latter randomly duplicates the instances belonging to the minority class. It is possible for RUS to remove some instances which contain the important classification information, and ROS tends to make the classification model overfit. Despite both undersampling and oversampling have their pros and cons, several studies have reported that there is a less risk to use oversampling than undersampling in most real-world applications [30] , [31] , [36] , [37] .
Among all oversampling strategies, the SMOTE algorithm [23] is clearly the most popular and widely used one. The SMOTE algorithm overcomes the drawback of ROS which is easier to make the classifier overfit, by inserting the synthetic minority-class instance between two randomly adjacent minority-class examples. Although SMOTE has showed its superiority compared with ROS, it has several other defects as follows, 1) it tends to propagate the noisy information during sampling; 2) it always assigns a global neighborhood parameter K but neglects the local distribution characteristics.
To deal with the drawbacks of SMOTE which are listed above, some improved SMOTE algorithms have been proposed. Han et al., [38] emphasized that the instances existing around the boundary are more significant than the others, thereby proposed the Borderline SMOTE (B-SMOTE) algorithm. The B-SMOTE algorithm firstly puts all minority-class instances into three nonoverlapping groups including safety, danger and noise, and then only conducts SMOTE algorithm in danger group. In most cases, the instances existing in danger group distribute nearby the borderline. They also divide B-SMOTE into two different versions, B-SMOTE1 and B-SMOTE2, where the former only generates new instances between the borderline minority-class instances and their nearest neighbors belonging to the same class, while the latter produces the synthetic examples by adding the majorityclass instances into the neighborhood calculation. The merits of the B-SMOTE algorithm lay in that it can effectively filter the noise appearing in the minority-class, as well enlarge the decision region of the minority-class. However, we have to note its drawback, i.e., the neighborhood calculation is based on the Euclidean distance, which runs a risk to accurately divide the samples into the different groups when the class imbalance ratio is relatively high.
Bunkhumpornpat et al., [39] proposed Safe-Level-SMOTE (SL-SMOTE) algorithm, which is similar with B-SMOTE. In SL-SMOTE, each minority-class instance is assigned a safe level coefficient by counting the number of minorityclass instances in its K nearest neighbors. Then according to the safe level coefficient, SL-SMOTE can filter noise and generate the synthetic minority-class instances which are more close to the safe region belonging to the minority class. Similar to B-SMOTE, SL-SMOTE can effectively alleviate the impact of noise, but need to take the risk of inaccurate estimation of instance region, too. SMOTE-IPF is a more ingenious sampling algorithm with considering to filter the noisy examples [40] . It firstly divides the training set into n nonoverlapping subsets, and then trains one C4.5 decision tree model on each subset, finally for each training instance, uses the result of ensemble voting to judge whether it is a noisy example, and to remove it if it has been estimated as a noise. It is obvious that the noise filtering mechanism adopted by the SMOTE-IPF is more robust than that of the Borderline-SMOTE and SL-SMOTE as it discards the neighborhood calculation. However, SMOTE-IPF fails to assign the individual parameters for different instances by considering their distribution characteristics. Garcia et al., [41] also observed the defect of Euclidean neighborhood, thus proposed the surrounding neighborhood-based SMOTE (SN-SMOTE). In their work, three different kinds of neighborhood are defined, namely nearest centroid neighborhood (NCN), Gabriel graph (GG) and relative neighborhood graph (RNG), respectively. Although SN-SMOTE does not group the instances according to their distribution characteristics, the neighborhoods adopted by it take into account both proximity and the spatial distribution of the examples. Therefore, we can say the SN-SMOTE uses an individual sampling strategy. Table 1 summarizes the characteristics of the SMOTE and several SMOTE-based modification algorithms in terms of both noise filter mechanism and individual sampling strategy. Considering that the existing SMOTE-based algorithms hold some imperfect designs more or less, a novel SMOTE modification algorithm is presented in this article. Specifically, to get rid of the limitation of unstable noise verification and group estimation, we adopt Gaussian-Mixture Model (GMM) to explore the prior distribution of the data set. The advantage of adopting GMM lies in that it can approximate any distribution type, even including those irregular distributions, further providing the accurate estimation about the instance position information. In our proposed GSMOTE-NFM algorithm, the noisy instances can be firstly found and filtered by comparing the probability densities of each instance existing in two different classes. Then, we continue to construct GMMs on the filtered data, and use the comparison relationship of the probability densities to divide all instances into three different groups which can reflect the local position information of each instance well. Finally, we assign the specific parameter for the instances of each group according to their characteristics to implement SMOTE. To our best knowledge, no previous work use probability density estimation strategy to improve SMOTE algorithm. We believe that it has the relatively perfect noise filter and individual sampling mechanisms. We tested GSMOTE-NFM algorithm on 24 benchmark binary-class imbalanced data sets with three popular classification models, and compared it with random oversampling (ROS), SMOTE and several SMOTE-based modification algorithms. The results indicate that our algorithm is significantly superior than the other methods.
The rest of this article is organized as follows. Section II briefly introduces some preliminaries, including SMOTE and its problem description. In Section III, we describe the proposed algorithm in detail. Section IV provides the experimental results and analysis. Section V concludes the contribution of this paper, as well indicates its limitations.
II. PRELIMINARiES

A. SMOTE
As mentioned in Section I, SMOTE [23] is the most popular and widely used oversampling algorithm. It generates new artificial minority-class instances by interpolating among several minority-class examples that lie together. Specifically, for a selected minority-class instance x, SMOTE firstly find its K nearest neighbors x 1 , x 2 , . . . , x K in the minority class. Then, one instance x i is randomly extracted from these K nearest neighbors. Next, a random number r laying between (0, 1) is generated to multiply the difference between x and x i , i.e., r × (x i − x). Finally, a new artificial minority-class instance x can be generated by,
That means in SMOTE, each new synthetic minority-class instance will locate on a random position of the line connected two original minority-class instances. Fig.1 gives an example to explain how to generate new synthetic instances in SMOTE.
B. PROBLEM DESCRIPTION
Although SMOTE can alleviate the overfitting phenomenon of random oversampling by interpolating synthetic instances on new positions, it still has two drawbacks. The first one is that it can propagate the noisy information which causes some new instances appearing on inappropriate positions. The second one is that in SMOTE, all instances share the same neighborhood parameter K , but neglect the distribution characteristics. Fig.2 presents how to propagate the noisy information in SMOTE, while in Fig.3 , the significance of individual sampling is highlighted.
In Fig.2 , we can observe that in SMOTE, the minorityclass noisy instances can decrease the rationality of sampling. It is even possible to generate the synthetic minorityclass instances in the majority-class regions which haven't minority-class instances originally. Therefore, we can say that the noisy instances are extremely harmful for SMOTE.
In Fig.3 , it is not difficult to observe that except the noisy instances, the other examples can be roughly divided into three different types as following, safety, boundary and outlier, according to their distribution characteristics. Generally, the instances in the group of safety has very high probability density in the class itself, but quite low probability density in the other class, i.e., its probability density in the class itself is much larger than that in the other class; the instances in the group of boundary have the medium probability densities in both classes and the difference of the probability densities between two classes is quite small; the instances belonging to the group of outlier have very low probability densities in both classes, as well it generally has a little larger probability density in the class itself than that in the other class; while the noisy instances have the totally inverse characteristics in comparison with that in safety, i.e., they have high probability densities in the other class, but a significantly lower probability densities in the class itself. For the instances in different regions, adopting the same neighborhood parameter K may destroy SMOTE. For examples, assigning a small K for the safety instances may decrease the diversity of new generation instances; giving a large K for the boundary instances may decrease the probability of generating the examples surrounding the borderline; while designating a large K for the outlier can produce a similar risk as reserving the noise, i.e., generating new unexpected outlier instances.
Based on the problem description above, we have to admit that the affection of data distribution for SMOTE is quite sophisticated. Therefore, it is necessary to first explore the data prior distribution in depth, then to combine the data distribution information to refine the sampling procedure of SMOTE.
III. METHODS
A. GAUSSIAN-MIXTURE MODEL
Gaussian Mixture Model (GMM) models the density of a d-dimensional random variable x as a weighted sum of some Gaussian densities,
where φ(x; µ m , m ) is a Gaussian density with mean vector µ m and covariance matrix m , i.e.,
and π m are the positive mixing weights or mixing probabilities that satisfy the constraint M m=1 π m = 1. In theory, using GMM can approximate any probability distribution, when and only when the number of the parameter M is set suitably. That is to say, GMM can approximately reflect the real probability density of an instance in any one specific data set.
Given a data set including N instances, to accurately model the GMM, we firstly need to solve lots of unknown parameters, i.e., θ = {µ 1 , 1 , . . . , µ M , M , π 1 , . . . , π M }. It is difficult to directly address this problem. However, it can be transformed to be an expected log-likelihood function as below,
where l(θ ) is the log-likelihood of the whole data set. Then all parameters can be iteratively solved by EM algorithm [42] .
In this work, GMM is used to accurately estimate the probability density of each instance, further to eliminate noisy ones and group the others. As a key parameter, M , i.e., the number of Gaussian models in GMM, we know if it is inappropriately set, the estimation can be overfitting or underfitting. Therefore, without loss of generality, we empirically designate it as M = 5.
B. NOISE FILTER MECHANISM
As mentioned in Section II, the noise reflects in that it has a significantly higher probability density in the other class than in the class itself. Therefore, we intend to find them by comparing the probability densities of each instance in the class itself and the other class, and then to remove them from the original data set.
Given a binary-class data set with N instances, for the ith instance, suppose its probability density acquired from the GMM belonging to the same class is P i , and that in the other class is P i , then it can be estimated as a noisy instance when and only when P i < λ × P i , where λ is a default parameter which lies in (0,1]. In this paper, the parameter λ is empirically set to be 0.5.
The procedure of noise filtering can be briefly described as below,
Input: a binary-class skewed and labeled data set D = {(x 1 , y 1 ), . . . , (x N , y N )}, the parameter λ which lies in (0, 1], the number of Gaussian models in GMM M Output: a filtered data set D Procedure: 1) divide D into D + and D − based on the label of each instance, where D + and D − indicate the minority class and majority class sets, respectively; 2) construct GMM + and GMM − respectively based on the data sets D + and D − , and the parameter M ; 3) for each instance x i ∈ D, calculate respectively its probability density in the same class p i and that in the other class p i by using GMM + and GMM − , if P i < λ × P i , then remove the instance from D, i.e., D = D − {x i }; 4) repeat the procedure until all instances in D have been detected; 5) D = D.
A simple example of noise filter using the algorithm above on a synthetic two dimensional binary-class imbalanced data set is presented in Fig. 4 . By comparing the two subgraphs in Fig. 4 , it can be observed that no matter for the majority class, or the minority class, the noisy instances have been removed, which shows the proposed noise filter algorithm is effective and feasible.
C. INDIVIDUAL SAMPLING
Next, a grouped strategy of the minority class instances will be designed according to the data distribution. As discussed in Section II, we can roughly divide the instances into three different groups: boundary, safety and outlier. Here, we used two parameters λ and η to divide the groups, where the parameter λ has been used to filter the noisy instances, and η is a small positive number lying in [0, 1]. For a specific minority class instance x i , the division rule is presented as below,
where p i+ and p i− respectively denote the probability densities of the minority class instance x i acquired from GMM + and GMM − , while T + and T − respectively denote the outlier thresholds in the minority class and the majority class which can be acquired from,
where |D + | and |D − | respectively denote the number of instances in the minority class and the majority class,p denotes the ascending sort of P. As η is a relatively small positive number between 0 and 1, that means only a few instances can be seen as the outliers, which is consistent with the reality. In this paper, the parameter η is empirically set to be 0.1 according to the feedback of lots of experimental results. That is to say, no more than 10% minority instances are regarded as the outliers. However, as the constraint of three parallel conditions, the number of outliers is generally far less than 10% minority class instances.
After division of outliers, the second decision condition in Eq.(5) would be used to find the instances around the boundary. It can be clearly observed that the condition is totally invertible in comparison with the noise decision condition. After that, all remaining instances can be put into the group of safety.
When sampling with SMOTE, the instances in different groups should be dealt discriminatively. By observing Fig.3 , it is not difficult to find that the instances in the group of safety has generally far more compact than that in two other groups, hence a relatively large neighborhood parameter K can be safely allocated for the instances in the group of safety. In this paper, a commonly used value, i.e., K = 5, is designated for the instances in the safety group. While for the instances in the group of boundary which generally has a relatively sparse distribution, to decrease the risk that the new generated instances are far from the borderline, K should be designated a relatively smaller value than that corresponding to the safety group. In this paper, K = 3 is designated for the instances belonging to the group of boundary. As for the outliers, we know that they are usually far from the other instances. Therefore, to avoid that the new generated instances appear at the unpredictable positions, K is assigned as 1, as well the Eq. (1) is rewritten as,
where x nearest is the nearest instance to the outlier x.
The individual sampling procedure is described as below, Input: In the procedure of the individual sampling described above, the stopping condition in the step (6) generally associates with the pre-defined sampling rate. In this work, we adopt |D − | − |D + | as the sampling rate to guarantee that the final training set D is totally balanced.
D. THE PROPOSED ALGORITHM
The proposed GSMOTE-NFM algorithm integrates the procedure of noise filter and the procedure of individual sampling, and its procedure is briefly described as below, Input: a binary-class skewed and labeled data set D = {(x 1 , y 1 ), . . . , (x N , y N )}, the parameter λ which lies in (0, 1], the parameter η which lies in [0, 1], the number of Gaussian models in GMM M Output: the final training set D Procedure:
1) call the noise filter algorithm to get a reduced set D from the original data set D; 2) call the individual sampling algorithm to get the final training set D from the reduced set D .
On the final training set D , any one classification algorithm can be used and be expected to acquire an excellent enough classification performance.
IV. EXPERIMENTS AND DISCUSSIONS A. DATA SETS DESCRIPTION
We collected 24 binary-class imbalanced data sets to validate the effectiveness of the proposed GSMOTE-NFM algorithm. The collection includes 3 data sets from UCI machine learning repository [43] , i.e., ILPD, seeds_2_vs _1_3, wilt, and the remaining 21 data sets from Keel data repository [44] . Specifically, these data sets have different number of attributes, number of instances and class imbalance ratios (the ratio between the number of the majority class instances and the number of the minority class instances). The detailed information about these data sets are provided in Table 2 .
B. EXPERIMENTAL SETTINGS
To validate the effectiveness and superiority of the proposed GSMOTE-NFM algorithm, we compared it with lots of stateof-the-art algorithms, including baseline algorithm without sampling (Baseline), random oversampling (ROS), SMOTE [23] , B-SMOTE1 [38] , B-SMOTE2 [38] , SL-SMOTE [39] , SMOTE-IPF [40] , GG-SMOTE [41] , RNG-SMOTE [41] and NCN-SMOTE [41] . Furthermore, to guarantee the impartiality of the comparative experiments, all SMOTE-based algorithms adopt a uniform neighborhood parameter K = 5 and a uniform sampling rate to guarantee the absolute balance of the final training set. As for the other unique parameters in those comparative algorithms, we adopt the default ones recommended in the corresponding references.
To demonstrate our proposed sampling algorithm is irrelevant to a specific classifier, we randomly adopt three different classification algorithms to conduct the comparative experiments, which are Support Vector Machine (SVM) [45] , Logistic Regression (LR) [46] and C4.5 Decision Tree [47] , respectively. In particular, for SVM, the widely used Gaussian radial basis (RBF) Kernel function is adopted. In addition, for any one specific classifier, all sampling algorithms share the same parameters, which can guarantee the impartiality of the comparative experiments.
Before training any classifier, each data set is scaled into [0,1] interval. Also, considering for CIL problem, the classification accuracy is not an excellent performance evaluation metric any longer, hence we adopt F-measure and G-mean as the performance evaluation metrics. In particular, F-measure investigates the trade-off between precision and recall, while G-mean detects the trade-off between the accuracy of the majority class and that of the minority class. Finally, considering the randomness of the experiments, the experimental results might be unstable. Therefore, we adopt 10 times' random 5-fold cross validation to calculate the average result for each algorithm. All experimental results were given in the form of mean ± standard deviation.
C. RESULTS AND DISCUSSION
From Table 3 to Table 8 , the comparative results of various algorithms with three different classifiers on 24 data sets are given in detail. Specifically, the best result in each data set has been highlighted in boldface.
By the results in these tables, we observe:
1) In comparison with Baseline algorithm which only uses the original training data, on most data sets, various oversampling algorithms can promote the classification performance more or less, which verifies the effectiveness of sampling technique for addressing CIL problem again. 2) On some data sets, Baseline algorithm acquires excellent enough classification performance, e.g., wisconsin, seeds_2_vs_1_3 and vowel0. We consider that the phenomenon associates with many distributions factors [30] . If the original distribution of a data set has a large classification margin, a few noise and outliers, the adoption of CIL techniques is indeed useless. In other words, CIL techniques can only help to improve the classification performance for those data sets which are destroyed by the skewed data distribution. 3) On most data sets, SMOTE doesn't produce significantly better classification performance than ROS algorithm. We believe that it is related with the noise and outlier propagation mechanism of SMOTE, causing the classification boundaries of some data sets emerge on some unpredictable locations. 4) As for the existing SMOTE-based modification algorithms, no matter the ones with the noise filter mechanism, with the individual sampling mechanism, or with both can produce better performance than SMOTE algorithm on most data sets, indicating that these two mechanisms are valuable for promoting the quality of the data distribution. 5) Although on the same data set, there exists the significant difference about the classification results when adopting different classifiers, we can still observe the superiority of the proposed GSMOTE-NFM algorithm. Specifically, in terms of F-measure metric, GSMOTE-NFM acquires the best results on 14, 7 and 8 data sets respectively with SVM, Logistical Regression and C4.5 decision tree classifiers, and in terms of G-mean metric, it produces 14,10 and 13 best results with three different classifiers, respectively. In comparison with B-SMOTE series algorithms, the proposed GSMOTE-NFM algorithm amends the defect that the accuracy of Euclidean calculation is apt to be impacted by the variation of distribution density. While in comparison with the other SMOTE-based modification algorithms, GSMOTE-NFM algorithm improves the quality of either noise filter, or individual parameter assignment, or both. That also verifies the correctness and reasonability of the idea in this paper.
D. STATISTICAL ANALYSIS
In order to present a thorough understanding of the comparison of various sampling algorithms, we also provide their statistical results. Firstly, Friedman test is used to detect statistical difference among a group of results, and Holm post-hoc test is used to examine whether the proposed algorithm is distinctive among a 1×N comparison [48] - [50] . The post-hoc procedure allows us to know whether a hypothesis of comparison of means can be rejected at a specified level of significance α. The adjusted p-value (APV) is also calculated to denote the lowest level of significance of a hypothesis that results in a rejection. Furthermore, we consider the average VOLUME 7, 2019 rankings of the algorithms in order to measure how good an algorithm is with respect to its opponent. The ranking can be calculated by assigning a position to each algorithm depending on its performance on each data set. The algorithm that achieves the best performance on a specific data set will be given rank 1 (value 1), then the algorithm with the second best result will be assigned rank 2, and so forth. This task is carried out over all data sets and finally an average ranking is calculated. The statistical results are presented in Table 9 - Table 11 .
The statistical results present that the proposed GSMOTE-NFM algorithm has acquired the lowest average ranking values in terms of both F-measure and G-mean metrics with all classifiers, indicating it is best among all sampling algorithms. In addition, we observe that in terms of SVM and Logistic Regression classifiers, the APVs of all other algorithms are lower than a standard level of significance of α = 0.05. That means these algorithms are FIGURE 5. The variation trends of the classification performance associating with the variation of parameters, where from top to bottom, each row respectively corresponds to a specific parameter, i.e., M, λ and η, and from left to right, each column corresponds to a specific data set, i.e., glass1, ecoli_0_3_4_vs_5, abalone9_18, as well the curve in each sub-graph indicate F-measure or G-mean metric associating with a specific classifier, SVM, LR(Logistic Regression) or C4.5 decision tree, respectively. significantly different from the proposed GSMOTE-NFM algorithm. As for C4.5 decision tree classifier, GSMOTE-NFM is significantly better than all comparative algorithms in terms of G-mean, but on F-measure, GSMOTE-NFM has no significant differences from B-SMOTE2, SL-SMOTE, GG-SMOTE, RNG-SMOTE and NCN-SMOTE. However, GSMOTE-NFM clearly has a smaller ranking F value than those five algorithms, indicating its superiority. Therefore, we can safely recommend the proposed GSMOTE-NFM algorithm as an efficient choice for learning from imbalanced data.
E. PARAMETER DISCUSSION
There are three key parameters in our proposed algorithm, the number of Gaussian models in GMM M , the parameter λ, and the parameter η. Next, we will investigate the influence of the variation of these three parameters. Specifically, M changes from 2 to 10 with an increment 1, λ varies from 0.1 to 1.0 with an increment 0.1, and η changes from 0 to 1 with an increment 0.1. When a parameter varies, two other ones use the default values. The variation curves on three representative data sets, i.e., glass1, ecoli_0_3_4_vs_5, abalone9_18 which respectively correspond to the low, medium and high imbalance ratio, are presented in Fig.5 .
Firstly, we investigate the impact of the parameter M . For the curves of the 1 st row sub-graphs in Fig.5 , although there exist some random fluctuations, a common trend can be still observed, i.e., with the increase of the number of Gaussian models M , the classification performance including F-measure and G-mean first significantly improve, and then they generally have the distinct declines. It is not difficult to understand the variation tendency. A small M tends to make GMM model underfit, while a large M is apt to make GMM model overfit [42] . No matter underfit or overfit, an inaccurate probability density estimation result will be provided to further misguide the noise filtering and group division.
As for the parameter λ, we know it relates with the noisy instances filtering, as well the division between boundary group and safety group. A similar variation trend as that acquired by the parameter M has also been observed for the parameter λ. Obviously, a small λ value will hinder the TABLE 9. Under SVM classifier, Average Friedman rankings and APVs of various algorithms using Holm's procedure in F-measure and G-mean, where ranking F denotes average rankings on F-measure, ranking G denotes average rankings on G-mean measure, APV F denotes the adjusted p-value using Holm's procedure in F-measure and APV G denotes adjusted p-value using Holm's procedure in G-mean, respectively.
TABLE 10.
Under logistic regression classifier, average Friedman rankings and APVs of various algorithms using Holm's procedure in F-measure and G-mean, where ranking F denotes average rankings on F-measure, ranking G denotes average rankings on G-mean measure, APV F denotes the adjusted p-value using Holm's procedure in F-measure and APV G denotes adjusted p-value using Holm's procedure in G-mean, respectively. noise instance discovery, and meanwhile estimate almost all minority-class instances as the boundary ones, further degrade the model to be a 3-nearest neighbors SMOTE. While a large λ value may accidentally delete some instances as noise, and meanwhile narrow the boundary group, which will also degrade the quality of the sampling.
The variation curves associating with the parameter η are quite different from that related with two other parameters. In general, a small η value can produce the best classification performance as in most data sets, the ratio of the outliers is quite small. With the increase of the parameter η, the overfitting phenomenon may emerge to further degrade the quality of the model .   TABLE 11 . Under C4.5 Decision Tree classifier, Average Friedman rankings and APVs of various algorithms using Holm's procedure in F-measure and G-mean, where ranking F denotes average rankings on F-measure, ranking G denotes average rankings on G-mean measure, APV F denotes the adjusted p-value using Holm's procedure in F-measure and APV G denotes adjusted p-value using Holm's procedure in G-mean, respectively.
V. CONCLUSION
In this paper, a modified SMOTE algorithm is proposed to address class imbalance learning problem. Specifically, Gaussian mixture model is adopted to accurately estimate the probability density of each training instance, further discovery and filter the noisy instances, as well divide the instances into different groups according to their characteristics of distributions to implement individual sampling. In comparison with some other SMOTE-based algorithms which consider the noise filtering or individual sampling, the proposed GSMOTE-NFM algorithm generally has a better adaptivity and robustness. The experimental results have indicated that the proposed algorithm performs significantly better than those traditional oversampling algorithms and SMOTE-based modification algorithms in statistics.
However, GSMOTE-NFM algorithm has two inherent drawbacks. The first one is that its time-complexity is generally higher than some other oversampling algorithms as the procedure of constructing a GMM is time-consuming. The other defect lies in that it is unsuitable for highly imbalanced classification tasks as the extremely sparse minority class instances can not guarantee the accuracy of GMM model.
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