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Predicting mixing and transport of pollutants and nutrients in natural surface waters
requires consideration of many different scales, from the smallest scales of turbulence
dissipated in the wakes of aquatic vegetation to the scales of transit through an entire
aquatic system such as a lake, river, or wetland. Here we address two topics pertaining to
the general problem of mixing and transport: the first is modeling of vertical mixing by
turbulence in systems that may be occupied by aquatic plants, and the second is tracer-
based measurement of hydraulic residence time (HRT), a bulk quantity defined as the
time water remains in an aquatic system.
We develop a numerical model that predicts vertical turbulent eddy viscosity in flow
through aquatic vegetation, employing a k–ε approach. The model is unique in its treat-
ment of turbulent dissipation in plant wakes, outperforming existing models in predict-
ing experimental results from emergent and submerged rigid cylinders (model vegeta-
tion) in two laboratory studies. The model is applicable to real vegetation, but validation
in real vegetation is pending as ongoing experiments are completed. The model can be
readily incorporated into larger two- or three-dimensional hydrodynamic solvers that
predict momentum and scalar transport in natural systems.
Focusing on the system scale, we develop new methods for measuring mean HRT. A
standard technique is the passive tracer pulse release, in which a known mass of neu-
trally buoyant tracer is released all at once into a system, and its flux out of the system is
monitored. The first temporal moment of tracer flux equals the mean HRT. We propose
new methods for extrapolating flux in a way that is consistent with conservation of mass,
correcting for photolytic decay of fluorescent water tracing dyes (commonly used trac-
ers), and estimating uncertainty in mean HRT measurements. We review the literature
on sorption of Rhodamine WT (a popular tracer), exposing knowledge gaps that must be
filled before sorption can be predicted in field studies. We evaluate the advantage of care-
fully measuring velocity profiles across an outlet (vs. point measurement) and suggest
techniques for measuring concentration over long times in particle-laden systems.
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CHAPTER 1
INTRODUCTION
The motivation of this work can be traced to the Lake Ontario Biocomplexity Project1,
a multidisciplinary project involving nine principal investigators at three institutions2 in-
vestigating the interaction of physics, chemistry, ecology, and society in the context of
six freshwater embayments along the southern and eastern coasts of Lake Ontario. The
organizing hypothesis of the project was that
“the average time water takes to move through an aquatic system is a key
variable defining the extent that ecosystems are self-organized or dominated
by outside influences.”
A critical component of the Biocomplexity project was characterization of this average
transit time in the six embayments, and the motivation for this dissertation was the pro-
cess of characterizing transit time in a single embayment: Sterling Pond (SP), a natural
basin having a 0.38 km2 surface area and an average depth of 1.5 m, draining a 210 km2
watershed, largely through Sterling Creek (SC), a stream of 40 m width, into Lake Ontario
(LO) through a long and narrow (17 m wide, 2.5 m deep 140 m long) manmade channel.
From late spring through early fall, SP is populated by diverse species of aquatic vegeta-
tion.
In order to characterize the transport time scales in SP, we conducted two passive
tracer release studies, releasing a fluorescent dye at the mouth of SC and continuously
monitoring its flux out of SP into LO. The first moment of the appropriately normalized
1Biocomplexity: Physical, Biological, and Human Interactions Shaping the Ecosystems of Freshwater
Bays and Lagoons, NSF award number OCE-0083625, 2001-2005
2Cornell University, Syracuse University, and SUNY College of Environmental Science & Forestry
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dye flux curve is equal to the mean hydraulic residence time, i.e., the average amount of
time water remains in the system, for the water parcel containing the dye (Monsen et al.,
2002). These two dye studies were the subject of King (2006). We sought to conduct the
studies in the context of different dominant physical forcing conditions to capture some-
what the variability of the residence time for water entering SP from its watershed. The
first study, lasting less than one day, was conducted in May of 2002 and took place after a
spring snowmelt event resulting in high watershed flow. At this time seiching in LO was
relatively mild, and aquatic vegetation was sparse and mostly submerged. The dominant
species was Ceratophyllum demersum. The second tracer release study, lasting over two
weeks, was conducted in September of 2003 during a period of low-to-moderate water-
shed flow and strong barotropic forcing from LO due to seiches having time scales from
1.7 to 5 hrs (Hamblin, 1982). During this study, aquatic vegetation was quite dense and
reached the water surface throughout SP; Myriophyllum spicatum (Eurasian watermilfoil,
an invasive species prevalent across North America) and Nitellopsis obtusa (an invasive
native to Japan and rare in North American lakes but surprisingly successful in SP) com-
peted for dominance.
The dye study results were intended for calibration of a three-dimensional (3D) hy-
drodynamic model for SP that could be used to explore the effect of different physical
forcing regimes (seiching of LO, upwelling in LO, strong watershed flows) on the trans-
port timescales of SP, in a similar manner to Rueda and Cowen (2005b). Several exist-
ing 3D solvers for the shallow water equations, incorporating the hydrostatic pressure
assumption and Boussinesq approximation for buoyancy would be appropriate for mod-
eling transport of nutrients, pollutants, or fluorescent water tracing dye in SP. Examples
include the Princeton Ocean Model (Blumberg and Mellor, 1987; Mellor, 1996), the Re-
gional Ocean Mixing Model (Warner et al., 2005) and Si3D (Rueda and Schladow, 2002).
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These types of models typically parameterize vertical turbulent diffusivity using an eddy
viscosity and one or more submodels of varying complexity to solve for eddy viscosity
(e.g., constant eddy viscosity, mixing length, two-equation models such as k–ε or Mellor-
Yamada, Reynolds stress).
Modeling Flow Through Aquatic Vegetaiton (Chapter 2): Our first step in the numeri-
cal modeling program was to incorporate a turbulence submodel that was appropriate
for flow through aquatic vegetation. Reasoning that mixing length could be difficult
to predict in flow through real vegetation, which can exhibit multiple scales of vertical
shear, we settled on a second order model, beginning with the k–ε approach, so that tur-
bulent length scales could adjust naturally to vertical shear resulting from gradients in
canopy drag. Testing existing k − ε models for flow through aquatic vegetation against
laboratory data from beds of live Eurasian watermilfoil (Tinoco, 2008), it became clear
that they were not sufficient to capture the dominant mixing processes in the vegetation
found in SP. While existing second order models for flow through vegetation accounted
for production of turbulence both by vertical shear (at the scale of vertical variation in the
plant frontal area profile) and by work of the mean flow against drag on plant stems (at
the scale of the plant stems), none allowed proper scaling of dissipation with both plant
stems and the vertical gradients. This resulted in poor predictions of turbulent kinetic
energy and dissipation in the laboratory milfoil canopy. In Chapter 2, we present a new
k− ε model that includes production and dissipation at both of these scales. The model is
calibrated and validated against laboratory measurements in beds of emergent and sub-
merged cylinders and outperforms existing models. It can be easily incorporated into any
larger model that employs a vertical eddy viscosity. It transitions naturally between the
regimes of no plants, submerged plants, and plants that reach the water surface, and is in
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theory appropriate for (though as yet untested) and in practice ready for application to
real vegetation having an arbitrary frontal area profile.
Measuring Mean Hydraulic Residence Time (Chapter 3): Analyzing the dye study re-
sults and estimating the mean hydraulic residence time from the two dye studies also
proved more difficult than we expected. 3D numerical simulations of the 2002 dye study,
using Si3D without the plant model (reasonable because plants were sparse in 2002), led
us to suspect that we had over-estimated the flow rate out of the channel connecting SP
to LO. This led to an investigation of the horizontal variation of the velocity across the
channel. Concern about photolytic decay of the dye used in the tracer release studies
(rhodamine WT) led us to develop a method for converting a dye flux curve for a pho-
tolytic tracer into a dye flux curve for a hypothetical conservative tracer that can be used
in hydraulic residence time measurements and for benchmarking of numerical models.
Difficulty extrapolating the dye flux curve to account for missing dye mass led us to de-
velop a new method of extrapolating dye flux curves that is robust in the case of highly
oscillatory reversing flow. Finally, efforts to estimate uncertainty in our estimates of hy-
draulic residence time led us to apply an approach that is appropriate for propagating
uncertainty that is correlated over finite but nonzero timescales and for propagating un-
certainty through the implicit equations required for our photolysis correction. We also
propose an approach for estimating uncertainty due to possible sorption of dye onto sed-
iment, plants, and detritus. These new methods for analyzing passive tracer release data
are presented and evaluated in Chapter 3.
The project of modeling residence time under different forcing scenarios in SP is still
underway. The vertical turbulent mixing model developed in Chapter 2 can be incor-
porated into a larger hydrodynamic solver that can be calibrated against the results of
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the dye studies and analysis described in Chapter 3. But beyond the motivating prob-
lem of characterizing residence time scales of SP, the new model for flow through aquatic
vegetation and the new methods for measurement of mean hydraulic residence time are
applicable in a wide variety of natural surface water systems including as lakes, rivers,
wetlands, and estuaries.
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CHAPTER 2
A K–ε MODEL FOR FLOW THROUGH AQUATIC VEGETATION
2.1 Introduction
Aquatic vegetation influences flow and transport in wetlands, rivers, lakes, estuaries,
and the coastal ocean. Flow through aquatic vegetation, often called ‘canopy flow’, is
characterized by several distinct length scales. Scales that are easily identified include
the water depth, H , and a range of stem diameters, d. A less obvious length scale is the
inverse of the plant frontal area per unit volume, a−1. If there are N plants in volume V ,
where V includes both fluid and plants, and plant i has areaAi perpendicular to the mean
flow, then the frontal area per unit volume, or frontal area density, is defined as
a ≡ 1
V
N∑
i=1
Ai. (2.1)
An illustration of a is provided in figure 2.1 for rigid cylinders (often used to model
aquatic vegetation in a laboratory setting). For many real plants, a varies strongly in
the vertical direction. Thus, another important set of length scales in canopy flow is the
range of scales over which a(z) varies, where z is the elevation above the bed.
Investigations into flow through aquatic vegetation have tended to focus either on
dense emergent vegetation, for which mean vertical shear is negligible and turbulence
in plant wakes is the primary mechanism of mixing (e.g., Tanino and Nepf, 2008b), or
on deeply submerged dense vegetation, in which the drag discontinuity at the top of
the plant canopy leads to the formation of a mixing layer, producing turbulence at the
scale of the plant height that is destroyed in plant wakes (e.g., Ghisalberti and Nepf,
2004). This division into emergent and submerged cases can work nicely for plants that
6
Figure 2.1: Illustration ofN = 5 cylinders within a volume, V , showing the
cylinder frontal areas, A, which are in the plane perpendicular
to the mean velocity, U . In this case, a = NA/V .
resemble tall cylinders, such as reeds or sea grasses, but many leafy emergent plants have
sufficiently non-uniform frontal area profiles that turbulence generated by vertical shear
can be significant as well as wake turbulence.
The motivation for this work was our effort to predict velocities, turbulent diffusivi-
ties, and dispersion in Eurasian water milfoil (Myriophyllum spicatum), a freshwater plant
that is native to Eurasia and Africa but rapidly spreading across North America as an
invasive species. Milfoil is characterized by a highly non-uniform frontal area density
profile, as shown in figure 2.2. Working with an emergent canopy of milfoil in a labora-
tory flume, Tinoco (2008) measured vertical profiles of velocity, turbulent kinetic energy
(TKE), Reynolds stress, and dissipation using particle image velocimetry techniques.
Using the milfoil data, Tinoco (2008) tested a simple model developed by Lightbody
and Nepf (2006), who were able to predict velocity profiles and longitudinal dispersion
7
Figure 2.2: (a) Photograph of Eurasian water milfoil (Myriophyllum spica-
tum) in a laboratory flume, and (b) vertical profile of frontal
area density, a(z), for the milfoil canopy at a stem density of
n = 50 m−2, where z is elevation above the bed.
in a Spartina alterniflora wetland from a balance between drag and pressure gradients
alone, i.e., neglecting vertical shear. In the case of milfoil, however, vertical shear was too
significant to ignore, and the Lightbody and Nepf (2006) model performed poorly. We
concluded that a model that predicts velocity profiles in a wide variety of real vegetation
must include a parameterization for vertical shear. Given the scales of natural aquatic sys-
tems, a Reynolds-averaged Navier–Stokes (RANS) approach is appropriate, but because
in real vegetation, a = a(z), and thus vertical shear may vary over multiple, ill-defined
length scales, a mixing length type model would be limited in applicability. Hence, a
two-equation model such as k–ε, in which the turbulent length scale can adapt naturally
to a(z), is our simplest choice.
We originally hoped that the k–ε model of Lo´pez and Garcı´a (2001) could be adapted
for use in real vegetation. Lo´pez and Garcı´a (2001) modified the standard k–ε model for
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application in aquatic plant canopies by adding an extra production term in the TKE and
dissipation equations to account for the extra TKE produced in the plant wakes. To ac-
commodate the moderate Reynolds numbers that milfoil experiences in nature, we mod-
ified the Lo´pez and Garcı´a (2001) model to account separately for viscous and pressure
drag as described in King et al. (2009), and while with enough tuning, we were able to ob-
tain decent fits to the mean velocity profiles measured in the laboratory milfoil canopies,
we were not able to predict TKE or dissipation with an acceptable level of accuracy. Mea-
surements revealed that dissipation scaled to a large degree with the effective stem di-
ameter of the plants, defined as d(z) = n/a(z), where n is the number of stems per unit
horizontal area; and dissipation scaled to a lesser degree with the multiple scales of the
mean shear (R. O. Tinoco, personal communication). This led us to notice that the Lo´pez
and Garcı´a (2001) model and other existing k–ε models for flow through plant canopies
(aquatic or terrestrial) do not anywhere incorporate stem diameter. Furthermore, we no-
ticed that nearly all experiments used to calibrate such models for use in aquatic canopies
have been conducted in beds of rigid cylinders having diameter d = 6.4 mm (1/4 in). In
the well-studied case of emergent rigid cylinders in a laboratory setting, where turbulence
is known to scale with d, these existing k–ε models break down entirely.
To enable prediction of flow and transport in vegetated lakes, rivers, wetlands, and
coastal areas, there is clearly a need for a two-equation model that incorporates the wake
scale as well as the scale of the vertical shear. Such a model would be appropriate in
vegetation with highly non-uniform a(z) as well as reed-like vegetation, and would tran-
sition smoothly between emergent and submerged vegetation, such as in tidal flows. We
develop such a model in the following sections.
After a discussion of the governing equations in Section 2.2 and an overview of the
basic physical processes present in flow through aquatic vegetation in Section 2.3, we in-
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troduce the new k–εmodel in Section 2.4. While the model was developed with real plant
canopies in mind, it is here calibrated against new laboratory data from flow through two
arrays of rigid cylinders, one with cylinders of diameter d = 3.2 mm, and the other with
cylinders of diameter d = 25.4 mm; each array is subjected to both emergent and sub-
merged conditions. The model is validated against existing laboratory data from beds of
submerged rigid cylinders having diameter d = 6.4 mm. The experiments are discussed
in Section 2.5, the calibration in Section 2.6, and the validation in Section 2.7. Model per-
formance is compared to the performance of two existing k–ε models for flow through
vegetation: those of Lo´pez and Garcı´a (2001) and of Katul et al. (2004). The new model
outperforms both, not only in emergent cylinders where the other models break down en-
tirely but also in submerged cylinders where the inclusion of stem-scale turbulence leads
to better predictions of velocity profiles and dramatically better predictions of TKE.
The success of the new model provides insight into the physics of flow through aquatic
vegetation, in particular the pathways of TKE generation and transfer between different
wavenumbers. At this point, the model operates under the assumption of fully developed
steady flow, but it would be simple to add terms for unsteadiness and advection. It is typ-
ical for 1D vertical mixing models, such as this one, to be incorporated into larger three-
dimensional hydrodynamic models, such as Si3D (Smith, 2006; Rueda and Schladow,
2002), POM (Blumberg and Mellor, 1987), or ROMS (Song and Haidvogel, 1994) and into
coastal wave models such as COBRAS (Lin and Liu, 1998). Other possible applications ex-
tend to air flow through terrestrial canopies and urban landscapes, hydraulic flow around
offshore structures, and industrial flows.
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2.2 Governing Equations
If the system of interest is a wetland, lake, river, estuary, or the coastal ocean (or in the case
of air flow, a forest, field, or city), it is not computationally practical to resolve the flow
field at the scale of individual plant stems. Hence, the approach of RANS modelers since
Wilson and Shaw (1977) has been to horizontally average the governing equations over a
scale large enough to smooth over heterogeneity due to the plant canopy structure. Rau-
pach and Shaw (1982), building on the work of Wilson and Shaw (1977), formalized two
alternative spatial averaging procedures that are now widely known as schemes I and II.
These two schemes were refined by Finnigan (1985) and by Raupach et al. (1986), who re-
placed the original horizontal average with a more general volume average. In scheme I,
the equations are averaged over thin horizontal slabs large enough to smooth over hetero-
geneity due to turbulence as well as canopy structure but thin enough to preserve vertical
gradients. In scheme II, a time average is employed to smooth over variations due to tur-
bulence so that the spatial averaging volume need be extensive enough only to smooth
over heterogeneity due to the canopy. Wilson and Shaw (1977) asserted that schemes I
and II were essentially the same, but Raupach and Shaw (1982) later showed that they
lead to different sets of averaged equations. Because it is rarely possible in laboratory or
field settings to average over a large enough horizontal slab to smooth over heterogene-
ity due to turbulence, the equations developed under scheme II are more appropriate for
comparison with experimental measurements.
The governing equations we review here are based on scheme II, in which a scalar
field ψ (such as the streamwise velocity component, pressure, etc.) is decomposed into a
time average, indicated by an overbar, and a fluctation from that time average, indicated
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by a single prime:
ψ = ψ + ψ′. (2.2)
The time average is further decomposed into a spatial average, indicated by angle brack-
ets, and the deviation from that spatial average, indicated by double primes:
ψ = 〈ψ〉+ ψ′′. (2.3)
The angle brackets indicate averaging over the fluid domain (i.e., excluding plant parts)
within a thin horizontal slab large enough to smooth over heterogeneity due to the plant
canopy but thin enough to preserve vertical gradients. For simplicity, let us consider
steady, uniform, open-channel flow where x is the downstream coordinate and z is the el-
evation above the bed. Let u and w represent the instantaneous downstream and vertical
velocity components, respectively.
2.2.1 Momentum Equation
Averaging the x-momentum equation for steady, uniform, open-channel flow under
scheme II results in
0 = gS +
∂τxz
∂z
− f (2.4)
where g is the acceleration of gravity, S is the bed slope (equal to the surface slope), f is
the drag force per unit fluid mass, and the mean shear stress, τxz, defined by
τxz ≡ ν ∂〈u〉
∂z
− 〈u′w′〉 − 〈u′′w′′〉 , (2.5)
is the sum of the viscous stress, ν∂〈u〉/∂z (where ν is the kinematic viscosity), the familiar
Reynolds stress,−〈u′w′〉, and a dispersive stress,−〈u′′w′′〉, that arises due to heterogeneity
of the time-averaged velocity within the plant canopy. The drag term is composed of two
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components, f = fp + fν where the form (or pressure) drag force per unit fluid mass, fp,
is given by
fp ≡ 1
ρ
〈
∂p′′
∂x
〉
(2.6)
where ρ is the fluid density and p is pressure; and the viscous drag force per unit fluid
mass, fν , is given by
fν ≡ −ν
〈∇2u′′〉 . (2.7)
Since Raupach and Shaw (1982), models have been based on the assumption that the
dispersive stress, −〈u′′w′′〉, is negligibly small compared to the Reynolds stress, −〈u′w′〉.
There is plenty of experimental evidence that the dispersive stress is negligible above the
plant canopy (e.g., Raupach et al., 1986; Poggi et al., 2004a), but within the plant canopy,
Poggi et al. (2004a) and also Bohm et al. (2000) measured large dispersive stresses. Com-
paring a range of canopy densities at Reynolds numbers over 100, 000 (based on the depth
average velocity and the water depth), Poggi et al. (2004a) found that for canopies of den-
sity ah > 0.1, where h is the canopy height, the dispersive stress is everywhere less than
10% of the Reynolds stress, but for sparse canopies, the dispersive stress can be on the or-
der of the Reynolds stress. This observation is consistent with measurements by Raupach
et al. (1986) and Bohm et al. (2000). In this paper, we assume that the dispersive stress
is negligible in dense canopies (where ‘dense’ is defined as ah > 0.1) at slightly lower
Reynolds number than Poggi et al. (2004a), but this should be verified in the future.
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2.2.2 Kinetic Energy Equations
The total kinetic energy, 1/2〈uiui〉, may be decomposed into mean kinetic energy (MKE),
dispersive kinetic energy (DKE), and turbulent kinetic energy (TKE) as follows:
1
2
〈uiui〉 = 12〈ui〉〈ui〉︸ ︷︷ ︸
MKE
+ 1
2
〈u′′i u′′i 〉︸ ︷︷ ︸
DKE
+ 1
2
〈u′iu′i〉︸ ︷︷ ︸
TKE
. (2.8)
Turbulent Kinetic Energy (TKE)
The governing equation for TKE in steady, uniform, open channel flow is
∂Tz
∂z
= Ps + Pw − ε. (2.9)
where Tz is the transport term, Ps and Pw are production terms, and ε is the dissipation
term. In flow through plant canopies, there are two mechanisms that produce TKE, rep-
resented by the two production terms. As in open water, TKE is produced by work of the
Reynolds stress against the mean velocity gradient at rate Ps, defined by
Ps ≡ −
〈
u′w′
〉 ∂ 〈u〉
∂z
. (2.10)
Additionally, TKE is produced in the wakes of plant stems at rate Pw, defined by
Pw ≡ −
〈
u′iu
′
j
′′∂u′′i
∂xj
〉
. (2.11)
Historically, Ps has been called ‘shear production’ and Pw has been called ‘wake produc-
tion’, and we adopt this nomenclature for consistency with previous work, although it
is somewhat misleading because both ‘wake’ and ‘shear’ production involve shear. The
turbulent transport, Tz, is defined by
Tz ≡ 12
〈
u′iu
′
iw
′〉+ 1
ρ
〈
p′w′
〉− ν〈u′i(∂u′i∂z + ∂w′∂xi
)〉
+ 1
2
〈
u′iu
′
i
′′
w′′
〉
(2.12)
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and is identical to the turbulent transport in open water with the exception of the final
term, a dispersive transport term.
Just as in the open water equations, the rate of dissipation of TKE to heat, or ‘dissipa-
tion’ for short, is defined by
ε ≡ ν
〈
∂u′i
∂xj
(
∂u′i
∂xj
+
∂u′j
∂xi
)〉
. (2.13)
Note that we have separated the viscous transport from the dissipation of TKE to heat
whereas Raupach and Shaw (1982) and others lump these terms together.
Dispersive Kinetic Energy (DKE)
The governing equation for DKE in steady, uniform flow is
∂T˜z
∂z
= P˜s + P˜p − ε˜− Pw (2.14)
where P˜s, defined as
P˜s ≡ −〈u′′w′′〉 ∂ 〈u〉
∂z
, (2.15)
is production of DKE through work of the dispersive flux against the mean velocity gra-
dient; P˜p, defined as
P˜p ≡ 〈u〉1
ρ
〈
∂p′′
∂x
〉
= 〈u〉fp, (2.16)
is production of DKE through work of the mean velocity against the form drag; T˜z, de-
fined as
T˜z ≡ 12 〈u′′i u′′iw′′〉+
1
ρ
〈p′′w′′〉 − ν
〈
u′′i
(
∂u′′i
∂z
+
∂w′′
∂xi
)〉
+ 1
2
〈
u′′i u
′
iw
′′′
〉
, (2.17)
is the transport of DKE; and ε˜, defined as
ε˜ ≡ ν
〈
∂u′′i
∂xj
(
∂u′′i
∂xj
+
∂u′′j
∂xi
)〉
, (2.18)
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is the rate of dissipation of DKE to heat. Notice in equation 2.14 that dissipation to heat is
not the only sink for DKE; DKE is also converted into TKE through the wake production
term, Pw, which was defined in equation 2.11. Also notice that viscous drag does not
contribute to production of DKE – this is not an assumption but a result of the derivation
of equation 2.14.
In Section 2.2.1, we discuss evidence that the dispersive momentum flux, 〈u′′w′′〉, is
small throughout and above dense canopies (canopies having ah > 0.1). Raupach and
Shaw (1982) further assumed that all dispersive fluxes are small. Under this assumption,
the governing equation for DKE equation 2.14 simplifies to
P˜p = ε˜+ Pw. (2.19)
Lo´pez and Garcı´a (2001) point out that there are two limiting cases for the DKE budget
based on the relative scale of the plant stems (d) and the Kolmogorov microscale (η). Note
that these limiting cases apply only when the dispersive fluxes are, indeed, negligible:
1. When d >> η, dissipation of DKE is negligible, i.e., ε˜ ≈ 0, and the DKE budget
simplifies to
Pw ≈ P˜p = 〈u〉fp. (2.20)
2. When d < η, DKE produced by the work of the mean flow against plant stems is
immediately dissipated to heat, i.e., P˜p ≈ ε˜, and thus the DKE budget simplifies to
Pw ≈ 0. (2.21)
The relative scale of d and η is determined by the stem Reynolds number, Red ≡ Ud/ν.
At high Red, d >> η, and at small Red, d < η. In either of these limiting cases, we obtain
a simple closure for wake production, Pw, which appears in the governing equation for
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TKE, equation 2.9. If dispersive fluxes cannot be neglected, which appears to be the case
in sparse canopies (i.e., canopies for which ah < 0.1), the closure of the TKE equation
is not so simple. Our model, like existing RANS models for flow through vegetation, is
based on the assumptions that dispersive fluxes are negligible and that d >> η so that
equation 2.20 holds.
2.3 Physical Processes
We have developed our k–ε model for applications in real aquatic vegetation, which is
often characterized by a frontal area density profile, a(z), that varies strongly in the verti-
cal direction. However, the structure of the model is motivated by the physical processes
observed in two very simple laboratory canopies. The simplest case for which a(z) varies
in the vertical direction is a model canopy of submerged rigid cylinders, illustrated in fig-
ure 2.3(a). In submerged cylinders, a(z) is a step function, equal to a constant, a0, within
the canopy and zero above the canopy, as illustrated in figure 2.3(b). There is an easily
identifiable length scale over which a(z) varies – the height of the cylinders, h. Thus,
in submerged cylinders, there are four relevant length scales: the cylinder height, h, the
water depth, H , the cylinder diameter, d, and the inverse frontal area density, a−10 .
An even simpler case is a model canopy of emergent cylinders, illustrated in figure
2.3(c). In this case, the cylinders reach (or protrude above) the water surface, so there are
only three relevant length scales: H , d, and a−10 . Provided that the cylinder array is not too
sparse, canopy drag dominates vertical shear and there are no vertical gradients, so we
may neglect H , leaving only two relevant length scales: d and a−10 . In this section, we first
consider the physics of flow through dense canopies of emergent cylinders before moving
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Figure 2.3: Illustrations of submerged (a) and emergent (c) cylinders, and
plots of the frontal area density profile for submerged (b) and
emergent (d) cylinders.
on to consider the additional processes present in flow through submerged cylinders.
The processes that enhance mixing in submerged cylinders are the same processes that
enhance mixing in real plants that have more interesting frontal area profiles.
2.3.1 Emergent Cylinders
In canopies of sufficiently dense emergent cylinders, it has been observed that there are
no vertical gradients, i.e., ∂/∂z = 0, except very close to the bed, and drag at the bed
is negligibly small compared to drag on the cylinders. Thus, the momentum equation
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(equation 2.4) in the bulk fluid simplifies to:
0 = gS − f. (2.22)
It is not clear exactly where the transition between ‘sparse’ and ‘dense’ occurs for emer-
gent cylinders, but extrapolating from the work of Luhar et al. (2008) in submerged
vegetation, we may estimate that vertical shear is negligible in emergent vegetation for
CDaH/(1−φ) & 0.1 whereCD is the drag coefficient and φ is the volume fraction occupied
by the cylinders.
The drag force per unit fluid mass follows the quadratic drag law
f =
1
1− φ
1
2
CDa|U |U (2.23)
where we have introduced the shorthand U ≡ 〈u〉 for the mean velocity. It is possible to
solve equation 2.22 and equation 2.23 analytically for the mean velocity, yielding
U = ±
√
2gS(1− φ)
CDa
. (2.24)
In the absence of vertical gradients, the TKE equation 2.9 simplifies to
Pw = ε. (2.25)
Tanino and Nepf (2008b) argue that in the wakes of emergent plants, dissipation scales
with TKE and with plant diameter as follows:
ε ∼ k
3/2
d
(2.26)
provided that the inter-stem spacing is at least twice the stem diameter. Assuming that
η << d, we argued in Section 2.2.2 that Pw ≈ Ufp. Following Tanino and Nepf (2008b),
19
for convenience, we may write separate quadratic drag laws for the pressure drag and
the viscous drag, as follows:
fp =
1
1− φ
1
2
CDpa|U |U (2.27)
fν =
1
1− φ
1
2
CDνa|U |U. (2.28)
where we have decomposed the drag coefficient CD = CDp + CDν into pressure and vis-
cous contributions, respectively. Combining equations 2.20 and 2.27, and allowing for
some inefficiency in conversion of DKE to TKE, we arrive at
Pw ∼ 1
1− φ
1
2
CDpa|U |3. (2.29)
Solving equations 2.25, 2.26, and 2.29 for TKE, Tanino and Nepf (2008b) found that in
emergent vegetation,
k = γU2
(
1
1− φ
1
2
CDpad
)2/3
(2.30)
where we have introduced the shorthand k ≡ 1
2
〈u′iu′i〉 for TKE and γ is an empirical con-
stant. Tanino and Nepf (2008b) measured γ = 1.21 in rigid, emergent cylinders. In general
(even in plants with more complicated geometries), we expect γ to be order one provided
that we can identify a characteristic diameter for the dissipation scaling.
In summary, in steady, fully developed, open channel flow through emergent cylin-
ders, at high Reynolds number (greater than around 100, 000, based on U andH) and with
a high enough cylinder density, i.e., CDaH/(1 − φ) & 0.1, there are no vertical gradients,
and we have the analytical solutions for the mean velocity and TKE, given in equations
2.24 and 2.30, respectively. These solutions are based on the free surface slope, the canopy
drag coefficient, the frontal area density, and the cylinder diameter. Provided that the
cylinders are sufficiently dense, there is only one identifiable dimensionless independent
variable for the emergent problem: CDpad/(1−φ). This parameter is related to the volume
fraction occupied by the cylinders (for cylinders, the volume fraction is φ = pi/4 ad).
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2.3.2 Submerged Cylinders
In submerged cylinders, vertical gradients are very important. Provided that dispersive
fluxes and the viscous stress are small, the momentum equation (2.4) simplifies to
0 = gS − ∂〈u
′w′〉
∂z
− f. (2.31)
The relative magnitude of the momentum transport and the drag force determines
the qualitative nature of the flow. Arguing that the momentum transport scales as
∂〈u′w′〉/∂z ∝ U2/h, and employing the quadratic drag law (equation 2.23) with a small
plant volume fraction (φ ≈ 0), Luhar et al. (2008) identify the dimensionless parameter
CDah, which is the ratio of drag to momentum transport. They observe that in sparse
canopies (where CDah . 0.04), momentum transport dominates, and flow resembles a
rough boundary layer, while in dense canopies (where CDah & 0.1), drag dominates, and
a mixing layer forms with the inflection point in mean velocity just below the top of the
canopy. For non-negligible values of φ, the dimensionless parameter representing the
ratio of drag to momentum transport is CDah/(1− φ).
The TKE budget in a submerged canopy is governed by the full equation 2.9. There are
two distinct mechanisms of TKE production, represented by the terms Ps and Pw, and it
is significant that the TKE produced by these two mechanisms has different characteristic
length scales as this alters the pathways of dissipation. Vertical shear, and the turbulence
generated by classic shear production, Ps, scales with the distance(s) over which a(z)
varies (in the case of rigid cylinders, this scale is h). TKE generated in the wakes of plant
stems at rate Pw, on the other hand, scales with the characteristic diameter of the plant
stems, d. These distinct scales are clearly visible in the energy spectra of both terrestrial
and aquatic vegetation, e.g., see figure 2.8 of this paper and figure 5 of Poggi et al. (2004b).
Shaw and Seginer (1985) coined the terms ‘shear kinetic energy’ (or SKE) and ‘wake ki-
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netic energy’ (or WKE) for the components of TKE produced by mean vertical shear and
in the wakes of plant stems, respectively.
There is an additional important mechanism that is not explicit in the governing equa-
tion for TKE (2.9): energy is converted from SKE to WKE in the wakes of plant stems.
Just as the mean flow does work against the mean plant drag to produce WKE and heat,
large scale turbulent eddies do work against the fluctuating plant drag, converting SKE to
WKE and heat. Assuming that DKE is negligible, that d >> η, and that the instantaneous
plant drag may be parameterized by a quadratic law similarly to the mean drag, Finnigan
(2000) writes that the rate (per unit mass) at which TKE is converted to WKE and heat in
the wakes of plants is
W =
1
1− φ
1
2
CDpa|〈|~u|uiui〉 − U3| (2.32)
Note that we have added the factor (1−φ)−1 to Finnigan’s expression to allow for canopies
of significant volume fraction. W is the work done by the instantaneous flow field against
the instantaneous drag minus the work done by the mean flow field against the mean
drag, which is the work done by the turbulence. Using a binomial expansion to approxi-
mate equation 2.32 to second order results in
W ≈ 1
1− φ
3
4
CDpa|U |12〈u′iu′i〉. (2.33)
Let us call W the ‘spectral shortcut’ since it diverts SKE (at the scale of vertical shear) to
WKE (at the smaller scale of the plant wakes).
Both SKE and WKE are dissipated via the turbulent eddy cascade as some of the SKE
is diverted to WKE via the spectral shortcut. We may partition the total dissipation ε into
the components εs and εw, representing the dissipation of SKE and WKE, respectively,
through the energy cascade. A flow chart illustrating the energy pathways in submerged
vegetation is given in figure 2.4. A similar flow chart was first published in Shaw and
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Figure 2.4: Energy flow chart for steady uniform open-channel flow
through submerged vegetation or through emergent vegeta-
tion having a non-uniform frontal area profile. A small amount
of mean kinetic energy is also dissipated to heat (not illus-
trated).
Seginer (1985). Note that Wilson (1988) referred to this chart, and developed a Reynolds
stress type model consistent with the energy pathways it illustrates, but fell short of in-
cluding kw in his model equations.
In summary, in submerged vegetation, there are three identifiable dimensionless pa-
rameters governing the shape of the velocity, TKE, and Reynolds stress profiles. The sub-
mergence ratio, H/h, governs the transition between deeply submerged and fully emer-
gent vegetation. The parameter CDah/(1 − φ), identified by Luhar et al. (2008) as the
ratio of drag force and vertical momentum transport, influences the shape of the velocity
profile, in particular determining whether it is analogous to a rough boundary layer or
a mixing layer. Finally, the parameter CDpad/(1 − φ), which is related to the plant vol-
ume fraction and governs the turbulence intensity in emergent vegetation, also has some
influence in submerged vegetation through the scaling of WKE dissipation with d.
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2.4 Proposed Model
In this section, we propose a k–ε model that naturally transitions from deeply sub-
merged to emergent vegetation and is predictive over a wide range of all three dimen-
sionless parameters: H/h, CDah/(1−φ), and CDpad/(1−φ). Existing k–ε models for flow
through aquatic vegetation do not include stem diameter, and thus miss the effects of
CDpad/(1 − φ). Inclusion of CDpad/(1 − φ) is the main distinguishing feature of the new
model. Our approach is to break TKE into its two components: SKE and WKE, and to
treat dissipation of these two components separately. At this point, the model is for fully
developed steady flow, and is appropriate for dense canopies (having ah > 0.1) and suffi-
ciently high Reynolds number that dispersive fluxes and the viscous stress are negligible
and that d >> η.
2.4.1 Momentum Equation
Our model momentum equation is identical to the momentum equation for existing k–ε
models such as those discussed in Lo´pez and Garcı´a (2001), Katul et al. (2004), and oth-
ers. Assuming that dispersive fluxes and the viscous stress are negligible, the governing
equation for momentum is given by equation 2.31. As in the standard model (Launder
and Spalding, 1974), we adopt the gradient diffusion hypothesis to model the Reynolds
stress as follows:
〈u′w′〉 = −νT ∂U
∂z
(2.34)
where νT is the eddy viscosity, and arrive at the following model momentum equation:
0 = gS +
∂
∂z
(
νT
∂U
∂z
)
− f (2.35)
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The quadratic drag law, given in equation 2.23, is used to parameterize the drag, f . We
discuss the parameterization of eddy viscosity in Section 2.4.3.
2.4.2 TKE and Dissipation
We split TKE into two components, SKE (denoted ks) and WKE (denoted kw), so that total
TKE is given by
k = ks + kw. (2.36)
We also split dissipation into two components: dissipation of SKE through the energy
cascade (denoted by εs) and dissipation of WKE (denoted by εw) so that total dissipation
(ε) is given by
ε = εs + εw. (2.37)
The model equation for SKE is
0 =
∂
∂z
(
νT
σk
∂ks
∂z
)
+ Ps −W − εs, (2.38)
and the model equation for WKE is
0 =
∂
∂z
(
νT
σk
∂kw
∂z
)
+ Pw +W − εw. (2.39)
The standard model constant σk = 1.0 (Launder and Spalding, 1974) is used in both equa-
tions. Shear production is modeled as
Ps = νT
(
∂U
∂z
)2
(2.40)
just as in the standard model. Wake production is modeled as
Pw = βp
1
1− φ
1
2
CDpa|U |3, (2.41)
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and the spectral shortcut is modeled as
W = βd
1
1− φ
1
2
CDpa|U |ks (2.42)
where βp and βd are new model constants. Pw has been modeled as discussed in Section
2.2.2, assuming that the stem scale, d >> η. W is calculated using SKE alone, instead of
the total TKE found in equation 2.33, so that W goes to zero in the absence of SKE.
The model equation for dissipation of SKE through the energy cascade is
0 =
∂
∂z
(
νT
σε
∂εs
∂z
)
+
εs
ks
(Cε1Ps − Cε2εs − Cε5W ) (2.43)
where σε = 1.3, Cε1 = 1.44, and Cε2 = 1.92 are standard model constants (Launder and
Spalding, 1974). The SKE-dissipation equation differs from the standard model equa-
tion for dissipation only in its inclusion of W and the new model constant Cε5. We have
included W but not Pw or εw in this dissipation equation under the assumption that dis-
sipation of SKE will be largely unaffected by the rate of production or dissipation of the
smaller scale WKE.
Following Tanino and Nepf (2008b), we use the following algebraic equation to model
dissipation of WKE:
εw = CεD
k
3/2
w
d
(2.44)
where CεD is a new model constant.
2.4.3 Eddy Viscosity
The eddy viscosity is parameterized by
νT = Cµ
k2s
εs
+ Cλ
k2w
εw
(2.45)
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where Cµ = 0.09 is a standard model constant (Launder and Spalding, 1974) and Cλ is a
new model constant. Here we have assumed that SKE and WKE contribute to momentum
diffusion in an additive way (analogous to turbulent and molecular diffusion of scalars).
In fact, we expect SKE and WKE to interact once they are generated, but it seems rea-
sonable to assume that these contributions to momentum diffusion are additive to first
order, and making this assumption ensures that in the absence of vegetation, where kw
goes to zero, the eddy viscosity collapses to the standard parameterization. Since the
standard constant Cµ is tuned for mixing layers, plane jets, and boundary layers, we have
introduced a different constant, Cλ, for momentum transport via wake turbulence.
2.4.4 Limiting Cases
In the limiting case of no plants, all TKE is SKE, W = 0, and the model equations collapse
to the standard model equations. In the limiting case of dense emergent vegetation, where
vertical gradients are small, the momentum equation collapses to gS = f , yielding the
solution for mean velocity given in equation 2.24, and production, Ps, is negligible, so no
SKE is ever generated, and the model equation for WKE becomes Pw = εw, in agreement
with equation 2.25. For consistency with the solution for TKE given in equation 2.30, the
model constants CεD and βp must be related by
CεD = βpγ
−3/2. (2.46)
We use γ = 1.21 as found by Tanino and Nepf (2008b).
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Figure 2.5: Illustration of the numerical mesh.
2.4.5 Numerical Implementation
Our numerical algorithm employs a finite volume spatial discretization, illustrated in
figure 2.5, and a Crank-Nicolson time iteration method (we add a time derivative and
allow the equations to relax to steady state). U is evaluated at the nodes, and TKE and
dissipation are evaluated at the faces so that νT may easily be evaluated at the faces. The
convergence criterion is that the larger of the source or sink terms comes within 0.1% of
the smaller of the source or sink terms plus the transport term for all four of the transport
equations (momentum, SKE, WKE, and dissipation of SKE).
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2.4.6 Boundary Conditions
Our boundary conditions are consistent with the open water boundary conditions de-
scribed in Burchard and Peterson (1999). We have chosen open water boundary condi-
tions because in dense vegetation, the numerical solution is not sensitive to boundary
conditions (i.e., we can get away with it), and the open water boundary conditions pro-
vide for a smooth transition between flow through vegetated canopies and open water
flows, e.g., in the context of three-dimensional hydrodynamic models used in field appli-
cations where vegetation may not cover the entire bed.
For the momentum boundary condition at the bed, the shear stress is specified as
follows:
νT
∂U
∂z
= u2∗,b at z = 0. (2.47)
The friction velocity, u∗,b, is estimated from the mean velocity at node 1, U1, using the
quadratic drag law
u2∗,b = CD,bU
2
1 (2.48)
where CD,b is a drag coefficient. Assuming a logarithmic velocity profile near the bed, we
may calculate CD,b from the roughness height, z0,b, as follows:
CD,b =
(
1
κ
ln
z1
z0,b
)−2
(2.49)
where κ = 0.41 is the von Ka´rma´n constant and z1 is the elevation of node 1.
For the momentum boundary condition at the free surface, the shear stress is specified
as follows:
νT
∂U
∂z
= u2∗,s at z = H. (2.50)
The friction velocity, u∗,s, is estimated from the wind speed U10, measured at a standard
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10 m above the water surface, using the quadratic drag law
u2∗,s = CD,sU
2
10. (2.51)
For laboratory flows, we have set U10 = 0. Wu¨est and Lorke (2003) provide a nice
overview of estimates for CD,s in the field.
For SKE, we use the following Dirichlet boundary condition at the bed:
ks =
u2∗,b√
Cµ
at z = 0 (2.52)
and a zero stress boundary condition near the free surface:
νT
σk
∂ks
∂z
= 0 at z = zN . (2.53)
For WKE, we use zero stress boundary conditions near the bed and near the free sur-
face:
νT
σk
∂kw
∂z
= 0 at z = z1 and z = zN . (2.54)
For dissipation of SKE, we use the following Dirichlet condition at the bed:
εs = C
3/4
µ
k
3/2
s
κ(z1 + z0,b)
at z = 0 (2.55)
and the following Neumann condition near the free surface:
νT
σε
∂εs
∂z
=
Cµ
σε
k2s
(H − zN) + z0,s at z = zN (2.56)
where the surface roughness, z0,s, is zero in the case of no wind stress.
There is no need for a boundary condition for dissipation of WKE because εw is an
algebraic function of kw.
30
2.5 Experiments
For model calibration, four experiments were conducted in an open channel flume in
the DeFrees Hydraulics Laboratory at Cornell University. For model validation, we used
twelve experiments described in Dunn et al. (1996) that were conducted in the Hydrosys-
tems Laboratory at the University of Illinois at Urbana-Champaign. Both sets of exper-
iments were conducted in canopies of rigid cylinders. The experimental methods and
results are described in this section.
2.5.1 Cornell University Experiments
Methods
A diagram of the experimental setup is provided in figure 2.6. The 4.50 m long, 0.600 m
wide recirculating type open channel flume at Cornell was fitted with 3.60 m long, 0.600 m
wide arrays of randomly located, rigid, vertically mounted acrylic cylinders. The ran-
dom cylinder locations were chosen from a uniform distribution of possible locations
constrained by the criteria that the center of cylinders must be a minimum of two di-
ameters apart and that the surface of all cylinders must be located at minimum 3.2 mm
(1/8 in) from the edge of a plate. The cylinders were inserted into holes CNC machined
into 6.4 mm (1/4 in) thick PVC 0.600 m wide base plates with lengths of 1.20 m (4.00 ft).
The random array pattern is periodic in the longitudinal direction with periodic length
scale the array plate length, i.e., 1.20 m.
Two acrylic cylinder arrays were used, comprised of 0.200 m long cylinders, one with
cylinders of 3.2 mm (1/8 in) diameter and the other with cylinders of 25.4 mm (1 in) di-
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Figure 2.6: Diagram of the flume, cylinders, instrumentation, and coordi-
nate system used in the Cornell University experiments. The
number of cylinders and the locations of the individual cylin-
ders are not accurately illustrated, nor are the cylinders drawn
to scale. The locations of the cylinder array edges are illus-
trated accurately.
ameter, each populated to a frontal area density of a = 4.00 m−1 (1260 cylinders/m2 and
158 cylinders/m2, respectively). Cylinders were removed from a 150 mm long gap that
begins 2.80 m from the upstream end of the random array plates in order to allow for
instrument access. For the experiments discussed here, measurements were taken at
the upstream edge of the gap with two Nortek Vectrino acoustic Doppler velocimeters
(ADVs) configured with the Vectrino+ firmware allowing sample rates to 200 Hz. Dye
visualizations and ADV measurements confirmed that the gap was sufficiently narrow
to have no discernible impact on the flow. Steady fully developed flow was established
and verified, in the emergent case, by the absence of longitudinal gradients in mid-depth
ADV measurements along the length of the cylinder array, and, in the submerged case,
by measurements of a fully developed linear Reynolds stress profile above the canopy.
For each of the two cylinder diameters, experiments were conducted under emergent
(H/h < 1) and submerged (H/h = 1.5) conditions. To account for high lateral variabil-
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ity in the flow due to the cylinder wakes, measurements were taken at seven transverse
coordinates, y = {90, 160, 230, 300, 370, 440, 510}mm, where y is the distance from the left
wall of the flume, looking downstream. At each transverse coordinate, measurements
were taken at six depths for the emergent cases and twelve or thirteen depths for the sub-
merged cases. The ADV was oriented to look either downward or upstream depending
on the measurement location (the upstream-looking orientation was necessary to obtain
measurements within 50 mm of the free surface). Records were collected with ADVs sam-
pling at 200 Hz for 10 min at each measurement location.
To obtain estimates of U , 〈u′w′〉, and k ≡ 1/2〈u′iu′i〉, traditional Reynolds decomposi-
tion (in time) and averaging were performed first, then spatial averages were taken over
the seven lateral measurement locations at a given elevation. Because measurements
were taken in a gap that was free of cylinders, measured mean longitudinal velocities
and Reynolds stresses were multiplied by (1 − φ)−1 to correct for the expansion of flow
into the gap. In order to estimate the uncertainty due to lateral flow variability not cap-
tured by the seven measurement locations, a bootstrap sampling technique was applied
(Efron and Tibshirani, 1993): seven time-averaged statistics were sampled with replace-
ment 1000 times from the original seven measured statistics, the mean was calculated for
each sample of seven, and histograms of the means were used to obtain the upper and
lower bounds of the 95% confidence interval. To compute power spectra, each 200 Hz ve-
locity time series was time-averaged down to a sampling frequency of 50 Hz, then spectra
were computed using ten sub-windows and averaged across the seven lateral sampling
locations.
The pressure drag coefficient, CDp, was evaluated by fitting measurements of k and
U to equation 2.30 in the emergent cases using γ = 1.21 from Tanino and Nepf (2008b).
Tanino and Nepf (2008a) found that CDp is independent of Reynolds number, varying
33
only with the cylinder volume fraction φ, so we assume that CDp in each submerged case
is equivalent to CDp in the emergent case with the corresponding φ. The viscous drag
coefficient, CDν was evaluated from the standard curve of drag coefficient vs. Reynolds
number for a single cylinder, found in any introductory fluids text (e.g., Finnemore and
Franzini, 2002, p. 383), with one subtracted to account for the pressure drag on a single
cylinder. We assume that the viscous drag is independent of φ.
The water surface slope, S, was estimated from the velocity statistics. For the emergent
cylinder experiments, S was estimated using the depth-average velocity, the total drag
coefficient, and equation 2.24. For the submerged cylinder experiments, S was estimated
from the balance of the momentum flux and the gravitational force in the open water
region, gS = ∂〈u′w′〉/∂z, as follows. First, the Reynolds stress at the top of the canopy,
〈u′w′〉h was estimated from a linear least squares fit to the Reynolds stress data above the
canopy, assuming that 〈u′w′〉 = 0 at z = H . Then, 〈u′w′〉h was used to calculate the friction
velocity scale u∗ ≡ |〈u′w′〉h|1/2. Finally, the slope was estimated as S = u2∗/g (H − h)−1.
Geometric parameters, velocity scales, drag coefficients, and Reynolds numbers for
the Cornell University experiments are reported in table 2.1, and the dimensionless pa-
rameters governing the flow are reported in table 2.2.
Results
Power spectra are plotted in figure 2.7 for the emergent cylinder experiments (E1 and
E2) and in figure 2.8 for the submerged cylinder experiments (S1 and S2). In 1941, Kol-
mogorov hypothesized that in any turbulent flow at sufficiently high Reynolds number,
turbulent eddies having length scale well below the energy-producing scale and well
above the viscous length scale would be isotropic and independent of viscosity, result-
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Experiment E1 E2 S1 S2
d (cm) 0.32 2.54 0.32 2.54
a (cm−1) 0.0400 0.0400 0.0400 0.0400
φ 0.010 0.010 0.080 0.080
H (cm) 16.5 16.0 29.6 29.6
h (cm) – – 19.7 19.3
UQ (cm s−1) 5.58 6.38 13.5 15.6
U0 (cm s−1) 5.58 6.38 6.46 7.10
Uh (cm s−1) – – 17.5 18.1
u∗ (cm s−1) – – 3.26 3.14
ReH 9, 210 10, 200 40, 000 46, 300
Red 177 1, 621 205 1, 803
CDp 1.48 1.08 1.48 1.08
CDν 0.40 0.00 0.31 0.00
CD 1.88 1.08 1.79 1.08
Table 2.1: Geometric parameters, velocities, Reynolds numbers, and drag
coefficients for the Cornell University expierments. UQ is the
laterally- and depth-averaged mean velocity; U0 = UQ for the
emergent cylinder experiments (E1 and E2) and U0 is the av-
erage of the three laterally-averaged mean velocities measured
nearest the bed for the submerged cylinder experiments (S1 and
S2); Uh is the laterally-averaged mean velocity at the top of the
cylinders; ReH ≡ UQH/ν; and Red ≡ U0d/ν.
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Experiment H/h CDah/(1− φ) CDpad/(1− φ)
E1 ≤ 1 1.26 0.019
E2 ≤ 1 0.75 0.119
S1 1.50 1.43 0.019
S2 1.53 0.90 0.119
Table 2.2: Dimensionless parameters for the Cornell University experi-
ments. Note that CDaH/(1−φ) is reported in place of CDah/(1−
φ) for the emergent cylinder experiments (E1 and E2).
ing in a power spectrum having a −5/3 slope (e.g., Pope, 2000). In fact, the region of
−5/3 slope, called the ‘inertial subrange’ is often observed even when the assumptions
behind Kolmogorov’s theory are violated. Observation of the −5/3 region in a particu-
lar flow is taken as strong evidence of turbulence, and the length scale representing the
beginning of the −5/3 region is taken to be the same order of magnitude as the scale at
which energy is injected into the flow. While vegetated flows violate the assumption of
isotropic turbulence, and our Reynolds numbers are not so high that viscous effects are
negligible in the momentum equation, we do observe the −5/3 region in all of our flows,
confirming the presence of turbulence and providing insight into the scale(s) at which it is
generated. In the emergent cases, a −5/3 slope is observed at frequencies higher than the
Strouhal frequency, 0.2U0/d, indicating that TKE is generated at a single length scale in
the wakes of the cylinders. For experiment S1 (the submerged case with d = 0.32 cm and
h = 29.6 cm), a−5/3 slope is observed at frequencies higher than 0.4Uh/h, suggesting that
energy is injected into the flow through the shear instability that forms at the canopy top.
Additionally, a bump above the −5/3 slope is visible at the cylinder Strouhal frequency
within the canopy, indicating that both SKE and WKE make important contributions to
TKE. For experiment S2 (the submerged case with d = 2.54 cm and h = 29.6 cm), the
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Figure 2.7: Power spectra for the emergent canopy experiments, E1 and
E2: Suu (solid line), Svv (dashed line), and Sww (dash/dotted
line). These spectra are computed from measurements taken at
z/H = 0.48. A line having −5/3 slope and a vertical line at the
cylinder Strouhal frequency, 0.2U0/d, are plotted as well.
cylinder height and cylinder diameter are close enough in scale that it is not possible to
distinguish a distinct bump at the Strouhal frequency, though this does not exclude the
possibility that TKE is generated in the cylinder wakes as well as the shear layer.
Vertical profiles of mean velocity, Reynolds stress, and TKE are plotted in figures
2.9 and 2.10 for the emergent and submerged cases, respectively. In the emergent
cases, vertical gradients and Reynolds stress are negligible, as predicted for dense emer-
gent canopies (note that CDaH/(1 − φ) > 0.1 for both E1 and E2), and the profiles of
k/U20 (1 − φ)2/3(1/2CDpad)−2/3 collapse to a constant, in agreement with equation 2.30. In
the submerged cases, we find very similar velocity and Reynolds stress profiles for S1
and S2, but the TKE level differs by an order of magnitude between S1 and S2 within the
canopy.
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Figure 2.8: Power spectra for the submerged canopy experiments. For ex-
periment S1, spectra are plotted at elevations z/h = 0.25 (solid
line), z/h = 0.61 (dashed line), z/h = 1.02 (dash/dotted line),
and z/h = 1.37 (dotted line). For experiment S2, spectra are
plotted at elevations z/h = 0.20 (solid line), z/h = 0.61 (dashed
line), z/h = 1.02 (dash/dotted line), and z/h = 1.37 (dotted
line). A line having −5/3 slope and vertical lines at the cylin-
der Strouhal frequency, 0.2U0/d, and at the frequency 0.4Uh/h
are plotted as well.
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Figure 2.10: Vertical profiles of mean velocity, Reynolds stress, and TKE
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S2 (×). Error bars indicate 95% confidence intervals obtained
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2.5.2 University of Illinois Experiments
A complete description of the University of Illinois experiments may be found in Dunn
et al. (1996). These experiments were carried out in a tilting flume that was 19.5 m long,
0.91 m wide, and 0.61 m deep. Plants were modeled using rigid wooden dowels having
diameter d = 0.635 cm (1/4 in). The tops of the cylinders were at height h = 11.8 cm
above the bed. Cylinders were not randomly distributed but arranged in the staggered
patterns illustrated in figure 4.3 of Dunn et al. (1996). In all cases, the cylinders were sub-
merged. The experiments were conducted under steady uniform flow conditions at very
high Reynolds number (based on the depth average velocity and the cylinder diameter,
above 55, 000 for all experiments). Velocity profiles were measured using an ADV in a
downward-looking orientation. For each experiment, velocity profiles were measured at
four points in the horizontal plane chosen to capture the variability in the flow field due
to the presence of the cylinders. Bed slope was measured directly, but where Reynolds
stress measurements above the canopy top are available, we used estimates of S based
on a linear least squares fit to the Reynolds stress profile as described in Section 2.5.1 for
the Cornell University submerged experiments. Following Lo´pez and Garcı´a (2001), we
used a drag coefficient of CD = 1.13 for all the experiments. Since the experiments were
conducted at high Reynolds number, we assume that CDν = 0 and CDp = CD.
The dimensionless parameters governing the flow in the Illinois experiments are re-
ported in table 2.3. Reynolds number and bed slope are reported in table 5.3 of Dunn
et al. (1996). Profiles of U , 〈u′w′〉, and the velocity variances 〈u′ 2〉, 〈v′ 2〉, and 〈w′ 2〉 that
make up the TKE k = 1/2(〈u′ 2〉+ 〈v′ 2〉+ 〈w′ 2〉) were obtained from Appendix B of Dunn
et al. (1996).
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Experiment H/h CDah/(1− φ) CDpad/(1− φ)
1 2.85 0.146 0.0079
2 1.95 0.146 0.0079
3 1.40 0.146 0.0079
4 2.35 0.146 0.0079
5 1.73 0.146 0.0079
6 2.27 0.036 0.0020
7 1.56 0.036 0.0020
8 3.33 0.331 0.0179
9 1.82 0.331 0.0179
10 2.26 0.331 0.0179
11 2.65 0.082 0.0044
12 1.98 0.082 0.0044
Table 2.3: Dimensionless parameters for the University of Illinois (Dunn
et al., 1996) experiments.
2.6 Model Calibration
The new model we introduced in Section 2.4 includes five empirical coefficients (in addi-
tion to the standard k–ε model coefficients): βp, βd, Cε5, CεD, and Cλ. Scaling arguments
suggest that βp, βd, and Cε5 are order one, and βp cannot exceed 1 because it is an en-
ergy conversion efficiency. CεD is determined by βp and γ according to equation 2.46, so
there are four degrees of freedom in our calibration. We use the directly measured value
γ = 1.21 from Tanino and Nepf (2008b).
We calibrated the model using the two submerged Cornell University experiments (S1
and S2). The model was executed for each experiment with coefficient βp varied between
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βp βd Cε5 CεD Cλ
0.2 0.8 0.0 0.15 0.014
Table 2.4: Model parameters that yield the best fit (in the least square
sense) to the Cornell University data.
0 and 1 with a resolution of 0.1, coefficients βd and Cε5 varied between 0 and 3 with a
resolution of 0.1, and the coefficient Cλ varied between 0 and 0.3 with a resolution of
0.001 to obtain a best fit in the least square sense. Mean square error (model vs. data) was
equally weighted for experiments S1 and S2 and for U , 〈u′w′〉 and k. The mean square
error for each vertical profile was normalized by the variance of the data to capture the
fraction of the variability explained by the model.
The coefficients giving the best fit to the Cornell University data are reported in table
2.4. βp, βd, and CεD are all within an order of magnitude of one, confirming the scaling
arguments inherent in the model. Cλ is an order of magnitude smaller thanCµ, suggesting
that wake-scale turbulence contributes less to vertical mixing than turbulence generated
by vertical shear. Surprisingly, Cε5 = 0, suggesting that the rate at which shear-scale
turbulence is dissipated through the energy cascade is independent of the rate at which it
is lost to wake-scale turbulence via form drag.
A sensitivity analysis was performed in which βp, βd, Cε5 and Cλ were varied one at a
time about their optimal values, and the resulting mean square errors (normalized by the
data variance) are plotted in figure 2.11.
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Figure 2.11: Sensitivity of the mean square error (model vs. data from S1
and S2) to the model coefficients.
2.7 Model Performance and Validation
The performance of the new model was compared to the performance of the k–ε models
described in Lo´pez and Garcı´a (2001), which we will call the ‘Lo´pez–Garcı´a model’, and in
Katul et al. (2004), which we will call the ‘Katul model’. Both of these models include only
one length scale of TKE and dissipation. The Lo´pez–Garcı´a model may be obtained from
our model by summing the SKE and WKE equations, neglecting the effects of WKE on
eddy viscosity, and neglecting the effects of W on dissipation, although the Lo´pez–Garcı´a
model coefficients are different from ours. The Katul model is based on the assumption
that WKE is quickly dissipated and thus negligible. Under this assumption, the model
includes the conversion of SKE to WKE, W , as a sink of TKE. However, the Katul model
also includes production of WKE, Pw, as a source of TKE, which seems to violate the
assumption that WKE is negligible. These two models are discussed in further detail in
Appendices A.1 and A.2. Identical discretizations, boundary conditions, and convergence
criteria were used for all three models.
The advantages of the new model are most striking for the emergent cylinder experi-
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Figure 2.12: Model predictions compared to the Cornell University emer-
gent cylinder data. Experimental data (•) are plotted with
error bars representing the 95% confidence interval. Re-
sults from the new model are plotted with a solid line, re-
sults from the Lo´pez–Garcı´a model are plotted with a dashed
line, and results from the Katul model are plotted with a
dashed/dotted line. For U/U0 and 〈u′w′〉/U20 , all three mod-
els give identical results, so only the solid line is visible
ments (E1 and E2). The results for the three models are plotted along with the experimen-
tal data in figure 2.12, and the mean square errors are reported in table 2.5. While all three
models accurately predict U and 〈u′w′〉, only the new model predicts the dependence of k
onCDad/(1−φ). The Lo´pez–Garcı´a and Katul models predict vertical gradients in k while
the new model correctly predicts uniform k across the water depth. Note that the Lo´pez–
Garcı´a model results are dependent on the convergence criterion, i.e., the model fails to
converge in the emergent case (the Lo´pez–Garcı´a model has no convergence problems in
the submerged case, for which it was developed).
As in the emergent cases, the advantages of the new model are most clear for k in the
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submerged cylinder experiments (S1 and S2). The results for the three models are plotted
along with the experimental data in figure 2.13, and the mean square errors are reported
in table 2.5. Again, the absence of the parameter CDad/(1 − φ) from the Lo´pez–Garcı´a
and Katul models results in their inability to predict the dependence of k on the cylinder
diameter as it is varied between experiments S1 and S2; the new model, in contrast, cap-
tures the k profiles quite accurately. The new model is comparable to the Lo´pez–Garcı´a
model and superior to the Katul model in capturing the U and 〈u′w′〉 profiles.
The new model, along with the coefficients found by calibration against the Cornell
University experiments, was validated against the twelve submerged cylinder experi-
ments reported in Dunn et al. (1996). The Lo´pez–Garcı´a and Katul models were tested
against this same data for comparsion. The results are plotted in figures 2.14 and 2.15,
and mean square errors (model vs. data) are reported in tables 2.6 and 2.7. The new
model is clearly superior to the other two models, especially in prediction of k, but also
in prediction of U . The Lo´pez–Garcı´a model makes slightly better predictions of 〈u′w′〉,
but all three models predict this quantity quite well. Note that in the few cases where the
new model underperforms (Experiments 2, 8, 12), there is either evidence that the flow
was not fully developed (see the concave 〈u′w′〉 profile in experiments 2 and 8) or no data
above the plant canopy, and thus grounds for suspicion that the flow may not have been
fully developed (Experiment 12).
2.8 Conclusions
We have developed the first model for flow through vegetation (aquatic or terrestrial) to
handle all of the energy pathways laid out by Shaw and Seginer (1985) as illustrated in
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Figure 2.13: Model predictions compared to the Cornell University sub-
merged cylinder data. Experimental data (•) are plotted
with error bars representing the 95% confidence interval. Re-
sults from the new model are plotted with a solid line, re-
sults from the Lo´pez–Garcı´a model are plotted with a dashed
line, and results from the Katul model are plotted with a
dashed/dotted line.
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Lo´pez–
Experiment quantity Garcı´a Katul new
model model model
E1
U 0.04 0.04 0.04
〈u′w′〉 – – –
k 7.88 37.13 0.50
E2
U 0.01 0.01 0.01
〈u′w′〉 – – –
k 2.05 0.08 0.04
S1
U 0.13 0.57 0.10
〈u′w′〉 0.05 0.04 0.09
k 0.78 0.29 0.04
S2
U 0.08 0.80 0.23
〈u′w′〉 0.02 0.13 0.02
k 0.06 0.46 0.03
Average (E1&E2)
U 0.02 0.02 0.02
〈u′w′〉 – – –
k 4.97 18.60 0.27
Average (S1&S2)
U 0.10 0.68 0.16
〈u′w′〉 0.03 0.08 0.06
k 0.42 0.37 0.03
Table 2.5: Mean square errors (model vs. measured data) for the Cornell
University experiments. For the emergent experiments (E1 and
E2), each mean square error is normalized by the squared mean
of the measured vertical profile; for the submerged experiments
(S1 and S2), each mean square error is normalized by the vari-
ance of the measured vertical profile.
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Figure 2.14: Model predictions compared to the University of Illinois ex-
periments 1 − 6. Experimental data (•) are plotted at all four
lateral measurement locations at each elevation. Results from
the new model are plotted with a solid line, results from the
Lo´pez–Garcı´a model are plotted with a dashed line, and re-
sults from the Katul model are plotted with a dashed/dotted
line.
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Figure 2.15: Model predictions compared to the University of Illinois ex-
periments 7− 12. Experimental data (•) are plotted at all four
lateral measurement locations at each elevation. Results from
the new model are plotted with a solid line, results from the
Lo´pez–Garcı´a model are plotted with a dashed line, and re-
sults from the Katul model are plotted with a dashed/dotted
line.
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Lo´pez–
Experiment quantity Garcı´a Katul new
model model model
1
U 0.11 0.51 0.19
〈u′w′〉 0.16 0.10 0.12
k 2.31 1.24 0.22
2
U 0.50 1.65 0.98
〈u′w′〉 0.45 0.23 0.33
k 0.76 1.20 0.49
3
U 1.42 2.05 1.63
〈u′w′〉 1.77 8.57 2.91
k 7.16 36.48 2.98
4
U 0.43 0.35 0.04
〈u′w′〉 0.09 0.08 0.06
k 3.31 2.74 0.38
5
U 0.15 0.74 0.25
〈u′w′〉 0.10 0.11 0.07
k 2.18 4.43 0.23
6
U 2.33 0.48 0.46
〈u′w′〉 0.25 0.32 0.29
k 8.38 20.07 1.00
7
U 4.90 4.07 4.03
〈u′w′〉 0.37 0.86 0.55
k 26.02 123.69 5.76
Table 2.6: Mean square errors (model vs. measured data) for the Univer-
sity of Illinois experiments 1−7, each normalized by the variance
of the measured vertical profile.
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Lo´pez–
Experiment quantity Garcı´a Katul new
model model model
8
U 0.17 0.94 0.41
〈u′w′〉 0.18 0.14 0.17
k 0.66 0.39 0.23
9
U 0.16 0.59 0.12
〈u′w′〉 0.12 0.10 0.10
k 1.81 1.15 0.19
10
U 0.10 0.41 0.02
〈u′w′〉 0.07 0.13 0.07
k 2.41 0.83 0.40
11
U 0.38 0.49 0.19
〈u′w′〉 0.20 0.09 0.11
k 3.62 4.42 0.41
12
U 1.55 2.23 1.84
〈u′w′〉 0.76 0.40 0.53
k 1.74 5.19 0.23
Average
U 1.02 1.21 0.92
〈u′w′〉 0.38 0.93 0.66
k 5.03 16.82 1.02
Table 2.7: Mean square errors (model vs. measured data) for the Univer-
sity of Illinois experiments 8 − 12, each normalized by the vari-
ance of the measured vertical profile. In the final row is the av-
erage normalized mean square error for experiments 1− 12.
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figure 2.4. The model is of the k–ε type, predicting vertical mixing, and may be easily
incorporated into larger two-dimensional or three-dimensional hydrodynamic codes.
Previously developed RANS models have accounted for turbulence production at the
scale of vertical shear and at the scale of plant stems, but have not allowed for different
pathways of dissipation for these two scales of turbulence, such that d is not featured any-
where in these models. This results in complete failure in the case of emergent vegetation,
where stem-scale turbulence dominates, and in a failure to predict the strong dependence
of TKE on d observed in the laboratory in the submerged case.
Our model was designed to collapse properly to the algebraic solutions for U , 〈u′w′〉
and k in the well-studied case of dense emergent rigid cylinders and calibrated to predict
the dependence of k on d observed in the laboratory, which it does quite well. Our model
also outperforms the Lo´pez–Garcı´a and Katul models, which do not include the d scale,
in predicting U and k in laboratory data from submerged cylinders published by Dunn
et al. (1996).
The two major advantages of our model are its ability to transition smoothly between
emergent and submerged cases, essential in flows driven by tides or seiches (e.g., Rueda
and Cowen, 2005a,b), and its applicability in the case of leafy emergent aquatic vegeta-
tion, in which turbulence generated by vertical shear and turbulence generated in the
wakes of plant stems can be equally important. The model’s superior performance in the
case of submerged cylinder canopies suggests that inclusion of stem-scale turbulent dis-
sipation may improve predictions of velocity and TKE profiles even in deeply submerged
or terrestrial canopies (of plants or of buildings).
Real aquatic plants exhibit high vertical heterogeneity in a(z) (see, for example, figure
2.2), and in many cases their stems bend and their leaves fold with increasing flow rates
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such that a is reduced and drag coefficients may change. It is straightforward to incor-
porate vertical variations in a and Reynolds number dependence of a(z), CDp, and CDν
into our model. However, careful characterization of the Reynolds number dependence
of a(z), CDp, and CDν must first be performed in a laboratory (or possibly field) setting.
Future work will focus on testing of the new model against data from live canopies of
Eurasian watermilfoil.
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CHAPTER 3
MEASURING RESIDENCE TIME IN NON-IDEAL SURFACE WATER SYSTEMS
3.1 Introduction
Mean hydraulic residence time (HRT), the average amount of time that a water parcel
remains in an aquatic system, is a key variable determining ecosystem dynamics in estu-
aries, lakes, and wetlands. Chemical engineers pioneered the concept of residence time,
and in many standard chemical engineering text books (e.g., Levenspiel, 1999; Folger,
1992), one will find along with the definition of HRT, methods of measuring HRT and
simple models to predict HRT in chemical reactors. A standard method for measuring
HRT is the passive tracer pulse release study, in which a known mass of neutrally buoy-
ant tracer (often a fluorescent dye) is released all at once into the system, and the flux of
that tracer out of the system is continuously monitored at all outlets, ideally until all of
the tracer mass has exited the system. The first moment of this dye flux curve, normalized
by the initial tracer mass, is the mean HRT. This pulse release method was first proposed
by Danckwertz (1953) for application to chemical reactors.
Since natural aquatic systems such as lakes and rivers can be thought of as chemi-
cal reactors, the field of environmental fluid mechanics adopted the tools developed by
chemical engineers to characterize HRT, and have pioneered techniques for estimating
HRT in circumstances unique to natural aquatic systems. Kadlec (1994) reviewed the
concepts of residence time and the pulse release method in the context of natural surface
water systems, and Werner and Kadlec (1996) developed a method for comparing dye
flux curves measured under nonsteady flow conditions common in natural systems. In
this chapter, we present some methods that are useful in dye pulse release studies aimed
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at measuring HRT in surface water systems. These methods are based on our experience
conducting two such studies in an embayment called Sterling Pond (SP).
3.1.1 Study Site
Sterling Pond (SP) is a small and shallow freshwater embayment located in Fair Haven,
New York, a small town on the southern shore of Lake Ontario (LO). SP drains Sterling
Creek (SC), its bordering wetlands, and a large watershed (210 km2) into LO through a
long, narrow, and shallow manmade channel (100 m × 17 m × 3 m) – a bathymetric map
of SP is provided in figure 3.1. From late spring through early fall, SP is home to diverse
populations of submerged aquatic vegetation, which undergo one or more periods of
dense growth. In order to characterize the residence time scales of SP, we conducted two
dye release studies.
3.1.2 Methods Overview
The first challenge we address is accurately measuring the tracer flux out of the system.
The two components of tracer flux are concentration and flow rate. We recommend meth-
ods for keeping a flow-through fluorometer well-calibrated throughout a long dye study,
and we present an approach for post-calibrating the fluorometer when particulate matter
has built up inside the flow cell. We compare methods of measuring flow rate through a
narrow and shallow channel in which the mean flow is not quasi-steady and both hori-
zontal and vertical boundary layers are significant, examining the sensitivity of outflow
measurements and mean HRT to the details of the horizontal and vertical boundary lay-
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Figure 3.1: Bathymetry of Sterling Pond and equipment locations.
ers in the outlet channel.
Since one of our two tracer studies was long enough in duration that decay of the
tracer with sunlight was significant, as is often the case in tracer studies employing flu-
orescent dyes, it was necessary to correct for photolytic decay. We propose a method
for estimating the flux and mean HRT of a hypothetical conservative tracer from the mea-
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sured flux of a photolytic tracer. Sorption of the tracer onto sediments, plants, and detritus
is another pathway of potential loss. Sorption properties vary widely across tracers and
sediment types. We review the literature on sorption of one particular fluorescent water
tracing dye, Rhodamine WT (RWT), in surface and groundwater systems, and conclude
that further study is needed in this area, especially in regard to sorption kinetics, before
the extent of RWT sorption can be estimated for a field study.
It is rare in tracer release studies that all of the tracer is observed leaving the system.
To some extent, this may be due to tracer decay or sorption, but time limitations or equip-
ment failure often cut an experiment short, and in this case the tracer flux curve must
be extrapolated, either by analytical or numerical methods, to obtain an estimate of the
mean HRT. Often, the system is assumed to behave as a continuously stirred tank reactor
(CSTR) towards the end of the study, and the tracer flux is extrapolated with an expo-
nential tail. However, the CSTR model is not appropriate when the system is not fully-
mixed. Even when the CSTR model is appropriate, if flow oscillates and/or changes
direction over time (e.g., because of surface seiching, an upwelling event, or transitory
watershed flow), then fitting an exponential tail is difficult and it is unclear how to im-
plement the standard method of extrapolation. Whatever the extrapolation method, care
must be taken that the extrapolated tracer flux curve does not violate conservation of
mass. We present two new simple analytical methods of extrapolation, both based on
fitting a model to the running first moment of the tracer flux curve, both satisfying the
conservation of mass condition, and both robust under unsteady flow conditions. The
two methods are based on a CSTR model and a simple transient storage model (TSM),
respectively.
Estimation of measurement uncertainty is discussed throughout. All values of un-
certainty reported herein represent the 95% confidence interval (equal to 1.96 times the
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standard error for a Gaussian error distribution). It is not straightforward to propagate
uncertainties from flow rate measurements, concentration measurements, measurements
of photolytic decay, and possible sorptive losses to uncertainty in mean HRT. We propose
a Monte Carlo approach, which is appropriate for the implicit equations involved in pho-
tolysis calculations and for errors that are correlated over finite but nonzero time scales,
which often arise in field studies.
3.1.3 Residence Time – Definition and Measurement
For unsteady, inhomogeneous systems, HRT is a function of both time and space (Monsen
et al., 2002). Even in a statistically steady and homogeneous turbulent system, the HRT is
a stochastic variable – within a water parcel beginning at a given time and location, the
individual water molecules will have different residence times, comprising the residence
time distribution (RTD). The RTD is a probability distribution having mean, standard
deviation, and higher order statistics. Mean HRT tends to be set by the time scales of
physical processes driving exchange between a system and its surroundings and the time
scales of mixing within the system itself (Rueda and Cowen, 2005b).
Provided that there is no return flow into the system, the RTD at time t and location
~x may be measured directly by releasing an instantaneous pulse of a passive (specific
gravity 1), conservative tracer at t and ~x and monitoring the tracer flux out of the system
(Danckwertz, 1953; Kadlec, 1994; Hilton et al., 1998). If the system has only one outlet,
and if the tracer is well-mixed across that outlet, then the RTD is equal to the normalized
flux out of the system, r(t), defined as
r(t) ≡ Q(t)C(t)
M0
(3.1)
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whereQ(t) is volumetric flow rate out of the system, C(t) is the concentration of the tracer
at the outlet (defined in terms of mass per unit volume), andM0 is the initial mass of tracer
in the system.
If the tracer leaves and then re-enters the system, then r(t) will be negative for some
times and will not represent the RTD; however, the first moment of r(t) is equal to the
average residence time even when there is return flow (Hilton et al., 1998). The time
integral of r(t), defined as
R(t) ≡
∫ t
0
r(τ)dτ (3.2)
is the fraction of tracer which no longer remains in the system at time t. In the case of zero
return flow, R(t) is equal to the cumulative residence time distribution (CRTD). Note that
for a conservative tracer in a system with a single outlet, conservation of mass requires
that
lim
t→∞
R(t) = 1 (3.3)
unless a portion of the tracer mass remains for all time within the system. For a truly
conservative tracer in a system having any sort of outflow (even intermittent) to a much
larger system, where the tracer is diluted, we may expect equation 3.3 to hold, provided
that we have accurately measured tracer flux through all outlets.
We may also define the running first moment of the RTD,
Θ(t) ≡
∫ t
0
r(τ)τdτ (3.4)
such that the mean residence time, TR, is given by
TR = lim
t→∞
Θ(t). (3.5)
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3.1.4 Properties of Rhodamine WT
Rhodamine WT (RWT) is popular in surface water dye tracing because its emission spec-
trum overlaps very little with background fluorescence in freshwater systems, its fluores-
cence is insensitive to pH (above a pH of 5) and varies predictably with temperature, it
is relatively non-toxic, and has a low detection limit (Smart and Laidlaw, 1977). RWT is
relatively conservative compared to other popular water tracing dyes (e.g., fluorescein),
but it does decay slowly with sunlight exposure (over time scales of a week or more), and
it is adsorbed to some degree by sediment, detritus, and possibly plants. In this section
we review what is known about the non-conservative behavior of RWT.
Suijlen and Buyse (1994) investigated photolysis of RWT in detail, and we summarize
their work here. The decay of RWT with sunlight is a first order reaction, following
dM
dt
= −M(t)
∫
(λ)Φ(λ)
dE(λ, t)
dλ
dλ (3.6)
where M is the total mass of RWT, t is time, λ is light wavelength,  is the molar absorp-
tivity (also called the molar extinction coefficient), Φ is the reaction quantum yield, and E
is scalar irradiance. The molar absorptivity is the amount of light at a given wavelength
absorbed by a solution per unit concentration of the absorbing species and per unit path
length of the light. The quantum yield is the number of moles of the reactant (in this case,
RWT) disappearing per einstein of light absorbed at a given wavelength. Tai and Rath-
bun (1988) plot the absorption spectrum for RWT in their figure 1 – there is a strong peak
in light absorption at 558 nm with significant absorption occurring in the 510 − 590 nm
range. There is also weak but significant absorption in the 300 − 400 nm range. Tai and
Rathbun (1988) measured a quantum yield of Φ = 1.82× 10−7 mol einstein−1 for incident
light having a wavelength of 546 nm, but were unable to measure any photolytic decay
of RWT after 200 hrs of radiation with 313 nm or 366 nm light, concluding that the action
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spectrum of RWT is similar to the absorption spectrum.
Suijlen and Buyse (1994) point out that for light with a constant spectral distribution,
equation 3.6 can be written
dM
dt
= −kE0(t)M(t) (3.7)
where E0 is the total scalar irradiance (having units of W m−2), and k is the photolysis
constant of RWT. We may note that since only wavelengths of 510 − 590 nm contribute
to photolysis of RWT, equation 3.6 is valid under the weaker condition that the ratio of
irradiance in the 510− 590 nm range to total scalar irradiance is constant. While the spec-
tral distribution incident on the earth’s surface may vary strongly, especially with water
content of the atmosphere, there is not a great deal of variation in the vicinity of 558 nm,
and while there may be strong dips in spectral irradiance at particular wavelengths cor-
responding to absorption by atmospheric constituents, it is fairly reasonable to assume
that the ratio of irradiance in the 510− 590 nm band to total irradiance is constant. Thus,
we adopt equation 3.6. Suijlen and Buyse (1994) measured k = (3.5 ± 0.3) × 10−9 m2 J−1
in natural sunlight in the Netherlands. Note that the value of scalar irradiance important
to decay of RWT is the value at the site of the RWT in the water, not the value measured
at the surface at a meteorological station. We discuss the problem of estimating E0 in
the water column from typical radiation measurements from meteorological stations in
Section 3.2.2.
Sorption of RWT is a big problem in groundwater tracer studies, and less so in surface
water systems, but significant losses of RWT, likely due to sorption, have been observed
in a stream with a highly permeable gravel bed (Bencala et al., 1983), in constructed wet-
lands (Lin et al., 2003; Keefe et al., 2004), and in wetland mesocosms (Dierberg and De-
Busk, 2005).
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Tracer grade rhodamine WT contains two fluorescent molecules in a 50/50 mass ratio,
having slightly different excitation and emission spectra and different sorptive behavior
(Vasudevan et al., 2001; Sutton et al., 2001). The two fluorescent molecules are structural
isomers, differing in the placement of a single carboxylate (-COOH) group (Vasudevan
et al., 2001). Because the isomers have slightly different fluorescent properties, separation
due to differential sorption can result in concentration measurement errors. Sutton et al.
(2001) determined that a Turner Designs 10-AU fluorometer, calibrated with a RWT solu-
tion containing the isomers in a 50/50 ratio, will report concentrations that are 7.8% low
for a solution that is 100% isomer 1 and concentraitons that are 7.8% high for a solution
that is 100% isomer 2.
Vasudevan et al. (2001) hypothesize and confirm that mechanisms of RWT sorption in-
clude hydrophobic exclusion from aqueous solution, electrostatic attraction to oppositely
charged surfaces or surface sites, and complexation of the -COOH group with surface-
bound aluminum and iron, finding that because of the placement of the -COOH group,
all of these processes are enhanced for isomer 2, resulting in stronger sorption of this iso-
mer on a wide variety of substrates (cleaned sand, iron oxide coated sand, humic acid
coated sand, aluminum oxide, and iron oxide). Because sorption processes are similar
for the two isomers, they may compete for sorption sites, possibly resulting in greater
sorption of isomer 1 in the absence of isomer 2. Vasudevan et al. (2001) also find that
increasing pH between 4 and 8 decreases sorption on all of the substrates investigated.
There are two main types of laboratory sorption studies: batch and column. In a
batch study, an initial concentration C0 of RWT or one of its isomers is shaken in a bottle
with a substrate-water solution of density RS (mass substrate per volume of water). The
concentration of RWT in solution (C, mass per unit volume) and the concentration of
RWT that is sorbed (q, mass RWT per unit mass substrate) may be monitored in time
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or simply reported at equilibrium (CE and qE , respectively). The partition coefficient,
Kp, is defined as the ratio of sorbed to dissolved RWT mass at equilibrium, i.e., Kp ≡
qE/CE . Kp has units of volume over mass. The relationship between qE and CE is called
the sorption isotherm. Kp may be a function of concentration, but is typically constant
for RWT concentrations below 100 ppb (parts per billion), i.e., the sorption isotherm is
typically linear for RWT concentrations below 100 ppb.
In a column study, a column of soil is loaded with a pulse or step of RWT and the outlet
concentration is monitored over time. There are a variety of methods for estimating Kp
as well as kinetic parameters from column studies, all employing models of advection
and dispersion as well as sorption (e.g., Sutton et al., 2001). Soerens and Sabatini (1996)
demonstrate that since RWT is a compound of two isomers having different soprtion
behavior, Kp of RWT measured in batch studies is a function of RS ; for a 50/50 solution,
as RS approaches zero, Kp approaches the arithmetic mean of the individual Kp of the
constituent isomers, and as RS approaches infinity, Kp approaches the geometric mean of
the individual Kp of the constituent isomers.
From batch studies, for isomer 1, Vasudevan et al. (2001) find Kp in the range of
20− 56 mL g−1 for iron and aluminum oxide, and they find that isomer 1 is not absorbed
by cleaned sand, iron oxide coated sand, or humic acid coated sand; for isomer 2, they
find Kp in the range of 130 − 450 mL g−1 for iron and aluminum oxide, 0.18 mL g−1 for
cleaned sand, and 0.9 mL g−1 for iron oxide and humic acid coated sand (the isotherm
becomes nonlinear for humic acid coated sand, but only at extremely high concentra-
tions, over 1 ppm, parts per million). Sutton et al. (2001) present significantly different
results from batch studies, finding Kp = 0.198 mL g−1 for isomer 1 and cleaned sand and
Kp ≈ 1 mL g−1 for isomer 2 and cleaned sand in the ‘low’ concentration range (below
330 ppb). Column study results from Kasnavia et al. (1999) seem to contradict the find-
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ings of both Sutton et al. (2001) and Vasudevan et al. (2001): a two-step breakthrough
curve was observed for RWT with alumina (aluminum oxide) but not with silica (sand),
suggesting that differential sorption is insignificant in sand. The results may be due to
kinetic effects, which are not discussed in the paper. Shiau et al. (1993) find that in a soil
that is 72% sand, 22% silt, and 6% clay, Kp = 5.0 mL g−1 for isomer 1 and Kp = 107 mL g−1
for isomer 2; and in a soil that is 91% sand and 9% silt, Kp = 3.3 mL g−1 for isomer 1 and
Kp = 15.5 mL g−1 for isomer 2.
There are no reports of Kp for individual RWT isomers in wetland soils, but Lin et al.
(2003) report compound Kp measured in batch studies for RWT sorption onto two soil
samples from a constructed wetland and onto plant detritus separated from these soil
samples. They report Kp in the range of 6, 000 − 15, 000 mL g−1, but we suspect from
examination of their figure 7 that they have committed a unit conversion error or have
perhaps omitted the density of water from a calculation, and that values should be in
the vicinity of Kp = 10 mL g−1 for sorption to sediment (both 1:5 and 1:10 sediment-water
ratios) andKp = 40 mL g−1 for plant detritus in a 1:100 detritus-water ratio – the details of
our analysis of the Lin et al. (2003) data are given in Appendix B. These corrected partition
coefficients are comparable to those measured by Sutton et al. (2001), Vasudevan et al.
(2001) and others in purified sediments. Keefe et al. (2004) report Kp for RWT sorption
on two species of bullrush and sediments from a constructed wetland, but they appear
to have obtained these values by fitting a line to a log-log plot and incorrectly reporting
the slope as Kp (see their figure 5), and so the reported Kp values are not usable. Using
batch studies, Bencala et al. (1983) find composite Kp = 5.6 mL g−1 for gravel of diameter
range 1 − 6.2 mm with a 1:5 sediment-water ratio, and Sabatini and Austin (1991) find
a composite Kp = 4.5 mL g−1 with a 1:2 sand-water ratio for alluvial aquifer sediment
that is 97.3% sand, 2.2% silt and 0.5% clay. Turner et al. (1991) conducted batch studies
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of RWT sorption on two species of aquatic plants (Eurasian watermilfoil and hydrilla)
and on algae, reporting negligible sorption after four days. The plants were left intact,
the initial RWT concentraiton was 10.4 ppb, RWT was applied to the water column (as
opposed to the root zone), and the authors do not mention stirring the water.
There have been few studies of RWT sorption kinetics. Sutton et al. (2001) are the only
authors to explicitly investigate kinetics in either batch or column studies; they employ
both types of study, separately measuring concentrations of isomers 1 and 2 in the batch
studies, and using a Turner Designs 10-AU fluorometer to measure total RWT concentra-
tion in the column studies. For the substrate, they use sand from a single field site. In
the batch studies, they test both untreated sand and sand that has been treated with hy-
drogen peroxide to remove organic matter; they do not say whether sand in the column
studies has been treated. For the batch study, the sampling frequency is too low to resolve
the time scale of sorption for isomer 1 and the duration of the experiment is too short to
resolve the time scale of sorption for isomer 2 on untreated sand, but Sutton et al. (2001)
do observe that 95% sorption is achieved in less than 5 min for isomer 1 on both treated
and untreated sand, in 1 − 2 hrs for isomer 2 on treated sand, and in greater than 24 hrs
for isomer 2 on untreated sand.
Sutton et al. (2001) test kinetic models of increasing complexity on the column data,
finding that a model allowing for two sorption sites for each isomer (one in equilibrium
and one exhibiting first order kinetics) is the simplest model that provides good fits to
all of the data. Fitting parameters include Kp for each isomer, a first-order rate constant
k for each isomer, the fraction of each isomer exhibiting equilibrium sorption, the Peclet
number, and the fraction in the injected solution that is isomer 1 (note that at the time
of this study, the 50/50 composition of tracer grade RWT had not been definitively es-
tablished) – there are a total of 8 fitting parameters. For the first two column studies,
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of 13 and 20 min duration, respectively, the best fit values of Kp and k were comparable
to those found in the batch studies; however, for the final two column studies, of 2.4 and
3.6 hr duration, respectively, the best fit values ofKp and k were quite different from those
found in the batch studies. One more glimpse into the kinetics of sorption may be found
in figure 5 of Bencala et al. (1983), showing that sorption of RWT onto gravel of diameter
range 1−6.2 mm with a 1:5 sediment-water ratio does not quite reach equilibrium within
22 days, and the rate of sorption decreases with decreasing concentration in solution. It is
clear that kinetics is on the frontier of RWT sorption research.
Another topic on the frontier is desorption. Smart and Laidlaw (1977) in their seminal
review of fluorescent water tracing dyes assert that ‘adsorption of dye onto sediment sur-
faces is mainly irreversible’, and this idea has persisted in the literature, but its veracity is
far from settled. Trudgill (1987) conducted the first desorption study for RWT: for a soil
that is 20% sand, 56% silt, and 24% clay and a 1:2 sediment:water ratio, they first conduct
a batch sorption study for RWT, finding a linear isotherm with Kp = 38 mL g−1 (inferred
from their table XI). Then they conduct a ‘one-step desorption’, which we interpret to
mean they replace the RWT solution with clean water, and they find that less than 5.3% of
the RWT desorbs into solution. They conclude that sorption is almost entirely irreversible,
but we interpret this result differently: because RWT in equilibrium partitions strongly
to the soil (by a factor 38), we do not expect all of the RWT to be recovered into solution
after a single change of water. In Appendix B, we analyze the desorption data of Trudgill
(1987), finding that between 35% and 100% of sorption was reversed during the study.
Sabatini and Austin (1991) carefully measure total mass recovery of RWT and other flu-
orescent dyes in a set of column studies, observing that between 85 and 100% of the dye
is recovered for every column run, and concluding that dye sorption is reversible. Sutton
et al. (2001) use methanol to desorb RWT isomers after batch studies to confirm that there
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was no decay, and while they recover all of isomer 1, they note that isomer 2 was difficult
to desorb, speculating that multiple methanol treatments might have desorbed isomer 2,
but they do not test this. As discussed above, a sorption model including equilibrium
and first-order sorption mechanisms (that are completely reversible) provides a satisfac-
tory fit to the column study data of Sutton et al. (2001), but multiple flushes with clean
water over the course of 24 days were required to recover all but 10% of the RWT in one
column study. Lin et al. (2003) conducted the most recent desorption study. Like Trudgill
(1987), they replace the RWT solution from an equilibrated batch with clean water and
measure the RWT in solution after re-equilibration. From their calculations, an average
of only 10% of the RWT was desorbed, but if we correct for the factor of 1000 in their esti-
mate of Kp, and account for the partitioning expected after a single replacement of RWT
solution with clean water, our calculations show that an average of 87% of the RWT that
was expected to desorb assuming fully reversible sorption was, in fact, desorbed, sug-
gesting that for these wetland soil and plant detritus samples, sorption of RWT is largely
reversible. Details of our analysis of the Lin et al. (2003) data are given in Appendix B.
Many of the studies discussed in this section were conducted in groundwater systems
or soil columns designed to simulate groundwater flow. Our concern, however, is the
effect of RWT sorption on the measurement of HRT in surface water systems where ex-
posure to sediment is much lower and sorption is less prevalent. Dierberg and DeBusk
(2005) assert that dye sorption, even if it is significant in terms of percent dye adsorbed,
will not significantly affect measurements of mean HRT in dye release studies provided
that the following three criteria are satisfied:
1. There is sufficient dye recovery to see the peak and at least some portion of the tail
in r(t), and
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2. The sorption process is zero-order (loss is independent of concentration) and irre-
versible.
3. Mean HRT is estimated by taking the temporal moment of the tracer mass flux and
normalizing by the total mass of the tracer recovered (instead of the total mass re-
leased).
In light of our literature review above, it is unlikely that the second criterion is satisfied.
However, regardless of whether RWT meets this criterion, there is some evidence from
both Dierberg and DeBusk (2005) and Lin et al. (2003) that measured mean HRT is, in
some cases, insensitive to sorption of RWT in wetland systems.
Lin et al. (2003) conduct a simultaneous RWT and bromide release in a small wetland
lasting six days. They estimate mean HRT using each tracer (RWT and bromide) by taking
the first temporal moment of the measured tracer flux and normalizing by the recovered
mass. They recover 85% of the bromide but only 59% of the RWT, and they find mean
HRT’s of 55 hrs from the bromide release and 53 hrs from the RWT release, i.e., Lin et al.
(2003) find that the difference in the mean HRT estimate introduced by 30% less tracer
recovery is less than 4%.
Dierberg and DeBusk (2005) conduct a series of simultaneous RWT and lithium release
studies in flow-through mesocosms populated with wetland sediment and submerged
aquatic vegetation. Like Lin et al. (2003), they estimate mean HRT using each tracer (RWT
and lithium) by taking the first temporal moment of the measured tracer flux and normal-
izing by the recovered mass. In each of their two ‘low’ concentration experiments, which
are most comparable to our 2003 dye study in SP, 84% of the lithium is recovered, while
43% and 42% of the RWT is recovered in each experiment, respectively. The estimate
of mean HRT was 6.9 days in the first experiment and 6.0 days in the second from the
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lithium curves and 6.6 days in the first experiment and 4.7 days in the second from the
RWT curves. In this case, the difference in the mean HRT estimate introduced by 43% and
42% less mass recovery is 4% and 22%, respectively.
3.2 Materials and Procedures
3.2.1 Dye Flux Measurements
The first dye study was conducted in May of 2002 when SP was characterized by sparse
aquatic vegetation, high watershed flow, and little forcing from LO. The second was con-
ducted in September of 2003 when SP was characterized by dense aquatic vegetation, low
net flow from the watershed, and strong oscillatory flow between SP and LO (reversing
direction on a roughly 10 min time scale). Each dye study began with the release of a plug
of 3.79 L (2002) or 7.57 L (2003) of Rhodamine WT (20% by weight solution), diluted in
20 L of SP water, and pumped through a vertical line-source diffuser at site DR (see figure
3.1) over approximately 15 min. In 2002, the dye release commenced at 1:02 P.M. (EDT)
on May 15, and in 2003, the dye release commenced at 6:31 P.M. (EDT) on September 18.
After the dye release, dye concentration and flow rate were monitored continuously at
site FB (see figure 3.1), in the channel connecting SP to LO, in order to quantify the dye
flux out of SP and thus estimate the mean HRT.
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Dye Concentration
After each dye release, concentration of RWT, C(t), was continuously monitored using
a Turner Designs 10-AU flow-through fluorometer with temperature correction package
sampling at 1 Hz. The intake of a 1 in-diameter rubber/vinyl hose was positioned at site
FB near the middle of the channel at mid-depth. A self-priming centrifugal pump was
positioned at the other end of the hose and used to draw water into the 10-AU flow cell.
Polyethylene tubing and both brass and acetal couplings were used to connect the pump
to the hose, the hose to the 10-AU, and to discharge water from the flow cell. In 2003,
all of the polyethylene tubing was covered with opaque tape to shade the flow cell from
sunlight, as specified in the 10-AU manual, but in 2002 this step was neglected, and the
translucent tubing was left exposed. In 2003, a plastic, cylindrical (10 cm diameter, 15 cm
length) 1 mm-mesh filter was screwed onto the intake to prevent plant matter from clog-
ging the pump, but in the short 2002 experiment this step was not necessary. The travel
time between the intake and the flow cell of the 10-AU was measured to be 21 s by dis-
connecting the tubing from the flow cell, measuring the time taken for the pump to fill a
14 L tank to estimate the flow rate, and estimating a delay time equal to the total volume
of the tubing divided by the flow rate. The head loss through the flow cell and the short
discharge tube were assumed to be small compared to the head loss through the eleva-
tion change and the longer lengths of tubing leading to the fluorometer. The delay was
subtracted from the recorded times of measurements to synchronize concentration and
channel flow rate data. In the following sub-sections, we discuss fluorometer calibration
and post-calibration, and considerations of background fluorescence and sunlight bias.
In King (2006), we report and discuss estimates of uncertainty in concentration measure-
ments in great detail.
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Calibration Calibration was performed using the serial dilution method to obtain ac-
curate concentrations, as follows: the day before each experiment, a calibration solution
was mixed in an opaque container (to prevent photolytic decay) from 280 µL of the 20%
RWT source solution (measured with a micropipette) and 200 mL of distilled water. A
few hours before each experiment, 14 L of water from the SP channel was placed in a
glass tank, and the 10-AU, starting with clean, dry pump and tubing, was primed using
this fixed volume of water, and then blanked; next 1.00 mL of the calibration solution
(measured with a micropipette) was mixed into the water for a calibration concentration
of 20 ppb.
Post-Calibration In the 2002 experiment, the 10-AU reading for the first 2.5 hrs after the
dye release drifted between −0.77 ppb and 0.82 ppb with a mean of 0.80 ppb and a few
abrupt 0.1 ppb spikes. This strongly suggests that some RWT contaminated the fish tank
or the tubing during the blank. To correct for this error, we added 0.80 ppb to the final
concentration measurements.
For the short 2002 experiment, we were not worried about drift in accuracy of the
concentration measurements, as the 10-AU can hold its calibration accurately for months,
but after the 2003 experiment, we observed that the intake hose, tubing, and the glass
flow cell within the 10-AU had collected some sediment and algae, and we suspected
that contamination of the flow cell may have biased the measurements toward the end
of the experiment. To address this problem, we performed a post-calibration, shaking
out as much water as possible from the fluorometer tubing, running a blank using water
obtained from LO, about 200 m north and 500 m east of site FB, and then running 3.0 ppb,
6.0 ppb, and 9.0 ppb solutions mixed from a new RWT solution. The 10-AU reported
concentrations of 0.46 ppb, 3.16 ppb, 5.84 ppb, and 8.41 ppb, respectively. Flushing the
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10-AU with a weak chlorine bleach solution in the laboratory returned blank readings to
0.00 ppb.
We hypothesize that in 2003, while the zero-concentration reading was positively bi-
ased by contamination of the flow cell, the amount of light that was able to pass through
the flow cell was attenuated by that same contamination, and so we corrected the raw
2003 concentration measurements Craw(t) using the equation C(t) = A(t)(Craw(t)−C0(t)),
modeling the drift and the inverse attenuation coefficient with the exponential functions
C0(t) = C0,pe
K0(t−tp) and A(t) = ApeKA(t−tp), respectively, where tp represents the time of
the postcalibration relative to variable time t, C0,p = 0.459 ppb is the blank concentration
measured during the postcalibration, and Ap = 1.11 is the inverse attenuation measured
during the postcalibration using the 3.0 ppb solution (note that the value of Ap obtained
from the 6 ppb and 9 ppb solutions is within 2%). The rate constant KA = 0.0063 day−1
was obtained from A(t0) = 1 where t0 is the time of the dye release, and the rate constant
K0 = 0.21 day−1 was obtained from the strong dip in Craw(t) down to 0.087 ppb at time
t1 = 8.930 days after the dye release, following a 30 min inrush of LO water after a 5 hr
period of flows mostly from LO into SP – we take this dip to represent a blank, setting
C0(t1) = 0.087 ppb.
In Appendix C we make recommendations for calibrating and maintaining a flow-
through fluorometer in long dye studies. These recommendations obviate the need for
the elaborate post-calibration we performed in the 2003 SP study.
Background Fluorescence It is good practice to monitor a dye release site for background
fluorescence prior to a dye study – for discussion, see Smart and Karunaratne (2002). Be-
cause background flourescence measurements were not carried out prior to either of our
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experiments, we collected water samples at site FB at weekly intervals during the summer
of 2004, beginning around 9 months after the 2003 dye study. These grab samples were
analyzed in an SLM 8000c cuvette-based spectrofluorimeter, calibrated with a 3.0 ppb so-
lution of RWT. No fluorescence was detected in the RWT band from any of the samples.
Hence, we concluded that background fluorescence was unlikely to be an issue during
the dye studies.
Sunlight Bias To assess the impact of leaving the intake tubing uncovered during the
2002 dye study, we conducted a day-long experiment on a day with similar weather to
that of the May 15, 2002 dye release: May 24, 2006, a sunny day with very few clouds. The
10-AU was set up on the roof of Hollister Hall at Cornell University in Ithaca, New York,
a location clear from shade, with uncovered polyethylene tubing facing to the east (same
orientation as for the 2002 dye experiment). The instrument was blanked with distilled
water and run from 9:30AM until dusk. We observed a maximum 0.16 ppb bias in the
reading with changing light conditions (the concentration reading dropped with lower
light). We conclude that sunlight bias was negligible.
Outflow
At site FB, the channel connecting SP to LO is 17 m wide and 2 − 3 m deep depending
on the water level. It is impossible to directly measure outflow through such a large
cross-section. Our approach was to continuously monitor the vertical profile of velocity
in the center of the channel using an RDI 1200 kHz Workhorse Monitor acoustic Doppler
current profiler (ADCP), characterize the horizontal velocity profile in the upper half of
the channel in a one-time experiment using an RDI 600kHz Workhorse Monitor ADCP,
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measure the bathymetry of the channel under the footbridge, and continuously monitor
water level in SP to adjust the cross-sectional area of the channel. From these three mea-
surements, we estimate the total outflow through the cross-section. Extensive discussion
of uncertainty analysis for these outflow measurements is found in King (2006).
Channel Bathymetry The channel cross-section at site FB was profiled using a weighted
measuring tape to obtain an estimate of channel width as a function of elevation above
the bed, W (z). During portions of the experiments, it was possible to estimate the wa-
ter depth at site FB, H(t), from the location of the water surface indicated by the peak
echo intensity measured by the 1200 kHzADCP. However, for significant portions of both
exepriments, the water surface rose slightly above the range of the ADCP, and it was
necessary to fill in the gaps in H(t) with water surface elevation time series obtained at
site DR, HDR(t). A constant shift ∆H was identified to match the water surface elevation
measured at site FB using echo intensity with H(t) = HDR(t) + ∆H .
HDR(t) was measured as follows. Absolute pressure and temperature were contin-
uously monitored using a Sea Bird Electronics SBE39 temperature/pressure recorder
moored on the bed at site DR and sampling at 1 min intervals. Atmospheric pressure was
measured every 15 min with a CS105 barometer using Vaisala’s BarocapTM silicon capac-
itive pressure sensor – the barometer was located at a meteorological station on the shore
of Little Sodus Bay, 150 m to the west of SP. Absolute pressure measured by the SBE39
was converted to gage pressure by subtracting atmospheric pressure, and gage pressure
was converted to a water surface elevation time series using the formula HDR = pg/(ρg)
where pg is gage pressure, g = 9.8 m s−2 is the acceleration of gravity, and ρ is the water
density, found using the 1981 UNESCO formula for density of fresh water (Gill, 1982) and
the SBE39 measurements.
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Experiment 2002 2003
Mode 1 11
Vertical Bin Size 25 cm 1.0 cm
Blanking Distance 75 cm 5.0 cm
Ensemble Length 6.00 s 5.56 s
Pings per ensemble 20 1
Table 3.1: 1200kHz ADCP deployment configurations for vertical profiles.
Vertical Velocity Profile A vertical velocity profile was measured in the center of the
channel (site FB) with an RDI 1200 KHz Workhorse Monitor ADCP looking upward from
the bed. Details of the ADCP configuration for each study are given in table 3.1. Error
velocity histograms were plotted, and an error velocity cutoff was chosen to filter out
obvious outliers.
Power spectra of the along-channel centerline velocity near mid-depth (1.5 m above
the bed) are plotted in figure 3.2. Lohrman et al. (1990) recommend taking ensemble
averages over a time scale longer than the longest turbulent time scale but shorter than
the time scales of variation in the average current, noting that ideally there is a spectral
gap between these scales. The turbulent time scales are identified in figure 3.2 by the
−5/3 slope. For the 2002 experiment, it is easy to identify a spectral gap, and we chose an
ensemble averaging time of 2 min, equal to one-half the 4 min period at the low-frequency
end of the spectral gap. The resulting velocity profiles followed the log-wake law (Coles,
1956). In 2003, the time scales of the average current were not clearly distinguishable
from the turbulent time-scales, and so we chose an ensemble averaging time equal to
4 min, one-half of the 8 min period at the very top of the turbulent range. The resulting
velocity profiles deviated strongly from the log-wake law (a few example velocity profiles
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Figure 3.2: Power spectrum of channel velocity.
are shown in figure 3.3), instead exhibiting features of the accelerating boundary layer
described in Soulsby and Dyer (1981).
In both 2002 and 2003, it was necessary to extrapolate the ensemble-averaged center-
line velocities to the free surface and to the bed. Soulsby and Dyer (1981) derived the
form of a second-order accelerating boundary layer based on an acceleration length scale
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Figure 3.3: Example velocity profiles from 2003. Positive velocity is from
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defined by Λ ≡ |u∗|u∗/u˙∗ where u∗ is the friction velocity and u˙∗ is its time derivative.
Adding the Coles wake parameter (Coles, 1956) to Soulsby and Dyer’s profile, we may
describe the accelerating boundary layer in the channel by
Uc =
u∗
κ
[
ln
(
z
z0
)
− z − z0
γΛ
+
(z − z0)2
βΛ2
+ 2Π sin2
(
pi
2
z − z0
H − z0
)]
(3.8)
where Uc is the centerline ensemble-averaged along-stream velocity, z is elevation above
the bed, κ = 0.41 is the Ka´rmn` constant and γ and β should also be universal constants. If
u∗, γ, β, and Π are treated as free variables, equation 3.8 provides an excellent fit (defined
by a χ2 test) to 94% of the profiles measured in 2003. Although we did not find universal
values of γ or β, we used the best fits to extrapolate the 2003 ensemble-averaged centerline
velocity profiles to the bed and to the free surface (King, 2006).
The 2002 ensemble-averaged centerline velocity profiles, which were much coarser
than the 2003 profiles, were extrapolated to the bed using the log law Uc = u∗/κ ln(z/z0),
the roughness height z0 = 0.13 m, and the drag coefficient Cd ≡ (u∗/U(z1))2 = 0.020,
where z1 = 0.80 m was the elevation of the lowest ADCP bin in 2002, and z0 and Cd were
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obtained from a best fit to the bottom four points in the higher-resolution 2003 velocity
profiles; 2002 velocities were nearest-neighbor extrapolated to the surface.
Horizontal Velocity Profile To characterize the horizontal variation in velocity across
the channel at site FB, we conducted a short experiment after the dye studies using a
600kHz RDI Workhorse Monitor ADCP, positioned at site FB on the right wall of the
channel (looking from SP to LO), 1 m below the water surface, with its transducers look-
ing towards the left wall of the channel. The ADCP was oriented so that beams 3 and
4 were in the horizontal plane with their bisector pointing straight across the channel.
Beams 1 and 2 were blocked with acoustic foam (left unblocked, these beams reflected
off of the water surface and the bed, and the reflected signal was picked up by transduc-
ers 3 and 4). The ADCP was configured in mode 1 to sample at 3.125 Hz with one ping
per ensemble in 38 bins of 50 cm width for 4.7 hrs. Taking 8 min ensemble averages, we
obtained 21 horizontal velocity profiles. Figure 3.4 shows the relationship between the
measured centerline velocity Uc and the horizontally-averaged bulk velocity U . A least
square linear fit yields the relationship U = φUc with φ = 0.86.
Estimating Outflow Outflow (channel flow rate from SP to LO), Q(t), was estimated
from the centerline velocity profiles Uc(t, z), the bulk-to-centerline velocity ratio φ, the
channel widths W (z), and the water depth H(t) using the equation
Q(t) =
∫ H(t)
0
φUc(z, t)W (z)dz. (3.9)
We expect φ to vary with depth, but since we only measured the horizontal boundary
layer structure at a single depth, we estimate φ to be constant with depth. Since the
highest velocities are in the top portion of the channel where φ was measured, constant φ
is a reasonable first-order approximation.
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Figure 3.4: Measured U vs. Uc.
3.2.2 Correcting for Photolytic Decay
The meteorological station, located on the shore of Little Sodus Bay (150 m to the west of
SP), logged total radiation (direct solar plus sky radiation) every 15 min measured by a LI-
COR LI-200SZ pyranometer. Scalar irradiance (E0 in equation 3.7) is the light energy per
unit area incident on the surface of a sphere. However, the type of irradiance measured
at our meterological station was plane downwelling irradiance, the light energy per unit
area incident on the upper surface of a horizontal plane (it is scalar downwelling irradi-
ance that determines the heat budget of a lake, which was of interest to us). Furthermore,
irradiance of any type measured at a meteorological station represents light incident on
the water surface whereas the rate of photolytic decay of RWT is determined by irradi-
ance within the water column. Since SP is shallow and vertical stratification in SP was
observed only occasionally in the northeast lobe (see figure 3.1) for a few hours during
the night, and for several minutes during an upwelling event in LO, it is reasonable to
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assume that in the course of a day particles of RWT traverse the depth several times, and
thus the depth-average value of scalar irradiance will predict the rate of decay with suf-
ficient accuracy. In summary, to correct for photolytic decay of RWT, it was necessary to
convert plane downwelling irradiance measured at the water surface (which we denote
EdS) to the depth-average scalar irradiance in the water column (which we donote E0).
Suijlen and Buyse (1994) found that upwelling irradiance in the water column ac-
counts for under 5% of total scalar irradiance, so E0 ≈ E0d where E0d is scalar down-
welling irradiance. The Lambert-Beer law predicts exponential attenuation of light within
the water column, resulting in the depth-average relationship
E0 ≈ E0d = γ 1− exp(−hKd)
hKd
E0dS (3.10)
where E0dS is the scalar downwelling irradiance incident on the water surface, h is the
water depth, Kd is the wavelength-averaged attenuation coefficient, and γ is the time-
averaged light transmission factor at the air-water interface. In a review of the literature,
Suijlen and Buyse (1994) found light transmission factors ranging from 0.75 to 0.85, and
we use γ = 0.8± 0.05 in our analysis.
Equation 3.10 applies to a column of water of constant depth and attenuation coeffi-
cient while ideally our photolysis calculations would be a function of space, but since we
made only visual observations of the location of the RWT during our study, this is impos-
sible, and we model SP as a well-stirred tank of constant depth and attenuation coefficient
for the purpose of photolysis corrections, applying equation 3.10 to the pond as a whole.
We reason that since photolysis is more significant at higher concentrations, and initially
after the dye release, when concentrations were highest, much of the RWT washed up-
stream into Sterling Creek, an appropriate representative depth is h = 3 m ± 2 m (the
average depth of SC is about 3 m, and depths in SP and SC range from about 1 m to 5 m).
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Attenuation coefficients vary widely in space, time, and also with light wavelength.
Some attempts have been made to relate attenuation coefficients to Secchi disk measure-
ments. For a given aquatic system, it is often the case that
Kd · SD = constant (3.11)
where SD is the Secchi depth. Effler (1985) demonstrate that this relationship should hold
only when the relative contribution of light scattering and absorption remains constant.
Examining Kd · SD in four different lake and reservoir systems, Effler (1985) find that
constants between 1.11 and 1.98 provide best fits to the data, with standard error up to
0.11 in an individual system. Noting that it is common practice to employ the relationship
Kd · SD = 1.9, Effler (1985) recommend, ‘In the absence of Kd measurements, adopting
the Kd · SD value of 1.9 should be accompanied by broad sensitivity limits (e.g., ±0.7).’
By ‘sensitivity limits’, Effler (1985) means the 90% confidence interval, corresponding to
a 95% confidence interval of 0.85 for a Gaussian error distribution.
Secchi depths measured during and one day prior to the 2003 dye experiment at three
different sites are reported in table 3.2. The Stream Site is located near the dye release site
(see figure 3.1). Since photolytic decay is exponential, initial decay is greater than subse-
quent decay, and since most of the RWT initially washed into SC, we take the values of
SD measured at this location near the dye release site to be most representative of the SD
relevant to RWT photolysis. The median value of SD at the Stream Site is 1.5 m. We adopt
a value of SD = 1.5 m ± 1.0 m to account for variability of Secchi depth throughout SP
and the relationship Kd · SD = 1.9 ± 0.85 as suggested by Effler (1985) to allow for gen-
erous uncertainty in the attenuation coefficient. Ideally, we would consider the spectral
distribution of the attenuation coefficient, as attenuation could be greater or less in the
510− 590 nm band at which photolytic decay of RWT occurs.
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Stream Site Center Site LO Site
Date h (m) SD (m) h (m) SD (m) h (m) SD (m)
Sept. 17 3.9 1.3 1.1 macro. 2.0 bottom
Sept. 20 2.6 1.5 0.75 macro. 1.7 bottom
Sept. 21 4 1.5 0.75 bottom 1.65 bottom
Sept. 24 3.75 1.9 0.9 0.7 1.3 bottom
Sept. 30 2.5 1.75 0.9 bottom 1.25 bottom
Table 3.2: Measurements of Secchi depth (SD) and water depth (h) from
SP during the 2003 dye study (R. Doyle-Morin, personal com-
munication). Recall that the dye study commenced on Septem-
ber 18. Measurements are taken at three different sites. The
UTM Zone 18 coordinates (m) are 362588 (easting), 4799644 (nor-
thing) for the Stream Site, 362510 (easting), 4799924 (northing)
for the Center Site, and 362400 (easting), 4800204 (northing)
for the LO Site. Secchi depth at the center site was often not
measureable due to the presence of macrophytes, indicated by
‘macro.’, and ‘bottom’ indicates that the Secchi disk was visible
when resting on the bed.
Finally, we estimate the scalar downwelling irradiance incident on the water surface,
E0dS from the plane downwelling irradiance measured at the meteorological station, EdS .
According to Mobley (1994), EdS is related to E0dS by
E0dS =
EdS
µd
(3.12)
at sea level where µd = 0.75. Li-Cor (personal communication) claims that EdS is higher
on a sunny day and lower on a cloudy day so that a good estimate of the uncertainty
in µd is 0.2. In the future, we hope to employ the software HydroLight-EcoLight, based
on Mobley (1994), to estimate E0 and Kd more precisely in the 510 − 590 nm band from
total EdS measured at the meteorological station and from plankton and chemistry data
measured during the dye study.
82
When calculating the flux r(t) of dye out of SP as described in Section 3.1.3, we must
consider that RWT may leave SP either via the channel connecting SP to LO or by pho-
tolysis. It is convenient, when considering photolysis, to define S(t) ≡ 1 − R(t) to be
the fraction of RWT remaining in SP at time t. The photolysis model outlined above is
applied to SP as if the pond were a uniform depth, well-stirred tank. In this simplified
model, r(t) is given by
r(t) =
Q(t)C(t)
M0
+ kE0(t)S(t). (3.13)
The first term on the right hand side of equation 3.13 corresponds to the flux of RWT out
of SP via the channel as described in Section 3.1.3, and the second term corresponds to
the loss of RWT via photolysis.
Noting that r(t) = −dS/dt, we see that equation 3.13 is implicit, and so starting with
S(t0) = 1 at the time of the dye release, t0, we solve for r(t) and S(t) by employing
equation 3.13 and the simple forward difference scheme,
S(t+ ∆t) = S(t)−∆tr(t) (3.14)
with a time step of ∆t = 4 min, corresponding to the time step used to discretize the data.
Now r(t) corresponds to the photolytic RWT we released into SP. If we wish to make
estimates of water residence time and not the residence time of photolytic RWT, we must
estimate what r(t) and R(t) would have been if the dye had not decayed via photolysis.
Imagine that we released a conservative (non-photolytic) tracer in SP along with the RWT,
and let r∞(t) denote the fraction of that tracer that would have been leaving SP per unit
time at time t, and let S∞(t) denote the fraction of that tracer that would have remained
in SP at time t. We may estimate these hypothetical quantities if we simply assume that
the proportionality constant relating the concentration of tracer in the channel connecting
SP to Lake Ontario to the concentration of RWT in the entire pond is the same for RWT as
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for our hypothetical conservative tracer. This assumption is written explicitly as
C∞(t)
C(t)
=
S∞(t)
S(t)
, (3.15)
where C∞(t) is the concentration of the hypothetical conservative tracer that we would
have measured in the channel. Now for a conservative tracer, the fraction of dye leaving
SP per unit time is given simply by
r∞(t) =
Q(t)C∞(t)
M0
(3.16)
Combining equations 3.15 and 3.16, we arrive at
r∞(t) =
S∞(t)
S(t)
Q(t)C(t)
M0
, (3.17)
and we may numerically solve for r∞(t) using
S∞(t+ ∆t) = S∞(t)−∆tr∞(t), (3.18)
starting with S∞(t0) = 1, along with equation 3.17 and the results of equations 3.13 and
3.14. In this way, we corrected the 2003 data for photolytic decay for RWT. In the fol-
lowing sections, we drop the∞ notation, and r(t), R(t) and Θ(t) represent statistics for a
hypothetical conservative tracer.
3.2.3 Estimating Mean Residence Time
When a tracer study does not account for 100% of the tracer mass, the flux curve must be
extrapolated in time to obtain an estimate of the mean HRT. In order to extrapolate, it is
necessary to have a model of the system. It is typically assumed that after some time the
system becomes well-mixed and can be modeled as a continuously stirred tank reactor
(CSTR), resulting in an exponential tail of the form
r(t) = r0e
−k0t (3.19)
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The rate k0 = Q/V where Q is the flow rate and V is the volume of the system. Conserva-
tion of mass requires that as t → ∞, all of the mass leaves the system (see equation 3.3),
which results in the constraint
r0 = k0e
k0t0 (1−R(t0)) , (3.20)
where t0 is the time of the initial point used to fit the tail for extrapolation, and R(t0) is
the value of R measured at time t0.
It is common for natural systems to contain transient storage zones, e.g., the wakes
of rocks in rivers, side lobes in lakes, e.g., Valentine and Wood (1977), Kadlec (1994),
Andrado´ttir and Nepf (2000). Transient storage in SP can be expected in the northeast
lobe (see figure 3.1) and in the water inside the dense patches of aquatic vegetation. The
simplest model for transient storage is a single CSTR adjacent to the main channel that
exchanges tracer mass with the main channel at a rate directly proportional to the differ-
ence in concentration between the channel and the storage zone. Assuming that the main
channel is also a CSTR, the following governing equations result:
∂Cc
∂t
= −α(Cc − Cs)− Q
Vc
Cc (3.21)
∂Cs
∂t
= α
q
1− q (Cc − Cs) (3.22)
where the subscript c indicates the channel zone, the subscript s indicates the storage
zones, α is the rate of transfer between the storage zones and the channel, Q is the flow
rate, Vc is the channel volume, and q ≡ Ac/(Ac + As) is the fraction of the cross-sectional
area occupied by the channel. Equations (3.21) and (3.22) represent our transient storage
model (TSM). Solving equations (3.21) and (3.22) for Cc and noting that r(t) = QCc/M0,
we find that
r(t) = r1e
−k1t + r2e−k2t (3.23)
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where
k1,2 =
1
2
(
α
1− q +
Q
Vc
)
(3.24)
± 1
2
√(
α
1− q
)2
+
(
Q
Vc
)2
+ 2
α
1− q
Q
Vc
(1− 2q)
Examination of Equation (3.24) reveals that k1,2 ≥ 0 for all physical values of q, α, and
Q/Vc. The conservation of mass condition (equation 3.3) results in the constraint
r2 = k2e
k2t0
[
(1−R(t0))− r1
k1
e−k1t0
]
. (3.25)
In the special case where k1 = k2, the solution collapses to Equations (3.19) and (3.20).
Note that the solution given by equation 3.23 is mathematically equivalent to the solution
for two CSTR’s in series (Levenspiel, 1999).
Because the mean residence time is equal to Θ(t) in the limit of t → ∞, we take the
unique approach of finding the best fit tail for Θ(t). The more common approach is to
fit the log of r(t) to find an exponential tail based on the CSTR model, but this approach
is not appropriate when there is return flow, i.e., when r(t) is negative for portions of
the dye study, as the log will be imaginary. Our approach is robust to return flow. The
wide success of tidal prism models demonstrates that averaging over the time scales of
flow reversal (as in the computation of R and Θ) is reasonable for predicting transport
time scales (e.g., Sandford et al., 1992; Luketina, 1998; Wells and Sealock, 2009), but this
approach has not, to our knowledge, been applied to extrapolation of dye flux curves
before now.
The fitting procedure is performed as follows. For the CSTR model, we find the best
fit, in a least square sense, by varying the one free parameter, k0, in the analytical equation
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for Θ(t) based on the CSTR model:
Θ(t) = Θ(t0) (3.26)
+
r0
k20
[
e−k0t0 (k0t0 + 1)− e−k0t (k0t+ 1)
]
.
The parameter r0 is not another free parameter, but is specified by equation 3.20 to satisfy
the conservation of mass condition. For the TSM, we find the best fit, in a least square
sense, by varying the three free parameters k1, k2, and r1, in the analytical equation for
Θ(t) based on the TSM:
Θ(t) = Θ(t0) (3.27)
+
r1
k21
[
e−k1t0 (k1t0 + 1)− e−k1t (k1t+ 1)
]
+
r2
k22
[
e−k2t0 (k2t0 + 1)− e−k2t (k2t+ 1)
]
.
The parameter r2 is specified by equation 3.25 to satisfy the conservation of mass con-
dition. In both equations 3.26 and 3.27, Θ(t0) is the measured value of Θ at time t0.
We discuss the choice of the initial time for the least square fit in Section 3.3, choosing
t0 = 0.5tN for 2002 and t0 = 0.25tN for 2003 where tN is the final time for which we have
measurements.
The CSTR and TSM best fits for 2002 and 2003 are plotted in figure 3.5. The TSM is
necessary for a good fit to the 2002 data, while the CSTR and TSM models yield nearly
identical results for 2003. Mean residence time was obtained from the extrapolated value
of Θ(t) at t = (1011)tN . Convergence was tested by confirming that Θ(t) at t = (1011)tN is
close to Θ(t) at t = (1010)tN – the values were equal within machine precision. Mean resi-
dence times, based on the TSM for 2002 and the CSTR model/TSM for 2003, are reported
in table 3.3.
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Figure 3.5: Best fits for t0/tN = 0.5 in 2002 and t0/tN = 0.25 in 2003. Note
that every 10 data points are plotted for R(t) and Θ(t) for vis-
ibility, but all points are plotted in r(t). The CSTR and TSM
yield visually indistinguishable results for 2003.
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Experiment TR (days)
2002 0.55
2003 14.2
Table 3.3: Mean residence times estimated by extrapolating the measured
dye flux curves for 2002 and 2003. For 2002, the mean residence
time estimate is based on the TSM.
3.2.4 Uncertainty Analysis
For an arbitrary quantity ξ, let us define the error, ∆ξ to be the difference between the
measured or calculated value ξ and its true value. Let us then define δξ to be the 95%
uncertainty interval for ξ. That is, we expect ∆ξ to fall within ±δξ with 95% confidence.
Note that the expected value of ∆ξ is always zero if we have made our best estimate of
the true value of ξ. Now let us discuss the various ways in which errors may be correlated
in time t. The autocorrelation function, ρ∆ξ(τ), for error ∆ξ is defined by
ρ∆ξ(τ) ≡ E{∆ξ(t)∆ξ(t+ τ)}
σ2ξ
(3.28)
where E{ } is the expected value operator and σξ is the standard deviation of the error
∆ξ.
Following standard terminology – e.g., Kline and McClintock (1953), a bias error is an
error for which ρ∆ξ(τ) = 1 for all values of τ . On the other extreme, a precision error is
an error for which ρ∆ξ(τ) = 1 for τ = 0 but ρ∆ξ(τ) = 0 for all other values of τ . In many
experiments, all errors may be classified as either bias or precision errors, but in the case
of our dye studies, there are a few errors that are correlated over some finite but nonzero
time scale. For example, a portion of the error in the conversion factor for centerline to
bulk velocity, φ, is correlated over the time scale of oscillation in channel flow rate.
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It is not straightforward to propagate uncertainties in measured quantities such asQ(t)
or C(t) into an estimate of uncertainty in mean HRT. We took a Monte Carlo approach:
for each dye study, N numerical experiments were performed in which errors were gen-
erated for each source of uncertainty. Each error was generated to be bias error (correlated
perfectly over the entire experiment), a precision error (uncorrelated in time), or an error
having an exponential autocorrelation function with a specified time scale. All errors ex-
cept the error introduced by dye adsorption were assumed to be Gaussian. A thorough
discussion of the other errors and estimated uncertainties in the SP dye studies is found
in King (2006), and the methods for generating the errors are outlined in Appendix D.
For each of the N experiments in the Monte Carlo simulation, Θ(t) was calculated and
extrapolated using a best fit TSM for 2002 (with t0 = 0.5tN ) and a best fit CSTR model
(with t0 = 0.25tN ) for 2003, to estimate mean HRT, resulting in a probability distribution
for mean HRT.
3.3 Assessment
3.3.1 Outflow Measurement
Vertical Velocity Profiles
For the 2003 experiment, in which velocity deviated strongly from the log-wake law, we
here assess the advantage of measuring the vertical velocity profile in high resolution. We
compare the flow rate estimate obtained using the full vertical ADCP profile (Q) with flow
rates estimated by two standard methods used by the United States Geological Survey for
fixed-depth current meter measurement (Buchanan and Somers, 1969):
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(
Q−Q6
)
/σQ
(
Q−Q28
)
/σQ (Q−Q6)21/2/σQ (Q−Q28)21/2/σQ
−0.011 −0.0064 0.10 0.11
Table 3.4: Statistics comparing estimates of flow rate for the 2003 experi-
ment based on fixed-elevation velocity measurements and the
full vertical velocity profile.
• The Sixth-Tenths Depth Method: The velocity measured at elevation z = 0.6H
where H is the time-averaged water depth, is taken to be the cross-sectionally aver-
aged velocity, resulting in flow rate estimate Q6
• The Two-Point Method: The average of velocities measured at elevations z = 0.2H
and z = 0.8H is taken to be the cross-sectionally averaged velocity, resulting in flow
rate estimate Q28
To obtain estimates of Q6 and Q28, we took into account the effect of fluctuations in wa-
ter surface elevation on channel cross-sectional area and we corrected for the horizontal
boundary layer, as described in Section 3.2.1.
In figure 3.6, we plot the probability density function for the difference betweenQ and
bothQ6 andQ28, based on all of the time series data. We have normalized by the standard
deviation of Q because it is the fluctuation in Q that sets the HRT during this period of
weak mean flow. Some statistics from this PDF are given in table 3.4 where the over-bar
denotes a time average.
Using the flow rates Q6 and Q28, we may follow the methods described in Section
3.2.3 to estimate mean HRT for the 2003 experiment. We compare these estimates with
the estimate based on Q in table 3.5. It is surprising how well the crude estimates of flow
rate based on velocity at one or two elevations work, even in this scenario where vertical
velocity profiles are highly atypical. The resulting error in mean HRT is on the order of
91
!0.4 !0.2 0 0.2 0.40
2
4
6
8
10
x
f (
x)
 
 
Q6
Q28
Figure 3.6: Probability density function f of x ≡ (Q′ − Q)/σQ where Q is
the flow rate found from the ADCP profile, σQ is the standard
deviation of Q, and Q′ is either Q6 or Q28.
Outflow estimate TR (days)
Q 14.2
Q6 15.8 (+11%)
Q28 16.4 (+15%)
Table 3.5: Residence times for the 2003 experimnet from outflow rates
based on the full vertical velocity profile (Q), the velocity at
z = 0.6H (Q6) and the average of the velocities at z = 0.2H
and z = 0.8H (Q28).
the uncertainty of the HRT estimate.
Horizontal Boundary Layer
Correcting for the horizontal boundary layer had a much greater impact on the final esti-
mate of mean HRT than measuring the full vertical velocity profile. In table 3.6 we report
the mean HRT estimates resulting from flow rate based on the bulk velocity (Q) and flow
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Outflow 2002 2003
estimate TR (days) TR (days)
Q 0.55 14.2
Q/φ 0.32 (−42%) 11.2 (−23%)
Table 3.6: Residence time (in days) with and without correction for lateral
velocity variation across the channel.
Experiment 2002 2003
(Q−Q)21/2/Q 0.29 8.9
Table 3.7: Ratio of the root mean square fluctuation in the flow rate to the
mean flow rate for the 2002 and 2003 dye studies. The over-bar
denotes a time average.
rate based on the centerline velocity (Q/φ). For the 2002 experiment, neglecting the hori-
zontal boundary layer resulted in an estimate of mean HRT that was 42% too low. For the
2003 experiment, the error resulting from neglecting the horizontal boundary layer was
23%, also high, but not as significant as for the 2002 study.
It is possible that the impact of over-estimating flow rate on the final residence time
estimate depends on the relative importance of reversing flow (driven by barotropic forc-
ing) and steady flow from the watershed. In order to quantify the relative importance of
these flow rate components, we computed the ratio of the root mean square of outflow
(representing oscillatory flow) to the mean outflow (representing watershed flow) – this
ratio is reported in table 3.7. We can see that flow from the watershed dominated in 2002
while oscillatory flow dominated in 2003.
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Photolysis Correction TR (days)
corrected 14.2
uncorrected 16.4 (+15%)
Table 3.8: Residence time (in days) for the 2003 experiment with and with-
out correction for photolytic decay of RWT.
3.3.2 Photolysis
For the 2003 experiment, we can evaluate the impact of correcting for photolytic decay of
RWT on the estimate of mean HRT. In table 3.8 we report mean HRT estimates based on
photo-corrected and uncorrected dye flux curves. Correcting for photolytic decay of RWT
in this 17-day experiment in upstate New York in the fall makes a 15% difference in our
estimate of mean HRT. We conclude that during dye studies lasting more than a week,
and in bright conditions, photolytic decay of RWT should not be ignored in residence
time studies.
3.3.3 Residence Time
It is, in general, difficult to assess the validity of extrapolation, but if our extrapolation
method is based on an appropriate physical model, we can expect that for some range
of initial fitting times t0, the results will be independent of t0. Thus, to evaluate our
extrapolation methods, we examined the sensitivity of TR, the fitting parameters (k0, k1,
k2, and r2) and the resulting minimum root mean square errors to the initial time t0 for
both the CSTR model and the TSM for the 2002 and 2003 experiments. For each value of
t0, the fitting parameters were varied systematically to obtain the best fit in a least square
sense to Θ(t) between t0 and tN , where tN is the final time of measurements. The results
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Figure 3.7: Dependence on initial time of fit (t0) of residence time (TR) and
corresponding best fit parameters (k0, k1, k2, and r2) for CSTR
model and TSM. t0 is the initial time of the data used for fitting
where the experiment starts at time 0 and the final piece of data
is collected at time tN .
are plotted in figure 3.7
For the 2002 experiment, the TSM yields much better fits to the data than the CSTR
except at large t0, for which the models yield similar results, but there is not really ade-
quate data to justify the fit. The TSM yields slightly more stable estimates of residence
95
time. For values of t0 < 0.5tN (not shown), neither model yields reasonable fits because
there is a delay before the first traces of RWT exit SP, and until this occurs, neither model
is valid because both assume well-mixed conditions. Based on this analysis, we chose to
extrapolate the 2002 data using the TSM with t0 = 0.5tN so as to base the extrapolation on
as much data as possible using the model yielding consistently better fits.
For the 2003 experiment, the CSTR model results in a stable estimate of TR = 14 days
for t0 > 0.225tN while the TSM does not become stable. Both the CSTR model and TSM
break down when t0 is too high (not shown). The CSTR model fits badly and yields
TR up to 40% lower for small values of t0 while the TSM is more robust for small t0,
suggesting that the transient storage effects are most significant in this system for small
times. Based on this analysis, we chose to extrapolate the 2003 data using the CSTR model
with t0 = 0.25tN so as to base the extrapolation on as much data as possible without
dealing with transient storage effects.
3.3.4 Uncertainty Analysis
Statistics of the mean HRT for 2002 and 2003 resulting from the Monte Carlo uncertainty
analysis described in Section 3.2.4 are given in table 3.9, and the full histograms of mean
HRT are shown in figure 3.81.
We mentioned above that not all of the 2002 Monte Carlo results were included in the
histograms and statistics presented so far. For 2002, while over 97.5% of the mean resi-
dence times were between 0.1 and 30 days, a small percentage were order 1011−1013 days.
These numbers represent the case in which the smaller rate constant, k2 is zero to machine
1Note that for the 2002 histogram and statistics, we have excluded a small fraction of the data because it
is physically implausible – we discuss this below.
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mean median 2.5th perc. 97.5th perc.
Experiment N TR (days) TR (days) TR (days) TR (days)
2002 19147 0.82 0.55 0.21 3.49
2003 19800 13.9 13.8 10.4 17.7
Table 3.9: Statistics of mean HRTs estimated from Monte Carlo method of
modeling the experimental errors. We emphasize that these are
statistics of a mean quantity, e.g., mean TR is the mean of the
mean HRT. For 2002, only the mean HRTs below 1010 days were
used to calculate these statistics – there were 19596 (sorption not
considered) and 28653 (sorption considered) total experiments
for 2002.
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Figure 3.8: Results of Monte Carlo uncertainty analysis: histograms of
mean HRT for 2002 and 2003. These are the results of extrapo-
lating using a TSM model with t0/tN = 0.5 in 2002 and a CSTR
model with t0/tN = 0.25 in 2003.
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Figure 3.9: Results of Monte Carlo uncertainty analysis for 2002: his-
togram of mean hydraulic residence. These are the results of
extrapolating using a TSM model with t0/tN = 0.5.
precision, such that the second term in r(t) is a constant. This occurs when the k2 com-
ponent of the tail of r(t) generated by our model of the errors has a flat slope or slopes
upward, and the large mean residence times represent the infinite residence times that
would result. We know that this scenario is not physically valid – it is an artifact of our
model for the errors. Thus to compute the mean, median, and 95% confidence interval
for the 2002 case, we filter out these infinite residence times. The full histogram for 2002
is plotted in figure 3.9. 2.29% of the mean HRT estimates exceed 1011 days. This is a very
small percentage, and we ignore this data to calculate the statistics presented in table 3.9.
3.3.5 Sorption of RWT
There is one source of uncertainty we have not accounted for: possible sorption of RWT
to the bed, to macrophytes, or to suspended sediment in SP. The degree to which sorp-
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tion alters the dye flux curve and estimates of mean HRT depends on whether sorption is
reversible and on the relative time scales of the sorption processes and the dye study dura-
tion, and whether sorption to suspended sediment is significant. If sorption is reversible,
mainly to stationary substrates (e.g., the bed, macrophytes), and very quick compared
to the duration of the dye study, then RWT will be adsorbed and released essentially in-
stantaneously as it passes through the system, having negligible effect on the measured
dye fluxes. However, if quick sorption takes place on suspended sediment, it would not
be reversed quickly (because the sediment travels with the plume, allowing sorption to
reach equilibrium), and could alter the dye flux curve. Total suspended sediment (TSS)
in SP was measured to be between 0.2 to 10 mg L−1 in the summers of 2002 and 2003 (Xi-
aoxia Chen and Charles Driscoll, personal communication). In equilibrium, the fraction
of RWT mass in solution is equal to KpRs. The maximum value of Kp measured in the
literature is 450 mL g−1 (for isomer 2, Vasudevan et al., 2001). For this high value of Kp
and the high value of Rs = 10 mg L−1, only 0.45% of the RWT is adsorbed in equilibrium,
so we may safely conclude that sorption to suspended sediment is negligible in SP.
If the time scale of sorption is very slow compared to the dye study duration, whether
sorption is to suspended sediment or to fixed substrate, little sorption will take place
during the dye study. If sorption takes place over time scales comparable to the dye study
duration, whether it is reversible or not, and no matter the substrate, it could significantly
alter the shape of the measured dye flux curve and the resulting estimates of mean HRT.
From the few studies of sorption kinetics published to date, reviewed in Section 3.1.4,
it appears that sorption of isomer 1 is likely reversible and takes place very quickly (in
minutes) compared to the duration of both the 2002 and 2003 dye studies, while sorption
of isomer 2 may take place over a time scale comparable or much longer to that of our dye
studies (over hours or days). Without further study of sorption kinetics, we have no way
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of estimating the effects of isomer 2 sorption on the dye flux curves. Furthermore, even
with measurements of kinetic parameters, it is not straightforward to estimate Rs for a
field dye study, asRs depends on the amount of substrate exposed to the dye, which could
vary with flow conditions. Ideally, sorption kinetics would be measured for sediment
samples taken from the system, and sorption of RWT would be modeled along the lines
of Sutton et al. (2001) or Keefe et al. (2004), and Rs would be a fitting parameter for the
model.
3.4 Comments and Recommendations
We have presented a number of techniques that are appropriate in surface water dye
studies aimed at measuring mean HRT. We have proposed that extrapolating measured
tracer flux curves in order to estimate mean HRT is best accomplished using the running
first moment Θ(t), which approaches the quantity of interest (the mean HRT) at infinite
time. Not only is this method intuitively appealing when the aim is to estimate Θ(t) at
long times, but it is robust in the case of significant return flow, which is ubiquitous in
coastal systems such as freshwater embayments and estuaries. We have demonstrated
that a simple TSM can offer good fits to tracer flux curves and estimates of mean HTR
when a CSTR model breaks down. We have demonstrated that a Monte Carlo approach to
uncertainty analysis, coupled with a simple model for extrapolation, can yield estimates
of uncertainty in mean HRT when error propagation is not straightforward.
If resources are limited, our experience in SP suggests that it may be more important
to capture horizontal variation in velocity than vertical variation in a channel of similar
dimensions to the SP channel (17 m× 3 m cross section). The USGS method of estimating
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mean vertical velocity from the velocity at elevation 0.6H is more robust than we might
have thought in the case the accelerating boundary layer in SP. While the vertical varia-
tion in velocity significantly affected estimates of flow rate, the mean HRT estimate was
affected less.
Photolytic decay can be important in dye studies, including RWT studies that last
more than one week, and we have proposed a method to correct for photolytic decay.
Uncertainty in the photolysis model can be minimized by directly measuring scalar irra-
diance in the water column from time-to-time during the dye study. The biggest unknown
in RWT dye studies remains sorption.
We make the following recommendations for an optimal passive tracer release study
in a natural surface water system with one or more outlets:
• Before the release, sufficiently dilute the tracer in water taken from the system to
match the density of the tracer plug with the water in the system. The degree of di-
lution that is sufficient depends on the relative time scales of buoyant forces, which
will sink the tracer (if it is heavier than the water) and turbulent diffusion, which
will re-suspend the tracer.
• Accurate measurement of flow rate and concentration at the exits is paramount:
– Characterize the background concentration signal before conducting the tracer
release, ideally monitoring for months, using grab samples if continuous mon-
itoring is prohibitive. In choosing the mass of the release, aim for tracer con-
centrations well above background throughout the study.
– If using a flow-through fluorometer in a system with significant sediments or
algae, it is important to clean the flow cell periodically. A method for cleaning
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is outlined in Appendix C.
– Take a zero concentration reading both in distilled water and in system water
as this may be useful in post-calibration.
– Characterize time-scales of flow unsteadiness and boundary layer structure at
the exits before deciding on a method for monitoring flow rate. Single ver-
tical point measurement of velocity may be sufficient depending on the flow
structure at the exit, even in a highly unsteady channel.
• If using a fluorescent dye, consider correcting for photolytic decay (for RWT this
should be considerd if the duration of the tracer study lasts more than a few days).
If correction for photolytic decay may be necessary, monitor plane downwelling
irradiance continuously at an above-water meteorological station and take multiple
measurements of scalar irradiance in the water in the relevant wave band (for RWT,
510 − 590 nm) for correlation with the surface plane irradiance measurements. If
underwater irradiance measurements are not feasible, Secchi depth measurements
can provide some information on photolysis rates, although uncertainty will be high
and should be accounted for.
• If extrapolation of tracer flux curves is necessary, it is important to ensure that the
extrapolation method does not violate conservation of mass – R(t) must approach
1 as t → ∞. We advocate the use of Θ(t) for fitting and extrapolation because it
approaches the quantity of interest, mean HRT, as t→∞.
• Collect water, sediment, and plant samples from the study site to characterize the
kinetics, equilibrium conditions, and reversibility of sorption. If the sorption time
scales are much longer than the tracer study duration, then negligible sorption will
take place during the study. Likewise, if the sorption time scales are quick compared
to the tracer study duration, and if sorption is completely reversible, then sorption
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will have negligible effects on the measured tracer flux. If sorption is quick and
irreversible, the method proposed by Dierberg and DeBusk (2005) can be employed
to estimate mean HRT. However, if sorption time scales are on the order of the tracer
release study duration, sorption cannot be ignored, whether it is reversible or not,
and it is best to find a tracer that does not exhibit large sorption effects in the system
of interest. Modeling techniques, such as those employed by Sutton et al. (2001) and
Lin et al. (2003), may be used to account for sorption effects, but they involve many
tuning parameters that are difficult (or impossible) to measure directly.
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CHAPTER 4
CONCLUSIONS
We have presented new tools for modeling and measuring mixing and transport in
surface water systems, both at the relatively small scale of vertical mixing in aquatic plant
canopies and at the larger scale of bulk transport. Both of these tools can be used to char-
acterize residence time scales of SP, the system that inspired this work – the turbulence
model can be incorporated into a larger hydrodynamic solver that can model dye release
studies under a variety of physical forcing conditions, and the new techniques for mea-
suring mean HRT have provided a direct measurement of this time scale as well as a
benchmark for a hydrodynamic model.
Our k–ε model for flow through aquatic vegetation is unique in its treatment of dis-
sipation of TKE in the wakes of plant stems. We find that in the case of rigid cylinders,
commonly used to model vegetation in laboratory settings, correctly modeling dissipa-
tion of TKE at the stem scale is critical for predicting TKE in the emergent case and also
improves predictions of TKE, mean velocity, and Reynolds stress in the submerged case.
We anticipate that the new model will perform well when applied to flow through real
aquatic vegetation, where we have observed that dissipation scales both with the stem
scale and with the scales of vertical shear. Real plants are often characterized by a frontal
area profile, a(z), that varies strongly in z. Furthermore, as flow velocity increases, real
plants may bend such that a(z) and CD become smaller. R. O. Tinoco and E. A. Cowen
are currently conducting measurements of a(z), mean velocity, TKE, Reynolds stress, and
bulk drag as a function of Reynolds number in a laboratory flume populated with live
Eurasian watermilfoil, and we will use the data from this study to develop relationships
between a(z), CD, and Reynolds number and to test the model in real vegetation.
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Preliminary results suggest that in Eurasian watermilfoil, it is simple to identify a sin-
gle characteristic length scale that predicts scaling of dissipation, defined as the effective
diameter of the plant stems, d = a/n (for cylinders, a = nd). In more heterogeneous
canopies with multiple stem scales, application of the new model may be more difficult,
and this is an area for future study. Other future projects include extending the model for
use in unsteady flows (e.g., under surface waves) and verifying if the model works with
typical parameterizations of mixing in stratified flows.
We have further developed the classic pulse tracer release method for measuring mean
HRT in natural systems that exhibit highly variable flow rates, presenting a new method
for extrapolation of measured dye flux curves (used to estimate mean HRT) that does not
violate conservation of mass, a method for correcting dye flux curves for photolytic decay
of fluorescent water tracing dyes, and a method for estimating uncertainty in measured
mean HRT. We also explore techniques for measuring outflow, an important component
of dye flux, in an unsteady channel and recommend methods for measuring dye concen-
tration over long durations in particle-laden waters. We applied these new techniques
in dye studies conducted in SP, finding that our new extrapolation method is robust to
highly unsteady flow rates, that correcting for photolytic decay improves our estimate
of mean HRT by 15% in our three-week dye study, that fully characterizing the vertical
boundary layer when measuring outflow improves estimates of mean HRT by up to 15%
in SP, and that fully characterizing the horizontal boundary layer improves estimates by
up to 42%.
The missing piece in our analysis of the dye studies conducted in SP is sorption. The
existing literature on sorption of RWT focuses on equilibrium conditions and does not
adequately address sorption kinetics or reversibility, which are critical in determining
whether sorption significantly alters measurements of tracer flux. In future work, we
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hope to further characterize sorption properties of RWT in wetland sediments and plants,
focusing on kinetics and reversibility. If the time scales and reversibility of sorption were
more fully characterized for different sediment types and water tracers, the effects of
sorption on the results of tracer release studies could be better anticipated and either
avoided or modeled.
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APPENDIX A
PRE-EXISTING K–ε MODELS FOR VEGETATED FLOW
A.1 Lo´pez–Garcı´a Model
The Lo´pez–Garcı´a model is described in detail in Lo´pez and Garcı´a (2001). The momen-
tum equation is identical to (2.35). The TKE equation is given by
0 =
∂
∂z
(
νT
σk
∂k
∂z
)
+ Ps + Pw − ε (A.1)
where Ps and Pw are modeled as in (2.40) and (2.41), respectively. Note that in Lo´pez and
Garcı´a (2001), βp is called Cfk, and Cfk = 1.0. Note that if we sum the two TKE equations
in the new model, (2.38) and (2.39), we arrive at (A.1), so the Lo´pez–Garcı´a equation for
TKE is identical to ours; the differences are in the dissipation equation and the turbulent
eddy viscosity. Lo´pez–Garcı´a model the dissipation using a single equation:
0 =
∂
∂z
(
νT
σε
∂ε
∂z
)
+
ε
k
(Cε1Ps − Cε2ε+ CfεPw) (A.2)
where Cfε is a model constant. As in the standard k–ε model, the turbulent eddy vis-
cosity is modeled as νT = Cµk2/ε. Arguing that in the absence of mean shear (i.e.,
in dense, emergent vegetation), wake production must balance dissipation, Lo´pez and
Garcı´a (2001) conclude that Cfε = (Cε2/Cε1)Cfk = 1.33. While we agree that in the ab-
sence of mean shear, wake production must balance dissipation, we disagree that (A.2)
is the proper way to model dissipation in emergent vegetation, where dissipation scales
with stem diameter, which is not included anywhere in (A.2).
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A.2 Katul Model
The Katul model is described in detail in Katul et al. (2004). The momentum equation is
identical to (2.35). The TKE equation is given by
0 =
∂
∂z
(
νT
σk
∂k
∂z
)
+ Ps + Pw −W − ε (A.3)
where Ps, Pw, and W are modeled as in (2.40), (2.41), and (2.42). The Katul model for
TKE differs from the new model and from the Lo´pez and Garcı´a (2001) model by the
inclusion of W , the rate of conversion of SKE to WKE. The argument for including W as a
sink for total TKE is that small-scale WKE is dissipated very quickly. We find it puzzling
that under this assumption, the WKE production term, Pw, is also included in in the TKE
equation. The dissipation rate, ε, is modeled using
0 =
∂
∂z
(
νT
σε
∂ε
∂z
)
+
ε
k
(Cε1Ps − Cε2ε+ Cε4Pw − Cε5W ) (A.4)
where Cε4 and Cε5 are model constants. As in the standard k-ε model, the turbulent eddy
viscosity is modeled as νT = Cµk2/ε. Katul et al. (2004) use different model constants for
terrestrial and aquatic vegetation. For aquatic vegetation, they use βp = 1.0, βd = 4.0,
Cε4 = 1.5, and Cε5 = 1.5.
108
APPENDIX B
EQUILIBRIUM CONCENTRATION IN BATCH SORPTION STUDIES
In the text, we critique the analysis and conclusions of several papers regarding parti-
tion coefficients and reversibility in sorption batch studies. Here we present the calcula-
tions that lead us to disagree with these papers.
In a RWT sorption batch study, a known mass of solid substrate is added to a bottle
containing a known concentration of RWT in water. As the bottle is shaken, the concen-
tration of RWT in solution is monitored until equilibrium is reached. It is more difficult,
though possible, to monitor concentrations of RWT in the substrate.
Let us define the following variables (units in parenthesis) for a batch study:
V = volume of water in the batch container (volume)
ρW = density of water (mass per unit volume)
θS = substrate-to-water ratio (mass substrate per unit mass water)
RS = bulk density (mass substrate per unit volume water)
C = concentration of RWT in solution (mass RWT per unit volume water)
C0 = initial concentration of RWT in solution (mass RWT per unit volume water)
CE = equilibrium concentration of RWT in solution (mass RWT per unit volume
water)
q = concentration of RWT in substrate (mass RWT per unit mass substrate)
q0 = initial concentration of RWT in substrate (mass RWT per unit mass substrate)
qE = equilibrium concentration of RWT in substrate (mass RWT per unit mass sub-
strate)
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Kp ≡ qE/CE is the equilibrium partition coefficient (volume per unit mass)
Note that RS = ρW θS .
At any given time, the mass of RWT in the liquid phase (in solution) is equal to CV ,
and the mass of RWT in the solid phase (sorbed) is equal to qRSV . In the standard sorp-
tion batch study, the sediment is initially free of RWT, i.e. q0 = 0, thus mass conservation
requires C0V = qERSV + CEV . Solving for Kp in terms of C0 and CE , we find
Kp =
1
RS
(
C0
CE
− 1
)
. (B.1)
Alternatively, we may solve for Kp in terms of C0 and qE , finding
Kp =
qE
C0 − qERS . (B.2)
Once Kp is known, we may predict CE and qE from C0 as follows
CE = C0
1
1 +RSKp
, (B.3)
qE = C0
Kp
1 +RSKp
. (B.4)
From their batch studies, Lin et al. (2003) obtain estimates of equilibrium partition that
we believe are around 1000 times too high – such an error might have resulted from ne-
glecting to include ρW in their calculation of RS = ρW θS which is used in equation B.1.
Here we assume that ρW = 1000 g L−1 (accurate within 1% for temperatures between 0
and 45oC at atmospheric pressures typical on earth), and we examine the equilibrium
batch results plotted in Lin et al. (2003) figure 7, making our own estimates of Kp from
these results. The dependent axis in figure 7 is the percentage of RWT remaining in aque-
ous solution – this is equal to C/C0 × 100%. For each experiment, figure 7 demonstrates
that equilibrium is reached within the experimental time window, hence we read CE/C0
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Table B.1: Quantities read and calculated from figure 7 of Lin et al. (2003).
label in figure θS (g/g) CE/C0 RS = ρW θS (g/L) Kp (L/g)
20ppb, 1/5 0.20 0.21 200 0.019
20ppb, 1/10 0.10 0.44 100 0.013
7ppb, 1/5 0.20 0.26 200 0.014
7ppb, 1/10 0.10 0.42 100 0.014
7ppb, cattail, 1/5 0.20 0.38 200 0.008
20ppb, abiotic, 1/5 0.20 0.32 200 0.010
20ppb, plant detritus, 1/100 0.01 0.21 10 0.38
from the final data point in each experiment. The data read from figure 7, namely θS and
CE/C0, are given in our table B.1 along with our calculations of RS and our estimates of
Kp calculated from equation B.1 using these data. Our estimates of Kp are smaller than
the values reported by Lin et al. (2003) in their figure 8 and in the text by a factor of about
1000.
To test reversibility of sorption after a standard sorption batch study, the equilibrium
RWT solution is removed from the bottle and replaced with clean water, the bottle is
shaken, and the concentration of RWT in solution is monitored until a new equilibrium
is reached. Letting primed symbols denote the concentrations in the reversibility study
and letting non-primed symbols denote the concentrations from the preceding sorption
study, C ′0 = 0 and q′0 = qE , thus conservation of mass requires qERSV = q′ERSV +C
′
EV . If
sorption is completely reversible, then q′E/C
′
E = Kp. Assuming that sorption is completely
reversible, and solving for C ′E yields
C ′E = qE
RS
1 +KpRS
, (B.5)
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and employing equation B.4, we find
C ′E = C0
KpRS
(1 +KpRS)
2 , (B.6)
and
q′E = C0RS
(
Kp
1 +KpRS
)2
. (B.7)
Lin et al. (2003) conduct a sorption reversibility study, concluding that less than 10%
of the sorption was reversible because less than 10% of the dye is returned to solution
by desorption. However, even if sorption is 100% reversible, we predict from equation
B.6 that less than 10% of the original RWT would be recovered during these reversibility
studies. In their figure 9, Lin et al. (2003) plot RWT concentrations during their desorption
studies. In table B.2, we report the data given in Lin et al. (2003) figure 9, including θS ,
C0 (assuming that the specific gravity of RWT is equal to 1, so that 1 ppb = 10−6 g L−1),
and the measured equilibrium RWT concentration (which we denote C ′mE ). In table B.2,
we also report the values of Kp found from the sorption studies (as shown in table B.1,
the equilibrium RWT concentration C ′E that we predict from equation B.6 for the case
of completely reversible sorption, and the percentage of C ′E recovered in the study, i.e.,
C
′m
E /C
′
E × 100%.
We see that while less than 10% of the original RWT mass was recovered in solution
during the desorption studies, between 73% and 103%1 of the RWT we expected to desorb
in the case of completely reversible sorption was desorbed in each of the studies. We thus
conclude from this study by Lin et al. (2003) that sorption of RWT is largely reversible; this
is contrary to the conclusion reached by Lin et al. (2003) that sorption of RWT is largely
irreversible.
1Note that it is not possible to recover greater than 100% of the dye – the 103% figure must result from
experimental error.
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Table B.2: Quantities read and calculated from figure 9 of Lin et al. (2003),
and from our table B.1.
θS C0 C
′m
E Kp C
′
E C
′m
E /C
′
E
label in figure (g g−1) (µg L−1) (µg L−1) (L g−1) (µg L−1) ×100%
20ppb, 1/5 0.20 20 2.8 0.019 3.3 85%
20ppb, 1/10 0.10 20 3.6 0.013 4.9 73%
7ppb, 1/5 0.20 7 1.4 0.014 1.4 103%
7ppb, cattail, 1/5 0.20 7 1.3 0.008 1.7 78%
20ppb, plant detritus, 1/100 0.01 20 2.9 0.38 3.3 88%
Trudgill (1987) also conduct a reversibility study, using much higher concentrations
of RWT and a sample of brown calcareous earth (their ‘soil 1’). Trudgill (1987) does not
clearly state the soil-to-water ratio used for the desorption study, but does mention a
soil-to-water ratio of θS = 0.5 g g−1 for soil 1 in their figure 3. We assume that this ratio
was used in the sorption study as it is the only mention of a soil-to-water ratio in re-
gard to soil 1 that is found in the article. Again assuming ρW = 1000 g L−1, we obtain
RS = 500 g L−1. The values of the initial RWT concentration (C0), the initial equilibrium
sediment RWT concentration (qE), and the equilibrium sediment concentration measured
after desorption (which we denote q′mE ) are given in Trudgill (1987) table XI, and we have
included these date in our table B.3. Trudgill (1987) do not give units for C0, but units
of µg L−1 seem likely in context, and so we assume these are the units for C0. In table
B.3, we also show the value of Kp we calculate from the Trudgill (1987) data using equa-
tion B.2, the value of q′E we predict from equation B.7 under the assumption that sorption
is completely reversible, and the percentage of RWT recovered in solution compared to
the amount of RWT that would have been recovered had sorption been completely re-
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Table B.3: Quantities read and calculated from table XI of Trudgill (1987).
C0 qE q
′m
E Kp q
′
E (qE − q′mE )/(qE − q′E)
(µg L−1) (µg g−1) (µg g−1) (L g−1) (µg L−1) ×100%
2000 3.8 3.6 0.038 3.61 105%
1500 2.85 2.8 0.038 2.71 35%
1000 1.9 1.84 0.038 1.81 63%
500 0.95 0.93 0.038 0.90 42%
versible – equal to (qE − q′mE )/(qE − q′E)× 100%. Note that (qE − q′mE )/(qE − q′E) = C ′mE /C ′E .
We see that between 35% and 100% of the RWT that would have been recovered were
sorption completely reversible was recovered in the desorption experiments of Trudgill
(1987). However, because much of the RWT remains in the substrate, this RWT recovered
into solution represents only 3.0% to 5.3% of the original RWT in solution at the begin-
ning of the batch sorption study that precedes a desorption experiment. From these low
numbers, Trudgill (1987) concluded that RWT sorption is almost completely irreversible.
However, we conclude from our calculations that the Trudgill (1987) experiments suggest
RWT sorption is at least 35% reversible for this particular soil sample.
In both the Lin et al. (2003) and Trudgill (1987) desorption studies, confusion arose
because not all of the original RWT used in the batch study was recovered after a single
change of the water in the reactor. However, this was to be expected because in equilib-
rium, some of the mass remains in the substrate to satisfy the sorption isotherm. To better
test reversibility of sorption, multiple flushes with clean water should be performed until
no more RWT can be recovered into solution.
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APPENDIX C
FLUOROMETER CALIBRATION AND MAINTENANCE
From the 2003 dye experiment, we gained a great deal of knowledge about operating
a flow-through fluorometer in the field for weeks at a time. We recommend the following
to anyone conducting a long-term dye release experiment and monitoring with a flow-
through fluorometer, especially in water where plant matter or sediment is present. As-
suming that the fluorometer is calibrated using water from the system under study, blank
and standard measurements should also be taken in distilled water at the beginning of
the study (after the calibration) for future reference. Perform this procedure every few
days, or more often if large amounts of plant matter or sediment are present in the water:
• Stop the fluorometer, and pull it out of the water.
• Perform a post-calibration. That is, observe the concentration reading for a known
blank and standard (prepared with distilled water), but do not alter the fluorometer
settings.
• After the post-calibration, run a soultion of diluted bleach through the fluorometer
until the concentration reading is zero (or the equivalent of zero measured in dis-
tilled water at the beginning of the study). In our experience, this will clean out the
flow cell; if the fluorometer reading does not reach zero, manual cleaning may be
necessary.
• Thoroughly wash away the bleach solution (which reacts with RWT) by flushing
the fluorometer with plain water several times. Make sure to dispose of the bleach
solution far from the field site.
• After the post-calibration(s) and cleaning, return the fluorometer to its regular op-
erations.
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APPENDIX D
GENERATING RANDOM TIME SERIES FOR ERROR ANALYSIS
For each run n = 1...N of the Monte Carlo simulations, errors of different types were
generated using MATLAB R© 7.7.0.471 (R2008b) as follows. A pseudo-random number
stream, randstr, was generated using the Ziggurat algorithm with the following com-
mand:
randstr = RandStream.create(‘mrg32k3a’, ‘seed’, s); (D.1)
where s is the seed, which may be set to any real number to generate a unique pseudo-
random number stream.
The uniform random variable Rinf was modeled using the rand.m script, which gen-
erates a uniform random variable between zero and one, as follows:
Rinf = RN + rand(randstr, 1). ∗ (1− RN) (D.2)
where Rinf represents R∞ and RN represents RN .
All other errors were assumed to have normal distributions and were built upon
the randn.m script, which generates a pseudo-random number (or a vector of pseudo-
random numbers) taken from the standard normal distribution (having mean zero and
standard deviation 1). For each bias error Zb having 95% uncertainty ±DeltaZb, a sin-
gle random number Zb = 1/2 ∗ DeltaZb ∗ randn(randstr, 1) was generated, and for
each precision error Zp having 95% uncertainty ±Delta Zp, a vector of random numbers
Zp = 1/2 ∗DeltaZp ∗ randn(Nt, 1) was generated where Nt is the number of points in the
time series and randn(Nt, 1) generates a Nt× 1 vector of uncorrelated random numbers.
For each error Zc having 95% uncertainty ±DeltaZc that is correlated over time scale T ,
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we generate an autoregressive process of order one, having exponential autocorrelation
function ρ(τ) = exp(−|τ |/T). An autoregressive process of order one has a Gaussian dis-
tribution and exponential autocorrelation function (Shumway and Stoffer, 2011). Defining
f ≡ exp(∆t/T) where ∆t is the time between consecutive data points in the time series,
we generate the error Zc as follows:
Z0 = randn(Nt, 1);
Zc(1) = Z0(1);
for j = 1 to (Nt− 1)
Zc(j + 1) = f ∗ Z0(j) + sqrt(1− f. ˆ 2)Z0(j);
end
Zc = 1/2 ∗DeltaZc ∗ Zc;
The measured autocorrelation functions for flow rate in 2002 and 2003 are plotted in
Figure D.1. It is clear that these autocorrelation functions are not exponential, but we fit
exponential autocorrelation functions for the purpose of our error analysis because of the
convenience of generating a pseudo-random time series having this type of autocorre-
lation function. The best fit exponential functions are plotted along with the measured
autocorrelation in Figure D.1.
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Figure D.1: Measured and best fit (in a least square sense) exponential au-
tocorrelation functions for the outflow time series in 2002 and
2003. The fitted data includes points up to (but not beyond)
the second zero crossing, resulting in best fit TQQ = 6.25 min
in 2002 and TQQ = 5.50 min in 2003.
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