We introduce and study a class of general quasivariational-like inequalities in Hilbert spaces, suggest two general algorithms, and establish the existence and uniqueness of solutions for these kinds of inequalities. Under certain conditions, we discuss convergence and stability of the three-step iterative sequences generated by the algorithms.
Special cases. (a) If C(x) = m(x)
0 for all x ∈ H, then problem (1.1) reduces to finding x ∈ H such that g(x) ∈ dom ∂φ(·,x) and (1.2) which is called the general quasivariational-like inclusion, introduced and studied by Ding and Luo [1] .
A(x) − B(x), η y,g(x) ≥ φ g(x), x − φ(y, x) ∀y ∈ H,
(b) If C(x) = m(x) = 0, η(y, x) = y − x, and φ(x, y) = φ(x) for all x, y ∈ H, then problem (1.1) reduces to determining x ∈ H such that g(x) ∈ dom ∂φ(x) and
A(x) − B(x), y − g(x) ≥ φ g(x) − φ(y) ∀y ∈ H.
(1.3)
This concept was introduced and studied by Hassouni and Moudafi [3] and Huang [4] . Next we recall some definitions and notations. 
, where I is the identity mapping on H.
(1.7) Definition 1.4. A mapping g : H → H is said to be (i) strongly monotone if there exists a constant r > 0 such that
(ii) Lipschitz continuous if there exists a constant r > 0 such that
(1.11) Definition 1.6 [2] . Let T be a mapping from H into H, x 0 ∈ H, and let x n+1 = f (T , x n ) define an iterative procedure which yields a sequence of points
⊆ H and let ε n = y n+1 − f (T ,y n ) for each n ≥ 0. If lim n→∞ ε n = 0 implies that lim n→∞ y n = q, then the iteration procedure defined by x n+1 = f (T ,x n ) is said to be T -stable or stable with respect to T .
The following lemmas play an important role in proving our main results. (ii) there exists u ∈ H satisfying the following relation:
has a fixed point u ∈ H, where
Proof. It is clear that (ii) and (iii) are equivalent. Note that (ii) holds if and only if there exists u ∈ H satisfying
which is equivalent to finding u ∈ H such that
That is, (i) and (ii) are equivalent. This completes the proof. Based on Lemma 1.9 we suggest the following three-step perturbed iterative algorithms.
Algorithm 1.11. Let A, B, C, g, m :
H → H, η : H × H → H be mappings and let φ n : H × H → R be functional for each n ≥ 0. Suppose that for each given x ∈ H and n ≥ 0, the η-proximal mapping of φ n (·,x) exists. For any given u 0 ∈ H, the three-step perturbed iterative sequence {u n } ∞ n=0 ⊆ H is defined by
where f is defined by (
(1.19) Algorithm 1.12. Let A, B, C, g, m : H → H, η : H × H → H be mappings and let φ : H × H → R be a functional. Suppose that for each given x ∈ H, the η-proximal mapping of φ(·,x) exists. For any given u 0 ∈ H, the three-step iterative sequence with errors {u n } ∞ n=0 ⊆ H is defined by 
and one of the following conditions: Proof. It follows from the strong monotonicity of A and (g − m) and Lipschitz continuity of A, g, and m that
for any x, y ∈ H. In light of (1.14), (2.6), Lemma 1.7, and the Lipschitz continuity of B and C, we infer that for any x, y ∈ H,
where
Thus (2.2) and one of (2.3)-(2.5) ensure that θ < 1. Hence T is a contraction mapping and it has a unique fixed point u ∈ H. Lemma 1.9 means that u is a unique solution of problem (1.1). This completes the proof. Next we show convergence of the three-step perturbed iterative sequence and threestep iterative sequence with errors generated by Algorithms 1.11 and 1.12, respectively. Proof. It follows from Theorem 2.1 that problem (1.1) has a unique solution u ∈ H. That is, u = T u, where T is defined by (1.14). Notice that
Theorem 2.3. Let A, B, C, g, m, η, and φ be as in Theorem 2.1 satisfying (2.1), (2.2), and one of the conditions (2.3)-(2.5). Let φ n : H ×H → R be such that for any fixed y ∈ H and n ≥ 0, φ n (·,y) : H → R is lower semicontinuous η-subdifferentiable on H. Assume that
Using the same argument as in the proof of Theorem 2.1, from (2.9), (2.12), and Lemma 1.7 we obtain that for any n ≥ 0,
where θ satisfies (2.8) and
. It follows from (2.2) and one of (2.3)-(2.5) that θ < 1. In view of (2.13) we know that
Similarly we infer that
Suppose that (C1) holds. Let
(2.17)
It follows from Lemma 1.8, (1.19), (2.10), (2.11), (C1), and (2.16) that {u n } ∞ n=0 converges strongly to u.
Suppose that (C2) holds. Set In case φ n = φ for all n ≥ 0, then Theorem 2.3 reduces to the following. A, B, C, g, m, η, and φ be as in Theorem 2.1 satisfying (2.1), (2.2),  (2.11), and one of the conditions (2.3)-(2.5). If either (C1) or (C2) holds, then the three-step iterative sequence with errors {u n } ∞ n=0 generated by Algorithm 1.12 converges strongly to the unique solution of problem (1.1).
Theorem 2.4. Let
Now we study stability of the three-step iterative sequence with errors generated by Algorithm 1.12. ε n = y n+1 − 1 − a n y n − a n T x n − r n , Proof. Set d n = r n /a n for all n ≥ 0. Then (2.21) implies that (C2) holds. Obviously, (2.20) yields that (1.19) holds. It follows from Theorem 2.4 that the three-step iterative sequence with errors {u n } ∞ n=0 generated by Algorithm 1.12 converges strongly to the unique solution u of problem (1.1).
Put y n+1 − (1 − a n )y n − a n T x n − r n = h n for all n ≥ 0. Then y n+1 = (1 − a n )y n + a n T x n + r n + h n and ε n = h n for all n ≥ 0. As in the proof of Theorem 2.3, we deduce that 1 − a n y n + a n T x n + r n − u ≤ 1 − (1 − θ)d y n − u + b n p n + q n + r n , (2.22) y n+1 − u ≤ 1 − (1 − θ)a n y n − u + a n b n p n + a n q n + r n + h n
for all n ≥ 0.
Suppose that lim n→∞ ε n = 0. Let
(2.24)
Then Lemma 1.8, (2.11), (2.21), and (2.23) ensure that lim n→∞ y n = u. Suppose that lim n→∞ y n = u. It follows from (2.11), (2.21), and (2.22) that ε n ≤ y n+1 − u + 1 − a n y n + a n T x n + r n − u
as n → ∞. That is, lim n→∞ ε n = 0. This completes the proof.
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