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Abstract
This paper considers estimation of a random variable in Poisson noise with signal scaling coefficient and dark current as explicit
parameters of the noise model. Specifically, the paper focuses on properties of the conditional mean estimator as a function of
the scaling coefficient, the dark current parameter, the distribution of the input random variable and channel realizations.
With respect to the scaling coefficient and the dark current several identities in terms of derivatives are established. For example,
it is shown that the derivative of the conditional mean estimator with respect to the dark current parameter is proportional to the
conditional variance. Moreover, a version of score function is proposed and a Tweedie-like formula for the conditional expectation
is recovered.
With respect to the distribution several regularity conditions are shown. For instance, it is shown that the conditional mean
estimator uniquely determines the input distribution. Moreover, it is shown that if the conditional expectation is close to a linear
function in the mean squared error, then the input distribution is approximately gamma in the Lévy distance.
I. INTRODUCTION
Poisson noise models are an important set of models with a wide range of applications. This paper considers denoising
of a non-negative random variable in Poisson noise with a specific focus on properties of the conditional mean estimator.
Concretely, for an input random variable X ≥ 0 the Poisson noise channel is dictated by the following conditional probability
mass function (pmf) of the output random variable Y :
PY |X(y|x) = 1
y!
(ax+ λ)ye−(ax+λ), x ≥ 0, y = 0, 1, . . . (1)
where a > 0 is a scaling factor and λ ≥ 0 is a non-negative constant called the dark current parameter. In words, conditioned
on a non-negative input X = x, the output of the Poisson channel is a non-negative integer-valued random variable Y that is
distributed according to (1). In (1) we use the convention that 00 = 1.
The random transformation of the input random variable X to an output random variable Y by the channel in (1) will be
denoted by
Y = P(aX + λ). (2)
The transformation in (2) is depicted in Fig. 1a. It is important to note that the operator P(·) is not linear, and it is not true
that P(aX + λ) = aP(X) + λ. Using the language of laser communications, the aX represents the intensity of a laser beam
at the transmitter and Y represents the number of photons that arrive at the receiver equipped with a particle counter (i.e., a
photodetector). The dark current parameter λ represents the intensity of an additional source of noise or interference, which
produces an extra P(λ) photons at a particle counter [2]–[5].
X × P(·) +
a P(λ)
Y =
P(aX + λ)
(a) The Poisson noise channel with the input X , the scaling
factor a and the dark current parameter λ.
V × +
a N ∼ N (0, σ2)
YG =
aV +N
(b) The Gaussian noise channel with the input X , the scaling
factor a and the noise variance σ2.
Fig. 1: Channel models considered in this work.
In this work, we are interested in the properties of the conditional mean estimator of the input X given the output of the
Poisson channel Y , that is
E[X |Y = y] =
∫
xdPX|Y=y(x), y = 0, 1, . . . (3)
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2Specifically, we are interested in how E[X |Y ] behaves as a function of the channel parameters (a, λ) and the distribution of X .
We will also study the conditional mean estimator as a function of channel realizations, that is y → E[X |Y = y]. Properties of
the conditional expectation are important in view of the fact that it is the unique optimal estimator under a very large family of
loss functions, namely Bregman divergences [6]. For example, an important member of the Bregman family is the ubiquitous
squared error loss.
Throughout the paper, we will contrast our results with those for the Gaussian noise channel given by1
YG = aV +N, (4)
where N is a normal random variable with zero mean and variance σ2, a is a fixed scalar, the input V is a real-valued random
variable and N and V are independent. The transformation in (4) is shown in Fig. 1b. Since the behavior of the conditional
expectation E[V |YG] is well understood, the comparison between these two channels can be very illuminating. Also, somewhat
surprisingly, we use the insights developed for the Poisson noise channel to derive a new identity for the Gaussian noise case.
The literature on the Poisson distribution is vast, and the interested reader is referred to [7] and [8] for a summary of
communication theoretic applications; [9], [10] and [11] for applications of the Poisson model in compressed sensing; and
[12] and [13] for applications of the Poisson distributions in signal processing and other fields. Our interest in studying
properties of the conditional expectation is motivated by the bridge that the Poisson noise model offers between estimation
theory and information theory. In [14] and [15] the authors have shown that information measures such as mutual information
and relative entropy can be expressed as integrals over the dark current λ and/or the scaling parameter a of Bayesian risks that
use loss functions natural (e.g., Bregman divergences) for the Poisson channel. The results in [14] and [15] are counterparts
of the Gaussian noise identities between information and estimation measures shown in [16] and [17]. In [18], the authors
have generalized the results of [14] and [15] to the vector Poisson model and have introduced a notion of matrix Bregman
divergence. For a unifying treatment of such identities, which generalizes these results beyond the Poisson and Gaussian
models, the interested reader is referred to [19]. Finally, for the point-wise generalizations, we refer the reader to [20].
A. Notation
Throughout the paper, deterministic quantities are denoted by lowercase letters and random variables are denoted by uppercase
letters. We denote the distribution of a random variable X by PX . The expected value and variance of X is denoted by E[X ]
and V(X), respectively.
The binomial coefficient is denoted by(
x
y
)
=
Γ(x+ 1)
Γ(y + 1)Γ(x− y + 1) , x ∈ R, y ∈ R, (5)
where Γ(·) is the gamma function. In this paper, the gamma distribution has a probability density function (pdf) given by
f(x) =
αθ
Γ(θ)
xθ−1e−αx, x ≥ 0, (6)
where θ > 0 is the shape parameter and α > 0 is the rate parameter. Moreover, the mean and variance of this distribution are
given by
E[X ] =
θ
α
, V(X) =
θ
α2
. (7)
We denote the distribution with the pdf in (6) by Gam(α, θ).
B. Contributions and Outline
The paper outline and contributions are as follows:
1) In Section II we study properties of the output distribution PY and show:
• In Section II-A, Theorem 1 connects the distribution of the output Y to the Laplace transform of the input X ;
• In Section II-B, Theorem 2 shows that PY is a continuous and bijective operator of the input distribution PX ; and
• In Section II-C, studies analytical properties of PY . In particular, Lemma 1 characterizes derivatives of PY with respect
to the scaling parameter a and the dark current parameter λ and connects these derivatives to the forward and backward
difference operators of PY (y) in terms of y. Moreover, Lemma 2 establishes lower and upper bounds on the tail of PY .
2) In Section III we study properties of the conditional expectation of the input X given the output Y and show:
• Section III-A, Lemma 3, re-derives the known Turing-Good-Robbins Formula for the conditional expectation with explicit
emphasis on the parameters a and λ. The generalizations of this formula to higher conditional moments are discussed.
1Unlike the Poisson channel, Gaussian channel can be parameterized by only one parameter either a or σ2. However, we keep both a and σ2 for comparison.
3Moreover, in Lemma 4, it is shown that any higher order conditional moment can be completely determined by the first
order conditional moment;
• Section III-B discusses connections between the conditional expectation and the likelihood function and the discrete
versions of the score function. In particular, Theorem 3 proposes a version of the score function where instead of taking
the derivative with respect to the output y the gradient is taken with respect to the channel parameters (a, λ), and the
proposed score function is shown to be related to the conditional expectation via a Tweedie-like formula. Moreover,
this new version of the score functions is compared with other definitions of score functions known in the literature.
Section III-B is concluded by proposing a version of the Fisher information and establishing connections to the minimum
mean squared error.
• Section III-C studies analytical properties of the conditional expectation. In particular, in Theorem 5, it is shown that
the conditional expectation is a strictly increasing function of channel realizations. Theorem 6 finds the derivative of
the conditional expectation with respect to the dark current parameter λ, which is given by the negative conditional
covariance of X given Y . This incidentally shows that the conditional expectation is a monotonically decreasing function
of λ. Moreover, Theorem 6 finds derivatives of higher order conditional moments. Furthermore, Corollary 2 finds the
limiting behavior of the conditional expectation as λ→∞. Finally, Lemma 5 concludes Section III-C by presenting an
inequality on the conditional expectation that has a flavor of the reverse Jensen’s inequality;
• Section III-D studies whether the conditional expectation is uniquely determined by the input distribution of X . First,
in Theorem 7, as an ancillary result, it is shown that the conditional distribution of the input X given the output Y is
completely determined by its moments. Second, in Theorem 8, it is shown the conditional expectation uniquely determines
the distribution of X . The section is concluded by discussing some consequences of the uniqueness result; and
• Section III-E studies upper bounds on the conditional expectation. In particular, in Theorem 9, it is shown that the
conditional expectation is either a linear or a sub-linear function of the output realization y.
3) In Section IV we study connections between the conditional mean estimator and linear estimators and show:
• Section IV-A, Theorem 11, shows that the conditional expectation is linear if and only if the input of X is according to
a gamma distribution and the dark current parameter is equal to zero; and
• Section IV-B, Theorem 12, provides a quantitative refinement of the linear condition in Theorem 11 and shows that if
the conditional expectation is close to a linear function in the L2 metric then the input distribution is close to a gamma
distribution in the Lévy metric.
II. PROPERTIES OF THE POISSON TRANSFORMATION
The distribution of the output random variable Y = P(aX + λ) induced by the input X ∼ PX will be denoted by
PY (y;PX) = E[PY |X(y|X)], y = 0, 1, . . . (8)
Also, for simplicity, we will use PY (y) instead of PY (y;PX) whenever the nature of the underlying input probability distribution
is clear or nonessential. Examples of the output distribution induced by the binary input are shown in Fig. 2.
0 10 20 30 40
0
2
4
6
·10−2
y
P
Y
λ = 0
λ = 3
Fig. 2: Examples of the output distribution PY for the input (PX(6), PX(16)) = (0.3, 0.7) with a = 1. The circles are the
actual values of PY .
4A. Connections to the Laplace Transform
This section shows an alternative representation of PY in terms of the Laplace transform of X .
Theorem 1. Denote the Laplace transform of a non-negative random variable W by
LW (t) = E
[
e−tW
]
, t ≥ 0, (9)
and its n-th derivative by L(n)W (t). Then, for every a > 0, λ ≥ 0 and y = 0, 1, . . .
PY (y;PX) =
(−1)ye−λ
y!
y∑
i=0
(
y
i
)
ay−i(−λ)iL(y−i)X (a), (10)
and
LaX+λ(t) =
∞∑
y=0
(−1)yPY (y;PX)(t− 1)y, ∀ |t− 1| < 1. (11)
Proof: See Appendix A.
For λ = 0 the expression in (10) takes a very simple form given by
PY (y;PX) =
(−a)y
y!
L(y)X (a), y = 0, 1, . . . (12)
To show the utility of the expression in (10), consider an input X ∼ Gam(α, θ) with the Laplace transform
LX(t) = 1
(1 + t
α
)θ
, t > −α, (13)
and the channel output given by Y = P(aX). Using (10) we arrive at the following output distribution:
PY (y) = (−a)y α
θ
(α+ a)
θ+y
(−θ
y
)
=
ayαθ
(α+ a)
θ+y
(
θ + y − 1
y
)
, y = 0, 1, . . . (14)
The distribution in (14) is known as the negative binomial distribution with failuer parameter θ and success probability a
α+a .
Remark 1. There exists a similar result to Theorem 1 for the Gaussian noise channel in (4). Specifically, the probability
density function (pdf) of the output YG is a Weierstrass transform of the input V [21].
B. Properties of the Output Distribution as a Function of the Input Distribution
In this section, we are also interested in how PY behaves as a function of PX . We will need the following definition.
Definition 1. A sequence of probability measures {PXn}n∈N on R is said to converge weakly to the probability measure PX
(i.e., Xn → X in distribution) if and only if
lim
n→∞
E [φ(Xn)] = E [φ(X)] , (15)
for all bounded and continuous functions φ.
The next result presents two important properties of the output distribution.
Theorem 2. Let Y = P(aX + λ). Then, for all a > 0 and λ ≥ 0, PY satisfies the following properties:
• Let PXn → PX weakly. Then, PYn(·;PXn)→ PY (·;PX) weakly. In other words, the mappingX → P(aX+λ) is continuous
in distribution; and
• PY is a bijective operator of PX , that is
PY1(·;PX1 ) = PY2(·;PX2)⇐⇒ PX1 = PX2 . (16)
Proof: To establish continuity observe that for every k the Poisson probability PY |X(k|x) is bounded and continuous
function of x and, therefore, by the definition of the convergence in distribution, for every non-negative integer k
lim
n→∞
PYn(k;PXn) = lim
n→∞
E[PY |X(k|Xn)]
= E[PY |X(k|X)] = PY (k;PX). (17)
Therefore, if PXn → PX weakly, then PYn → PY weakly2. This concludes the proof of the continuity of the mapping
PX → PY (·;PX).
2Note that in (17) we have established a point-wise convergence of the pmf. However, for integer value random variables (note our output is integer valued)
point-wise convergence in the pmf is equivalent to the weak convergence [22, Ch. 8.8, Exercise 4].
5Next we show that the output distribution is a bijective operator of PX . The implication
PX1 = PX2 =⇒ PY1(·;PX1 ) = PY2(·;PX2) (18)
is immediate. Therefore, it remains to show that PY (·;PX) is an injective operator.
The injectivity follows from the fact that, in view of (11), the output pmf PY (·;PX) completely determines the Laplace
transform of PX on the interval t ∈ (0, 2), and since the Laplace transform of PX is unique on any given interval [23, Sec. 30],
we have that PY (·;PX) completely determines PX . This concludes the part of the proof that shows that PX → PY (·;PX) is
an injective transform.
This concludes the proof of the theorem.
C. Analytical Properties of the Output Distribution
Another useful identity of the Poisson transformation relates the derivative of PY with respect to the channel parameter to
the forward and backward differences of yPY (y) and PY (y).
Lemma 1. Let Y = P(aX + λ). Then, for every a > 0, λ ≥ 0 and y = 0, 1, . . .
d
da
PY |X(y|x) = x d
dλ
PY |X(y|x) = x
(
PY |X(y − 1|x)− PY |X(y|x)
)
, (19)
and
a
d
da
PY (y) + λ
d
dλ
PY (y) = yPY (y)− (y + 1)PY (y + 1), (20)
d
dλ
PY (y) = PY (y − 1)− PY (y), (21)
where PY |X(−1|x) = PY (−1) = 0.
Proof: See Appendix B.
Special cases of Lemma 1 have been shown in the past; see for example [24, Lemma 8.5]. Lemma 1 will be used in later
sections to study properties of the conditional expectation. For example, to study monotonicity properties of the mapping
y → E[X |Y = y] it will be convenient to translate the differences with respect to discrete points in y into the derivatives with
respect to the continuous parameter λ.
Remark 2. The identity in (20) can be expressed as an equality between the inner product of the vector v = [a, λ] with the
gradient of PY with respect to v = [a, λ], and the forward difference operator as follows:
v · ∇vPY (y) = −Dfw1 [yPY (y)], (22)
where ‘ · ’ denotes the inner product, and the forward difference operator of a function f is given by
D
fw
k [f(y)] = f(y + k)− f(y). (23)
Similarly, the expression in (21), can be expressed in terms of the backward difference operator as
d
dλ
PY (y) = −Dbw1 [PY (y)], (24)
where the backward difference operator of a function f is given by
D
bw
k [f(y)] = f(y)− f(y − k). (25)
Remark 3. Consider a Gaussian noise channel in (4). Let fYG|V be the conditional pdf for this channel. It is not difficult to
check that for this channel we have the following identity between derivatives with respect to the realization of the output y
and the scaling parameter a:
d
da
fYG|V (y|v) = −
v
σ2
d
dy
fYG|V (y|v). (26)
Continuing with our parallelism between derivatives and difference operators the identity in (19) can be written as follows:
d
da
PY |X(y|x) = −xDbw1 [PY |X(y|x)]. (27)
Another useful result is the following lower and upper bounds on the tail of PY .
Lemma 2. Let Y = P(aX + λ). Then, for every a > 0, λ ≥ 0 and y = 0, 1, . . .
1
y!
eyE[log(aX+λ)]−(aE[X]+λ) ≤ PY (y) ≤ 1
y!
yye−y ≤ 1√
2π
√
y
. (28)
Proof: See Appendix C.
Properties of the output distribution PY derived in this section will be useful in the next section where we study properties
of the conditional expectation.
6III. PROPERTIES OF THE CONDITIONAL EXPECTATION
In this section, we study the properties of the conditional expectation. Specifically, we focus on how E[X |Y = y] behaves
as a function of the channel parameters (a, λ), the channel realization y and the distribution of X . Examples of conditional
expectations for the binary distribution used in Fig. 2 are shown in Fig. 3.
0 10 20 30 40
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10
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y
E
[X
|Y
=
y
]
λ = 0
λ = 3
Fig. 3: Examples of conditional expectations for the input (PX(6), PX(16)) = (0.3, 0.7) with a = 1 and dark current values
λ = 0, 3. The circles are the actual values of E[X |Y ].
Next, we present a formula that would form bases for our analysis of the conditional mean estimator.
A. The Turing-Good-Robbins Formula
An interesting property of the conditional expectation over a Poisson noise channel is its dependence only on the marginal
distribution of Y . This identity was first demonstrated by Good in [25] and is credited to Alan Turing. Moreover, it has also
been independently derived by Robbins in [26] in the context of empirical Bayes estimation. For completeness, we derive it
next.
Lemma 3. Let Y = P(aX + λ). Then, for every a > 0 and λ ≥ 0,
E[X |Y = y] = 1
a
(y + 1)PY (y + 1)
PY (y)
− λ
a
, y = 0, 1, . . . (29)
Proof: The proof follows via the following sequence of manipulations:
E[X |Y = y] = E
[
XPY |X(y|X)
]
PY (y)
(30)
=
E
[
X 1
y!(aX + λ)
ye−(aX+λ)
]
PY (y)
(31)
=
1
a
E
[
1
y! (aX + λ)
y+1e−(aX+λ)
]
− λPY (y)
PY (y)
(32)
=
1
a
(y + 1)E
[
1
(y+1)! (aX + λ)
y+1e−(aX+λ)
]
− λPY (y)
PY (y)
(33)
=
1
a
(y + 1)PY (y + 1)− λPY (y)
PY (y)
. (34)
This completes the proof of (29).
The key advantage of the expression in (29) is that it depends only on the marginal PY . This, in turn, avoids computation of
the often complicated conditional PX|Y . The Turing-Good-Robbins (TGR) formula played an important role in the development
of empirical Bayes estimation; the interested reader is referred to [27, Chapter 6.1] for a historical account and impact of the
TGR formula. Vector versions of Lemma 3 have been proven in [19, Lemma 3] and [18, Lemma 3].
7Remark 4. It is not difficult to see that the expression in (29) can be generalized to higher order moments as follows: for
every non-negative integers k and y
E
[
(aX + λ)k|Y = y] = (y + k)!
y!
PY (y + k)
PY (y)
. (35)
This, for example, leads to the following interesting expression for the conditional variance of U = aX + λ:
V(U |Y = y) = E[U |Y = y] (E[U |Y = y + 1]− E[U |Y = y]) . (36)
We conclude this section by presenting the following lemma that relates all the conditional moments to the first conditional
moment.
Lemma 4. Let Y = P(aX + λ). Then, for every positive integer k and every non-negative integer y
E
[
(aX + λ)k|Y = y] = k−1∏
i=0
E [aX + λ|Y = y + i] . (37)
Proof: The proof follows by combining (29) and (35).
In probability theory, typically, lower order moments are controlled by higher order moments (i.e., Jensen’s inequality). The
identity in (37) is very strong and implies that all of the higher conditional moments can be recovered from the first conditional
moment. This observation will be used in Section III-D to show that the conditional expectation is unique for every input
distribution.
Remark 5. To the best of our knowledge no Gaussian counterpart of the identity in (37) has ever been presented in the past.
In fact, inspired by the result in Lemma 4 the authors of this paper have recently derived in [28] the following Gaussian analog
of the identity in (37):
E[(aV )k|YG = y] = σ2ke− 1σ2
∫
y
0
E[aV |YG=t]dt d
k
dyk
e
1
σ2
∫
y
0
E[aV |YG=t]dt, (38)
where V and YG are related through (4). Note that (38) is in the same spirit as (4) in the sense that all the higher conditional
moments can be characterized by the first conditional moment.
B. On Tweedie’s Formula, the Score Function, the Fisher Information and the Brown’s Identity
Consider a Gaussian channel given in (4) for which the classical Tweedie’s formula for the conditional expectation is given
by
aE[V |YG = y] = y + σ2 d
dy
log(fYG(y)) (39)
= y + σ2ρYG(y), (40)
where the quantity
ρYG(y) =
d
dy
log fYG(y) =
f ′YG(y)
fYG(y)
, (41)
is known as the score function and the logarithm of the pdf is known as the log-likelihood function. The identity in (40) has
been derived by Robbins in [26] where he credits Maurice Tweedie for the derivation. The version of (40) for multivariate
normal has been derived by Esposito in [29]. The identity in (40) has an advantage that it depends only on the marginal
distribution of the output; see [30] for an application example. In this section, we propose an analog of Tweedie’s formula for
the Poisson case.
Note that, in the Poisson case it is not possible to obtain the logarithmic derivative form similar to the one in (40) in view
of the fact that the output space is discrete. Nonetheless, it is interesting to observe the following forward difference property
of the logarithm of PY , which is just a restatement of the TGR formula in (29).
Corollary 1. Let Y = P(aX + λ). Then,
D
fw
1 [logPY (y)] = log (E[aX + λ|Y = y])− log(y + 1). (42)
The identity in (42) has been previously demonstrated in [31].
Although for the Poisson case, there is no Tweedie’s formula that differentiates with respect to y, using the result in Lemma 1
that translates the difference with respect to discrete points to the gradient with respect to continuous parameters a and λ,
we propose the following version of Tweedie’s formula for the Poisson noise channel. The proposed formula does have a
logarithmic derivative form.
8Theorem 3. For Y = P(aX + λ) let v = [a, λ] and define a Poisson score function as
ρPoY (y) = −v · ∇v logPY (y), (43)
its scaling and dark current components, respectively, by
ρ
Po,scale
Y (y) =
d
da
log(PY (y)) =
d
daPY (y)
PY (y)
, (44)
ρ
Po,d.c
Y (y) =
d
dλ
log(PY (y)) =
d
dλPY (y)
PY (y)
, (45)
and define discrete forward and backward score functions, respectively, by
ρ
Po,fw.d
Y (y) =
D
fw
1 [yPY (y)]
PY (y)
, (46)
ρ
Po,bw.d
Y (y) =
D
bw
1 [PY (y)]
PY (y)
. (47)
Then,
E [aX + λ|Y = y] = y + ρPoY (y), y = 1, 2, . . . (48)
Moreover,
ρPoY (y) = v ·
[
ρ
Po, scale
Y (y), ρ
Po,d.c
Y (y)
]
(49)
= v ·
[
ρ
Po, scale
Y (y),−ρPo,bw.dY (y)
]
(50)
= −ρPo,fw.dY (y). (51)
Proof: We start by re-writing the conditional expectation using the TGR formula (29)
E [aX + λ|Y = y] = y + (y + 1)PY (y + 1)− yPY (y)
PY (y)
, (52)
and work with the second term in (52). Next, to show (51) observe that by using the definition of the forward difference we
have that
(y + 1)PY (y + 1)− yPY (y)
PY (y)
= ρPo,fw.dY (y). (53)
To show (48) and (49) use the identity in (20)
(y + 1)PY (y + 1)− yPY (y)
PY (y)
= −a
d
daPY (y) + λ
d
dλPY (y)
PY (y)
(54)
= −v ·
[
ρ
Po, scale
Y (y), ρ
Po,d.c
Y (y)
]
(55)
= −v · ∇v logPY (y) (56)
= ρPoY (y). (57)
Finally, to show (50) use the identity in (21) to see that
ρ
Po,d.c
Y (y) =
PY (y − 1)− PY (y)
PY (y)
= −D
bw
1 [PY (y)]
PY (y)
. (58)
This concludes the proof.
Unlike for continuous random variables, there are several definitions of a score function for discrete random variables.
Specifically, the following definitions of score functions for a random variable W supported on non-negative integers have
been proposed in [32], [33] and [34], respectively: for w = 0, 1, 2, . . .
ρKW (w) =
PW (w − 1)− PW (w)
PW (w)
, (59)
ρKHJW (w) =
(w + 1)PW (w + 1)
E[W ]PW (w)
− 1, (60)
ρJGW (w) = wE[W ]
PW (w − 1)− PW (w)
PW (w)
− 1. (61)
9By letting U = aX + λ and E[U ] = aE[X ] + λ we observe the following relationship between score functions proposed in
Theorem 3 and score functions in (59), (60) and (61):
ρ
Po,d.c
Y (y) = ρ
K
Y (y) =
ρJGY (y) + 1
yE[U ]
, (62)
ρPoY (y) = E[U ]ρ
KHJ
Y (y) + E[U ]− y. (63)
The score function has an intimate relationship with the Fisher information. Motivated, by our gradient definition of the
score function in (43) we define the following version of the Fisher information of Y for the Poisson noise case:
JPo(Y ) = E
[(
ρPoY (Y )
)2]
. (64)
We can now show the following result between the score functin and the minimum mean squared error (MMSE) where the
latter is defined as
mmse(X |Y ) = E [(X − E[X |Y ])2] . (65)
Theorem 4. Let Y = P(aX + λ). Then, for every a > 0, λ ≥ 0
mmse(X |Y ) = aE [X ] + λ− J
Po(Y )
a2
. (66)
Proof:
mmse(X |Y ) = E [(X − E[X |Y ])2] (67)
= E
[(
X − Y + ρ
Po
Y (Y )− λ
a
)2]
(68)
= E
[(
X − Y − λ
a
)2]
− 2E
[(
X − Y − λ
a
)
ρPoY (Y )
a
]
+
1
a2
JPo(Y ) (69)
= E
[(
X − Y − λ
a
)2]
− 2E
[(
E[X |Y ]− Y − λ
a
)
ρPoY (Y )
a
]
+
1
a2
JPo(Y ) (70)
= E
[(
X − Y − λ
a
)2]
− 2 1
a2
JPo(Y ) +
1
a2
JPo(Y ) (71)
=
aE [X ] + λ
a2
− 1
a2
JPo(Y ), (72)
where (68) follows by using (48); (70) follows from the law of total expectation; (71) follows by using the identity in (48);
and (71) follows by using
E
[(
X − Y − λ
a
)2]
= E
[
V
(
Y − λ
a
| X
)]
=
1
a2
E [V (Y | X)] = 1
a2
E [aX + λ] . (73)
This concludes the proof.
Remark 6. A Gaussian analog of the identity in (66) has been shown by Brown in [35]
mmse(V |YG) = σ
2 − σ4J(YG)
a2
, (74)
where the Fisher information is given by J(YG) = E
[(
d
dy log (fYG(YG))
)2]
.
C. Analytical Properties of the Conditional Expectation
In this section, we study how the conditional expectation behaves as function of y and as a function channel parameter λ.
Theorem 5. Let Y = P(aX+λ). Then, for every fixed a > 0, λ ≥ 0 and any non-degenerateX , the mapping y → E[X |Y = y]
is strictly increasing.
Proof: To show that the expected value is strictly increasing let U = aX + λ and consider
PY (k) =
1
k!
E
[
Uke−U
]
(75)
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≤ 1
k!
√
E [Uk+1e−U ]E [Uk−1e−U ] (76)
=
1
k!
√
(k + 1)!PY (k + 1)(k − 1)!PY (k − 1) (77)
=
√
k + 1
k
PY (k + 1)PY (k − 1), (78)
where in (76) we have used the Cauchy-Schwarz inequality. Now applying the bound in (78) to the TGR formula in (29) we
have that
E[U |Y = y] = (y + 1)PY (y + 1)
PY (y)
(79)
≥ (y + 1)
y
y+1P
2
Y (y)
PY (y)PY (y − 1) (80)
=
yPY (y)
PY (y − 1) (81)
= E[U |Y = y − 1]. (82)
This shows that the conditional expectation is an increasing function of y. Moreover, if the random variable is non-degenerate,
then the Cauchy-Schwarz inequality is strict, and the conditional expectation is strictly increasing in y.
From Fig. 3 and Fig. 5 we observe that the conditional expectation with a large dark current dominates the conditional
expectation with a lower dark current. This observation holds in general and is formally shown next.
Theorem 6. Let Yλ = P(aX + λ) and U = aX + λ. Then, for every a > 0, λ > 0
d
dλ
E [X |Yλ = y] = −yaV(X |Yλ = y − 1), y = 0, 1, . . . (83)
where V(X |Yλ = −1) = 0. Moreover, for any positive integer k
d
dλ
E[Uk|Yλ = y] =
{
kE[Uk−1|Yλ = 0] y = 0
(y+k)E[Uk−1|Yλ=y]E[U|Yλ=y−1]−yE[U
k|Yλ=y]
E[U|Yλ=y−1]
y ≥ 1 . (84)
Proof: Fix some y. Then,
a
y + 1
d
dλ
E [X |Yλ = y] = d
dλ
(
PYλ(y + 1)
PYλ(y)
− λ
y + 1
)
(85)
=
PYλ(y)
d
dλPYλ(y + 1)− PYλ(y + 1) ddλPYλ(y)
(PYλ(y))
2
− 1
y + 1
(86)
=
(
1− PYλ(y + 1)PYλ(y − 1)
(PYλ(y))
2
)
− 1
y + 1
, (87)
where (87) follows from using the identity in (21).
Now, for y = 0 the identity in (87) is equal to zero. For y ≥ 1, applying the identity in (36) to (87) we have that
a
y + 1
d
dλ
E [X |Yλ = y] = y
y + 1
(
1− E[U |Yλ = y]
E[U |Yλ = y − 1]
)
(88)
= − y
y + 1
V(U |Yλ = y − 1) (89)
= − y
y + 1
a2V(X |Yλ = y − 1). (90)
The proof for the higher moments in (84) follows identically by using (35) to observe that
y!
(y + k)!
d
dλ
E[Uk|Yλ = y] = d
dλ
PYλ(y + k)
PYλ(y)
, (91)
and then applying the derivative expression in (21) together with the TGR formula in (29). This concludes the proof.
As a consequence of Theorem 6 we have the following corollary.
Corollary 2. Let Yλ = P(aX + λ) where X is a non-degenerate random variable. Then, for a fixed y ≥ 1, the mapping
λ→ E [X |Yλ = y] is strictly decreasing. Moreover,
lim
λ→∞
E [X |Yλ = y] = E[X |Yκ = 0], y = 0, 1, . . . (92)
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where κ ≥ 0 can be arbitrary.
Proof: The fact that λ→ E [X |Yλ = y] is strictly decreasing for y ≥ 1 follows from (83) by using the fact that variance
of a non-degenerate random variable is positive.
The proof of (92) proceeds as follows:
lim
λ→∞
E[X |Yλ = y] = lim
λ→∞
E
[
X(aX + λ)ye−(aX+λ)
]
E
[
(aX + λ)ye−(aX+λ)
] (93)
= lim
λ→∞
E
[
X
(
aX
λ
+ 1
)y
e−aX
]
E
[(
aX
λ
+ 1
)y
e−aX
] (94)
=
E
[
Xe−aX
]
E [e−aX ]
(95)
= E[X |Y0 = 0] (96)
= E[X |Yκ = 0], (97)
where the exchange of the limit and expectation in (94) follows by using the dominated convergence theorem with the following
bound that holds for λ > 1:
X
(
aX
λ
+ 1
)y
e−aX ≤ (y + 1)y+1e−y, (98)
the proof of the above bound follows along the same lines as that of (28); and κ ≥ 0 in (97) can be taken arbitrary since the
conditional expectation at y = 0 does not depend on the dark current parameter. This concludes the proof.
An interesting consequence of combining the derivative expression in (83) and the limit in (92) is the following integral
representation of the conditional expectation:
E[X |Yλ = y] = E[X |Yλ = 0] + ya
∫ ∞
λ
V(X |Yt = y − 1)dt. (99)
Remark 7. For the Gaussian noise channel in (4) the analog of the identity in (83) is the following formula shown in [36]:
σ2
d
dy
E[V |YG = y] = V(V |YG = y). (100)
Moreover, the Gaussian analog of the identity in (84) is
σ2
d
dy
E[V n−1|YG = y] = E[V n|YG = y]− E[V n−1|YG = y]E[V |YG = y], (101)
shown in [37]. These two observations further support the view that the differentiation with respect to a and λ with respect to
a Poisson channel is the analog of differentiation with respect to y for the Gaussian channel.
We conclude this section by using the monotonicity of conditional expectation to show an inequality that has the flavor of
reverse Jensen’s inequality.
Lemma 5. Let Y = P(X). Then, for every positive integer k and non-negative integer y
E[X |Y = y] ≤ E 1k [Xk|Y = y] ≤ E [X |Y = y + k − 1] . (102)
Proof: Using the monotonicity of the conditional expectation observe the following inequalities:
(E [X |Y = y])k ≤
k−1∏
i=0
E[X |Y = y + i] ≤ (E[X |Y = y + k − 1])k . (103)
The proof is now concluded by using the identity in (37) .
Observe that the first inequality in (102) could have been shown by using Jensen’s inequality.
D. Uniqueness of the Conditional Expectation with Respect to the Input Distribution
In this section, we are interested in whether the knowledge of E[U |Y = y] for all y uniquely determines the input distribution
PU .
We begin by showing an auxiliary result about the conditional distribution, which is of independent interest, that will be
used to show the uniqueness of the conditional expectation with respect to the input distribution.
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Theorem 7. Fix some non-negative integer y and let Uy be distributed according to PU|Y=y where Y = P(U). Denote by
{mk}∞k=1 the sequence of integer moments of Uy (i.e., mk = E[Uky ]).
Then, the distribution of Uy is uniquely determined by the sequence {mk}∞k=1.
Proof: Clearly, we have that mk < ∞ for all k > 1, which follows from the inequality in Lemma 5. In the rest of the
proof, we seek to determine whether the moments of Uy are unique. Since Uy ≥ 0, this is a classical Stieltjes moment problem
[38]. The following sufficient condition for the uniqueness of moments was given by Carleman: the moments of Uy are unique
if
∞∑
k=1
(
E[Uky ]
)− 1
2k =∞. (104)
Next, using the upper bound in (28) observe the following inequality:
E[Uky ] =
(y + k)!
y!
PY (y + k)
PY (y)
. (105)
≤ (y + k)!
y!
1
(y+k)! (y + k)
y+ke−(y+k)
PY (y)
(106)
= cy(y + k)
y+ke−k, (107)
where in the last step we have defined
cy =
e−y
y!PY (y)
. (108)
Now, applying the bound in (107) to the summation in (104)
∞∑
k=1
(
E[Uky ]
)− 1
2k ≥ e 12
∞∑
k=1
1
c
1
2k
y (y + k)
1
2k
, (109)
since y and cy are fixed the above sum diverges by the comparison test. Therefore, the Carleman condition in (104) is satisfied
and the moments determine the distribution. This concludes the proof.
Remark 8. To the best of our knowledge, no Gaussian analog of Theorem 7 has ever been presented. Nonetheless, for the
Gaussian noise case, a version of Theorem 7 can be shown by using [39, Proposition 6], where it was shown that PV |YG=y is
sub-Gaussian for every fixed y regardless of the distribution of the input V , together with Carleman’s conditions for real-valued
random variables. We note, however, that in general for the Poisson case the conditional distribution PU|Y does not enjoy the
sub-Gaussianity property. To see this, recall that sub-Gaussian random variables have moments that grow at a rate of at most
Ck
√
k! for some fixed constant C > 0 [40]. Now, consider U ∼ Gam(1, 1) in which case PU|Y=y = Gam(2, 1 + y) and the
moments of U |Y = y are given by
mk =
(y + k)!
2ky!
. (110)
This, however, for every fixed y, growth faster than Ck
√
k! and PU|Y=y is not sub-Gaussian.
The next result establishes the uniqueness of the conditional expectation.
Theorem 8. Let Y1 = P(U1) and Y2 = P(U2). Then, the conditional expectation is a bijective operator of the input
distribution, that is
E[U1|Y1 = y] = E[U2|Y2 = y], ∀y ⇐⇒ PU1 = PU2 . (111)
Proof: Suppose that PU1 = PU2 , then it is immediate that
E[U1|Y1 = y] = E[U2|Y2 = y], ∀y. (112)
Therefore, it remains to show the other direction.
Next suppose that E[U1|Y1 = y] = E[U2|Y2 = y], ∀y. Then, using the identity in (37) we have that for all integers k ≥ 1
E[Uk1 |Y1 = y] = E[Uk2 |Y2 = y], ∀y. (113)
Using Theorem 7, the expression in (113) implies that
PU1|Y1=y = PU2|Y2=y, ∀y. (114)
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Now the equality in (114) implies that PU1 = PU2 . To see this choose some measurable set A ⊂ R and observe that
PU1(A) = E[1A(U1)] (115)
= E [E [1A(U1)|Y1]] (116)
= E [E [1A(U2)|Y2]] (117)
= PU2(A). (118)
This concludes the proof.
Remark 9. For the Gaussian noise channel, the uniqueness of the conditional expectation has been established in [41,
Appendix B]. We note, however, that our proof and the proof in [41] are very different. Moreover, to the best of our knowledge,
there is no single unifying approach for demonstrating uniqueness results for the conditional expectation with respect to the
input distribution.
There are several interesting consequences of Theorem 8:
• (Strict Concavity of the Minimum Means Square Error (MMSE)). Consider Y = P(aX + λ) for some X and the
corresponding MMSE of estimating X from Y
mmse(X |Y ) = E [(X − E[X |Y ])2] . (119)
The uniqueness of the conditional expectation implies that PX → mmse(X |Y ) is a strictly concave mapping. This follows
by applying [41, Theorem 1] where it was established that the MMSE is strictly concave provided that the conditional
expectation uniquely determines the input distribution;
• (Least Favorable Distributions). A distribution PX is said to be least favorable with respect to the MMSE and some parameter
space Ω if
PX ∈ arg max
PX :X∈Ω
mmse(X |Y ). (120)
The uniqueness of the conditional expectation, which implies that the objective function in (120) is strictly convex, guarantees
that the least favorable prior distribution is unique. Moreover, this also implies uniqueness of the minimax estimator of a
deterministic parameter θ ∈ Ω of the risk
R(θ, θˆ) = E
[(
θ − θˆ(Y )
)2]
, where Y = P(aθ + λ). (121)
The interested reader is also referred to [42] where conditions for the least favorable prior to be binary have been shown;
• (Empirical Bayes). Consider independent and identical sequence (i.i.d.) of input random variables {Xi} and a corresponding
output sequence {Yi} where Yi = P(Xi). Now consider the expression for the TGR formula given by
E[X |Y = y] = (y + 1)PY (y + 1)
PY (y)
. (122)
Because the conditional estimator in the TGR formula depends only on the marginal of the output Y , from the Yi observations
we can build an empirical distribution PˆY and construct an empirical version of the conditional expectation
Ê[X |Y = y] = (y + 1)P̂Y (y + 1)
P̂Y (y)
. (123)
In other words, we are able to approximate the optimal estimator without the knowledge of the prior distribution on X .
This remarkable procedure was first developed by Robbins in [26]. The uniqueness result of Theorem 8 implies that the
empirical Bayes procedure is not only producing an estimate of the conditional expectation but is also (for free!) producing
an estimate of the distribution of X . Therefore, it will be interesting to characterize the exact inverse transform relationship
between PX and E[X |Y = y]; and
• (Uniqueness of the Ratio of Derivatives of the Laplace Transform). Another interesting byproduct of Theorem 8 is that the
sequence of ratios of derivatives of the Laplace transform evaluated at one, that is
L(k+1)U (1)
L(k)U (1)
, k = 0, 1, . . . , (124)
completely determines the distribution PU . To see that sequence in (124) completly determines PU use (12) together with
(29).
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E. Bounds on the Conditional Expectation
The next result shows that the conditional expectation cannot have an arbitrary rate of growth as a function of y. Moreover,
it shows that the conditional expectation cannot be superlinear.
Theorem 9. Let Y = P(U). Then,3 for every U
E[U |Y = y] = O(y). (125)
Proof:
Suppose that E[U |Y = y] is super-linear. That is, suppose that there exists some function f and a subsequence {ynk} such
that
lim
k→∞
f(ynk) =∞. (126)
and
lim
k→∞
E[U |Y = ynk ] = lim
k→∞
ynkf(ynk). (127)
Using identity in (29) the limit in (127) implies that
lim
k→∞
(ynk + 1)PY (ynk + 1)
PY (ynk)ynkf(ynk)
= lim
k→∞
PY (ynk + 1)
PY (ynk)f(ynk)
= 1. (128)
Then, by the definition of a limit there exists some k0 such that for all k ≥ k0
PY (ynk + 1)
PY (ynk)f(ynk)
≥ 1
2
. (129)
Moreover, using assumption in (126) there exists some k1 such that for all k ≥ k1
f(ynk) ≥ 26. (130)
Next let N = max(k0, k1). Using induction, the inequalities in (129) and (130) imply that for every m ≥ 1
PY (ynN+m) ≥ PY (ynN )
(
1
2
f(ynN )
)m
≥ PY (ynN )13m. (131)
Now observe that there exists some m such that the left side of (131) is greater than one, which violates the property that
PY (ynN+m) ≤ 1. Therefore, we have reached a contradiction, and f(y) must be bounded on {ynk}. This concludes the proof.
In Section IV-A, it will be shown that the bound in (125) can be attained.
Remark 10. Upper bounds on the conditional expectation for the Gaussian noise channel have been previously reported in
[41, Lemma 4] and [43, Proposition 1.2] where it was demonstrated that |E [V |YG = y] | = O(|y|).
Regrettably the bound in Theorem 9 is not explicit and is only asymptotic. The next theorem provides an explicit, but
asymptotically loose, upper bound.
Theorem 10. Let Y = P(U). Then, for every non-negative integer y
E[U |Y = y]
2
≤ (y + 1) log(y + 1)− yE[log(U)] + E[U ] + 1
2e
+ 1. (132)
Proof: See Appendix D.
Fig. 4 compares a bound in to E[U |Y = y] where U is according to a Gamma distribution.
IV. LINEAR ESTIMATION AND THE CONDITIONAL EXPECTATION
In this section, we study the properties of linear estimators. More specifically, our interest lies in various questions of
optimality of linear estimators such as:
1) Under what input distributions are linear estimators optimal for squared error loss and Bregman divergence loss? Since the
conditional expectation is an optimal estimator for the aforementioned loss functions, this is equivalent to asking when is
the conditional expectation a linear function of y; and
2) If the linear estimators are approximately optimal, can we say something about the input distribution? In other words, we
are looking for a quantitative refinement of 1).
3For two non-negative functions f and g over R, we say that f(x) = O(g(x)) if and only if lim supx→∞
f(x)
g(x)
<∞.
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Fig. 4: Comparison of the bound in (132) (clear circles) to E[U |Y = y] (filled circles) where U ∼ Gam(0.3, 1.4).
A. When is the Conditional Expectation Linear?
Linear estimators are important in estimation theory due to the simplicity of their implementation and analysis. In the
Gaussian noise case linear estimators are induced by the Gaussian input. In Poisson noise the same role is played by the
gamma distribution.
The next result provides sufficient and necessary conditions on the distribution of X and parameters of the Poisson
transformation (a, λ) that guarantee the linearity of E[X |Y ].
Theorem 11. Let Y = P(aX + λ). Then,
E[X |Y = y] = b1y + b2, ∀y = 0, 1, . . . (133)
if and only if the following two conditions hold:
• λ = 0; and
• X ∼ Gam
(
1−ab1
b1
, b2
b1
)
for any 0 < b1 <
1
a
and b2 > 0.
Proof: See Appendix E.
One of the ramifications of Theorem 11 is that E[X |Y ] is linear only if λ = 0. In other words, in the presence of dark
current, somewhat disappointingly, linear estimators are not optimal for a large class of loss functions.
The existence of an input distribution that results in linear estimators plays an important role in estimation theory. For
example, to provide performance guarantees minimum mean squared error is often upper bounded by analyzing a sub-optimal
linear estimator. Hence, the existence of input distributions with linear conditional expectations shows that such bounds can
be attained.
Remark 11. For λ = 0, Theorem 11 could have been derived by using the fact that the gamma distribution is a conjugate
prior distribution of the Poisson distribution [44]. This implies that for Y = P(aX) if X ∼ Gam(α, θ), then aX |Y = y ∼
Gam
(
α
a
+ 1, θ + y
)
.
Furthermore, the fact that the posterior distribution is gamma allows to show that the conditional variance of X given Y is
also linear and is given by
V(X |Y = y) = θ + y
(α + a)2
. (134)
In contrast, for the Gaussian noise channel in (4) the linear estimator is obtained if and only if the input is Gaussian (Gaussian is
also a conjugate prior of Gaussian), but the conditional variance is constant and independent of the observation y. Specifically,
for VG ∼ N (0, 1) related to YG through (4)
V(VG|YG = y) = σ
2
1 + σ2
, ∀y ∈ R. (135)
To present an illustrative example of the effect of dark current on the conditional expectation we compute the conditional
expectation for λ ≥ 0 of an input according to the exponential distribution, which is the gamma distribution with a unit shape
parameter.
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Lemma 6. Let Y = P(aX+λ) and take X to be an exponential random variable of rate α. Then, for every a > 0 and λ ≥ 0
PY (0) =
αe−λ
α+ a
, (136a)
PY (k) =
Γ(k + 1, λ)
Γ(k + 1)
− Γ(k, λ)
Γ(k)
+
e
α
a
λ(
1 + α
a
)k
(
Γ
(
k, λ
(
α
a
+ 1
))
Γ (k)
− Γ
(
k + 1, λ
(
α
a
+ 1
))
Γ (k + 1)
(
1 + α
a
) ) , (136b)
where the Γ(·, ·) is the upper incomplete gamma function.
Proof: The proof follows via tedious but otherwise elementary integration.
By using the expression of the output distribution in Lemma 6 and the TGR formula in (29), Fig. 5 shows examples of
conditional mean estimators for various values of the dark current parameter λ. Observe that in Fig. 5 the estimator is linear
for λ = 0 and non-linear for λ > 0.
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Fig. 5: Examples of conditional expectations for X distributed according to an exponential distribution with rate parameter
α = 3.
B. Quantitative Refinement of the Linearity Condition in Theorem 11
In this section, we refine the statement of Theorem 11. Specifically, we show that if the conditional expectation is close to
a linear function in a mean squared error sense then the input distribution must be close in the Lévy metric to the gamma
distribution where the Lévy metric is defined next.
Definition 2. Let P and Q be two cumulative distribution functions. Then, the Lévy metric between P and Q is defined as
L(P,Q) = inf {h ≥ 0 : Q(x− h)− h ≤ P (x) ≤ Q(x+ h) + h, ∀x ∈ R} . (137)
An important property of the Lévy metric is that convergence of distributions in the Lévy metric is equivalent to weak
convergence of distributions as defined in Definition 1 [45].
Theorem 12. Let Y = P(U) where U ∼ PU and suppose that
E
[
|E[U |Y ]− (c1Y + c2)|2
]
≤ ǫ, (138)
for some 0 < c1 < 1 and c2 > 0. Then, for Uγ ∼ Gam
(
1−c1
c1
, c2
c1
)
sup
s≥0
∣∣∣∣φU (s)− φUγ (s)s
∣∣∣∣ ≤ √ǫ1− c1 , (139)
where φU (s) and φUγ (s) are characteristic functions of U and Uγ , respectively. Consequently,
L
2
(
PU ,Gam
(
1−c1
c1
, c2
c1
))
2
≤
√
ǫ
1− c1 . (140)
Proof: See Appendix F.
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Remark 12. The proof of Theorem 12 is inspired by the Gaussian analog shown in [46, Lemma 4].
To see how tight the bounds in Theorem 12 are consider a case where U ∼ Gam (α1, θ1) and parametrize Uγ ∼ Gam (α2, θ2)
where α2 =
1−c1
c1
and θ2 =
c2
c1
. If we set the channel parameter a = 1, this choice of U results in
E[U |Y = y] = 1
1 + α1
y +
θ1
α1
= b1y + b2. (141)
Moreover, the mean squared difference in (138) between the estimators is given by
E
[
|E[U |Y ]− (c1Y + c2)|2
]
= E
[
|b1Y + b2 − (c1Y + c2)|2
]
= d21
(
θ1(α1 + 1) + θ
2
1
α21
)
+ 2d1d2
θ1
α1
+ d22, (142)
where d1 = b1−c1 = 11+α1 − 11+α2 is the difference in slopes and d2 = b2−c2 = θ11+α1 − θ21+α2 is the difference in y-intercepts.
Using (142), Fig. 6 compares the left side and the right side of the bound in (139) by varying α1.
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Fig. 6: Comparison of the left side (dashed) and right side (solid) of the bound in (140) for various values of α1 where α2 = 2
and θ1 = θ2 = 1.
V. CONCLUSION AND OUTLOOK
This work has focused on studying properties of the conditional mean estimator of a random variable in Poisson noise.
Specific emphasis was given on how the conditional expectation behaves as a function of scaling parameter a and dark current
parameter λ and a function of the input distribution (prior distribution).
With respect to the channel parameters (a, λ), several identities in terms of derivative have been established. These derivative
identities are also used to show that conditional expectation is a monotone function of both the dark current parameter λ and
the channel observation y. Another such identity proposes a notion of a score function of the output pmf where the gradient
is taken with respect to the channel parameters (a, λ) (note that derivatives with respect to the output space are not defined in
the Poisson case), and shows that this score function has a natural connection to the conditional expectation via a Tweedie-like
formula. In fact, by contrasting with a Gaussian case, it is argued that differentiating with respect to the channel parameters
(a, λ) is a natural substitute for differentiation with respect to the output space as the latter cannot be performed in view of
discreteness of the output space. Moreover, in the processes of cataloging Poisson identities that have Gaussian counterparts,
new identities for higher moments were found for the Gaussian noise case. We refer the reader to Table I for the summary of
all the identities and their Gaussian counterparts.
With respect to the input distribution, it is shown that the conditional expectation uniquely determines the input distribution
(i.e., conditional expectation is a bijective operator of the input distribution). Several consequences of the uniqueness are
discussed to topics such as uniqueness of least favorable distributions and the uniqueness of minimax estimators. Moreover, it
is shown that the conditional mean estimator is linear function if and only if the dark current parameter is zero and the input
distribution is a gamma distribution. Furthermore, a quantitative refinement of the equality condition was given by showing
that if the conditional expectation is close to a linear function in L2 distance, then the input distribution must be close to the
gamma distribution in the Lévy metric.
We conclude the paper by mentioning a few interesting future directions:
• It would be interesting to see to what extent the results of this paper can be generalized to the vector Poisson model. On the
one hand, results such as Lemma 4, Theorem 6 and Theorem 9 appear to have immediate extensions. On the other hand,
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TABLE I: Summary of identities and results.
Identity Poisson Channel Y = P(aX + λ) Gaussian Channel YG = aV +N, N ∼ N (0, σ
2)
Natural Transform and the
Output Distribution
Laplace (see Theorem 1) Weierstrass (see Remark 1)
Derivative & Difference
d
da
PY |X(y|x) = x
d
dλ
PY |X(y|x)
= x
(
PY |X(y − 1|x)− PY |X(y|x)
) (see Lemma 1) d
da
fYG|V (y|v) = −
v
σ2
d
dy
fYG|V (y|v) (see Remark 2)
Conditional Expectation
& Output Distribution
E[X|Y = y] = 1
a
(y+1)PY (y+1)
PY (y)
− λ
a
(see Lemma 3) aE[V |YG = y] = y + σ
2
f ′YG
(y)
fYG
(y)
(see (40))
Higher Conditional Mo-
ments
E
[
(aX + λ)k|Y = y
]
=
∏k−1
i=0 E [aX + λ|Y = y + i]
(see Lemma 4)
E[(aV )k |YG = y]
= σ2ke
− 1
σ2
∫ y
0
E[aV |YG=t]dt dk
dyk
e
1
σ2
∫ y
0
E[aV |YG=t]dt
(see Remark 5)
MMSE and Fisher Infor-
mation
mmse(X|Y ) = aE[X]+λ−J
Po(Y )
a2
(see Theorem 4) mmse(X|YG) =
σ2−σ4J(YG)
a2
(see Remark 6)
Conditional Expectation
& Conditional Variance
d
dλ
E [X|Yλ = y] = −yaV(X|Yλ = y − 1) (see Theo-
rem 6)
σ2 d
dy
E[aV |YG = y] = V(aV |YG = y) (see Remark 7)
Uniqueness of the Condi-
tional Expectation
(see Theorem 8) (see Remark 9)
Bounds on the Condi-
tional Expectation
E[U |Y = y] = O(y) (see Theorem 9) |E [V |YG = y] | = O(|y|) (see Remark 10)
Linearity of the Condi-
tional Expectation
iff X is according to Gamma and λ = 0 (see Theorem 11) iif V is according to Gaussian
Stability of Linear Estima-
tors
(see Theorem 12) (see Remark 12)
results in Theorem 1 and Theorem 12 might require more work. The interested reader is referred to [47] for preliminary
work on these extensions.
• Building on the uniqueness property of the conditional expectation it is likely possible to show that the Bayesian risk defined
through the Bregman diverge natural for the Poisson channel [6], that is
R = E [ℓP(X ;E[X |Y ])] , (143)
where ℓP(u; v) = u log
u
v
− (u − v), v, u ≥ 0, (144)
is a strictly concave function in the input distribution. This together with the identities in [14], [15], [18], where it was
shown that the mutual information between the input X and the output Y = P(X) can be written as an integral of (143),
would also imply that the mutual information is a strictly concave function of the input distribution; and
• It would be interesting to understand how the optimal risk in (143) compares to the linear risk, that is
RL = E [ℓP(X ; c1Y + c2)] , (145)
where c1 and c2 are some constants. Specifically, it will be interesting to study the following limits:
lim
a→∞
R
RL
, (146)
lim
a→0
R
RL
, (147)
lim
λ→∞
R
RL
, (148)
the limit in (146) focuses on the optimality of linear estimators in a low noise regime (similar study for the Gaussian noise
was undertaken in [48]), and the limits in (147) and (148) focus on the optimality of the linear estimator in a low signal
regime (similar study for the Gaussian noise was undertake in [39]).
APPENDIX A
PROOF OF THEOREM 1
Let U = aX + λ. Then, using the definition of Laplace transform the output distribution can be written as
PY (y;PX) =
1
y!
E
[
Uye−U
]
(149)
=
(−1)y
y!
L(y)U (t)
∣∣∣
t=1
. (150)
Next, using the scaling and shifting properties of the Laplace transform we have that
L(y)U (t)
∣∣∣
t=1
= L(y)aX+λ(t)
∣∣∣
t=1
(151)
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=
dy
dty
LX(at)e−tλ
∣∣∣
t=1
(152)
=
y∑
i=0
(
y
i
)
ay−iL(y−i)X (at)(−λ)ie−λt
∣∣∣
t=1
(153)
=
y∑
i=0
(
y
i
)
ay−iL(y−i)X (a)(−λ)ie−λ, (154)
where in (153) we have used generalized product rule. This concludes the proof of (10).
To show (11) observe that
E
[
Uye−U
]
= (−1)y d
y
dty
LU (t)
∣∣∣
t=1
. (155)
Therefore, we can write LU (t) as a Taylor series around t = 1 as follows:
LU (t) =
∞∑
y=0
1
y!
dy
dty
LU (u)|u=1(t− 1)y (156)
=
∞∑
y=0
(−1)yPY (y;PX)(t− 1)y, (157)
where in the last step we have used (150). Therefore, it remains to find the region of convergence of (157). Next, by the root
test for the convergence of power series we have that
r = lim sup
k→∞
|PY (k;PX)|
1
k ≤ 1, (158)
where in the last step we have used that PY ( · ;PX) ≤ 1. From (158) we have that the series in (157) converges on the interval
|t− 1| < 1. This concludes the proof.
APPENDIX B
PROOF OF LEMMA 1
In what follows we use the convention that PY |X(−1|x) = PY (−1) = 0. Proof of the expression in (19) follows by
inspection.
To show (20) observe that
a
d
da
PY (y) = yE
[
aX
(aX + λ)y−1
y!
e−(aX+λ)
]
− E
[
aX
(aX + λ)y
y!
e−(aX+λ)
]
(159)
= yE
[
(aX + λ)y
y!
e−(aX+λ)
]
− λyE
[
(aX + λ)y−1
y!
e−(aX+λ)
]
− E
[
(aX + λ)y+1
y!
e−(aX+λ)
]
+ λE
[
(aX + λ)y
y!
e−(aX+λ)
]
(160)
= yPY (y)− (y + 1)PY (y + 1) + λ (PY (y)− PY (y − 1)) , (161)
the exchange of differentiation and expectation in (159) follows from a simple application of the dominated convergence
theorem.
Next, we find the derivative with respect to λ
d
dλ
PY (y) = −E
[
(aX + λ)y
y!
e−(aX+λ)
]
+ yE
[
(aX + λ)y−1
y!
e−(aX+λ)
]
(162)
= −PY (y) + PY (y − 1). (163)
Finally, combining (161) and (163) concludes the proof.
APPENDIX C
PROOF OF LEMMA 2
The first upper bound in (28) follows by observing that the maximum of the function x→ (ax+λ)ye−(ax+λ) occurs when
x = y−λ
a
. Therefore,
PY (y) = E
[
PY |X(y|X)
]
≤ 1
y!
yye−y (164)
20
≤ 1√
2π
√
y
. (165)
The second bound in (165) follows by using Stirling’s lower bound y! ≥ √2πyy+ 12 e−y .
We now show the lower bound in (28). Let U = aX + λ. Then,
PY (y) =
1
y!
E
[
Uye−U
]
(166)
=
1
y!
E
[
ey log(U)−U
]
(167)
≥ 1
y!
eyE[log(U)]−E[U ], (168)
where in the last step we applied Jensen’s inequality. This concludes the proof of the lower bound in (165).
APPENDIX D
PROOF OF THEOREM 10
Choose some A > 0 and observe that
E
[
U
PY |U (y|U)
PY (y)
]
= E
[
U
PY |U (y|U)
PY (y)
1{UPY |U (y|U)≤APY (y)}
]
+ E
[
U
PY |U (y|U)
PY (y)
1{UPY |U (y|U)>APY (y)}
]
≤ A+ E
[
U
PY |U (y|U)
PY (y)
1{UPY |U (y|U)>APY (y)}
]
. (169)
Now note that the set in (169) can be re-written as follows:{
x : xPY |U (y|x) > APY (y)
}
=
{
x :
xy+1e−x
y!
> APY (y)
}
(170)
= {x : gl(y) ≤ x ≤ gu(y)} , (171)
where
gu(y) = −(y + 1)W−1
(
− (APY (y)y!)
1
y+1
y + 1
)
, (172)
gl(y) = −(y + 1)W0
(
− (APY (y)y!)
1
y+1
y + 1
)
, (173)
and where Wk(·) is a Lambert W-function. Moreover, the functions in (172) and (173) are real-valued provided that
A ≤ 1
PY (y)y!
(
y + 1
e
)y+1
. (174)
By combining (171) with (169) we have that
E[U |Y = y] ≤ A+ gu(y) (175)
= A− (y + 1)W−1
(
− (APY (y)y!)
1
y+1
y + 1
)
. (176)
Next, we use the following bound on W−1 shown in [49]: for x ∈ [0, e−1]
−W−1(−x) ≤
√
2 log
(
1
x
)
− 1 + log
(
1
x
)
(177)
≤ 2 log
(
1
x
)
. (178)
Collecting the bounds in (176) and (178) we arrive at the following bound:
E[U |Y = y] ≤ A+ 2(y + 1) log
(
y + 1
(APY (y)y!)
1
y+1
)
. (179)
21
Finally, by using the upper bound in (28), it is not difficult to check that a choice of A = e−1 satisfies (174), and we arrive at
E[U |Y = y]
2
≤ 1
2e
+ 1 + log
(
1
PY (y)y!
)
+ (y + 1) log(y + 1) (180)
≤ 1
2e
+ 1 + log
(
1
eyE[log(U)]−E[U ]
)
+ (y + 1) log(y + 1) (181)
=
1
2e
+ 1− yE[log(U)] + E[U ] + (y + 1) log(y + 1), (182)
where the inequality in (181) follows by applying the lower bound in (28). This concludes the proof.
APPENDIX E
PROOF OF THEOREM 11
We begin the proof with the following lemma that will be useful for other purposes.
Lemma 7. Let Y = P(U). Then, for any t > 0
E
[
(U − (c1Y + c2)) e−tY
]
= − (c1(s− 1) + 1)L′U (s)− c2LU (s), (183)
where s = 1− e−t.
Proof: To compute (183) we have to compute the following terms:
E
[
Ue−tY
]
, E
[
Y e−tY
]
, and E
[
e−tY
]
. (184)
Now we rewrite each term in (184) in terms of U only. To that end let
v(t) = e−t − 1 = −s, (185)
in which case e−t = 1− s and v′(t) = s− 1.
Now recall that the Laplace transform or a Poisson random variable W with parameter β is given by
E
[
e−tW
]
= eβv(t), (186)
Now
E
[
e−tY
]
= E
[
E
[
e−tY |U]] (187)
= E
[
eUv(t)
]
(188)
= LU (s), (189)
where we used the fact that Y given U = u has a Poisson distribution with a parameter u and the Laplace transform of a
Poisson random variable in (186). Moreover, using similar steps
E
[
Ue−tY
]
= E
[
UE
[
e−tY |U]] (190)
= E
[
UeUv(t)
]
(191)
= E
[
Ue−sU
]
(192)
= −L′U (s). (193)
Finally,
E
[
Y e−tY
]
= − d
dt
E
[
e−tY
]
(194)
= − d
dt
E
[
eUv(t)
]
(195)
= −E
[
eUv(t)Uv′(t)
]
(196)
= (s− 1)L′U (s), (197)
where in (194) we have used (189). Now combining (184), (189), (193) and (197) concludes the proof.
Let U = aX + λ and suppose that E[X |Y ] = b1Y + b2 for some b1 and b2. Then, from (29) we have that
E[U |Y = y] = c1y + c2, (198)
22
with
c1 = ab1, (199)
c2 = ab2 + λ. (200)
Then, by the orthogonality principle
0 = E
[
(U − (c1Y + c2)) e−tY
]
, (201)
which in view of (183) is equivalent to
−L′U (s) = c1(s− 1)L′U (s) + c2LU (s). (202)
Therefore, the final differential equation is given by
− (c1s− c1 + 1)L′U (s) = c2LU (s), (203)
where the boundary condition is given by
LU (0) = 1. (204)
The solution to this first-oder linear ordinary differential equation is unique and is given by
LU (s) = 1(
1 + c11−c1 s
) c2
c1
. (205)
The function in (205) is the Laplace transform of U ∼ Gam
(
1−c1
c1
, c2
c1
)
.
Next, observe that λ = 0. This follows from the definition of U = aX + λ and the assumption that X ≥ 0. Since U is
distributed according to a gamma distribution, a strictly positive λ would violated the fact that X is a non-negative random
variable.
Therefore, using (199) and (200) we have that aX = U ∼ Gam
(
1−ab1
ab1
, b2
b1
)
and X ∼ Gam
(
1−ab1
b1
, b2
ab1
)
. This concludes
the proof.
APPENDIX F
PROOF OF THEOREM 12
The following bounds on the difference of two characteristic function will be useful.
Lemma 8. Let φU be characteristic function of some non-negative random variable U . Then, for any α, θ > 0 and τ > 0
1
τ
∣∣∣∣∣φU (τ) −
(
1− iτ
α
)−θ∣∣∣∣∣ ≤ supt∈[0,τ ]
∣∣∣∣( t+ iαα
)
φ′U (t) +
θ
α
φU (t)
∣∣∣∣ . (206)
Proof: First observe that
φU (τ)
(
1− iτ
α
)θ
− 1 =
∫ τ
0
(
1− it
α
)θ
φ′U (t)−
iθ
α
(
1− it
α
)θ−1
φU (t)dt (207)
= −
∫ τ
0
i
(
1− it
α
)θ−1((
t+ iα
α
)
φ′U (t) +
θ
α
φU (t)
)
dt. (208)
Next, using the integral representation in (208) and modulus inequality, we have the following bound:∣∣∣∣∣φU (τ)
(
1− iτ
α
)θ
− 1
∣∣∣∣∣ ≤
∫ τ
0
∣∣∣∣∣
(
1− it
α
)θ−1∣∣∣∣∣
∣∣∣∣( t+ iαα
)
φ′U (t) +
θ
α
φU (t)
∣∣∣∣ dt (209)
=
∫ τ
0
(
1 +
t2
α2
) θ−1
2
∣∣∣∣( t+ iαα
)
φ′U (t) +
θ
α
φU (t)
∣∣∣∣ dt (210)
≤ sup
t∈[0,τ ]
∣∣∣∣( t+ iαα
)
φ′U (t) +
θ
α
φU (t)
∣∣∣∣ ∫ τ
0
(
1 +
t2
α2
) θ−1
2
dt. (211)
To conclude the proof observe that the difference between characteristic functions is given by∣∣∣∣∣φU (τ) −
(
1− iτ
α
)−θ∣∣∣∣∣ =
∣∣∣∣∣
(
1− iτ
α
)−θ∣∣∣∣∣
∣∣∣∣∣φU (τ)
(
1− iτ
α
)θ
− 1
∣∣∣∣∣ (212)
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=
(
1 +
τ2
α2
)− θ
2
∣∣∣∣∣φU (τ)
(
1− iτ
α
)θ
− 1
∣∣∣∣∣ (213)
≤ sup
t∈[0,τ ]
∣∣∣∣( t+ iαα
)
φ′U (t) +
θ
α
φU (t)
∣∣∣∣
∫ τ
0
(
1 + t
2
α2
) θ−1
2
dt(
1 + τ
2
α2
) θ
2
(214)
≤ sup
t∈[0,τ ]
∣∣∣∣( t+ iαα
)
φ′U (t) +
θ
α
φU (t)
∣∣∣∣ τ, (215)
where in (214) we have used the bound in (211); and in (215) we use the bound that for every θ > 0∫ τ
0
(
1 + t
2
α2
) θ−1
2
dt(
1 + τ
2
α2
) θ
2
≤ τ. (216)
This concludes the proof.
Another useful result will the following bound on the Lévy distance [50] and [51].
Lemma 9. Let P and Q be two distribution functions with characteristic functions φP and φQ, respectively. Then,
L
2(P,Q)
2
≤ sup
t≥0
∣∣∣∣φP (t)− φQ(t)t
∣∣∣∣ . (217)
We now proceed with the proof of the bound. Our starting place is the following consequence of the orthogonality principle:
fix some t ∈ R
0 = E
[
(U − E[U |Y ])eitY ]
= E
[
(U − (c1Y + c2) + (c1Y + c2)− E[U |Y ]) eitY
]
. (218)
The identity in (218) implies that
E
[
(c1Y + c2 − E[U |Y ]) eitY
]
= E
[
(U − (c1Y + c2)) eitY
]
(219)
=
1
i
d
ds
φU (s)− c1(i + s) d
ds
φU (s)− c2φU (s) (220)
= −
(
(i(1− c1) + c1s) d
ds
φU (s) + c2φU (s)
)
, (221)
where in (220) s and t are related via is = eit − 1 and follows from identity in (183) by replacing a Laplace transform with
a characteristic function.
Now applying the Cauchy-Schwartz inequality to (221) we have that∣∣∣∣(i(1− c1) + c1s) ddsφU (s) + c2φU (s)
∣∣∣∣ = ∣∣E [(c1Y + c2 − E[U |Y ]) eitY ]∣∣ (222)
≤ E [|c1Y + c2 − E[U |Y ]| |eitY |] (223)
≤
√
E
[
(c1Y + c2 − E[U |Y ])2
]
E [|eitY |2] (224)
=
√
E
[
(c1Y + c2 − E[U |Y ])2
]
. (225)
Setting α = 1−c1
c1
and θ = c2
c1
and combining the bounds in (206) and (225) we have that for all s > 0
1
s
∣∣∣∣∣φU (s)−
(
1− is
α
)−θ∣∣∣∣∣
≤
√
E
[
(c1Y + c2 − E[U |Y ])2
]
1− c1 . (226)
Now applying (226) and the bound in (217) we have that
L
2
(
PU ,Gam
(
1−c1
c1
, c2
c1
))
2
≤
√
E
[
(c1Y + c2 − E[U |Y ])2
]
(1 − c1) ≤
√
ǫ
(1− c1) . (227)
This concludes the proof.
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