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Maǵıster en Ciencias - Estad́ıstica
Director:
Ph.D. Sergio Calderón Villanueva
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Resumen
En el presente trabajo se realiza la estimación mediante el enfoque Bayesiano de los paráme-
tros no estructurales de un modelo TAR multivariado y del parámetro de retardo de la
variable de umbrales d. Los métodos MCMC son empleados para obtener muestras de las
distribuciones a posteriori. Se describen las distribuciones condicionales completas para cada
vector de parámetros, las cuales son halladas al utilizar distribuciones a priori tanto infor-
mativas como no informativas. Para determinar la incidencia de las distribuciones a priori
informativas y no informativas sobre las estimaciones,se establecen comparaciones a partir
del sesgo e intervalos créıbles. La metodoloǵıa se verifica para datos reales de tipo financiero
y de hidroloǵıa.
Palabras clave: Modelos TAR, técnicas Markov chain Monte Carlo (MCMC), Inferen-
cia Bayesiana.
Abstract
The purpose of this research is to make an estimation using the Bayesian approach from
a multivariate TAR model and the delay parameter from the threshold variable known as
d. It is also used the MCMC methods to get samples from the full conditional distributions.
The full conditional distributions for each parameters vector are described which are found
by using informative and non-informative prior distributions. In order to define the impact
from the formative and non- formative prior distributions over the estimation, comparisons
are established from the bias and credible intervals. The methodology is verified from finan-
cial and hydrological real data.
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8-3. Número de veces que se obtuvo el parámetro d . . . . . . . . . . . . . . . . . 50
8-4. Medidas comparativas Modelo 2 (régimen 1 y 2) . . . . . . . . . . . . . . . 50
8-5. Medidas comparativas Modelo 2 (régimen 3) . . . . . . . . . . . . . . . . . . 51
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1 Introducción
Modelar con una mayor precisión la alta variabilidad que presentan algunas series de tiempo
es de gran interés, razón por la cual, en los últimos años se ha desarrollado un buen número
de modelos que buscan ofrecer una alternativa de análisis para series que presentan esta
caracteŕıstica. En este sentido, destaca el significativo auge de modelos no lineales que han
ofrecido nuevas herramientas para modelar la complejidad de las series. Dentro de este grupo
de modelos no lineales se encuentran los llamados modelos TAR (Threshold Autorregresive)
introducidos por Tong (1978) y Tong y Lim (1980). En un modelo TAR están presentes dos
tipos de parámetros que lo conforman, en el primero de ellos se encuentran los parámetros
estructurales, dentro de los cuales tenemos el número de reǵımenes, los órdenes autorregre-
sivos para cada régimen , los umbrales que determinan a cada régimen y el parámetro de
retardo de la variable de umbrales en el modelo. Un segundo grupo son los parámetros no
estructurales conformados por: los coeficientes autorregresivos y las matrices de covarianzas.
Los modelos TAR han tenido una amplia aceptación e implementación en el modelamiento
de series de tiempo que presentan una alta variabilidad; para las series de tiempo económicas,
en Hansen (2001) por ejemplo, se documenta de forma general algunos resultados obtenidos
por diferentes investigadores en cuanto al uso de modelos TAR en estudios econométricos.
En el campo de las finanzas, el modelo TAR también ha mostrado ser una buena alternativa,
en este sentido, en Chan (2005) se presenta un modelo TAR bivariado que permite mode-
lar series de tasas de interés. En Hang Li en el año (2015), se aprovecha las caracteŕısticas
propias del modelo, para identificar elementos de interés en las series financieras y que con-
tribuyen en el análisis de riesgos financieros. En este mismo campo, en Moreno (2014) se
presenta una investigación donde establece las bondades que ofrecen los modelos TAR para
series financieras. En otros trabajos relacionados a los modelos TAR, algunos investigadores
han ofrecido nuevas técnicas que mejoran los procesos de estimación de los parámetros tanto
estructurales como no estructurales: es de resaltar los trabajos de Tsay (1998) quien propone
un test estad́ıstico para detectar la no linealidad en el proceso que generó un vector de series
de tiempo y determina un procedimiento para construir un modelo de TAR multivariado;
los umbrales y el modelo son seleccionados a partir del criterio de información Akaike. Nie-
to en el año (2005) por su parte, presenta una metodoloǵıa para analizar un modelo TAR
univariado donde las series de tiempo presentan datos faltantes; aqúı son aprovechados los
elementos de la teoŕıa Bayesiana para la identificación y estimación de los parámetros del
modelo al igual que los datos faltantes y aplica esta metodoloǵıa para series en el campo
de la meteoroloǵıa e hidroloǵıa. En Calderón & Nieto (2017) se propone una metodoloǵıa
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para identificar y estimar los parámetros de un modelo TAR multivariado (MTAR) en pre-
sencia de datos faltantes, aqúı es involucrado el enfoque Bayesiano y las técnicas Markov
Chain Monte Carlo (MCMC) para estimar los parámetros del modelo.Más espećıficamente,
propone distribuciones a priori informativas (Normal multivariada e inversa Wishart) para
estimar los parámetros no estructurales de un modelo MTAR, sin embargo, deja abierta la
posibilidad de proponer distribuciones a priori no informativas para su estimación.
Para el caso de un modelo TAR univariado, se cuenta con los resultados del estudio de Vargas
(2012), quien propone algunas distribuciones a priori de tipo informativo y no informativo
para obtener las estimaciones de los parámetros no estructurales de un modelo TAR me-
diante estimación Bayesiana; llega a la conclusión de que al utilizar distribuciones a priori
de tipo informativo, la longitud de los intervalos créıbles es menor en comparación con los
obtenidos con distribuciones a priori de tipo no informativo.
El trabajo de Vargas (2012) nos motiva a extender su estudio al caso del modelo MTAR,
es decir, desarrollamos una metodoloǵıa Bayesiana para la estimación de los parámetros no
estructurales y del parámetro de rezago del modelo MTAR a través de los métodos MCMC.
Para ello, se encuentran las distribuciones condicionales completas de las matrices autorre-
gresivas, de covarianzas y del parámetro de rezago de la variable de umbrales, basados en
las distribuciones a priori no informativas de Jeffreys para el caso multivariado y una distri-
bución uniforme discreta. Finalmente se procede a hacer la comparación de las estimaciones
obtenidas para el caso no informativo e informativo que está propuesto en Calderón & Nieto
(2017).
El desarrollo del trabajo que se presenta consta de las siguientes partes: en el caṕıtulo 2, se
exponen los conceptos generales en torno a la estimación Beyesiana y los métodos MCMC.
En el caṕıtulo 3, se define el modelo MTAR y se escribe su función de versosimilitud. El
caṕıtulo 4, muestra las distribuciones condicionales completas para el vector de parámetros
autorregresivos del modelo, la matriz de covarianzas y el parámetro de retardo de la variable
de umbrales. El caṕıtulo 5 contiene un estudio de simulación que verifica el buen funciona-
miento de la metodoloǵıa. En el caṕıtulo 6, se pone a prueba la metodoloǵıa propuesta para
datos reales. Finalmente en el caṕıtulo 7, se presentan conclusiones.
2 Generalidades de la Estad́ıstica
Bayesiana
2.0.1. Análisis Bayesiano
Cuando se realiza estimaciones mediante el enfoque Bayesiano se busca actualizar la infor-
mación a priori a partir de datos experimentales disponibles. Por lo tanto, para llevar a cabo
este tipo de análisis, se debe involucrar una distribución a priori π(θ) para el parámetro
desconocido θ que resuma el conocimiento previo que se tiene sobre los parámetros, al igual
que la función de verosimilitud f(x|θ) la cual es obtenida con base en el modelo Yt pro-
puesto para los datos observados x. Con estos elementos se obtiene la densidad a posteriori
f(θ|X = x) para el parámetro θ dados los datos X = x. Esta función es obtenida mediante
la regla de Bayes




El numerador representa la densidad conjunta de θ y X , mientras que el denominador
corresponde a la densidad marginal de X. La integral en el denominador puede considerarse
como una constante de normalización que permite que la densidad f(θ|X = x) sea propia.
De aqúı que la expresión anterior se puede escribir como
f(θ|X = x) ∝ π(θ)f(x|θ).
En el análisis Bayesiano la estimación del parámetro desconocido θ se ve influenciada por la
escogencia de la distribución a priori π(θ), razón por la cual, se puede establecer una relación
entre el modelo que rige sobre los datos disponibles y la distribución a priori del parámetro
desconocido, Samaniego(2010). La influencia que tenga la a priori seleccionada y los datos so-
bre la actualización de la información, depende del peso que se le de a la distribución a priori
y de que tan sólidos son los datos; una muestra de gran tamaño implicaŕıa una influencia
predominante de la función de verosimilitud sobre la actualización de la información, a me-
nos que la distribución a priori sea informativa. Si la muestra es pequeña se podŕıa observar
una influencia relativamente mayor de la a priori seleccionada (Congdon, 2006). Teniendo en
cuenta lo anterior, resalta la importancia de la selección adecuada de la distribución a priori
para el parámetro desconocido θ. Estas distribuciones se pueden clasificar de la siguiente
manera:
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Distribuciones a priori informativas: Cuando el investigador cuenta con un conocimien-
to previo sobre la dinámica del parámetro de interés, le permite escoger una distribución e
hiperparámetros adecuados que resuman la información. Una dificultad que podŕıa presen-
tarse al utilizar este tipo de a priori, tiene que ver con el hecho de que no siempre se cuenta
con información previa sobre el parámetro, además, si se trabaja con un nuevo conjunto
de datos, es posible que el investigador se vea obligado a modificar los hiperparámetros, lo
que implicaŕıa análisis poco precisos y podŕıa dificultar hacer comparaciones en informes de
carácter cient́ıfico [Sun & Ni (2002)]. Con el fin de superar tales dificultades, se implementan
las distribuciones a priori de tipo no informativo.
Distribuciones a priori no informativas: Son utilizadas cuando no se cuenta con in-
formación sobre los parámetros de interés y por tanto toda la información a posteriori es
proporcionada por los datos a través de la función de verosimilitud. La distribución a priori
que se seleccione no debe tener una influencia muy fuerte sobre la distribución a posteriori.
Existen metodoloǵıas que permiten seleccionar adecuadamente distribuciones a priori de tipo
no informativo, Berger & Bernardo (1992) presentan una discusión y una metodoloǵıa para
obtener distribuciones a priori denominadas a priori de referencia, las cuales se comportan
bien cuando se tiene parámetros multidimensionales, o cuando las variables aleatorias son
independientes e idénticamente distribuidas. Otros enfoques en cuanto a la forma de obtener
distribuciones a priori de tipo no informativo son presentadas por Kass & Wasserman (1996).
La implementación de las distribuciones a priori no informativas ha sido generalmente objeto
de cŕıticas en el sentido que dependen de la forma en que se encuentre escrita la función de
verosimilitud y porque en general son impropias, es decir, no integran a 1. Una distribución a
priori no informativa usada con más frecuencia, es la distribución a priori de Jeffreys (1946),




donde |.| corresponde a la función determinante e I(θ) corresponde al valor esperado de la
matriz de información de Fisher. En el caso multivariado para el ij − ésimo elemento





Una caracteŕıstica importante de la a priori de Jeffreys es que es invariante a reparametri-
zaciones, esto es, suponga que se tiene la verosimilitud L(θ; y) y una distribución a priori
no informativa π1(θ), la verosimilitud puede ser escrita de manera equivalente como una
función de η, si η = g(θ) es una función uno-uno de θ. Sea π2(η) la distribución a priori no




lo que significa que el procedimiento para asignar la a priori no depende de la forma en que
se parametriza el modelo.
6 2 Generalidades de la Estad́ıstica Bayesiana
2.0.2. Estimación Bayesiana.
En la estimación Bayesiana se define inicialmente una función no negativa C(θ̂−θ), llamada
función de pérdida, que satisface C(θ̂, θ) = 0. En (Koop et al., 2007), se define la estimación
Bayesiana de la siguiente forma:
Sea f(θ|y) la función de densidad a posteriori y C(θ̂−θ) la función de pérdida, la estimación
















Esta definición señala que un buen estimador para el parámetro de interés es aquel que
minimiza a C(θ̂, θ). Dentro de estas funciones de pérdida se encuentra la llamada función de
pérdida cuadrática, definida como
C(θ̂, θ) = c(θ̂, θ)2.
Al aplicar la definición de estimación Bayesiana a la función cuadrática media, se obtiene
que θ̂ = E(θ|y).
2.0.3. Algoritmos MCMC
Con el fin de obtener muestras de las distribuciones condicionales, se utilizan las técnicas
Markov chain Monte Carlo (MCMC), las cuales permiten la construcción de una cadena de
Markov de tal manera que la distribución deseada u objetivo es la distribución estacionaria
de la cadena, y la cadena converge a la distribución estacionaria.
Existen dos tipos de algoritmos para construir cadenas de Markov que tienen las propiedades
que se requieren.
Metropolis-Hasting
Mediante este algoritmo se generan cadenas de Markov homogéneas e invariantes de una
función de distribución p(y), donde y es un vector. Un elemento distintivo de este algoritmo
es que usa una distribución auxiliar llamada “distribución propuesta”, que se denota como
q(y|x). Una caracteŕıstica importante de este algoritmo tiene que ver con que las distintas
realizaciones de la cadena simulada pueden ser aceptadas o rechazadas. En caso de ser recha-
zadas la cadena permanece en el mismo estado. Este algoritmo se puede describir mediante
los siguientes pasos:
1. Generar un valor inicial para y0 y hacer i = 0.
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2. Generar y∗ usando la ”distribución propuesta”q(.|yi).




4. Si r ≥ 1, entonces yi+1 = y∗ con probabilidad r, de lo contrario yi+1 = yi con probabi-
lidad 1− r.
5. Incrementar el valor de i y repetir los pasos 2 a 4 un gran número de veces.
Muestreador de Gibbs
Cuando se tiene modelos multivariados o multiparamétricos por lo general la distribución
a posteriori conjunta es no estándar y dif́ıcil de muestrear de forma directa. Sin embargo,
es posible obtener una muestra a partir de la distribución condicional completa de cada
parámetro. Esta aproximación se puede realizar mediante un algoritmo iterativo que cons-
truye una secuencia que dependen de valores de parámetros, cuya distribución converge a la
distribución posterior conjunta deseada, la cadena que se genera mediante este algoritmo es
de Markov, homogénea e invariante. Para ilustrar esto, Casella y George (1992) proponen el
siguiente ejemplo:
Suponer que se tiene un vector de estados θ el cual se puede particionar a su vez en tres

























las cuales convergen a la distribución a posteriori completa P (θ1, θ2, θ3). Para lograr esto se
puede proceder de la siguiente forma
















3. Usando el θ
(1)
1 obtenido en el paso anterior, se genera θ
(1)
2 de la distribución condicional







2 obtenidos en los pasos anteriores, se genera θ
(1)
3 de la distribución












1 obtenido en el paso anterior, se genera θ
(1)
2 de la distribución condicional
de p(θ2|θ(2)1 , θ
(1)
3 , y).
7. Usando θ1 y θ2 obtenidos en los pasos anteriores, se genera θ
(1)
3 de la distribución
condicional de p(θ3|θ(2)1 , θ
(2)
2 , y).
8. Se repiten los pasos 5, 6 y 7 hasta lograr convergencia.
8 2 Generalidades de la Estad́ıstica Bayesiana
2.0.4. Método de la Transformada Inversa (caso discreto)
Para generar muestras de la distribución condicional completa del parámetro de retardo de la
variable de umbrales del modelo MTAR, se hace uso del método de la transformada inversa
para variables aleatorias discretas. Esta metodoloǵıa es descrita ampliamente por Devroye
(1986). El algoritmo para esta método se presenta a continuación:
Sea X una variable aleatoria discreta con función de distribución F y función de probabilidad
f, de tal forma que f(X = xi) = ri para i = 1, 2, 3, ....
Teniendo en cuenta que la función F es escalonada, se puede extraer muestras a partir del
siguiente algoritmo:
1. Defina una variable s = r1, i = 1.
2. Genere números pseudoaleatorios u ≡ U(0, 1).
3. Si u < s entonces x = xi es una extracción para X y finaliza el algoritmo.
4. En caso contrario, si u > s, entonces se hace i = i+ 1, s = s+ ri y se repite el paso 2.
2.0.5. Criterios de convergencia
A continuación se presentan dos métodos que permiten una verificación de la convergencia
de las cadenas de valores obtenidas mediante la implementación de los algoritmos MCMC.
Criterio de Convergencia de Gelman y Rubin
El diagnóstico de convergencia propuesto por Gelman & Rubin (1992), consiste en simular
M cadenas de valores mediante el algoritmo MCMC utilizando valores iniciales diferentes,
con esto, es posible comparar las varianzas dentro y entre las cadenas.
El criterio de convergencia se da a partir del llamado “factor de reducción”, el cual, si toma
un valor igual a uno indica la existencia de convergencia.
Criterio de Convergencia de Geweke
La metodoloǵıa propuesta por Geweke (1992) para verificar la convergencia de las cadenas
obtenidas, es similar a una prueba t para evaluar la igualdad de medias, en donde se toma
la primera y última parte de la cadena simulada.
Sea TA y TB el número de observaciones de la primera y última parte de una cadena de













donde x(t) corresponde a una cadena de Markov y h una función arbitraria. Del mismo modo
se estima σ2A y σ
2







Para establecer convergencia no se debe hallar diferencias entre los valores medios de cada
parte de la cadena que se ha tomado, y en tal caso, la estad́ıstica de Geweke converge en
distribución a una distribución normal estándar; si los valores de ZG son grandes indican no
convergencia de la cadena. Una descripción más detallada de este diagnóstico es presentado
por Robert & Casella (2010).
3 Modelo TAR multivariado
3.0.1. Especificación del Modelo TAR multivariado
En el modelo TAR multivariado están involucrados los procesos estocásticos {Yt} y {Xt} tal
que Yt = (Y1t, Y2t, ..., Ykt)
′
y Xt = (X1t, X2t, ..., Xvt)
′
. La dinámica de la serie de interés Yt,
está determinada por los valores del proceso univariado {Zt}, llamado proceso de umbrales.




















(j) εt si rj−1 < Zt−d ≤ rj (3-1)
donde j = 1, 2, ..., l, l ∈ {2, 3, ...} representa el número de reǵımenes. Los umbrales que defi-
nen a cada uno de los l reǵımenes del modelo están determinados por −∞ = r0 < r1 < ... <
rl−1 < rl =∞; el entero positivo d corresponde al rezago de la variable de umbrales del mo-
delo. El proceso de innovación {εt} es un proceso estocástico independiente e idénticamente
distribuido, además, {εt} es mutuamente independiente de los procesos {Xt} y {Zt}.
Los llamados parámetros no estructurales del modelo MTAR están conformados por los
coeficientes φ
(j)
i , con i = 0, 1, 2, ..., pj; β
(j)
i , con i = 1, 2, ..., qj; δ
(j)
i para i = 1, 2, ..., hj y Σ
1/2
(j) ,
que corresponden a matrices conformables con entradas reales. Los números enteros pj, qj,
hj representan el orden autorregresivo para cada régimen j y junto con el vector de umbrales
r = (r1, r2, ..., rl−1)
′
y el número de reǵımenes j, conforman los parámetros estructurales del
modelo TAR multivariado.




como el vector de parámetros estructurales del modelo TAR multivariado y el vector de

























para j = 1, 2, 3, ..., l y donde nj = 1 + k × pj + v × qj + hj y Σ = (Σ(1),Σ(2), ...,Σ(l)).
Se define el vector U = (x, z), donde x = (x1, x2, ..., xT ) y z = (z1, z2, z3, ..., zT ) represen-









corresponde al vector de parámetros completo para el modelo MTAR.
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3.0.2. Función de verosimilitud para el modelo MTAR
Sean yp = (y1, y2, ..., yp) las primeras p observaciones de Yt, entonces la función de verosimi-
litud condicional a {U, yp, θfp} para el modelo MTAR se puede escribir como
f(y|U, yp, θfp) =
f(yp+1|U, y1, ..., yp; θfp)f(yp+2|U, y1, ..., yp, yp+1; θfp), ..., f(yT |y1, y2, .., yT−1;U ; θfp) (3-2)
Para t = p + 1, p + 2, p + 3, ...T , cada uno de los factores presentes en el producto de la
expresión se pueden escribir de la forma



























En un caso particular, para el régimen 1


































La función de verosimilitud condicional para el modelo 3-1 está dada por
f(yp+1:T |yp, U, θfp) = (2π)















La expresión (3-3) escrita en términos del vector de parámetros no estructurales θj, es pro-
porcional al kernel de una normal multivariante
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La matriz Wj corresponde a
Wj =
(












t−qj , zt−1, ..., zt−hj)
′
nj×1.
y N(j) corresponde al número de observaciones para el régimen j.
El vector yj = vec(Yj) con Yj = (yt1,j, yt2,j, ..., ytNj ,j)k×Nj .
4 Distribuciones condicionales completas
para los parámetros no estructurales y
el parámetro de rezago de la variable
de umbrales del modelo MTAR
Con el fin de hallar estimaciones para los parámetros no estructurales del modelo MTAR, se
supone que los parámetros entre los reǵımenes del modelo MTAR son independientes, y que
a su vez por reǵımenes también lo son, es decir, θj y Σj son independientes. En esta sección se
presentan las distribuciones condicionales completas obtenidas a partir de las distribuciones
a priori de tipo no informativo e informativo que son seleccionadas, las estimaciones se hallan
a partir de la implementación del muestreador de Gibbs.
4.0.1. Distribuciones a priori no informativas e informativas.
Teniendo como principal objetivo la estimación de los parámetros no estructurales del mode-
lo MTAR y el parámetro de rezago de la variable de umbrales, se seleccionan las siguientes
distribuciones a priori no informativas, las cuales permitirán hacer comparación entre las
estimaciones obtenidas a partir de su implementación y las estimaciones obtenidas bajo el
efecto de distribuciones a priori informativas.
Para hallar las distribuciones condicionales completas para el vector de parámetros autorre-
gresivos del modelo MTAR y la matriz de covarianzas, se selecciona la distribución a priori





Para el parámetro de rezago de la variable de umbrales, se selecciona una distribución uni-
forme discreta sobre los enteros 0,1,2,..d0, para un d0 fijo.
En contraste con las distribuciones a priori no informativas seleccionadas, se utilizan las dis-
tribuciones a priori informativas utilizadas por Calderón (2017). Para el vector de parámetros












4 Distribuciones condicionales completas para los parámetros no estructurales y el
parámetro de rezago de la variable de umbrales del modelo MTAR
que corresponde al kernel de una distribución normal multivariada.







que corresponde a una distribución Inversa Wishart con hiperparámetros: grados de libertad
ν0 y matriz de escala (S0)
−1.
4.0.2. Distribución condicional completa para el vector de parámetros
autorregresivos del modelo MTAR a partir de la a priori no
informativa de Jeffreys
Para j = 1, 2, ..., l, la función de distribución condicional completa del parámetro θj, se
escribe de la siguiente manera























































la expresión (4-1) corresponde al kernel de una distribución normal multivariada con media
Θj = Vj([Wj ⊗ Σ−1(j)])yj y matriz de covarianzas Vj = [WjW
′
j ⊗ Σ−1j ]−1.
Comprobación: Observar anexo 8.1.
4.0.3. Distribución condicional completa para la matriz de covarianzas
Σ cuando se implementa la a priori no informativa de Jeffreys
Reescribiendo la expresión (3-3) en términos de la matriz de covarianzas se obtiene









donde {t = {t1,j, t2,j, ..., tN(j),j}} , corresponde a las observaciones del régimen j.
























































haciendo S(j) = [ξ(j)ξ
′
(j)] entonces la expresión (4-3) se puede escribir como sigue







La distribución condicional completa para la matriz de covarianzas Σ se define de la siguiente
forma
f(Σ(j)|Σ(i), i 6= j, θ1, .., θl, U, y1:T , θesp) ∝ f(yp+1:T |yp, U, θesp)f(Σ(j)) (4-5)
Al implementar la priori no informativa de Jeffreys, se obtiene la distribución a posteriori
f(Σ(j)|Σ(i), i 6= j, θ1, .., θl, U, y1:T , θesp) ∝
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La expresión (4-6) obtenida corresponde al kernel de una distribución Inversa Wishart con






Comprobación: Observar anexo 8.2
4.0.4. Distribución condicional completa para el parámetro θj a partir
de una distribución a priori informativa
La distribución condicional completa para el vector de parámetros autorregresivos del modelo
MTAR a partir de una distribución a priori informativa se calcula teniendo en cuenta el
trabajo realizado por Calderón & Nieto (2017). La expresión obtenida es la siguiente




(θj − θ∗j )
′
V −1j (θj − θ∗j )
}
(4-7)
La expresión (4-7), determina la función de distribución condicional completa para la esti-
mación del vector de parámetros θj del modelo MTAR, esta es proporcional al kernel de
una normal multivariada con media θ∗j = Vj
(














Comprobación: Observar anexo 8.3
4.0.5. Distribución condicional completa para Σ a partir de una
distribución a priori informativa
En el trabajo presentado por Calderón (2017), la distribución condicional completa para la
matriz de covarianzas del modelo MTAR a partir de una distribución a priori informativa,
se escribe de la forma.























Expresión que corresponde a una distribución Inversa Wishart con matriz de escala (Sj +
S0j)
−1 y (Nj + ν0j) grados de libertad.
Comprobación: Observar Calderón & Nieto (2017)
Haciendo una comparación de las distribuciones condicionales completas obtenidas tanto
para el vector de parámetros autorregresivos del modelo, como para la matriz de covarian-
zas, se puede observar que al utilizar la distribución a priori no informativa de Jeffreys, se
obtienen distribuciones de familias conocidas: normal multivariada e inversa Wishart res-
pectivamente. Calderón & Nieto (2017), obtienen las mismas distribuciones, sin embargo,
la diferencia radica en que las distribuciones condicionales completas obtenidas al utilizar
la distribución a priori de Jeffreys centran toda la información de las observaciones en la
verosimilitud del modelo, mientras que para el caso de la distribución a priori informativa,
la información centrada en los hiperparámetros es adicionada a la información que ofrecen
las observaciones iniciales por la verosimilitud.
4.0.6. Distribución condicional completa del parámetro de retardo de
la variable de umbrales del modelo MTAR
Uno de los parámetros estructurales del modelo TAR multivariado, corresponde al retardo
de la variable de umbrales Zt, denominado como d. Para obtener una estimación Bayesiana
del parámetro d, se utiliza un procedimiento similar al realizado en Chen (1998) para el caso
univariado. Inicialmente se identifica la distribución condicional completa para el parámetro
d, esto permitirá obtener su estimación a partir del método de la transformada inversa para
el caso discreto.
Sea S = {zp+1−d, zp+2−d, ..., zT−d} el vector de observaciones de la variable de umbrales
odenado de forma creciente, se denota zi como el i-ésimo elemento más pequeño de S, y se
define t(i) como el indicador de tiempo de zi, de esta forma, zt1 corresponde a la observación
más pequeña de S, zt2 es la segunda observación más pequeña S, y se continúan ordenando
de la misma forma las demás observaciones.
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si rj−1 < Zti−d ≤ rj
para i = 1, 2, 3, ..., T − p.
Por lo tanto, la función de verosimilitud se escribe como
f(yp+1:T |yp, U, θfp) = (2π)





































Es importante señalar que el escribir la verosimilitud de esta forma no afecta las estimación
de los parámetros, esto es, la dinámica de la serie Yt no cambia, sin embargo es importante
que la función de verosimilitud sea obtenida a partir de toda la muestra de observaciones.
Teniendo en cuenta que el parámetro de retardo de la variable de umbrales Zt, toma valores
en un rango de enteros positivos, la distribución a priori no informativa π(d) corresponde
a una distribución uniforme discreta sobre los enteros 1, 2, 3, 4, ..., d0, donde d0 es un valor
previamente fijado.
La distribución condicional completa para el parámetro d, condicional a los demás parámetros
del modelo MTAR, se escribe como
f(d|y1:T , U, θfp−d) ∝ f(y1:T |y1:T , U, θfp)π(d)
de aqúı que
f(d|y1:t, U, θfp−d) =
f(d|y1:T , U, θfp−d)∑d0
d=1 f(d|y1:T , U, θfp−d)
(4-9)
4.0.7. Algoritmo de simulación para la estimación de parámetros no
estructurales del modelo MTAR y el parámetro de retardo d
Teniendo en cuenta la independencia de los reǵımenes del modelo, se extraen muestras de las
distribuciones (4-1), (4-6) y (4-9) en el régimen j, mediante las implemetación del algoritmo
de Gibbs presentado en las secciones (2.0.3) y (2.0.4).











1 , ; Σ
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2. Para la iteración n, generar una muestra para cada θj de la distribución condicional
completa f(θj|θ(n−1)j ,Σ
(n−1)
j , U, y1:T , θesp−d, d
(n−1)).
3. Usando el θ
(n)
j obtenido en el paso anterior, se genera Σ
(n)
j de la distribución condicional
completa f(Σj|Σ(n−1)j , θ
(n)
j , U, y1:T , θesp−d, d





j obtenidos en los pasos 1 y 2 se genera d
(n)
j de la distribución
condicional completa f(dj|y1:T , U, θfp−d) definida por (4-9).
5. Se lleva a cabo lo anterior de manera análoga para los demás reǵımenes del modelo
MTAR.
6. Se repiten los pasos de 2 a 4 hasta lograr convergencia.
5 Estudio de simulación para el modelo
MTAR
Se lleva a cabo un estudio de simulación para evaluar la propuesta metodológica de la estima-
ción de las matrices autorregresivas, las matrices de covarianzas y el parámetro de retardo
d a partir de distribuciones a priori no informativas, es decir, si el proceso de estimación
recupera adecuadamente los parámetros. Del mismo modo, se busca comparar las estima-
ciones obtenidas a partir de la implementación de distribuciones a priori no informativas e
informativas. Para este estudio, se proponen tres modelos MTAR los cuales se diferencian
en el número de reǵımenes, parámetros y dimensión de la serie de interés.
5.1. Simulación de modelos MTAR
Inicialmente se realiza la simulación de las series {xt} y {zt} basados en los siguientes pro-
cesos:
Zt = 0.2 + 0.5Zt−1 + εt
Xt = 0.7 + 0.1Xt−1 + εt
donde {εt} ∼ NIID(0, 1).
La serie de interés {y1, y2, y3, ..., yT} es simulada para tres modelos MTAR como se presenta
a continuación.
5.1.1. Modelo 1







1 Yt−1 + φ
(1)
2 Yt−2 + β
(1)
1 Xt−1 + δ
(1)
1 Zt−1 + Σ
1/2





1 Yt−1 + Σ
1/2
(2) si Zt > 0.4
(5-1)
donde

































































En la figura 5-1 se observa una realización del modelo 5-1.























Figura 5-1: Realización - modelo 1 .
5.1.2. Modelo 2
El modelo bivariado (5-2) consta de tres reǵımenes determinados por los umbrales r1 = z0.25





























































si Zt−1 > r2
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(5-2)
Una realización de la serie definida por el modelo 5-2 se presenta en la figura 5-2
Figura 5-2: Realización - modelo 2 .
5.1.3. Modelo 3
El modelo 3, está conformado por dos reǵımenes definidos por el umbral r1 = ẑ0.60 que





































 εt si Zt > r1
(5-3)
Una realización para el modelo 5-3 se presenta en la figura 5-3. Se puede observar un com-
portamiento de la serie que es estable al rededor de un valor medio.
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Figura 5-3: Realización - modelo 3 .
5.1.4. Resultados de la estimación de los parámetros de las matrices
autorregresivas, matriz de covarianzas y parámetro de retardo
Con el objetivo de obtener las estimaciones del vector de parámetros autorregresivos, las
matrices de covarianzas y el parámetro estructural d, inicialmente se simula una única rea-
lización de tamaño T = 1000 observaciones para el modelo 5-1. Para verificar el adecuado
funcionamiento de la metodoloǵıa, se obtienen muestras de las distribuciones condicionales
completas obtenidas al utilizar una distribución a priori no informativa, este proceso de si-
mulación se realiza mediante el algoritmo de Gibbs, descrito en 4.0.6. Para obtener cada
muestra se realizan 5000 iteraciones y se toma como etapa de calentamiento el 10 % de ellas.
En la tabla 5-1 presentamos los resultados de las estimaciones puntuales de los parámetros
correspondientes a las matrices autorregresivas y de varianzas y covarianzas para el modelo
5-1, se puede observar que los valores obtenidos son cercanos al verdadero valor del paráme-
tro. Los intervalos créıbles construidos al 95 % de confianza contienen el valor teórico y en
ningún caso incluyen el cero.
Para el modelo 5-1, dado el valor d0 = 5, se estima el valor del parámetro d. La tabla 5-2
muestra que el valor que obtuvo la mayor probabilidad en la simulación corresponde a 0, que
coincide con el valor del parámetro del modelo.
Mediante un procedimiento similar al presentado para el modelo 5-1, se realizaron las es-
timaciones de los parámetros nos estructurales y el parámetro de retardo de la variable de
umbrales para los modelos 5-2 y 5-3. Los resultados muestran que las estimaciones puntuales
y los intervalos créıbles presentan caracteŕısticas similares a las halladas para el modelo 5-1.
Los detalles se encuentran en la sección de anexos (8.3.1 y 8.3.2).
24 5 Estudio de simulación para el modelo MTAR
A priori no informativa
Régimen 1 Régimen 2
θ1 θ̂1 IC(95 %) θ2 θ̂2 IC(95 %)
1 0.99 [0.60 , 1.31] 5 5.02 [4.65, 5.40]
-1 -1.04 [-1.48 , -0.55] 2 2.04 [1.86, 2.23]
0.5 0.50 [0.44 , 0.55] 0.3 0.28 [0.24, 0.32]
-0.2 -0.21 [-0.29 , -0.13] 0.2 0.19 [0.17, 0.21]
-0.2 -0.21 [-0.25 , -0.16] 0.5 0.50 [0.47, 0.54]
0.8 0.76 [0.70 , 0.83] 0.7 0.70 [0.68, 0.72]
0.1 0.10 [0.06 , 0.14]
-0.4 -0.38 [-0.44 , -0.32]
0.6 0.60 [0.55 , 0.66]
0.5 0.52 [0.44 , 0.60]
0.3 0.32 [0.14 , 0.52]
-0.4 -0.36 [-0.63 , -0.06]
0.6 0.60 [0.39 , 0.82]
1 1.11 [0.78 , 1.44]
Matriz de Covarianzas
1 1.01 [0.95 , 1.07] 1.8 1.74 [1.64, 1.85]
0.6 0.63 [0.56 , 0.70] 0.5 0.48 [0.42, 0.55]
0.6 0.63 [0.56 , 0.70] 0.5 0.48 [0.42, 0.55]
1.5 1.56 [1.47 , 1.67] 1 0.97 [0.91, 1.03]
Tabla 5-1: Estimaciones de los parámetros no estructurales del Modelo 1, a partir de la
distribución a priori no informativa de Jeffreys
d 0 1 2 3 4 5
f(d|yp+1:T , θfp−d) 1 0 0 0 0 0
Tabla 5-2: Estimación del parámetro de retardo para el modelo 1
Para determinar la convergencia de las cadenas simuladas para el modelo 5-1, obtenidas a
partir del algoritmo de Gibbs, se lleva a cabo el diagnóstico propuesto por Geweke (1992)
y Gelman & Rubin (1992). La tabla 5-3 muestra los valores del dignóstico de Geweke para
cada uno de los parámetros del modelo 5-1. Los valores del estad́ıstico de Geweke (Z-score)
son pequeños, lo que indica la convergencia de las cadenas. La tabla 5-4, muestra el factor
de reducción propuesto por Gelman & Rubin (1992), este valor es cercano o igual a 1, lo que
indica la convergencia para cada una de las cadenas obtenidas. Como un complemento al
diagnóstico, las figuras 5-4 y 5-5 muestran la evolución del factor de reducción en diferentes
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puntos del tiempo para las cadenas correspondientes a los parámetros autorregresivos del
modelo 5-1, se observa que se estabilizan cerca de 1, lo que verifica la convergencia.
Para los modelos 5-2 y 5-3, los diagnósticos de convergencia se presentan en Anexos (8.4).
Las cadenas simuladas para estos dos modelos presentan convergencia bajo el criterio de
Geweke y de Gelman & Rubin.
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Tabla 5-3: Criterio de convergencia de Geweke modelo 1 (régimen 1 y 2)
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Régimen 1 Régimen 2
θ1 Factor de reducción ĺım.sup.IC θ2 Factor de Reducción ĺım.sup.IC
1 1.00 1.00 5 1.00 1.00
-1 1.00 1.00 2 1.00 1.00
0.5 1.00 1.00 0.3 1.01 1.01
-0.2 1.00 1.00 0.2 1.01 1.02
-0.2 1.00 1.00 0.5 1.00 1.00










1 1.02 1.02 1.8 1.01 1.02
0.6 1.00 1.00 0.5 1.00 1.00
0.6 1.00 1.00 0.5 1.00 1.00
1.5 1.01 1.01 1 1.01 1.01
Tabla 5-4: Criterio de convergencia de Gelman y Rubin para los parámetros no estructurales
del modelo 1
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Figura 5-4: Resultados del criterio de convergencia de Gelman Y Rubin para los parámetros
autorregresivos del modelo 1 (régimen 1).
Figura 5-5: Resultados del criterio de convergencia de Gelman y Rubin para los parámetros
autorregresivos del modelo 1 (régimen 2).
5.1.5. Comparación de las estimaciones obtenidas para el modelo 1 a
partir de distribuciones a priori no informativas e informativas
Con el objetivo de comparar la influencia que tiene las distribuciones a priori no informativas
e informativas sobre la estimación de los parámetros no estructurales de los modelos 5-1, 5-2
y 5-3, se calcula el sesgo medio y longitud media de los intervalos créıbles, a partir de 100
réplicas (series simuladas por cada proceso). Las tablas 5-5 y 5-6 presentan el resumen
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de las medidas de comparación para el modelo 5-1. Se puede observar que tanto para las
distribuciones a priori no informativas como informativas, los estimadores presentan un sesgo
medio pequeño. Todas las veces en que se realizó una réplica, el intervalo créıble construido
capturó el verdadero valor parámetro, además, la longitud media de los intervalos créıbles
obtenidos a partir de la distribución a priori informativa es ligeramente más corta que los
obtenidos a partir de una distribución a priori no informativa. En la tabla 8-11 se puede
observar el número de veces que se obtuvo el verdadero parámetro de retardo de la variable
de umbrales a lo largo de las 100 réplicas del proceso de simulación, en cada caso el parámetro
estimado coincidió con el verdadero valor.
En la sección de Anexos (8.3.1 y 8.3.2) se muestran las medidas comparativas para los
modelos 5-2 y 5-3 respectivamente. Al igual que el modelo 5-1, para estos modelos el sesgo
medio toma valores pequeños. La longitud media de los intervalos créıbles es menor cuando
las estimaciones son realizadas a partir del uso de una distribución a priori informativa. Los
intervalos créıbles al 95 % de confianza, contienen en todos los casos el verdadero valor del
parámetro.
30 5 Estudio de simulación para el modelo MTAR
Régimen 1
A priori no informativa A priori informativa
θ1 Sgo. Med IC.Med Sgo.Med IC.Med
1 0.017 0.61 0.009 0.58
-1 0.012 0.91 0.002 0.86
0.5 -0.003 0.12 -0.003 0.12
-0.2 -0.003 0.18 -0.003 0.18
-0.2 0.001 0.1 -0.003 0.09
0.8 0.002 0.14 -0.004 0.14
0.1 0.001 0.10 0.001 0.10
-0.4 0.003 0.16 0.002 0.15
0.6 0.001 0.12 0.005 0.11
0.5 0.000 0.17 0.005 0.17
0.3 -0.007 0.37 -0.006 0.36
-0.4 -0.010 0.55 -0.008 0.53
0.6 -0.006 0.45 0.021 0.44
1 -0.009 0.67 0.032 0.65
Matriz de Covarianzas (régimen 1)
1 -0.021 0.12 -0.015 0.12
0.6 -0.025 0.13 -0.020 0.12
0.6 -0.025 0.13 -0.020 0.12
1.5 -0.034 0.20 -0.025 0.19
Tabla 5-5: Medidas comparativas Modelo 1 (régimen 1)
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Parámetros autorregresivos (régimen 2)
A priori no informativa A priori informativa
θ2 Sgo. Med IC.Med Sgo. Med IC.Med
5 -0.009 0.88 0.286 0.87
2 -0.006 0.43 0.131 0.43
0.3 0.004 0.10 -0.017 0.10
0.2 0.002 0.05 -0.008 0.05
0.5 -0.002 0.08 0.017 0.08
0.7 -0.001 0.04 -0.008 0.04
Matriz de Covarianzas (régimen 2)
1.8 -0.024 0.23 -0.004 0.24
0.5 -0.004 0.12 -0.006 0.11
0.5 -0.004 0.12 -0.006 0.11
1 -0.002 0.11 0.000 0.10
Tabla 5-6: Medidas comparativas Modelo 1 (régimen 2)
d prefijados 0 1 2 3 4 5
Número de ocurrencias 100 0 0 0 0 0
Tabla 5-7: Número de veces que se obtuvo el parámetro d
6 Aplicaciones a datos reales
Para ilustrar la metodoloǵıa propuesta, se hace uso de dos conjuntos de datos que fueron
tomados del área de las finanzas y de hidroloǵıa. Para cada uno de ellos se propone un
modelo MTAR y se realiza la estimación de los parámetros no estructurales. Obtenidos los
resultados de estimación, se establecen comparaciones para determinar la incidencia de las
distribuciones a priori.
6.0.1. Aplicación a datos en el área financiera
El primer conjunto de datos fue utilizado por Tsay (1998), quien implementó su test de no
linealidad, y obtuvo estimaciones de los parámetros no estructurales y estructurales para un
modelo TAR multivariado. Estos datos estan conformados por 409 observaciones donde la
serie Y1t corresponde a los ı́ndices de las tasas de interés de bonos del tesoro de los Estados
Unidos con un periodo de vencimiento a 3 meses; la serie Y2t, corresponde igualmente a los
ı́ndices de los bonos del tesoro de los Estados Unidos a un periodo de vencimiento de 3 años.
Estos datos fueron tomados de la información suministrada por la página web de la Reserva
Federal de los Estados Unidos. La serie de interés Yt definida como Yt = (y1t, y2t)
′
corresponde
a la rentabilidad logaŕıtmica para las series Y1t y Y2t, donde yit = ln(Yit) − ln(Yi,t−1). Se
obtiene la serie exógena Xt a partir de la diferencia logaŕıtmica en el retorno de las series Y1t
y Y2t, denominado como el “spread nominal”de las series, aśı, Xt = ln(Y1t) − ln(Y2t). Con
el fin de reducir fluctuaciones aleatorias de las tasas de interés, la serie de umbrales Zt se
construye al utilizar la media móvil a tres meses de Xt, donde






si t ≥ 3
La figura 6-1 muestra el comportamiento de cada una de las series de trabajo.
33


















































Figura 6-1: Rendimiento logaŕıtmico a 3 meses - Rendimiento logaŕıtmico a 3 años - Serie
de umbrales
En Tsay (1998) se propone para este conjunto de datos un modelo TAR bivariado que está
conformado por 3 reǵımenes, determinados por los umbrales r1 = −0.22817 y r2 = −0.10392.
Los órdenes autorregresivos para cada régimen son p = (2, 6, 7) respectivamente. Todos los
detalles sobre la estimación de los parámetros estructurales del modelo se pueden ver en
el art́ıculo de referencia al igual que los resultados del test de no linealidad. En general, el























i Yt−i + Σ(3)εt si Zt−d > −0.10392.
(6-1)
Se realiza la estimación Bayesiana de los parámetros no estrucuturales del modelo TAR
multivariado propuesto por Tsay (1998), a partir de la implementación de la distribución a




(0)1×nj ,Σj = Inj
)
para la estimación de los parámetros autorregresivos. De la misma forma se propone una
distribución a priori Inversa Wishart con parámetros
π(Σj) ∼ IW (Nj + 1, ((Sj) + I2)) .
Conocidos los parámetros estructurales del modelo, excepto el parámetro de rezago de la
variable umbrales d, se procede a hallar las estimaciones de los parámetros que conforman
las matrices autorregresivas, la matriz de covarianzas del modelo propuesto para cada régi-
men y el parámetro de retardo d. La estimación de los parámetros se realiza mediante la
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implementación del algoritmo de Gibbs, se utiliza la misma metodoloǵıa descrita para los
modelos simulados; para este caso, se mantuvo el número de iteraciones y valores de inicio
del algoritmo con el fin de establecer la influencia de la distribución a priori seleccionada.
Los resultados de las estimaciónes puntuales e intervalos créıbles al 95 % de confianza, se
presentan en las tablas 6-1, 6-2, 6-3 y 6-4. Se puede observar que al utilizar tanto distribu-
ciones a priori informativas como no informativas, las estimaciones puntuales son similares.
En cuanto a los intervalos créıbles, la longitud de estos es menor cuando la estimación se







4,21 no son estad́ısticamente significativas tanto al utilizar
distribuciones a priori informativas como no informativas, los intervalos créıbles para estas







pondientes al régimen tres, no son estad́ısticamente significativos bajo la influencia de una
a priori no informativa, pero si lo son con una distribución a priori informativa, lo que hace
suponer, que la adecuada escogencia de una a priori informativa, especialmente sobre la va-
rianza, permite mejorar las estimaciones.
La tabla 6-5 muestra la estimación obtenida para el parámetro de retardo de la variable de
umbrales, este resultado indica que la serie de bonos de interés se ve influenciada por la serie
exógena rezagada a 4 periodos.
Al comparar las estimaciones de los parámetros no estructurales y del parámetro de retardo
del modelo propuesto, con las estimaciones obtenidas en Tsay (1998) quien utilizó un método
frecuentista, se observa estimaciones puntuales similares con ambos métodos. Para el caso
de la estimación de parámetro de retardo, Tsay (1998) estima un valor para d igual a 1 o
4, sin embargo utiliza un retardo de 4, en el caso de la metodoloǵıa bajo enfoque Bayesiano
este valor corresponde a 4.
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Parámetros autorregresivos (régimen 1)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
φ
(1)
0,11 0.00173 [-0.00026 , 0.00355] 0.00172 [0.00111 , 0.00234]
φ
(1)
0,21 -0.00422 [-0.00595 , -0.00254] -0.00422 [-0.00467 , -0.00376]
φ
(1)
1,11 0.25047 [0.20525 , 0.29656] 0.25103 [0.23534 , 0.26655]
φ
(1)
1,21 0.05863 [0.01510 , 0.10060] 0.05829 [0.04695 , 0.06993]
φ
(1)
1,12 0.07429 [0.01724 , 0.13346] 0.07363 [0.05407 , 0.09356]
φ
(1)
1,22 0.24257 [0.19103 , 0.29449] 0.24219 [0.22755 , 0.25676]
φ
(1)
2,11 0.17896 [-0.22024 , -0.13600] -0.17891 [-0.19212 , -0.16452]
φ
(1)
2,21 -0.12062 [-0.15630 , -0.0836] -0.12126 [-0.13093 , -0.11072]
φ
(1)
2,12 0.26090 [0.20884 , 0.31442] 0.26131 [0.24325 , 0.27964]
φ
(1)
2,22 0.06600 [0.01795 , 0.11365] 0.06682 [0.05394 , 0.08026]
Matriz de covarianzas (régimen 1)
Σ1,11 0.10171 [0.09047 , 0.11455] 0.05142 [0.04549 , 0.05787]
Σ1,21 0.00895 [0.00062 , 0.01742] 0.01963 [0.01572 , 0.02407]
Σ1,12 0.00895 [0.00062 , 0.01742] 0.01963 [0.01572 , 0.02407]
Σ1,22 0.09575 [0.08522 , 0.10826] 0.03884 [0.03478 , 0.04364]
Tabla 6-1: Parámetros estimados para el modelo de tasas de interés (régimen 1)
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Parámetros autorregresivos (régimen 2)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
φ
(2)
0,11 0.00151 [-0.00014 , 0.00321] 0.00152 [0.00106 , 0.00200]
φ
(2)
0,21 0.00004 [-0.00146 , 0.00164] 0.00004 [-0.00031 , 0.00039]
φ
(2)
1,11 0.43117 [0.38475 , 0.47856] 0.43076 [0.41761 , 0.44416]
φ
(2)
1,21 0.19027 [0.15023 , 0.23534] 0.18895 [0.19901 , 0.19949]
φ
(2)
1,12 -0.10130 [-0.16090 , -0.04067] -0.10071 [-0.11761 , -0.08356]
φ
(2)
1,22 0.22850 [0.17062 , 0.28283] 0.23062 [0.21772 , 0.24384]
φ
(2)
2,11 -0.10938 [-0.16512 , -0.05530] -0.10896 [-0.12388 , -0.09440]
φ
(2)
2,21 0.08129 [0.03223 , 0.13110] 0.08177 [0.06989 , 0.09307]
θ
(2)
2,12 0.05361 [-0.01476 , 0.12520] 0.05250 [0.03331 , 0.07055]
φ
(2)
2,22 -0.29974 [-0.36136 , -0.23471] -0.30113 [-0.31539 , -0.28688]
φ
(2)
3,11 -0.10834 [-0.16929 , -0.04757] -0.10887 [-0.12561 , -0.09126]
φ
(2)
3,21 -0.15521 [-0.20948 , -0.10107] -0.15615 [-0.16869 , -0.14259]
φ
(2)
3,12 0.28584 [0.21287 , 0.35947] 0.28689 [0.26668 , 0.30686]
φ
(2)
3,22 0.25999 [0.19501 , 0.32357] 0.26136 [0.24539 , 0.27686]
φ
(2)
4,11 0.22594 [0.15669 , 0.29306] 0.22652 [0.20823 , 0.24533]
φ
(2)
4,21 0.34665 [0.28459 , 0.40737] 0.34847 [0.33413 , 0.36320]
φ
(2)
4,12 -0.03896 [-0.11294 , 0.03609] -0.04045 [-0.05983 , -0.02053]
φ
(2)
4,22 -0.27413 [-0.34170 , -0.20462] -0.27583 [-0.29082 , -0.26033]
φ
(2)
5,11 -0.15494 [-0.21822 , -0.09384] -0.15705 [-0.17416 , -0.14040]
φ
(2)
5,21 -0.07820 [-0.13484 , -0.02004] -0.07900 [-0.09213 , -0.06604]
φ
(2)
5,12 0.16413 [0.08911 , 0.23722] 0.16777 [0.14778 , 0.18747]
φ
(2)
5,22 -0.07018 [-0.13791 , -0.00165] -0.06882 [-0.08412 , -0.05285]
φ
(2)
6,11 -0.23242 [-0.27956 , -0.18755] -0.23203 [-0.24476 , -0.21956]
φ
(2)
6,21 -0.06064 [-0.10758 , -0.01606] -0.06051 [-0.07044 , -0.05073]
φ
(2)
6,12 0.11995 [0.05724 , 0.18597] 0.11977 [0.10165 , 0.13913]
φ
(2)
6,22 -0.01718 [-0.08209 , -0.04833] -0.01772 [-0.03163 , -0.00314]
Matriz de covarianzas (régimen 2)
Σ2,11 0.09737 [0.08686 , 0.11005] 0.04496 [0.04024 , 0.05047]
Σ2,21 0.00705 [-0.00098 , 0.01481] 0.01682 [0.01347 , 0.02060]
Σ2,12 0.00705 [-0.00098 , 0.01481] 0.01682 [0.01347 , 0.02060]
Σ2,22 0.09369 [0.08351 , 0.10555] 0.03558 [0.03184 , 0.03998]
Tabla 6-2: Parámetros estimados para el modelo de tasas de interés (régimen 2)
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Parámetros autorregresivos (régimen 3)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
φ
(3)
0,11 -0.00339 [-0.00607 , -0.00066] -0.00340 [-0.00435 , -0.00240]
φ
(3)
0,21 0.00884 [0.00659 , 0.01106] 0.00883 [0.00823 , 0.00944]
φ
(3)
1,11 0.01743 [-0.03108 , 0.06374] 0.01696 [-0.00134 , 0.03609]
φ
(3)
1,21 0.01486 [-0.02523 , 0.05498] 0.01446 [0.00325 , 0.02593]
φ
(3)
1,12 0.82833 [0.76449 , 0.89552] 0.82970 [0.80435 , 0.85472]
φ
(3)
1,22 0.52028 [0.46423 , 0.57474] 0.52169 [0.50686 , 0.53697]
φ
(3)
2,11 -0.00481 [-0.05580 , -0.04913] -0.00500 [-0.02467 , 0.01515]
φ
(3)
2,21 0.16245 [0.11964 , 0.20894] 0.16261 [0.15071 , 0.17439]
φ
(3)
2,12 -0.40728 [-0.48538 , -0.33148] -0.40830 [-0.43770 , -0.37883]
φ
(3)
2,22 -0.58652 [-0.65280 , -0.52458] -0.58813 [-0.60570 , -0.56983]
φ
(3)
3,11 -0.04315 [-0.09582 , 0.00736] -0.04289 [-0.06203 , -0.02388]
φ
(3)
3,21 -0.13632 [-0.17997 , -0.09321] -0.13668 [-0.14835 , -0.12584]
φ
(3)
3,12 -0.02955 [-0.10698 , 0.04956] -0.02967 [-0.05756 , -0.00117]
φ
(3)
3,22 0.10719 [0.04510 , 0.16838] 0.10736 [0.09021 , 0.12488]
φ
(3)
4,11 -0.03518 [-0.08782 , 0.01950] -0.03401 [-0.05388 , -0.01454]
φ
(3)
4,21 0.00905 [-0.03538 , 0.05254] 0.00933 [-0.00290 , 0.02119]
φ
(3)
4,12 -0.05593 [-0.13390 , 0.01945] -0.05749 [-0.08774 , -0.02667]
φ
(3)
4,22 -0.09051 [-0.15697 , -0.02189] -0.09124 [-0.10929 , -0.07290]
φ
(3)
5,11 -0.07067 [-0.12263 , -0.01691] -0.07151 [-0.09262 , -0.05087]
φ
(3)
5,21 0.04517 [0.00174 , 0.09057] 0.04560 [0.03318 , 0.05838]
φ
(3)
5,12 0.36410 [0.28929 , 0.44311] 0.36427 [0.33428 , 0.39387]
φ
(3)
5,22 0.12025 [0.05401 , 0.18339] 0.11953 [0.10122 , 0.13758]
φ
(3)
6,11 -0.41540 [-0.47527 , -0.35861] -0.45595 [-0.43783 , -0.39403]
φ
(3)
6,21 -0.33956 [-0.38731 , -0.29118] -0.33945 [-0.32282 , -0.32571]
φ
(3)
6,12 0.02606 [-0.05193 , 0.10449] 0.02707 [-0.00427 , 0.05843]
φ
(3)
6,22 0.02887 [-0.03805 , 0.09178] 0.02869 [0.00969 , 0.04805]
φ
(3)
7,11 0.34909 [0.29086 , 0.41087] 0.34993 [0.32899 , 0.37109]
φ
(3)
7,21 0.25184 [0.20187 , 0.29855] 0.25300 [0.24073 , 0.26610]
φ
(3)
7,12 -0.31457 [-0.39690 , -0.23561] -0.31606 [-0.34607 , -0.28802]
φ
(3)
7,22 -0.25197 [-0.31831 , -0.18696] -0.25354 [-0.27135 , -0.23610]
Tabla 6-3: Parámetros estimados para el modelo de tasas de interés (régimen 3)
38 6 Aplicaciones a datos reales
Matriz de covarianzas (régimen 3)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
Σ3,11 0.10986 [0.09723 , 0.12403] 0.06168 [0.05466 , 0.06942]
Σ3,21 0.00938 [0.00023 , 0.01858] 0.01956 [0.01515 , 0.02447]
Σ3,12 0.00938 [0.00023 , 0.01858] 0.01956 [0.01515 , 0.02447]
Σ3,22 0.09940 [0.08818 , 0.11229] 0.03982 [0.04505 , 0.00954]
Tabla 6-4: Matriz de covarianzas para el modelo de tasas de interés (régimen 3)
d 0 1 2 3 4 5
f(d|yp+1:T θfp−d) 0 0 0 0 1 0
Tabla 6-5: Estimación del parámetro de retardo para el modelo de las tasas de interés de
Estados Unidos
6.0.2. Aplicaciones a datos meteorológicos e hidrológicos
El segundo conjunto de datos fue utilizado por Calderón & Nieto (2017). Para estos datos, la
serie Y1,t corresponde a las mediciones del caudal del ŕıo Bedon ubicado en el departamento
del Cauca Colombia. La serie Y2,t esta conformada por las mediciones del caudal del ŕıo
La Plata ubicado en la misma región. Dichas mediciones fueron tomadas en las estaciones
hidrológicas El Trebol y Villalosada. La serie exógena Pt, corresponde a las mediciones del
nivel de lluvia que tienen influencia sobre estos dos ŕıos, las mediciones fueron registradas
en la estación meteorológica San Juan, ubicada en el departamento del Cauca. Cada serie
consta de 1200 observaciones diarias comprendidas entre el periodo enero 1 de 2006 hasta
abril 14 de 2009.









































Figura 6-2: Niveles de lluvia - Caudal del ŕıo Bedon - Caudal del ŕıo Plata
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Con el fin de establecer control sobre la heterocedasticidad marginal de las series, se realiza
algunas transformaciones sobre las series originales, de esta forma, la serie bivariada de interés
esta conformada por Yt = (y1,t, y2,t)








. La serie de
umbrales Zt se define como Zt =
√
Pt−1. Para este conjunto de datos, Calderón & Nieto
(2017), define un modelo TAR multivariado conformado por dos reǵımenes, determinados
por el umbral r1 = 2.6. El orden autorregresivo para cada uno de los reǵımenes es 5. La figura
6-2 muestra el comportamiento de las series descritas. La estructura general del modelo que






















i Zt−i + Σ(2)εt si Zt−d > 2.6
(6-2)
Para obtener las estimaciones de los parámetros autorregresivos del modelo 6-2, la matriz de
covarianzas de cada régimen y el parámetro de retardo de la variable de umbrales, se parte
del supuesto de que los parámetros estructurales son conocidos, excepto d. La estimación de
los órdenes autoregresivos, valor del umbral, el número de reǵımenes y el test de no linealidad
se pueden ver en detalle en Calderón & Nieto (2017).
Mediante el método de simulación previamente descrito, se obtienen las estimaciones pun-
tuales, aśı como los intervalos créıbles al 95 % de confianza y la estimación del parámetro d.
Los resultados se presentan en las tablas 6-6, 6-7, 6-8 y 6-9.
Los resultados evidencian que tanto al utilizar una distribución a priori informativa como no
informativa, las estimaciones puntuales son similares, este hecho ha sido reiterativo desde las







cuatro estimaciones más, especialmente del régimen dos, en donde sus intervalos créıbles
contienen a cero, por lo que no son estad́ısticamente significativos.
La tabla 6-10 muestra el valor estimado para el parámetro d, el valor obtenido corresponde
a cero, lo que indica que la influencia del nivel de las lluvias sobre el caudal de los ŕıos es
inmediato.
Teniendo en cuenta las estimaciones de los parámetros no estructurales del modelo 6-2, las
varianzas del segundo régimen son más grandes que las del primer régimen, lo que podŕıa
interpretarse en que para el segundo régimen, los niveles lluvia producen mayor variabilidad
en el caudal del ŕıo. Al observar los parámetros δji,s con j = 1, 2, i = 1, 2, .., 5 y s = 1, 2,
se puede observar que en general son mayores en el régimen dos, lo que indica un mayor
impacto de las precipitaciones sobre la transformación de los ŕıos.
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Parámetros autorregresivos (régimen 1)
A priori no informativa A priori informativa
- Estimación IC(95 %) Esimación IC(95 %)
φ
(1)
0,11 0.12558 [0.11868 , 0.13241] 0.12558 [0.12007 , 0.13092]
φ
(1)
0,21 0.18474 [0.17649 , 0.19273] 0.18472 [0.17808 , 0.19135]
φ
(1)
1,11 0.59556 [0.58771 , 0.60397] 0.59558 [0.58936 , 0.60217]
φ
(1)
1,21 0.06743 [0.05730 , 0.07740] 0.06741 [0.05928 , 0.07566]
φ
(1)
1,12 0.03894 [0.03225 , 0.04584] 0.03895 [0.03359 , 0.04440]
φ
(1)
1,22 0.64949 [0.64136 , 0.65774] 0.64948 [0.64270 , 0.65636]
φ
(1)
2,11 0.00953 [-0.00015 , 0.01944] 0.00952 [0.00199 , 0.01724]
φ
(1)
2,21 -0.00280 [-0.01422 , 0.00840] -0.00274 [-0.01199 , 0.00635]
φ
(1)
2,12 0.02015 [0.01225 , 0.02786] 0.02011 [0.01393 , 0.02299]
φ
(1)
2,22 -0.08639 [-0.09560 , -0.07685] -0.08643 [-0.09406 , -0.07879]
φ
(1)
3,11 0.13790 [0.12927 , 0.14700] 0.13787 [0.13505 , 0.14503]
φ
(1)
3,21 0.05553 [0.04520 , 0.06594] 0.05552 [0.04716 , 0.06406]
φ
(1)
3,12 -0.01525 [-0.02259 , -0.00830] -0.01523 [-0.02105 , -0.00979]
φ
(1)
3,22 0.14622 [0.13789 , 0.15447] 0.14623 [0.13938 , 0.15305]
φ
(1)
4,11 0.01857 [0.00993 , 0.02723] 0.01857 [0.01184 , 0.02540]
φ
(1)
4,21 -0.06762 [-0.07773 , -0.05736] -0.06765 [-0.07602 , -0.05936]
φ
(1)
4,12 -0.01728 [-0.02428 , -0.01037] -0.01728 [-0.02284 , -0.01183]
φ
(1)
4,22 0.05482 [0.04654 , 0.06321] 0.05485 [0.04804 , 0.06159]
φ
(1)
5,11 0.08823 [0.08080 , 0.09569] 0.08823 [0.08247 , 0.09402]
φ
(1)
5,21 0.01387 [0.00537 , 0.02280] 0.01390 [0.00693 , 0.02126]
φ
(1)
5,12 -0.01456 [-0.02015 , -0.00893] -0.01455 [-0.01899 , -0.01017]
φ
(1)
5,22 0.06665 [0.06006 , 0.07343] 0.06664 [0.06125 , 0.07228]
δ
(1)
1,11 0.00594 [0.00539 , 0.00650] 0.00594 [0.00551 , 0.00638]
δ
(1)
1,21 -0.00352 [-0.00421 , -0.00287] -0.00352 [-0.00407 , -0.00299]
δ
(1)
2,11 -0.00035 [-0.00090 , 0.00023] -0.00035 [-0.00079 , 0.00011]
δ
(1)
2,21 0.00084 [0.00016 , 0.00152] 0.00084 [0.00029 , 0.00140]
δ
(1)
3,11 -0.00385 [-0.00443 , -0.00325] -0.00385 [-0.00431 , -0.00338]
δ
(1)
3,21 -0.00731 [-0.00801 , -0.00658] -0.00731 [-0.00788 , -0.00671]
δ
(1)
4,11 -0.00292 [-0.00349 , -0.00236] -0.00292 [-0.00336 , -0.00248]
δ
(1)
4,21 -0.00961 [-0.01027 , -0.00893] -0.00961 [-0.01015 , -0.00906]
Tabla 6-6: Parámetros autorregresivos para caudal de los ŕıos Bedon y Plata (régimen 1)
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Matriz de covarianzas (régimen 1)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
Σ1,11 0.08141 [0.07708 , 0.08604] 0.07009 [0.06632 , 0.07400]
Σ1,21 0.01353 [0.01009 , 0.01706] 0.01547 [0.01244 , 0.01856]
Σ1,12 0.01353 [0.01009 , 0.01706] 0.01547 [0.01244 , 0.01856]
Σ1,22 0.09043 [0.08558 , 0.09565] 0.08040 [0.07610 , 0.08101]
Tabla 6-7: Matriz de covarianzas para el modelo del caudal de los ŕıos Bedon y Plata (régi-
men 1)
42 6 Aplicaciones a datos reales
Parámetros autorregresivos (régimen 2)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
φ
(2)
0,11 0.46209 [0.44394 , 0.48052] 0.46221 [0.44502 , 0.47943]
φ
(2)
0,21 0.65331 [0.62219 , 0.68267] 0.65352 [0.62369 , 0.68148]
φ
(2)
1,11 0.39456 [0.37489 , 0.41307] 0.39451 [0.37632 , 0.41228]
φ
(2)
1,21 0.07118 [0.03962 , 0.10372] 0.07112 [0.04120 , 0.10218]
φ
(2)
1,12 0.06733 [0.05438 , 0.08023] 0.06736 [0.05508 , 0.07919]
φ
(2)
1,22 0.51243 [0.49157 , 0.53414] 0.51249 [0.49255 , 0.53321]
φ
(2)
2,11 0.18120 [0.16283 , 0.20049] 0.18115 [0.16379 , 0.19891]
φ
(2)
2,21 -0.11118 [-0.14257 , -0.07952] -0.11118 [-0.14078 , -0.08122]
φ
(2)
2,12 -0.11625 [-0.13074 , -0.10230] -0.11625 [-0.12943 , -0.10318]
φ
(2)
2,22 -0.01084 [-0.03428 , 0.01297] -0.01092 [-0.03310 , 0.01150]
φ
(2)
3,11 0.03320 [0.01155 , 0.05433] 0.03324 [0.01258 , 0.05290]
φ
(2)
3,21 0.02019 [-0.01604 , 0.05578] 0.02019 [-0.01423 , 0.05435]
φ
(2)
3,12 -0.01128 [-0.02552 , 0.00375] -0.01130 [-0.02452 , 0.00269]
φ
(2)
3,22 0.06714 [0.04355 , 0.09202] 0.06715 [0.04455 , 0.09071]
φ
(2)
4,11 0.02022 [-0.00078 , 0.04130] 0.02024 [0.00074 , 0.03982]
φ
(2)
4,21 0.07109 [0.03606 , 0.10587] 0.07115 [0.03783 , 0.10405]
φ
(2)
4,12 0.06369 [0.04860 , 0.07940] 0.06365 [0.04978 , 0.07823]
φ
(2)
4,22 -0.04005 [-0.06556 , -0.01426] -0.04013 [-0.06431 , -0.01548]
φ
(2)
5,11 0.01272 [-0.00357 , 0.02945] 0.01270 [-0.00268 , 0.02833]
φ
(2)
5,21 -0.09516 [-0.12335 , -0.06684] -0.09521 [-0.12255 , -0.06820]
φ
(2)
5,12 0.02832 [0.01468 , 0.04248] 0.02831 [0.01583 , 0.04150]
φ
(2)
5,22 0.18737 [0.16518 , 0.21024] 0.18737 [0.16625 , 0.20948]
Tabla 6-8: Parámetros autorregresivos para caudal de los ŕıos Bedon y Plata (régimen 2)
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Parámetros autorregresivos y matriz de covarianzas(régimen 2)
A priori no informativa A priori informativa
- Estimación IC(95 %) Estimación IC(95 %)
δ
(2)
1,11 0.01696 [0.01556 , 0.01825] 0.01696 [0.01566 , 0.01819]
δ
(2)
1,21 0.00496 [0.00275 , 0.00712] 0.00495 [0.00286 , 0.00704]
δ
(2)
2,11 0.00000 [-0.00139 , 0.00136] 0.00000 [-0.00131 , 0.00126]
δ
(2)
2,21 -0.00351 [-0.00588 , -0.00130] -0.00350 [-0.00573 , -0.00138]
δ
(2)
3,11 -0.00621 [-0.00756 , -0.00477] -0.00621 [-0.00747 , -0.00487]
δ
(2)
3,21 -0.00381 [-0.00611 , -0.00151] -0.00381 [-0.00600 , -0.00164]
δ
(2)
4,11 0.00034 [-0.00098 , 0.00176] 0.00035 [-0.00090 , 0.00168]
δ
(2)
4,21 0.00226 [0.00000 , 0.00461] 0.00226 [0.00015 , 0.00452]
δ
(2)
5,11 -0.00197 [-0.00337 , -0.00064] -0.00197 [-0.00328 , -0.00072]
δ
(2)
5,21 -0.01239 [-0.01475 , -0.01006] -0.01238 [-0.01463 , -0.01016]
Matriz de covarianzas (régimen 2)
Σ2,11 0.11108 [0.10513 , 0.11726] 0.10216 [0.09677 , 0.01077]
Σ2,21 0.04393 [0.03831 , 0.04952] 0.04649 [0.04119 , 0.05181]
Σ2,21 0.04393 [0.03831 , 0.04952] 0.04649 [0.04119 , 0.05181]
Σ2,22 0.16330 [0.15447 , 0.17338] 0.15745 [0.14895 , 0.16714]
Tabla 6-9: Parámetros autorregresivos para caudal de los ŕıos Bedon y Plata (régimen 2)
d 0 1 2 3 4 5
f(d|yp+1:T θfp−d) 1 0 0 0 0 0
Tabla 6-10: Estimación del parámetro de retardo para el modelo de datos hidrológicos
7 Conclusiones y recomendaciones
En este trabajo se presentó una metodoloǵıa Bayesiana para la estimación de los parámetros
no estructurales del modelo MTAR y del parámetro de retardo de la variable de umbrales
cuando se consideran distribuciones a priori no informativas de la familia de Jeffreys, usando
métodos MCMC.
Se llevó a cabo un estudio de simulación con el fin de establecer el adecuado funcionamiento
de la metodoloǵıa y realizar comparaciones entre las estimaciones obtenidas cuando se pro-
ponen distribuciones a priori no informativas e informativas. Los resultados basados en tres
modelos propuestos, indican que las estimaciones puntuales al utilizar tanto distribuciones
a priori informativas como no informativas son similares, los sesgos obtenidos son relativa-
mente bajos sin importar el tipo de distribución a priori que se utilice. Por otro lado, los
intervalos créıbles son de menor longitud al utilizar distribuciones a priori de tipo informati-
vo; además, en el 100 % de las veces, los intervalos créıbles contienen el verdadero parámetro.
Finalmente, la estimación del parámetro de retardo se hace con gran precisión, ya que para
todas las réplicas la estimación coincidió con el verdadero valor del parámetro.
Se aplicó la metodoloǵıa sobre dos conjuntos de datos reales, el primero de ellos en el área
financiera, correspondiente a los ı́ndices de rendimiento de tasas de interés para bonos del
Tesoro de los Estados Unidos y el segundo en el área de hidroloǵıa. Se pudo corroborar que
las estimaciones de los parámetros no estructurales y del parámetro de retardo de la varia-
ble de umbrales, presentaron caracteŕısticas similares a la halladas con los modelos simulados.
Los resultados obtenidos tanto en el estudio de simulación como para datos reales sugiere
mejores estimaciones de los parámetros no estructurales del modelo MTAR cuando se utiliza
una distribución a priori informativa en términos de la longitud de los intervalos créıbles.
Para futuros trabajos, se recomienda hacer una exploración de otras distribuciones a priori
no informativas propuestas en la literatura e identificar su influencia en las estimaciones de
los parámetros no estructurales del modelo MTAR. También se recomienda hacer un estudio
de simulación que permita ver la influencia de los hiperparámetros de la distribución a priori
en las estimaciones finales.
8 Anexos
8.1. Condicional completa para los parámetros no
estructurales a partir de una distribución a priori no
informativa
La distribucón condicional completa para el vector de parámetros estructurales f(θ(j)|θi, i 6=
j,Σ, U, y1:T , θnesp), es proporcional al producto de la verosimilitud del modelo TAR multiva-









































































































































































































































jV−1j θj − θ
′
jV−1j Θj − (Θj)
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8.2. Condicional completa para la matriz de covarianzas a
partir de la distribución a priori no informativa de
Jeffreys















































8.3. Condicional completa para los parámetros no
estructurales a partir de una a priori informativa
La distribucón condicional completa para el vector de parámetros estructurales f(θ(j)|θ(i), i 6=
j,Σ, U, y1:T , θnesp), es proporcional al producto de la verosimilitud del modelo TAR multiva-































































































































































































































































y θ∗j = Vj
(




, entonces la expresión an-




















j ⊗ Σ−1(j)) + (Σ0j)−1
)−1 (




















j ⊗ Σ−1(j)) + (Σ0j)−1
)−1 (










j ⊗ Σ−1(j)) + (Σ0j)−1
)−1 (
(Wj ⊗ Σ−1(j))yj + (Σ0j)−1θ0j
)











j − (θ∗j )
′










































(θj − θ∗j )
′
V −1j (θj − θ∗j )
}
8.4. Resultado de las estimaciones para le modelo 2
A priori no informativa
Régimen 1 Régimen 2 Régimen 3
θ1 θ̂1 IC(95 %) θ2 θ̂2 IC(95 %) θ3 θ̂3 IC(95 %)
3 3.01 [1.74 , 4.34] 2 1.92 [0.88, 2.97] -3 -3.01 [-3.47, -2.52]
5 5.03 [4.58, 5.45] 1 1.01 [0.71, 1.35] 2 2.13 [1.70, 2.53]
0.4 0.42 [0.27 , 0.56] -0.5 -0.47 [-0.55, -0.39] 0.8 0.81 [0.77, 0.84]
0.6 0.60 [0.55 , 0.65] 0.4 0.40 [0.37, 0.42] 0.0 -0.01 [-0.04, 0.01]
0.3 0.28 [0.17 , 0.38] -0.2 -0.18 [-0.27, -0.10] 0.2 0.20 [0.16, 0.24]
-0.5 -0.50 [-0.54 , -0.57] 0.1 0.09 [0.07, 0.11] -0.4 -0.39 [-0.42, -0.35]
5 5.02 [4.59, 5.31] 1.2 1.13 [1.00, 1.26]
-3 5.02 [-3.10, -2.88] -0.8 -0.78 [-0.90, -0.66]
0.6 0.57 [0.42, 0.74]
2 2.01 [1.88, 2.15]
Matriz de Covarianzas
2 2.04 [1.85 , 2.25] 2 2.08 [1.95, 2.22] 1 1.09 [1.00, 1.19]
-0.3 -0.27 [-0.37 , -0.18] 0.3 0.31 [0.25, 0.38] 0.3 0.0 [-0.05, 0.07]
-0.3 -0.27 [-0.37 , -0.18] 0.3 0.31 [0.25, 0.38] 0.3 0.0 [-0.05, 0.07]
1 1.02 [0.93 , 1.11] 1 0.95 [0.90, 1.02] 1 1.02 [0.94, 1.12]
Tabla 8-1: Estimaciones de los parámetros no estructurales del Modelo 2, a partir de la
distribución a priori no informativa de Jeffreys
d 0 1 2 3 4 5
f(d|yp+1:T , θfp−d) 0 1 0 0 0 0
Tabla 8-2: Estimación del parámetro de retardo para el modelo 2
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d prefijados 0 1 2 3 4 5
Número de ocurrencias 0 100 0 0 0 0
Tabla 8-3: Número de veces que se obtuvo el parámetro d
Medidas comparativas (régimen 1)
A priori no informativa A priori informativa
θ2 Sgo. Med IC.Med Sgo. Med IC.Med
3 -0.021 2.571 0.411 2.086
5 -0.010 0.863 -0.044 0.740
0.4 0.000 0.275 -0.037 0.239
0.6 -0.001 0.092 0.003 0.082
0.3 0.001 0.213 -0.022 0.199
-0.5 0.001 0.071 0.004 0.067
Matriz de Covarianzas (régimen 1)
2 -0.059 0.408 -0.036 0.398
-0.3 0.018 0.186 0.012 0.180
-0.3 0.018 0.186 0.012 0.180
1 -0.006 0.176 0.003 0.172
Medidas comparativas (régimen 2)
2 -0.008 1.927 0.290 1.707
1 -0.013 0.631 0.081 0.581
-0.5 0.000 0.161 -0.034 0.158
0.4 0.000 0.053 -0.009 0.052
-0.2 -0.002 0.158 -0.025 0.156
0.1 -0.002 0.051 -0.009 0.051
5 0.004 0.710 0.040 0.669
-3 0.006 0.234 0.009 0.224
Matriz de Covarianzas (régimen 2)
2 -0.052 0.273 -0.180 0.277
0.3 -0.007 0.126 -0.043 0.126
0.3 -0.007 0.126 -0.043 0.126
1 -0.002 0.122 -0.012 0.121
Tabla 8-4: Medidas comparativas Modelo 2 (régimen 1 y 2)
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Medidas comparativas (régimen 3)
A priori no informativa A priori informativa
θ2 Sgo. Med IC.Med Sgo. Med IC.Med
-3 0.005 1.016 -0.230 0.974
2 -0.017 1.000 0.029 0.956
0.8 0.002 0.058 0.000 0.057
0.0 0.000 0.057 -0.001 0.056
0.2 -0.002 0.069 -0.006 0.068
-0.4 -0.002 0.069 -0.003 0.068
1.2 -0.006 0.246 0.000 0.242
-0.8 -0.002 0.247 -0.010 0.241
0.6 0.010 0.158 0.058 0.294
2 0.006 0.304 0.002 0.293
Matriz de Covarianzas (régimen 3)
1 -0.007 0.179 0.000 0.176
0.3 0.001 0.126 0.001 0.123
0.3 0.001 0.126 0.001 0.123
1 -0.006 0.178 0.003 0.174
Tabla 8-5: Medidas comparativas Modelo 2 (régimen 3)
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8.5. Resultado de las estimaciones para el modelo 3
A priori no informativa
Régimen 1 Régimen 2
θ1 θ̂1 IC(95 %) θ2 θ̂2 IC(95 %)
2 1.88 [1.66 , 2.11] 0.46 0.45 [0.41, 0.48]
3 2.94 [2.81 , 3.08] 0.33 0.32 [0.29, 0.35]
-1 -1.03 [-1.18 , -0.88] 0.46 0.45 [0.44, 0.46]
0.7 0.71 [0.67 , 0.75] 0.2 0.19 [0.15, 0.22]
-0.2 -0.18 [-0.20 , -0.15] 0.27 0.26 [0.23, 0.29]
0.3 0.31 [0.29 , 0.33] 0.22 0.21 [0.21, 0.22]
-0.2 -0.18 [-0.22 , -0.14] 0.00 0.00 [-0.04, 0.05]
0.3 0.29 [0.27 , 0.31] 0.49 0.49 [0.45, 0.53]
0.1 0.09 [0.07 , 0.11] 0.23 0.23 [0.22, 0.24]
0.3 0.28 [0.23 , 0.32] 1 1.05 [0.96, 1.15]
0.1 0.08 [0.05 , 0.11] 0.5 0.55 [0.47, 0.62]
0.3 0.28 [0.25 , 0.31] -1 -0.98 [-1.00, -0.96]
3 3.04 [2.96 , 3.13]
1 1.06 [1.00 , 1.11]
4 4.04 [3.98 , 4.09]
Matriz de Covarianzas
0.87 0.89 [0.84 , 0.94] 0.74 0.73 [0.69, 0.79]
0.03 0.03 [0.00 , 0.06] 0.55 0.54 [0.50, 0.58]
0.34 0.33 [0.30 , 0.36] 0.15 0.14 [0.12, 0.17]
0.03 0.03 [0.00 , 0.06] 0.55 0.54 [0.50, 0.58]
0.7 0.68 [0.65 , 0.72] 0.55 0.54 [0.51, 0.58]
0.26 0.25 [0.22 , 0.27] 0.02 0.01 [0.00, 0.03]
0.34 0.33 [0.30 , 0.36] 0.15 0.14 [0.12, 0.17]
0.26 0.25 [0.22 , 0.27] 0.02 0.01 [0.00, 0.03]
0.47 0.46 [0.44 , 0.48] 0.38 0.39 [0.36, 0.42]
Tabla 8-6: Estimaciones de los parámetros no estructurales del Modelo 3, a partir de la
distribución a priori no informativa de Jeffreys
d 0 1 2 3 4 5
f(d|yp+1:T , θfp−d) 1 0 0 0 0 0
Tabla 8-7: Estimación del parámetro de retardo para el modelo 3
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d prefijados 0 1 2 3 4 5
Número de ocurrencias 100 0 0 0 0 0
Tabla 8-8: Número de veces que se obtuvo el parámetro d
Medidas comparativas (régimen 1)
A priori no informativa A priori informativa
θ2 Sgo. Med IC.Med Sgo.Med IC.Med
2 0.025 0.439 0.006 0.428
3 -0.001 0.288 -0.010 0.282
-1 0.009 0.303 -0.005 0.295
0.7 -0.002 0.068 0.000 0.066
-0.2 0.000 0.044 0.000 0.043
0.3 -0.001 0.047 0.001 0.046
-0.2 -0.004 0.076 -0.001 0.074
0.3 0.000 0.050 0.001 0.049
0.1 -0.001 0.052 0.000 0.051
0.3 0.003 0.085 0.000 0.084
0.1 0.000 0.056 0.000 0.055
0.3 0.001 0.059 -0.001 0.058
3 0.000 0.165 -0.006 0.162
1 -0.004 0.108 -0.001 0.106
4 -0.001 0.114 0.003 0.112
Matriz de Covarianzas (régimen 1)
0.87 -0.005 0.097 0.000 0.096
0.03 -0.001 0.061 -0.001 0.060
0.34 -0.003 0.057 0.001 0.056
0.03 -0.001 0.061 -0.001 0.060
0.7 -0.002 0.077 0.002 0.076
0.26 -0.001 0.048 0.001 0.048
0.34 -0.003 0.057 0.001 0.056
0.26 -0.001 0.048 0.001 0.048
0.47 -0.002 0.048 -0.002 0.047
Tabla 8-9: Medidas comparativas Modelo 3 (régimen 1)
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Medidas comparativas (régimen 2)
A priori no informativa A priori informativa
θ2 Sgo. Med IC.Med Sgo. Med IC.Med
0.46 0.000 0.075 0.000 0.073
0.33 0.000 0.062 0.000 0.060
0.46 0.000 0.017 0.000 0.017
0.2 0.000 0.070 0.000 0.068
0.27 0.000 0.058 0.000 0.056
0.22 0.000 0.016 0.000 0.016
0.00 0.001 0.096 0.001 0.093
0.49 0.001 0.079 0.001 0.077
0.23 0.000 0.022 0.000 0.022
1 0.000 0.192 0.000 0.157
0.5 0.000 0.158 0.001 0.154
-1 0.000 0.044 0.001 0.044
Matriz de Covarianzas (régimen 2)
0.74 -0.004 0.100 -0.004 0.099
0.55 -0.003 0.083 0.009 0.082
0.15 0.001 0.047 0.002 0.046
0.55 -0.003 0.083 0.009 0.082
0.55 -0.002 0.072 -0.006 0.071
0.02 0.000 0.039 -0.002 0.039
0.15 -0.001 0.047 0.002 0.046
0.02 0.000 0.039 -0.002 0.039
0.38 0.000 0.051 -0.001 0.050
Tabla 8-10: Medidas comparativas Modelo 3 (régimen 2)
8.6. Diagnósticos de convergencia para los modelos 2 y 3
A continuación se presentan los resultados de los diagnósticos de convergencia aplicados las
cadenas resultantes para los modelos 2 y 3.
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Figura 8-1: Resultados del criterio de converegencia de Gelman y Rubin para los parámetros
autorregresivos del modelo 2 (régimen 1).
Figura 8-2: Resultados del criterio de converegencia de Gelman y Rubin para los parámetros
autorregresivos del modelo 2 (régimen 2).
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Figura 8-3: Resultados del criterio de converegencia de Gelman y Rubin para los parámetros
autorregresivos del modelo 2 (régimen 3).
Figura 8-4: Resultados del criterio de converegencia de Gelman y Rubin para los parámetros
autorregresivos del modelo 3 (régimen 1).
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Figura 8-5: Resultados del criterio de converegencia de Gelman y Rubin para los parámetros
autorregresivos del modelo 3 (régimen 2).
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Tabla 8-11: Criterio de convergencia de Geweke modelo 2 (régimen 1 y 2)
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Tabla 8-12: Criterio de convergencia de Geweke modelo 2 (régimen 3)
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Tabla 8-13: Criterio de convergencia de Geweke modelo 3 (régimen 1)
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Tabla 8-14: Criterio de convergencia de Geweke modelo 3 (régimen 2)
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