Abstract. From the combinatorial characterizations of the right, left, and two-sided Kazhdan-Lusztig cells of the symmetric group, 'KRS bases' are constructed for certain quotients by two-sided ideals of the group ring and the Hecke algebra. Applications to invariant theory of the general linear group and representation theory of the symmetric group are discussed.
Introduction: summary and organization of results
Consider the group ring CS n with complex coefficients of the symmetric group S n on n letters. Let CT λ be the representation of CS n on the space spanned by (row) tabloids of shape λ, where λ is a partition of n. We seek a basis consisting of permutations for CS n modulo the kernel of the map CS n → End CT λ . Theorem 2 in §2 provides an answer: the permutations whose KRS-shapes dominate λ form a basis, where the KRS-shape of a permutation is defined by means of the KRS-correspondence. Also discussed in §2 are applications to invariant theory of Theorem 2 (via its special case Theorem 1) which motivated our search for such a basis in the first place.
The proof in §4 of Theorem 2 uses the Hecke algebra and its Kazhdan-Lusztig bases, the relevant definitions and results about these being recalled in §3. More specifically, the theorem follows readily from the following observation implicit in [11] and explicitly formulated in §3.6:
A Kazhdan-Lusztig C-basis element C w kills the right cell (or equivalently Specht) module corresponding to a shape λ unless λ is dominated by the KRS-shape of the indexing permutation w.
In Theorems 4 and 5 of §4 we deduce from this observation more good properties of the Kazhdan-Lusztig C-basis with respect to representations. The observation in turn follows easily from the combinatorial characterizations of the left, right, and two-sided Kazhdan-Lusztig cells: see §3.
The reasoning in the previous paragraph might seem like putting the cart before the horse, for the proofs in [11] of the combinatorial characterizations proceed by first establishing-by means of the Murphy basis-the observation above (if only implicitly). Our defense rests on the following:
• The arguments in §4 are formal and simple. In particular, they don't need any such extra construct as the Murphy basis.
• The combinatorial characterizations admit other approaches, notwithstanding the fact that proofs for some of them are at present available only in [11] .
In §5 we recall-from [15, 5, 19, 11] -definitions, notation, and preliminary results to be used in § §5-10.
In §6 we generalize the results of §2: Theorem 7 is a Hecke algebra analogue of Theorem 2; and Theorem 8 is a characteristic free version of the result over C on multilinear invariants stated in §2 and proved in §4.
In §7 we work out, more explicitly than in §4, what the combinatorial characterizations mean for the action of C-basis elements indexed by permutations of a certain KRS-shape λ on the right cell module associated to λ. The action is conveniently encoded by the matrix G(λ) of (7.1). The determinant of G(λ) is shown in §8, using results of [5, 19] , to be related to the determinant det(λ) of the matrix of the Dipper-James bilinear form on the Specht module S λ with respect to the 'standard basis'. In [5, Theorem 4.11] , there is a formula for det(λ) in terms of hook lengths. Combining it with a result from [13] , a similar hook length formula is obtained for det G(λ) in §9 (Theorem 11). Our formula is nicer than the one in [5, Theorem 4.11] in that there is no obtruding power of the indeterminate: see the proof of Theorem 11 for how that power vanishes. 1 Apart from any interest the results of § §7-9 may have in themselves, they have the following applications as described in §10:
• They provide another approach to one half of the Carter conjecture about irreducibility of Specht modules under specializations-see Theorem 13.
• We obtain generalizations (to not necessarily semi-simple situations) of Theorems 4, 5-see Theorems 14, 15.
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Motivation: applications to invariant theory
The field C of complex numbers serves as base throughout this section. Let V be a finite dimensional vector space and d its dimension.
A basis of permutations for multilinear invariants.
The adjoint action of the group GL(V ) on the space End V of linear endomorphisms of V induces, in the standard fashion, actions on spaces naturally constructed from End V , as for example multifold Cartesian or tensor products of End V with itself and their duals. We are interested in a nice basis for the space of GL(V )-invariant multilinear functions of (End V ) ×n , or, what amounts to the same, for the space M of GL(V )-invariant linear functionals on W := (End V ) ⊗n .
The bilinear form φ, ψ := Trace(φψ) on End V being non-degenerate and GL(V )-invariant, it induces a GL(V )-equivariant isomorphism of End V with its dual (End V ) * , and further an equivariant morphism of W with its dual W * :
Since W is naturally an algebra (being the multifold tensor product of the algebra End V ), W * is an algebra via its identification with W . And, since the GL(V )-action on W preserves the algebra structure, we conclude that M is a sub-algebra of W * .
The symmetric group S n acts by permuting the factors on arbitrary n-fold tensor products, in particular on W and W * . These actions on W and W * commute with those of GL(V ), so M is S n -invariant.
Consider the linear map Θ from the group ring CS n to W * that sends a permutation written as a product (
As is well known (see [4, Θ is a map of algebras with image M and kernel the intersection of the annihilators of the irreducible representation spacesthe Specht modules-of CS n corresponding to partitions of n with at most d parts. In particular, Θ is an injection if n < d.
Denoting by J(n, d) the intersection of the annihilators as above, we have an isomorphism CS n /J(n, d) ∼ = M. Our first result gives a basis of permutations for CS n /J(n, d) and via Θ also for M. To state it, recall, from [9, §4.1] for example, the well known Knuth-Robinson-Schensted (KRS) correspondence between permutations and ordered pairs of standard Young tableaux of the same shape. The KRS-shape of a permutation is the shape of either of the two tableaux in the corresponding pair. The theorem is a special case of Theorem 2. If we think of a permutation π as a self-map of [n] := {1, . . . , n}, and identify it with the sequence π(1), . . . , π(n), then, as can be seen readily from the description of the KRS correspondence, the permutations in the theorem are precisely the sequences not containing any decreasing sub-sequence of length more than d.
2.2.
A 'monomial' basis for the GL(V )-invariant sub-algebra of the tensor algebra of End V . Let T denote the tensor algebra ⊕ n≥0 (End V ) ⊗n . The action of GL(V ) on T preserves the algebra structure, so the invariant ring T GL(V ) is a sub-algebra. It also preserves degrees, so
Taking the disjoint union as n varies of the bases of CS n /J(n, d) as given by Theorem 1, we get a basis of T GL(V ) . The basis thus obtained has an interesting property: it is closed under products! In fact, we get a description of the algebra T GL(V ) as follows.
2 As explained in §3.4, what we mean by KRS correspondence in this paper differs by a flip from the standard definition as for example in [9] . The notion of KRS-shape of a permutation is not however affected by this change.
Consider the space S := ⊕ n≥0 CS n with the following multiplication: for π in S m and σ in S n , π · σ is the permutation in S m+n that, as a self-map of [m + n], is given by
For each n, consider the subspace of CS n spanned by permutations that have no decreasing sub-sequence of length more than d. The direct sum of these subspaces is a sub-algebra of S and, via the map Θ described in §2.1, isomorphic to T GL(V ) .
2.3.
Application to rings of polynomial invariants. Consider the ring of GL(V )-invariant polynomial functions on (End V ) ×m . It is a direct sum of homogeneous invariant functions, for the action preserves degrees. It is spanned, as a vector space, by products of traces in words (see for example [22, §1] , [23] ). More precisely, for a fixed degree n, given a permutation σ of n elements and a map ν of [n] to [m] , consider the function f (σ, ν) defined as follows: writing σ as a product
As σ and ν vary, the f (σ, ν) span the space of invariants of degree n.
This fact is proved by observing that every polynomial invariant arises as the specialization of a multilinear invariant (by the restitution process). Thus, thanks to Theorem 1, we can restrict the permutation σ to have no decreasing sub-sequence of length more than d, and still the f (σ, ν) would span. [3, §3] , the notion of a 'picture invariant' is introduced, generalizing the functions f (σ, ν) defined above. Picture invariants span the space of invariant polynomial functions ( [3, Proposition 7] ). Just as in the special case of (End V ) ×n discussed above, thanks to Theorem 1, only those picture invariants with underlying permutations having no decreasing sub-sequences of length exceeding d suffice to span the polynomial invariants.
2.4. KRS-basis for actions on tabloids. Theorem 1 is a special case of the following theorem. Fix a partition λ ⊢ n. Consider the action of the symmetric group S n on the set T λ of (row) tabloids of shape λ, and the corresponding complex linear representation CT λ . Here is the usual domination relation on shapes (see §3.4.2). Taking λ to be the unique smallest shape in the dominance order with at most d rows, we recover Theorem 1, for, as is well known (see for example [24 and more specifically:
Are the images of permutations of KRS-shape λ a basis for End S λ ?
The answer to the latter question is definitely 'no'-see Example 3 below-but the Kazhdan-Lusztig C-basis (see §3 for definitions) has the desired property (Theorem 4 and §5.1). Elements of this basis corresponding to different KRS-shapes can even be put together to form a basis for the image of CS n in the endomorphism ring of any module (Theorem 5).
Example 3. Let n = 4 and λ = (2, 2). Then V λ is the unique 2 dimensional irreducible representation of S 4 . Consider the action of S 4 on partitions of {1, 2, 3, 4} into two sets of two elements each. There being three such partitions, we get a map S 4 → S 3 , which is surjective and has kernel {identity, (12)(34), (13)(24), (14)(23)}. Pulling back the 2-dimensional irreducible representation of S 3 via the above map, we get V λ . The permutations of shape λ are (13)(24), (1342), (1243), and (12)(34). The first and last of these act as identity on V λ . 2
Set up: Hecke algebra and Kazhdan-Lusztig cells
Let n denote a fixed positive integer and S n the symmetric group on n letters. Let S be the subset consisting of the simple transpositions (1, 2), (2, 3), . . . , (n − 1, n) of the symmetric group S n . Then (S n , S) is a Coxeter system in the sense of [2,
, the Laurent polynomial ring in the variable v over the integers.
3.1. Hecke algebra and its T -basis. Let H be the Iwahori-Hecke algebra corresponding to (S n , S), with notation as in [11] . Recall that H is an A-algebra: it is a free A-module with basis T w , w ∈ S n , the multiplication being defined by
for s ∈ S and w ∈ S n and ℓ is the length function. We have
We follow the conventions of [11] . In particular, to pass from our notation to that of [15] , [5] , or [19] , we need to replace v by q 1/2 and T w by q −ℓ(w)/2 T w . We put ǫ(w) := (−1) ℓ(w) and v w := v ℓ(w) for w ∈ S n .
We use the following two involutions on H both of which extend the ring involution a → a of A defined by v → v := v −1 :
These commute with each other and so their composition, denoted h → h † , is an A-algebra involution of H. The A-algebra anti-automorphism ( a w T w ) * = a w T w −1 allows passing back and forth between statements about left cells and orders and those about right ones ( §3.4.1).
Kazhdan-Lusztig C
′ -and C-basis. Two types of A-bases for H are introduced in [15] , denoted {C ′ w | w ∈ S n } and {C w | w ∈ S n }. They are uniquely determined by the respective conditions [18, Theorem 5.2]:
where
We have
where < denotes the Bruhat-Chevalley order on S n , and p y,w ∈ A <0 for all y < w, from which it is clear that
From this in turn we get by Bruhat induction the following: for a subset S of S n , the elements T w , w ∈ S n \ S, form a basis for the A-module H/ C x | x ∈ S A . Right pre-order, equivalence, and cells are defined similarly. The two sided preorder is defined by: y ≤ LR w if there exists a chain y = y 0 , . . . , y k = w such that, for 0 ≤ j < k, either y j ≤ L y j+1 or y j ≤ R y j+1 . Two sided equivalence classes are called two sided cells.
3.4.
Cells and KRS Correspondence. The KRS correspondence-see for example [9, §4.1]-is a well known procedure that gives a bijection between S n and ordered pairs of standard Young tableaux of the same shape with n boxes. What we mean in this paper by KRS correspondence however comes with a twist: it is the usual correspondence composed with the flip of the ordered pair of tableaux. Equivalently one may compose the usual correspondence with the bijection w ↔ w −1 of S n . While this is admittedly irritating, it is the simplest way we could think up of reconciling the notational conflict among the two sets of papers upon which we rely. Permutations act on the right in [5, 19] -a convention which we too follow-but on the left in [11] . The direction in which they act makes a difference to statements involving the KRS correspondence: most importantly for us, to the characterization of one-sided cells (see §3.4.1 below). This creates a problem: we cannot be quoting literally from both sets of sources without changing something. By altering the definition of KRS correspondence as above, it turns out that we can literally quote from both sets-for the most part.
Write (P (w), Q(w)) for the ordered pair of standard Young tableaux associated to a permutation w by the KRS correspondence (in our sense-see the preceding paragraph). Call P (w) the P -symbol and Q(w) the Q-symbol of w. It will be convenient to use such notation as (P (w), Q(w)) for the permutation w, C (P (w),Q(w)) or C(P (w), Q(w)) for the Kazhdan-Lusztig C-basis element C w . 
It is a left H-module. Right cell modules R(w) and two sided cell modules are defined similarly. They are right modules and bimodules respectively.
Let y and w be permutations of the same KRS-shape λ. The left cell modules L(y) and L(w) are then H-isomorphic. In fact, the association C (P,Q(y)) ↔ C (P,Q(w)) gives an isomorphism: see [15, §5] , [11, Corollary 5.8] . The right cell modules R(y) and R(w) are similarly isomorphic, and we sometimes write R(λ) for R(y) ≃ R(w).
3.6.
A key observation regarding images of C-basis elements in endomorphisms of cell modules. The image of C y in End R(λ) vanishes unless λ KRS-shape(y), for, if C z occurs with non-zero coefficient in C x C y (when expressed as an A-linear combinations of the C-basis), where KRS-shape(x) = λ, and λ KRS-shape(y), then z ≤ L y (by definition), so KRS-shape(z) y ( §3.4.2), which means that KRS-shape(z) = λ, so z ∼ R x ( §3.4.1).
Proofs of the results stated in §2
With notation as in §3, Let A → K be a ring homomorphism of A to a field K. Assume that H K := H ⊗ A K is semi-simple. 3 In particular, we could take K to be the field C of complex numbers and A → C to be the ring homomorphism with v → 1, in which case H C = CS n .
4.1.
On the irreducibility of cell modules. We recall, from [15, §5] , the proof of irreducibility of the cell modules. Fix a partition λ ⊢ n. From the definition of ≤ LR and its relation with dominance ( §3.4.2), it is evident that C y | KRS-shape(y) λ A and C y | KRS-shape(y) λ, KRS-shape(y) = λ A are two sided ideals. It follows from the assertions in §3.4 that the quotient of the former by the latter as a right H-module is R(λ) ⊕d(λ) , where R(λ) is the right cell module corresponding to λ ( §3.5) and d(λ) denotes the number of standard tableaux of KRS-shape λ. On the other hand, R(λ) is a free A-module of rank d(λ) ( §3.4.1). Thus R(λ)
occurs as a factor in a filtration of the right regular representation of H K . Since, by Wedderburn structure theory (as recalled, for example, in [12, page 218]), the multiplicity of an irreducible constituent in the right regular representation is at most its dimension, it follows that R(λ) K is absolutely irreducible, that R(λ) K = R(µ) K for λ = µ, and that H K is split. 
Proof of Theorem 2.
The kernel of the defining map CS n → End CT λ is the intersection of the annihilators of Specht modules S µ , µ λ-see the comment in §2.4 about the irreducible representations occurring in CT λ . But S µ is isomorphic to the right cell module R(µ) C (this follows from the isomorphism of the Hecke analogues in [19] recalled in §5.1 below, but is also known from earlier sources, for example, [10, 21] ). Thus, on the one hand, the elements C x , KRS-shape(x) λ, live in the kernel ( §3.6) and, on the other hand, the dimension of the kernel equals the number of permutations x with KRS-shape(x) λ. The C x as above therefore form a basis for the kernel. Applying observation 3.2.1 with S = {µ | µ λ} gives Theorem 2. Proof: By Wedderburn structure theory,
. Therefore the projections of the same elements to ⊕ µ λ End R(µ) K form a basis. Again by §3.6, the projections of C x , KRS-shape(x) λ and KRS-shape(x) = λ, vanish in End R(λ) K . The assertion follows. 2
Theorem 5. Let U be a finite dimensional representation of H K and S the subset of partitions λ of n such that R(λ) K appears in a decomposition of U into irreducibles. Then the images in End U of C x , x ∈ S n such that KRS-shape(x) ∈ S, form a basis for the image of
Proof: It is enough to assume U = ⊕ λ∈S R(λ) K , for some subset S of partitions of n, and show that the images in End U of C x , KRS-shape(x) ∈ S, are a basis for ⊕ λ∈S End R(λ) K . Proceed by induction on the cardinality of S. It is enough to show that the relevant images in End U are linearly independent, for their number equals the dimension of ⊕ λ∈S End R(λ) K . Suppose that a linear combination of the images vanishes. Choose λ ∈ S such that there is no µ in S with λ ⊳ µ. Projections to End R(λ) K of all C x , λ = KRS-shape(x) ∈ S, vanish ( §3.6). So projecting the linear combination to End R(λ) K and using Theorem 4, we conclude that the coefficients of C x , KRS-shape(x) = λ, are all zero. The induction hypothesis applied to S \ {λ} now finishes the proof. 2
A collage of notation and results
Explained in the itemized list below are bits of notation occurring repeatedly in the sequel. Collected in Proposition 6 below are results to be used in the sequel, many of them repeatedly. The isomorphism θ recalled from [19] in §5.1 plays a fundamental role in this paper. The set up of §3 continues to hold. The reader is reminded of the difference, as pointed out in §3.1, between our notation for the Hecke algebra and that of [15, 5, 19] .
• λ denotes a partition of n and λ ′ the dual of λ.
• d(λ) denotes the number of standard tableaux of shape λ, or, equivalently, the rank of the Specht module S λ (defined below)-see item (12) of Proposition 6 below.
• t λ denotes the standard tableau of shape λ in which the numbers 1, 2, . . . , n appear in order along successive rows.
• t λ is defined similarly as t λ but with 'columns' replacing 'rows'.
• W λ denotes the row stabilizer of t λ . It is a parabolic subgroup of S n . The representations of S n on tabloids of shape λ is just the one induced from the trivial representation of W λ .
• D λ := {w ∈ S n | t λ w is row standard}. Clearly D λ is a set of right coset representatives of W λ in S n .
• w λ denotes the element of D λ that takes t λ to t λ . By a prefix of w λ we mean an element of the form s i1 · · · s ij for some j, 1 ≤ j ≤ k, where s i1 · · · s i k is some reduced expression of w λ .
• Set
• Following [5] -see sections 3 and 4 of that paper-we define the permutation module M λ to be the right ideal x λ H, the Specht module S λ to be the right ideal z λ H. They are H-analogues respectively of the S n -representations on tabloids of shape λ and its sub-representation the Specht module of shape λ: the corresponding S n -modules are recovered on setting v = 1.
• w 0,λ denotes the longest element of W λ .
• As in [5, page 34] , define a bilinear form , on M λ by setting x λ T d , x λ T e equal to 1 or 0 accordingly as elements d, e of D λ are equal or not (see item (7) of Proposition 6 below). The form is evidently symmetric.
• For a positive integer m,
and only if in every row
of t λ w the entries are decreasing to the right. 
evidently a map of H-modules. 4 Using items (4) and (6) of Proposition 6 above, we can determine the image of θ: 3) ) we conclude that R(λ) ∼ = S λ .
6. Hecke algebra analogues of the theorems of §2 6.1. A Hecke algebra analogue of Theorem 2. Given that the action of H on M λ specializes at v = 1 to that of the integral group ring of S n on the space spanned by tabloids of shape λ, it is natural to try to prove, in analogy with Theorem 2, the following: Proof: We will show that the C w , KRS-shape(w) λ, form a basis for the kernel. By the observation in §3.2.1, this will suffice. The longest step in the proof is to show that such C w belong to the kernel. Assuming for the moment this to be the case, let us finish the rest of the proof. Suppose that the kernel is strictly larger than C w | KRS-shape(w) λ A . Then there exists a non-trivial linear combination of C w , KRS-shape(w) λ, in the kernel. Since M λ is torsion-free, we may assume that not all coefficients vanish at v = 1. But then such a linear combination would not vanish in H C (where H C := H ⊗ A C = CS n , C being an A-module via the specialization v = 1), contradicting Theorem 2, and we're done.
We now show that the C w , KRS-shape(w) λ, annihilate M λ = x λ H. Let µ = KRS-shape(w) and assume µ λ. Proceed by induction on the domination order, and assume that C y kills M λ for KRS-shape(y) ⊳ µ. First suppose that w is the longest element of its shape, that is, w = w 0,µ ′ -the base case of the induction is also proved by the argument in this case. By item (8) of Proposition 6, x λ Hy µ ′ = 0; but y µ ′ equals C w 0,µ ′ (see item (4) of the same proposition) up to a factor of sign and a power of v. Thus M λ C w 0,µ ′ = 0.
Next suppose that w ≤ R w 0,µ ′ . Then, by Proposition 6 (5), C w belongs to
Now suppose that w of KRS-shape µ is not left or right equivalent to w 0,µ ′ . The association C(P, Q(w)) ↔ C(P, t µ ) gives an H-isomorphism between the left cell modules L(w) and L(P, t µ ) ( §3.5), and x λ HC(P, t µ ) = 0 since (P, t µ ) is left equivalent to w 0,µ ′ = (t µ , t µ ) ( §3.4.1). These two together imply that x λ HC w ⊆ C y | y L w A . 4 The factor vw λ ′ in the definition of θ appears only in deference to [19] . If it were omitted: the resulting θ would still be a H-module map; the powers of vw λ in Equations (8.1) and (8.2) (and in the calculations leading up to them) would have to be omitted; and a suitable power of vw λ ′ would have to be added to Equation (9.4); no other changes would have to be made.
By Proposition 6 (9), ( x∈W
On the other hand, by §3.4.3 and §3.4.2, the y appearing on the right hand side of the last containment are such that KRS-shape(y) ⊳ µ. By induction x λ HC y = 0 for such y. Thus (
x being a non-zero scalar, and M λ being torsion-free A-module-it is a free A-module by Proposition 6 (7)-we conclude that x λ HC w = 0. This finishes the proof that the C w , KRS-shape(w) λ belong to the kernel. 2
Application to multilinear invariants (characteristic free version).
Theorem 8 below is a characteristic free version of the result in §2 about a natural basis of permutations for multilinear invariants. Let k be a commutative ring with identity and V a free k-module of finite rank d. Then, just as in §2, there is a natural map Θ : Assume that no non-zero polynomial of degree n vanishes identically as a function on k. Then the above map Θ is surjective and its kernel is the two-sided ideal J generated by y d := w∈S d+1 ǫ(w)w, where S d+1 is the subgroup of permutations of the first d + 1 symbols (we could just as well take any fixed subset of d + 1 symbols). In case d ≥ n, the ideal J is understood to be 0. ′ A . To show the reverse containment, we first observe that C x belongs to the right ideal C w 0,λ(d) H in case µ := KRS-shape(x) λ(d) ′ and x = w 0,µ ′ , the longest element of its shape: it is enough, by Proposition 6 (6), to show that x ≤ R w 0,λ(d) ; on the other hand, by item (5) of the same proposition, x ≤ R w 0,λ(d) is equivalent to x(1) > x(2) > . . . > x(d + 1), which clearly holds for the elements x that we are considering. Now suppose that x is a general element of KRS-shape µ λ(d) ′ . The proof in this case resembles the argument in the last paragraph in the proof of Theorem 7 above. Proceed by induction on the domination order of µ. Let x ↔ (P, Q) under KRS. Then, on the one hand, the association C(P, Q) ↔ C(t µ , Q) gives an H-isomorphism between the right cell modules R(x) and R(t µ , Q) ( §3.5); on the other, since C(t µ , Q) is right equivalent to (t µ , t µ ) ↔ w 0,µ ′ , there exists, by Proposition 6 (6), an element h in H such that C(t µ , Q) = C w 0,µ ′ h; so that, by the definition of right cell modules,
Now, y R (P, t µ ) implies, by §3.4.3, 3.4.2, KRS-shape(y) ⊳ µ λ(d) ′ ; and, by the induction hypothesis, C y ∈ HC w 0,λ(d) H. As to C(P, t µ ), it being left equivalent to C(t µ , t µ ), belongs, once again by Proposition 6 (6), to the left ideal HC w 0,µ ′ , which as shown in the previous paragraph is contained in HC w 0,λ(d) ′ H. Thus C x = C(P, Q) ∈ HC w 0,λ(d) ′ H, and we're done. 2
7.
The matrix G(λ) and the action of C w , KRS-shape(w) = λ, on R(λ)
Let λ be a fixed partition of n. Our goal is to understand the action of the elements C w , KRS-shape(w) = λ, on the right cell module R(λ). This is achieved in §7.2: all information about the action can conveniently be gathered together into a matrix G which breaks up nicely into blocks of the same size. The non-zero blocks all lie on the diagonal and are all equal to a certain matrix G(λ) (defined in §7.1), which gives "a multiplication table modulo lower cells" for the C w .
7.1.
On products of C-basis elements. Let P 1 , . . . , P m be the complete list of standard tableaux of shape λ. We claim:
the coefficient g k j being independent of i and l. To prove the claim, consider the expression of the left hand side as a linear combination of the C-basis elements. For any C y occurring with non-zero coefficient, we have y ≤ R (P i , P j ) and y ≤ L (P k , P l ), by the definition of the pre-orders ( §3.3). By §3.4.2, KRS-shape(y) λ; and if KRS-shape(y) = λ, then y R (P i , P j ) and y L (P k , P l ). If KRS-shape(y) = λ, then, by §3.4.1, y ∼ LR (P k , P l ); by §3.4.3, y ∼ L (P k , P l ); by §3.4.1, the Q-symbol of y is P l ; and, analogously, the P -symbol of y is P i . That g k j doesn't depend upon i and l follows from the description of the H-isomorphisms between one sided cells of the same KRS-shape as recalled in §3.5, and the claim is proved. We set Now consider such row matrices for ρ λ (C(k, l) ). Arrange them one below the other, the first row corresponding to the value (1, 1) of (k, l), the second to (2, 1) , . . . , the m th row to (m, 1), the (m + 1) th row to (1, 2) , . . . , and the last to (m, m). We thus get a matrix-denote it G-of size
Let us compute G in the light of (7.1). Setting α C(k, l) )), we have (mind the abuse of notation: this equation holds in R(λ), not in H):
Applying (7.1) to the left hand side and reading the result as an equation in R(λ), we see that it equals g k i C(1, l). Thus
which means the following:
Proposition 10. The matrix G (defined earlier in this section) is of block diagonal form, with uniform block size d(λ)×d(λ), and each diagonal block equal to the matrix
where the row index is k and the column index i.
Relating det G(λ) to the Gram determinant det(λ)
We relate, using results from [5, 19] , the determinant of the matrix G(λ) (defined in (7.1)) to the Gram determinant det(λ), namely, the determinant of the matrix of the restriction to the Specht module S λ of the bilinear form , on M λ (defined in §5), with respect to the 'standard basis' as in Proposition 6 (12) . The Gram determinant being well studied and results about it being readily available in the literature, we are thus lead to conclusions about G(λ).
8.1. The Dipper-James bilinear form on R(λ) computed in terms of its C-basis. Pulling back via the isomorphism θ of §5.1 the restriction to S λ of the bilinear form on M λ defined in §5, we get a bilinear form on R(λ) (which we continue to denote by , ). Let us compute the matrix of this form with respect to the basis C (1, 1) , . . . , C (1, m) , where, as in §7.2, P 1 , . . . , P m is an enumeration of all standard tableaux of shape λ, and C(k, l) is short hand notation for C(P k , P l ). Since we want to use the particular form of the isomorphism θ as described in §5.1, we further assume that P 1 = t λ , so that the right cell with P -symbol P 1 is the one containing w 0,λ ′ (which under KRS corresponds to the pair (P 1 , P 1 )-see Proposition 6 (3)). The explanations for the steps in the following calculation appear below:
The first equality follows from definition; the second from the definition of θ; the third from Proposition 6 (14) . For the fourth, observe that the map h = a w T w → h * = a w T w −1 commutes with the 'bar' involution ( §3.2), so C * w = C w −1 by the characterization of C-basis elements ( §3.2). For the fifth, substitute for C(1, j)C(i, 1) using (7.1) and observe that the 'smaller terms' on the right hand side belong to the kernel of θ ( §5.1). The sixth follows by substituting for C(1, 1) = C w 0,λ ′ from Proposition 6 (4); the seventh from the definition of y λ ′ ; and the final equality by combining the definition of the form with Proposition 6 (15) .
In particular, the determinant of the matrix of the form , on R(λ) with respect to the basis C (1, 1) , . . . , C(1, m) equals
and its relationship to the C-basis. Following [19, §2] , we define the 'T -basis' of the right cell module R(λ ′ ) and show that it has a unitriangular relationship with the C-basis. We do this by means of the 'C-basis' and 'T -basis' of the right H-module C w 0,λ H which are respectively defined by:
The elements w ≤ R w 0,λ are precisely [19, Proposition 2.13] and its proof, the two bases above are related by a unitriangular matrix with respect to an ordering as above (keeping in mind that T y in the notation of [19] equals v y T y in ours):
. . .
Let us now read this equation in the quotient R(λ ′ ) of C w 0,λ H. Let d i1 , . . . , d im with 1 ≤ i 1 < . . . < i m ≤ M be such that they are all the prefixes of w λ -see Proposition 6 (13)-so that w 0,λ d i1 , . . . , w 0,λ d im are all the elements right equivalent to w 0,λ . Writing e 1 , . . . , e m in place of d i1 , . . . , d im , and noting that C w 0,λ dj vanishes in R(λ ′ ) unless w 0,λ d j ∼ R w 0,λ , we have:
We conclude that C w 0,λ T e1 , . . . , C w 0,λ T em form an A-basis for R(λ ′ ). It is called the T -basis and is in unitriangular relationship with the C-basis C w 0,λ e1 , . . . , C w 0,λ em . In particular, the determinants of the matrices of the form , on R(λ ′ ) (defined in §8.1) with respect to the T -and C-bases are the same.
det G(λ) and the Gram determinant det(λ)
. Continuing towards our goal of relating det G(λ) to the Gram determinant det(λ), let us compute the image under the map θ of the T -basis elements of R(λ). Given a prefix e of w λ ′ , we have
e (v e z λ T e ) Noting that v e z λ T e is a standard basis element (Proposition 6 (12)), we conclude that the determinant of the matrix of the bilinear form , on R(λ) with respect to the T -basis equals v
where the product is taken over all prefixes e of w λ ′ .
A formula for the determinant of G(λ)
Theorem 11 below gives a formula for the determinant of the matrix G(λ) of (7.1). The formula is derived by combining Equation (8.2) with a known formula for the Gram determinant. In order to state the theorem, we need some notation. Set To a shape λ with r rows we can associate a decreasing sequence-called the β-sequence-of positive integers, the hook lengths of the nodes in the first column of λ. The shape can be recovered from the sequence, so the association gives a bijection between shapes and decreasing sequences of positive integers. Given such a sequence β 1 > . . . > β r , denote by d(β 1 , . . . , β r ) the rank (given by the well known hook length formula) of the Specht module S λ attached to the corresponding shape λ. Extend the definition of d(β 1 , . . . , β r ) to an arbitrary sequence of β 1 , . . . , β r of non-negative integers at most one of which is zero as follows: if the integers are not all distinct, then it is 0; if the integers are all distinct and positive, then it is sgn(w) d(β w(1) , . . . , β w(r) ) where w is the permutation of the symmetric group S r such that β w(1) > . . . > β w(r) ; if the integers are distinct and one of them-say β kis zero, then it is d(β 1 − 1, β 2 − 1, . . . , β k−1 − 1, β k+1 − 1, . . . , β r − 1), which is defined by induction on r.
Theorem 11. (Hook Formula) For a partition λ of n, Proof: We want to use a formula from [6] for the Gram determinant, to state which we need some notation. Let S 1 , . . . , S m be an enumeration of all the standard tableaux of shape λ. Computing ∆ µ (λ ′ ) (in the notation of [13] ) with µ = 1 n , and re-indexing the product in the right side of that equation over nodes of λ rather than of λ ′ , we get
where the product on the right hand side runs over triples (a, b, c) as in the statement of the theorem. Combining Equations (8.2), (9.2), (9.3), and (9.5), we get
The left hand side is an element of A. As to the right hand side, it is regular with value 1 at v = 0, since the same is true for [s] q for every positive integer s. Thus both sides of the equation belong to 1 + vZ [v] and
w 0,λ ′ + higher degree terms. The 'bar-invariance' of the C-basis elements ( §3.1) means that:
as in (7.1) and so also det G(λ) = det G(λ). Thus det G(λ) has the form:
the terms represented by · · · being of v-degree strictly between −d(λ)ℓ(w 0,λ ′ ) and d(λ)ℓ(w 0,λ ′ ). Equating the v-degrees on both sides of (9.4) gives
Using this and substituting v
, we arrive at the theorem.
2
Lemma 12. The integer r in the exponent of v in Equation (9.2) is given by 
. Let e i and f i , 1 ≤ i ≤ m, be bases of S λ as in [6] . The e i := v di z λ T di are just the standard basis (Proposition 6 (12) (1) r 1 = ℓ(w λ ) − ℓ(w 0,λ ′ ) (2) for i > 1, r i = r j + 1 where j < i such that e i = ve j T (k−1,k) .
The lemma being clear given the claim, it remains only to prove the claim. Item (2) of the claim follows from the following two observations made in the course of the proof of [6, Lemma 4.10]: f i , f i = c j f j , f j , and
(The definition of c j is irrelevant for our purposes.) To prove item (1) of the claim, we compute f 1 , f 1 . We have f 1 = e 1 = z λ . Substituting for z λ and in turn for y λ from their definitions in §5, we get (14), (16), (15) of Proposition 6, and the definition of , , we get:
Routine calculations show:
Finally, a pleasant verification, given the fact that S 1 = t λ , shows:
The proof of the claim (and so also of the lemma) is complete. 2
On the irreducibility of Specht modules
Let k be a field and a a non-zero element of k. With notation as in §3, consider k as an A-module via the map A → k defined by v → a. The purpose of this section is to revisit the question of when the Specht module S λ k := S λ ⊗ A k (which, by §5.1, is isomorphic to the right cell module R(λ) ⊗ A k) is irreducible (as an H k -module where H k := H ⊗ A k). As we will see, the results of § §7-9 allow us to address this question. In addition, they'll allow us to prove generalizations of Theorems 4, 5. To prove the claim, we need the following elementary observations, where h denotes a positive integer:
• [h] v vanishes in k if and only if e is finite and divides h.
• if e is finite and divides h,
• a e = 1 if e is finite.
If either e = ∞ or e does not divide any of the hook lengths in shape λ, then the claim follows from the the first of the above observations. So now suppose that e is finite and divides either h ac or h bc . By our hypothesis, e then divides both h ac and h bc ; moreover both h ac /e and h bc /e are divisible by p to the same extent. Using the second and third observations above, we conclude that the image in k of
is the same as that of the rational number h ac /h bc (written in reduced form), and so is non-zero. 
Proof:
The proof is similar to that of Theorem 5. 2
10.3.
A result used in the proof of Theorem 14. Proposition 16 below was used in proving Theorem 14. The main ingredient in its proof is an appeal to a result in [20] . We set things up for the appeal.
For an automorphism ‡ and a (right) H-module M , we denote by M ‡ the (right) H-module whose underlying A-module is the same as that of M -it is convenient to write m ‡ for an element m of M thought of in M ‡ -and with the action of H being given by m ‡ h ‡ := (mh) ‡ .
• For a (right) H-ideal I, the symbol I ‡ can be interpreted without conflict as either the image of I under ‡ or the module M ‡ defined as above taking M to be I.
• If ‡ is an involution, then M ≃ (M ‡ ) ‡ naturally.
• For an anti-automorphism ‡ of H, M ‡ defined similarly would naturally be a left H-module: h ‡ m ‡ := (mh) ‡ .
Consider the involution † on H defined in §3. From (3.1), (3.3), and Proposition 6 (4), it follows that (C w 0,λ H) † = M λ ; from Proposition 6 (6) that C Proof: Consider the form , λ on M λ defined in [20, page 114] . In our notation, it can be expressed as follows: for w, x such that w ≤ R w 0,λ , x ≤ R w 0,λ , C dual , m ∈ M , and h ∈ H. We use the antiautomorphism * defined in §3 to switch between right and left module structures: (M dual ) * becomes a right H-module.
• have the same KRS-shape). 2
