Three multivariate methods for predicting death within 1 year for patients discharged after acute myocardial infarction were evaluated: Cox model, discriminant function analysis and recursive partitioning. Discriminant function analysis was utilized to predict a new myocardial infarction (any new or nonfatal infarction). A Cox classification model developed in a population of 260 patients (group 1) discharged after myocardial infarction was tested in 886 patients from the same institution (group 2) and 582 patients from another institution (group 3). Discriminant function analysis and recursive partitioning were developed in group 2 and tested in group 3. Data gathered during the entire period of hospitalization were utilized.
farction, age and ventricular premature beats in the discriminant function analysis. For the end point new myocardial infarction, the important variables were: previous myocardial infarction, heart failure, extension of infarction during the acute phase and infarct site. For predicting death and survival within 1 year, each of the three schemes was comparable. For estimating the actual risk of death, the Cox model was best. Recursive partitioning had the advantage of using only one variableheart failure. Total correct classification ranged from 65.4 (Cox model) to 71.6% (discriminant function analysis) for the original population (groups 1 and 2) and from 47.9 (discriminant function analysis) to 54.3% (recursive partioning) when the schemes were tested in patients in group 3. The Cox model and discriminant function analysis were able to correctly predict over half of the new infarctions within 1 year. 14) , discriminant function analysis (15) (16) (17) (18) (19) (20) (21) , multiple regression analysis (22) (23) (24) (25) (26) (27) and Cox analysis (28) (29) (30) (31) (32) (33) .
The length of the follow-up period is important for assessing long-term prognosis. The start of the follow-up period is often the time of discharge from the hospital (4, 6, 11, 12, (14) (15) (16) (17) (18) (19) 21, 23, 24, (29) (30) (31) (32) (33) . In some studies, the follow-up period started as early as the admission time (10) , after the first 24 hours (26) , after 48 hours (25) or after 10 days (13) . In other studies, follow-up started as late as I month (1) (2) (3) 5, (7) (8) (9) 20) or even several months (22, 28, 34) after admission. The end of the follow-up period has varied from a minimum of 4 months (12) to a maximum of 10 years (34) with most studies lasting 2 (10, 18, 19, 21, 24, 28, 33) or 5 years (1, 2, 5, 8, 22, 23, 27, 31) .
In all studies, the prognostic end point during the followup period has been death, but in some studies only cardiac deaths were included (11, 12, 14, 17, 18, 20, 24, 31, 32) . Only a few studies have evaluated new myocardial infarction within the observation period as an end point (5, 14, 21, 24, 30, 32, 35) . Because it is possible to obtain exact information concerning time of exit from follow-up (occurrence of an end point), the Cox model (36) is especially suitable for long-term prognostic evaluation.
The purposes ofthis study were: I) to present a validation of our previous results with the Cox model (30) in a test group from the same institution and in an independent group from another institution, 2) to compare the Cox model with two other multivariate methods (discriminant function analysis and recursive partitioning), and 3) to further evaluate the occurrence of a new myocardial infarction as a prognostic end point.
Methods
Patients. Three groups of patients were analyzed in this study. Group I consisted of 260 patients with definite myocardial infarction discharged after at least 3 weeks of hospitalization in the coronary care unit of Glostrup Hospital during a I year period between 1972 and 1973. All had an infarction no older than 24 hours at admission. A description of this group and definitions of the prognostic variables can be found in previous reports (30, 37) . Group 2 consisted of a later sample of 886 patients from the same institution surviving at least 18 days after admission and discharged during a 3 year period from 1977 to 1980. These patients were selected and treated according to the same protocol as group I.
Group 3 was an independent test sample from another institution . It consisted of 582 patients discharged from Vancouver General Hospital during a 2 year period between 1977 and 1979. The diagnosis of myocardial infarction and variable definitions were the same as for groups I and 2, but there were minor differences in treatment policies. Information on these patients was available from a data base maintained by the Specialized Center of Research (SCOR) for Ischemic Heart Disease at University of California, San Diego, Medical Center.
Protocol. The prognostic variables from which each multivariate method could select were: age, sex, number of previous myocardial infarctions, location of myocardial infarction (anterior or other), maximal serum creatine kinase level, heart failure (unequivocal clinical signs of congestive heart failure [for example, lung rales, edema, enlarged liver or neck vein enlargement] or enlarged heart size or pulmonary venous congestion, or both, on an upright chest X-ray film), acute pulmonary edema, cardiogenic shock, cardiac arrest (ventricular fibrillation or asystole), ventricular or supraventricular tachycardia , ventricular premature beats, atrioventricular (AV) block (second or third degree), nodal rhythm , bradycardia, atrial fibrillation or flutter, bundle branch block and extension of infarction (diagnosed by at least two of the following: new recurring pain, new definite electrocardiographic changes or new peak in serum creatine kinase) . In all the analyses described later, data gathered during the entire hospitalization period were utilized.
The discrete variables (heart failure , for example) were defined as equal to I if the variable occurred during the admission or as oif this was not the case. For the continuous variables , the actual value (for example, age) was utilized .
The follow-up period was I year after admission and all patients were followed up for the complete year. The exact time and cause of death were known for all patients . The number of new myocardial infarctions were known in groups I and 2, but not in group 3.
After discharge, the patients in the three groups were treated routinely with digitalis or diuretic agents, or both, for heart failure.
No secondary medical intervention was carried out and few patients were treated with beta-adrenergic blocking agents because of angina. No patients in groups I and 2 and very few in group 3 underwent coronary bypass surgery during the follow-up period.
Multivariate statistical methods. Three prognostic schemes for long-term prognosis were developed and tested in this study. Because of the availability of the methods, we used forward stepwise procedures with selection of one variable at a time beginning with the most important prognostic variable .
The Cox multivariate model (36) . This method was applied to group I with death within I year as the end point (30) . This model is based on multivariate linear regression techniques. The regression coefficients are estimated by maximizing a likelihood function.
The first variable selected had the smallest probability (p) value from a specialized chi-square test of the relation of each variable to survival. The variable that had the smallest p value adjusted for the variable already selected was selected as the second variable . This procedure contmued stepwise until each variable not already selected was able to improve prediction significantly.
The probability of survival was estimated by first calculating the prognostic score (from the sum of products of variables and their regression coefficients). By relating this score to the mean score for the total group of patients with known survival, the probability for the individual patient could be determined . A patient was classified as a survivor if the calculated chance of survival at I year was 90% or more. A patient was predicted to have no new myocardial infarction if the calculated risk of a new myocardial infarction was below 10%. These percents were chosen arbitrarily before the analyses were done.
Stepwise linear discriminant function analysts as provided in the Biomedical Computer Programs (BMDP) package ofstatistical programs (38) . This method was utilized in group 2. The analysis was done with four different end points within I year of admission : death, death and nonfatal new myocardial infarction, any new myocardial infarction (fatal or nonfatal) and nonfatal new myocardial infarction. The analyses were repeated using only cardiac deaths (124 [82%] of 152 deaths) and the results were essentially the same with only minor changes in the computed coefficients.
The first step in the stepwise procedure was the selection of the single variable for which group A (death or new myocardial infarction) and group B (survival or no new myocardial infarction) differed most. The next step was selection of the variable that maximized the " distance" between group means in the two-dimensional space defined by the first variable and each of the other variables being considered. The stepwise procedure continued until none of the remaining variables increased significantly the "distance" in n space between the group means, where n is the number of variables already selected . The program provided F ratios and p values for each step . At each step, the program also checked whether omitting any of the variables already entered significantly reduced the distance between group means. If the distance was not reduced, the variable was dropped .
If for some reason, the analysis was to be repeated omitting the first variable entered, the remaining variables could enter in a different order or variables that did not enter at all before could enter early and thereby exclude the presence of some of the original variables. This depends on the correlations among the variables. Trying all possible combinations of variables would be costly. The stepwise procedure usually results in a minimal set of variables that give predictive results close to those achieved by the optimal set. The minimal number of variables selected is as low as possible without compromising the correct prediction.
A set of coefficients with an accompanying constant term is provided by the discriminant function analysis program. The coefficients can be directly applied to a patient's data (multiplied by the variables and summed) to calculate a score. The score is then compared with a break point value to determine group membership. The score can be related directly to the probability of death. Because the magnitude of a coefficient depends partly on the scale of the variable, no comparison can be made among the coefficients of the variables within a given analysis.
Recursive partitioning (39). This method was carried out in group 2 with death within I year as the end point. This technique divides patients into subgroups, each of which ideally consists entirely of either patients who died (deaths) or survivors.
In the first step of the partitioning process, the variable that can best discriminate between deaths and survivors was selected. For continuous variables, a cut point that best splits the population into deaths and survivors was determined. This procedure was continued within each of the subgroups determined by the first variable until no further paritioning was warranted. Either a subgroup was too small to subdivide further or a further split did not significantly improve the prediction. At each step, the program kept track of how well each variable performed. On the basis of the chi-square test, p value and number of patients in the region to be divided, a weighted value was computed for all cutpoints. This Table 1 . Selected Prognostic Variables for the End Point Death value gave the "relative coordinate importance" of each variable in the analysis. Finally, the patients were classified according to the subgroups defined (decision tree).
Estimating scheme performance. The performance of the three prognostic schemes was assessed by applying it to each patient in the original study group (group I) and comparing the predicted outcome with the actual outcome using the classification methods for each scheme mentioned previously. This method is called resubstitution. The Cox model was tested in two new groups of patients: later, a larger sample from the same institution (group 2) and an independent group of patients from another institution (group 3). Discriminant function analysis and recursive partitioning were tested in group 3. For each test, the total correct classification and the correct classification of deaths and survivors were calculated. In addition, the Cox model and discriminant function analysis were compared in group 3 for the entire range of probabilities of death from 0 to 100%. The validation for the prediction for the end point new myocardial infarction was carried out by resubstitution in group I (Cox model) and group 2 (discriminant function analysis) and by testing of Cox model in group 2.
Results
Prognostic variables. . tThe order of selection of each factor in each analysis is shown in parentheses (rank) AV = atrioventncular; group 1 = ongmal population; group 2 = new population from same mstitution: MI = myocardial rnfarcnon; VPB = ventncular premature beats; VT = ventricular tachycardia; -= rejected by the analysis. indicating that this variable gave the best discrimination between patients who died and survivors. Heart failure was the only common variable for the Cox model and discriminant function analysis. The Cox model also selected ventricular tachycardia and AV block while discriminant function analysis selected previous myocardial infarction, age and ventricular premature beats. The next two variables in recursive partitioning (inclusion of which could not improve the prediction) were age and previous myocardial infarction.
The results of discriminant function analysis with four different end points within 1 year are presented in Table 2 . The end points were death, death and nonfatal new myocardial infarction, any new myocardial infarction (fatal or nonfatal), and nonfatal new myocardial infarction. Inclusion of new myocardial infarction as an end point caused age not to be selected by the analyses. Combining nonfatal new myocardial infarction and death did not significantly change the coefficients for the two most important variables, heart failure and previous myocardial infarction. Previous myocardial infarction was more important for any new myocardial infarction, although heart failure decreased in importance with only pulmonary edema selected for nonfatal new myocardial infarction.
Extension ofmyocardial infarction during admission was selected by all the analyses with new myocardial infarction included, but it was not important for death alone. Among the other variables, location of myocardial infarction was selected for new myocardial infarction with a negative coefficient for anterior infarction (lower risk) and AV block was selected for nonfatal new myocardial infarction. In both cases these variables were selected last, indicating that they were significant in the analysis but the prognostic information added was minor.
Risk of death.
The risk of death can be directly estimated from the calculated score both for the Cox model (Fig. I ) and discriminant function analysis (Fig. 2) . The three significant variables selected by the Cox model were: heart failure, ventricular tachycardia and AV block. The occurrence of these variables could stratify the patients into eight risk groups. Figure I shows the risk of death in each group. The lowest risk was 9.2% when none of the three variables occurred and the highest was 93.9% when all three variables occurred. Because the joint distribution of the variables was not multivariate normal (inclusion of discrete variables), the curve for discriminant function analysis (Fig.  2) is only valid for determining a break point score value for classifying patients who died and survivors. This break point corresponding to a risk of 50% was a score value of 0.4.
Scheme performance. The patients in group 2 were stratified into the subgroups according to the occurrence of the three selected variables in the Cox model (Table 3 ). The distribution of the patients in the subgroups in group 2 was very similar to the distribution in group 1. The distribution of the number of observed deaths was similar to the distribution of the number of expected deaths, but in all groups there were fewer deaths than expected. The original Cox model did not include a new myocardial infarction as an end point. However, there were major differences in the occurrence of new myocardial infarction in the seven subgroups (the two right columns in Table 3 ).
The agreement between the observed and expected number of new myocardial infarction in each subgroup was good. Overall, the incidence of new myocardial infarction in patients without important variables compared with patients with any of the variables was significantly different (l0.4 versus 20.9%, p < 0.0001).
The classification rates for the end point death for the three prognostic schemes in the original populations (groups I and 2) and in test populations (group 2 or 3, or both) are shown in Table 4 . The total correct classification was highest for resubstitution of the original population in each analysis. The Cox model performed better when tested in patients from the same population (group 2) than in the independent population (group 3). The highest total correct classification in the test population (group 3) (column 2 in Table 4 ) was Table 5 . For probabilities of death below 0.3, the Cox model tended to slightly overestimate the number of deaths. The difference between the expected and observed number of deaths increased with increasing probability of death. Discrimination function analysis provided more evenly distributed subgroups according to the probability of death. However, the correspondence between the expected and observed number of deaths was not good; particularly for the highest probabilities, the observed number of deaths was much lower than expected. Thus, the Cox model was best for estimating the actual probability of death in the test population. Table   6 . The Cox model could classify 57.3% of the patients correctly in the test population. Discriminant function analysis performed better than the Cox model by resubstitution in the original patient population (66.9 versus 55.4%), but this scheme could not be tested in a new population.
The correct classification rates for any new myocardial infarction (fatal or nonfatal) within I year by the Cox model and discriminant function analysis are presented in

Discussion
The evaluation of long-term outcome after myocardial infarction depends on several/actors: the start of the followup period, the length of the follow-up period, the variables analyzed, the selected prognostic end points and the choice of statistical method. In this study, we evaluated findings from the entire hospitalization period for patients discharged alive for the end points death and new myocardial infarction within I year after admission. Three multivariate methods were utilized and the results were tested in two new groups of patients when possible.
It is important to consider the influence on prognosis of therapy for secondary prevention after myocardial infarction (40) . Description of medical therapy was possible in group 3. Of the 582 patients in this group, 63 (10%) were discharged taking propranolol and 170 (29%) were discharged taking digitalis. The policies for treatment with beta-adrenergic blocking drugs and digitalis were essentially the same in the other two groups. Only a few patients in group 3 underwent coronary bypass surgery in the follow-up period. Therefore, we believe that our results were not much influenced by any intervention therapy.
Prediction of Death
Heart failure. All three prognostic methods demonstrated that the most important variable was heart failure. Our definition of heart failure was derived from a clinical or chest X-ray film assessment, or in the majority of cases, both and was the same in all three groups. Despite obvious differences in definition, heart failure or an index of it has consistently been an important variable in many previous studies (1,3,6-8,11-15,18-20,22-28,31-33).
Ventricular arrhythmias. Arrhythmias occurring during the acute phase of myocardial infarction have been established as important predictors of late outcome. Previous reports (3, 6, 8, 11, 19, 22, 26, 28, 32, 41, 42) have found ventricular arrhythmias important when they occurred throughout the hospital stay with the highest frequency during the 
'Group I = original population; group 2 = new population from same insntution, group 3 = lest population from Independent mstitunon first few days. Other reports (12, 13, (16) (17) (18) 22, 26, 28, 31) have shown the prognostic value of late ventricular arrhythmias occurring just before discharge. Ventricular tachycardia was selected by the Cox model and ventricular premature beats by discriminant function analysis, but cardiac arrest was not chosen by our analyses. One reason for this could be the association between this variable and other variables, especially heart failure and the other two forms of ventricular arrhythmias. If the majority of the ventricular arrhythmias (particularly cardiac arrest) occurred during the first few days, their long-term prognostic importance could be expected to be limited. However, in out data (group 2), almost equal percents of episodes of cardiac arrest (66%), ventricular tachycardia (59%) and ventricular premature beats (68%) occurred during the first 48 hours.
Prediction of New Myocardial Infarction
Prediction of a new myocardial infarction in the year after admission for myocardial infarction would be important to identify the high risk patients who could benefit from changed management. In our previous study (30) , a new myocardial infarction could be predicted fairly well from the risk groups constructed according to the variables selected by the Cox model. This was later confirmed in the new group of patients (group 2). When new myocardial infarction was used as an end point in discriminant function analysis, the order of selection for the important variables was changed and new variables also entered. This emphasizes the importance of considering new myocardial infarction as a separate end point from death.
Previous myocardial infarction; heart failure, extension of infarction. Both previous myocardial infarction (21, 32, 35) and heart failure (14,32) have been mentioned for the end point new myocardial infarction. Extension of myocardial infarction during the admission (defined identical to our definition) was indicative of a lower 1 year survival rate in a previous report (43) . The occurrence of early postinfarction angina (with accompanying ST segment changes, but without new enzyme elevations) was indicative of a higher 6 month mortality rate in a recent study (44) . These studies did not examine new myocardial infarction as an end point. Our multivariate results indicated that extension of the myocardial infarction was important for a later new myocardial infarction but not for death in the year after the admission for myocardial infarction.
Comparison of Original and New Independent Patient Groups
To estimate the performance of a prognostic scheme, it is useful to test the developed scheme on a new group of patients. If it is to be used at the same institution, a second sample from the same population is sufficient. The generality of a scheme can be assessed by testing it in a sample from another institution. As is always the case, comparing the performance of the three schemes developed in the three groups showed the correct classification rates to be lower in the test population (group 2) than in the original population (group 1). For the Cox model, the values were even lower in an independent population from another institution (group 3).
The highest total correct classification rate (54.3%) in the independent test population (group 3) was obtained by the scheme developed with recursive partitioning, which in the final model only resulted in one split according to the occurrence of heart failure. This single important variable was as good as or better than the other two schemes with more variables in predicting death up to 1 year after rnyo- it appeared that the Cox model performed well for estimating the actual probability of death, particul arly for probabilities belo w 30%. In contrast to the noncontinuous Cox score, prob abilities of death determined by discriminant function analy sis ranged over the entire scale; but this scheme greatly ove rest imated the actual number of deaths, particularl y for high probabilities. Estimation of probab ilities of death with discrim inant function analysis is only valid if the joint distr ibution of the variables is multiv ariate normal , which was not the case here becau se we utilized some discrete variables. Therefore, the Cox model is best for estimating probability of death in the individual patient.
Previous Studies
Few studies (12, 22, 24, 45, 46) have validated their prognostic schemes in new test popul ations. In the Coronary Drug Project (22) , schemes developed fro m multipl e logistic regression were tested in large groups of patients (up to 2,029). The correlations between the observed and expe cted deaths in different risk groups were good . Three previous prognostic indexes (3, 15, 23) were co mpared in one study (45) . The extremes of the index scores (certain death s and certain survivors) were good predi ctors, but the intermediate index scores were unreli able . Thi s study (45) also showed the clinical judgment of prognosis by the inves tigators performed as well as the calculated indexes.
Three studies (12, 24, 46) presented data from test populations from the same institut ion with total corre ct classification rates ranging from 71.9 (24) to 86.0% (46) . Ou r results for the total correct classification rates are somewhat lower than in these studies . However, we had a higher correct classification of deaths (80%) than in two of the studies (43 to 45%) (12, 43) . The difference can be explained by the incidence of death . Even with good clas sification of deaths, total classification may be low because the greater number of survivors is correc tly classi fied at a lower rate . The correct class ification rates for survivors can not be increased without increa sing the number of incorre ctl y classified death s.
Conclusions
The three multi variate methods (the Cox model, discriminant function anal ysis and recursive partitioning) are essentially comparable for prediction of death and survival up to I year after myocardial infarction. The Cox model is best for the estimation of the actual risk of death for an individual patient. Recursive partitioning has the advantage of a slightly higher overall correct prediction with only one variabl eheart failure. With either the Cox model or discriminate function analysis, it was possible to predict fairly accurately the occurrence of a new myo cardi al infarction in the year after infarction.
