terms, and thus the size of vectors is tremendously huge.
In this paper, we adopt the Formal Concept Analysis (FCA) to build concept lattices. It will create a hierarchical conceptual structure among documents and keywords. Each node in concept lattice is a formal concept which contains a set of documents and keywords. By properly selecting appropriate concepts and transforming them into clusters, it will assign a document to one or more clusters. Additionally, the size of vectors, which is used to calculate similarity, is reduced. The experimental results on Reuters-21578 collections showed that our methods not only are suitable for producing overlapping clusters efficiently, but also the requirements of memory and computing power are less than existing algorithms.
The remainder of this paper is organized as follows: illustrates the relative work of previous studies, describes the basic formal concept analysis and how to use it in our method, demonstrates the experiment result and uses two metrics to evaluate, and the conclusion and future works.
Index Terms
Overlapping 
II. LITERATURE REVIEW
Text document clustering is a kind of text mining, the main goal is to discover the important patterns among text documents and group them into clusters. So far many clustering algorithms have been proposed. According to [1] , [2] clustering algorithms could be categorized into either hierarchical or partitioning clustering. The most popularly utilized algorithm of hierarchical clustering is Hierarchical Agglomerative clustering (HAC). On the other hand, K-means clustering is the most popular algorithm of partitioning clustering. Most clustering algorithms can only assign a document to no more than one cluster.
However, it is desirable to allow a document to be assigned to more than one cluster in many applications of clustering. As [3] emphasized: It is important to avoid confining each document to only one cluster, so we advocate that clusters should be allowed to overlap. For clustering algorithms that allow two or more clusters share same documents, they are generally called overlapping clustering.
In previous studies, graph-based clustering algorithm is one of common methods to build overlapping clusters. In [3] , each document is represented as a node, and the edge between two nodes represents their similarity. After calculating the similarities between all neighbors, core points are selected as the centers of star structure. A cluster is consisted of a core point and its satellites. Because a satellite could, thus, belong to one or more stars, overlapping exists among clusters.
In our previous study [4] , we used FCA to cluster blog articles. In experiments, we observed that a very small set of articles were assigned to more than one cluster. In this paper, we attempt to investigate further.
There are other studies which mentioned overlapping clustering [5] , [6] and [7] , but evaluations of overlapping clustering are limited. Therefore, we aimed to adapt FCA to obtain overlapping clusters and systematically evaluate its result.
III. METHODOLOGY
We use the FCA to assign a single document into formal concepts, convert each formal concept into a concept vector, and cluster the concept vectors using algorithms such as HAC and K-means to build overlapping clusters. The details of the proposed method are described as follows:
A. Full-Text Segmentation and TF-IDF
In general, full-text segmentation is the process of extracting terms from documents. Unfortunately, hundreds of terms could be generated and many of them are not really important. To avoid this situation, a value of TF-IDF (term frequency-inverted document frequency) is calculated as the weight (or importance) of each keyword [4] - [8] .
B. Concept Lattice and Concept Vector
Formal Concept Analysis is a mathematical theory which was proposed by R.Wille in 1980s [9] . The ordered sets and complete lattices are data analysis methods which could transform original data into complete lattices in hierarchical structure [10] . For example, an example document set is shown in Table 1 . By using FCA, documents are assigned to concept lattices as shown in Fig. 1 . In Fig. 1 , we use CLi to represent the set of concepts in the level i of the hierarchy. Based on the design principles of FCA, the concepts in the higher level contain more documents and less keywords. In other words, the concepts in the higher level contain the shared keywords (or semantic meaning) of all its sub-concepts.
As a result, we select all concepts in CL1 in the beginning. Once the concepts are selected, a matrix M is used to transform the concepts into concept vectors. The matrix M is defined as follows:
(1) Noted that, if the desired number of clusters k is larger than the number of concepts in CL1, CL2 will be selected instead. The process will continue until CLi is greater than k. The matrix M constructed from Fig. 1 is shown in TABLE .
Concept lattice which is generated by Table 1 , we use CLi to represent the set of concepts in the level i of the hierarchy. The top level of hierarchy is 0, CL0 = {fc0}, and the set of concepts in lower level of CL0 is CL1 = {fc1, fc2, fc3, fc4, fc5, fc6}, and so on.
C. Concept Vectors Clustering
In the beginning, each concept in CLi is treated as a cluster and is represented as a concept vector. As shown in TABLE , six concept vectors are obtained. The concept vector for fc1 is [0, 0, 0, 0, 0, 0, 1, 1, 0, 1]. Once the concept vectors are ready, any cluster algorithm such as K-means or HAC can be used. Because a document can be in more than one concept vector, overlapping clusters can be obtained after clustering.
In this paper, we also revise HAC algorithm proposed by [11] . Instead of using complete link, average link, or single link, we use union operator to combine clusters, and we call it as UHAC (Hierarchical Agglomerative clustering with Union). For example, the most similar formal concepts are fc1 and fc2. After agglomeration, Cnew is [0, 0, 0, 0, 0, 0, 1, ISSN: 2414-3103 DOI: 10.20474/jater-2.2.1 TAF Publishing 1, 1, 1] which is basically the union of C1 and C2.
D. Analysis and Evaluation
In the proposed method, we used concept vectors; instead of the terms extracted from the original documents; to calculate similarity. Thus, the size of vectors is reduced. Supposed that the number of original documents is |D|, and the total number of keywords is |KW|. Without using concept vectors, the size of documents*terms matrix is |D|×|KW|. As describe earlier, the size of matrix M is |D|×|CLi|. In general, |D|×|CLi| is much smaller than |D|×|KW|, especially in a large document corpus. Therefore, the size of vectors is reduced significantly, which means both memory and computing power are saved.
Consider the example in Table 1 there are 10 documents and 20 keywords in total, and the number of concept vectors is 6. Thus, |D|=10, |KW|=20, and |CL1|=6. Without using concept vectors, the size of vector space is 10*20=200. For the matrix M, the size of vector space is 10*6=60 which reduces the vector space by 70%.
To evaluate the performance of the proposed method, the following two metrics are used. The first one is BCubed [12] - [3] , [13] . One main advantage of BCubed over other metrics is that there is no need to know the mapping between a cluster and a category in advance. If di and dj share some clusters, the Multiplicity Precision of di and dj is shown in Equation 2. If di and dj share some categories, the Multiplicity Recall of di and dj is shown in Equation 3. In both equations, X(di) is the cluster set of di, and Y(di) is the category set of di. Multiplicity Precision(d_i,d_j)=(Min( |X(d_i )∩X(d_j ) |,┤|Y(d_i )∩Y(d_j )| ))/|X(d_i )∩X(d_j ) |
Multiplicity Recall(d_i,d_j)=(Min( |X(d_i )∩X(d_j ) |,┤|Y(d_i )∩Y(d_j )| ))/|Y(d_i )∩Y(d_j ) |
After calculating the Multiplicity Precision and Multiplicity Recall for each document, the averages of multiplicity precisions and multiplicity recalls, called Precision BCubed and Recall BCubed; respectively, can be used to measure the performance of an overlapping clustering algorithm. Also, [3] proposed FCubed which was extended from F-measures. The other metric is adapted from [14] , [15] . The mappings between clusters and categories need to be determined in advance. Supposed that S represents the documents set with pre-defined categories, and D represents the documents set after clustering. In both Equation 7 and 8, X(di) is the cluster set of di, and Y(di) is the category set of di. Also, we revise the traditional Fmeasure and define F-measure (S, D) as shown in Equation 9 .
F-measure (S,D)=(2×Precision(S,D)×Recall(S,D))/(Precision(S,D)+Rec all(S,D) ) (9)
IV. RESULTS
We use Reuters-21578, which is used widely as document dataset in document clustering. The documents were assigned to categories by personnel from Reuters Ltd. Because a document can be tagged with more than one category, it is also used for overlapping clustering. According to LEWISSPLIT attribute of the REUTERS tag and TOPICS category set, Reuters-21578 was divided into three subsets [13] . The first subset Reu-Te was built from using the LEWISSPLIT attribute tagged as "Test" and associated with at least one topic. The second subset Reu-Tr was built from using the LEWISSPLIT attribute tagged as "Train" and associated with at least one topic. The third subset Reuters is the union of Reu-Te and Reu-Tr.
In the segmentation process, stop words were removed from documents, and words were lemmatized by using the JATE toolkit. After calculating the TF-IDF value [10] of each word, we selected the top 20 words as keywords for each document. We used colibri-java to create the concept lattice of the documents set, and built concept vectors. Then, we used the popular Euclidean distance to calculate the similarities of concept vectors, and experimented with several algorithms to group the concept vectors. The first one is UHAC. The second one is HAC. In the experiments, all three linkages; including Single-linkage, Average-ISSN: 2414-3103 DOI: 10.20474/jater-2.2.1 TAF Publishing linkage, and Complete-linkage; were used and denoted as HAC_S, HAC_A, and HAC_C; respectively [16] . The third one is K-means algorithm.
V. CLUSTERING RESULT AND ANALYSIS
As shown in Table 3 the precision BCubed of UHAC in almost all subsets is better than K-means, HAC_S, HAC_A, and HAC_C. However, the recall BCubed of UHAC is worse than other algorithms. As a result, it is recommended to use HAC_A to obtain the best FCubed values. When using the same Reuters-21578 document set, the FCubed values for various overlapping clustering algorithms (Star, ICSD, ACONS, DCS and OClustR) are summarized in Table 4 [13] .
It is obvious that the best FCubed value is obtained by using OClustR which is 0.43. However, by using our proposed schemes, the best FCubed value is 0.7875 which is much higher than 0.43.
As shown in TABLE , precision (S, D), recall (S, D), and F-measure (S, D) were calculated. It is obvious that UHAC outperforms other algorithms. The precision (S, D), the recall (S, D), and F-measure (S, D) of UHAC are at least 3, 7, and 4 times better than the others. Therefore, it is recommended to use UHAC to obtain the best F-measure(S, D). 
VI. DISCUSSION & CONCLUSION
In this paper, we propose an overlapping clustering algorithm that uses the FCA to transform documents into concept vectors. With the proposed method, the requirements of memory and computing power are significantly reduced due to the size of vector space that is also reduced. Additionally, based on the experimental results, our method with FCA design outperforms other previous studies. The proposed UHAC is better than Kmeans, HAC_S, HAC_A, and HAC_C in precision (S,D), recall (S,D), and F-measure (S,D). For the FCubed metric, HACrelated algorithms are better than K-means. The Fuzzy clustering [17] is not considered in our method, but it is important to know the "degree" of a document related to clusters. For example, a document may be assigned to both "Basketball" and "Soccer" clusters. If this document is more related to Basketball, we cannot tell the differences in our method. Therefore, the degree of relatedness of a document to a cluster is worth further investigation [7] . 
