A molecular-dynamics simulation was used to examine how the pinning of edge particles affects the nature and the dynamics of the melting transition for a two-dimensional solid. The system consisted of 256 particles interacting through an inverse-power of r repulsive potential. These particles were confined by periodic boundary conditions in one direction and by two pinned walls (lines of particles) in the other. The results are compared' to a system of 256 particles with the usual periodic boundary conditions. The pinned walls shifted the transition temperature and substantially increased the temperature range over which melting takes place. The fluctuations found in the periodic system are significantly reduced by the presence of the walls. Furthermore, these walls tend to stabilize the interface between the solidlike and liquidlike domains, and produce a spatially separated two-phase system. The structural effects of the walls were found to propagate relatively far into the system. The existence of pinned walls has important effects on both the thermodynamic functions and the structural properties of the system.
I. INTRODUCTION
The melting of two-dimensional systems has been extensively studied for over 15 years,I-4 and yet this phenomenon is still generating as much controversy as ever. S To a large extent, the great interest that has developed in this subject has been generated by competition between different theoretical models proposed for this transition. The theory of Kosterlitz and Thouless, 6 as later extended by Nelson and Halperin7 and by YoungS (known as the KTNHY theory) predicts that melting should occur in two stages, each of which is a continuous transition. A competing theory by Chui 9 proposes that the melting is driven by the spontaneous nucleation of domain walls and that this phenomenon preempts the KTNHY mechanism, which results in a first-order transition. This view has received much support from recent theoretical work, \0 simulations of the melting process in Lennard-Jones systems, II, 12 and by recent calculations of the energies of those dislocations that play an important role in the KTNHY mechanism. 13 Work done on both the vector dislocation model 14 and the Laplacian roughening model ls indicates that the question of whether one or the other mechanism is important can depend upon the nature of the interactions between the atoms. This conclusion, however, is not without its detractors. 16 Nevertheless, it does appear that the transition could be KTNHY for some systems and first order for others. The experimental situation is just as controversial and intriguing as the theoretical one. Some results show what is apparently a first-order melting transition 17 while other experiments indicate that the melting transition is continuous. 18 Novaco and Shea (NS) examined a two-dimensional system with r -S interactions and standard periodic boundary conditions. 19 Such a system will be referred to as the standard system. Near the melting transition, the standard r -5 system is characterized by strong fluctuations and long relaxation times similar to the critical slowing down found near second-order transitions. However, 35 it was not possible to determine the nature of the transition from those results. It is of interest to compare the results for the r -S system with results for the r -6 system, 3 and the r -12 system. 20 ,21 The softness of the transition and the difficulty in determining its order is a common thread in all these works, independent of the view of the authors on the true nature of the transition. In fact, even if the transition is first order, it should be a rather weak first-order transition which is expected to become even weaker as the potential becomes softer (that is as the power n decreases). 20 Koch and Abraham (KA) , in a study of a LennardJones system,12 criticized the results of NS because it was a simulation along an isochore instead of along an isotherm or an isobar. They claimed that what was really seen was a mixture of two phases, and that such a mixture can cause similar relaxation effects. While this might very well be the case, it is not necessarily valid to extrapolate the results of a Lennard-Jones system to the inversepower of r potentials because of the possible sensitivity of the transition to the form of the interaction between the particles. Also, the relaxation times seen in KA were much shorter than those seen in the r -5 system. For example, Fig. 7 of KA shows a relaxation time of approximately 5000 time steps. In NS and in this work, relaxation times of over 50000 time steps have been found. Thus the nature and order of the melting transition in the r -5 system should still be considered an open question. However, that is not the focus of this paper. Regardless of the true nature of the transition in a r -5 system with standard periodic boundary conditions, the transition is rather sharp. It is the quantitative effect on this sharpness, caused by particles pinned at the edges of the system, that will be explored in this work.
II. THE MODEL SYSTEM AND BOUNDARY CONDITIONS
Experimental systems are not as simple as the theoretical models typically used in computer simulations. 22 In 8621 @1987 The American Physical Society particular, a real system has edges and boundaries which do not resemble the periodic boundary conditions used in a typical simulation. The adsorbed species is confined to a nearly two-dimensional surface formed by the surface crystalline planes of a substrate. These surface planes are not free of defects and can be rather small, thus forming a series of platelets for the adsorption of the overlayer atoms. 23 Real systems are a collection of finite-sized samples subject to a variety of surface imperfections and edge boundaries. 24 These experimental problems can make it very difficult to draw unambiguous conclusions from the data. s Analysis of the experimental data requires the convolution of the expected ideal thermodynamic behavior with an experimentally fitted curve that represents the inhomogeneity of the surface. 2S • 26 This analysis involves some theoretical model of what the imperfections are and how they affect the thermodynamics of the system. The uncertainty in the interpretation of experimental data is, in part, the motivation for this work. Edges and defects can pin the particles at fixed positions because at the locations of these structures are found sites of relatively strong potential energy wells. To simulate the effects of this pinning, the positions of a line of particles were fixed such as might happen along an edge step in the substrate surface. The simulations were again carried out along an isochore. Whatever the merits of other techniques 27 for standard periodic systems, the isochore simulation is the easiest to interpret once pinned walls are introduced. It might also be noted that many experiments, especially thermodynamic measurements, are often carried out along isochores.
This work examines a system of particles interacting with an r -n repulsive interaction with n = 5. This choice was made so that these results could be compared with previous results for the standard system. The original reason for choosing n = 5 was explained in NS. The advantages of inverse r potentials for standard systems are well known: producing a phase diagram not complicated by the existence of a liquid-gas transition and possessing special scaling rules that allow the generation of an entire phase diagram from a single isochore. 28 Naturally this scaling holds only for equilibrium data and an "infinite" system. If EO is an energy scale factor and u is a length scale factor, then the interaction potential is written as:
(1)
The quantity 7] = (pu 2 )(EolkB T)2/n (where p is the density and T is the temperature) is the important thermodynamic variable. In the infinite system, all thermodynamic functions scale along lines of constant 7]. If m is the mass of the particle, the natural (reduced) units for this system are EO for energy, u for distance, 7=(mu 2 /Eo)112 for time, and (EolkB ) for temperature. These are the units used for all quantities reported in this work, even though scaling similar to the periodic system can not be expected. Nevertheless, these are convenient units for describing both the dynamic and the thermodynamic behavior of this system. All runs were along a single isochore with a reduced density (pu 2 ) chosen to be 1 hT. The time step for all runs was 0.01787. This time step resulted in the energy being constant to within 0.25% for runs longer than 500 000 time steps. The initialization, heating, and cooling procedures are discussed in NS.
The interactions between the particles must in some way be modified for large separations, both because of the finite size of the system and for computational convenience. This was done in a slightly different way than in NS. Both the force and the potential energy for pairs of particles with a separation greater than 3.5u were calculated using a constant pair distribution function. For the force, this simply means that there are no net contributions from regions beyond this radius. For the potential energy, the appropriate contribution can be written as an analytical correction term to the sum of the potentialenergy contributions from pairs of particles inside this radius. Thus there is a slight difference, as reported here and in NM, in all thermodynamic functions that depend, either directly or indirectly, upon the value of the potential energy.
The system was separated into fixed and dynamic particles, the fixed particles being frozen along a line on the edge of the system. The dynamic particles were free to move under the influence of their mutual interactions as well as under the influence of the fixed particles. The fixed particles did not contribute any degrees of freedom to the system, since they simply provided a static field for the others. All thermodynamic and structural functions were calculated from the temporal averages of the dynamic particles only. For simplicity, the spacing between the fixed particles was set to that of a perfect hexagonal lattice at the same average density as the rest of the system. The interaction of the fixed particles with the dynamic particles was the same as the mutual interaction between the dynamic particles. The fixed particles formed a wall on one side of the system. To make the boundary conditions reasonable, the entire system, including the wall, was periodically continued in all directions. This had the effect of producing an identical and parallel wall on the opposite side of the system. Thus the system had two parallel walls in one direction and was open in the other. Since there are dynamic particles on each side of the wall owing to the applied boundary conditions, the pinned system is a minimal alteration of the standard system. All results reported here are for a system of 256 dynamic particles. The geometry of the system was such as to allow a 16 X 16 hexagonal lattice of dynamic particles bounded on the top by a row of 16 fixed particles. These conditions produce a simple model of the pinning of particles on the edges of the platelets that comprise the surface of a substrate like graphite. Constant-energy runs were divided into blocks of 1000 steps and all thermodynamic functions were calculated from these block averages. To better understand the temporal behavior of the system, moving averages were calculated from the WOO-step block averages. The moving average of the quantity X at time t; is given by the equation
where Xn is the block average of X. The window of the moving average is 2m + 1 blocks or (2m + 1)x 1000 time steps. Typically this window was chosen to be about 100 blocks, which means that the moving average was taken over about 100 000 time steps. For the shorter runs, about 50 blocks (50 000 time steps) were used. This datasmoothing operation has the advantage of averaging out the rapid or short-time fluctuations and showing, in a dramatic way, the long-time behavior of the variables. The autocorrelation functions for the block averages are the same as those defined in NS. Thus the autocorrelation function for the variable X is given by
where ( ... ) n refers to the average over n. The maximum value of i was chosen to be from 10-25% of the maximum number of block averages. The average over n was then carried out for evenly spaced value of n from 0 to the difference between the number of block averages and the maximum value of i for the calculation. For the calculation of the pair distribution function, the structure factor, and other structural functions; the positions of the particles at every step were used.
III. COMPARISON OF RELAXATION EFFECTS
It was noted in NS that as the transition region was approached from either side, the fluctuations in the values of the thermodynamic quantities increased. Simultaneous with that phenomenon, the autocorrelation functions of the corresponding 1000 step block averages showed strong relaxation effects as indicated by very long relaxation times. A more detailed study of these relaxation effects has since been carried out with much longer runs (typically over 500 000 time steps). These relaxation times displayed much random behavior and it was not possible to quantify this behavior in any precise manner. In fact, it was sometimes found that a run showing little relaxation was sandwiched between two runs of different energies (one slightly higher and one slightly lower) which showed strong relaxation effects. This behavior was traced to the occurrence of infrequent, large-amplitude fluctuations in the transition region. Below the transition region, these fluctuations were of moderate amplitude and were infrequent. However, near the transition these fluctuations began to occur on a time scale of 250000-500 000 time steps (5000-10 (007) and were large enough in amplitude to have a significant effect on the thermodynamic and structural properties of the system. They lasted for relatively long periods of 50000-100 000 time steps 0000-20007). These fluctuations did not seem to be simple nucleation events, with the system moving from one state to another and staying there. Instead, they seemed to be large-scale oscillatory excursions of the system. As the system approached the central portion of the transition region, these fluctuations became much more frequent and much larger in amplitude. As the transition region was passed, it was found that these fluctuations decreased in amplitude as the temperature was increased. When the system was fully outside the transition region, above or below, these fluctuations behaved in a fashion characteristic of a system far from a transition. These fluctuations seemed to be more important above the transition than below it. Similar results have been seen in simulations of the two-dimensional electron gas. 1 Figure I shows a run of the standard system that is just about in the center of the transition region. This particular run was nearly one million time steps in length. Shown are the moving averages for the real part, the imaginary part, and the magnitude of 1/16, the orientational order parameter. Since the window of each moving average is over 100 blocks of 1000 steps each, these moving averages have windows of 100 000 time steps. For most simulations, this is a very long time, often larger than what is used to represent equilibrium data in some systems. The extremely long-time-scale fluctuations in these rather long averages are striking. This behavior is typical of runs in the transition region of the standard r -5 system.
Because these fluctuations occur in such a random fashion and on such a long time scale, it is possible to find quite different behavior for two similar runs. It is also difficult to tell if a given set of runs is a true reflection of the complete phase space average for a given set of values of the energy and density. If an appropriate autocorrelation function is calculated for a run that includes such an event, then the results will show a long relaxation time. If such an event is absent, then short relaxation times will be found. A particularly common (but misleading) situation is shown in Fig. 2 . This run shows the moving average (for a window of 100 000 time steps) of the real and imaginary parts of 1/16, Note that for over 250000 time steps (45007), the order parameter seems quite stable. The autocorrelation function for the block averaged real part of 1/16 is shown as curve A in Fig. 3 as calculated for the first half of the 500 000 step run. It can be seen to have a short relaxation time. Curve B in Fig. 3 shows the autocorrelation function for the full 500 000 steps. It is quite different than curve A, and it exhibits long time effects. It is worth noting that even recent papers on Lennard- ,.., Jones systems II have used time averages as short as 20000 time steps. In AK, which had relatively long runs, the longest reported runs were about 150000 steps. Apparently the Lennard-Jones system does not possess this long-time behavior,12 or at least not on the same scale as the r -5 system.
An examination of the positions and movements of the particles when the system is in the transition region shows domains of fluidlike motion and domains of solidlike structure much like the pictures shown in Ref. 20 . While this type of structure can be (and often has been) interpreted as a two fluid region, this is not the only interpretation possible. It is also the type of structure that one could expect near a typical continuous transition. 29 If the melting transition were continuous, then the interpretation of these same domainlike structures would be different. Instead of being two thermodynamical distinct phases, these regions would be described as mixtures of ordered and disordered microscopic domains which fluctuate in time, each domain growing and shrinking in size in a random fashion. There seems to be no justification, in these r -5 simulations, to prefer one interpretation over the other at the present time. Only a careful study of both the size and temporal dependence of the properties of a system can hope to distinguish between the two interpretations. 3o Even then it is not clear that one can really tell the difference, either in simulations or in experiments, between a weak first-order transition and a continuous one.
The fluctuation and relaxation effects near the transition were significantly reduced upon the imposition of the fixed wall boundary conditions. Figure 4 shows the moving averages (calculated with a window of 50000 time steps) of the real part, imaginary part, and the magnitude of t/l6. The graph shown is that for a run which is in the middle of the transition region. Figure 5 show the corresponding autocorrelation functions. Although some relaxation is seen, it is much reduced from that observed in the transition region of the standard system. This behavior is typical of what is found in the pinned wall system. Almost without exception, none of the pinned wall runs showed the extreme relaxation effects seen in the runs for the standard system. The pinned walls decrease in a significant fashion the importance of the fluctuations in the transition region. This made it much easier to obtain reliable averages of the thermodynamic functions with much shorter runs than what was needed in the standard system.
IV. THERMODYNAMIC AVERAGES
The existence of large, random fluctuations in the standard system makes it difficult to decide if time periods used to calculate the thermodynamic averages are sufficiently long to produce valid estimates of the true phase space average for the system. Using the criterion discussed in NS as a guide, it is not clear that even the SOO 000 step runs are sufficiently long to be equilibrium averages. Nevertheless, all the very long runs have been included, even if perhaps they are incomplete averages. Generally the first 2S 000 time steps were discarded and the system run for an additional SOO 000 time steps. Shorter runs were used only outside the transition region where, based on the appropriate autocorrelation functions, there was no question about the absence of very large fluctuations and long relaxation times. The best guide to the error appears to be the scatter of points about the average curve. The scatter for both heating and cooling was about the same, and both types of runs seem to follow roughly the same curve. The orientational order parameter (of the standard system) as a function of temperature is shown in Fig. 6 . The s-shaped curve drawn between the data points is not only a guide for the eye, but also suggests the general behavior of the system as it was heated and cooled. There was a general tendency for the data to curve back upon itself as the system passed through the transition region. This happened for both the heating and the cooling runs. However, to see this behavior it was necessary to average over very long time periods (typically SOO 000 time steps). Even then there is substantial scatter in the data. Within the random scatter of the data, both heating and cooling runs appear to fall on the same curve. In this sense, there is no hysteresis in the runs for the standard system, and all scatter seems to be caused by random events.
The s-shaped curve found for the order parameter is reminiscent of the "van der Waals" loop expected near a first-order transition. Two points should be noted about this behavior. First, while the s shape of the curve does suggest a first-order transition, that conclusion is not completely justified without a study of the sample-size dependence of this behavior. While such a study has not yet been finished, there is evidence 31 that both the position of the transition and the width of the s curve are still sensitive to the size of the system. The second point is that in finite systems with periodic boundary conditions and fixed density, not only the metastable region of a first-order transition, but also the unstable region of the s curve can be traced out. However, because the fluctuations in this region are large, long runs which are closely spaced in energy are required if one is to succeed. Similar results were found in a study of the melting in an r -12 system. 21 This s-curve behavior was found in all the appropriate thermodynamic functions. In all cases there is significant scatter in the data, and the time averages are still somewhat sensitive to the time interval used to average the data. The specific heat of the standard system was calculated from the fluctuations in the temperature. 32 As in the case of the order parameter, runs in the transition region were averaged for SOO 000 time steps. The plot of the specific heat (at constant area) in Fig. 7 shows a specific-heat signal which is both sharp and large. Because the specific heat is calculated from the fluctuations in the temperature, it is much more sensitive to the length of the time interval used for the average than is the case for other quantities. One run, not shown, produced a negative specific heat. Both the order-parameter plots and the specific-heat plots show that whatever the true nature of the transition, it does occur over a small temperature range and is associated with rapid changes in the thermodynamic functions. Similar results were found for the pressure, energy, etc.
The behavior of the system with pinning was very different than the behavior of the standard system. The fluctuations were more regular and smaller in amplitude then those of the standard system. The corresponding autocorrelation functions do not show the long relaxation times that are characteristic of the standard system. Figure 8 shows the order parameter of the pinned system as a function of temperature. Except for two particular runs, both heating and cooling runs fell on the same curve. The transition has been shifted towards higher temperatures by about 15%. Furthermore, there has been a significant broadening of the transition. Instead of a sharp drop to zero, the order parameter decreases gradually to some small but significant value. It did not go to zero even at the highest temperature examined, which was about 20% above the point where the order parameter changes most rapidly with temperature. The reason for this is simple. Although most of the system has become quite fluid with much diffusion evident, the dynamic particles near the pinned walls have paths which are more characteristic of a solid than a fluid. Even at the highest temperature, those closest to the pinned walls experience virtually no diffusion and basically oscillate about some average posi-., tion. These particles, although not pinned themselves, are not completely free to move. The resultant angular correlation between these particles produces a nonzero contribution to the orientational order parameter. There was no investigation of how high the temperature must be before all particles experience diffusive motion.
The most dramatic effect of pinning was the effect upon the specific heat. For the standard system, as shown in Fig. 7 , there is a rather narrow and very high signal at a reduced temperature of about 0.0135. The maximum value of the reduced specific heat is more than 16. The background value of 2 is just the value for a twodimensional harmonic solid. The specific heat for the pinned system is shown in Fig. 9 . The corresponding maximum for the pinned system is about one-fourth as high as the maximum of the standard system. More important, the specific-heat peak is much wider. This rounding of the specific heat is dramatic, and it is clear that this signal is sensitive to the effects of pinning.
V. STRUcrURAL PROPERTIES
The effects of pinned walls are easy to understand in terms of the way that these walls affect the melting mechanism. The pinned walls caused the system to melt from the center and to solidify from the edges much the same as ice melts first in the center of a pond and grows from the edges. Figures lO(a) -lO(d) show the paths of the particles at four different temperatures in the melting region. At the lower temperatures, diffusive motion is basically confined to the center of the system, far from the walls. Particles near the walls are stilI in a solidlike environment with essentially no diffusion discernible. At the highest temperatures, while most of the system experiences diffusive motion, the first and second rows of particles near the walls are still moving in a fashion more characteristic of a solid than a liquid. As the temperature of the system is raised, the interface between the liquid and solid phases moves steadily from the center to the edges. Although there are fluctuations in the position of this inter- . ,.. ........... ..,.. ..... .,. •.. Fig. 8 correspond to the four different parts of this figure. Each line segment corresponds to 1000 time steps and each system is followed for approximately 75000 time steps. Notice that many regions which are "solid," in the sense that the particles stay near lattice sites, still experience considerable diffusion.
face, these fluctuations are smaller that those observed for the interfaces between ordered and disordered regions in the standard system. It is quite clear that the influence of the walls extends many rows into the system. The diffusion process observed for the pinned system may playa pivotal role in the annealing of the internal defects. The two runs of the pinned system which exhibited hysteresislike behavior occurred just where the diffusion process is very slow. The stability of these apparently metastable states was not investigated in any detail. There were two main reasons for this. First, this hysteresis occurred over a small range of energies and values of the order parameter. This makes it very difficult to investigate in any detail. Second, this hysteresis could be an artifact of the particular choice of boundary conditions used in the calculation. While it is not certain that true metastable states do exist in this region of hysteresis, it is clear that a new and much longer relaxation time scale is operative when the diffusion process is very slow.
A calculation of the pair distribution function for the pinned system is shown in Fig. 11 for a run which is at point D in Fig. 8 . The system is composed of roughly 50% solid and 50% liquid like regions. The pair distribution function looks rather like a liquid with a fair amount of short-range order. However, an analysis of the angular dependence of the static structure factor showed that it is not isotropic. This anisotropic behavior is caused, in large part, by the solidi ike domains in the system. However, there also appears to be a contribution to this anisotropic behavior that originates from the interface region between the liquid like and solid like domains. The interface between these domains is populated by many particles that undergo diffusive motion. However, this diffusion is of a type that is more akin to rapid diffusion in a solid, that is
The pair distribution function, g (r /a), for the pinned system as a function of the reduced distance. The function shown is for the point labeled D in Fig. 8 . The system is approximately 50% solid and 50% liquid at this point.
hopping from one site to the next, rather than the random-walk motions normally associated with a liquid. In Fig. IO(c) , nearly half the system is populated by such particles. Thus diffusion begins to appear well before the angular correlations are lost. This can most easily be seen in the pictures of the system shown in Figs. lO(a) -lO(d) .
VI. CONCLUSIONS
The pinning of walls at the edge of a two-dimensional system undergoing a solid-liquid transItIOn has a significant effect upon the behavior of that system. There is a noticeable shift in the temperature of the transition and the entire melting process is greatly broadened. In the case of a 256-particle system, the transition is completely destroyed and is replaced by a gradual melting process that takes place over a range of temperatures. Although this is a relatively small system, it is not much smaller, in linear dimensions, than the coherence length of many substrates commonly used in experiments. 24 Because the effects of the pinned particles propagate so far into the system, these effects should be relevant even for much larger systems. Even those substrates with the largest IR. H. Morf, Helv. Phys. Acta 56, 743 (1983) . 2F. F. Abraham, Rep. Prog. Phys. 45, 1113 . 3M. P. Allen, D. Frenkel, W. Gignac, and J. P. McTague, J.
Chern. Phys. 78, 4206 (1983) . 4J. A. Barker, D. Henderson, and F. F. Abraham, Physica I06A, 226 (1981) . 5p. M. Horn et a/., Phys. Rev. Lett. 55, 2226 Lett. 55, (1986 ; S. B. Hurlbut and J. G. Dash, ibid. 55,2227 Dash, ibid. 55, (1986 . 6J. M. Kosterlitz and D. J. Thouless, J. Phys. C 5, L124 (1972); 6, 1181 (1973 . 7B. I. Halperin and D. R. Nelson, Phys. Rev. Lett. 41, 121 coherence lengths correspond to systems with linear dimensions only about ten times larger than that studied here. Given that experimental systems are most likely bounded by pinned particles on all sides, a significant fraction of particles in the system could be influenced by this pinning.
The existence of pinning at the edges may be an important source of the inhomogeneities that exist in the experimental systems. In a system with pinning, melting occurs from the innermost regions of the sample and propagates outward toward the edges, much like the melting of ice on a pond. This occurs in a smooth and continuous fashion as a function of temperature. For the type of pinning examined here, the shift in the temperature is upward. However, it is important to note that different models of pinning (for example random pinning at the edges) could conceivable give a downward shift. Both the sign and the magnitude of the shift in the transition temperature could well be a function of the geometry of the pinned particles. The specific heat was altered in a qualitative fashion, and it is apparent that this signal is sensitive to edge pinning. This sensitivity is such that the shape of the specific peak may be a poor measure of the order of the transition.
There are some immediate questions that could provide fruitful grounds for further study. The first is whether there is any significant difference between the effects of pinning in this esoteric system and in a Lennard-lones system. This appears to be unlikely, but only a calculation can tell for sure. The pinning used in this calculation is not the most realistic one since the pinned atoms in a real system are probably placed in an irregular fashion along the edge defects on the substrate. Simulations with various types of pinning would be of much interest. Finally, as the size of the system is increased, the effect of the pinning on the edges would presumably decrease. How quickly this happens can only be determined by a size-dependence study of this effect. Even in a much larger system, the region which is dominated by the existence of the walls could be a significant fraction of the system.
