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Resumen
Esta tesis se centra en estudiar la desigualdad de Poincaré mejorada con pesos y
aplicaciones del Análisis Armónico a las ecuaciones diferenciales.
En primer lugar obtenemos un teorema general que nos provee condiciones que deben
cumplir dos pesos para que valga la desigualdad de Poincaré mejorada
||ϕ− ϕΩ,w||Lpw(Ω) ≤ C||d∇ϕ||Lpv(Ω)
para un dominio Ω acotado y de John. Gracias a este teorema podemos proveer varios
ejemplos de pesos que no están en la clase de Muckenhoupt Ap, en el caso particular de
w = v, para los cuales vale la desigualdad anterior.
Para obtener aplicaciones a las ecuaciones diferenciales estudiamos la descomposición
de una función de promedio cero como suma de funciones soportadas en cubos y de
promedio cero. Esta descomposición está relacionada con la desigualdad de Poincaré
mejorada y nos resultará útil para obtener la resolubilidad de la divergencia en espacios
de Sobolev con pesos y así también para probar la desigualdad de Fefferman-Stein con
pesos, en ambos casos para una clase de pesos más general que la Ap.
Damos un teorema general para que valga la resolubilidad de la divergencia en espacios
de Sobolev.
Por último estudiamos estimaciones a priori de soluciones de sistemas uniformemente
elípticos en espacios con pesos Ap. Damos una prueba más simple de la ya obtenida. Para
ello necesitamos utilizar la desigualdad de Fefferman-Stein y una estimación puntual que
involucra la función maximal sharp y la función maximal de Hardy-Littlewood. Además
obtenemos como depende del peso la constante de las estimaciones a priori y probamos
que está constante es sharp. En la línea de los sistemas elípticos obtenemos estimaciones
a priori con dos pesos. En el caso particular del problema de Dirichlet para potencias del
laplaciano damos una condición necesaria sobre el peso para que valgan las estimaciones
a priori.

Introducción
Estimaciones en normas con pesos para operadores clásicos como la función maxi-
mal de Hardy-Littlewood, las integrales singulares de Calderón-Zygmund y las integrales
fraccionarias han sido estudiadas en numerosos trabajos en los últimos cincuenta años.
Algunos de estos trabajos son [S3, SW] para pesos tipo |x|α y [M, MW] para una clase
más general de pesos. En particular en [M], Muckenhoupt caracteriza los pesos para los
cuales el operador maximal de Hardy-Littlewood es continuo en una dimensión, esta clase
de pesos es la llamada Ap. Luego, Coifman y Fefferman [CF] generalizan el resultado de
Muckenhoupt para cualquier dimensión. Tiempo después se obtiene que la condición Ap
es necesaria y suficiente para la continuidad de las transformadas de Hilbert y las trans-
formadas de Riesz (ver [GCRF]). De hecho, en [S1] el autor generaliza este resultado para
ciertos operadores integrales singulares de tipo convolución.
En muchas aplicaciones, particularmente en el análisis de ecuaciones diferenciales
parciales, aparecen las desigualdades con pesos. Muchas de estas desigualdades fueron
probadas para pesos Ap, dado que para obtenerlas se utilizan operadores como la maximal
de Hardy-Littlewood o integrales singulares.
Para ejemplificar, utilizando la integral fraccionaria se obtiene la desigualdad de Poin-
caré mejorada y utilizando operadores integrales singulares de Calderón-Zygmund se ob-
tienen la resolubilidad de la divergencia en espacios de Sobolev (ver [DD, S, ADM]) y
las estimaciones a priori de soluciones de sistemas elípticos en el sentido del trabajo clá-
sico [ADN]. Estos operadores nos permiten obtener resultados en normas Lp así como
en normas con pesos Ap. En esta tesis obtenemos generalizaciones de algunos de estos
resultados en espacios con pesos más generales que la clase Ap.
En la primera parte de la tesis estudiaremos la desigualdad de Poincaré mejorada y
sus aplicaciones. Dado un dominio Ω acotado, la desigualdad de Poincaré mejorada está
dada por
||ϕ− ϕΩ||Lp(Ω) ≤ C||d∇ϕ||Lp(Ω) (0.0.1)
donde ϕΩ = 1|Ω|
´
Ω
ϕ, d(x) es la distancia de x al borde de Ω y C es una constante que
depende sólo de p y de Ω. Esta desigualdad fue obtenida bajo distintas hipótesis del
dominio Ω. Por ejemplo, en [BS], usando argumentos de compacidad, los autores prueban
(0.0.1) para dominios Lipschitz. Luego, en [H1] el autor obtiene la desigualdad (0.0.1) en
dominios de John utilizando una técnica más constructiva basada en una descomposición
de Whitney del dominio. Los dominios de John se consideran por primera vez en [J], y son
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llamados de este modo por Martio y Sarvas en [MS]. En pocas palabras un dominio es de
John si es posible conectar dos puntos cualesquiera del dominio sin acercarse demasiado
al borde. Esta clase contiene a los dominios Lipschitz pero es mucho más grande. Por
ejemplo, dominios con cúspides internas son dominios de John. Una prueba diferente de
(0.0.1) en el caso de dominios de John fue obtenida en [DD], donde los autores utilizan
el operador maximal de Hardy-Littlewood.
Una pregunta natural es si es posible extender la desigualdad (0.0.1) en normas con
pesos, es decir
||ϕ− ϕΩ,w||Lpw(Ω) ≤ C||d∇ϕ||Lpw(Ω) (0.0.2)
donde ϕΩ,w = 1w(Ω)
´
Ω
ϕw. En [DD] se prueba que esta desigualdad es válida para dominios
de John si w ∈ Ap. En esta tesis obtenemos (0.0.2) para una clase más general que
la clase Ap. Este resultado se obtiene como consecuencia de un teorema general que
provee condiciones para un par de pesos (w, v) para que valga la desigualdad de Poincaré
mejorada con dos pesos
||ϕ− ϕΩ,w||Lpw(Ω) ≤ C||d∇ϕ||Lpv(Ω) (0.0.3)
En el caso w = v obtenemos esta desigualdad para una clase de pesos introducidos en
[FKS]. Los autores obtienen la desigualdad clásica con pesos
||ϕ||Lpw(Ω) ≤ C||∇ϕ||Lpw(Ω) (0.0.4)
donde w ∈ Ap, Ω es una bola y ϕ vale cero en el borde de la bola. Además en [FKS]
se prueba la desigualdad (0.0.4) en el caso en que Ω es una bola en dimensión n ≥ 3,
p = 2 y w(x) = Jf(x)1−
2
n donde Jf es el valor absoluto del jacobiano de una aplicación
cuasi-conforme. Como un caso particular, los autores obtienen la desigualdad (0.0.4) para
pesos w(x) = |x|α con α > 0. Notemos que w /∈ A2 si α ≥ n. En esta tesis mostramos
que (0.0.2) y consecuentemente (0.0.4) son válidas para los pesos considerados en [FKS],
y más en general, para un dominio Ω acotado y de John y w(x) = Jf(x)1−
p
n , 1 ≤ p < n.
Como aplicación de los resultados que obtenemos, probamos (0.0.2) para pesos del tipo
|x|α con α > 0 sin utilizar aplicaciones cuasi-conformes y para 1 ≤ p < ∞, obteniendo
así una prueba distinta y sin restricciones de p.
Las desigualdades del tipo Poincaré son válidas en dominios muy generales si son
válidas en bolas o cubos contenidos en el dominio. De hecho esto fue probado en [C, H2]
utilizando argumentos del trabajo [IN]. Por ejemplo, la desigualdad (0.0.4) fue probada
en [C] para pesos en la clase Ap y en dominios que satisfacen la condición de la cadena de
Boman. En el caso de dominios acotados esta condición es equivalente a la condición de
John (ver [BKL]). En [H2] se prueba la desigualdad (0.0.4) para una clase más general
de pesos.
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En pocas palabras, nuestro primer resultado dice que la desigualdad de Poincaré
mejorada (0.0.3) es válida para dominios de John si la desigualdad de Poincaré clásica
||ϕ||Lpw(Q) ≤ C||∇ϕ||Lpv(Q) (0.0.5)
vale en cubos Q , w y v son integrables en Ω y w es un peso doblante. El argumento
que utilizamos para obtener esta prueba está contenido esencialmente en [C, H2, IN]. Si
bien obtenemos la versión en normas con dos pesos, nos centraremos en el caso de un
peso, esto es w = v. En este caso obtenemos varios ejemplos de pesos para los cuales
vale (0.0.2), entre ellos pesos en la clase Alocp (Ω). Esta clase contiene a la clase Ap. La
definición es análoga a la de Ap pero considerando cubos cuyo diámetro es menor que su
distancia al borde.
Por otro lado obtenemos la desigualdad de Poincaré mejorada en L1w(Ω) para una
subclase de pesos de Aloc1 (Ω) . Para ello utilizamos una fórmula de representación que nos
permite escribir a una función en términos de una integral que involucra a su gradien-
te. Esta representación se puede encontrar en [ADM]. Luego, utlizando argumentos del
trabajo [DMRT] se prueba la desigualdad para estos mismos pesos pero en Lpw(Ω).
Luego de obtener generalizaciones de la desigualdad de Poincaré mejorada con pesos
analizamos su relación con una descomposición de una función f de promedio cero como
suma de funciones soportadas en cubos con la misma propiedad, es decir, estudiamos si
es posible escribirla como
f =
∑
fj
con
||f ||p
Lpw(Ω)
≈
∑
||fj||pLpw(Ω)
donde las fj son funciones de integral cero y soportadas en cubos. Obtenemos que si vale
la desigualdad de Poincaré mejorada en Lp
′
w′(Ω) entonces vale la descomposición en L
p
w(Ω).
En consecuencia obtenemos la descomposición para una clase de pesos muy general.
Esta descomposición es importante pues tiene varias aplicaciones. En este trabajo
estudiamos como aplicaciones la resolubilidad de la divergencia en espacios de Sobolev
con pesos y la desigualdad de Fefferman-Stein.
En [ADM] se obtuvo la resolubilidad de la divergencia en dominios de John en espacios
de Sobolev. Más específicamente los autores obtienen que dada f ∈ Lp(Ω) existe u ∈
W 1,p0 (Ω) tal que

div u = f en Ω
u = 0 en ∂Ω
||u||W 1,p(Ω) ≤ ||f ||Lp(Ω).
(0.0.6)
Los autores dan una prueba constructiva y la solución u está dada por un operador
integral actuando en f . Para probar la estimación en W 1,p(Ω) se utliza la teoría de
integrales singulares de Calderón-Zygmund y la función maximal de Hardy-Littlewood.
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Luego en [DMRT] se estudia el problema (0.0.6) para dominios generales. En este
trabajo se obtiene la resolubilidad de (0.0.6) con la estimación
||Du||Lpdn
ω
(Ω) ≤ C||f ||Lp(Ω)
donde ω es un peso que depende del dominio Ω. Los autores también obtienen una
descomposición para funciones de integral cero. De hecho, esto nos motivó a extender
este resultado en espacios con pesos.
A partir de las ideas presentadas en [DMRT] generalizamos los resultados obtenidos
allí para pesos en A1.
Como segunda aplicación de la descomposición tenemos la desigualdad de Fefferman-
Stein en espacios con pesos que no están necesariamente en Ap. En el trabajo clásico
[FS] los autores estudian la caracterización de los espacios de Hardy. Para ello utilizan la
desigualdad
||Mf ||Lp ≤ C||M#f ||Lp (0.0.7)
dondeM es el operador maximal de Hardy-Littlewood yM# es la maximal sharp que
se introduce para definir los espacios BMO. Como consecuencia de (0.0.7) se obtiene
||f ||Lp ≤ C||M#f ||Lp (0.0.8)
esta desigualdad es la llamada desigualdad de Fefferman-Stein. Siguiendo la demostración
dada en [FS] se puede ver que la desigualdad (0.0.8) puede obtenerse en norma con pesos
Ap, esto es
||f ||Lpw ≤ C||M#f ||Lpw . (0.0.9)
Esta desigualdad es una herramienta fundamental para probar la continuidad de los
operadores integrales singulares en Lpw.
Luego en [DRS] se estudia una versión local de la desigualdad (0.0.9) en un dominio
acotado de John. Para ello se introduce la siguiente maximal sharp
M#Ω,σf(x) = sup
Q:σQ⊂Ω
1
|Q|
ˆ
Q
|f − fQ|
donde σ > 1 y se prueba
||f ||Lpw(Ω) ≤ C||M#Ω,σf ||Lpw(Ω). (0.0.10)
Basándonos en las ideas de [DRS] obtenemos la desigualdad anterior para pesos w en la
clase Aloc∞ (Ω) integrables de modo que vale la descomposición en el espacio dual L
p′
w′(Ω).
La idea primero es probar la desigualdad (0.0.10) en cubos utilizando una desomposición
local de Calderón-Zygmund. Con local nos referimos a la descomposición clásica pero
ahora en un cubo en vez de en Rn.
INTRODUCCIÓN XIII
Recordemos que si vale la desigualdad de Poincaré mejorada en Lpw(Ω) entonces vale
la descomposición en Lp
′
w′(Ω). Con esto obtenemos como ejemplos para los cuales vale la
desigualdad de Fefferman-Stein los pesos potencia |x|α con α > 0 y d(x)β con β > −1.
Como ya comentamos antes, muchas desigualdades con pesos se estudian en el análisis
de ecuaciones diferenciales. En la última parte de esta tesis estudiamos las estimaciones a
priori en normas con pesos de soluciones de sistema de ecuaciones uniformemente elípticos.
Para ejemplificar consideremos el caso del potencial newtoniano de una función regular
de soporte compacto, o sea, dada f se define
u(x) = cn
ˆ
Rn
f(y)
|x− y|n−2 dy
donde para simplifiar consideramos n ≥ 3. Con la constante cn elegida adecuadamente u
resulta ser solución de −∆u = f en Rn. Un resultado clásico es la validez de la siguiente
estimación
||u||W 2,p ≤ C||f ||Lp (0.0.11)
para 1 < p <∞. Esta estimación es una consecuencia de la continuidad de los operadores
integrales singulares de Calderón-Zygmund.
Por otra parte en el trabajo clásico [ADN] los autores demuestran que una estimación
como (0.0.11) es también válida para el problema de Dirichlet

−∆u = f en Ω
u = 0 en ∂Ω
(0.0.12)
donde Ω es un dominio acotado con borde suficientemente suave, donde ahora las normas
se toman en los espacios definidos sobre Ω. Más aún, los autores demuestran estimaciones
análogas para sistemas elípticos muy generales también utilizando la teoría de Calderón-
Zygmund. En vista de los resultados de continuidad de operadores integrales singulares
de Calderón-Zygmund con pesos Ap surge estudiar las estimaciones a priori con pesos Ap
para soluciones de problemas de contorno elípticos.
En [DST1, DST2] se obtienen resultados en esta dirección para soluciones de −∆ y
(−∆)m, es decir se obtiene la desigualdad
||u||W 2m,pw (Ω) ≤ C||f ||Lpw(Ω) (0.0.13)
donde m = 1 en el caso de −∆. Las demostraciones de estos trabajos utilizan muchas
estimaciones de la función de Green asociada a la ecuación (ver [K]). Sin embargo ob-
tenemos una demostración alternativa más sencilla para cualquier operador elíptico de
[ADN]. Para ello generalizamos las técnicas que se utilizan para probar la continuidad con
pesos de las integrales singulares en Rn a un dominio acotado. La primera herramienta
que utilizamos es la siguiente estimación puntual para cualquier s > 1
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M#Ω (Tf)(x) ≤ (M|f |s(x))
1
s
donde Tf representa el operador de derivadas de la solución del mismo orden que el
operador elíptico y M#Ω es la maximal sharp restringida a cubos contenidos en Ω. La
segunda herramienta que utilizamos es la desigualdad de Fefferman-Stein (0.0.10).
Además obtenemos como depende del peso la constante de (0.0.13) y mostramos que
esta constante es óptima en cierto sentido
En la línea de las estimaciones a priori (0.0.13), obtenemos estimaciones con dos pesos
utilizando la continuidad de los operadores integrales singulares y el operador maximal
de Hardy-Littlewood con dos pesos.
Además estudiamos el problema (0.0.12) para el caso en que f es una función radial ,
Ω = B1(0) y w es un peso radial y obtenemos estimaciones a priori si el peso cumple cierta
condición. Para ello calculamos explícitamente la solución y a partir de ella obtenemos
la estimación a priori aplicando la desigualdad de Hardy con dos pesos. De aquí resulta
la condición que debe cumplir el peso. Como caso particular, obtenemos pesos potencia
que no están en Ap.
Como último resultado de esta tesis obtenemos una condición necesaria para que
valgan las estimaciones a priori para el problema de Dirichlet para el operador (−∆)m
donde m ∈ N. De hecho obtenemos que si vale la estimación a priori con pesos
||u||W 2m,pw (Ω) ≤ C||f ||Lpw(Ω)
entonces el peso debe estar en la clase Alocp (Ω). Para obtener este resultado nos basamos en
la técnica utilizada en [GCRF, S1] para obtener la condición necesaria para la continuidad
de las tranformadas de Riesz y ciertos operadores integrales singulares de tipo convolución
en Lpw.

Preliminares
Dado Ω ⊂ Rn abierto, sea C∞0 (Ω) el conjunto de funciones infinitamente derivables
con soporte compacto en Ω. Denotamos supp f al soporte de una función f . Consideramos
Lp(Ω) :=
{
f medibles : ||f ||Lp(Ω) :=
(ˆ
Ω
|f(x)|p dx
)1/p
<∞
}
Para u, v ∈ L1loc(Ω), decimos que v es la α− derivada débil de u si para toda ϕ ∈ C∞0 (Ω)
se tiene que ˆ
Ω
uDαϕ = (−1)|α|
ˆ
Ω
vϕ
donde α = (α1, α2, ..., αn) ∈ Zn+, |α| =
∑n
j=1 αj y la derivada de orden α está dada por
Dαx := ∂
α1
x1
...∂αnxn .
Cuando no sea necesario aclarar la dependecia de x notaremos Dα := Dαx .
Consideraremos una descomposición de Whitney de un dominio abierto acotado Ω ⊆
Rn(ver [S2]). Esto es existe una familia de cubosW = {Q}, cuyos interiores son disjuntos,
y una constante N > 0 tal que,
1. Ω =
⋃
Q =
⋃
Q∗
2. c1diam(Q) ≤ dist(Q, ∂Ω) ≤ c2diam(Q)
3.
∑
χQ∗ ≤ NχΩ
donde Q∗ es cierto cubo expandido de Q y c1 y c2 son constantes de modo que c1 puede
elegirse mayor que 1. Además los cubos Q∗ se pueden elegir de modo que también cumplen
la propiedad 2.
Diremos que un cubo Q ⊂ Ω es de tipo Whitney si
diam(Q) ≈ dist(Q, ∂Ω).
2 Preliminares
De aquí en adelante usaremos la notación A ≈ B para indicar que existen constantes
positivas C1 y C2 tales que C1A ≤ B ≤ C2A. Además C denotará una constante general
que puede cambiar en una secuencia de desigualdades.
En muchos de los resultados que obtendremos en este trabajo consideraremos los
llamados dominios de John.
Definición 0.0.14. Sea s ≥ 1 un parámetro fijo. Decimos que Ω es s-John si podemos
elegir un punto de referencia x0 de modo que existe una constante C y para cada y existe
una curva rectificable γ(y) cuya imagen está contenida en Ω que conecta y con x0 y
satisface la siguiente estimación
d(γ(t, y)) ≥ Cts. (0.0.15)
donde d(γ(t, y)) denota la distancia del punto γ(t, y) al borde ∂Ω. Si s = 1 diremos
simplemente que Ω es un dominio de John. Observemos que podemos parametrizar γ(t, y)
por su longitud de arco y tenemos que γ(0, y) = y y γ(l(γ(y)), y) = x0, donde l(γ(y))
denota la longitud de la curva γ(y). Además observemos que
d(x0) = d(γ(l(γ(y)), y)) ≥ Cl(γ(y))s
con los cual tenemos que las longitudes l(γ(y)) están acotadas.
En el caso en que Ω es un dominio de John uno puede elegir una descomposición de
Whitney con las siguientes propiedades (ver [H1, DRS]). Existe un cubo Q∗0 (llamado
cubo central) tal que puede ser conectado con cada cuboQ∗ de la descomposición por una
cadena finita de cubos, Q∗0, Q
∗
1, ..., Q
∗
s = Q
∗, tal que para cada j = 0, 1, ..., s− 1
Q∗ ⊆ NQ∗j
y existe un cubo Rj tal que
Rj ⊂ Q∗j ∩Q∗j+1 y Q∗j ∪Q∗j+1 ⊂ NRj.
Un operador fundamental en el Análisis Armónico es el operador maximal de Hardy-
Littlewood definido por
Mf(x) := sup
Q3x
1
|Q|
ˆ
Q
f(y) dy (0.0.16)
donde el supremo se toma sobre todos los cubos Q ⊂ Rn que contienen a x. Recordemos
el siguiente resultado de continuidad paraM:
Teorema 0.0.17. M es de tipo débil (1, 1) y de tipo fuerte (p, p), es decir existen cons-
tantes C1 y Cp tales que
sup
t≥0
t| {x :Mf(x) > t} | ≤ C1||f ||L1
||Mf ||Lp ≤ Cp||f ||Lp .
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Otro resultado más general que vale paraM es el siguiente
Teorema 0.0.18. ([CF, Lemma 1]) Sea µ una medida positiva en Rn tal que µ(2Q) ≤
Cµ(Q) para todo cubo Q. Definimos la siguiente maximal
Mµf(x) := sup
Q3x
1
µ(Q)
ˆ
|f(y)| dµ(y).
Luego ˆ
(Mµf(x))p dµ(x) ≤ C
ˆ
|f(x)|p dµ(x)
para todo 1 < p <∞.
Decimos que una funcion w es un peso, si es medible y además w > 0 en casi todo
punto. Dado un conjunto E ⊂ Rn notaremos w(E) = ´
E
w(x) dx. Diremos que un peso
w es doblante si existe una constante C que depende sólo de w tal que w(2Q) ≤ Cw(Q)
para todo Q cubo de Rn. El espacio Lpw(Ω) es el espacio de funciones medibles en Ω tales
que
||f ||Lpw(Ω) :=
(ˆ
Ω
|f(x)|pw(x) dx
)1/p
. Definimos la norma tipo débil (p,∞) con peso w de la siguiente manera
||f ||Lp,∞w = sup
t>0
tw ({x ∈ Rn : |f(x)| > t})1/p
El espacio de Sobolev con pesos se define como
W k,pw (Ω) :=
{
f ∈ L1loc : Dαf ∈ Lpw(Ω) ∀α con |α| ≤ k
}
con
||f ||Wk,pw (Ω) =:
∑
|α|≤k
||Dαf ||p
Lpw(Ω)
1/p .
Definición 0.0.19. Dado un peso w definido en Rn diremos que w ∈ A1 si
Mw(x) ≤ Cw(x) (0.0.20)
en casi todo punto. Por otro lado, diremos que w ∈ Ap, con p > 1 si se satisface(
1
|Q|
ˆ
Q
w
)(
1
|Q|
ˆ
Q
w−
1
p−1
)p−1
≤ C (0.0.21)
para todo cubo Q ⊂ Rn. Observemos que la condición (0.0.21) es equivalente si reempla-
zamos cubos por bolas en Rn. Por último definimos la clase A∞ :=
⋃
p≥1Ap.
Definimos la constante A1 como la menor constante tal que vale (0.0.20) y la notamos
[w]A1 . Definimos la constante Ap como la menor constante tal que vale 0.0.21 y la notamos
[w]Ap . Por último definimos la constante [w]A∞ := supQ
1
w(Q)
´
Q
M(χQw)
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Sea p′ el exponente dual de p, es decir 1
p
+ 1
p′ = 1. Podemos enunciar las siguientes
propiedades de los pesos Ap.
Proposición 0.0.22. 1. Aq ⊂ Ap si q < p.
2. Si w ∈ Ap entonces w−
1
p−1 ∈ Ap′.
3. Si w1, w2 ∈ A1 entonces w1wp−12 ∈ Ap.
4. Propiedad de Hölder inversa: Si w ∈ Ap para algún p ≥ 1, entonces existe ε > 0
(que depende de w) tal que para todo cubo Q(
1
|Q|
ˆ
Q
w(x)1+ dx
) 1
1+ε
≤ C
(
1
|Q|
ˆ
Q
w(x) dx
)
5. Si w ∈ Ap entonces existe ε > 0 (que depende de w) tal que w ∈ Ap−ε.
6. Si w ∈ Ap, 1 ≤ p <∞ existe ε > 0 tal que w1+ε ∈ Ap.
7. Si f ∈ L1loc,0 ≤ δ < 1, entonces w(x) = (Mf(x))δ ∈ A1 con constante A1 que
depende de δ. Recíprocamente, si w ∈ A1, entonces existen f ∈ L1loc, 0 ≤ δ < 1 y
k ∈ L∞ con k−1 ∈ L∞ tales que w(x) = k(x)(Mf(x))δ.
La clase de pesos Ap fue introducida por Muckenhoupt en [M]. Esta clase surgió
cuando el autor se propuso caracterizar los pesos para los cuales vale la continuidad de
la maximal de Hardy-Littlewood en norma con pesos. De hecho tenemos el siguiente
resultado
Teorema 0.0.23. Sea 1 < p <∞ y w un peso. Entonces w ∈ Ap si y sólo si existe una
constante C que depende sólo de p y w tal que ||Mf ||Lpw ≤ C||f ||Lpw .
Otros operadores de gran interés son los operadores integrales singulares y la integral
fraccionaria. De hecho, fue probada la continuidad de estos operadores en Lpw(Ω) para
w ∈ Ap con 1 < p < ∞ (ver [S3], [CF], [SW] y [MW]) . Recordemos que la integral
fraccionaria se define como
Iαf(x) :=
ˆ
Rn
f(y)
|x− y|n−α dy
donde 0 < α < n.
A lo largo del trabajo citaremos los siguientes resultados de continuidad en norma
con pesos para estos operadores:
Teorema 0.0.24. ([Du, Theorem 7.11]) Sea T un operador integral singular tal que si
f ∈ C∞0 (Ω) y x /∈ supp(f) está dado por
Tf(x) =:
ˆ
Rn
K(x, y)f(y) dy
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con K un núcleo que satisface las siguientes propiedades
|K(x, y)| ≤ C|x− y|n , (0.0.25)
|K(x, y)−K(x, z)| ≤ C |y − z|
δ
|x− y|n+δ si |x− y| > 2|y − z|, (0.0.26)
|K(x, y)−K(w, y)| ≤ C |x− w|
δ
|x− y|n+δ si |x− y| > 2|x− w|. (0.0.27)
Entonces el operador T es continuo en Lpw(Ω).
Teorema 0.0.28. ([SaW]) Sea 1 < p < ∞. Sean w y v dos pesos para los cuales existe
r > 1,
|Q|αn
(
1
|Q|
ˆ
Q
wr
) 1
pr
(
1
|Q|
ˆ
Q
v(1−p
′)r
) 1
p′r
≤ C
entonces vale que,
||Iαf ||Lpw ≤ C||f ||Lpv
Observación 0.0.29. En particular si w = v recuperamos el resultado de continuidad de
la integral fraccionaria con pesos Ap.
Ahora para los operadores del Teorema 0.0.24 se estudió en numerosos trabajos cómo
depende la norma en Lpw en términos de la constante [w]Ap . En primer lugar se estudio
esto para p = 2. Se conjeturó el siguiente resultado
Teorema 0.0.30. Si w ∈ A2 entonces
||T ||L2w ≤ c(n, T )[w]A2 .
Se mostró con contraejemplos sencillos en el caso de la transformada de Hilbert y las
transformadas de Riesz que no puede mejorarse la potencia de [w]A2 . Para la maximal de
Hardy-Littlewood se probó el Teorema 0.0.30 en [Bu]. De hecho en este trabajo el autor
prueba que si p > 1 entonces
||Mf ||Lpw ≤ Cn(p′[w]Ap)
1
p−1 . (0.0.31)
y
||Mf ||Lp,∞w ≈ [w]
1
p
Ap
(0.0.32)
Luego se obtuvo el Teorema 0.0.30 para las trasformadas de Hilbert y Riesz (ver [P1] y
[P2]). Finalmente Hytönen en [H] probó este resultado para los operadores de Calderón-
Zygmund. Luego para p > 1 se obtuvo la siguiente versión para Ap usando una versión
cualitativa del Teorema de Extrapolación de Rubio de Francia
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Teorema 0.0.33. Si T es un operador de Calderón-Zygmund como en el Teorema 0.0.24
entonces
||Tf ||Lpw(Ω) ≤ CT [w]
ma´x(1, 1
p−1 )
Ap
||f ||Lpw(Ω).
Este último teorema se demostró también para el operador maximal asociado a T ,
que lo notaremos T ∗ y se define de la siguiente manera
T ∗f(x) := sup
ε>0
∣∣∣∣ˆ|x−y|>εK(x, y)f(y) dy
∣∣∣∣ .
Teniendo en cuenta que [w]A∞ ≤ cn[w]Ap , en [HP] se obtienen mejoras de la constantes
para el caso deM y T . En primer lugar se prueba que
||M||Lpw ≤ Cnp′([w]Ap [w′]A∞)
1
p (0.0.34)
y por otro lado
||T ||Lpw ≤ cn[w]
1
p
Ap
ma´x([w]
1/p
A∞ , [w
′]1/pA∞). (0.0.35)


Capítulo 1
Desigualdad de Poincaré mejorada
En esta sección presentaremos condiciones suficientes para un par de pesos (w, v) para
que valga la desigualdad de Poincaré mejorada
‖ϕ− ϕΩ,w‖Lpw(Ω) ≤ C‖d∇ϕ‖Lpv(Ω) (1.0.1)
donde ϕΩ,w =
1
w(Ω)
ˆ
Ω
ϕw y d(x) es la distancia del punto x al borde ∂Ω.
1.1. Teorema General
La mayor parte de resultados de esta sección pueden encontrarse en nuestro trabajo
[ACD]. Comenzamos enunciando el siguiente lema que nos será útil para el teorema
general.
Lema 1.1.1. ([StW, Lemma 2.3]) Sea V = {Q} una familia arbitraria de cubos en Rn.
Si w es un peso doblante, 1 ≤ p <∞, N ≥ 1 y AQ números reales no negativos, luego
∥∥∥∥∥∑
Q∈V
AQχNQ(x)
∥∥∥∥∥
Lpw
≤ C
∥∥∥∥∥∑
Q∈V
AQχQ(x)
∥∥∥∥∥
Lpw
(1.1.2)
donde la constante C depende sólo de n, N , p y w.
Demostración. El caso p = 1 se sigue inmediatamente usando que w es doblante. Si
1 < p <∞ sea ϕ ∈ Lp′w y positiva, con 1p′ + 1p = 1. Observemos que
ˆ
Rn
∑
Q
AQχNQ(y)ϕ(y)w(y) dy =
∑
Q
AQ
ˆ
NQ
ϕ(y)w(y) dy
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≤ C
∑
Q
AQw(Q)
1
w(NQ)
ˆ
NQ
ϕ(y)w(y) dy
= C
∑
Q
AQ
ˆ
Q
1
w(NQ)
ˆ
NQ
ϕ(y)w(y) dyw(x) dx
≤ C
∑
Q
AQ
ˆ
Q
Mwϕ(x)w(x) dx
= C
ˆ
Rn
∑
Q
AQχQMwϕ(x)w(x) dx
≤ C
∥∥∥∥∥∑
Q
AQχQ
∥∥∥∥∥
Lpw(Rn)
||Mwϕ||Lp′w (Rn)
≤ C
∥∥∥∥∥∑
Q
AQχQ
∥∥∥∥∥
Lpw(Rn)
||ϕ||
Lp
′
w (Rn)
donde usamos dualidad, que w es doblante y la continuidad deMw definida por
Mwϕ(x) = sup
Q3x
1
w(Q)
ˆ
Q
ϕ(y)w(y) dy.
dada en el Teorema 0.0.18.
Ahora enunciamos el resultado principal de esta sección.
Teorema 1.1.3. Sea Ω un dominio acotado y de John y w y v dos pesos tal que w ∈ L1(Ω)
y es doblante. Además supongamos que
‖ϕ− ϕQ,w‖Lpw(Q) ≤ Cdiam(Q)‖∇ϕ‖Lpv(Q) (1.1.4)
para toda ϕ ∈ C1(Q¯) y todo cubo Q ⊂ Ω de tipo Whitney, donde C es una constante que
no depende del cubo. Luego, para 1 ≤ p <∞ y toda ϕ ∈ C1(Ω),
‖ϕ− ϕΩ,w‖Lpw(Ω) ≤ C‖d∇ϕ‖Lpv(Ω)
donde la constante depende sólo de Ω, w, v y p.
Demostración. Sea W = {Q} una descomposición de Whitney de las que se consideran
en los Preliminares para el caso de dominios de John. Observemos que
ma´x
{
w(Q∗j), w(Q
∗
j+1)
} ≤ Cw(Q∗j ∩Q∗j+1) (1.1.5)
j = 0, 1, ..., s. Como w ∈ L1(Ω) es suficiente probar que
‖ϕ− ϕQ∗0,w‖Lpw(Ω) ≤ C‖d∇ϕ‖Lpv(Ω)
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donde Q∗0 es el cubo central. Tenemosˆ
Ω
|ϕ(x)−ϕQ∗0,w|pw(x) dx
≤ 2p
∑
Q∈W
ˆ
Q∗
|ϕ(x)− ϕQ∗,w|pw(x) dx+ 2p
∑
Q∈W
ˆ
Q∗
|ϕQ∗0,w − ϕQ∗,w|pw(x) dx.
Para estimar la primer suma usamos (1.1.4) y que los cubos Q∗ son de tipo Whitney,
∑
Q∈W
ˆ
Q∗
|ϕ(x)− ϕQ∗,w|pw(x) dx ≤
∑
Q∈W
C diam(Q∗)p
ˆ
Q∗
|∇ϕ(x)|pv(x) dx
≤ C
∑
Q∈W
ˆ
Q∗
|∇ϕ(x)|pd(x)pv(x) dx
= C
ˆ
Ω
|∇ϕ(x)|pd(x)pv(x) dx
donde usamos para la última desigualdad
∑
χQ∗ ≤ NχΩ.
Ahora, estimamos la segunda suma. Tenemos que
|ϕQ∗0,w − ϕQ∗,w| ≤
s−1∑
j=0
|ϕQ∗j ,w − ϕQ∗j+1,w| (1.1.6)
usando nuevamente que
∑
χQ∗ ≤ NχΩ, la desigualdad triangular , (1.1.4) y que los cubos
Q∗j son de tipo Whitney, obtenemos
|ϕQ∗j ,w − ϕQ∗j+1,w|p =
1
w(Q∗j ∩Q∗j+1)
ˆ
Q∗j∩Q∗j+1
|ϕQ∗j ,w − ϕQ∗j+1,w|pw(y) dy
≤ 2pC
j+1∑
α=j
1
w(Q∗α)
ˆ
Q∗α
|∇ϕ(y)|pd(y)pv(y) dy.
Como Q∗ ⊆ NQ∗α para 0 ≤ α ≤ s tenemos que
|ϕQ∗j ,w − ϕQ∗j+1,w|pχQ∗(x) ≤ C
j+1∑
α=j
χNQ∗α(x)
w(Q∗α)
ˆ
Q∗α
|∇ϕ(y)|pd(y)pv(y) dy
y por lo tanto,
|ϕQ∗0,w − ϕQ∗,w|χQ∗(x) ≤ C
s−1∑
j=0
(
j+1∑
α=j
χNQ∗α(x)
w(Q∗α)
ˆ
Q∗α
|∇ϕ(y)|pd(y)pv(y) dy
) 1
p
≤ C
∑
R∈W
χNR∗(x)
(
1
w(R∗)
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy
) 1
p
(1.1.7)
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luego,∑
Q∈W
ˆ
Q∗
|ϕQ∗0,w − ϕQ∗,w|pw(x) dx ≤
∑
Q∈W
ˆ
Q∗
|ϕQ∗0,w − ϕQ∗,w|pχQ∗(x)w(x) dx
≤ C
∑
Q∈W
ˆ
Q∗
∣∣∣∣∣∑
R∈W
(
1
w(R∗)
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy
)1/p
χNR∗(x)
∣∣∣∣∣
p
w(x) dx
≤ C
ˆ
Rn
∣∣∣∣∣∑
R∈W
(
1
w(R∗)
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy
) 1
p
χNR∗(x)
∣∣∣∣∣
p
w(x) dx
usando ahora (1.1.2) y
∑
R∈W χR∗(x) ≤ NχΩ(x) obtenemos que∑
Q∈W
ˆ
Q∗
|ϕQ∗0,w − ϕQ∗,w|pw(x) dx
≤ C
ˆ
Rn
∣∣∣∣∣∑
R∈W
(
1
w(R∗)
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy
) 1
p
χR∗(x)
∣∣∣∣∣
p
w(x) dx
≤ C
ˆ
Rn
∑
R∈W
(
1
w(R∗)
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy
)
χR∗(x)w(x) dx
= C
∑
R∈W
ˆ
Rn
1
w(R∗)
χR∗(x)w(x) dx
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy
= C
∑
R∈W
ˆ
R∗
|∇ϕ(y)|pd(y)pv(y) dy ≤ C
ˆ
Ω
|∇ϕ(y)|pd(y)pv(y) dy
concluyendo la prueba.
Observación 1.1.8. Se puede ver en la demostración que la condición w doblante puede
reemplazarse por doblante en cubos de Whitney.
Como consecuencia obtenemos la siguiente versión con un peso
Teorema 1.1.9. Sea Ω un dominio acotado y de John y w un peso tal que w ∈ L1(Ω),
doblante y
‖ϕ− ϕQ,w‖Lpw(Q) ≤ Cdiam(Q)‖∇ϕ‖Lpw(Q) (1.1.10)
para toda ϕ ∈ C1(Q¯) y todo cubo Q ⊂ Ω de tipo Whitney, donde C es una constante que
no depende del cubo. Luego, para 1 ≤ p <∞ y toda ϕ ∈ C1(Ω),
‖ϕ− ϕΩ,w‖Lpw(Ω) ≤ C‖d∇ϕ‖Lpw(Ω)
donde la constante depende sólo de Ω, w y p.
1.2. Ejemplos
Ejemplo 1.2.1. Como ejemplo del Teorema 1.1.3 se tiene los pares de pesos (w, v) ∈ Ap,
es decir
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[w, v]Ap := sup
Q
(
1
|Q|
ˆ
Q
w
)(
1
|Q|
ˆ
Q
v−
1
p−1
)p−1
<∞
para todo cubo Q.
Para ver esto, notemos que en el Teorema 2 de [Ha] se prueba que el tipo débil implica
el fuerte, i.e, si µ y ν son dos medidas positivas de Borel y ν absolutamente continua
con respecto a la medida de Lebesgue, entonces para todo 0 < p < ∞ las siguientes
condiciones son equivalentes:
1. Para cada función de Lipschitz ϕ con soporte compacto en Ω
sup
t>0
µ({|ϕ| > t})tp ≤ C1
(ˆ
Ω
|∇ϕ|p dν
)
2. Para cada función Lipschitz ϕ con soporte compacto en Ω
ˆ
Ω
|ϕ|p dµ ≤ C2
ˆ
Ω
|∇ϕ|p dν.
En nuestro caso ν = v(x) dx, µ = w(x) dx y Ω = Q. Tenemos que
|ϕ− ϕQ| ≤ I1(|∇ϕ|χQ)(x) ≤ diam(Q)M(|∇ϕ|χQ)(x)
luego se sigue que
||ϕ− ϕQ||Lp,∞w (Q) ≤ diam(Q)||M(|∇ϕ|χQ)||Lp,∞w (Q) ≤ diam(Q)[w, v]
1
p
Ap
||∇ϕ||Lpv(Q)
donde usamos que ||M||Lp,∞v,w ≈ [w, v]
1
p
Ap
(ver [Jo]). Por la equivalencia anterior tenemos
que
||ϕ− ϕQ||Lpw(Q) ≤ Cndiam(Q)[w, v]
1
p
Ap
||∇ϕ||Lpv(Q).
Con lo cual tenemos la desigualdad en cubos para aplicar el Teorema 1.1.3.
Observación 1.2.2. Se sabe que (1.1.10) vale para pesos Ap (esto fue probado en [FKS]).
Más aún en ([C],Theorem 2.14) Chua da una condición suficiente más general. De hecho,
el autor prueba que (1.1.10) vale para cualquier peso doblante w que satisface la siguiente
condición : existe r > 1 tal que para todo cubo Q0 ⊂ Rn,
sup
Q⊂Q0
|Q| 1n
(
1
|Q|
ˆ
Q
wr
) 1
pr
(
1
|Q|
ˆ
Q
w
−r
p−1
) 1
p′r
<∞.
El autor no provee una expresión explicita para la constante en (1.1.10) pero puede
ser obtenida usando un argumento de reescale estándar.
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1.2.1. Pesos Alocp (Ω)
Así como se ha estudiado la clase de pesos Ap también se introdujo una clase más
general de pesos que contiene a dicha clase. Dado un dominio abierto Ω definimos la clase
Alocp (Ω) de la siguiente manera. En primer lugar, si β < 1 diremos que w ∈ Aloc,βp (Ω) para
1 < p <∞ si (
1
|Q|
ˆ
Q
w
)(
1
|Q|
ˆ
Q
w−
1
p−1
)p−1
≤ C (1.2.3)
para todo cubo Q tal que diam(Q) < βdist(Q, ∂Ω). En [HSV] se prueba que las clases
Aloc,βp (Ω) son independientes de β. En vista de esto, denotaremos A
loc
p (Ω) a la clase de
pesos que cumplen la condición anterior para algún β < 1. A los cubos Q tales que existe
una constante β < 1 tal que diam(Q) < βdist(Q, ∂Ω) los llamaremos admisibles.
Diremos que w ∈ Aloc1 (Ω) si MΩ,locw(x) ≤ Cw(x), en casi todo punto x ∈ Ω, donde
definimos
Mloc,Ωw(x) := sup
Q3x
1
|Q|
ˆ
Q
w(y) dy
donde el supremo se toma sobre todo cubo Q admisible.
Por último, se define la clase Aloc∞ (Ω) :=
⋃
p≥1A
loc
p (Ω).
Observación 1.2.4. En la definición podemos considerar bolas admisibles en vez de cubos,
es decir bolas B tal que para algún β < 1 se tiene que 2r < βdist(B, ∂Ω), donde r es el
radio de B. En algunas ocasiones consideraremos por simplicidad bolas en vez de cubos.
Se tiene el siguiente resultado
Proposición 1.2.5. Sea w un peso. Entonces w ∈ Alocp (Ω) si y sólo si
(fQ)
p ≤ C
w(Q)
ˆ
Q
fpw dx (1.2.6)
para toda f no negativa y todo cubo Q tal que diam(Q) ≤ βdist(Q, ∂Ω) para β < 1 fijo.
Demostración. Para ver esto, asumamos primero que w ∈ Alocp (Ω), luego
fQ =
1
|Q|
ˆ
Q
f(x) dx =
1
|Q|
ˆ
Q
fw
1
pw−
1
p . (1.2.7)
Aplicando la desigualdad de Hölder con exponentes p y p′ se sigue que
(fQ)
p ≤ |Q|−p
(ˆ
Q
fpw
)(ˆ
Q
w−
1
p−1
)p−1
≤ C
w(Q)
ˆ
Q
fpw. (1.2.8)
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Por otro lado supongamos que vale (1.2.6). Consideremos f = w−
1
p−1 , luego fpw = w−
1
p−1 .
Si
ˆ
Q
w−
1
p−1 es finito se sigue inmediatamente la condición Alocp (Ω). En caso contrario,
reemplazamos f por (w + ε)−
1
p−1 para ε > 0. Como
ˆ
Q
(w + ε)−
1
p−1 =
ˆ
Q
(w + ε)−1−
1
p−1 (w + ε) ≤
ˆ
Q
(w + ε)−
1
p−1w <∞
entonces (
1
|Q|
ˆ
Q
w
)(
1
|Q|
ˆ
Q
(w + ε)−1−
1
p−1w
)p−1
≤ C
tomando límite para ε→ 0 concluimos que w ∈ Ap.
Estos pesos heredan todas las propiedades de los pesos Ap que hemos enunciado en
la Proposición 0.0.22. Se probó en [HSV] que Mloc,Ω es continua en Lpw(Ω) si y sólo
si w ∈ Alocp (Ω), con 1 < p < ∞. Una pregunta natural es si se podrán extender las
desigualdades clásicas del Análisis Armónico para estos pesos. Pero está extensión no
es válida, por ejemplo no es cierto que vale la desigualdad de Poincaré mejorada con
estos pesos. Consideremos w(x) = d(x)α y Ω un dominio abierto y acotado que contiene
al origen entonces w ∈ Alocp (Ω) para todo α ∈ R (lo probaremos en el ejemplo 1.2.17).
Ahora tomando ϕ igual a uno en un entorno de 0 se tiene que no existe una constante C
para la cual la desigualdad
||ϕ||Lpw(Ω) ≤ C||d∇ϕ||Lpw(Ω)
sea válida si α < −n. En efecto, el lado derecho es finito, mientras que el lado izquierdo
no.
Sin embargo veremos que si además requerimos que el peso sea integrable en Ω se tiene
la desigualdad de Poincaré mejorada (1.0.1). Observemos que si w ∈ Alocp (Ω) entonces es
doblante en cubos admisibles. Con lo cual bastará estudiar la desigualdad (1.1.10) para
aplicar el Teorema 1.1.9. Para ello, necesitamos extender un peso en Alocp (Ω) a todo Rn
de modo que la extensión pertenezca a la clase Ap y así poder utilazar la teoría conocida
para esta clase de pesos. Vale destacar que el Teorema 1.1.9 vale si pedimos que w sea
doblante y la desigualdad (1.1.10) en ambos casos considerando cubos admisibles, sólo
basta observar que la descomposición de Whitney puede elegirse de modo que los cubos
y sus expandidos sean admisibles.
Lema 1.2.9. Sea w ∈ Alocp (Ω), con 1 < p <∞ y Ω un dominio acotado. Fijado un cubo
Q ⊂ Ω admisible existe un peso w¯ tal que w¯|Q = w y w¯ ∈ Ap(Rn) y [w¯]Ap ≤ cn[w]Alocp (Ω),
donde cn es una constante que depende sólo de la dimensión.
Demostración. Fijado w y Q, sin perdida de generalidad podemos asumir que el vértice
mas bajo izquierdo de Q es el origen. Sea Q˜ el cubo centrado en el origen de lado 2l(Q).
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Definimos w¯ = w en Q. Extendemos w¯ a Q˜ simétricamente con respecto a los ejes
coordenados y al origen. Finalmente extendemos w¯ a todo Rn periodicamente con período
2l(Q) en cada variable.
Sea W ⊂ Rn un cubo, debemos probar que
(
1
|W |
ˆ
W
w¯
)(
1
|W |
ˆ
W
w¯−
1
p−1
)p−1
≤ C (1.2.10)
donde la constante no depende del cubo. Separamos en dos casos |W | ≥ |Q| y |W | < |Q|.
Si |W | ≥ |Q|, entonces W está en a lo más N =
(
2l(W )
l(Q)
)n
cubos trasladados de Q,
con lo cual(
1
|W |
ˆ
W
w¯
)(
1
|W |
ˆ
W
w¯−
1
p−1
)p−1
≤ N
p
|W |p
(ˆ
Q
w
)(ˆ
Q
w−
1
p−1
)p−1
≤ 1|W |p
(
2l(W )
l(Q)
)np(ˆ
Q
w
)(ˆ
Q
w−
1
p−1
)p−1
≤ cn
(
1
|Q|
ˆ
Q
w
)(
1
|Q|
ˆ
Q
w−
1
p−1
)p−1
≤ C
Si |W | < |Q|, entonces W ⊂ ⋃Ni=1Qi, donde los Qi son cubos trasladados de Q y
N ≤ 2n. Sea Qi0 tal que |W ∩Qi0 | ≥ cn|Qi0|, luego por definición de w¯ se tiene que
ˆ
W∩Qi
w¯ ≤ 2n
ˆ
W∩Qi0
w¯
ˆ
W∩Qi
w¯−
1
p−1 ≤ 2n
ˆ
W∩Qi0
w¯−
1
p−1
entonces
1
|W |p
(ˆ
W
w¯
)(ˆ
W
w¯−
1
p−1
)p−1
≤ cn
(ˆ
W∩Qi0
w¯
)(ˆ
W∩Qi0
w¯−
1
p−1
)p−1
.
Ahora, sea K un cubo tal que l(K) = l(W ) tal que W ∩Qi0 ⊂ K ⊂ Qi0 , luego tenemos
que
1
|W |p
(ˆ
W
w¯
)(ˆ
W
w¯−
1
p−1
)p−1
≤ cn
(
1
|K|
ˆ
K
w¯
)(
1
|K|
ˆ
K
w¯−
1
p−1
)
.
Notemos que algún trasladado de K está contenido en Q con lo cual usando la definición
de w¯ y que w ∈ Alocp (Ω) tenemos lo que queríamos probar.
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Lema 1.2.11. Sea w ∈ Ap con 1 < p <∞ y Q0 cubo unitario. Entonces vale la desigual-
dad 1.1.10 con la siguiente constante
||ϕ− ϕQ0,w||Lpw(Q0) ≤ Cnp[w]
1
p−1
Ap
||∇ϕ||Lpw(Q0) (1.2.12)
donde Cnp es una constante que depende sólo de p y n.
Demostración. Podemos suponer que ϕQ0,w = 0. Se tiene que diam(Q0) =
√
n, entonces
|ϕ(y)| ≤ Cn
ˆ
|x−y|≤√n
∇ϕ(x)
|x− y|n−1 dx
luego aplicando el argumento clásico de las coronas
ˆ
|x−y|≤√n
|∇ϕ(x)|
|x− y|n−1 dx =
∞∑
k=0
ˆ
2−(k+1)
√
n≤|x−y|≤2−k√n
|∇ϕ(x)|
|x− y|n−1 dx
≤
∞∑
k=0
Cn2
−k21−n
1
(
√
n2−k)n
ˆ
|x−y|≤2−k√n
|∇ϕ(x)| dx
≤ CnM(|∇ϕ(y)|).
Con lo cual
||ϕ||Lpw(Q0) ≤ Cnp[w]
1
p−1
Ap
||∇ϕ||Lpw(Q0)
donde usamos que ||M||Lpw ≤ Cnp[w]
1
p−1
Ap
(ver desigualdad 0.0.31).
Observación 1.2.13. Usando la mejora 0.0.34 se puede mejorar la constante de la desigual-
dad anterior de la siguiente manera
||ϕ− ϕQ0,w||Lpw(Q0) ≤ Cnp([w]Ap [w′]A∞)
1
p ||∇ϕ||Lpw(Q0).
Corolario 1.2.14. Sea Q un cubo y w ∈ Ap con 1 < p <∞ entonces vale la desigualdad
1.1.10
||ϕ− ϕQ,w||Lpw(Q) ≤ Cnpdiam(Q)[w]
1
p−1
Ap
||∇ϕ||Lpw(Q)
donde Cnp es una constante que depende sólo de p y n.
Demostración. Consideremos Q0 cubo unitario de modo que Q = λQ0, donde λ = l(Q).
Entonces si x ∈ Q tenemos que x = λy, con y ∈ Q0. Luego con este cambio de variables,
ˆ
Q
|ϕ(x)− ϕQ,w|pw(x) dx =
ˆ
Q0
|ϕ(λy)− ϕQ,w|pλnw(λy) dy
=
ˆ
Q0
|ϕλ(y)− ϕQ,w|pλnwλ(y) dy
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donde ϕλ(y) = ϕ(λy) y wλ(y) = w(λy). En primer lugar veamos que wλ ∈ Ap. Sea
W ⊂ Rn un cubo, luego(
1
|W |
ˆ
W
wλ(y)
)(
1
|W |
ˆ
W
w
− 1
p−1
λ (y)
)p−1
=
(
1
|W |
ˆ
λW
w(x)λ−n
)(
1
|W |
ˆ
λW
w−
1
p−1λ−n
)p−1
=
(
1
|λW |
ˆ
λW
w(x)
)(
1
|λW |
ˆ
λW
w(x)−
1
p−1 dx
)p−1
como w ∈ Ap se tiene que wλ ∈ Ap y [wλ]Ap = [w]Ap . Entonces usando el lema anterior
λn
ˆ
Q0
|ϕλ(y)− ϕQ,w|pwλ(y) dy ≤ λnCnp[wλ]
1
p−1
Ap
ˆ
Q0
|∇ϕλ(y)|p dy
= Cnp[w]
1
p−1
Ap
λp
ˆ
Q
|∇ϕ(x)|pw(x) dx
= Cnpdiam(Q)
p[w]
1
p−1
Ap
ˆ
Q
|∇ϕ(x)|pw(x) dx
Ahora utilizando los resultados anteriores tenemos el siguiente
Teorema 1.2.15. Sea Ω ⊂ Rn un dominio acotado de John. Sea w ∈ Alocp (Ω) y w ∈
L1(Ω), entonces vale la desigualdad de Poincaré mejorada (1.0.1).
Demostración. Vamos a aplicar el Teorema 1.1.9. Recordemos que w es doblante en cubos
admisibles por estar en Alocp (Ω). Fijamos un cubo Q admisible y sea w¯ como en el Lema
1.2.9, luego vale la desigualdad
||ϕ− ϕQ,w¯||Lpw¯(Q) ≤ Cnp[w¯]
1
p−1
Ap
diam(Q)||∇ϕ||Lpw¯(Q).
Usando que w¯ = w en Q y que [w¯]Ap ≤ cn[w]Alocp (Ω) , tenemos (1.1.10).
Observación 1.2.16. Se puede ver probando primero el tipo débil que la constante se
puede mejorar, en el sentido del exponente. Según el Ejemplo 1.2.1 considerando w = v
tenemos que
||ϕ− ϕQ||Lpw(Q) ≤ Cndiam(Q)[w]
1
p
Ap
||∇ϕ||Lpw(Q).
donde usamos la equivalencia de la norma (0.0.32).
Ejemplo 1.2.17. Si consideramos w(x) = d(x)α entonces este peso pertenece a Alocp (Ω)
para todo α. En efecto, si Q es un cubo tal que diam(Q) < γdist(Q, ∂Ω), se tiene que si
x, y ∈ Q entonces d(y) < (γ + 1)d(x) y d(x) < (γ + 1)d(y). Con lo cual(
1
|Q|
ˆ
Q
d(y)α dy
)(
1
|Q|
ˆ
Q
d(y)−
α
p−1
)p−1
≤ C.
Por otro lado w debe ser integrable y por lo tanto α > −1.
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1.2.2. Otros ejemplos con un peso
La idea de esta sección es dar algunos ejemplos de pesos que satisfacen las condiciones
del Teorema 1.1.9. Generalmente, no resulta fácil encontrar ejemplos de pesos que no estén
en la clase Ap que satisfacen las condiciones del Teorema 1.1.9.
Ejemplo 1.2.18. Consideremos pesos de la siguiente forma
w(x) = (1 + |x|)δ
m∏
i=1
[ |x− ai|
1 + |x− ai|
]γi
v(x) (1.2.19)
donde δ ≥ 0, γi ≥ 0, {ai}mi=1 son puntos en Rn, ai 6= aj si i 6= j, y v ∈ Ap. Estos pesos
pertenecen a A∞ (ver [StW]) pero, en general, no pertenecen a Ap. Además fue probado
en [CW] que satisfacen la desigualdad (1.1.10).
Ejemplo 1.2.20. Sea Γ un subconjunto cerrado de ∂Ω y dΓ(x) la distancia de x a Γ.
Definimos w(x) = dΓ(x)α, para α > 0. Es fácil probar la desigualdad (1.1.10) utilizando
la desigualdad de Poincaré clásica sin pesos. De hecho, si Q es un cubo de tipo Whitney
tenemos que, para x, y ∈ Q,
dΓ(y) ≤ |x− y|+ dΓ(x) ≤ diam(Q) + dΓ(x) ≈ d(x) + dΓ(x) ≤ CdΓ(x),
y entonces w se comporta como constante en Q.
Una aplicación interesante se obtiene considerando un dominio de John acotado Ω
tal que 0 ∈ Ω. Consideremos Ω˜ := Ω \ {0} y w como antes con Γ = {0}, tenemos que
dΓ(x) = |x|. Luego, w está en L1(Ω˜) y es doblante. Por lo tanto, aplicando el Teorema
1.1.9 en Ω˜ obtenemos, para 1 ≤ p <∞,ˆ
Ω˜
|ϕ(x)− ϕΩ˜,|x|α|p|x|α dx ≤ C
ˆ
Ω˜
|∇ϕ(x)|p|x|αdist(x, ∂Ω˜)p dx
pero podemos reemplazar Ω˜ por Ω en las integrales de arriba, y usando que dist(x, ∂Ω˜) ≤
d(x), obtenemos
‖ϕ− ϕΩ,|x|α‖Lp|x|α (Ω) ≤ C‖d∇ϕ‖Lp|x|α (Ω). (1.2.21)
Luego usaremos esta desigualdad para α > −n (el caso −n < α ≤ 0 es conocido dado
que para estos valores de α el peso |x|α está en Ap).
Ejemplo 1.2.22. La desigualdad de Poincaré con pesos (1.2.21) en bolas fue probada para
p = 2 y n ≥ 3 por Fabes, Kenig y Serapioni en [FKS] utilizando un argumento diferente.
De hecho, los autores prueban en este trabajo que el peso w(x) = |x|α, para α > 0,
pertenece a una clase general de pesos introducida en dicho trabajo, para la cual vale la
desigualdad de Poincaré con pesos en bolas (como muestra este ejemplo, estos pesos no
están necesariamente en Ap). Se puede reemplazar bolas por cubos en la desigualdad que
obtienen los autores y consecuentemente aplicar este resultado para obtener el Teorema
1.1.9 para la clase introducida en [FKS].
En esta tesis extendemos los resultados obtenidos en esta línea para cualquier n ≥ 2 y
p < n. El argumento que utilizamos para obtener esta extensión es más simple dado que
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sólo estamos interesados en obtener la desigualdad de Poincaré mientras que en [FKS]
los autores prueban desigualdades de tipo Sobolev-Poincaré.
Sea f : Rn → Rn una aplicación cuasi-conforme, esto es, f es un homeomorfismo, las
componentes fi de f tienen derivadas distribucionales en Ln(Ω), y existe una constante
M > 0 tal que, en casi todo punto,
|Df(x)| :=
(∑
i,j
(
∂fi
∂xj
(x)
)2) 12
≤MJf(x) 1n (1.2.23)
donde Df es la matriz formada por las derivadas de f y Jf es el valor absoluto del
determinante de Df .
Lema 1.2.24. Dado p tal que 1 ≤ p < n, definimos w(x) = Jf(x)1− pn . Existe una
constante C tal que para todo cubo Q y toda ϕ ∈ C1(Q¯)
‖ϕ− ϕQ,w‖Lpw(Q) ≤ Cdiam(Q)‖∇ϕ‖Lpw(Q) (1.2.25)
Demostración. Como w ∈ L1(Ω) es suficiente probar la desigualdad (1.2.25) reemplazan-
do ϕQ,w por una constante cQ. La idea principal de la prueba es reducir la desigualdad
de Poincaré con pesos a la desigualdad de Poincaré sin pesos vía el cambio de variables
y = f(x).
Observemos que
diam(Q) = C|Q| 1n = C
(ˆ
Q
dx
)1/n
= C
(ˆ
f(Q)
Jf−1(y) dy
)1/n
.
Luego, usando la desigualdad de Hölder con exponentes n
n−p y su dual
n
p
tenemos que,
ˆ
Q
|ϕ(x)− cQ|pw(x) dx =
ˆ
f(Q)
|(ϕ ◦ f−1)(y)− cQ|pJf−1(y)
p
n dy
≤
(ˆ
f(Q)
|(ϕ ◦ f−1)(y)− cQ|p∗ dy
) p
p∗
(ˆ
f(Q)
Jf−1(y) dy
) p
n
≤ Cdiam(Q)p
(ˆ
f(Q)
|(ϕ ◦ f−1)(y)− cQ|p∗ dy
) p
p∗
donde usamos la notación estándar para el exponente de Sobolev-Poincaré p∗ = pn
n−p .
Ahora, se sigue de la condición (1.2.23) para f−1, queˆ
f(Q)
|∇(ϕ ◦ f−1)(y)|p dy ≤ C
ˆ
Q
|∇ϕ(x)|pw(x) dx
y por lo tanto, es suficiente probar(ˆ
f(Q)
|(ϕ ◦ f−1)(y)− cQ|p∗ dy
) 1
p∗
≤ C
(ˆ
f(Q)
|∇(ϕ ◦ f−1)(y)|p
) 1
p
(1.2.26)
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Pero f(Q) es un dominio de John, y la desigualdad de Sobolev-Poincaré (1.2.26) para
este tipo de dominios fue probada en [B]. Más aún, la constante C en (1.2.26) depende
sólo de n y de la constante de John de f(Q) (esto está probado, por ejemplo, en [DD])
con lo cual, de acuerdo al Lema 2.3 en [HK, Page 539], depende sólo de n y la constante
A∞ de Jf . Finalmente, fue probado en [G] que la constante A∞ de Jf depende sólo
de M y n (para esta última observación recordemos que estamos asumiendo que f es
cuasi-conforme en Rn).
Consecuentemente obtenemos el siguiente resultado
Teorema 1.2.27. Sea Ω un dominio acotado y de John y w(x) = Jf(x)1−
p
n , 1 ≤ p < n,
con f : Rn → Rn una aplicación cuasi-conforme. Luego vale la siguiente desigualdad
‖ϕ− ϕΩ,w‖Lpw(Ω) ≤ C‖d|∇ϕ|‖Lpw(Ω)
Demostración. Se sabe de los resultados de [G] que w ∈ A∞, y por lo tanto, w es doblante.
Además por (1.2.25), podemos aplicar el Teorema 1.1.9 y obtener el resultado buscado.
Observación 1.2.28. Siguiendo el trabajo [FKS], dado β > −1, podemos considerar f(x) =
|x|βx Sea α tal que β = α
n−p . Obtenemos (1.2.21) con 1 ≤ p < n (para más detalles ver
[FKS] ).
Queremos generalizar el Teorema 1.2.27 al caso p > n. Para esto necesitamos el
siguiente lema.
Lema 1.2.29. Sea 1 ≤ p < ∞. Luego la desigualdad de Poincaré mejorada en Lpw(Ω)
vale si y sólo si existe una constante C > 0 con la siguiente propiedad: para todos los
subconjuntos medibles E ⊂ Ω con w(E) ≥ 1
2
w(Ω) y para toda ϕ ∈ Lpw(Ω) que se anula en
E se tiene
||ϕ||Lpw(Ω) ≤ c||d|∇ϕ|||Lpw(Ω)
Demostración. Sea E ⊆ Ω, y ϕ ∈ W 1,pw (Ω) tal que se anula en E y w(E) ≥ 12w(Ω).
Queremos ver que
||ϕ||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω)
.
w(E)|ϕΩ,w|p =
ˆ
E
|ϕ(x)− ϕΩ,w|pw(x) dx ≤
ˆ
Ω
|ϕ(x)− ϕΩ,w|pw(x) dx
≤ C
ˆ
Ω
d(x)|∇ϕ(x)|pw(x) dx
con lo cual
|ϕΩ,w| ≤ C
(
1
w(E)
) 1
p
||d|∇ϕ|||Lpw(Ω)
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luego
||ϕ||Lpw(Ω) ≤ ||ϕ− ϕΩ,w||Lpw(Ω) + |ϕΩ,w|w(Ω)
1
p
≤
(
C + Cdiam(E)
(
w(Ω)
w(E)
) 1
p
)
||d|∇ϕ|||Lpw(Ω)
≤ C||d|∇ϕ|||Lpw(Ω)
Ahora supongamos que ϕ ∈ Lpw(Ω). Queremos probar la desigualdad de Poincaré
mejorada.
Sea
µ(t) := w ({x ∈ Ω, ϕ(x) ≤ t})
µ es no decreciente, continua a derecha y satisface
l´ım
t→−∞
µ(t) = 0 y l´ım
t→∞
µ(t) = w(Ω).
Por el teorema de Bolzano existe λ ∈ R tal que si definimos Eλ := {x ∈ Ω, ϕ(x) ≥ λ} y
Fλ := {x ∈ Ω : ϕ(x) ≤ λ} se tiene que w(Eλ) = 12w(Ω) y w(Fλ) = 12w(Ω) Tenemos que
(ϕ− λ)+ ∈ Lpw(Ω). Como (ϕ− λ)+|Fλ = 0 tenemos que
||(ϕ− λ)+||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω).
Análogamente, como (ϕ− λ)−|Eλ = 0
||(ϕ− λ)−||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω)
y entonces obtenemos
||(ϕ− λ)||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω).
Ahora,
||ϕ−ϕΩ,w||Lpw(Ω) ≤ ||ϕ− λ||Lpw(Ω) + ||λ−ϕΩ,w||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω) + ||λ−ϕΩ,w||Lpw(Ω).
Entonces basta probar que ||λ− ϕΩ,w||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω),
||λ− ϕΩ,w||Lpw(Ω) = w(Ω)
1
p |λ− ϕΩ,w| ≤ w(Ω)
1
p
(
1
w(Ω)
ˆ
Ω
|ϕ− λ|w dx
)
≤ w(Ω) 1p
(
1
w(Ω)
ˆ
Ω
|ϕ− λ|pw dx
) 1
p
≤ C||d|∇ϕ|||Lpw(Ω)
y entonces obtenemos la desigualdad deseada.
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Usando el lema anterior también obtenemos tenemos el siguiente resultado
Teorema 1.2.30. Sea p0 < n, p ≥ n y w(x) = Jf(x)1−
p0
n , donde f es una aplicación
cuasi-conforme. Luego tenemos que
ˆ
Ω
|ϕ(x)− ϕΩ,w|pw(x) dx ≤ C
ˆ
Ω
|∇ϕ(x)|pw(x) dx
Demostración. Por el lema 1.2.29 basta probar que para cada ϕ que se anula en E ⊆ Ω
con w(E) ≥ 1
2
w(Ω) tenemos ||ϕ||Lpw(Ω) ≤ C||d|∇ϕ|||Lpw(Ω).
ˆ
Ω
|ϕ(x)|pJf(x)1− p0n dx =
ˆ
Ω
(
|ϕ(x)| pp0
)p0
Jf(x)1−
p0
n dx
≤ C
ˆ
Ω
|d(x)∇ϕ pp0 (x)|p0Jf(x)1− p0n dx
≤ C
ˆ
Ω
|ϕ(x)|p−p0|d(x)∇ϕ(x)|p0|Jf(x)|1− p0n dx
≤ C
(ˆ
Ω
|ϕ(x)|pJf(x)1− p0n dx
) p−p0
p
(ˆ
Ω
|d∇ϕ(x)|pJf(x)1− p0n
) p0
p
donde usamos que la desigualdad de Poincaré vale para |ϕ| pp0 en Lp0w (Ω) por el teorema
1.2.24 y que dado que |ϕ| pp0 se anula en E podemos aplicar el lema anterior.
1.2.3. Pesos Aloc1 (Ω)
En esta sección veremos que para una sublcase de pesos en Aloc1 (Ω) vale la desigualdad
de Poincaré mejorada en el espacio L1w(Ω), donde Ω es un dominio acotado de John. Luego
veremos que si vale esta desigualdad en L1w(Ω) entonces vale la desigualdad de Poincaré
mejorada en el espacio Lpw(Ω) basándonos en los argumentos del trabajo [DMRT].
Teorema 1.2.31. Sea w ∈ Aloc1 (Ω) y w ∈ L1(Ω). Si para cada par de constantes c1, c2
existe una constante c3 que depende sólo del dominio de modo que
1
d(x)n
ˆ
c1d(x)≤|x−y|≤c2d(x)
w(y) dy ≤ c3w(x) (1.2.32)
entonces vale la desigualdad de Poincaré mejorada (1.0.1) en L1w(Ω)
Demostración. Sea ϕ ∈ C∞0 (Ω) luego se tiene que
|ϕ(y)| ≤ C
ˆ
|x−y|≤Md(x)
|∇ϕ(x)|
|x− y|n−1 dx
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donde C es una constante que depende del dominio (para una prueba de esto ver [DD]).
Multiplicando por w e integrando sobre Ω obtenemos que:ˆ
Ω
|ϕ(y)|w(y) dy ≤ C
ˆ
Ω
ˆ
|x−y|≤Md(x)
|∇ϕ(x)|
|x− y|n−1w(y) dx dy.
Cambiamos el orden de integración y entonces,
ˆ
Ω
|ϕ(y)|w(y) dy ≤ C
ˆ
Ω
ˆ
|x−y|≤Md(x)
w(y)
|x− y|n−1 dy|∇ϕ(x)| dx.
Ahora consideremos la integral en la variable y,ˆ
|x−y|≤Md(x)
w(y)
|x− y|n−1 dy =
∞∑
k=0
ˆ
Md(x)2−(k+1)≤|x−y|≤Md(x)2−k
w(y)
|x− y|n−1 dy.
Pero si consideramos la clase de bolas tal que diam(B) < βdist(B, ∂Ω), con β < 1 se
tiene que existe k(β) tal que para k > k(β), BM2−kd(x)(x) pertenece a esta clase de bolas.
Luego,
∞∑
k=k(β)
ˆ
Md(x)2−(k+1)≤|x−y|≤Md(x)2−k
w(y)
|x− y|n−1 dy ≤
∞∑
k=k(β)
1
(Md(x)2−(k+1))n−1
ˆ
|x−y|≤Md(x)2−k
w(y) dy
≤
∞∑
k=0
Cd(x)2−n+12−kMloc,Ωw(x)
≤ Cd(x)Mloc,Ωw(x)
≤ Cd(x)w(x)
donde en la última desigualdad usamos que el peso está en Aloc1 (Ω). Ahora resta acotar
la parte de la suma para k < k(β)
k(β)∑
k=0
ˆ
Md(x)2−(k+1)≤|x−y|≤Md(x)2−k
w(y)
|x− y|n−1 dy ≤ C
ˆ
c1d(x)≤|x−y|≤c2d(x)
w(y)
|x− y|n−1 dy
≤ C
ˆ
c1d(x)≤|x−y|≤c2d(x)
w(y)
d(x)n−1
dy
= C
1
d(x)n−1
ˆ
c1d(x)≤|x−y|≤c2d(x)
w(y) dy
donde c1 y c2 son constantes que dependen del dominio. Luego sabemos por la hipótesis
(1.2.32) que existe una constante c3 tal que,
1
d(x)n
ˆ
c1d(x)≤|x−y|≤c2d(x)
w(y) dy ≤ c3w(x)
entonces tenemos que la suma anterior está acotada por Cw(x)d(x). Luego juntando las
dos desigualdades para cada suma se tiene queˆ
Ω
|ϕ(y)|w(y) dy ≤ C
ˆ
Ω
|∇ϕ(x)|d(x)w(x) dx.
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Observación 1.2.33. Observemos que la condición w ∈ L1(Ω) es necesaria para que tenga
sentido ϕΩ,w.
Ejemplo 1.2.34. Consideremos el peso w(x) = d(x)α, α ∈ R. Este peso está en la clase
Aloc1 (Ω) y satisface la condición (1.2.32). En efecto, observemos que si Q es un cubo tal
que diam(Q) < βdist(Q, ∂Ω) y x, y ∈ Q entonces:
Si α > 0, d(y) ≤ (β + 1)d(x).
Si α < 0, d(x) ≤ (1 + β)d(y).
con lo cual
sup
x∈Q
1
|Q|
ˆ
Q
d(y)α dy ≤ Cd(x)α.
Además usando las desigualdades anteriores se sigue también que w satisface la condición
(1.2.32). Sin embargo para que esté definido ϕΩ,w debe ser w ∈ L1(Ω) y entonces se tiene
que α > −1.
Ejemplo 1.2.35. Sea F un subconjunto cerrado de ∂Ω. Definimos w(x) = dist(x, F )α,
α ∈ R. Luego se puede ver de manera similar al ejemplo anterior que w ∈ Aloc1 (Ω) y
satisface la condición (1.2.32). Además este peso pertenece a L1(Ω) si α > −1.
De la desigualdad de Poincaré en L1w(Ω) a la desigualdad en L
p
w(Ω)
En esta sección veremos que a partir de la desigualdad que obtuvimos en L1w(Ω)
con w ∈ Aloc1 (Ω) y satisfaciendo la condición (1.2.32) podemos probar la desigualdad
de Poincaré mejorada en Lpw(Ω). Las ideas para obtener este resultado están contenidas
esencialmente en el trabajo [DMRT].
Veremos primero que la desigualdad de Poincaré mejorada en L1w(Ω) implica la de-
sigualdad en Lpw(Ω)
Proposición 1.2.36. Sea w un peso en L1(Ω). Asumamos que vale la desigualdad de
Poincaré mejorada en L1w(Ω). Luego si 1 ≤ p < ∞ vale la desigualdad de Poincaré en
Lpw(Ω)
Demostración. Utilizaremos el Lema 1.2.29. Sea E un conjunto tal que w(E) ≥ 1
2
w(Ω) y
supongamos que ϕ se anula en E. Aplicamos la desigualdad en L1w(Ω) a |ϕ|p, que también
se anula en E,
ˆ
Ω
|ϕ(x)|pw(x) dx ≤
ˆ
Ω
d(x)|∇|ϕ|p(x)|w(x) dx
= C
ˆ
Ω
d(x)|ϕ(x)|p−1|∇ϕ(x)|w(x) 1pw(x) 1p′ dx
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≤ C
(ˆ
Ω
|d(x)∇ϕ(x)|pw(x) dx
) 1
p
(ˆ
Ω
|ϕ(x)|pw(x) dx
) 1
p′
basta pasar dividiendo el segundo factor para obtener la desigualdad buscada.
Finalmente obtenemos el siguiente teorema.
Teorema 1.2.37. Sea w ∈ Aloc1 (Ω) e integrable en Ω que satisface la condición 1.2.32.
Entonces si ϕ ∈ Lpw(Ω),
||ϕ− ϕΩ,w||Lpw(Ω) ≤ c||d|∇ϕ|||Lpw(Ω)
Demostración. Al comienzo de esta sección vimos que vale la desigualdad de Poincaré en
L1w(Ω) si w satisface las hipótesis del teorema. Luego la desigualdad se sigue inmediata-
mente del lema anterior.
Ejemplo 1.2.38. Utilizando el teorema anterior volvemos a obtener la desigualdad (1.0.1)
para el peso w(x) = d(x)α, α > −1.
Capítulo 2
Descomposición de funciones de
integral cero y aplicaciones
La desigualad de Poincaré mejorada (1.0.1) tiene varias aplicaciones. En particular,
fue probado en [DMRT], que está relacionada con una descomposición para funciones de
integral cero en un dominio Ω como suma de funciones localmente soportadas con la mis-
ma propiedad. Una aplicación interesante de esta descomposición es la resolubilidad de la
divergencia en espacios de Sobolev (ver [DMRT, DRS]). Otra aplicación es la desigualdad
de Fefferman-Stein, es decir la mayoración de la norma de una función por la norma de
la maximal sharp de la función en norma con pesos.
Este capítulo se divide en dos partes. En la primera parte extendemos los argumen-
tos dados en [DMRT] para obtener soluciones de la divergencia en espacios de Sobolev
con pesos para ciertos pesos que no están necesariamente en Ap. En la segunda parte
obtendremos la desigualdad de Fefferman-Stein local para pesos más generales que Ap.
Empezaremos estudiando la descomposición antes mencionada.
Recordemos que w′ := w−
1
p−1 y que, si w′ ∈ L1(Ω) luego Lpw(Ω) ⊂ L1(Ω) y por lo
tanto el espacio
Lpw,0(Ω) =
{
f ∈ Lpw(Ω) :
ˆ
Ω
f = 0
}
está bien definido. El siguiente lema es una generalización de los resultados obtenidos en
[DMRT].
Lema 2.0.1. Sea Ω ⊂ Rn un dominio acotado de John, y 1 < p < ∞, {Qj} una
descomposición de Whitney de Ω y
{
Q∗j
}
cubos expandidos de Qj. Sea {φj} la partición
usual de la unidad asociada con la descomposición (ver por ejemplo [S2]). Dado un peso
w tal que w′ ∈ L1(Ω), consideremos las siguientes propiedades,
(1) ‖h− hΩ,w′‖Lp′
w′ (Ω)
≤ C ‖d|∇h|‖
Lp
′
w′ (Ω)
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∀h ∈ Lp′w′(Ω) ∩ C1(Ω) tal que ∇h ∈ Lp
′
dp′w′(Ω)
n.
(2) Si g ∈ Lpw,0(Ω) existe u ∈ Lpd−pw(Ω)n tal que
ˆ
Ω
u · ∇h =
ˆ
Ω
gh ∀h ∈ Lp′w′(Ω) ∩ C1(Ω) tal que ∇h ∈ Lp
′
dp′w′(Ω)
n (2.0.2)
y ∥∥∥u
d
∥∥∥
Lpw(Ω)
≤ C ‖g‖Lpw(Ω) . (2.0.3)
(3) Si g ∈ Lpw,0(Ω) existe una descomposición
g =
∑
j
gj
con gj ∈ Lpw,0(Ω), supp gj ⊂ Q∗j , y
‖g‖p
Lpw(Ω)
≈
∑
j
‖gj‖pLpw(Q∗j ) .
Luego,
(1)⇔ (2)⇒ (3).
Demostración. (1)⇒ (2): Sea S ⊂ Lp′
dp′w′(Ω)
n el subespacio dado por
S =
{
v ∈ Lp′
dp
′
w′(Ω)
n : v = ∇h con h ∈ Lp′w′(Ω) ∩ C1(Ω)
}
,
y sea L(∇h) =
ˆ
Ω
gh. Como
ˆ
Ω
g = 0, L define un funcional lineal en S. Más aún, se
sigue de (1) que
|L(∇h)| =
∣∣∣∣ˆ
Ω
g(h− hΩ,w′)
∣∣∣∣ ≤ C ‖g‖Lpw(Ω) ‖h− hΩ,w′‖Lp′
w′ (Ω)
≤ C ‖g‖Lpw(Ω) ‖d|∇h|‖Lp′
w′ (Ω)
Por el teorema de Hahn-Banach L puede extenderse como un funcional lineal continuo
definido en Lp
′
dp′w′(Ω)
n, y por lo tanto, por dualidad existe u ∈ Lpd−pw(Ω)n tal que
L(v) =
ˆ
Ω
u · v y
∥∥∥u
d
∥∥∥
Lpw(Ω)
≤ C ‖g‖Lpw(Ω)
en particular, tomando v = ∇h ∈ S, obtenemos (2).
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(2)⇒(1): Sea h ∈ Lp′w′(Ω) ∩ C1(Ω) tal que ∇h ∈ Lp
′
dp′w′(Ω)
n. Luego,
‖h− hΩ,w′‖Lp′
w′ (Ω)
= sup
‖g‖
L
p
w′ (Ω)=1
ˆ
Ω
(h− hΩ,w′)gw′ = sup
‖g‖
L
p
w′ (Ω)=1
ˆ
Ω
h(g − gΩ,w′)w′ (2.0.4)
pero, como (g − gΩ,w′)w′ ∈ Lpw,0(Ω) con
‖(g − gΩ,w′)w′‖Lpw(Ω) = ‖g − gΩ,w′‖Lpw′ (Ω) ≤ C‖g‖Lpw′ (Ω),
sabemos por (2) que existe u ∈ Lpd−pw(Ω)n tal que
ˆ
Ω
u · ∇h =
ˆ
Ω
h(g − gΩ,w′)w′
satisface ∥∥∥u
d
∥∥∥
Lpw(Ω)
≤ C ‖(g − gΩ,w′)w′‖Lpw(Ω) ≤ C‖g‖Lpw′ (Ω).
Por lo tanto,
ˆ
Ω
h(g − gΩ,w′)w′ =
ˆ
Ω
u · ∇h ≤ ‖d|∇h|‖
Lp
′
w′ (Ω)
∥∥∥u
d
∥∥∥
Lpw(Ω)
≤ C‖d|∇h|‖
Lp
′
w′ (Ω)
‖g‖Lp
w′ (Ω)
y reemplazando en (2.0.4) obtenemos (1).
(2) ⇒ (3) Dada g ∈ Lpw,0(Ω) sea u ∈ Lpd−pw(Ω)n como en (2). Observemos que, en
particular, podemos tomar h ∈ C∞0 (Ω) en (2.0.2), y por lo tanto, div u = g en Ω. Luego,
definimos
gj = div (φju)
y entonces, tenemos que
g = div u = div
(
u
∑
j
φj
)
=
∑
j
div (φju) =
∑
j
gj
Como supp φj ⊆ Q∗j tenemos que supp gj ⊆ Q∗j y
´
gj = 0. Más aún, por la superposición
finita de los cubos de la descomposición de Whitney tenemos que
|g(x)|p ≤ C
∑
j
|gj(x)|p
y luego
‖g‖p
Lpw(Ω)
≤ C
∑
j
‖gj‖pLpw(Q∗j )
donde la constante C depende sólo de p y n.
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Para probar la otra desigualdad usamos que ‖φj‖L∞ ≤ 1 y ‖∇φj‖L∞ ≤ C/dj, donde
dj es la distancia de Qj a ∂Ω. Luego,
‖gj‖pLpw(Q∗j ) =
ˆ
Q∗j
|gj|pw =
ˆ
Q∗j
| div (φju)|pw
=
ˆ
Q∗j
|∇φj · u+ φj div u|pw
≤ C
(ˆ
Q∗j
|∇φj|p|u|pw +
ˆ
Q∗j
|φj(x)|p| div u|pw
)
≤ C
(∥∥∥u
d
∥∥∥p
Lpw(Q
∗
j )
+ ‖g‖p
Lpw(Q
∗
j )
)
y entonces, usando nuevamente la superposición finita de los cubos Q∗j , se sigue de (2.0.3)
que ∑
j
‖gj‖pLpw(Q∗j ) ≤ C ‖g‖
p
Lpw(Ω)
.
Observación 2.0.5. En algunos casos las tres condiciones son equivalentes, por ejemplo si
w ∈ Ap. Lo que se requiere para probar (3)⇒ (2) es la resolubilidad de la divergencia en
los cubos de Whitney.
2.1. Resolubilidad de la divergencia en espacios de So-
bolev con pesos
Como una consencuencia del Lema 2.0.1 y la desigulada de Poincaré mejorada que
obtuvimos antes obtenemos un resultado general que provee condiciones suficientes para
la resolubilidad de la divergencia en espacios de Sobolev con pesos. En pocas palabras, la
ecuación de la divergencia puede resolverse en espacios de Sobolev con pesos en dominios
de John si puede resolverse en cubos.
Luego obtenemos algunos ejemplos de pesos que no están necesariamente en la clase
Ap para los cuales vale la resolubilidad de la divergencia.
Además damos una generalización de los resultados de [DMRT] a espacios de Sobolev
con pesos en la clase A1.
Dado un dominio Ω y pesos w0 y w1, tales que Lpw0(Ω) ⊂ L1loc(Ω), definimos
W 1,pw0,w1(Ω) =
{
v : Ω→ Rn : v ∈ Lpw0(Ω) , |Dv| ∈ Lpw1(Ω)
}
,
con su norma natural y
W 1,p0,w0,w1(Ω) = C
∞
0 (Ω) ∩W 1,pw0,w1(Ω)
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Teorema 2.1.1. Dado Ω ⊂ Rn y 1 < p < ∞. Sea w0 y w1 pesos con w′0, w′1 ∈ L1(Ω) y
tales que la desigualdad ∥∥h− hΩ,w′1∥∥Lp′
w′1
(Ω)
≤ C ‖d|∇h|‖
Lp
′
w′1
(Ω)
vale para todo h ∈ Lp′w′1(Ω) ∩ C
1(Ω). Asumamos que, para toda g ∈ Lpw1,0(Q) y todo cubo
de tipo Whitney Q ⊂ Ω, existe u ∈ W 1,p0,w0,w1(Q) que satisface
div u = g en Q
y
‖u‖Lpw0 (Q) + ‖Du‖Lpw1 (Q) ≤ C‖g‖Lpw1 (Q)
donde la constante C es independiente del cubo Q. Luego, para toda g ∈ Lpw1,0(Ω) existe
u ∈ W 1,p0,w0,w1(Ω) tal que
div u = g en Ω
y
‖u‖Lpw0 (Ω) + ‖Du‖Lpw1 (Ω) ≤ C‖g‖Lpw1 (Ω)
Demostración. Primero observemos que w′0 ∈ L1(Ω) implica que Lpw0(Ω) ⊂ L1(Ω), y por
lo tanto, existen derivadas en el sentido distribucional de funciones en Lpw0(Ω) y entonces el
espacio W 1,pw0,w1(Ω) está bien definido. Ahora, como w
′
1 ∈ L1(Ω), podemos aplicar el Lema
2.0.1, y entonces, dada g ∈ Lpw1,0(Ω) la descomponemos como g =
∑
gj como en (3) del
mismo lema. Por nuestra hipótesis, para cada j, existe uj ∈ W 1,p0,w0,w1(Q∗j) satisfaciendo
div uj = gj en Q
∗
j
y
‖uj‖Lpw0 (Q∗j ) + ‖Duj‖Lpw1 (Q∗j ) ≤ C‖gj‖Lpw1 (Q∗j ).
Luego, definiendo u =
∑
j uj, tenemos que div u = g. Más aún,
‖u‖p
Lpw0 (Ω)
+ ‖Du‖p
Lpw1 (Ω)
=
ˆ
Ω
∣∣∣∑
j
uj(x)
∣∣∣pw0(x) dx+ ˆ
Ω
∣∣∣∑
j
Duj
∣∣∣pw1(x) dx
≤ C
∑
j
ˆ
Q∗j
{
|uj(x)|pw0(x) + |Duj(x)|pw1(x)
}
dx
≤ C
∑
j
ˆ
Q∗j
|gj(x)|pw1(x) dx ≤ C||g||pLpw1 (Ω)
Observación 2.1.2. Notemos que en el teorema anterior puede reemplazarse la resolubili-
dad en cubos por las resolubilidad en bolas.
32 Descomposición de funciones de integral cero y aplicaciones
2.1.1. Ejemplos
Como ejemplo, veremos que el Teorema 2.1.1 puede aplicarse para resolver la resolu-
bilidad de la divergencia con pesos en Alocp (Ω) y pesos potencia.
Caso Alocp (Ω)
Sea w ∈ Aploc(Ω) tal que w′ ∈ L1(Ω), donde Ω es un dominio de John acotado. Fijado
un cubo Q ⊂ Ω admisible por el lema 1.2.9 existe un peso w¯ tal que w¯|Q = w , w¯ ∈ Ap(Rn)
y [w¯]Ap ≤ cn[w]Alocp (Ω). Como w′ ∈ L1(Ω) y w′ ∈ Alocp′ (Ω) entonces vale la desigualdad de
Poincaré mejorada (1.0.1). Con lo cual para poder aplicar el Teorem 2.1.1 bastará probar
la resolubilidad en cubos.
Lema 2.1.3. Sea Q ⊂ Ω un cubo de tipo Whitney. Dada f ∈ Lpw(Q), 1 < p <∞, existe
u tal que
div u = f en Q
||Dxu||Lpw(Q) ≤ C[w]
ma´x(1, 1
p−1 )
Alocp (Ω)
||f ||Lpw(Q)
(2.1.4)
Demostración. En primer lugar vamos a considerar el cubo unitario, notémoslo Q1 (basta
considerar un cubo fijo contenido en Ω, podemos suponer que es el unitario). Sea w˜ ∈
Ap(Rn), luego tenemos que por el trabajo [S] dada f˜ ∈ Lpw˜(Q1) con integral cero en Q1
existe u˜ tal que
div u˜ = f˜
||Du˜||Lpw˜(Q1) ≤ CQ1C(w˜)||f˜ ||Lpw˜(Q1)
(2.1.5)
Ahora veamos que C(w˜) ≤ [w˜]ma´x(1,
1
p−1 )
Ap
. Citando nuevamente [S] se puede ver que
∂u˜j
∂xi
= T1f˜ + T2f˜
con ||T1|| ≤ ||T ∗|| , T ∗ el operador maximal de un operador T que cumple las propiedades
del Teorema 0.0.24 y T2 es un operador con núcleo en L∞. Por el Teorema 0.0.33 se tiene
que
||T1f˜ ||Lpw˜(Q1) ≤ CQ1,T1 [w˜]
ma´x(1, 1
p−1 )
Ap
||f˜ ||Lpw˜(Q1).
Ahora a partir de lo que sabemos para el cubo unitario probémoslo para un cubo
cualquiera Q ⊂ Ω. Sea x = λy con y ∈ Q1 y x ∈ Q. Definimos f˜(y) := λnf(x) y
w˜(y) := w¯(λy), donde w¯ está definido como en el Lema 1.2.9. Vimos en el Corolario
1.2.14 que w˜ ∈ Ap y [w¯]Ap = [w˜]Ap . Luego tenemos que existe u˜ solución de (2.1.5).
Ahora definamos u(x) := λ1−nu˜(x
λ
), se tiene que divxu = f . Por otro lado,ˆ
Q
|Dxu(x)|pw¯(x) dx =
ˆ
Q
|λ1−nDxu˜
(x
λ
)
|pw¯(x) dx
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=
ˆ
Q1
|λ−nDyu˜(y)|pw˜(y)λn dy
≤ CQ1 [w˜]
ma´x(1, 1
p−1 )p
Ap
ˆ
Q1
|λ−nf˜(y)|pw˜(y)λn dy
= CQ1 [w¯]
ma´x(1, 1
p−1 )p
Ap
ˆ
Q
|f(x)|pw¯(x) dx.
Ahora usando que w¯|Q = w y que [w¯]Ap ≤ Cn[w]Alocp (Ω) tenemos el lema probado.
Tenemos en consecuencia el siguiente teorema.
Teorema 2.1.6. Sea w ∈ Alocp (Ω), dada f ∈ Lpw(Ω) existe u tal que
div u = f
||Du||Lpw(Ω) ≤ C[w]
ma´x(1, 1
p−1 )
Alocp (Ω)
||f ||Lpw(Ω)
La demostración sale inmediatamente aplicando el Teorema 2.1.1
Caso pesos potencia
Teorema 2.1.7. Sea Ω ⊂ Rn un dominio acotado y de John tal que 0 ∈ Ω, 1 < p <∞,
y −∞ < γ < n(p− 1). Si g ∈ Lp|x|γ ,0(Ω) existe u ∈ W 1,p0,|x|γ ,|x|γ (Ω) tal que
div u = g en Ω
y
‖u‖Lp|x|γ (Ω) + ‖Du‖Lp|x|γ (Ω) ≤ C‖g‖Lp|x|γ (Ω) (2.1.8)
Demostración. Primero observemos que , si w(x) = |x|γ, luego w′ = |x|− γp−1 ∈ L1(Ω),
y de las hipótesis − γ
p−1 > −n. En particular Lp|x|γ (Ω) ⊂ L1(Ω) y entonces Lp|x|γ ,0(Ω) y
W 1,p0,|x|γ ,|x|γ (Ω) están bien definidos.
Ahora, si −n < γ < n(p− 1), el peso |x|γ está en Ap, y por lo tanto, el resultado fue
probado en [DRS, Page 103]. Aunque los autores de este trabajo sólo prueban la cota
para el segundo término del lado izquierdo de (2.1.8), la estimación para el otro término
se sigue inmediatamente por la desigualdad de Poincaré con pesos (la cual es válida para
pesos en la clase Ap).
Por otro lado, para el caso γ ≤ −n, procedemos con en el Ejemplo 1.2.20 e intro-
ducimos Ω˜ = Ω \ {0}. Es fácil ver que, si φ ∈ C∞0 (Ω) ∩ Lp|x|γ (Ω), luego φ(0) = 0, y
entonces,
W 1,p0,|x|γ ,|x|γ (Ω˜) = W
1,p
0,|x|γ ,|x|γ (Ω).
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Por lo tanto, podemos concluir la prueba aplicando el Teorema 2.1.1 en Ω˜. De hecho,
las hipótesis de ese teorema sobre la existencia de soluciones en cubos de tipo Whitney
se verifican fácilmente dado que el peso restringido a estos cubos se comporta como
constante (ver detalles en Ejemplo 1.2.20).
Veremos que el Teorema 2.1.7 con 1 < p < n puede mejorarse reemplazando el término
‖u‖Lp|x|γ (Ω) en (2.1.8) por el término ‖u‖Lp|x|γ−p (Ω). Para hacer esto usaremos una técnica
basada en cambio de variables via aplicaciones cuasi-conformes.
Vale destacar que no pueden mejorarse las cotas de las derivadas de u, en general si
φ ∈ C∞0 (Ω),
‖φ‖Lp|x|γ−p (Ω)  C‖∇φ‖Lp|x|γ (Ω),
de hecho, si −n < γ ≤ −n + p y φ es igual a uno en un entorno de 0, el lado derecho es
finito mientras que el lado izquierdo no.
Para −∞ < γ ≤ −n el resultado del siguiente teorema puede mejorarse utilizando
el mismo argumento del Teorema 2.1.1, y en consecuencia, el caso de interés es para
−n < γ < n(p − 1). Sin embargo, como el argumento es independiente del valor de γ,
escribimos la prueba en el caso general.
Teorema 2.1.9. Sea Ω ⊂ Rn un dominio acotado y de John tal que 0 ∈ Ω, 1 < p < n, y
−∞ < γ < n(p− 1). Dada g ∈ Lp|x|γ ,0(Ω) existe u ∈ W 1,p0,|x|γ−p,|x|γ (Ω) tal que
div u = g en Ω
y
‖u‖Lp|x|γ−p (Ω) + ‖Du‖Lp|x|γ (Ω) ≤ C‖g‖Lp|x|γ (Ω)
Demostración. Observemos al igual que en el Teorema 2.1.7 que los espacios Lp|x|γ ,0(Ω) y
W 1,p0,|x|γ−p,|x|γ (Ω) están bien definidos.
Definimos w1(x) = |x|γ y tenemos que w′1(x) = |x|α con α = − γp−1 > −n y entonces,
en vista del Ejemplo 1.2.20, vale la desigualdad de Poincaré mejorada con pesos∥∥h− hΩ,w′1∥∥Lp′
w′1
(Ω)
≤ C ‖d∇h‖
Lp
′
w′1
(Ω)
.
Por lo tanto, el resultado será una consecuencia del Teorema 2.1.1, si probamos la re-
solubilidad de la divergencia en cubos. Probaremos esto en el siguiente lema para bolas
por simplicidad de las cuentas pero el resultado se sigue también para cubos. Lo haremos
para una clase de pesos más general que incluirá el caso de estas potencias.
Consideremos un peso w(x) = |x|βw0(x) con w0 en Ap y β variando en cierto rango
a determinar. Consideremos la aplicación cuasi-conforme y = f(x) = |x|αx, α > −1 y
Jf el valor absoluto del Jacobiano de la matriz diferencial. Definimos los pesos v0(x) =
Jf(x)1−p−p/αnw(x) y v1(x) = Jf(x)1−pw(x).
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Lema 2.1.10. Sea B una bola , v0 y v1 definidos como antes con (α + 1)p− αn ≤ β <
αn(p− 1). Dada g ∈ Lpv1(B) existe u ∈ W 1,pv0,v1(B) tal que
div u = g en B
||u||Lpv0 (B) + ||Dxu||Lpv1 (B) ≤ C||g||Lpv1 (B)
(2.1.11)
Demostración. Definimos h(y) = g(x)Jf−1(f(x)). Luego, h ∈ Lpv1◦f−1,0(f(B)). El peso w◦
f−1 ∈ Ap (Ver [CW]). Además como f(B) es un dominio de John se tiene la resolubilidad
de la divergencia (Ver [DRS]), o sea, existe v ∈ W 1,p|y|−pw◦f−1,w◦f−1,0(f(B)) tal que
div v = h en f(B) (2.1.12)
y
ˆ
f(B)
|Dv(y)|p(w ◦ f−1)(y) dy ≤ C
ˆ
f(B)
|h(y)|p(w ◦ f−1)(y) dy,
.
Luego usando la transformada de Piola (ver [DL] para su definición) definimos
u(x) = Jf(x)Df−1(f(x))v(f(x)). (2.1.13)
Se puede ver fácilmente que
div u = g
Observar que si cambiamos variables y = f(x), obtenemos que
ˆ
f(B)
|h(y)|p(w ◦ f−1)(y) dy =
ˆ
B
|g(x)Jf(x)|pJf(x)−pJf(x)w(x) dx
+
ˆ
B
|g(x)|pJf(x)1−pw(x) dx =
ˆ
B
|g(x)|pv1(x) dx
Ahora, llamemos wˆ = w ◦ f−1 luego
ˆ
B
|Dxu(x)|pv1(x) dx
≤
ˆ
f(B)
|Dy
[
Dyf
−1(y)(Jf−1(y))−1
]
(Df−1(y))−1v(y)|pwˆ(y)Jf−1(y)p dx
+
ˆ
f(B)
|Dyf−1(y)(Jf−1(y))−1Dyv(y)(Dyf−1(y))−1)|pJf−1(y)pwˆ(y) dy
= I + II
Como f y f−1 son cuasi-conformes tenemos que
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|Dyf−1(y)| ≤ C(Jf−1(y))1/n
|(Dyf−1(y))−1| = |Dxf(x)| ≤ CJf(x)1/n = C(Jf−1(y))−1/n
Pero se tiene que,
|DJf(x)| ≤ C|x|αn−1 = |y|αn−1α+1 ,
y
Jf−1(y) ≤ C|y|− αnα+1 y Jf(x) = (Jf−1(y))−1 ≤ C|y| αnα+1 (2.1.14)
Entonces
II ≤ C
ˆ
f(Q)
|Dyv(y)|pwˆ(y) dy,
Ahora tenemos que,
|D2yf−1(y)| ≤ C|y|−
2α+1
α+1 y |Dxf(f−1(y))| ≤ C|y| αα+1 ,
con lo cual obtenemos que
I ≤
ˆ
f(Q)
∣∣D2f−1(y)∣∣p ∣∣Df(f−1(y))∣∣p |v(y)|p (Jf−1(y))p−1wˆ(y) dy
≤ C
ˆ
f(Q)
|y|−p|v(y)|pwˆ(y) dy.
Por otro lado se puede ver que,
||u||Lpv1 (B) ≤
(ˆ
f(B)
|y|−p|v(y)|pwˆ(y) dy
) 1
p
Con lo cual basta probar que
ˆ
f(B)
|y|−p|v(y)|pwˆ(y) dy ≤ C
ˆ
f(B)
|Dyv(y)|pwˆ(y) dy
y utilizando la continuidad de la integral fraccionaria con dos pesos (Teorema 0.0.28)
tenemos que esto vale si se cumple que existe un r > 1 tal que
sup
Q
|Q| 1n
(
1
|Q|
ˆ
Q
|y|−prwˆr(y) dy
) 1
pr
(
1
|Q|
ˆ
Q
wˆ−
r
p−1 (y) dy
) 1
p′r
(2.1.15)
es finito, donde Q es una bola contenida en B.
Para verificar si se satisface (2.1.15) cambiamos variables. Para el primer término
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(
1
|Q|
ˆ
Q
|y|−prwˆr(y) dy
) 1
pr
=
(
1
|Q|
ˆ
f−1(Q)
|x|−(α+1)prwr(x)|x|αn dx
) 1
pr
=
(
1
|Q|
ˆ
f−1(Q)
|x|−(α+1)pr+αnwr(x) dx
) 1
pr
=
(
1
|Q|
ˆ
f−1(Q)
|x|−(α+1)pr+αn+βrwr0(x) dx
) 1
pr
|Q| =
ˆ
Q
1 dy =
ˆ
f−1(Q)
Jf(x) dx ≈
ˆ
S
|x|αn dx
donde f−1(Q) = S. Luego tenemos que
(
1
|Q|
ˆ
Q
|y|−prwˆr(y) dy
) 1
pr
≈
(
1´
S
|x|αn dx
ˆ
S
|x|−(α+1)pr+αn+βrwr0(x) dx
) 1
pr
= I1
Por otro lado
(
1
|Q|
ˆ
Q
wˆ−
r
p−1 (y) dy
) 1
p′r
≈
(
1´
S
|x|αn dx
ˆ
f−1(Q)
w−
r
p−1 (x)|x|αn dx
) 1
p′r
=
(
1´
S
|x|αn dx
ˆ
S
|x|− rβp−1 |x|αnw−
r
p−1
0 (x) dx
) 1
p′r
=
(
1´
S
|x|αn dx
ˆ
S
|x|− βrp−1 +αnw−
r
p−1
0 (x) dx
) 1
p′r
= I2
Tiene que cumplirse que
−(α + 1)pr + αn+ βr ≥ 0
o sea
−(α + 1)p+ αn+ β ≥ 0
entonces
β ≥ (α + 1)p− αn
Además
− βr
p− 1 + αn ≥ 0
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entonces es suficiente pedir que β
p−1 ≤ αn. Ahora bien, para que haya un rango de
β tiene que pasar que: (α + 1)p − αn < αn(p − 1) , reescribimos esto y nos queda
α(p− n− n(p− 1)) < −p o sea αp(1− n) < −p y entonces α > 1
n−1 .
Ahora para acotar |Q| 1n (I1)(I2) consideramos dos casos : (1) Q = BR(0) y (2) Q =
BR(y0) con y0 6= 0
Caso (1): Es fácil ver que f−1(Q) = B
R
1
α+1
(0). Luego
|Q| 1n
(
1
|Q|
´
Q
|y|−prwˆr(y) dy
) 1
pr
(
1
|Q|
´
Q
wˆ−
r
p−1 (y) dy
) 1
p′r
= CR
(
R−pr+
αn
α+1
+ βr
α+1
−n+ n
α+1 1|B
R
1
α+1
(0)|
´
B
R
1
α+1
(0)
wr0(x) dx
) 1
pr
(
R
αn
α+1
− βr
(α+1)(p−1)−n+ nα+1 1|B
R
1
α+1
(0)|
´
B
R
1
α+1
(0)
w
− r
p−1
0 (x) dx
) 1
p′r
= C
(
1
|B
R
1
α+1
(0)|
´
B
R
1
α+1
(0)
wr0(x) dx
) 1
pr
(
1
|B
R
1
α+1
(0)|
´
B
R
1
α+1
(0)
w
− r
p−1
0 (x) dx
) 1
p′r
:= A.
Como sabemos que w0 ∈ Ap tenemos por la propiedad (6) de la Proposición 0.0.22 que
existe r > 1 tal que wr0 ∈ Ap . Con lo cual eligiendo este r tenemos A <∞.
Caso (2): Consideremos dos tipos de bolas: Si |y0| < 2R tenemos que BR(y0) ⊆ B3R(0)
luego
|BR(y0)| 1n
(
1
|BR(y0)|
ˆ
BR(y0)
|y|−prwˆr(y) dy
) 1
pr
(
1
|BR(y0)|
ˆ
BR(y0)
wˆ−
r
p−1 (y) dy
) 1
p′r
≤ C|B3R(0)| 1n
(
1
|B3R(0)|
ˆ
B3R(0)
|y|−prwˆr(y) dy
) 1
pr
(
1
|B3R(0)|
ˆ
B3R(0)
wˆ−
r
p−1 (y) dy
) 1
p′r
Entonces reducimos esto al caso (1).
Si |y0| > 2R, tenemos que |y| ≥ |y0| − |y − y0| ≥ 3R−R = 2R. Luego
|BR(y0)| 1n
(
1
|BR(y0)|
ˆ
BR(y0)
|y|−prwˆr(y) dx
) 1
pr
(
1
|BR(y0)|
ˆ
BR(y0)
wˆ−
r
p−1 (y) dy
) 1
p′r
≤ RR−1
(
1
|BR(y0)|
ˆ
BR(y0)
wˆr(y) dy
) 1
pr
(
1
|BR(y0)|
ˆ
BR(y0)
wˆ−
r
p−1 (y) dy
) 1
p′r
<∞
donde aplicando el Lema 2.3 de [CW] tenemos que wˆ = w ◦ f−1 ∈ Ap y entonces existe
r > 1 tal que wˆr ∈ Ap.
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Con este lema obtenemos el siguiente corolario.
Corolario 2.1.16. Sea Ω ⊆ Rn un dominio de John, 1 < p < ∞. Como antes f(x) =
|x|αx, con α > −1 w(x) = |x|βw0(x), con w0(x) ∈ Ap , (α+ 1)p− αn < β < αn(p− 1) y
v0(x) = Jf(x)
1−p− p
αnw(x) y v1(x) = Jf(x)
1−pw(x).
Dada g ∈ Lpv1(Ω), existe u ∈ W p0,v0,v1(Ω) tal que
div u = g en Ω
y
‖u‖Lpv0 (Ω) + ‖Du‖Lpv1 (Ω) ≤ C‖g‖Lpv1 (Ω).
Demostración. Observar que por el Lema 2.1.10 tenemos la resolubilidad de la divergencia
en bolas y por la Observación 2.1.2 podemos aplicar el Teorema 2.1.1. Un caso particular
resulta si w0 = 1. Luego, v0(x) ≈ |x|αn(1−p)−p y v1(x) ≈ |x|αn(1−p), con lo cual si γ =
αn(1− p), teniendo en cuenta que α > −1, llegamos a que γ < (p− 1)n.
2.1.2. Resolubilidad de la divergencia en dominios acotados ge-
nerales
En esta sección daremos una condición sobre un dominio Ω para obtener la resolubi-
lidad de la divergencia en espacios con pesos A1.
Resolubilidad de la divergencia en L∞
Sea Ω ⊆ Rn un dominio acotado y v un peso en la clase A1. En esta sección veremos
que bajo ciertas condiciones del dominio existe un peso W (x) ∈ L1v(Ω) tal que si
f
v
∈ L∞
y
ˆ
Ω
f = 0, entonces existe u solución de
{
div u = f en Ω
u.ν = 0 en ∂Ω
(2.1.17)
con ∥∥∥ u
Wv
∥∥∥
L∞
≤ C
∥∥∥∥fv
∥∥∥∥
L∞
.
Como mencionamos en la introducción, la idea es generalizar los resultados obtenidos
en el trabajo [DMRT].
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Definición 2.1.18. Dada una curva rectificable γ definida en [0, 1] tal que γ(0) = y y
γ(1) = x, notamos l(γ) a la longitud de dicha curva. Definimos
distΩ(y, x) := ı´nf l(γ).
donde el ínfimo se toma sobre todas las curvas rectificables tales que γ(0) = y y γ(1) = x.
Si elegimos x0 un punto de referencia denotamos dΩ(y) a distΩ(y, x0).
Para poder construir una solución de (2.1.17) necesitamos elegir adecuadamente una
familia de curvas que conectan a cada punto de Ω con x0. Para ello fijamos una des-
composición de Whitney de Ω, {Qj} Denotamos xj y lj al centro y longitud del cubo Qj
respectivamente. Elegimos curvas γj que conectan xj con x0 de modo que l(γj) ≤ 2dΩ(xj).
Cuando γj interseca a Qk reemplazamos γj ∩Qk por el segmento que une los puntos ex-
tremos. En particular llamamos [xj, x˜j] el segmento γj ∩Qj. Vamos a seguir nombrando
a esta curva γj. Observar que no se aumentó la longitud de la curva y se satisface que
l(γj ∪Br(x)) ≤ Cr
para todo x ∈ Ω y r ≤ 1
2
d(x), donde C depende sólo de la dimensión. Ahora definimos
las curvas γ(y) que conectan y con x0. Fijado y puede pertenecer a más de un cubo de
Whitney pero elegimos uno. Esto es, sea j tal que y ∈ Qj. Ahora conectamos y con x˜j con
un segmento y luego x˜j con x0 con la curva γj. A la curva resultante la vamos a llamar
γ(y). Es claro que conecta y con x0 y a cada punto lo notaremos γ(t, y) con t ∈ [0, 1]. Por
construcción de las curvas γ(y) tenemos las siguientes propiedas:
(a) Para todo y ∈ Ω, t ∈ [0, 1], γ(t, y) ∈ Ω, γ(0, y) = y, γ(1, y) = x0.
(b)(t, y) 7→ γ(t, y) es medible y γ(y) es rectificable.
(c) Existe C > 0, que sólo depende de la dimensión, tal que para todo x, y ∈ Ω y para
todo r ≤ 1
2
d(x)
l(γ(y) ∩Br(x)) ≤ Cr
l(γ(y)) ≤ CdΩ(y).
(d) Para todo ε > 0 suficientemente chico, existe δ > 0 tal que para todo y ∈ Ωε,
γ(y) ⊆ Ωδ
donde Ωs = {z ∈ Ω, d(z) > s} .
Ahora que tenemos la familia de curvas definida, enunciamos el siguiente resultado.
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Teorema 2.1.19. Sea Ω un dominio acotado. Sea v ∈ Aloc1 (Ω) tal que para cierta cons-
tante α > 0 (a determinar)
1
d(x)n
ˆ
|x−y|≤ 1+α
1−αd(x)
v(y) dy ≤ Cv(x)
donde C depende de Ω El problema (2.1.17) tiene solución en Ω si y sólo si dΩ ∈ L1v(Ω).
Demostración. Supongamos que (2.1.17) tiene solución en Ω. Por dualidad y el Lema
1.2.29, resolver (2.1.17) es equivalente a lo siguiente: si g ∈ L1v(Ω) y K ⊆ Ω un conjunto
compacto de medida no nula tal que g se anula allí entonces
||g||L1v(Ω) ≤ C||W |∇g|||L1v(Ω).
Usando esta equivalencia vamos a probar que dΩ ∈ L1v(Ω). Para esto consideremos
f(x) = (dΩ(x) − r0)+, donde r0 es el radio de una bola fija centrada en x0 contenida en
Ω. Sean x, y ∈ Ω suficientemente cerca, luego vale que |dΩ(y)− dΩ(x)| ≤ |y−x|, entonces
|∇f(x)| ≤ 1 en casi todo punto. Con lo cual,
ˆ
Ω
|f(x)|v(x) dx ≤
ˆ
Ω
CW (x)|∇f(x)|v(x) dx ≤ C
ˆ
Ω
W (x)v(x) dx < +∞.
Por lo tanto dΩ ∈ L1v(Ω). Ahora para completar la prueba asumimos que dΩ ∈ L1v(Ω) y
vamos a construir una solución de (2.1.17).
Definimos ahora un peso ω definido en Ω (que depende implícitamente de la familia
γ) por
ω(x) =
ˆ
{y∈Ω:distΩ(γ(y),x)≤ 12d(x)}
v(y) dy
llamaremos Dx =
{
y ∈ Ω : distΩ(γ(y), x) ≤ 12d(x)
}
.
Lema 2.1.20. Definimos el pesoW (x) = d(x)ω(x)
ˆ
B d(x)
2
(x)
v(y) dy
−1, donde B d(x)
2
(x)
es la bola de centro x y radio d(x)
2
. Luego W ∈ L1v(Ω).
Demostración. Utilizamos la siguiente notación
ˆ
B d(x)
2
(x)
v(y) dy = v(B d(x)
2
(x)). Sea y tal
que existe t0 que satisface distΩ(γ(t0, y), x) ≤ d(x)2 , esto es lo mismo que |γ(t0, y) − x| ≤
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d(x)
2
. Luego tenemos que |γ(t, y) − x| < 3
4
d(x) , siempre que |γ(t, y) − γ(t0, y)| < 14d(x).
Esto implica que:
d(x) ≤ 4l(γ(y) ∩B 1
4
d(x)(γ(t0, y)))
≤ 4
ˆ 1
0
|γ˙(t, y)|1|γ(t,y)−x|< 3
4
d(x) dt
y por lo tanto,
ˆ
Ω
W (x)v(x) dx =
ˆ
Ω
d(x)ω(x)
(
v(B d(x)
2
(x))
)−1
v(x) dx
≤ 4
ˆ
Ω
ˆ 1
0
|γ˙(t, y)|1|γ(t,y)−x|< 3
4
d(x) dtω(x)
(
v(B d(x)
2
(x))
)−1
v(x) dx
= 4
ˆ
Ω
ˆ
Dx
v(y)v(x)
ˆ 1
0
|γ˙(t, y)|1|γ(t,y)−x|< 3
4
d(x)
(
v(B d(x)
2
(x))
)−1
dt dy dx
consideremos la integral respecto de x y la acotamos,
ˆ
Ω
1|γ(t,y)−x|< 3
4
d(x)v(x)
(
v(B d(x)
2
(x))
)−1
dx
Observemos que las medidas con respecto a v de Bd(γ(t,y))(γ(t, y)) y B d(x)
2
(x) son compa-
rables. En efecto, sea w ∈ ∂Ω,
|γ(t, y)− w| ≤ |x− w|+ |γ(t, y)− x| ≤ |x− w|+ 3
4
d(x)
entonces d(γ(t, y)) ≤ 7
4
d(x). Por otro lado,
|x− w| ≤ |x− γ(t, y)|+ |γ(t, y)− w| ≤ 3
4
d(x) + |γ(t, y)− w|
luego 1
4
d(x) ≤ d(γ(t, y)). Además
B 4
7
d(γ(t,y))(γ(t, y)) ⊆ B 7
4
d(x)(x)
y
1
4
d(x)B(x) ⊆ B4d(γ(t,y))(γ(t, y)).
Usando esto y que v es doblante tenemos que,
ˆ
B 4
7 d(γ(t,y))
(γ(t,y))
v(z) dz ≤
ˆ
B 7
4 d(x)
(x)
v(z) dz ≤ C
ˆ
B d(x)
2
(x)
v(z) dz
con lo cual,
ˆ
Ω
1|γ(t,y)−x|< 3
4
d(x)v(x)
(
v(B d(x)
2
(x)v(z))
)−1
dx ≤
ˆ
1|γ(t,y)−x|< 3
4
d(x)v(x) dx
(
v(B 4
7
d(γ(t,y))(γ(t, y)))
)−1
≤
ˆ
B(γ(y,t),3d(γ(y,t)))
v(x) dx
(
v(B 4
7
d(γ(t,y))(γ(t, y)))
)−1
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≤ C,
donde usamos nuevamente que v es doblante. En definitiva,
ˆ
Ω
W (x)v(x) dx ≤ C
ˆ
Ω
ˆ 1
0
|γ˙(y, t)| dtv(y) dy
= C
ˆ
Ω
l(γ(y))v(y) dy
≤ C
ˆ
Ω
dΩ(y)v(y) dy <∞.
Ahora pasamos a construir la solución de (2.1.17). Por una traslación y una dilatación
de Ω, podemos asumir que x0 = 0 y d(0) = 15. Elegimos una función χ ∈ C∞0 (Ω)
soportada en B1(0) y tal que
ˆ
Ω
χ(x) dx = 1. Para cada y ∈ Ω, sea τ(y) el menor t > 0
tal que γ(t, y) ∈ ∂B 1
2
d(y)(y) (si no existe tal t, elegimos τ(y) = 1). Definimos la función
t 7→ ρ(t, y) para t ∈ [0, 1] dada por:
ρ(t, y) =

α|y − γ(t, y)| si t ≤ τ(y)
1
15
d(γ(t, y)) si t > τ(y)
(2.1.21)
donde α = 2
15
d(γ(τ(y),y))
d(y)
. Luego α ≤ 1
5
y por construcción tenemos que ρ(t, y) ≤ 1
5
d(γ(t, y)),
de modo que γ(t, y) + ρ(t, y)z ∈ Ω para cada t ∈ [0, 1] y z ∈ B1(0). En efecto, si t ≤ τ(y),
luego |y − γ(t, y)| ≤ 1
2
d(y), lo que implica que ρ(t, y) ≤ α
2
d(y) y d(y) ≤ 2d(γ(t, y)). Sea
ϕ ∈ C∞0 (Rn), y ∈ Ω y z ∈ B1(0). Tenemos que,
ϕ(y)− ϕ(z) = −
ˆ 1
0
(γ˙(t, y) + ρ˙(t, y)z).∇ϕ(γ(t, y) + ρ(t, y)z) dt
multiplicando por χ(z) e integrando tenemos que
ϕ(y)−
ˆ
Ω
ϕχ = −
ˆ
B1(0)
ˆ 1
0
(γ˙(t, y) + ρ˙(t, y)z).∇ϕ(γ(t, y) + ρ(t, y)z)χ(z) dt dz.
Como
ˆ
Ω
f = 0, esto implica que,
ˆ
Ω
fϕ = −
ˆ
Ω
ˆ
B1(0)
ˆ 1
0
f(y)(γ˙(t, y) + ρ˙(t, y)z).∇ϕ(γ(t, y) + ρ(t, y)z)χ(z) dt dz dy
cambiando z por x = γ(t, y) + ρ(t, y)z, esto queda
ˆ
Ω
fϕ = −
ˆ
Ω
ˆ
Ω
ˆ 1
0
f(y).∇ϕ(x)G(x, y) dx dy
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donde definimos el núcleo G de la siguiente manera
G(x, y) =
ˆ 1
0
(
γ˙(t, y) + ρ˙(t, y)
x− γ(t, y)
ρ(t, y)
)
χ
(
x− γ(t, y)
ρ(t, y)
)
1
(ρ(t, y))n
dt.
Gracias a la condición del soporte en χ, tenemos que
|x− γ(t, y)| < ρ(t, y)
para que el integrando sea no nulo. Luego G(x, y) está bien definido para x 6= y.
Lema 2.1.22. Existe una constante C > 0, que depende de Ω y de los caminos γ, tal
que para todo x ∈ Ω ˆ
Ω
|G(x, y)|v(y) dy ≤ CW (x)v(x)
Demostración. De acuerdo a la definición de ρ escribimos,
G(x, y) = G1(x, y) +G2(x, y)
G1(x, y) =
ˆ τ(y)
0
(
γ˙(t, y) +
αγ˙(t, y).(y − γ(t, y))
|y − γ(t, y)|
)
χ
(
x− γ(t, y)
α|y − γ(t, y)|
)
1
αn|y − γ(t, y)|n dt
G2(x, y) =
ˆ 1
τ(y)
[
γ˙(t, y) + (γ˙(t, y).∇d(γ(t, y)).x− γ(t, y)
d(γ(t, y))
]
χ
(
15(x− γ(t, y))
d(γ(t, y))
)
15n
d(γ(t, y))n
dt.
Primero, estimamos
ˆ
Ω
|G1(x, y)|v(y) dy. Como χ
(
x− γ(y, t)
α|y − γ(t, y)|
)
es no nulo tenemos
que,
|x− y| ≤ (1 + α)|y − γ(t, y)|
≤ 1 + α
2
d(y)
≤ 1 + α
1− αd(x)
y
|x− γ(t, y)| ≤ α|y − γ(t, y)|
≤ α
1− α |x− y|
obtenemos que,
|G1(x, y)| ≤ C
ˆ τ(y)
0
|γ˙(t, y)|1|x−γ(t,y)|≤ α
1−α |x−y| dt|x− y|−n
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≤ C|x− y|−nl(γ(y) ∩B α
1−α |x−y|(x))
como α ≤ 1
5
se tiene que α
1−α |x− y| ≤ 38d(x). Aplicando la propiedad (3)
|G1(x, y)| ≤ C|x− y|−n+1
y luego,
ˆ
Ω
G1(x, y)v(y) dy ≤
ˆ
|x−y|≤ 1+α
1−αd(x)
|x− y|−n+1v(y) dy
≤
∞∑
k=0
ˆ
2−(k+1) 1+α
1−αd(x)≤|x−y|≤2−k 1+α1−αd(x)
|x− y|−n+1v(y) dy
≤ C
∞∑
k=0
2−(k+1)d(x)
1
(2−k 1+α
1−αd(x))
n
ˆ
|x−y|≤2−k 1+α
1−αd(x)
v(y) dy
= Cd(x)
1
(1+α
1−αd(x))
n
ˆ
|x−y|≤ 1+α
1−αd(x)
v(y) dy
+
∞∑
k=1
2−(k+1)d(x)
1
(2−k 1+α
1−αd(x))
n
ˆ
|x−y|≤2−k 1+α
1−αd(x)
v(y) dy
≤ Cd(x) 1
(1+α
1−αd(x))
n
ˆ
|x−y|≤ 1+α
1−αd(x)
v(y) dy + Cd(x)Mloc,Ωv(x)
≤ Cd(x)v(x) ≤ CW (x)v(x)
donde usamos que v ∈ Aloc1 (Ω), 1d(x)n
´
|x−y|≤ 1+α
1−αd(x)
v(y) dy ≤ Cv(x) en el anteúltimo paso
y que ω(x)
ˆ
B d(x)
2
(x)
v(y) dy
−1 ≥ 1 en el último paso.
Ahora estimamos
ˆ
Ω
|G2(x, y)|v(y) dy. Por un lado
|G2(x, y)| ≤ C
ˆ 1
τ(y)
|γ˙(t, y)|1|x−γ(t,y)|< 1
15
d(γ(t,y))
1
d(γ(t, y))n
dt.
En el dominio de integración, el cociente
d(x)
d(γ(t, y))
está acotado por arriba y por abajo
por 16
15
y por 14
15
. Esto implica que,
|G2(x, y)| ≤ Cd(x)−nl(γ(y) ∩B 1
14
d(x)(x))
y por la propiedad (c)
|G2(x, y)| ≤ Cd(x)−n+1
uniformemente en x e y y G2(x, .) está soportoda en el conjunto
{
y : dist(γ(y), x) < d(x)
14
}
.
Luego
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ˆ
Ω
G2(x, y)v(y) dy ≤ Cd(x)−n+1
ˆ
{y:dist(γ(y),x)< d(x)14 }
v(y) dy
≤ Cd(x)ω(x)
ˆ
B d(x)
2
(x)
v(y) dy
−1 1
d(x)n
ˆ
B d(x)
2
(x)
v(y) dy
≤ CW (x)Mloc,Ωv(x) ≤ CW (x)v(x)
Ahora verifiquemos que la u propuesta es solución y que vale la estimación que bus-
camos.
Teorema 2.1.23. Sea u(x) =
ˆ
Ω
G(x, y)f(y) dy, entonces resuelve (2.1.17)
Demostración.
|u(x)| ≤
ˆ
Ω
|G(x, y)||f(y)|v(y) 1
v(y)
dy
≤
ˆ
Ω
|G(x, y)|v(y) dy
∥∥∥∥fv
∥∥∥∥
L∞
≤ CW (x)v(x)
∥∥∥∥fv
∥∥∥∥
L∞
y entonces
|u(x)|
W (x)v(x)
≤ C
∥∥∥∥fv
∥∥∥∥
L∞
.
Ahora veamos que u es solución, se tiene que
ˆ
Ω
u.∇ϕ = −
ˆ
Ω
fϕ
para toda ϕ ∈ C∞0 (Ω), dado que podemos aplicar Fubini por el lema anterior y por el
lema (2.1.20). Definimos
E1v(Ω) :=
{
g ∈ L1v(Ω) : W |∇g| ∈ L1v(Ω)
}
.
Sea g ∈ E1v(Ω), para ε > 0 chico definimos fε = f1Ωε y uε(x) =
ˆ
Ω
G(x, y)f(y) dy
entonces tenemos que uε(x)→ u(x) para todo x ∈ Ω y
|uε(x)| ≤ C
∥∥∥∥fv
∥∥∥∥
L∞
W (x)v(x).
Por la propiedad (d) existe δ > 0 tal que supp uε ⊂ Ωδ. Más aún existe C(δ) de modo
que
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1
C(δ)
≤ W (x)v(x) ≤ C(δ) para todo x ∈ Ω
Luego se tiene que ˆ
Ω
uε.∇g = −
ˆ
Ω
fεg
y entonces usando la acotación de arriba y el teorema de convergencia dominada tenemos
que, ˆ
Ω
u.∇g = −
ˆ
Ω
fg
Resolubilidad de la divergencia en Lpv(Ω)
Una pregunta natural, es si podemos extender el resultado anterior para f ∈ Lpv(Ω).
Esto es, queremos probar que existe una solución del problema
{
div u = f en Ω
u.ν = 0 en ∂Ω
(2.1.24)
con la estimación ∥∥∥ u
W
∥∥∥
Lpv(Ω)
≤ C||f ||Lpv(Ω)
Veremos que bajo ciertas condiciones del dominio se tiene la resolubilidad de (2.1.24).
Para ver esto hay que utilizar que la existencia de solución de (2.1.24) es equivalente a la
desigualdad de Poincaré con pesos
||g − gΩ,v′||Lp′
v′ (Ω)
≤ C||W |∇g|||
Lp
′
v′ (Ω)
(Pp′)
donde g ∈ Ep′v′ (Ω) :=
{
g ∈ Lp′v′ ,
ˆ
Ω
|W (x)∇u(x)|p′v′(x) dx <∞
}
. No haremos la prueba
de esta equivalencia puesto que sale de manera análoga a la equivalencia (1) ⇔ (2) del
Lema 2.0.1. Luego de esto, se puede ver repitiendo las ideas de la Proposición 1.2.36 que
si vale la desigualdad de Poincaré (P1) vale (Pp′). Entonces tenemos el siguiente resultado
Teorema 2.1.25. Sea 1 < p ≤ ∞ y Ω ⊆ Rn un dominio acotado. Asumamos que
dΩ ∈ L1v(Ω). Luego, si f ∈ Lpv,0(Ω) con v ∈ A1, existe una función u a valores vectoriales
tal que
div u = f en Ω
u.ν = 0 en ∂Ω
que satisface la estimación ∥∥∥ u
W
∥∥∥
Lpv(Ω)
≤ C||f ||Lpv(Ω)
donde C > 0 sólo depende de Ω y de la elección de caminos γ.
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Demostración. Como v ∈ A1 y dΩ ∈ L1v(Ω) por el Teorema 2.1.19 tenemos una solución
de (2.1.17). Pero sabemos que esto es equivalente a la desigualdad de Poincaré (P1). Con
lo cual tenemos la desigualdad (Pp′) y por lo tanto tenemos la resolubilidad del problema
(2.1.24).
Estudiaremos cómo se comporta la función W en el caso de un dominio s-John.
Ejemplo 2.1.26. Recordemos que en Preliminares definimos los dominios s- John. Para
estos dominios es posible elegir la familia de curvas γ(y) de modo que no sólo se cumple
(a)-(d) si no también
d(γ(τ, y)) ≥ Cτ s
para todo τ ∈ [0, l(γ(y))], donde τ es la longitud de arco y l(γ(y)) es la longitud total del
camino γ(y). Además vimos que las longitudes de las curvas están acotadas. Con lo cual
dΩ es una función acotada y por lo tanto dΩ ∈ L1v(Ω). Entonces tenemos la resolubilidad
de (2.1.17) y (2.1.24). Con esta elección de las curvas tenemos que
W (x) ≤ d(x)v
(
B
Cd(x)
1
s
(x)
)
v
(
B d(x)
2
(x)
)−1
. (2.1.27)
En efecto, sean x, y ∈ Ω tal que distΩ(γ(y), x) ≤ 12d(x). Entonces existe τ ∈ [0, l(γ(y))]
que verifica,
|γ(τ, y)− x| ≤ 1
2
d(x)
y en consecuencia,
τ s ≤ Cd(γ(τ, y)) ≤ Cd(x).
Además,
|y − x| ≤ |y − γ(τ, y)|+ |γ(τ, y)− x|
≤ τ + 1
2
d(x) ≤ Cd(x) 1s
luego y ∈ B
Cd(x)
1
s
(x), con lo cual
ω(x) ≤ v(B
Cd(x)
1
s
(x)).
Pero
W (x) = d(x)ω(x)
(
v(B d(x)
2
(x))
)−1
≤ d(x)v(B
Cd(x)
1
s
(x))
(
v(B d(x)
2
(x))
)−1
Resolubilidad de la divergencia en espacios de Sobolev con pesos
Por la sección anterior sabemos que dado un peso v ∈ A1 si dΩ ∈ L1v(Ω) entonces vale
la desigualad (Pp′)
||f ||
Lp
′
v′ (Ω)
≤ ||W |∇f |||
Lp
′
v′ (Ω)
(2.1.28)
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donde f ∈ Lp′v′,0(Ω). Vamos a introducir un peso constante en los cubos de la descom-
posición de Whitney. Fijemos un cubo Qj, si x ∈ Q∗j definimos W˜ (x) de la siguiente
manera
W˜ (x) := sup
y∈Q∗j
W (y).
Es claro que W (x) ≤ W˜ (x) con lo cual podemos reemplazar W por W˜ en la desigualdad
(2.1.28). Esta desigualdad nos será de utilidad para probar el siguiente teorema.
Teorema 2.1.29. Sea Ω un dominio acotado tal que dΩ ∈ L1v(Ω), donde v ∈ A1. Luego
dada f ∈ Lpv(Ω) existe u ∈ W 1,pvW˜−p,0(Ω) tal que
div u = f en Ω
y ∥∥∥∥DuW˜
∥∥∥∥
Lpv(Ω)
≤ C||f ||Lpv(Ω).
Demostración. Siguiendo la demostración del Lema 2.0.1 se puede ver que la desigualdad
(2.1.28), reemplazandoW por W˜ , implica la descomposición de f como suma de funciones
fj soportadas en cubos Q∗j con integral cero de modo que∑
j
ˆ
Q∗j
|fj(x)|p v(x)
W˜ (x)p
dx ≤ C
ˆ
Ω
|f(x)|pv(x) dx. (2.1.30)
Ahora bien como v ∈ A1 para cada fj existe una funcion uj ∈ W 1,pv,0 (Q∗j) tal que div u = fj
y ||Duj||Lpv(Q∗j ) ≤ C||fj||Lpv(Q∗j ). Ahora definamos u =
∑
j uj, es claro que div u = f .
Por otro lado
ˆ
Ω
|Du(x)|p
W˜ (x)p
v(x) dx ≤ C
∑
j
ˆ
Q∗j
|Duj(x)|p
W˜ (x)p
v(x) dx
≤ C
∑
j
ˆ
Q∗j
|fj(x)|p v(x)
W˜ p(x)
dx ≤ ||f ||Lpv(Ω)
donde usamos que W˜ es constante en Q∗j y la desigualdad (2.1.30).
Observación 2.1.31. En el caso de un dominio Ω s- John podemos reemplazar en el resul-
tado anterior W˜ por d(x)v
(
B
Cd(x)
1
s
(x)
)
v
(
B d(x)
2
)
(x)
)−1
. En efecto, por el Ejemplo 2.1.26
tenemos que W (x) ≤ d(x)v
(
B
Cd(x)
1
s
(x)
)
v
(
B d(x)
2
(x)
)−1
. Luego se tiene la desigualdad
(2.1.28) reemplazandoW por d(x)v
(
B
Cd(x)
1
s
(x)
)
v
(
B d(x)
2
(x)
)−1
. Además es fácil ver que
este peso es constante en cubos de Whitney. Para ver esto, basta observar que si Q es un
cubo de tipo Whitney y x, y ∈ Q entonces |x − y| ≤ Cnd(x) y d(x) ≈ d(y). Con lo cual
podemos repetir todos los argumentos de la demostración anterior.
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2.2. Desigualdad de Fefferman-Stein
Definimos la función maximal sharp
M#f(x) := sup
Q3x
1
|Q|
ˆ
Q
|f − fQ|
Una desigualdad fundamental para el estudio de la continuidad de los operadores
integrales singulares en Lpw con w ∈ Ap es la llamada desigualdad de Fefferman-Stein:
ˆ
|Mdf(x)|pw(x) ≤ C
ˆ
|M#f(x)|pw(x) (2.2.1)
donde
Mdf(x) := sup
Q diádico :Q3x
1
|Q|
ˆ
Q
|f(y)| dy
es la función maximal diádica. Como consecuencia se obtieneˆ
|f(x)|pw(x) ≤ C
ˆ
|M#f(x)|pw(x)
Como ya mencionamos en la introducción esta desigualdad fue generalizada en [DRS]
para dominios Ω acotados y de John. Los autores introducen las siguientes maximales
para σ > 1
MΩ,σf(x) := sup
Q3x:σQ⊂Ω
1
|Q|
ˆ
Q
|f(y)| dy,
M#Ω,σf(x) := sup
Q3x:σQ⊂Ω
1
|Q|
ˆ
Q
|f(y)− fQ| dy.
donde fQ =
1
|Q|
ˆ
Q
f . Además fijado un cubo Q0 se definen las maximales restringidas al
cubo
MQ0f(x) := sup
Q3x:Q⊂Q0
1
|Q|
ˆ
Q
|f(y)| dy,
M#Q0f(x) := sup
Q3x:Q⊂Q0
1
|Q|
ˆ
Q
|f(y)− fQ| dy
y se obtienen los siguientes resultados de [DRS].
Lema 2.2.2. Sea Q0 ⊂ Rn un cubo , 1 ≤ p < ∞, w ∈ A∞ y f ∈ L1(Q0). Si M#Q0,1f ∈
Lpw(Q0) entonces
ˆ
Q0
|MQ0,1f |pw ≤ C
ˆ
Q0
|M#Q0,1f |pw + cw(Q0)
(
1
|Q0|
ˆ
Q0
|f |
)p
Como consecuencia de este lema los autores obtienen el siguiente teorema.
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Teorema 2.2.3. Sea Ω ⊂ Ω un dominio acotado y de John. Sea 1 < p < ∞, w ∈ Ap,
f ∈ L1loc(Ω) y σ > 1. SiM#Ω,σf ∈ Lpw(Ω), luego
||f − fΩ||Lpw,0(Ω) ≤ C||M
#
Ω,σf ||Lpw(Ω)
Para obtener este resultado los autores utilizaron la descomposición de funciones en
Lpw(Ω) y el lema anterior. En este trabajo obtenemos una generalización de este resultado,
es decir que lo extendemos a una clase más general de pesos. Para esto también utilizamos
la descomposición y generalizamos el lema anterior (Ver [DRS]).
Definimos la función maximal sharp local
M#Ω,locf(x) = sup
x∈Q⊂Ω
1
|Q|
ˆ
Q
|f(y)− fQ| dx
donde el supremo se toma sobre todo los cubos tales que diam(Q) < γdist(Q, ∂Ω) para
algún γ < 1 fijo.
Lema 2.2.4. (Lemma 3,[I]) Sea Q0 ⊂ Rn, diam(Q0) < γdist(Q0, ∂Ω), para algún γ < 1.
Si f ∈ L1(Q0), para cada α ≥ |f |Q0 existen cubos Qαj ⊆ Q0, j ∈ N tal que
(a) α <
1
|Qαj |
ˆ
Qαj
|f | ≤ 2nα.
(b) Si α ≥ β ≥ |f |Q0, luego cada cubo Qαj es un subconjunto de la familia
{
Qβj : j ∈ N
}
.
(c) |f | ≤ α en Q0\
{⋃
j
Qαj
}
(d)
⋃
j
Qαj ⊂ {MQ0f > α}
(e) {MQ0f > 5nα} ⊂
⋃
j
5Qαj
Observación 2.2.5. Los cubos Qαj pueden elegirse de modo que los cubos 5Q
α
j también
sean admisibles. Para construir estos cubos definimos inductivamente las familias Mk,
k = 0, 1, ..., de subcubos abiertos de Q0. En primer lugarM0 = {Q0}. Ahora supongamos
que Mk es una familia dada, entonces subdividimos cada cubo en 2n cubos iguales. Estos
cubos subdivididos forman la familia Mk+1. Sea M =
⋃
kMk, luego los cubos de M son
disjuntos o bien uno está contenido en el otro. Además cualquier cubo Q ∈ M inicia de
manera única la sucesión creciente de cubos de M tal que
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Q = Ql ⊂ Ql−1 ⊂ ... ⊂ Q1 ⊂ Q0 (2.2.6)
donde Qs ∈Ms s = 0, 1, ...l y |Qs| = 2−sn|Q0|.
Ahora a partir de esta familia de cubos construiremos los cubos Qαj . Sea Q ∈ M
arbitrario, luego Q ∈ {Qαj } si y sólo si α < 1|Q|
ˆ
Q
|f | y 1|Qs|
ˆ
Qs
|f | ≤ α, s = 0, 1, ..., l−1.
Se puede ver que se satisfacen las propiedades del Lema 2.2.4.
Lema 2.2.7. Sea Q0 ⊆ Ω, 1 ≤ p ≤ ∞, w ∈ Aloc∞ (Ω), y f ∈ L1(Q0). SiM#Q0f ∈ Lpw(Q0),
luegoMQ0f ∈ Lpw(Q0) yˆ
Q0
|MQ0f |pw dx ≤ C
ˆ
Q0
|M#Q0f |pw dx+ Cw(Q0)
(
1
|Q0|
ˆ
Q0
|f | dx
)p
Demostración. Como w ∈ A∞loc(Ω), w es doblante se tiene que w(5Q) ≤ c0w(Q). Mostra-
remos que para cada ε > 0 existe δ > 0 tal que,
w ({MQ0f > 5nα}) ≤ c0w
({
M#Q0f > δα
})
+ c0εw
({MQ0f > 2−n−1α})
para toda f ∈ L1(Q0) y todo α ≥ 2n+1|f |Q0 . La constante δ depende de ε, n y w. Usando
el lema anterior y que w es doblante, basta probar que∑
j
w(Qαj ) ≤ w
({
M#Q0f > δα
})
+ εw
({MQ0f > 2−n−1α}) .
Fijemos Q ∈
{
Qα2
−n−1
j : j ∈ N
}
, como w ∈ Aloc∞ (Ω) existe ε2 > 0 tal que si E ⊂ Q y
|E| ≤ ε2|Q| luego w(E) ≤ εw(Q), donde ε2 sólo depende de ε y w. Por (a) del lema
anterior se tiene que |f |Q ≤ α
2
y
1
|Qαj |
ˆ
Qαj
|f | dx > α, y esto implica que
1
|Qαj |
ˆ
Qαj
|f − |f |Q| dx ≥ 1|Qαj |
ˆ
Qαj
|f | dx− |f |Q ≥ α− α
2
=
α
2
para todo j ∈ N. Multiplicando por |Qαj | y sumando sobre todos los Qαj contenidos en Q
tenemos que ∑
Qαj ⊂Q
|Qαj | ≤
2
α
ˆ
Q
|f − |f |Q| dx.
Ahora consideremos dos casos:
1.
1
|Q|
ˆ
Q
|f − |f |Q| dx ≤ α
2
ε2.
Luego
∑
Qαj ⊂Q
|Qαj | ≤ ε2|Q|. Por elección de ε2,
∑
Qαj ⊂Q
w(Qαj ) ≤ εw(Q), donde usamos
que los Qαj son disjuntos.
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2.
1
|Q|
ˆ
Q
|f − |f |Q| dx > α
2
ε2. Esto significa que M#Q0f(x) > δα para todo x ∈ Q,
donde δ =
ε2
2
. En particular, Q ⊂
{
M#Q0f > δα
}
y
∑
Qαj ⊂Q
w(Qαj ) ≤ w(Q) = w(Q ∩{
M#Q0f > δα
}
).
Juntando este resultado obtenemos,∑
Qαj ⊂Q
w(Qαj ) ≤ w(Q ∩
{
M#Q0f > δα
}
) + εw(Q).
Como α ≥ 2n+1|f |Q0 vemos que sumando en la última estimación sobre los cubos disjuntos
Q ∈ {Qαj 2−n−1 : j ∈ N} todos los cubos de {Qαj : j ∈ N} están contados exactamente una
vez y así tenemos lo que queríamos probar. Ahora,
I =
ˆ
Q0
|MQ0f |pw(x) dx = p
ˆ ∞
0
tp−1w({x ∈ Q0 : |MQ0f | > t}) dt
= p5n
ˆ ∞
0
(5nu)p−1w({x ∈ Q0 : |MQ0f | > u5n}) du
≤ p5n
ˆ ∞
0
(5nu)p−1c0w(
{
x ∈ Q0 :MQ0f# > δu
}
) du
+ p5n
ˆ ∞
0
(5nu)p−1c0εw(
{
x ∈ Q0 :MQ0f > 2−n−1u
}
) du
≤ 5np 1
δp−1
c0
ˆ
Q0
|M#Q0f(x)|pw(x) dx
+ 5npc0ε
ˆ ∞
0
(5nu)p−1w(
{
x ∈ Q0 :MQ0f > 2n−1u
}
du
= C
ˆ
Q0
|M#Q0f(x)|pw(x) dx
+ c0εp5
n
ˆ ∞
0
(5n2n+1t)p−1w({x ∈ Q0 :MQ0f > t})2n+1 dt
= II + III.
Vamos a acotar III,
III = p5nc0ε
ˆ ∞
0
2n+15−n(5n2n+1s)p−1w({x ∈ Q0 :MQ0f > 5ns}) ds
= C
ˆ ∞
|f |Q0
2n+15−n(5n2n+1s)p−1w({x ∈ Q0 :MQ0f > 5ns}) ds
+ C
ˆ |f |Q0
0
2n+15−n(5n2n+1s)p−1w({x ∈ Q0 :MQ0f > 5ns}) ds
= A+B
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pero B ≤ |f |p−1Q0 |f |Q0w(Q0) = cw(Q0)|f |pQ0 . Por otro lado
A = c0ε2
(n+1)p
ˆ
Q0
|MQ0f |pw dx = c0ε2(n+1)pI
con lo cual eligiendo ε tal que 1− c0ε2(n+1)p > 0 obtenemos que
I ≤ Cw(Q0)|f |pQ0 + C
ˆ
Q0
|M#Q0f |pw dx.
Lema 2.2.8. Sea Q0 ⊆ Ω, tal que diam(Q0) < γdist(Q0, ∂Ω) para algún γ < 1. Sea
w ∈ Aloc∞ (Ω) y f ∈ L10(Q0). SiM#Q0f ∈ Lpw(Q0), luego f ∈ Lpw,0(Q0) y
||f ||Lpw,0(Q0) ≤ C||M
#
Q0
f ||Lpw(Q0)
donde la constante depende sólo de p y w.
Demostración. Como
ˆ
Q0
f = 0,
1
|Q0|
ˆ
Q0
|f | dy ≤M#Q0f(x) para todo x ∈ Q0. Entonces
elevando a la p e integrando respecto de w(x)dx:
w(Q0)
(
1
|Q0|
ˆ
Q0
|f | dx
)p
≤
ˆ
Q0
|M#Q0f(x)|pw(x) dx
y entonces usando el lema anterior,
ˆ
Q0
|MQ0f |pw(x) dx ≤ C
ˆ
Q0
|M#Q0f |pw dx.
Como |f | ≤ MQ0f para casi todo x ∈ Q0 se obtiene la desigualdad deseada.
Teorema 2.2.9. Sea w ∈ Aloc∞ (Ω) y w ∈ L1(Ω). Supongamos que vale la descomposición
en Lpw′(Ω). Entonces tenemos que vale la desigualdad de Fefferman-Stein
||f − fΩ||Lpw(Ω) ≤ C||M#loc,Ωf ||Lpw(Ω) (2.2.10)
Demostración. Sea h ∈ Lp′w′,0(Ω), entonces podemos descomponerla en suma de funciones
hi soportadas en cubos Q∗j tal que,(∑
i≥0
||hi||Lp′
w′,0
)1/p
≈ C||h||
Lp
′
w′,0(Ω)
.
Más aún, sólo finitos sumandos son no nulos. Observemos que
ˆ
Ω
fh está bien definida.
Además sólo finitos hi son no nulos y
ˆ
Q∗i
hi dx = 0, entonces tenemos que:
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ˆ
Ω
(f − fΩ)h =
ˆ
Ω
fh =
∑
i
ˆ
Q∗i
fhi =
∑
i
ˆ
Q∗i
(f − fQ∗j )hi
≤
∑
i
||f − fQ∗i ||Lpw,0(Q∗i )||hi||Lp′
w′,0(Q
∗
i )
≤ C
∑
i
||M#Q∗i f ||Lpw(Q∗i )||hi||Lp′w′,0(Q∗i )
≤ C
∑
i
||χQ∗iM#loc,Ωf ||Lpw(Ω)
≤
(∑
i
||χQ∗iM#loc,Ωf ||pLpw(Ω)
)1/p(∑
i
||hi||Lp′
w′,0(Q
∗
i )
)1/p′
≤ C||M#loc,Ωf ||Lpw(Ω)||h||Lp′
w′,0(Ω)
donde usamos la superposición finita de los cubos Q∗i y queM#Q∗i f(x) ≤ χQ∗iM
#
loc,Ωf(x).
Con lo cual, ˆ
(f − fΩ)h ≤ C||M#loc,Ωf ||Lpw(Ω)||h||Lp′
w′,0(Ω)
y entonces por dualidad,
||f − fΩ||Lpw(Ω) ≤ C||M#loc,Ωf ||Lpw(Ω)
Ejemplo 2.2.11. Como ejemplos de pesos para los cuales vale el Teorema 2.2.9 tenemos
los pesos potencias positivas. En efecto, sabemos que estos pesos están en la clase Aloc∞ (Ω).
Además la desigualdad de Poincaré mejorada vale para cualquier potencia positiva y apli-
cando el Lema 2.0.1 tenemos que vale la descomposición con cualquier potencia negativa
y entonces podemos aplicar el teorema anterior para cualquier potencia positiva.

Capítulo 3
Estimaciones a priori
En este capítulo obtendremos estimaciones a priori de soluciones de sistemas elípticos
generales en espacios de Sobolev con pesos en la clase Ap. Si bien estas estimaciones ya
fueron obtenidas en [DST1] y [DST2], daremos una demostración más simple. Más aún,
daremos cómo depende del peso la constante de las estimaciones a priori. Además para el
caso de la ecuación de Poisson estudiaremos el caso radial en la bola unitaria. También
proponemos dos condiciones suficientes para que valgan las estimaciones a priori con dos
pesos para un problema elíptico general. Por último, obtendremos una condición necesaria
para un peso para que valgan las estimaciones a priori de la ecuación de Poisson en el
caso del laplaciano o potencias del laplaciano. Una parte de lo obtenido en este capítulo
se encuentra en [CD]
3.1. Operadores elípticos generales
Consideremos el siguiente sistema
Lu = f en Ω
Bju = 0 en ∂Ω 1 ≤ j ≤ m− 1 (3.1.1)
donde Ω ⊆ Rn es un dominio acotado, L es un operador definido en Ω, uniformemente
elíptico en el sentido de [ADN] de la forma:
L =
∑
0≤|β|≤2m
aβ(x)D
β
x
y los operadores Bj son operadores diferenciales de orden mj ≤ 2m − 1 definidos de la
siguiente manera
Bj :=
∑
|α|≤mj
bjα(x)D
α
x
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donde los operadores Bj satisfacen la condición de complementaria del trabajo [ADN].
Además asumiremos las condiciones dadas en [K], si `0 := ma´xj(2m−mj),
aα ∈ C`1+1(Ω) , bjα ∈ C`1+1(∂Ω) (3.1.2)
con
`1 ≥ 3
2
`0, for n ≥ 3
`1 ≥ 2(`0 + 1), for n = 2
(3.1.3)
y
∂Ω ∈ C`1+2m+1. (3.1.4)
Bajo estas condiciones existe la función de Green G y la solución u está dada por
u(x) =
ˆ
Ω
G(x, y)f(y) dy. (3.1.5)
Usaremos las siguientes estimaciones de la función G que fueron probadas en [K]
Teorema 3.1.6. Para |γ| = 2m y 0 < α < 1, bajo las hipótesis (3.1.2), (3.1.3) y (3.1.4)
existen constantes que depende de L, Bj, Ω y n tal que
Si 2m− n− |γ1| − |γ2| < 0∣∣Dγ1x Dγ2y G(x, y)∣∣ ≤ C |x− y|2m−n−|γ1|−|γ2| .
Si 2m− n− |γ1| − |γ2| > 0 ∣∣Dγ1x Dγ2y G(x, y)∣∣ ≤ C.
Si 2m− n− |γ1| − |γ2| = 0∣∣Dγ1x Dγ2y G(x, y)∣∣ ≤ C |log |x− y|| .
Si λ = 2m− n− |γ1| − |γ2|, 0 < α < 1∣∣Dγ1x Dγ2y G(x1, y)−Dγ1x Dγ2y G(x2, y)∣∣ ≤ C |x1 − x2|α (|x1 − y|λ−α + |x2 − y|λ−α)
para λ < 0. ∣∣Dγ1x Dγ2y G(x1, y)−Dγ1x Dγ2y G(x2, y)∣∣ ≤ C
para λ > 0.∣∣Dγ1x Dγ2y G(x, y1)−Dγ1x Dγ2y G(x, y2)∣∣ ≤ C |y1 − y2|α (|x− y1|λ−α + |x− y2|λ−α)
para λ < 0. ∣∣Dγ1x Dγ2y G(x, y1)−Dγ1x Dγ2y G(x, y2)∣∣ ≤ C
para λ > 0.
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La constante C puede variar en cada desigualdad.
Para obtener las estimaciones a priori la parte más díficil es acotar Dγu para |γ| = 2m.
Luego comenzaremos estimando primero las derivadas de orden inferior.
Lema 3.1.7. Si u es solución de (3.1.1) entonces
|Dγu(x)| ≤ CMf(x)
donde |γ| ≤ 2m− 1 y la constante C depende sólo de Ω, n y de L.
Demostración. Observemos que si γ es tal que |γ| ≤ 2m− 1
Dγu(x) =
ˆ
Ω
DγxG(x, y)f(y) dy
Veamos que
|Dγu(x)| ≤ CMf(x)
Para ver esto, separamos en dos casos:
1. 2m− n− |γ| 6= 0
2. 2m− n− |γ| = 0
En el caso (1) tenemos dos posibilidades: Si 2m− n− |γ| < 0 se tiene que:
|DγxG(x, y)| ≤ C |x− y|2m−n−|γ| .
Entonces
|Dγu(x)| ≤
ˆ
Ω
C |x− y|2m−n−|γ| |f(y)| dy
Ahora si δ = diam(Ω) entonces
|I| ≤ C
ˆ
|x−y|≤δ
|f(y)|
|x− y|n−2m+|γ|
dy =
∞∑
k=0
ˆ
2−(k+1)δ≤|x−y|≤2−kδ
|f(y)|
|x− y|n−2m+|γ|
dy
≤ C
∞∑
k=0
1
(δ2−(k+1))n−2m+|γ|
ˆ
|x−y|≤2−kδ
|f(y)| dy
≤ CMf(x)
∞∑
k=0
2(k+1)(2m−n−|γ)|
= CMf(x)
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dado que la serie es convergente.
Por otro lado, si 2m− n− |γ| > 0, se tiene
|Dγu(x)| ≤ C
ˆ
Ω
|f(y)| dy ≤ CMf(x)
En el caso (2) se tiene que
|DγxG(x, y)| ≤ C |log |x− y||
pero usando que |log |x− y|| ≤ 1|x− y|ε , donde ε < n, se puede utilizar el argumento de
las coronas como en el caso anterior y obtener que |Dγxu(x)| ≤ CMf(x).
Lema 3.1.8. Si u es solución de (3.1.1) y |γ| = 2m entonces
Dγu(x) = v.p
ˆ
Ω
DγxG(x, y)f(y) dy + c(x)f(x)
Demostración. Sea φ ∈ C∞0 (Ω),(
∂xi
ˆ
Ω
DαxG(x, y)f(y) dy, φ
)
= −
ˆ
Ω
(ˆ
Ω
DαxG(x, y)f(y) dy
)
∂xiφ(x) dx
= −
ˆ
Ω
(ˆ
Ω
DαxG(x, y)φ(x) dx
)
f(y) dy
= −
ˆ
Ω
Hφ(y)f(y) dx
donde |α| = 2m − 1 y Hφ(y) =
ˆ
Ω
DαxG(x, y)∂xiφ(x) dx < ∞ dado que |DαxG(x, y)| ≤
C|x− y|1−n. Ahora sea Ωε := Ω ∩ {|x− y| > ε}, entonces
Hφ(y) = l´ım
ε→0
(
−
ˆ
Ω
DγxG(x, y)φ(x) dx+
ˆ
|ξ−y|=ε
DαxG(ξ, y)φ(ξ)
ξi − yi
|ξ − yi| dξ
)
:= l´ım
ε→0
(I + II).
Analicemos la integral (II). Sumando y restando φ(y)
II =
ˆ
|ξ−y|=ε
DαG(ξ, y)φ(y)
ξi − yi
|ξ − y| dξ +
ˆ
|ξ−y|=ε
DαxG(ξ, y)(φ(ξ)− φ(y))
ξi − yi
|ξ − y| dξ
:= φ(y)H1,ε(y) +H2,εφ(y)
Pero l´ım
ε→0
H1,ε(y)φ(y) < +∞ en efecto
|H1,ε(y)| ≤ C
ˆ
|ξ−y|=ε
|ξ − y|1−n dξ = Cε
1−n
εn−1
= C.
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Por lo tanto l´ım
ε→0
H1,ε(y)φ(y) ≤ c(y)φ(y), donde
c(y) = l´ım
ε→0
ˆ
|ξ−y|=ε
DαG(ξ, y)
ξi − yi
|ξ − y| dξ
Más aún llamando z = ξ − y se puede ver que c no depende de y.
Por otro lado,
|H2,εφ(y)| ≤
ˆ
|ψ−y|=ε
|DαG(ξ, y)||φ(ξ)− φ(y)| dξ
≤ C
ˆ
|ξ−y|=ε
|ξ − y|1−n||∇φ||∞|ξ − y| dξ = C||∇φ||∞ε→ 0
con lo cual l´ım
ε→0
H2,εφ(y) = 0. En definitiva, llegamos a lo que queríamos probar.
Observemos que con este resultado si queremos acotar la norma en Lpw(Ω) de D
γ
xu
para |γ| = 2m tenemos que la norma del segundo término se acota fácilmente. Con lo
cual, resta acotar la norma del primer término. Para esto necesitaremos algunos lemas.
Como primer paso definimos el siguiente operador integral singular
Tγf(x) =
ˆ
Ω
DγxG(x, y)f(y) dy, donde f ∈ C∞0 (Ω).
Lema 3.1.9. Para todo s > 1 se tiene que
M#Ω (Tγf)(x) ≤ C(M|f |s)1/s(x)
dondeM#Ω es la maximal sharp restringida a Ω.
Demostración. Extendemos a f como cero fuera de Ω. Sea Q ⊆ Ω un cubo tal que x ∈ Q
y Q∗ un expandido de Q por un factor 2. Escribimos f = f1 + f2, con f1 = fχQ∗ y
elegimos a = Tf2(x). Entonces,
1
|Q|
ˆ
Q
|Tγf(y)− a| dy ≤ 1|Q|
ˆ
Q
|Tγf1(y)| dy + 1|Q|
ˆ
Q
|Tγf2(y)− Tγf2(x)| dy
= (i) + (ii).
Por un lado como s > 1, sabemos por [ADN]
(i) ≤
(
1
|Q|
ˆ
Q
|Tγf1(y)|s dy
) 1
s
≤
(
1
|Q|
ˆ
Q
|f1(y)|s dy
) 1
s
=
(
1
|Q|
ˆ
Q∗
|f(y)|s dy
) 1
s
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≤ C(M|f |s) 1s .
Por otro lado
(ii) =
1
|Q|
ˆ
Q
|Tγf2(y)− Tγf2(x)| dy (3.1.10)
=
1
|Q|
ˆ
Q
∣∣∣∣ˆ DγxG(y, z)f2(z) dz − ˆ DγxG(x, z)f2(z) dz∣∣∣∣ dy (3.1.11)
≤ 1|Q|
ˆ
Q
ˆ
(Q∗)c
|DγxG(y, z)−DγxG(x, z)| |f2(z)| dz dy (3.1.12)
acotando la diferencia de adentro de la integral
|DγxG(y, z)−DγxG(x, z)| ≤ C |y − x|α
(|y − z|−n−α + |x− z|−n−α)
con 0 < α < 1. Si usamos que |y − z| ≈ |x− z| y que |x− z| ≥ (1
2
)
l(Q) acotar (ii) se
reduce a acotar la siguiente integral:
(I) =
1
|Q|
ˆ
Q
ˆ
(Q∗)c
|y − x|α f(z)|x− z|n+α dz dy.
Tenemos que,
(I) ≤
ˆ
(Q∗)c
Cl(Q)α
|f(z)|
|x− z|n+α dz
= Cl(Q)α
∞∑
k=−1
ˆ
2kl(Q)<|x−z|<2k+1l(Q)
|f(z)|
|x− z|n+α dz
≤ Cl(Q)α
∞∑
k=−1
1
(2kl(Q))n+α
ˆ
|x−z|≤2k+1l(Q)
|f(z)| dz
= Cl(Q)α
∞∑
k=−1
2n
(2k+1l(Q))n
1
(2kl(Q))α
ˆ
|x−z|≤2k+1l(Q)
|f(z)| dz
≤ 2n
∞∑
k=−1
2−kαMf(x) ≤ CMf(x) ≤ CM(|f |s)(x) 1s .
Ahora veremos que el operador Tγ es continuo en Lpw(Ω)
Proposición 3.1.13. Si 1 < p <∞ y f ∈ C∞0 (Ω) entonces ||Tγf ||Lpw(Ω) ≤ C||f ||Lpw(Ω).
Demostración. Notemos Tγf :=
1
|Ω|
ˆ
Ω
|Tγf(x)|, tenemos que
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ˆ
Ω
∣∣Tγf − Tγf ∣∣pw(x) dx ≤ C ˆ
Ω
∣∣∣M#Ω (Tγf)∣∣∣pw(x) dx (3.1.14)
≤ C
ˆ
Ω
(M|f |s) ps (x)w(x) dx (3.1.15)
donde en la primera desigualdad usamos el Teorema 2.2.9 y en la segunda la estimación
puntual del Lema 3.1.9 para s > 1. Pero sabemos que existe s que depende de w tal que
1 < s < p y w ∈ A p
s
y usando la continuidad deM en L
p
s
w obtenemos de 3.1.14
ˆ ∣∣Tγf(x)− Tγf ∣∣pw(x) dx ≤ C ˆ |f(x)|pw(x) dx
Ahora,
ˆ
Ω
|Tγf(x)|pw(x) dx ≤
ˆ
Ω
∣∣Tγf(x)− Tγf ∣∣pw(x) dx+ ˆ
Ω
∣∣Tγf ∣∣pw(x) dx
≤ C
(ˆ
Ω
|f(x)|pw(x) dx+
ˆ
Ω
∣∣Tγf ∣∣pw(x) dx)
con lo cual nos falta acotar el último término. Pero,
ˆ
Ω
∣∣Tγf ∣∣pw(x) dx = ˆ
Ω
w(x) dx
∣∣Tγf ∣∣p
como el peso w es localmente integrable se tiene que
ˆ
Ω
w(x) dx <∞
luego es suficiente probar que ∣∣Tγf ∣∣p ≤ C ‖f‖pLpw(Ω) . (3.1.16)
Por [ADN] se tiene que Tγf ∈ Ls para todo s > 1. Luego, tomando 1 < s < p y usando
la desigualdad de Hölder primero con s y luego con p
s
, obtenemos
∣∣Tγf ∣∣ ≤ ( 1|Ω|
ˆ
Ω
|Tγf(x)|s dx
) 1
s
≤ C
(
1
|Ω|
ˆ
Ω
|f(x)|s dx
) 1
s
≤ C
(
1
|Ω|
ˆ
Ω
|f(x)|pw(x) dx
) 1
p
(
1
|Ω|
ˆ
Ω
w(x)−
s
p−s dx
) p−s
sp
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eligiendo s tal que w ∈ A p
s
se tiene que el último término es finito, y por lo tanto, se tiene
(3.1.16).
Teorema 3.1.17. Asumamos las hipótesis (3.1.2), (3.1.3) y (3.1.4). Luego, si 1 < p <
∞, w ∈ Ap y f ∈ Lpw(Ω), existe una constante C que depende de L, Bj, Ω, n y w tal que
‖u‖W 2m,pw (Ω) ≤ C ‖f‖Lpw(Ω)
Demostración. La demostración es inmediata aplicando el Lema 3.1.7, la continuidad de
la maximal de Hardy-Littlewood en Lpw(Ω) (Teorema 0.0.23 ) y la Proposición 3.1.13.
3.1.1. Teorema Ap para las estimaciones a priori
Es posible obtener cómo depende de [w]Ap la constante C de la estimacion a priori
(3.1.28). Tenemos el siguiente resultado.
Teorema 3.1.18. Sea w ∈ Ap entonces vale que
||u||W 2,pw (Ω) ≤ C[w]
ma´x(1, 1
p−1 )
Ap
||f ||Lpw(Ω)
donde C depende de p y n.
Demostración. Por el lema 2.3 de [DST1] se tiene que
|Dγu(x)| ≤ CMf(x) (3.1.19)
si |γ| ≤ 2m− 1 y
|Dγu(x)| ≤ C(T ∗f(x) +Mf(x) + f(x)) (3.1.20)
si |γ| = 2m, donde T ∗ es el operador maximal de un operador de Calderón-Zygmund.
Entonces, aplicando la desigualdad 0.0.31 para la maximal de Hardy-Littlewood y el
Teorema 0.0.33 para el operador T ∗, tenemos que
||u||W 2,pw (Ω) ≤ C[w]
ma´x(1, 1
p−1 )
Ap
||f ||Lpw(Ω)
donde la constante C sólo depende de p , de n y de T .
Observación 3.1.21. Vale destacar que es necesario utilizar el Lema 2.3 de [DST1], pues
no pudimos hallar la constante siguiendo nuestra demostración.
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Ahora bien, además es posible probar que el exponente de [w]Ap es sharp en la de-
sigualdad (3.1.1). Para ello necesitamos un resultado del trabajo [LPR] e introducir las
siguientes definiciones: dado un operador T acotado en Lp definimos
αT := sup
{
α ≥ 0 : ∀ε > 0, l´ım sup
p→1
(p− 1)α−ε||T ||Lp =∞
}
(3.1.22)
y
λT := sup
{
λ ≥ 0 : ∀ε > 0, l´ım sup
p→∞
||T ||Lp
pλ−ε
=∞
}
. (3.1.23)
Con estas definiciones podemos enunciar el siguiente teorema.
Teorema 3.1.24. Sea T un operador (no necesariamente lineal). Supongamos que para
algún 1 < p <∞ y para todo w ∈ Ap tenemos la desigualdad
||T ||Lpw ≤ C[w]βAp .
Luego β ≥ ma´x
(
λT ,
αT
p−1
)
.
Ahora veamos como utilizar este teorema para probar que el exponente ma´x
(
1, 1
p−1
)
es sharp. Llamemos β al exponente sharp para el cual
||u||W 2,pw (Ω) ≤ C[w]
β
Ap
||f ||Lpw(Ω).
Por la desigualdad (3.1.1) tenemos que β ≤ ma´x
(
1, 1
p−1
)
. Por otro lado por el Teorema
3.1.24 se tiene que β ≥ ma´x
(
λT ,
αT
p−1
)
, donde en nuestro caso T es el operador dado por
u o sus derivadas. Por ejemplo, consideremos el operador Dγu donde |γ| = 2m . Ahora
notemos α2m y λ2m a (3.1.22) y (3.1.23) respectivamente en el caso de nuestro operador.
Luego para calcular α2m y λ2m debemos estudiar las normas ||Dγu||Lp cuando p → 1 y
p→∞. Recordemos que por [DST1, Lema2.3] tenemos las desigualdad (3.1.20). Luego,
utilizando esta desigualdad es inmediato que el operador Dγu es de tipo débil (1,1) y
continuo en L2. Utilizando el Teorema de interpolacioón de Marcinkiewicz se tiene que
para 1 < p < 2
||Dγu||Lp ≤ 2
(
p
(p− 1)(2− p)
) 1
p
||f ||Lp ≈ 1
p− 1 ||f ||Lp cuando p→ 1.
Por otro lado tenemos que T ∗f(x) ≤ M(Tf)(x) y usando que M está acotada indepen-
dientemente de p cuando p→∞ se tiene que
||Dγu||Lp ≤ Cp||f ||Lp cuando p→∞.
Resta ver que ||Dγu||Lp ≥ C 1p−1 ||f ||Lp cuando p → 1 y ||Dγu||Lp ≥ Cp||f ||Lp cuando
p → ∞. Para ello daremos en cada caso un ejemplo. Recordemos el Ejemplo 3.2.4 de la
sección anterior
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∆u = f en B1(0)
∂u
∂ν
= 0 en ∂B1(0)
(3.1.25)
donde consideramos en este caso fδ = χ[0,δ]δ
−n
p para δ suficientemente chico. Notar que
||fδ||Lp = 1 Luego u(x) = u0(|x|) = u0(r), es tal que
∂2u
dr2
(r) =

(1− n)r−n δ
n
si r > δ
1
n
si r < δ.
(3.1.26)
Si δ < 1
2
entonces
ˆ
δ<|x|<1
∣∣∣∣∂2udr2
∣∣∣∣p dx ≈ δ−n+np ˆ 1
δ
r−np+n−1 dr ≈ 1
p− 1
con lo cual podemos concluir que ||D2u||Lp ≥ C 1p−1 .
Por otro lado, sea n = 2 y como antes r = |x|. Consideremos el problema
{
∆u =
4xy
r2
en B1(0)
u = 0 en ∂B1(0).
(3.1.27)
Luego u = xy log r y entonces ∂
2u
∂x∂y
= log r + v donde v es una función acotada. Por un
lado tenemos que
||f ||pLp(B1(0)) =
1
2
ˆ 2pi
0
cosp θ sinp θ dθ ≤ pi
2
.
Por otro lado,
∂2u
∂x∂y
≈ 2pi
ˆ 1
0
r logp r dr ≈ p cuando p→∞
con lo cual se sigue que Cp||f ||Lp ≤ ||D2u||Lp cuando p→∞.
Ahora usando que ||Dγu||Lp ≈ 1p−1 ||f ||Lp cuando p→ 1 y ||Dγu||Lp ≈ p||f ||Lp cuando
p → ∞ tenemos que por su definición α2m = λ2m = 1 y entonces se sigue que β =
ma´x
(
1, 1
p−1
)
obteniendo así el exponente sharp de (3.1.28).
3.1.2. Estimaciones a priori con dos pesos
Sea (w, v) un par de pesos definidos en Rn, Ω ⊂ Rn un abierto acotado. Queremos
dar una condición suficiente para que valga la siguiente estimación
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‖u‖W 2,pw (Ω) ≤ C ‖f‖Lpv(Ω) (3.1.28)
donde u es solución de (3.1.1) y C es una constante que depende de p, n, w, v y el dominio
Ω.
Definición 3.1.29. Sean (w, v) dos pesos. Diremos que (w, v) ∈ Ap si
sup
Q
(
1
|Q|
ˆ
Q
w(x) dx
)1/p(
1
|Q|
ˆ
Q
v−1/(p−1)(x) dx
)1/p′
<∞
donde el supremo se toma sobre todos los cubos Q ⊆ Rn y 1 < p <∞.
Daremos una condición suficiente para que valga la estimación (3.1.28). Esta condición
fue introducida por Neugebauer en [N].
Teorema 3.1.30. (Theorem 3 [N]) Dado un par de pesos (w, v), existe ω ∈ Ap con
c1w ≤ ω ≤ c2v si y sólo si existe r > 1 tal que (wr, vr) ∈ Ap.
Con este resultado obtenemos una condición suficiente para la continuidad de los
operadores integrales singulares y el operador maximal de Hardy-Littlewood con dos
pesos.
Teorema 3.1.31. Si (w, v) son tales que existe ω ∈ Ap tal que c1w ≤ ω ≤ c2v, el
operador maximal de Hardy-LittlewoodM : Lpv → Lpw , T : Lpv → Lpw un operador integral
singular como en el Teorema 0.0.24 y Tγ : L
p
v → Lpw son continuos.
Demostración. Veamos el caso deM, para T y Tγ sale de manera análoga.
(ˆ
|Mf(x)|pw(x) dx
)1/p
≤
(ˆ
|Mf(x)|p ω(x)
c1
dx
)1/p
≤ C
(ˆ
|f(x)|p ω(x) dx
)1/p
continuidad deM con pesos Ap
≤ C
(ˆ
|f(x)|p c2v(x) dx
)1/p
Teorema 3.1.32. Sea u solución del problema (3.1.1). Supongamos que (w, v) es un par
de pesos tal que (wr, vr) ∈ Ap para algún r > 1. Luego vale
‖u‖W 2m,pw (Ω) ≤ C ‖f‖Lpv(Ω)
.
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Demostración. Sabemos que si (wr, vr) ∈ Ap la maximalM y el operador Tγ son opera-
dores continuos. Vimos que
|Dγu(x)| ≤ CMf(x)
para |γ| ≤ 2m− 1 y
Dγu(x) = Tγf(x) + c(x)f(x)
si |γ| = 2m. Además w ≤ Cv por el teorema de diferenciación de la integral y entonces
obtenemos la estimación a priori.
Observación 3.1.33. Existe otra condición, introducida por Fujii en [F], que es suficiente
para la continuidad deM y de T ∗ , donde T es un operador integral singular de Calderón-
Zygmund como en el Teorema 0.0.24. Diremos que (w, v) satisfacen la condición Wp si
existen α ∈ (0, 1), β y C0 ∈ (0,∞) tal que para cada cubo Q y para todos los subconjuntos
E y F de Q con E ∩ F = ∅ y |F | ≥ α|Q| se tiene que
ˆ
E
w(x) dx
(
1
|Q|
ˆ
c(n,α)Q
v1−p
′
(x) dx
)p
≤ C0
( |E|
|Q|
)β ˆ
F
v1−p
′
(x) dx <∞
donde 1 < p <∞ y c(n, α) es una constante mayor que 1 dependiendo sólo de n y α, que
es creciente con respecto a α. Es fácil ver que si (w, v) ∈ Wp entonces (w, v) ∈ Ap. Fujii
probó que si 1 < p <∞ y(w, v) satisface la condición Wp, entonces
||T ∗f ||Lpw ≤ C||f ||Lpv y ||Mf ||Lpw ≤ C||f ||Lpv
donde la constante depende de C0, α, β, p, y n. En el caso en que L = −∆ o (−∆)m se
tiene que valen las estimaciones a priori con un par de pesos (w, v) ∈ Wp. En efecto, por
ejemplo en el caso de L = −∆ usamos que
|u(x)|+ |Dxiu(x)| ≤ CMf(x)
∣∣Dxixju(x)∣∣ ≤ {T ∗f(x) +Mf(x) + |f(x)|}
donde T ∗f(x) = sup
>0
∣∣∣∣ˆ|x−y|>DxixjΓ(x− y)f(y) dy
∣∣∣∣ y Γ es la solución fundamental (para
definición de la misma ver la próxima sección).
Cabe destacar que en [F] se construye un par de pesos (w, v) que satisfacen la con-
dición Wp pero sin embargo w y v1−p
′
no están en A∞. Es decir que podremos obtener
estimaciones a priori con dos pesos que no están necesariamente en Ap.
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3.2. Estimaciones a priori con pesos para la ecuación
de Poisson
Consideramos el problema 
∆u = f en Ω
u = 0 en ∂Ω
(3.2.1)
donde Ω es un dominio acotado tal que su borde ∂Ω es un borde C2 y w ∈ Ap. Vimos
que la solución de este problema está dada por
u(x) =
ˆ
Ω
G(x, y)f(y) dy.
En este caso G(x, y) puede escribirse de la siguiente manera
G(x, y) = Γ(x− y) + h(x, y)
donde Γ es la solución fundamental del Laplaciano,
Γ(x) =

1
2pi
log |x|−1 si n = 2
1
n(n−2)wn |x|2−n si n = 3
y h(x, y) satisface para cada y ∈ Ω
∆xh(x, y) = 0 si x ∈ Ω
h(x, y) = −Γ(x, y) si x ∈ ∂Ω
(3.2.2)
y si P (y,Q) es el núcleo de Poisson h(x, y) está dada por
h(x, y) = − 1
(n− 2)wn
ˆ
∂Ω
1
|x−Q|n−2P (y,Q) dS(Q) (3.2.3)
donde wn denota el área de la esfera unitaria de Rn y dS la medida de superficie en ∂Ω.
Por lo que vimos antes tenemos que vale la estimación
||u||W 2,pw (Ω) ≤ C||f ||Lpw(Ω)
donde la constante depende sólo de p, n y del peso w. Obtendremos algunos resultados
en la línea de las estimaciones a priori para esta ecuación particular.
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3.2.1. Ejemplo radial
Sea f una función radial, es decir f(x) = f0(|x|). Para n > 1 consideremos la ecuación,
∆u = f en B1(0)
∂u
∂ν
= 0 en ∂B1(0)
(3.2.4)
Luego existe solución radial de esta ecuación. Si llamamos u(x) = u0(|x|), la ecuación
anterior nos queda
u′′0(r) +
n− 1
r
u′0(r) = f0(r).
Ahora para hallar la solución llamamos u′0 = v. Con lo cual nos queda la siguiente
ecuación,
v′(r) +
n− 1
r
v(r) = f0(r)
y la solución a esta ecuación es
v(r) =
1
rn−1
ˆ r
0
f0(t)t
n−1
Luego u y sus derivadas tienen la siguiente expresión,
u(x) =
ˆ r
0
1
sn−1
ˆ s
0
f(t)tn−1 dt ds
Dxiu(x) = C
xi
rn
ˆ r
0
f(t)tn−1
Dxixju(x) =
xixj
r2
[
(1− n)r−n
ˆ r
0
f0(t)t
n−1 dt+ f(r)
]
+ r1−n
ˆ r
0
f0(t)t
n−1 dt
(
δij
r
− xixj
r3
)
=
(−nxixj
rn+2
+
δij
rn
) ˆ r
0
f0(t)t
n−1 dt+
xixj
r2
f0(r)
Primero supongamos que tenemos un peso w(x) radial. Observar que para estimar
ˆ
B1(0)
|Dxixju(x)|pw(x) dx
basta estimar
ˆ 1
0
∣∣∣∣ 1rn
ˆ r
0
f0(t)t
n−1 dt
∣∣∣∣pw(r)rn−1 dr.
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lo que es igual a,
ˆ 1
0
∣∣∣∣ˆ r
0
f0(t)t
n−1 dt
∣∣∣∣pw(r)rn(1−p)−1 dr ≤ ˆ 1
0
|f0(r)|prn(1−p)−1w(r)r(n−1)prp dr
=
ˆ 1
0
|f0(r)|prn−1w(r) dr
=
ˆ
B1(0)
|f(x)|pw(x) dx
donde usamos la desigualdad de Hardy que vale si y sólo si el peso cumple,
sup
0<r<1
(ˆ 1
r
w(t)tn(1−p)−1 dr
)1/p(ˆ r
0
w(t)−
1
p−1 tn−1 dt
)
Luego si el peso satisface la condición anterior, tenemos la estimación para las deri-
vadas segundas.
Ahora obtenemos una estimación para las derivadas primeras,
ˆ
B1(0)
|Dxiu(x)|pw(x) dx = C
ˆ 1
0
xpi
rnp
∣∣∣∣ˆ r
0
f(t)tn−1
∣∣∣∣pw(r)rn−1
≤ C
ˆ 1
0
r(1−n)p
∣∣∣∣ˆ r
0
f(t)tn−1
∣∣∣∣pw(r)rn−1
≤ C
ˆ 1
0
|rn−1f0(r)|pw(r)r(n−1)(1−p) dr
=
ˆ 1
0
|f0(r)|prn−1w(r) dr
=
ˆ
B1(0)
|f(x)|pw(x) dx.
como aplicamos nuevamente la desigualdad de Hardy para que valga la desigualdad an-
terior necesitamos que el peso cumpla la siguiente condición
sup
0<r<1
(ˆ 1
r
w(t)t(n−1)(1−p) dt
)(ˆ r
0
w(t)−
1
p−1 tn−1
)p−1
<∞.
Por último, obtenemos una estimación para la norma de u
ˆ
B1(0)
|u(x)|pw(x) dx =
ˆ 1
0
∣∣∣∣ˆ r
0
1
sn−1
ˆ s
0
f0(t)t
n−1 dt ds
∣∣∣∣p rn−1w(r) dr
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≤ C
ˆ 1
0
∣∣∣∣ 1rn−1
ˆ r
0
f0(t)t
n−1 dt
∣∣∣∣p rn−1w(r) dr
=
ˆ 1
0
∣∣∣∣ˆ r
0
f0(t)t
n−1 dt
∣∣∣∣p r(n−1)(1−p)w(r) dr
≤
ˆ 1
0
|f0(r)|prn−1w(r) dr
la desigualdad anterior vale si el peso cumple,
sup
0<r<1
(ˆ 1
r
w(t)t(n−1)(1−p) dt
)(ˆ r
0
w(t)−
1
p−1 tn−1
)p−1
<∞.
y
sup
0<r<1
(ˆ 1
r
w(t)tn−1 dt
)(ˆ r
0
w(t)−
1
p−1 t
n−1
1−p
)p−1
<∞.
pues aplicamos la desigualdad de Hardy dos veces.
Para obtener las estimaciones a priori en este caso hemos aplicado la desigualdad de
Hardy con dos pesos. El resultado general es el siguiente
Lema 3.2.5. (Theorem 5, [KMP]) Si 1 ≤ p <∞, luego la desigualdadˆ b
a
(ˆ b
x
f(t) dt
)p
w(x) dx ≤ C
ˆ b
a
f(x)pv(x) dx
vale para toda funcion medible f ≥ 0 en (a, b) si y sólo si
sup
a<r<b
(ˆ b
r
w(x) dx
)(ˆ r
a
v(x)−
1
p−1 dx
)p−1
≤ ∞.
Ejemplo 3.2.6. Probemos la desigualdad de Hardy para el caso de un peso potencia en el
intervalo (0, 1). Es decir, consideremos w(t) = tα. Sea F (x) =
ˆ x
0
f(t) dt, con f positivs,
veamos que ˆ 1
0
F (x)pxα dx ≤ C
ˆ 1
0
f(x)pxα+p dx
donde
ˆ 1
0
f(t) dt = 0 Por un lado tenemos que por integración por partes
ˆ 1
0
F (x)pxα dx = F (x)p
xα+1
α + 1
∣∣∣1
0
−
ˆ 1
0
F (x)p−1f(x)
xα+1
α + 1
dx
Analizamos cada término. Por un lado F (1) = 0, con lo cual basta ver qué pasa con
l´ım
x→0
F (x)pxα+1. Observemos que,
F (x)p =
(ˆ x
0
f(t) dt
)p
≤
(ˆ x
0
f(t)ptα+p dt
)(ˆ x
0
t−
α+p
p−1 dt
)p−1
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≤ Cx−α−1
(ˆ x
0
f(t)ptα+p dt
)
Entonces si α < −1 se tiene que,
F (x)pxα+1 ≤ C
ˆ 1
0
f(x)pxα+p dx
luego,
ˆ 1
0
F (x)pxα dx ≤ C
α + 1
ˆ 1
0
f(x)pxα+p dx+
1
α + 1
(ˆ 1
0
f(x)pxα+p
)1/p(ˆ 1
0
F (x)pxα dx
)1/p′
pero, (ˆ 1
0
f(x)pxα+p dx
) 1
p
(ˆ 1
0
F (x)pxα dx
) 1
p′
≤ 1
p
(ˆ 1
0
f(x)pxα+p
)
+
1
p′
(ˆ 1
0
F (x)pxα dx
)
con lo cual,(
1− 1
p′(α + 1)
)(ˆ 1
0
F (x)pxα dx
)
≤ 1
α + 1
ˆ 1
0
f(x)pxα+p dx
+
1
p(α + 1)
ˆ 1
0
f(x)pxα+p dx
y como 1− 1
p′(α + 1)
> 0 tenemos lo que queríamos probar.
Ejemplo 3.2.7. Ahora aplicamos esto para obtener estimaciones a priori para el proble-
ma (3.2.4). Consideremos w(x) = |x|α. Determinaremos para qué rango de α tenemos
estimaciones a priori con este peso potencia. En primer lugar observemos que
ˆ
B1(0)
|u(x)|p|x|α dx =
ˆ 1
0
∣∣∣∣ˆ r
0
1
sn−1
ˆ s
0
f0(t)t
n−1 dt ds
∣∣∣∣p rn−1+α dr
≤ C
ˆ 1
0
∣∣∣∣ 1rn−1
ˆ r
0
f0(t)t
n−1 dt
∣∣∣∣p rn−1+α+p dr
= C
ˆ 1
0
∣∣∣∣ˆ r
0
f0(t)t
n−1 dt
∣∣∣∣p rn−1+α+p+(1−n)p+p dr
≤ C
ˆ 1
0
|f0(r)rn−1|prn−1+α+p+(1−n)p+p dr
= C
ˆ 1
0
|f0(r)|prn−1+α+2p =
ˆ
B1(0)
|f(x)|p|x|α+2p
si α satisface las siguientes dos condiciones
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n− 1 + α < −1 (3.2.8)
y
n− 1 + α + p+ (1− n)p < −1 (3.2.9)
en efecto, aplicamos dos veces la desigualdad de Hardy para el caso de pesos potencia
como en el ejemplo. Ahora
ˆ
B1(0)
|Dxiu(x)|p|x|α dx = C
ˆ 1
0
xpi
rnp
∣∣∣∣ˆ r
0
f0(t)t
n−1
∣∣∣∣p rα+n−1 dr
≤ C
ˆ 1
0
∣∣∣∣ˆ r
0
f0(t)t
n−1
∣∣∣∣p rα+n−1+(1−n)p dr
≤ C
ˆ
|f0(r)rn−1|prα+n−1+(1−n)p+p dr
= C
ˆ 1
0
|f0(r)|pr(n−1)p+(1−n)p+α+n−1+p dr
= C
ˆ 1
0
|f0(r)|prα+n−1+p
=
ˆ
B1(0)
|f(x)|p|x|α+p dx
si se cumple
α + n− 1 + (1− n)p < −1 (3.2.10)
pues, usamos la desigualad de Hardy con pesos potencia.
Por último
ˆ
B1(0)
|Dxi,xju(x)|2|x|α dx ≤
ˆ 1
0
∣∣∣∣ 1rnf0(t)tn−1 dt
∣∣∣∣p rα+n−1 dr + ˆ
B1(0)
|f(x)|p|x|α
con lo cual basta acotar el primer término. Si usamos la desigualdad de Hardy del ejemplo
tenemos que
ˆ 1
0
∣∣∣∣ 1rnf0(t)tn−1 dt
∣∣∣∣p rα+n−1 dr ≤ C ˆ 1
0
|f0(r)|pr(n−1)prα+n(1−p)−1+p dr
=
ˆ 1
0
|f0(r)|prn−1+α =
ˆ
B1(0)
|f(x)|p|x|α dx
donde
α + n(1− p)− 1 < −1 (3.2.11)
en conclusión es suficiente considerar α < −n.
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3.3. Condición necesaria para la estimaciones a priori
para el problema de Dirichlet con potencias del
laplaciano
Consideremos el siguiente problema de Dirichlet homogéneo

(−∆)mu = f en Ω(
∂
∂ν
)j
u = 0 en ∂Ω 0 ≤ j ≤ m− 1
(3.3.1)
luego
u(x) =
ˆ
Ω
Gm(x, y)f(y) dy
donde Gm(x, y) es la función de Green del operador (−∆)m en Ω que puede escribirse de
la siguiente manera Gm(x, y) = Γ(x − y) + h(x, y) y Γ es la solución fundamental dada
por 
cm,n|x|2m−nn impar o n par n > 2m
cm,n|x|2m−n log |x| n par n ≤ 2m
(3.3.2)
y h(x, y) satisface la ecuación
(−∆x)mh(x, y) = 0 x ∈ Ω(
∂
∂ν
)j
h(x, y) = − ( ∂
∂ν
)j
Γ(x− y) x ∈ Ω 0 ≤ j ≤ m− 1
(3.3.3)
para cada y ∈ Ω. Tenemos que
h(x, y) = −
m−1∑
j=0
ˆ
∂Ω
Kj(y, P )
(
∂
∂ν
)j
Γ(P − x) dS (3.3.4)
donde Kj(y, P ) son los núcleos de Poisson y dS denota la medida de superficie en Ω.
Sabemos por el Lema 3.1.8 que si u es solución de (3.3.1) y |γ| = 2m entonces
Dγu(x) = Tγf(x) + c(x)f(x)
donde
Tγf(x) =
ˆ
DγGm(x, y)f(y) dy
y c es una función acotada. Sea T¯ f(x) = Tγf(x) + c(x)f(x). Si suponemos que valen las
estimaciones a priori con un peso w para la ecuación (3.3.1) entonces el operador T¯ es
continuo en Lpw(Ω) y por lo tanto Tγ también. Ahora bien, veremos que w ∈ Alocp (Ω).
Observemos que el operador Tγ puede escribirse de la siguiente manera
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Tγf(x) := l´ım
ε→0
ˆ
|x−y|>
DαxΓ(x− y)f(y) dy +
ˆ
Dαxh(x, y)f(y) =: T1f(x) + T2f(x)
.
Por simplicidad consideraremos el caso en que n es impar o n par con n ≤ 2m. Luego
observaremos que también vale en el caso restante.
Observación 3.3.5. Para obtener la demostración del teorema nos basamos en la Sección
4.6 proposición 7 de [S1]. En esta sección se consideran operadores del tipo Tf = f ∗K
donde se cumplen las siguientes condiciones
||Tf ||L2(Rn) ≤ C||f ||L2(Rn).
|K(x)| ≤ C|x|−n.
|DxiK(x)| ≤ C|x|−n−1.
Existe Cn > 0 y u0 vector unitario tal que
|K(x)| ≥ Cn|x|−n
donde x = tu0 para t ∈ R \ {0}.
|K(r(u+ v)−K(ru)| ≤ 1
2
|K(ru)| para todo r ∈ R \ {0} y |v| ≤ 2.
En la Proposición 7 el autor prueba que una condición necesaria para que esta clase de
operadores sean continuos en Lpw es que el peso w pertenezca a la clase Ap. Veremos que
el operador T1 es tal que cumple las condiciones anteriores. Otro ejemplo de operadores
de este tipo son las tranformadas de Riesz n- dimensionales.
Lema 3.3.6. Si |γ| = 2m tenemos que
1. Existe u0 ∈ Rn con |u0| = 1 y una constante C0 de modo que para todo número t
positivo se tiene que
|DγΓ(tu0)| ≥ C0t−n.
2. Existe t0 tal que si u = tu0 y |v| ≤ 2 entonces para todo número r no nulo vale la
siguiente desigualdad
|DγΓ(r(u+ v))−DαΓ(ru)| ≤ 1
2
|DγΓ(ru)|
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Demostración. Observemos que como DγΓ es homogénea de grado −n y no nula existe
u0 ∈ Rn con |u0| = 1 de modo que |DγΓ(u0)| = C0 > 0. Por lo tanto,
|DγΓ(tu0)| = t−n|DγΓ(u0)| = C0t−n.
Ahora, para probar (2) basta notar que por homogeneidad podemos considerar r = 1.
Sea v ∈ Rn tal que |v| ≤ k|u| con k ≤ 1
2
a elegir. Luego para algún punto intermedio ξ
entre u y u+ v se tiene que
|DγΓ(u+ v)−DγΓ(u)| ≤ |∇DγΓ(ξ)||v| ≤ Cn|ξ|−n−1|v|
y usando que |u| ≤ 2|ξ|, |v| ≤ k|u| y (1) obtenemos
|DγΓ(u+ v)−DγΓ(u)| ≤ C1k|u|−n ≤ C1k
C0
|DγΓ(ru)|.
Consecuentemente es suficiente elegir k de modo que C1k
C0
≤ 1
2
. Ahora como |v| ≤ 2, si
elegimos t0 = 2k se satisface la hipótesis |v| ≤ k|u| y así obtenemos (2).
Por último enunciamos el siguiente lema que utilizaremos para probar la condición
necesaria.
Lema 3.3.7. ([DST2], Proposition 3.3) Existe una constante C que depende sólo de n
tal que
|Dαh(x, y)| ≤ Cd(x)−n
para |x− y| ≤ d(x)
Ahora probamos el resultado principal de esta sección
Teorema 3.3.8. Sea w un peso y supongamos que vale la estimación a priori
||u||W 2m,pw (Ω) ≤ C||f ||Lpw(Ω) (3.3.9)
entonces w ∈ Alocp (Ω).
Demostración. Basta probar que, si para cada γ tal que |γ| = 2m
||Tγf ||Lpw(Ω) ≤ C||f ||Lpw(Ω)
entonces w ∈ Alocp (Ω). Recordemos que esto es equivalente a probar la desigualdad
sup
B
(
1
|B|
ˆ
B
w
)(
1
|B|
ˆ
w−
1
p−1
)p−1
<∞ (3.3.10)
en bolas admisibles, i.e. bolas B tal que 2r < βdist(B, ∂Ω) para algún β < 1. Fijamos
entonces una bola B = B(x¯, r) admisible, con β a determinar. Consideremos ahora la
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bola B′ = B(x¯+ ru, r), con u = t0u0 como en el Lema 3.3.6. Veamos que se puede elegir
β de modo que B′ también sea admisible. Sea x ∈ B′ y z ∈ ∂Ω luego x = x¯ + ru + rx′
con |x′| ≤ 1
|x− z| = |x¯+ ru+ rx′ − z|
≥ |x¯− z| − r|u+ x′|
≥ dist(B, ∂Ω)− r|u+ x′|
≥ 1
β
2r − r|u+ x′|
≥ 2r
(
1
β
− t0 + 1
2
)
.
Luego tomando β tal que 1
β
− (t0+1)
2
> 1, i.e. β < 2
t0+3
se tiene que 2r < αdist(B′, ∂Ω)
donde 1
α
= 1
β
− (t0+1)
2
.
Ahora sea x ∈ B′ e y ∈ B y consideremos f ∈ C∞0 (B) positiva. Veremos que DγΓ(ru)
tiene signo constante. Tenemos que x = x¯ + ru + rx′ e y = x¯ + ry′ con |x′|, |y′| ≤ 1 con
lo cual x − y = ru + rv con |v| = |x′ − y′| ≤ 2. Por (2) del Lema 3.3.6 tenemos que si
DγΓ(ru) > 0,
1
2
DγΓ(ru) ≤ DγΓ(x− y) ≤ 3
2
DγΓ(ru). (3.3.11)
De manera similar, si DγΓ(ru) < 0 se tiene que
3
2
DγΓ(ru)DγΓ(x− y) ≤ 1
2
DγΓ(ru). (3.3.12)
Consecuentemente, tomando f ∈ C∞0 (B) positiva, tenemos que
|T1f(x)| =
ˆ
B
|DγΓ(x− y)|f(y) dy.
Más aún usando (3.3.11), (3.3.12) y la propiedad (1) del Lema 3.3.6,
|T1f(x)| ≥ 1
2
ˆ
B
|DγΓ(ru)|f(y) dy ≥ C0(rt0)−n
ˆ
B
f(y) dy = C1fB.
donde la constante C1 depende sólo de t0, C0 y n. Por otro lado para acotar |T2f(x)| vamos
a utilizar el Lema 3.3.7, pero para ello debemos ver que |x− y| < d(x). Observemos que
|x− y| = |ru+ r(x′ − y′)| ≤ r(|u|+ |x′ − y′|) ≤ r(t0 + 2) < α
2
d(x)(t0 + 2)
luego necesitamos que α
2
(t0 + 2) < 1, equivalentemente β < 22t0+3 . Ahora tenemos que
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|T2f(x)| ≤
ˆ
B
|Dγh(x, y)|f(y) dy ≤
ˆ
B
Cd(x)−nf(y) dy
= C2(diamB
′)−nαn
ˆ
B
f(y) dy
= C2(diamB)
−nαn
ˆ
B
f(y) dy
= C2α
nfB
donde la constante C es la constante del Lema 3.3.7 y C2 depende de n y C.
Juntando las dos desigualdades concluimos que
|Tf(x)| ≥ (C1 − C2αn)fB
pero para que C1 − C2αn > 0, basta tomar β < 1t0+1
2
+(
C2
C1
)
1
n
. Pero teniendo en cuenta las
otras restricciones de β elegimos β < mı´n
(
2
2t0+3
, 1
t0+1
2
+(
C2
C1
)
1
n
)
y obtenemos |Tf(x)| ≥
CfB, para x ∈ B′. Luego, aplicando la continuidad de Tγ
ˆ
B′
(CfB)
pw(x) dx ≤ C
ˆ
B′
|Tγf(x)|pw(x) ≤
ˆ
Ω
|Tγf(x)|pw(x) dx
≤ C
ˆ
B
fp(x)w(x) dx
y en consecuencia
(fB)
pw(B′) ≤ C
ˆ
B
f(x)pw(x) dx. (3.3.13)
Intercambiando los roles de B y B′ y tomando f soportada en B′ se puede ver que
(fB′)
pw(B) ≤ C
ˆ
B′
f(x)pw(x) dx. (3.3.14)
si C1 − C2βn > 0. Pero esta desigualdad se sigue por nuestra elección de β (α > β). Por
un pasaje al límite la desigualdades (3.3.13) y (3.3.14) pueden extenderse para cualquier
función f no negativa soportada en B (o B′ respectivamente). Tomando f = χB′ en
(3.3.14) obtenemos que
w(B) ≤ Cw(B′). (3.3.15)
Usando esto en (3.3.13) se tiene que
(fB)
pw(B) ≤ C
ˆ
B
f(x)pw(x) dx.
y aplicando la Proposición 1.2.5 concluimos que w ∈ Alocp (Ω).
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