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1. INTRODUCTION 
We investigate some problems concerning the asymptotic behavior 
as t -+ 00 of bounded solutions, x(t), of the integrodifferential equation 
xv> + SW &(t - 5)) dA(5) =f(t) (’ = d/dt, - CC < t < CO). 
--m 
U-1) 
Our assumptions on the prescribed functions g(x), A(t), andf(t) include 
g: %T* + $zN, g E C(W); (1.2) 
A E NBV(SP) is an N by N complex-valued matrix; (1.3) 
f:.%+%TN, f ELrn(B1h l&f(t) =f(a) = 0, (1.4) 
where 9P is the real line -co < t < co and VN is the space of row 
vectors y = (rr a.* yN) with each yi E V1, the complex plane. C(qN) 
denotes the space of continuous (vector) functions on VN and I,“($!$) 
denotes the space of essentially bounded functions on ~2%‘~. The notation 
A(t) E NBV(SP) means that A(t) is of bounded variation on 92r, 
A(t) = A(t-) for each t E L%?, A(--) = 0. Thus, if A(t) is also 
absolutely continuous, then 
4) = j-” A’(5) df where A’ E L1(9P). (1.5) 
-03 
However, assumption (1.5) will only be made in one theorem. 
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In this case (1. I) may be written, of course, as 
By a bounded solution of (1.1) we mean a function X(t) E LAC(9P) n 
L”(S) which satisfies (1.1) a.e. on SP, where LAC(9P) denotes the 
class of functions which are absolutely continuous on every compact 
subinterval of .9P. While our attention in this paper is restricted to the 
bounded solutions of (l.l), we do not assume that all solutions of (1.1) 
are bounded. Any unbounded solutions which may exist are simply 
not studied here. 
By definition, the “limit equation” associated with (l.l), under 
hypothesis (1.4), is 
r’(t) + jm g(y(t - 0) ~46) = 0 (-a < t < co) (1.1”) -cc 
If (1.1) has a bounded solution, then it can be shown (see Theorem 3.1 
below) that (l.l*) h as a solution y(t) E C,l(&%?) n L”(LP), where C,l(&?r) 
denotes the class of functions which have a uniformly continuous first 
derivative on 9P. (Later C,(Z%?) will denote the class of uniformly 
continuous functions on al.) 
If 
A(t) = 0 (-co < t < 0); A(t) = A, (0 < t < co), (1.7) 
where A, is a prescribed N by N complex-valued matrix, then (1.3) 
holdsand(l.l)and(l.l*) d re uce, respectively, to the ordinary differential 
equations 
w f&W Am2 = f(t) (--co<t<co); (1.8) 
~‘(4 f&W Aa = 0 (-co < t < co). (1.8*) 
Equation (1.8*) is referred to, of course, as the limit equation associated 
with (1.8). Thus, the study of the bounded solutions of (1.8) is subsumed 
under the study of the bounded solutions of (1.1). 
The crucial hypotheses of this paper concern the structure of the set 
(or, more accurately, of subsets of the set) of bounded solutions of (1.1 *). 
These assumed structures are of a geometric nature. For the special 
case of ordinary differential equations, (1.8*), examples illustrating 
these structures may easily be constructed. Two of them are employed 
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at different stages of the proof of Theorem 2.51 below, which considers 
the Volterra equation (1.14) below. We definitely do not discuss all 
possible such structures. Those we do discuss are relevant to many 
interesting special cases of (1.1). A common theme in most of the present 
results is the existence or nonexistence of x(00), for a given bounded 
solution x(t) of (1.1). 
Many functional-differential equations have their natural setting on 
g+ = [0, a) rather than on 9 l. An obvious example is the ordinary 
differential equation 
w> + dx(t)) A.32 = f(t) (0 < t < a), (1.9) 
where A, is again an N by N matrix and 
f: w+ + 29, f E L”(w+), f(m) = 0. (1.10) 
Suppose b(t) is a bounded solution of (1.9). That is, suppose 
#(t) ELAC(~B+) n L”@+), w h ere the notation parallels that used above 
for k%?l, satisfies (1.9) a.e. on W+. Let 
x(t) = l+(O) (- co < t < 0); x(t) = d(t) (0 < t < 00); (1.11) 
J(t) = ‘MO)) (--co < t < 0); f”(t) = f(t) (0 < t < al). (1.12) 
Then$(t) obviously satisfies (1.4) and x(t) is a bounded solution, in the 
sense defined above, of 
x’(t) + g(x(t)> AC = P(t) (-co < t < co), (1.13) 
which is of the form (1.8). By the above definition and (1.12), the limit 
equation associated with (1.13) is 
r’(t) + g(y(t)) A0 = 0 (-m < t < a). (1.13*) 
In analyzing the bounded solutions of (1.9) we shall, therefore, bypass 
(1.11) and (1.12) and simply refer to 
r’(t) + .dYW Aa = 0 (-00 <t < co), (1.9*) 
which is the same as (1.13*) and (1.8*), as the limit equation associated 
with (1.9) under hypothesis (1.10). There are two points which must 
be emphasized here. The first is, as we have just seen, that the study 
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of the bounded solutions of (1.9) may be subsumed under the study 
of the bounded solutions of (1.8) and, therefore, of (1.1). The second is 
that although (1.9) is only defined on W +, it is essential for our methods 
that (1.9*) is defined on B?. 
The Volterra equation, the differential-delay equation, and the 
differential-delay equation with infinite delay, which are given, respec- 
tively, by 
x’(t) + lot gw - 0) d&7 = f(t) (0 < f < a>, (1.14) 
x’(t) + ~%(t - 8) d45) = f(t) (0 < t < a), (1.15) 
w + sum &(t - 5)) W5) = f(t) (0 < t < a>, (1.16) 
are all defined on .G%+. In (1.14)-( 1.16), g(x) satisfies (1.2) and f(t) 
satisfies (1.10). A(t) satisfies 
A E NBv(L%+) (1.17) 
in (1.14) and (1.16) and 
A E NB V[O, L] (1.18) 
in (1.15). The,meaning of (1.17) and (1.18) is similar to that of (1.3) 
except that A(0) = 0 and A(t-) = A(t) for each t E (0, co) in (1.17), 
and A(0) = 0 and A(t-) = A(t) for each t E (O,L] in (1.18). The 
analogs of (1.5) for (1.17) and (1.18) are, respectively, 
4) = s’ A’(f) 6, where A’ E G(W+); (1.19) 
0 
4) = lot 40 d5, where A’ E Ll(O, L). (1.20) 
A function x(t) ELAC(.%+) n L”(B+) which a.e. on B?+ satisfies (1.14) 
is called a bounded solution of (1.14). Similar definitions hold for (1.15) 
and (1.16) except that the additional requirements x(t) E C[--L, co) for 
(1.15) and x(t) E C(.GP) n L”($F) for (1.16) are made. The appropriate 
analogs of (1.11) and (1.12) which reduce each of (1.14)-(1.16) to a 
special case of (1.1) are given in [8, Lemmas 2.2, 2.5, 2.61. 
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The limit equations associated with (1.14)-( 1.16) are, respectively, 
r’(O + 1” gbJ(t - 5)) Wf) = 0 (-co < t < co), (1.14*) 
0 
r’(t) + /LdYct - 0) d45) = 0 (-00 < t < al), (lx*) 
0 
r’(t) + lrngw - 5)) ~45) = 0 (-co < t < co), (1.16*) 
0 
which are special cases of (l.l*). Thus, in each case, the study of a 
bounded solution of a functional-differential equation on &I?- has been 
subsumed under the study of a bounded solution of (1.1); and the 
appropriate limit equation is defined on &?l. 
The proofs of the principal results of this paper employ Theorems 3.1 
and 3.2 below, which are due to Levin and Shea [8]. The latter paper 
was also concerned, in part, with the relationship between solutions 
of (1.1) and (1.1 *). The two mentioned theorems are very general in 
nature. Here, as in [8], more hypothesis is required in order to obtain 
more detailed results. The results of [8], insofar as they dealt with (1.1) 
and (l.l*) and went beyond Theorems 3.1 and 3.2, involved very 
different assumptions from the present geometric ones. The linear case, 
g(x) = x, of (1.1) was treated in [8] under a variety of hypotheses on 
the Fourier-Stieltjes transform 
(--co < X < co). 
A nonlinear case which received considerable attention in [8] was the 
important one in which (l.l*) is assumed to have a unique bounded 
solution. Since all translates of solutions of (l.l*) are also solutions of 
(l.l*), a unique bounded solution of (l.l*) must be a constant. This 
should be contrasted with the much richer geometric structures con- 
sidered here. 
Many authors have, of course, considered the relationship between 
(1.1) and (l.l*) f rom many different points of view. Some of these are 
Miller [12], who considers Volterra equations of the form (1.14) but 
with the x’(t) term replaced by x(t), and Hale [3] and Miller [II], who 
consider (1.15) and (1.16). Th e case of ordinary differential equations 
which are asymptotically autonomous has a large literature of its own. 
This topic is treated by the methods of topological dynamics by Sell [14], 
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who gives many references to the literature. Miller and Sell [13] and 
Sell [15] consider, from the viewpoint of topological dynamics, equations 
of the form (1.1) and (1.14) except that x’(t) is replaced by x(t). 
Under assumptions which are more or less related to those invoked 
in Theorem 2.5 below, (1.14) has been the subject of many investiga- 
tions. Some of these are: Corduneanu [l], Halanay [2], Hannsgen [4], 
Levin [5], Levin and Nohel [6] (at the end of [6] there is a discussion 
concerning the applicability of the results of [I] to (1.14)), Levin and 
Shea [7] and [8], Londen [9], and MacCamy and Wong [lo]. While the 
hypotheses of Theorem 2.5 concerning g(x) and a(t) are not the most 
general that have been considered, the earlier results are generally 
much more restrictive than Theorem 2.5 with respect to the assump- 
tions made on f(t). However, apart from the intrinsic interest in this 
reduction of the hypothesis on f(t), Theorem 2.5 illustrates how the 
general geometric results of Theorem 2.1 and Corollary 2.2b below 
may be applied to a particular concrete situation. 
2. DEFINITIONS AND RESULTS 
We begin with some definitions concerning a bounded solution of 
(1.1). In all of the definitions it is understood that (1.2)-(1.4) hold. 
The range of a function x: B1 --f VN is denoted by 
Rz(t) = {z, 1 z, = x(t,) for some t, E BY}. 
DEFINITIONS 2.1. If x(t) is a bounded solution of (l.l), let 
(2.1) 
Q(x(t)) = {w 1 x(sj) -+ w for some si -+ co (j + co)}; (2.2) 
r(x(t)) = {y(t) 1 x(t + si) + y(t), uniformb on every compact subset of 9, 
for some si + co (j ---f a)}; (2.3) 
ww = u RYW (2.4) 
l/(tmYZ(t)) 
The next group of definitions is concerned with various classes of 
bounded solutions of (1 .l *). 
DEFINITIONS 2.2. If S C VN and 01, p E gN, let 
r = {y(t) 1 y(t) E C,l(W1) nLm(Wl), y(t) satisfies (l.l*)}, 
rs = rn W> I JW) C 8, 
(2.5) 
P-6) 
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rG*s) = r n {y(t) 1 y(-co) = a, y(c0) = p>, 
rp3) = r, n .(u-“1. 
If S C T C gN, then obviously rS C rr and I’p@’ C l-‘pyB’. 
Denote the ball of radius r >, 0 by 
B,= rlr@Irl=f IrilGy. 
I i-l 1 
If x(t) ELm(W1), let 
(2.7) 
cw 
(2.9) 
where, as in (2.9), 1 x(t)\ = Cc=, / q(t)l. 
As anticipated by the repeated appearance of the letter r, the sets 
defined in Definitions 2.1 and 2.2 are related. The following lemma 
will be employed in establishing these relations. Its proof is an elementary 
application of the Ascoli-ArzelP lemma, a diagonalization argument, 
and the bounded convergence theorem. The actual details are contained 
in the proof of Theorem 3.1 below, which is given in [8]. 
LEMMA 2.1. Let (1.2)-( 1.4) hold, let x(t) be (I bounded solution of 
(l.l), and let si+ co (j -+ CO). Then there exists a subsequence {si,} of 
{sj} and u y(t) E P, with I/y Ilrn < 11 XII,, such that x(t + si,) -+y(t) 
(k -+ a), uniformly on every compact subset of WI. 
Lemma 2.1 obviously implies that r(x(t)) C rB,,~,,m ; in fact, it implies 
a stronger result. 
LEMMA 2.2. Let (1.2H1.4) hold and let x(t) be a bounded solution 
of (1.1). Then 
Q(x(t)) C Bljnljrn and is nonempty, compact, and connected; (2.11) 
r(w) c rQcrtt)) ; (2.12) 
m+(t)) = i+(t)). (2.13) 
Assertion (2.11) is completely elementary. 
In order to establish (2.12), let y(t) E r(x(t)) and let (s,) be as in (2.3). 
Then Lemma 2.1 implies that y(t) E I’. Also, for each to E W1 we have 
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44 + Sj) -+ YkJ 0 --+ co). Hence y(t,) E Q(x(t)). Since t, is arbitrary 
it follows that y(t) E r,(,,,,, as asserted. 
Clearly, (2.12) implies that Rr(x(t)) C SZ(x(t)). To establish the 
reverse inclusion, let 0 6 G(x(t)) and let {+} be as in (2.2). Then, by 
Lemma 2.1, there exists a subsequence (+,} of {sJ and a y(t) E r such 
that x(t + si,) + y(t) (k --+ co) uniformly on every compact subset of 9P. 
Hence y(t) E r(x(t)). Since x(s~,) -+ w = y(O), we have that w E RF(x(t)), 
which completes the proof of (2.13). 
The next definition identifies a special set of points in W with (l.l*). 
DEFINITION 2.3. c E W’ is called a “critical point” of (1.1”) if 
g(c) A(a) = 0. (2.14) 
Recall here that A(- a) = 0. Observe that Definition 2.3 agrees 
with the usual terminology for the ordinary differential equation’s case, 
(1.8*), of (1.1”). A n e q uivalent definition that involves (2.7) is afforded 
by the following elementary lemma. 
LEMMA 2.3. Let (1.2) and (I .3) hold. Then c is a critical point of 
(l.l*) ifand only if 
r(c*c) # a. (2.15) 
If (2.14) holds for some c, then obviously y(t) = c E PJ). Conversely, 
the assumption that there exist a y(t) E r and a c such that either 
y(- co) = c or y( co) = c, which is a weaker assumption than (2.15), 
together with (1.1 *) and the bounded convergence theorem easily 
implies (2.14). 
The next lemma is proven in the same manner. 
LEMMA 2.4. Let (1.2~(1.4) hoZd and let x(t) be a bounded solution 
of w. Y ( 1 x CO exists, then x( CO) is a critical point of (1. 1 *). 
The first of several structures on (a subset of) I’ that we shall consider 
is defined as follows. 
DEFINITION 2.4. If S C GP, then “F, is of Type 1” means that 
either F, = 0 or there exists a positive integer n such that each of the 
following conditions holds. 
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(1 .1 *) has precisely n critical points ci E S (i = l,..., n); (2.16) 
r$i*‘i) = {ci} (i = l,..., n), (2.17) 
r, = (j rjiei~d ” u r3*cj), (2.18) 
i=l (i.j)~E 
where, if it is not empty, E C Z2 satisfies 
(i, i) E E if and only if i # j and rl;ci.4 # @; (2.19) 
there does not exist a sequence {(ik , j,)}i==, , for any p, such that 
(ik,jlc)EE(h = l,..., p) and jrz = i,+,(k = I,..., p- l), (2*20) 
j, = i1 . 
Observe that 
S C T and r, is of Type 1 imply that r, is of Type 1. (2.21) 
We also note that ryi*‘i’ = {ci} does not imply that Pi+i) = {ci} 
unless S = gN; and if (i, , j,,) E E, then (j, , &) $ E. 
Loosely speaking, r, is of Type 1 means that y(- co) and y( co) 
exist for every y(t) E r, and that there are no closed “loops,” composed 
of elements of r,, which connect a critical point of (l.l*) with itself. 
THEOREM 2.1. Let (1.2)-( 1.4) hold and let x(t) be a bounded solution 
of (1.1). Then x( 00) exists if and only if F,(,(,)) is of Type 1. 
The necessity of the condition r,(,,,,, is of Type 1 for X(W) to exist 
is obvious. For, if x(00) exists, then J&x(t)) = {X(W)} and x(00) is a 
critical point of (1.1 *) by Lemma 2.4. Hence r,,,(,,, = {y(t) = x( co)}, 
which is obviously of Type 1. The sufficiency proof is given in Section 4. 
A setting in which Theorem 2.1 may be applied is the following. 
Suppose it is possible to find a set S 3 Q(x(t)), perhaps S = B,,,,,,, , 
such that r, is of Type 1, then (2.21) implies that r,,(,), is of Type 1; 
hence, by Theorem 2.1, X( CD) exists. 
If, for some S C %‘N, Rx(t) C S and if r, is of Type 1, it need not 
follow that x(00) exists unless S is compact. 
Unlike Type 1, there are closed “loops” in the following structure 
on r. 
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DEFINITION 2.5. “F is of Type 2” means that either 
ec) # 0, +) # {c) (2.22) 
for some c E %?*, or 
j+j.Cj+J f @ (j = l,..., n - I), T(cn*el) # 0 (2.23) 
for some sequence {cj)yzl (n > 2) of distinct points in ‘%*. 
It is understood, of course, that if r is of Type 2, then (2.22) and 
(2.23) may both hold. Observe that I’ may be of Type 2 and there may 
also exist a compact set S, which has more than one element, such that 
$,# o isofType1. 
THEOREM 2.2. Let (1.2) and (1.3) hold and let r be of Type 2. Then 
there exist an f(t) E C,(SP) which satisfies (1.4) and a bounded solution 
x(t) E C,,l(W1) of (l.l), with this f(t), such that x(00) does not exist. In 
. , . . . , - , . 
fact, if (2.22) holds and if 
g(t) E r(csc), S(t) f c, 
then the pair x(t), f( t) may be constructed so that 
G?@(t)) = (c} u Rjqt). 
If (2.23) holds and if 
Y(i)(t) E r(cj*cj+l) (j = l,..., n - 1); ytn’(t) E l+Scl), 
then the pair x(t), f( t) may be constructed so that 
f-2(x(t)) = ij {Cj} u i, RJqt). 
j=l j=l 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
Corollary 2.2a below is a special case of Corollary 2.2b which follows 
it. Since Corollary 2.2a is of independent interest and since the proof 
of Corollary 2.2b is considerably longer and uses all of the machinery 
of the proof of Corollary 2.2a, we have stated them separately. The proof 
of the stronger result (Sect. 7) is essentially a continuation of the proof 
of the weaker one (Sect. 6). 
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Let A,,(t) be the i, jth element of the matrix A(t) of (1.3) and let 
V(&, (-co, t]) = total variation of&(s) on (-co, t], 
V(t) = f V(A,j , (-co, t]). 
(2.28) 
i.j=l 
COROLLARY 2.2a. In addition to the hypothesis of Theorem 2.2 let 
g(x) be locally Lipschitzian; (2.29) 
0 = V(-co) EE V(t) on (-co, 4, V(t) = V(m) 047, , co), (2.30) 
for some -co < r1 < r2 < co, hold. Then, in addition to the conclusion 
of Theorem 2.2, the construction can be arranged so that 
f(t) E L’(kP). (2.31) 
Hypothesis (2.30), which states that the measure dA(t) has compact 
support, is obviously satisfied in the important cases of the ordinary 
differential equation (1.8*) and the differential-delay equation (1.15 *). 
COROLLARY 2.2b. Corollary 2.2a holds if (2.30) is replaced by 
s 
’ 1 t 1 V(t) dt < co, J-Y t[V(co) - V(t)] dt < co. (2.32) 
--m 0 
If (2.30) is satisfied, then obviously (2.32) is also. If V(t) is absolutely 
continuous, then the moment condition (2.32) is equivalent to 
s 
m 
W’(t) dt < 00. 
-m 
(2.33) 
Another important structure on r is given by 
DEFINITION 2.6. “r is of Type 3” means that there exists a 
+(t) E r such that at least one of+(- co), +(oo) does not exist. (2.34) 
r is obviously of Type 3 if (1 .l *) h as a nonconstant periodic solution. 
I’ may, of course, be of both Types 2 and 3; simultaneously there may 
exist a compact set S, containing more than one element, such that 
r,# 0 isofType1. 
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THEOREM 2.3. Let (1.2) and (1.3) hold and let I’ be of Type 3. Then 
there exist an f(t) E C,(.%?) which satisfies (1.4) and a bounded solution 
x(t) E C,,l(Wl) of (1.1), with thisf(t), such that x( 00) does not exist. 
The assertion is clearly true if the +(a) of (2.34) does not exist; 
simply take f(t) r= 0 and x(t) = 4(t). The proof when $(- co) does not 
exist is given in Section 8. 
COROLLARY 2.3. In addition to the hypothesis of Theorem 2.3 let 
(2.29) and (2.32) hold. Th en, in addition to the conclusion of Theorem 2.3, 
the construction can be arranged so that (2.31) is satisjied. 
In the next result a qualitative hypothesis on the structure of r,, 
where S is compact, is shown to imply a quantitative conclusion con- 
cerning the time spent by some elements of r, in going from a neigh- 
borhood of one critical point of (1.1 *) to a neighborhood of another one. 
THEOREM 2.4. Let (1.2) and (1.3) hold, let S C Sf* be compact, and 
let there exist distinct c1 , c2 E S such that 
rs = rpl) ” rp4 ” rlj”“4, (2.35) 
where 
r$cJ = tclj, r$2.4 = lc2), r$,cd f De (2.36) 
For each E E (0, g 1 c1 - cz j) and y(t) E I$+‘,) let 
~(4 = sqp0 ( IAs) - cl I < E on (-m, t)>; 
8,(4 = iyf{t ( I Y(S) - c2 I < E on (6 co)); (2.37) 
Then 
for each such E. 
The proof of Theorem 2.4, given in Section 10, employs Theorem 2.1 
and a construction which is similar to the one used in the proof of 
Theorem 2.2. 
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The following result is concerned with the real scalar Volterra 
equation 
x’(t) + j: g(@ - 5)) u(t) a = f(t) (0 < t < co), (2.39) 
which is a special case of (1.14), and has been commented on in Section 1. 
Its proof employs Theorem 2.1 and Corollary 2.2b. 
THEOREM 2.5. Let (1.10) (with W replaced by Bl), (2.29), and 
ix I g@) = 01 n L-X, Xl is jinite for every X E Wf, (2.40) 
a E cyo, co), (2.41) 
(-1)‘; O)(t) 3 0 (0 < t < co; k = 0, 1, 2); 4) + u(o+), (2.42) 
4th tu(t) EL1(.B?,+), (2.43) 
t%(t) E Ll(Lz\+) 
f(t) ELqs+),f(a) = 0 
(2.3 
hold, and let #(t) be a bounded solution of (2.39). Then 
gz $4(t) = c (2.45) 
fey some c such that g(c) = 0. 
In the context of the other assumptions, the condition u(t) $ a(O+) 
of (2.42) could be written equivalently as a(t) + 0. The present course, 
as well as the writing of (2.43) and (2.44), separately, facilitates the 
statements of some known results which are given in Section 11. 
3. EARLIER RESULTS AND OTHER PRELIMINARIES 
Definition 3.1 and Theorems 3.1 and 3.2 below are taken from [8] 
and are crucial for the proofs given in succeeding sections of this paper. 
Theorem 3.1 combines Theorem la and [S, Added in Proof (1) and (2)]. 
Note that r(x(t)) of (2.3) above is the same as r,* of [8]. The statement 
of Theorem 3.2 is slightly stronger than that of [8, Theorem 2a] with 
regard to the smoothness of x(t) and f  (t). The validity of these refine- 
ments, however, follows immediately from the conclusion of Theorem 2a. 
The remainder of this section is devoted to some related lemmas which 
are also employed in later sections. 
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DEFINITION 3.1. If {t?J is a sequence of real numbers which satisfy 
t, < t, < ..., lim(t,, - tmel) = 03, (3.1) m--a 
then by a “#-sequence” associated with {t,,J we mean a sequence of 
real-valued functions {z,&,(t)}, #,Jt) E Ca(&?l) such that 
(-cc <t < co), 
(Cl&> = 1 (t < h), $4(t) z 0 (tz < t), $4’(t) < 0 (t1 < t < 4, 
&n(t) = 0 (t < L-1 fmd t 3 L+J, vL(Gn) = 1, 
&L’(t) 3 0 (L-1 < t < L), An’(t) < 0 (L < t < tm+A 
for m = 2, 3,... . 
Thus, a +-sequence is a partition of unity for &? in which the succes- 
sive functions, the &(t), are varying slower and slower as m --+ co. 
Given any sequence (tr,,) which satisfies (3.1), there exists an associated 
(not unique) $-sequence. The proof of this rather obvious fact is a 
small portion of the proof of [8, Lemma 3.11. 
The following result shows that a bounded solution, x(t), of (1 .l) 
may be represented as an infinite series involving a #-sequence and 
elements of .F(x(t)). The latter set is defined by (2.3). By Lemma 2.2 
the elements of r(x(t)) are solutions of (1.1 *), the union of whose ranges 
comprises Q(x(t)), the positive limit set of x(t). 
THEOREM 3.1. Let (1.2)-( 1.4) hold and let x(t) be a bounded solution 
of (1.1). Then there exist ylll(t) E F(x(t)) (m = 1, 2,...) and a sequence {t3 
satisfying (3.1) such that 
lim{ sup 
m-+m t,-.&st,+2 
I 4) - YmWl3 = 0, 
p$, ""=;yp I .~'(4 - r??L'(t)l> = 0. 
m I- -. m+l 
(3.2) 
(3.3) 
Moreover, there exists a $-sequence {$,Jt)} associated with {tm} such that 
4) = f A&) Y&) + 7(t) (- co < t < co), (3.4) 
TX=1 
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where 
(3.5) 
(3.6) 
In the next theorem essentially the converse problem to the one 
treated in the preceding theorem is considered. Namely, a pair of 
functions x(t), f(t) is constructed from certain given data in such a 
manner that x(t) is a smooth bounded solution of (l.l), with this f(t), 
and f(t) is a uniformly continuous function satisfying (1.4). The given 
data involve a #-sequence, a compact subset S C VN, and a subsequence 
of rS (defined by (2.6)) w ic h’ h is assumed to satisfy a certain “closeness” 
condition, (3.7), below. 
THEOREM 3.2. Let (1.2) and (1.3) hold, let (t,J satisfy (3.1), and let 
(&,L(t)} be an associated #-sequence. Suppose there exist a compact set 
S C VN and ym(t) E rs (m = 1, 2,...) such that 
lim{ sup 
m-+m t,-l<t&t,+s 
I Y&l - Ym+dN = 0. 
Define x(t) and f (t) on &? by 
40 = f An(t) YmW, 
m=l 
(3.8) 
f(t) = x’(t) + sp& &(t - 0) d45). (3.9) 
Then x(t) E C,l(SP) n L”($P) andf (t) E C,(Wl) satisfies (1.4). 
The following elementary lemma is used in the proof of Theorem 2.4. 
Its proof identifies with every sequence {tnL} satisfying (3.1) a function 
l?(t) which will also be useful in the proof of Theorem 2.1. 
LEMMA 3.1. Let the hypothesis of Theorem 3.2 be sati$ed and let 
x(t) andf (t) be defined by (3.8) and (3.91, respectively. Then 
.Q(x(t)) c s. (3.10) 
If {tm} satisfies (3.1), let 
e(t) = 0 on (-co, t,); O(t) = m on Pm , L+l ) (m = 1, 2,...). 
(3.11) 
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Then 
In order to establish (3.10) let w E Q(x(t)). Then there exists a sequence 
{Q} such that 
lim si = co, i+m hil X(Si) = W. (3.13) 
It follows immediately from Definition 3.1, (3.8), and (3.11)-(3.13) that 
$ YO(s,)(%) = w~ (3.14) 
where without loss of generality we have assumed that 0(s,) > 1 for all 
i > 1. Since yece,)(si) E S and S is compact, (3.14) implies that w E S, 
which completes the proof. 
The proof of the next lemma is very similar ‘to that of Lemma 2.1. 
LEMMA 3.2. Let (1.2) and (1.3) hold. If S C V* is compact and if 
yi(t) E r, (j = 1, 2,...), th en there exist y(t) E rs and a subsequence 
fY&>l of {YiW etch that 
;k$ Yip) = r(t) 
uniformly on every compact subset of WI. 
(3.15) 
Theorem 3.2 is invoked in the proofs of Theorems 2.2-2.4, and their 
corollaries. These proofs all involve the construction of sequences {tm> 
and {yVh(t)} which satisfy (3.1) and (3.7), respectively. While there are 
intrinsic differences in these constructions, they share a common theme. 
Namely, each one involves a sequence of disjoint intervals on Wf, 
whose lengths tend to infinity, and a sequence of functions in r, 
(S compact) which are pairwise closer and closer on successive intervals. 
The following lemma formalizes this situation in a manner which we 
may apply in each of the above mentioned proofs and, thereby, avoid 
needless repetition. It shows how to extract the desired {tm} and {ym(t)} 
sequences from the given data. 
LEMMA 3.3. Let (1.2) and (1.3) hold, let S C V* be a compact set, 
and let &(t) E‘I’~ (h = 1, 2,...). Let {Q}, {&}, {TV}, and {Ik} be sequences 
which satisfy 
60712212-3 
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Vk > 0, F+li vg = 0, 
51, b 7(k + 11, 
0 < 7k < rk + tk < rk+l , 
Ik = [Tk, Tk + tk], 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
for k = 1, 2,... . Suppose also that 
suP 1 +k@) - bk+&)i d 2vk 
tEIk 
(k = 1, 2,...). (3.20) 
Then 
(i) there exist sequences of positive integers {mk) and {tm} such that 
ml 2 4, [m,-3,m,+6lCh; 
(3.21) 
t, = m for m = l,..., ml 
and, for k = 1, 2 ,..., 
mk+l 2 mk + 7y 
Pm, + (k + l)(mk+l - 3 - mk), trn, -b (k + l)tmk+, - mk> + (k + 2)(3)1 c Ik+,+1 , 
t, = tmnn + (k + l)(m - mk) for m = mk + l,..., mk+l, (3.22) 
(ii) {tm} satisfies (3.1) ;f (3.21) and (3.22) hold, 
(iii) the sequence {y,Jt)}, dejined by 
ym(t) =&(t) for m = l,..., ml, 
(3.23) 
ym(t) = +k+l(t) for m = mk + lye.., mk+l (k = 1, 2,...), 
sa tisfis 
YmW - Ym+&> = 0 for m # mk , 
(3.24) 
t,~:_,~t(t, +3 Ii%&) - Ym,+&)l < 2vk 9 SUP 
k 
and, thus, also satisfies (3.7). 
Invoking (3.17)-(3.19) for k = 1 and k = 2, we see that (3.21) and 
(3.22) for k = 1 b o viously hold for some positive integers m, , m2 , 
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and t, (m = l,..., m,). Suppose (3.22) holds for k = l,..., j. Then, 
since (3.17) implies that 
4(j + 2) + 3(j + 3) < 7((j + 2) + 1) G &i+z , 
it is evident that positive integers v++~ and t, (m = mj+l + l,..., mj+J 
which satisfy (3.22) for K = j + 1 may now be chosen. Thus (i) is 
established. From (3.21) and (3.22) we note that 
t, - tmq = 1 for m = 2,..., m, , 
(3.25) 
t, - t,-, = k + 1 for m = mk + l,..., mk+l (k = 1, 2,...), 
which shows that (ii) holds. It follows from (3.21) and (3.22) that 
P?nl,-8 9 Lk+31 c Ik (It = 1, 2,...), (3.26) 
which together with (3.20) and (3.23) establishes (3.24) and completes 
the proof. 
It may be noted that (3.24) is stronger than necessary for the (ym(t)) 
to satisfy (3.7). In particular, the sup in (3.24) is taken over [tmkm3 , tm,+J 
rather than [tmk-l , tm,+z , ] which would suffice for (3.7), because of the 
demands of the proofs of Corollaries 2.2a, 2.2b, and 2.3. 
4. PROOF OF THEOREM 2.1 
The necessity of the condition 
~mt)) is of ‘We 1 (4-l) 
has been established in Section 2. Suppose, therefore, that (4.1) holds. 
Since our hypothesis is now more stringent than that of Theorem 3.1, 
the conclusion of the latter is available here. Thus, let (tm), (ym(t)), 
and {&Jt)) be as in Theorem 3.1. Let d(t) be defined by (3.11). 
rn(z(t)) # (21 because of Theorem 3.1 and (2.12). Therefore, (4.1) 
and Definitions 2.3 and 2.4 imply 
{c I g(c) A(a) = 0, c E Q(G))} = {cl ,..., cn) = Q, (4.2) 
for some fixed positive integer 12 and fixed distinct ci E gN. Formulas 
(2.17)-(2.20) also hold here with S replaced by D(x(t)). 
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The proof will be accomplished by showing that the assumption 
x(m) does not exist (4.3) 
leads to a contradiction. 
In view of (4.3) there exists an x to) E VN and a sequence (pp’} such 
that 
x(O) # ci (i = I,..., n), x(O) E SZ(x(t)), 
(4.4) 
$) < $’ < . . . , lim p$$ 
km= 
= al, i-2 x(pjco’) = x(O). 
Let e. satisfy 
0 < co < =&ijn{l Ci - Cf 1 (i #i), I Jo) - ci I>* (4.5) 
We may assume without loss of generality, by taking a subsequence of 
(pro’} if necessary, that 
1 x(#) - x(O) 1 < .z* (k = 1, 2,...). (4-G) 
Consider the subsequence of {y,(t)) defined by 
Ii0c,(,u9(w=* > (4.7) 
where by (3.12) we have assumed without loss of generality that 
b&$0)> > 0 for K = 1, 2,... .’ Then (3.1), (3.2), (3.11), (4.4), and the 
triangle inequality imply 
F-2 ye(&q(& = x(O). (4.8) 
Let 
. 
Then 
YPW = Yeby)(t + PP) (k = 1, 2,...). (4.9) 
p$ yt’(o) = x(O) (4. IO) 
and, since F,,,,,,, is invariant under translation, y;“(t) E r,,,,,,, . 
Lemma 3.2 implies the existence of a y(l)(t) E F,(,(,,, and a subsequence 
of {y;“(t)), h’ h w ic we may assume without loss of generality, by taking 
a subsequence of the {PLO’} if necessary, is the {y;“(t)} sequence itself, 
such that 
pt g’(t) = y(l)(t) (4.11) 
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uniformly on every compact subset of Wf. Clearly (4.10) and (4.11) 
imply 
y(l)(O) = x(o). (4.12) 
Since r(‘)(t) E rDb(t)) and (4.1) holds, it follows from (4.12), (4.4), 
(2.17), and (2.18) that n > 2 and that there exists (j. ,jr) E E such that 
y(l)(t) E I$$)$. (4.13) 
Of course, cj, and cil belong to the set Q of (4.2). (If n = 1, we have 
the asserted contradrction.) 
At each point of this proof that it is necessary to take a subsequence 
of a given sequence, we will use the convention already tacitly adopted. 
Namely, a phrase of the form, “taken to be the original sequence,” 
indicates that we are taking the corresponding subsequence of the 
&Lo’} of (4.4) and all other sequences preceding the given one. However, 
none of these subsequences will be relabeled. Thus, all relevant formulas 
which precede a given one hold for K = 1, 2,... . This process will 
only be performed a finite number of times. 
From (4.13) (recall the notation (2.7)), (4.9), (4.1 l), (3.1), and (3.2) 
there exist a subsequence of {pi”}, taken to be {pi”} itself, and sequences 
cL1’ T co and $’ f 00 (K -+ ~13) such that 
k 
I s(t) - cil I < <O on (l(k), k!’ + T!)) ,  
for k = 1, 2,... . Let 
pt’ = inf(t 1 ) X(t) - Cjl \ = Eg , t >, @’ + &)). 
Note that 
is a consequence of (4.5), (4.6), (4.14), and (4.15). Thus 
py - .$I) > $’ -+ 00 (k - m), 
I 49 - cjl I < E0 on (5F’, A?>; I 443 - cjl I 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
Eo . 
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From (4.17) there exists a constant x(l) E VN and a subsequence of 
(x(p~“)}, taken to be the sequence itself, such that 
)il x(/J?‘) = x(l), 1 x(l) - cj, 1 = Eg . (4.18) 
We now analyze the subsequence {rec$),(t)} of {y,(t)) in a similar 
but slightly more complicated manner than that employed on (4.7). 
From (3.1), (3.2), and (4.18) it follows that 
F+E y&$‘)(pp) = x(l). (4.19) 
Moreover, (3. l), (3.2), and (4.17) imply the existence of a sequence 
#) t co (K + 00) such that 
I Yebp’)(~) - cjl I < 2% on (pt’ - qp, pry). (4.20) 
Let 
YP@) = Ys(Dp,(t + 2). (4.21) 
Then rP’(t) E ra(z(l)) and (4.19)-(4.21) imply 
jii? y?‘(O) = x(l), I r??(t) - Gil I < 2% on (-$‘, 0). (4.22) 
Lemma 3.2 implies the existence of a yt2)(t) E r,(,(,)) and a subsequence 
of {rP’(t)}, taken to be the sequence itself, such that 
2-2 yjc”‘(t) = yC2)(t) (4.23) 
uniformly on every compact subset of W1. Then (4.18), (4.22), and (4.23) 
yield 
y”‘(O) = X(l), 1 y”‘(O) - Cjl 1 = Eg , 1 y”‘(t) - Cjl 1 < 2EO on (--co, 01. 
(4.24) 
Since y(s)(t) E rQ(z(l)) and (4.1) holds, it follows from (4.24), (4.13), 
and Definition 2.4 that there exists an integerj, such that 
(5 7 A> E E, i2 f h , y’qt) E r;&:$. (4.25) 
Thus ciO , cil , ci, E Q. (If n = 2, we have the asserted contradiction.) 
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It is now evident that we can inductively define sequences (cj,)& , 
(x(q’};zti, (y’“‘(t))&1 , and (pp))& for q = O,..., n - 1 such that 
ci,~ Q (q = o,..., n) are distinct points of Q, (4.26) 
and 
1 p - ci, I = co (4 b l)? lim p$’ = co, k--130 p2 x(p$‘) = .P, 
(4.27) 
pi ye(p’)(t + p$“‘) = y’“‘(t) E +%I&%‘, 
where the limit is uniform on every compact subset of SF. Of course, 
in establishing (4.26) and (4.27) increasing sequences 
&‘)L , d%l , FPL (q = l,..., n - 1) 
satisfying such properties as 
Q-1) < &d < &d + T$) < pk+;l), 
Pk 
among others already used for q = 1, will be employed. By (4.26), 
Q has at least n + 1 distinct points, which contradicts (4.2). Thus (4.3) 
has led us to the asserted contradiction. 
5. PROOF OF THEOREM 2.2 
It is convenient first to prove this result under hypothesis (2.23), 
which is the more complicated one. Then it will be trivial to indicate 
the modifications required under (2.22). Thus, there is a fixed integer 
n > 2, distinct c, E %P (k = I ,.,., n), and functions r(‘)(t) ,..., r(“)(t) such 
that (2.26) holds. Let 
Kl = m=(IlP Ilm ,..., II y(%J. (5.1) 
The proof is, essentially, an application of Lemma 3.3 and Theo- 
rem 3.2. Thus, we shall construct sequences (tm> and {am) such that 
the conclusion of Theorem 3.2 and (2.27) both hold. 
Let {vk> and {&} satisfy (3.16) and (3.17), respectively. 
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When k is a nonnegative integer, let [k] denote the remainder on 
dividing k by n; thus 
k=P+M where p = 0, l,...; [k] = 0 ,..., n - 1. 
Then (2.7) and (2.26) imply 
Y ([k’+l)(-aI) = c[k]+l , yf[kl+li(m) = c[k+l]+l (k = 0, l,... ). (5.2) 
By (5.2) there exist TV > 0 and A, E 9P such that 
Then 
(5.4) 
where II = [TV , TV + &I. 
The construction of the preceding paragraph may obviously be 
continued inductively to yield sequences (~~1 and (&J such that 
0 < 7k < rk + tk < Tk+l , 
SUP IY 
7*st<m 
([k-1'+1)(t + &,) - c[k]+l 1 < vk , (5.5) 
-m:2k+cr ’ y 
([kl+l)(t + xk) - c[k]+l 1 < vk 
for k = 1, 2,..., where A, = 0. Hence 
sup 1 y([k-ll+l)(t + x,-l) - y([“+‘)(t + &)I < 2vk , 
tEIk 
(5.6) 
,.jk(~) = y([“-ll+l) (t + A,-,) (k = 1, 2,...). (5.7) 
Then (5.6) and (5.7) imply that (3.20) holds. Thus the hypothesis of 
Lemma 3.3 is satisfied. Let the sequences {m,,}, {t,}, and {am) satisfy 
the conclusion of Lemma 3.3. Let (&(t)) be a #-sequence associated 
with this {tm} sequence. From (5.1), (5.7), and (3.23) it follows that 
Ym(4 E GrKl (m = 1, L..). 
The conclusion of Lemma 3.3 implies that the hypothesis of Theo- 
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rem 3.2 is satisfied. Hence, if x(t) andf(t) are defined by (3.8) and (3.9), 
respectively, then they satisfy the conclusion of Theorem 3.2. Finally, 
it is evident from (3.8), (5.5), (5.7), and (3.23) that assertion (2.27) holds, 
which completes the proof under hypothesis (2.23). 
Suppose (2.22) holds. Then there exist a c and a y(t) such that (2.24) 
is valid. The preceding proof holds verbatim in this case if everywhere 
in that proof I@) and ck (k = l,..., n) are replaced by Y(t) and c, 
respectively. 
6. PROOF OF COROLLARY 2.2a 
This proof is essentially a continuation of that of Theorem 2.2; the 
formulas of Section 5 (and Lemma 3.3) are all valid here. In the para- 
graph after next some of the inequalities of Section 5 are strengthened. 
In each case the original inequality becomes a consequence of the new 
version and is, thus, also available. Since the reasoning involved here is 
the same as that of Section 5, it is not repeated. 
In addition to (3.16) suppose that {IQJ satisfies 
v, < 00. 
k=l 
(6-l) 
Replace (5.3) and (5.4) by 
sup 1 y(l)(t) - yyt + A,)\ < A.- . 
ter, 2 
Similarly, replace (5.5) and (5.6) by 
(64 
sup Jy(rk-ll+l) t 
7&<m 
( + xk-l) - ctkl+lI d qkv; 1) , 
2x+L* ' y 
([kl+l)(t + xk> - ctkl+l 1 < qkV; 1) > 
SUPIY 
kI, 
([k--l’+l)(t + A,-,) - yQkl+l)(t + hk)j < * . 
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It follows from (6.2), (6.3), and (5.7) that (3.20) may be replaced by 
- y[ l9?&> - +k+l@>l G k I;“: 1 (k = 1, 2,...). (6.4) 
Turning now to the proof of this corollary itself, we begin by differen- 
tiating (3.8). With the aid of (l.l*), this yields 
x’(t) = f An(t) YmV) + f h’WY7&> 
nZ=l W&--l 
=- mzl h?t(t> c g(Ym(t - 4)) W5) + ftl 3Lmw YmW (6.5) 
From (6.5), (3.9), and Definition 3.1 it follows that 
f(t) = fl(O +fi(a (6.6) 
where 
flw = i VW) SW kc+ - 5)) - g(Ym(t - EN1 wt% (6.7) 
VT&=1 --m 
f&l = g An’(t) YmW v-w 
Clearly 
fi(t), fi@) E CUPW (6.9) 
We now show that 
f&l E w3 (6.10) 
without, in fact, invoking the additional hypotheses (2.29) and (2.30). 
Definition 3.1 implies 
*l(t) = 1 on (- a, 41, b&) + h+dt) = 1 on Pm , L+A 
*j(t) ZE 0 for j<mandj>m+lon[t,,t,+,], (6.11) 
s tm+1 I ?bm’(t)l dt = 1 hn 
for m = 1,2,... . Combining (6.8) and (6.11) we obtain 
f&) = 0 on C-00, hl (6.12) 
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and 
The last inequality together with (3.24) and (6.1) yields 
Assertion (6.10) now follows from (6.9), (6.12), and the preceding 
inequality. 
It follows readily from (2.29), (3.8), (3.23), (5.1), and (5.7) that 
I &W) - g(Ym(tNl G K2 I x(t) - Y&)l (--co < t < co; 711 = 1, 2,...) 
(6.13) 
for some constant Ka E [0, 00). From (2.28), (6.7), and (6.13) we obtain 
If&)l G Ks $l (Cl&) 1-1 I x(t - 5) - Y& - 01 d&3 (-co < t < co). 
(6.14) 
Let 
%W = I 40 - YlM w,(t) = I x(t) - Y&)I + I 44 - ~m+dQl (6.15) 
for t E CX1 and m = 1, 2 ,... . Then (6.14), (6.15), and Definition 3.1 
imply 
I M)I G K, fm wo(t - E) W5) (-co < t < t,); 
I f&)l G KS F; wi(t - 0 dJ%) 
(6.16) 
(tj < t < tj+l ;j = 1, 2,...). 
Hypothesis (2.30), which enters the proof here, together with (3.1), 
(6.16) and x(t) = rr(t) on (- 00, tr] yields 
IfiWl = 0 on C--03, Ed; 
tjJzyj+l Ih( G KJ~‘(co) sup r%(t) (i 3 jo> 
(6.17) 
tj-&s’tj+z 
for some t, < t, and positive integer j,, . From (3.25) it is obvious that 
s 
%+1 
dt=k+l (mk <j < mk+l - 1; k = 1, 2,...). (6.18) 
tr 
172 JACOB J. LEVIN 
Hence, from (6.17), (6.18), and Lemma 3.3 we obtain 
l.Mt)l dt < K,vv(co) f --f-l lk + 1) SUP w5(t) (6.19) 
k=l j=m, t5-lststj+z 
For the moment let us accept the inequalities 
eujtt> d 2 1 $kct) - +k+l(t>i (j = mk , mk + I), 
GO (mk + 2 <j  < mk+l - 2), @j-l < t < $+Z), 
< 2 1 +k+l@) - +k+&)i (j = mk+l - l), (6.20) 
which will be established in the next paragraph. Then from (6.4), (6.20), 
and Lemma 3.3 it follows that 
2 
SUP 
tj-lStStj+* 
wjw d k ; 1 (j = mk ? mk + I), 
G O  crnk + 2 <j  < mk+l - 2), 
2vk+l - ’ k+2 
(j = mk+l - 1). (6.21) 
Clearly (6.19) and (6.21) imply 
(6.22) 
It now follows fib (6.1), (6.9), (6.17), and (6.22) that fi(t) ELM, 
which together with (6.6) and (6.10) establishes (2.31). 
In order to establish (6.20) for j = mk , we observe that (6.15) and 
(3.23) imply 
wm,(t) = 1 +) - dk@)i + 1 @) - +k+l@)l (-00 < t < co). (6.23) 
From (3.8), (6.23), and Definition 3.1 we obtain 
Wm,(t) = 1 dk@) - ‘#‘k+&)l 
= 1 h&> +k@) + h,+&) +k+&) - ‘#k@)l 
+ 1 h&> ‘$k@) + hn,+&) +k+l@) - +ki-&)I 
= 1 $k@) - +k+&)l 
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Since, by Definition 3.1, 
+K+l(t) = h,(t) h+1W + 1Clm,+1w $4cflW (La, G t d 4n,d 
(6.25) 
formulas (6.24) and (6.25) and the triangle inequality establish (6.20) 
for j = mk . The remaining assertions of (6.20) are proven in a similar 
manner. This completes the proof. 
7. PROOF OF COROLLARY 2.2b 
This proof is a refinement of the one given in Section 6 for Corol- 
lary 2.2a. Since (2.30) is first invoked in Section 6 after (6.16), the 
argument up to that point also applies here. We further note (3.8), 
(3.23), (5.1), (5.7), and (6.15) imply 
4) < 4 (-al < t < co;j = 0, I,...) (7.1) 
for some constant I$ E [0, co). 
From Lemma 3.3, (3.9, (3.23), (6.14), and (6.15) it follows that 
which strengthens the first m, assertions of (6.16). Combining (7.1) 
and (7.2) we find 
I f&l e K&W - LJ 
which together with (2.32) yields 
s 
h 
V(t) dt < co. (7.3) --m ILWI dt d K&o j-O -x’ 
Let 
q(t) = Jrn euj(t - 0 W5) (-00 < t < oo;j = 1, 2 ,... ). (7.4) 
--m 
Then from (6:16), (7.4), and Lemma 3.3 it follows that 
j-1 I’fl(t)l dt < K, f mkf-l It’+’ q(t) dt. 
1 k=l j=ml. t j  
(7.5) 
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(7.6) 
where 
E,(k) = ;s;; j t’+l zj(t) dt, 
tJ 
E,(k) = jy-g;;3 s,t”’ u> dt- 
3 
Now (7.4) and (7.7) imply 
-J&(k) d J%,(k) + -&,2(4 + 4.3(k), 
where 
B,,,(k) = mF s’“’ [s”m”+3 wi(t - 5) dV(t)] dt, 
j=mk tj --m 
(7.7) 
(74 
E,,,(K) = mr 5”” [[tTelwj(t - 5) dV(SiJ dt, (7.9) 
Gmk, tj tQ+3 
eq3(k) = mr j”+’ [jtItmkel wj(t - 5) dv(n] dt. 
i=q tj 
Similarly, 
-qk) < -%,1(k) + E3.2(4 + 4.3W~ (7.10) 
where 
E,,Jk) = ,y-’ 5’“’ [jtm”“” wj(t - 5) dV([)] dt, 
j=mx+3 tj -* 
E,,,(k) = ;!; (,“’ [j-z”” wi(t - 5) dV(c$)] dt, 
I %+1-l 
(7.11) 
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Also 
where 
E,(k) < E3,lW + E3.2W + E3,3@)7 (7.12) 
&(k) = -f-I, s:l” [j”““*“” wj(t - s-g-) dV((f)] dt, 
i=m 9 --m 
E&k) = j;;;;;2 s,;j+’ [j-11”“‘+l-” wj(t - 5) d V(5)] dt, 
9 mt+1+1 
(7.13) 
E&k) = m’f-’ I”+’ [C 
5=mk+l-2 t f mk+1-3 
wj(t - 5) N(S)] dt. 
The estimates 
f%(t) G 2 I4kO) - ~k+lwl 
wj(t) = 0 
(Lk-3 G t < L1,+3 > mk - 2 <j  < mk + I), 
(7.14) 
(tmk+l < t < tmk+I-l, mk + 2 <j  < mk+l- 3) 
(7.15) 
are closely related to (6.20) an are proven in the same manner. From d 
(6.4), (7.14), and (3.26) it follows that 
SUP 
zvk 
w&) G k + 1 (mk-2<j<mk+1). 
~~~-3~~%~+8 
(7.16) 
Since by (3.22), tmk+2 - tmk = 2(k + l), (7.16) may be written as 
4vk 
_ t 
n&+2 WC 
(mk - 2 < j  < mk + 1). (7.17) 
We require the following consequences of (7.17) and (3.22). 
SUP wdt) G t 
4vk 
_ t (j = mk, mk + 1); (7.18) 
tOZk-6~%l,+3 nQ+2 "k 
wdt) G t 
4 
SUP 
vk+l 
t m~+l-3~tGnh+l+l 
_ t 
mk+l “w-2 
From (7.9) and (7.18) we have 
(j = mk+l- 2, mk+l- 1). 
(7.19) 
E,,,(k) G mr lt’+l V(m) [ t 
j-ml, tj 
“” t 
n&.+2 mk 
] dt = 4V(oo) vk. 
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From (7.11) and (7.15) it follows that E,,,(k) = 0. Similarly, (7.13) 
and (7.19) yield 
It follows from (7.9) and (7.1) that 
= KS 1 tmk+a-tmk+3 V(s) ds < K3 j--‘-l V(s) ds. 
hn*-hnk+3 -03 
In the same manner (7.11) and (7.1) yield 
and (7.13) and (7.1) yield 
Analogous to the preceding paragraph, (7.9) and (7.1) imply 
E1,3(k) ,< K3 F’ 5’“’ [V(m) - V(t - t,&] dt 
j=m, t5 
=Kgl tmk+2-tmk-1 [V(m) - V(s)] ds < K3 j; [V(a) - V(s)] ds, 
tm&---tlnh-’ 
(7.11) and (7.1) imply 
E,,,(k) < K, m’f-3 ft’+’ [V(m) - V(t - t,,+l)] dt 
j=m,+2 t5 
d K3 
I 
co [V(m) - :V(s)] ds, 
k+l 
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and (7.13) and (7.1) imply 
< & I m [V(a) - V(s)] ds. kfl 
The preceding estimates on the EJk) and (7.6), (7.8), (7.10), and 
(7.12) yield 
+ 3K&, il jr V’(=J) - WI ds. 
It follows readily from the monotonicity of V(t) and the monotone 
convergence theorem that 
jl j;; I/‘(‘) ds G j:m 1 t 1 v(t) dt, 
il jr [v(a) - v(s)1 ds < j; Woo) - V(t)] dt. 
Hence 
s m If&)/ dt< =zv(Cf’) f vk 
% k=l 
+ %K, ( j;a I t I W> dt + jam U’(a) - WI d+ 
which together with (2.32), (6.1), and (7.3) implies that fi(t) ELM, 
and, thereby, completes the proof. 
8. PROOF OF THEOREM 2.3 
This proof is an application of Lemma 3.3 and Theorem 3.2, in 
which the sequences {&,J and (y,(t)} are constructed so that x( 00) does 
not exist. 
607/22/2-x+ 
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Let 4(t) satisfy (2.34). The trivial proof when +(co) does not exist 
has been given in Section 2. Suppose, therefore, that 4(-co) does not 
exist. Then there exist CL, CL’ E QP, with p # p’, and sequences {So) and 
{sic’> such that 
Sk+1 < Sk’ < Sk < 0 
pt Sk = -co, 
(k = 1, 2,...); 
(8.1) 
Let {Q} and {ck} satisfy (3.16) and (3.17), respectively, and in addition 
suppose that 
Let 
"kfl < vk 9 lk+l 3 lk * 
$k@) = #‘@ + sk)* 
(84 
(8.3) 
Then by Lemma 3.2 there exists a &<t) E F,,,$,, and a subsequence of 
~~~~~}‘Quyb~~~atwithout loss of generality we tike to be the sequence 
, 
(8.4) 
uniformly on every compact subset of gl. Clearly the preceding implies 
that q(O) = p and, by subsequencing and relabeling the sequences 
other than {I+} and {&J if necessary, that 
ske+l < sk’ < Sk - tk < sk > 63.5) 
sup 1 # + sk) - &)I < vk (8-6) 
-C&<O 
fork= 1,2,.... 
Setting 
Tk = s2 - Sk+1 + r;, - ck > rk' = dc+l + % - sk+l- sk+2 + 513 (8.7) 
we obtain from (3.17), (8.5), and (8.7) that 
0 d 7k < Tk + 61, < ?k’ < 7%+1 (84 
for K = 1,2,... . Let Ik = [TV , TV + &I. Then (3.16)-(3.19) hold. 
Set 
4k(t) = $& - s2 + sk + sk+l - t)* (8.9) 
#k+l(Tk + 5,) = +(sk+2) - CL (h + 00); 
(8.10) 
+k+l(Q? = +(4x+1) - CL’ (k + co). 
Moreover, it follows from (8.7) and (8.9) that 
SUP I4&) - b+dt)l < SUP IA&) -&t - $2 + %+1 - 5l)l 
tei, tdk 
+ sup 1 +k+l@) - & - s2 + sk+l - cl)1 
ter, 
= sup I d(s + Sk) - w 
-C*S.?SO 
+ -;fso 1 ++ + sk+2) - &h 
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Then rJk(t) E r,,,+,, and (8.7), (8.9), and (8.1) imply 
m 
which together with (8.2) and (8.6) ’ pl im ies that (3.20) also holds here. 
Thus the hypothesis of Lemma 3.3 is satisfied. Let (m,>, {tm}, and 
{ym(t)} satisfy th e conclusion of Lemma 3.3. Let i&(t)} be a #-sequence 
associated with {tn}. Clearly (8.9) and (3.23) imply that they,(t) E r”,,+,, . 
If x(t) and f(t) are defined by (3.8) and (3.9), respectively, thenwit 
follows from Lemma 3.3 and Theorem 3.2 that only the nonexistence 
of x(c0) remains to be established. From (3.8), Lemma 3.3, and (8.10) 
we have 
+-k + z;k) = +k+lbk + tk) - p”, x(7k’) = $‘k+ltTk’) - p’ @ - a), 
which, since TV + cc’, obviously implies that x( co) does not exist and 
completes the proof. 
9. PROOF OF COROLLARY 2.3 
This proof is essentially the same as the one given in Sections 6 and 7. 
We add the requirement (6.1) to (3.16) and strengthen (8.6) to 
suP 
-r&so 
1 d@ + $3 - &)I < 
2&- 1) 
(k = 1, 2,...). 
Then, as in Section 6, (3.20) may be replaced by (6.4). The passage 
from (6.5) to the end of Section 7 remains unchanged (except that 
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references to (5.1) should be replaced by references to r&((t) E L”(9P)) 
and completes the proof. 
10. PROOF OF THEOREM 2.4 
Suppose the conclusion is false. Then there exist Ed E (0, $ [ cr 
and a sequence &t) E I’$*‘,) (j = 1, 2,...) such that 
where 
1’ rm pi = co, 
j - tm 
Pi = f&tEO) = P6.j(E0) - a6j(‘0) = Pi - % * 
- c2 I) 
(10.1) 
(10.2) 
We will obtain a contradiction to the above supposition and, thus, 
a proof of this theorem in the following manner. By way of Lemma 3.3 
and Theorem 3.2, (10.1) will enable us to construct sequences {tm} and 
{am} such that x(00) does not exist for the x(t) of Theorem 3.2. 
On the other hand, from our construction, Lemma 3.1, the hypothesis, 
and Theorem 2.1 it will follow that x( 00) does exist. 
Let 
Jdt) = +j;.ct + “5). (10.3) 
Then 
Jj(t) E rp) (10.4) 
I &it) - 6 I < Eo on (-a O), I&(O) - Cl I = Eo , (10.5) 
1~3w - c2 I < 60 on (Pr P a), I ~j(f5 - c2 I = <o * (10.6) 
By Lemma 3.2 there exist B(t) E r, and a subsequence of {r&(t)}, which 
without loss of generality we take to be the sequence itself, such that 
\& JjCt) = &t) (10.7) 
uniformly on every compact subset of 99. From (10.5) and (10.7) we 
have 
-r<yso Id(t) - Cl I = co 1 I&O> - %I = Eo. (10.8) 
Since d(t) E r,, the hypothesis and (10.8) imply 
#J(f) E r@*). (10.9) 
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Let 1~~) and (&} satisfy (3.16) and (3.17), respectively, and let jr 
be an arbitrary, fixed, positive integer. In view of (10.4) and (10.9) 
there exists a real number pi = or > pi, such that 
sup I &,(t> - c2 I < &I > sup I d(t) - c2 I < $1 * (10.10) 
r&<m r&cm 
Let .Tr = [or , -ri + <,I. By (lO.l), (10.2), and (10.7) there exists an 
integer j, such that 
jl < j2 , T1 + 51 < Pj, ) :$P Ik,(t) -dCt>l G &I 3 (lo*ll) I 
which together with (10.10) yields 
SUP I &(t) - ~&)I G 2% . 
&II 
(10.12) 
From (10.6) we have, of course, 
I d&jJ - c2 I = E0 * (10.13) 
It is now evident that we can inductively define a sequence of positive 
integers (j,} and a sequence of positive real numbers (TV} such that if 
II, = 1% , Q + til, then 
ik < jk+l , Pi, < rk < rk + 51, < Pjk,, I 
for k = 1, 2,... . Clearly, (10.14) implies 
and (10.6) implies 
I J&+,(Pi*+J - c2 I = CO 
for k = 1, 2,... . Observe that (3.16)-(3.19) are satisfied. 
Set 
+kct) = $jk(t>- 
(10.15) 
(10.16) 
(10.17) 
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Then (10.15) and (10.17) imply that (3.20) also holds. Since the 
hypothesis of Lemma 3.3 is satisfied, we now let {md, (t3, and {r,(t)} 
satisfy the conclusion of that lemma. Observe that (10.4), (10.17), and 
(3.23) yield ym(t) E r, for m = 1, 2 ,... . 
The hypothesis of Theorem 3.2 being satisfied, let x(t) and f(t) be 
defined by (3.8) and (3.9), respectively. From Definition 3.1, (3.8), 
Lemma 3.3, (10.14), and (10.17) we obtain 
an,+z) = &+l(L~+2)~ X(Pi,+,) = 4iL+1(Pik+l) (10.18) 
and, of course, tnLk+2 --+ co and pikCl ---t a as k + co. Since tnlkf2 E II, 
(recall (3.26)), we have from the first half of (10.18), the last assertion 
of (10.14), (10.9), and (3.16) that 
(10.19) 
However, (10.16) and the second half of (10.18) yield 
I 4Pir+J - cz I = co (k = 1, 2,...). (10.20) 
Clearly (10.19) and (10.20) imply 
x( co) does not exist. (10.21) 
The construction of x(t) and Lemma 3.1 imply that Q(x(t)) C S. 
Hence, as noted after Definitions 2.2, 
r mxct,, c rs. (10.22) 
The hypothesis and Definition 2.4 imply that r, is of Type 1, which 
together with (10.22) and (2.21) h s ows that rQ(z(t)) is of Type 1. Hence, 
by Theorem 2.1, x( co) exists, which contradicts (10.21) and establishes 
the theorem. 
11. PROOF OF THEOREM 2.5 
It was noted in Section 1 that, by [S, Lemma 2.21, results for (1.1) 
are relevant to (1.14). W e now sketch a proof of that lemma as it applies 
to (2.39). 
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Let the hypothesis of Theorem 2.5 be satisfied and set 
A(t) = 0 (-co < t < O), 4) = Lt 40 dE (0 < t < al); 
J(t) = dl40)) A(a) (-cc < t < 0); (11.1) 
f(t) = f(t) + &w))[~(~) - 441 (0 < t < co). 
The hypothesis readily implies that A(t) satisfies (1.3) and 3(t) satisfies __ - - 
(1.4). Moreover, it is easily shown that if 
x(t) = i)(O) (-00 < t < 0); 
then x(t) is a bounded solution of 
x(t) = yqt) (0 < t < co), (11.2) 
X’(t) + j-= g@(t - EN d&Y = f(t) (-co < t < co) (11.3) 
-m 
in the sense defined in Section 1. In view of (11 .I) the limit equation 
associated with (11.3) is 
r’(t) +ja g(y(t - 5)) 45) dt = 0 (--00 < t < co), (11.3*), (2.39*) 
0 
which is of the same form as (1.1 *). Thus we may now refer to (11.3*) 
as (2.39*), the limit equation associated with (2.39). In this section r, 
r, , etc., refer to the appropriate sets of solutions of (2.39*). 
Theorem 2.5 is obviously an immediate consequence of Theorem 2.1, 
Lemma 2.4, and 
THEOREM 11.1. Let (2.29) and (2.40)-(2.44) hold. Then r,, is of 
Type 1 for every Y > 0. 
The proof of Theorem 11 .l will involve Corollary 2.2b as well as 
the following results. 
LEMMA 11.1. Let (2.41)-(2.43) and 
g E WV (11.4) 
hold. Then every y(t) E F satisfies 
(11.5) 
(11.6) 
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Assertion (11.5) is established in the course of the proof of [7, Theo- 
rem 5a]. In [7] the further assumption 
q?(x) > 0 (x # 0) (11.7) 
is made, which enables the further deduction that y(- oc) = 0 to be 
made. However, in that proof, (11.7) is not required to establish (11.5). 
Only trivial changes in the argument of [7] for (11.5) are required to 
establish (11.6). It may be helpful to note that this argument centers 
around the function 
whose derivative is 
Under our hypothesis, part of the argument of [7] consists in showing 
that 
V(t) ELm(91), Jqt) E G@w, V’(t) G 0 (-00 < t < co). (11.8) 
The key point here is that while (11.7) guarantees that V(t) 3 0 on W1, 
that fact is not required in the proof of (11.8). 
LEMMA 11.2. Let (2.42) ( w h ere a”(t) exists and is finite on (0, co)), 
(11.4), and 
44 qo, l), (11.9) 
f(t) E c(w+) n Ll(i%‘+) (11.10) 
hold, and Zet x(t) E Cl(w+) b e a bounded solution of (2.39). Then 
V+T g@(t)) = 0. (11.11) 
This result is Theorem 1 of [9]. We observe that Theorem 2.5 requires 
more stringent hypotheses on both g(x) and u(t) than does Lemma 11.2; 
however, except for the assumption f (co) = 0, the former requires less 
stringent conditions on f (t). 
We now prove Theorem 11 .l which, as already noted, will complete 
the proof of Theorem 2.5: 
ON SOME GEOMETRIC STUCTURES 185 
It follows immediately from Lemma 11.1 and (2.40) that 
rc u P-5). (11.12) 
~a,tvEiP 
Suppose r is of Type 2. Then by Corollary 2.2b there exists a pair 
x(t), f(t) such that x(t) E CU1(W1) n L”(9P) and f(t) E C,(B?) n Lr(9P) 
satisfy 
x’(t) + Lrn g(@ - E)) 46) dt = f(t) (-a < t < co) (11.13) 
and such that x( co) does not exist. We rewrite (11.13) as 
W> + /k(t - 8)) 46) d5 = f(t) - h(t) (-00 < t < co), (11.14) 
0 
where 
W = irn &(t - 0) 43 df. 
Let M = sup- m<l<co I g(x(t))l. Then (11.15) and (2.43) imply 
loa 1 h(t)1 dt < M f= h(t) dt, 
0 
which together withf(t) l Ll(.%?i) yields 
f(t) - h(t) ELya+). 
Clearly h(t) E C(Wl). Hence 
(11.15) 
(11.16) 
f(t) - h(t) E C(Lw). (11.17) 
It now follows from (11.14), (11.16), (11.17), and the hypothesis that 
the hypothesis of Lemma 11.2 is satisfied. In view of (2.40), this implies 
that x(co) exists. The contradiction proves that r is not of Type 2. 
’ Clearly (11.12), (2.40), and r not of Type 2 imply that ra, is of 
Type 1 for every r > 0, which completes the proof. 
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