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Electronic noses have applications on different fields, from medicine 
to the control of atmospheric air quality. Artificial noses usually don’t satisfy 
the requirements to be used on those activities, or because they are not 
sensitive enough or due to their reduced life time. 
This work is about the development of an electronic nose based on 
luminescent substances, which interface is done with an image sensor, and 
the excitation using LEDs of multiples wavelength. Using an image sensor we 
are able produce a small device compared with devices based on optical 
fibers. 
So, this work approaches subjects about the implementation of the 
device, like the draw of the detection chamber or the gas delivery system 
production. The electronics and the software used to control the device will 
be subject of discussion too. 
Since we aim to produce a fast device we simulated the response time 
of some detection chambers. 
As this work is about the firsts steps  in the production of such device, 
this thesis don’t finishes with a functional device, instead  we are searching 















Os narizes electrónicos têm aplicação em diversas áreas desde a 
medicina até ao controlo da qualidade do ar. Os narizes artificiais 
normalmente não satisfazem os requisitos de utilização nessas actividades, 
ou porque não são suficientemente sensíveis, ou devido ao seu reduzido 
tempo de vida. 
Este trabalho centra-se no desenvolvimento de um nariz artificial 
baseado em substâncias luminescentes, cuja interface é feita com recurso a 
um sensor de imagem e a excitação recorrendo a LEDs de vários 
comprimentos de onda. Utilizando um sensor de imagem consegue-se 
produzir um dispositivo de reduzidas dimensões comparativamente a 
dispositivos que recorrem a fibras ópticas.  
Assim, este trabalho aborda as questões relacionadas com a 
implementação de todo o dispositivo, desde o sistema de produção de gases 
até ao próprio desenho da câmara de amostragem. Também será abordada 
a electrónica e software de controlo do dispositivo. 
Uma vez que se pretende produzir um dispositivo rápido, foram feitas 
simulações do tempo de resposta de diversas câmaras de mostragem. 
Este trabalho centrou-se nas fases iniciais do projecto, deste modo, 
esta dissertação não terminou com um dispositivo totalmente funcional, mas 
sim na procura de um conjunto de sensores/gases que permitam demonstrar 














ART – Adaptive Resonance Theory 
BAW – Bulk Acoustic Wave 
CAD – Computer Aided Design 
CD – Compact Disk 
FPW – Flexural Plate Wave 
FS – Full Scale 
IDT – Interdigital Transducer 
ISR – Instituto de Sistemas e Robótica 
LDA – Linear Discriminant Analysis 
LED – Light Emitting Diode 
LMS – Least Mean Squares 
LVQ – Learning Vector Quantization 
MFC – Mass Flow Controller 
MOS – Metal Oxide Semiconductor 
OLS – Orthogonal Least Squares 
PC – Personal Computer 
PCA – Principal Components Analysis 
PCR – Principal Components Regression 
PLS – Partial Least Squares 
PWM – Pulse Wave Modulation 
QCM – Quartz Cristal Microbalance 
QMB – Quartz Microbalance 
SAW – Surface Acoustic Wave 
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1 - INTRODUÇÃO 
 
1.1 - MOTIVAÇÃO 
 
Uma das estratégias utilizadas para a detecção de compostos 
químicos no ar é a utilização de indivíduos ou animais treinados para tal. 
Contudo, factores como o humor ou o cansaço podem afectar os resultados 
obtidos. Além de que, a utilização de seres vivos para identificação de gases 
tóxicos não é viável, pois estes podem ser fatais. Assim, surgem os narizes 
artificiais, com o objectivo de preencher esta necessidade, baseando-se no 
sistema olfactivo dos mamíferos, estes são utilizados para a identificação de 
diversos gases. 
Os narizes electrónicos têm inúmeras vantagens sobre os narizes 
naturais, como por exemplo permitem o funcionamento contínuo, enquanto 
os seres vivos necessitam de pausas para descanso. Além disto, narizes 
electrónicos podem ser desenvolvidos para detecção de compostos aos 
quais o sistema olfactivo humano não é sensível. 
Desde 1982, quando Persaud e Dodd desenvolveram o primeiro nariz 
electrónico (Persaud & Dodd, 1982) já surgiram as mais diversas aplicações 
para estes dispositivos, como por exemplo: 
• Determinação da qualidade do café colombiano (Rodriguez, 
Duran, & Reyes, 2009); 
• Identificação precoce de doentes com tuberculose (Gibson, et 
al., 2009); 
• Avaliação da frescura de sardinhas (Mirhisse, et al., 2009); 
• Distinção e monitorização de doenças em plantas 
(Laothawornkitkul, et al., 2008); 




• Determinação da dose ideal de anestesia a aplicar (Saraoğlu & 
Edin, 2007). 
Os narizes electrónicos podem ser usados para as mais diversas 
aplicações como se verifica na lista acima, despertando assim o interesse 
das indústrias de diferentes ramos como é o caso da produção alimentar e 
indústrias químicas. 
A criação de narizes electrónicos geralmente requer o treino destes, o 
que faz com que estes dispositivos sejam programados para apenas 
reconhecer um conjunto limitado de gases. Esta limitação ocorre também 
devido ao facto de uns narizes electrónicos serem mais sensíveis a uns gases 
do que outros. Com isto, percebe-se facilmente que não existe um 
dispositivo que seja o melhor, mas cada dispositivo tem as suas vantagens e 
desvantagens comparativamente a outros. 
Uma das desvantagens da utilização de métodos analíticos, como por 
exemplo a cromatografia gasosa, é que esta utiliza equipamentos de 
grandes dimensões, limitando a sua utilização apenas ao local onde se 
encontra o equipamento. A utilização de narizes artificiais de reduzidas 
dimensões permite contornar este problema permitindo o uso em 
aplicações que necessitem de um dispositivo portátil. 
Mas, um dos maiores problemas dos narizes electrónicos é o 
envelhecimento e envenenamento dos seus sensores, o que resulta em 
dispositivos com um curto período de vida.  
Apesar dos grandes desenvolvimentos registados, esta é uma área 
ainda em crescimento, uma vez que, existe a necessidade da utilização de 
narizes electrónicos em diversas actividades, não sendo ainda utilizados 
devido a algumas limitações que estes ainda possuem. 
 
 
1.2 - OBJECTIVOS 
 
O objectivo do projecto é construir um nariz electrónico baseado em 





quantificar múltiplos gases. O sistema final deverá que ser miniaturizado e 
portátil.  
Este projecto será realizado através da cooperação entre o Instituto de 
Sistemas e Robótica e o Departamento de Química da Universidade de 
Coimbra. Enquanto o Departamento de Química será responsável pela 
criação dos sensores químicos, no ISR o objectivo é a criação de um sistema 
optoelectrónico capaz de adquirir e efectuar o processamento da informação 
dos sensores químicos. 
Esta dissertação é um retrato do trabalho realizado no ISR tendo como 
principais objectivos: 
1. Criação de uma fonte de excitação do sensor baseada em LED; 
2. Minimização do tempo de resposta da câmara de amostragem; 
3. Criação da câmara de amostragem; 
4. Implementar um sistema de aquisição de imagem; 
5. Criação de um software de reconhecimento de padrões e que 
permita a visualização dos resultados; 
6. Testar o protótipo final. 
Embora estes sejam os grandes objectivos cada um tem determinados 
requisitos.  
A intensidade luminosa dos LEDs deve maximizar a sensibilidade do 
dispositivo, mas de forma não saturar o sistema optoelectrónico.  
O sistema optoelectrónico, por sua vez, tem de ser constituído 
obrigatoriamente por uma lente e um sensor de imagem, nunca esquecendo 
que o resultado final deve ser um sistema miniaturizado.  
A câmara de interacção deverá ser de pequenas dimensões e 
desenhada para minimizar o tempo de resposta e o custo de produção.  
O resultado final deste trabalho deve ser um protótipo funcional, que 
seja capaz de demonstrar as capacidades do sensor desenvolvido no 
Departamento de Química tanto na identificação como na quantificação de 
um pequeno grupo de gases. 
O estudo do tempo de resposta da câmara de amostragem é feito para 
que o sistema final seja o mais rápido possível, de forma a se poder 
demonstrar a capacidade deste sistema ser utilizado em aplicações que 




necessitem de curtos tempos de resposta, como acontece com a robótica 
móvel. O estudo do tempo de resposta do primeiro protótipo não será 
analisado, visto que, os sensores utilizados no primeiro protótipo não serão 
os mais rápidos, sendo o estudo de quais os melhores materiais feito 
posteriormente.   
 
 
1.3 - ESTRUTURA DA DISSERTAÇÃO 
 
A presente tese divide-se em sete grandes capítulos: 
• Narizes electrónicos; 






No capítulo dos Narizes electrónicos é feita uma pequena introdução 
relativa a este assunto onde se explica as aplicações destes dispositivos, é 
feita uma revisão do estado da arte e faz-se uma introdução à luminescência 
e aos algoritmos de classificação de padrões. Sendo estes fundamentais para 
o entendimento desta tese. 
No capítulo Câmara de amostragem é feita uma pequena exposição 
da teoria de base às simulações feitas para optimizar a câmara de 
amostragem, são apresentados os resultados obtidos e exposto o desenho 
da câmara de amostragem.  
No capítulo da implementação, são abordados todos os aspectos 
relacionados com a escolha de materiais, componentes, e a forma como 
estes são arquitectados para a construção do nariz electrónico. 
No quinto capítulo é feita uma descrição do software implementado 





O capítulo seguinte é destinado à apresentação dos resultados 
obtidos. 
Na Conclusão é feita uma análise dos resultados obtidos e as possíveis 
alterações para os melhorar.  
Por fim, nos Anexos são tratados assuntos que podem ser relevantes 
para o entendimento deste trabalho, como por exemplo o princípio de 







2 - NARIZES ELECTRÓNICOS 
 
2.1 - INTRODUÇÃO  
 
Uma das características dos sensores é a selectividade. A 
selectividade é uma medida representativa da capacidade do sensor apenas 
reagir à variável de interesse, rejeitando as indesejáveis.  
 
 
Figura 1 – Esquema representativo da selectividade de um sensor. 
 
Na Figura 1, quando b<<a, isto é,  quando a sensibilidade à variável 
de interferência Y (b) é muito menor que a sensibilidade à variável de 
interesse X (a), o sensor pode ser considerado selectivo. 
Tipicamente os sensores químicos são menos selectivos que os 
sensores de grandezas físicas, como por exemplo, temperatura ou pressão. 
Isto deve-se ao facto de vulgarmente os sensores de gás recorrerem a 
reacções químicas para os identificar. E como nas reacções químicas 
geralmente um reagente pode reagir com diferentes substâncias e dar 
origem aos mais diversos produtos, logo é mais complicado garantir que 
apenas uma determinada reacção ocorre. 




Existem sensores químicos selectivos para determinados gases, mas 
apenas podem ser utilizados quando o número de gases a identificar é 
reduzido. 
Quando o número de gases a identificar aumenta, a reduzida 
selectividade dos sensores químicos torna o seu uso difícil, pois a 
probabilidade da informação obtida ser de confiança é menor. 
Para ultrapassar esta dificuldade surgiram os narizes electrónicos, 
criados à imagem do sistema olfactivo dos mamíferos. 
No sistema olfactivo dos mamíferos, o vapor a analisar é deslocado 
para uma cavidade onde por sua vez entra em contacto com um conjunto de 
células. Cada célula presente na cavidade nasal reage a um conjunto de 
gases e não a um único, não são selectivas. Estas células denominam-se 
células receptoras olfactivas e reagem aos vapores presentes na cavidade 
nasal, enviando sinais eléctricos para o cérebro. No cérebro os sinais 
eléctricos são analisados e os vapores identificados. 
De forma análoga, nos narizes electrónicos o vapor é deslocado para 
um compartimento onde entra em contacto com os sensores. Cada um 
destes, é criado para reagir a diferentes gases, são sensores não selectivos. 
Como resultado, cada gás não pode ser identificado pela resposta individual 
de um sensor, mas analisando o conjunto das repostas de todos os sensores 
pode-se identificar o gás.  
Para identificação dos gases utilizam-se algoritmos de 










Assim pode-se definir nariz electrónico como dispositivo capaz de 
identificar um conjunto de compostos químicos no estado gasoso com 
recurso a um conjunto de sensores químicos não selectivos e um software de 
reconhecimento de padrões. 
 
 
Figura 3 - Resposta de sensores químicos não selectivos a diferentes gases. Ocorre 
envenenamento de alguns transdutores no gráfico d e no gráfico e. (Walt, Albert, 








2.2 - APLICAÇÕES 
 
As principais áreas de aplicação dos narizes electrónicos são: 
• Industria alimentar; 
• Monitorização ambiente; 
• Diagnóstico de doenças. 
 
2.2.1 - INDUSTRIA ALIMENTAR 
 
Na indústria alimentar as aplicações dos narizes electrónicos são 
variadas, nomeadamente na inspecção da qualidade dos ingredientes, 
supervisão do processo de fabrico e avaliação do estado de conservação 
(Pearce, Schiffman, Nagle, & Gardner, 2003). 
Existem bebidas e alimentos que o consumidor espera que possuam 
sempre a mesma qualidade e sabor, como exemplo os chocolates, cervejas, 
leite e derivados. Nestes casos variações do odor do produto significam 
variações no produto, o que não é desejado, assim os narizes electrónicos 
podem tornar-se instrumentos fundamentais na identificação destas 
situações. 
Muitos estudos são feitos nesta área, na tentativa de poder ajudar os 
funcionários que avaliam a qualidade dos produtos ( Peris & Escuder-
Gilabert, 2009). 
 
2.2.2 - MONITORIZAÇÃO AMBIENTE 
 
O controlo da qualidade do ar é fundamental, pois o malefício de 
certos gases para a saúde humana é conhecido. Como exemplos desses 
gases temos o dióxido de carbono, amónia, ozono e compostos com enxofre. 
Assim é importante monitorizar a libertação destes compostos para a 
atmosfera e também controlar as suas concentrações nos locais onde as 





Nos dias de hoje este controlo ainda é feito esporadicamente e por 
meios analíticos. O problema é que estas técnicas não são apropriadas para 
a monitorização em contínuo e no local de interesse. Assim, esta é uma área 
de muito interesse para a aplicação dos narizes electrónicos, mas com 
elevados requisitos. Para a utilização de narizes artificiais nestas aplicações 
é necessário que estes sejam capazes de detectar limiares muito baixos, 
como por exemplo 40µg/m3 para o dióxido de azoto (Decreto-Lei n. o 
111/2002, 2002). 
Outra das necessidades existentes é a detecção de explosivos ou 
análise do ar em recintos fechados, como é o caso dos automóveis (Pearce, 
Schiffman, Nagle, & Gardner, 2003). 
Diversos trabalhos já foram realizados demonstrando a capacidade 
dos narizes electrónicos para detectar gases tóxicos (Stetter, Jurs, & Rose, 
1986) (Suslick, Lim, Feng, Kemling, & Musto, 2009) e explosivos ( Lee, et al., 
2000).  
Esta é uma das áreas onde os narizes electrónicos têm maior 
aplicação, e onde os esforços se têm concentrado para produzir dispositivos 
capazes de responder a estas necessidades. 
 
2.2.3 - DIAGNÓSTICO DE DOENÇAS 
 
A utilização do odor para identificação de doenças é uma técnica 
conhecida desde há 2500 anos aproximadamente. Já no ano 430 A.C. 
Hipócrates, considerado por muitos o pai da medicina dizia: 
 “Podes aprender bastante cheirando os teus doentes com um nariz 
saudável.”. 
Embora o odor possa ser um indicador claro de algumas doenças 
(Fitzgerald, California, & Tierney, 1982), técnicas analíticas como a 
cromatografia gasosa ainda não são consideradas ferramentas de 
diagnóstico, principalmente devido à complexidade da utilização dos 
equipamentos associados ( Rock, Barsan, & Weimar, 2008).  




Assim, a existência de um dispositivo cuja utilização fosse simples e 
ajudasse no diagnóstico de certas doenças através do odor poderia ser 
bastante útil para a medicina.  
Bastantes trabalhos com narizes electrónicos têm incidido nesta área, 
com o intuito de distinguir pessoas com determinada doença, de pessoas 
saudáveis. Uma das doenças mais facilmente identificada pelos narizes 
electrónicos é o cancro do pulmão, onde estes, conseguem discriminar com 
elevado sucesso doentes de pessoas saudáveis (Natale, et al., 2003).  
 
  
2.3 - ESTADO DA ARTE 
 
Em 1982, Persaud e Dodd publicaram na revista Nature um artigo que 
documentava a criação de um sensor de odor com recurso a três sensores 
de gás do tipo semicondutor de óxidos metálicos e um software de 
reconhecimento de padrões. Este foi o primeiro nariz electrónico (Persaud & 
Dodd, 1982). 
Existem várias técnicas para a produção dos vapores para calibrar e 
testar narizes artificiais. Mas para melhorar a sensibilidade de tais 
dispositivos existem técnicas para ampliar as concentrações dos vapores, 
como por exemplo a utilização de um tubo pré-concentrador ( Peris & 
Escuder-Gilabert, 2009). Para além dos tubos pré-concentradores, o 
aumento da sensibilidade passa por utilizar transdutores mais sensíveis ou 
circuitos de condicionamento mais amplificados, com maior gama dinâmica 
e menor nível de ruído. 
Outra das partes dos narizes electrónicos que evoluiu foi a parte 
sensorial, onde os mais diversos tipos de sensores gasosos têm sido 
utilizados na criação de narizes electrónicos. No diagrama seguinte 
encontram-se os sensores de gás tipicamente utilizados na criação de 








Figura 4 – Tipos de sensores mais vulgarmente utilizados para a produção de narizes 
electrónicos (James, Scott, Ali, & O’Hare, 2005). 
 
Além destes sensores de gás existem outros que poucas vezes foram 
utilizados em narizes electrónicos como por exemplo os pelístores (Stetter, 
Zaromb, & Findlay, 1991). Existem técnicas analíticas capazes de identificar 
os compostos presentes numa mistura gasosa, como por exemplo a 
cromatografia gasosa. Estas técnicas não são abordadas, uma vez que, não 
utilizam um conjunto de sensores não selectivos, não se enquadrando assim 
na definição de nariz electrónico.  
No Anexo 1 é explicado o funcionamento de cada um dos sensores 
presente na Figura 4.  
Por fim, têm sido feitos desenvolvimentos no âmbito do 
processamento de sinal, com técnicas de reconhecimento de padrões cada 
vez mais evoluídas, como por exemplo, a utilização da resposta transitória 
dos sensores para melhorar o tempo de resposta do dispositivo 




(Phaisangittisagul, 2007), técnicas para melhorar a selectividade (Gardner & 
Bartlett, 1999) ou o tempo de treino ( Yam & Chow, 2000).  
Dado que este trabalho pretende contribuir para a área dos sensores 
dos narizes electrónicos, de seguida, referencia-se alguns já desenvolvidos 
com recurso aos diversos tipos de sensores. 
 
2.3.1 - ENOSES BASEADOS EM SENSORES GRAVIMÉTRICOS 
 
Embora diversos narizes artificiais tenham sido criados com recurso a 
sensores piezoeléctricos apenas alguns são aqui referidos.  
Em 2003, Di Natale e a sua equipa criaram um nariz electrónico com 
recurso a um conjunto de sensores BAW não selectivos para analisar a 
respiração de doentes e detectar se estes possuíam cancro pulmonar. Foram 
recolhidas amostras do ar expirado por 35 voluntários com cancro do 
pulmão, 9 indivíduos operados e 18 voluntários saudáveis. O dispositivo foi 
capaz de identificar correctamente todas as 35 pessoas com cancro, 94% das 
pessoas foram identificadas correctamente como saudáveis e apenas 44% 
dos indivíduos no pós-operatório foram classificados correctamente (Natale, 
et al., 2003).  
Em 1999, Yan-Ming Yang e a sua equipa demonstraram que usando 
um nariz electrónico baseado em 8 sensores SAW era possível discriminar 
as seguintes bebidas: cerveja, bebidas destiladas, samshu e vinho. No 
mesmo trabalho mostra-se que o mesmo dispositivo é capaz de discriminar 
cinco perfumes diferentes e também consegue separar quatro compostos 
orgânicos (Yang, Yang, & Wang, 2000).  
A empresa Electronic Sensor Technology, Inc. possui entre os seus 
produtos um nariz electrónico denominado ZNose™ que é baseado em 
cromatografia gasosa e em sensores do tipo SAW. Em 2004, H. L. Gan 
demonstrou que era possível diferenciar qualitativamente 16 óleos vegetais 





Utilizando um nariz artificial baseado em sensores do tipo FPW, Qing-
Yun Cai em 1999 demonstrou que era possível diferenciar oito vapores 
distintos (Cai, Park, Heldsinger, Hsieh, & Zellers, 2000).  
 
 
2.3.2- ENOSES BASEADOS EM SENSORES ELECTROQUÍMICOS 
 
Os sensores electroquímicos têm sido os mais amplamente utilizados 
na criação de narizes electrónicos, por isso apenas se referem alguns 
exemplos. 
Em 2001, Joseph N. Barisci, e a sua equipa criaram um nariz 
electrónico, baseado em polímeros condutores, capaz de discriminar quatro 
compostos químicos, benzeno, tolueno, etilbenzeno e xileno ( Barisci, 
Wallace, Andrews, Partridge, & Harris, 2002). 
 Em 2005, Emmanuel Scorsone e o seu grupo desenvolveram um nariz 
electrónico baseado em 8 polímeros condutores capaz de discriminar 
diferentes tipos de fumos, entre os quais o fumo do tabaco, que é uma das 
principais causas de falsos alarmes de fogo (Scorsone, Pisanelli, & Persaud , 
2006).   
Os narizes electrónicos com recurso a sensores do tipo MOS são 
inúmeros, como exemplo disso temos o artigo “A 21st century technique for 
food control: Electronic noses” de Miguel Peris, onde são referidos diversos 
narizes electrónicos utilizados no controlo de alimentos, e maioritariamente 
são feitos recorrendo a sensores MOS. Como por exemplo, um criado por M. 
Penza em 2003 que foi capaz de distinguir 9 vinhos italianos ( Peris & 
Escuder-Gilabert, 2009).  
O nariz electrónico FOX 4000 da empresa Alpha M.O.S. é outro 
exemplo feito com recurso a sensores do tipo MOS, e foi utilizado por 
Jérôme Poprawski e pela sua equipa em 2006 para a análise de perfumes 
(Poprawski, Boilot, & Tetelin, 2006). 
Em 2006, foi efectuado um estudo sobre o tempo óptimo de cozedura 
do arroz com recurso a um nariz electrónico baseado em sensores MOS e 




ChemFet, os resultados obtidos foram bastante animadores pois o 
dispositivo conseguiu identificar o tempo óptimo de cozedura para um 
determinado tipo de arroz (Sinelli, Benedetti, Bottega, Riva, & Buratti, 2006). 
Um nariz electrónico utilizando quatro sensores amperométricos foi 
capaz de diferenciar com sucesso 22 gases tóxicos (Stetter, Jurs, & Rose, 
1986).  
 
2.3.1- ENOSES BASEADOS EM SENSORES ÓPTICOS 
 
Os narizes electrónicos que utilizam a luminescência como princípio 
de detecção têm sido construídos com recurso a um conjunto de fibras 
ópticas, onde numa extremidade se encontram as substâncias sensíveis e na 
outra extremidade um sensor de imagem. 
 
Figura 5 – Resposta de um conjunto de Sensores colorimétricos a diversos gases ( Lim, 
Feng, Kemling, Musto, & Suslick, 2009). 
Entre os trabalhos de D. R. Walt com narizes artificiais com recurso a 
fibras ópticas, encontra-se um sobre identificação de explosivos (Aernecke 





Kenneth S. Suslick descreve o funcionamento de equipamentos 
colorimétricos em alguns dos seus artigos, demonstrando a sua capacidade 
para detectar gases tóxicos (Suslick, Lim, Feng, Kemling, & Musto, 2009). 
 
 
2.4 - OPTONOSE 
 
O OptoNose é um nariz electrónico feito com recurso a sensores 
luminescentes não selectivos, os quais se encontram sob a forma de uma 
matriz. Assim, cada elemento luminescente altera as suas características 
ópticas na presença de um determinado grupo de gases. 
Desta forma, um único sensor não pode ser utilizado para identificar 
um gás, somente utilizando as respostas de todos os sensores. Isto porque o 
conjunto das respostas é característica de um dado gás, podendo assim este 
ser identificado. 




Figura 6 -  Diagrama de blocos do OptoNose. 
 
A câmara de interacção é opaca, para que a única radiação no seu 
interior seja proveniente dos LEDs e da luminescência dos sensores. 
A iluminação será feita por um conjunto de LEDs com vários 
comprimentos de onda, de forma a poder obter informação de 
luminescência de todos os sensores. 
A informação contida na intensidade e no comprimento de onda de 
luminescência dos sensores é que nos transmite informação dos gases 
presentes na câmara de interacção. Assim, para converter a radiação 




emitida pelo sensor luminescente em informação digital utiliza-se um 
sistema optoelectrónico composto por uma lente e um sensor de imagem.  
A intensidade radiante dos LEDs terá de ser controlada para que a 
radiação emitida pelo sensor luminescente não sature o sensor de imagem. 
De seguida, a informação é enviada para um PC ou PDA onde será 
alvo de análise por um software que efectuará o pré-processamento e o 
reconhecimento de padrões. Finalmente o resultado será mostrado ao 
utilizador sob a forma de uma interface gráfica. 
 
 
Figura 7  – Possível arquitectura do OptoNose.  
 
A utilização de compostos fluorescentes para a detecção de gases não 
é algo novo, mas a utilização de um sensor de imagem e LEDs, é algo ainda 
por explorar, que em caso de sucesso pode levar à produção de um nariz 
artificial de baixo custo. 
Na Figura 7 está representada uma possível organização dos 
componentes do OptoNose, onde são visíveis os LEDs, o sistema de 
aquisição de imagem na parte superior, e a matriz de sensores fluorescentes 







2.5 - REVISÃO TEÓRICA 
 
2.5.1 – LUMINESCÊNCIA 
 
A luminescência é a emissão de radiação por uma substância devido à 
transição dos electrões de estados excitados para estados de menor energia 
(Faleiros, 2007). A luminescência pode-se dividir em duas categorias: a 
fluorescência e a fosforescência. Na fluorescência os estados excitados são 
estados singletos, isto é, o electrão no nível de maior energia possui valor 
de spin oposto ao electrão que se encontra no de menor energia. Assim, as 
transições para o estado de menor energia são permitidas, o que faz com 
que os tempos de vida dos estados excitados sejam curtos da ordem de 
grandeza de 10ns. Por outro lado, na fosforescência os estados excitados são 
tripletos, o que significa que o electrão no estado excitado possui o mesmo 
valor de spin que o electrão no estado de menor energia. Devido a isto, as 
transições entre estes estados são proibidas, o que faz com que os estados 
excitados possuam tempos de meia vida bastante elevados, chegando 
algumas vezes a ser superior a um segundo. Temos como exemplo as 
substância que se encontram em diversos produtos conhecidos por 
brilharem no escuro, que após a exposição à radiação emitem luz visível 
durante alguns minutos. 
Também é importante referir que esta distinção nem sempre é clara, 
pois existem substâncias que possuem estados mistos singletos-tripletos, 
apresentado por isso tempos de meia vida intermédios entre centenas de 
nanossegundos e alguns milissegundos. 
A informação espectral da fluorescência é geralmente apresentada na 
forma de espectro de emissão, onde é representada a intensidade da 
radiação emitida em função do comprimento de onda ou do número de 
onda. Encontram-se na Figura 8 os espectros de absorção e emissão de duas 
substâncias. 
 





Figura 8 – Espectros de emissão e absorção do perileno e da quinina ( Lakowicz, 2003). 
 
As transições de estados mais energéticos para níveis de menor 
energia seguem uma lei exponencial, isto é obedecem à seguinte equação: 




Onde   é o número total de partículas no estado excitado,   o 
número de partículas inicialmente no estado excitado,  o tempo decorrido e 
 o tempo de meia vida do estado excitado. 
Como geralmente a luminescência não se deve a transições apenas 
entre dois níveis energéticos, mas sim a transições para um grupo de níveis, 
e como cada nível tem o seu tempo de meia vida, logo o número de 





Os processos que ocorrem entre a absorção e emissão de radiação 
são geralmente representados num diagrama de Jablonski ( Lakowicz, 2003). 
Com estes diagramas consegue-se representar diferentes processos que 
ocorrem nas moléculas.  
 
 
Figura 9 – Exemplo de um diagrama de Jablonski ( Lakowicz, 2003). 
 
No diagrama representado na Figura 9 os estados electrónicos S0, S1 e 
S2 são estados singletos, e cada um destes possui 3 níveis vibracionais, 
representados por 0, 1 e 2. 
A absorção de energia é representada por setas ascendentes, e 
nestas os electrões são excitados do estado fundamental para os níveis S1 e 
S2. Depois, ocorre um fenómeno denominado conversão interna (setas 
descendentes a tracejado) que corresponde à transição dos electrões para o 
nível vibracional de menor energia do estado S1. Este fenómeno ocorre sem 
emissão de radiação.  
As transições representadas pelas setas verdes descendentes 
correspondem à fluorescência, onde os electrões transitam para o estado S0 
emitindo um fotão. 
Neste mesmo diagrama está demonstrado um outro fenómeno, a 
transição do estado singleto S1 para o estado tripleto T1. Como as transições 
entre T1 e S0 são proibidas este será um fenómeno de fosforescência e como 
T1 tem menor energia que S1 logo os fotões emitidos terão maior 




comprimento de onda. O fenómeno de transição dos electrões do nível S1 
para o nível T1 é denominado por cruzamento inter-sistemas.  
Examinando o diagrama de Jablonski consegue-se perceber 
facilmente que o comprimento de onda emitido por luminescência vai ser 
sempre maior que o comprimento de onda absorvido. Isto é, os fotões 
emitidos terão sempre menor energia que os fotões absorvidos.  
Além disto, a regra de Kasha diz que o espectro de emissão é 
independente do comprimento de onda de excitação, o que se percebe pelo 
diagrama de Jablonski acima representado. Desde que a molécula seja 
excitada pelo menos para o estado S1, esta apresentará fluorescência. Assim, 
usando qualquer comprimento de onda inferior ao necessário para excitar a 
molécula para o estado S1 provocará luminescência, desde que esse 
comprimento de onda seja absorvido pela substância. Contudo existem 
excepções a esta regra.  
Também é comum, o espectro de emissão ser simétrico ao espectro 
de absorção, o que pode ser facilmente constatado observando o diagrama 
de Jablonski. Como os níveis vibracionais estão igualmente espaçados tanto 
em S1 como em S0, consequentemente as transições possíveis do nível 
fundamental para S1 serão 3, sendo elas para os níveis vibracionais 0,1 e 2. 
Após a conversão interna, as transições possíveis serão do nível vibracional 
mais baixo de S1 para um dos três níveis do estado S0. Como os níveis 
vibracionais estão igualmente espaçados tanto em S1 como em S0 logo o 
espectro será simétrico. Um exemplo disto é mostrado na Figura 8 no 
espectro de absorção e emissão do perileno. 
Como é previsível esta regra não se aplica a todo o espectro de 
absorção, mas apenas as transições S0 para S1, têm o seu simétrico no 
espectro de emissão. 
Para alguns compostos esta regra não se verifica, um exemplo de uma 
substância em que isso acontece é a quinina cujo espectro se encontra na 
Figura 8. 
Como nem todos os fotões incidentes dão origem a um fotão emitido, 
define-se rendimento quântico como o quociente entre o número de fotões 









Onde  é o rendimento quântico, Γ é a taxa de decaimentos para o 
nível fundamental ocorrendo emissão de fotões,  é a taxa de electrões 
que decaem sem emissão de fotões. A soma de Γ	com  é a taxa a que os 
electrões são excitados. 
Outro conceito importante e que já foi referido é o tempo de meia 





Como o próprio nome indica, o tempo de meia vida é o tempo que em 
média uma molécula se encontra no estado excitado, isto é, no instante  






A intensidade da fluorescência pode ser diminuída por vários 
processos. Um destes processos é a inibição devido a colisões e 
corresponde ao decaimento para o estado fundamental dos electrões devido 
à transmissão da energia para outras moléculas. Isso pode ocorrer tanto por 
transmissão de energia devido a colisões entre moléculas fluorescentes e as 
moléculas de outra substância, ou então os fotões emitidos por fluorescência 
podem ser absorvidos pelas moléculas envolventes, que por sua vez não são 
fluorescentes. 
Em ambos os processos as moléculas não são quimicamente 
alteradas, assim estes fenómenos podem ser descritos pela equação de 
Stern-Volmer (Demas, Deora, & Xu, 1995): 


= 1 +  
A seguinte relação também se verifica: 










Onde   é a intensidade radiante,   é o tempo de meia vida, 	
  a 
concentração da substância em contacto com o material fluorescente, e  é a 
constante de Stern-Volmer. 
Os zeros a subscrito referem-se aos valores da variável na ausência 
de inibidores de fluorescência, e a sua ausência denomina as variáveis na 
presença dessas substâncias.  
 Outro processo que pode levar à atenuação da intensidade da 
fluorescência é a existência de reacções entre a substância florescente e as 
moléculas envolventes, formando substâncias não florescentes.  
.
 
Figura 10 – Espectro de emissão do nitrato de uranilo na presença e na ausência de 
etanol onde é notória a inibição da fluorescência. 
 
Quando este tipo de reacções ocorre não são afectados os tempos de 












Este tipo de reacções denomina-se por inibição estática. Se ocorrer 
em simultâneo com a inibição devido a colisões a relação entre 


 e  deixa 
de ser linear 
 
 
2.5.2 - CLASSIFICAÇÃO DE PADRÕES 
 
 
Classificação de padrões é definida por Duda, Hart e Stork como a 
atribuição de um objecto físico ou evento a uma de várias categorias 
predefinidas (Duda, Hart, & Stork, 2001). 
Um sistema que efectue reconhecimento de padrões é usualmente 
constituído pelos seguintes componentes: 
1. Instrumentos de medida; 
2. Pré-processamento; 
3. Redução da dimensionalidade; 
4. Predição; 
5. Validação do modelo. 
No pré-processamento encontramos operações como normalização 
das resposta dos sensores, filtrar ruído, e principalmente extracção de 
características. 
A extracção de características é a obtenção dos dados mais relevantes 
dos sensores, idealmente sem perda de informação. Um exemplo disso é a 
classificação de maças e bananas recorrendo a fotos. Neste caso, nem toda a 
informação contida na fotografia é útil, mas por outro lado se se conseguir 
extrair a forma, cor e textura da fruta, torna-se possível classificar a fruta 
através das suas características.  
 





Figura 11 – Esquema representativo dos componentes de um sistema de classificação 
de padrões (Osuna). 
 
O número de características obtidas do objecto ou evento designa-se 
por dimensionalidade.  
De seguida é feito um passo opcional, a redução de 
dimensionalidade, o que é feito neste passo é a redução dos dados que 
servirão de entrada no algoritmo de classificação. Quanto menor for a 
quantidade de dados a entrar no algoritmo, mais rápido e simples este será, 
além de que um conjunto de dados muito elevado leva à perda de 
performance do algoritmo. Isto é conhecido como a “maldição da 
dimensionalidade”. 
  
Figura 12 – Figura representativa do efeito da dimensionalidade na performance do 






Na redução de dimensionalidade os dados são reduzidos para que a 
performance do algoritmo melhore. Para isso existem diversos algoritmos, 
mas o mais comummente aplicado nos trabalhos com narizes electrónicos é 
a Análise dos Componentes Principais.  
No passo seguinte encontramos o algoritmo de classificação. A 
classificação pode ser feita recorrendo a um de diversos algoritmos. Existem 
essencialmente três tipos de algoritmos, os que se baseiam em estatística, 
em redes neuronais e em agrupamentos. 
Embora existam outras técnicas, as mais usualmente utilizadas estão 
divididas por categorias na Figura 13. 
Alguns dos algoritmos requerem aprendizagem, isto é, necessitam 
que lhes sejam fornecidos um conjunto de amostras classificadas, de forma a 
este conhecer as classes.  
Por outro lado existem os algoritmos que não necessitam de 
aprendizagem, estes conseguem dividir em classes os diversos dados sem 
necessidade de lhe terem sido fornecidos as amostras já classificadas. 
Após os dados terem sido processados pelo algoritmo é necessário 
efectuar a validação do modelo. Isto é, verificar se as características e 
algoritmo utilizados conseguem responder aos requisitos. 













3 - CÂMARA DE AMOSTRAGEM 
 
Como já foi referido anteriormente, os sensores utilizados nos narizes 
electrónicos encontram-se no interior de um compartimento, a câmara de 
amostragem. É por este compartimento que as misturas gasosas fluem, e 
entram em contacto com os sensores. 
A forma da câmara têm uma grande importância no tempo que os 
gases demoram a chegar até aos sensores.  
O tempo de resposta de um nariz electrónico depende 
essencialmente dos componentes mais lentos do sistema. Neste caso, os 
sensoress fluorescentes e a dinâmica da câmara de amostragem são 
claramente mais lentos que os componentes electrónicos. Desta forma, o 
tempo de resposta depende essencialmente da câmara de amostragem e 
dos sensores escolhidos. 
Assim, a câmara de amostragem deve ser optimizada, para permitir 
que o nariz artificial seja utilizado em aplicações que necessitem de um 
tempo de resposta curto.  
O objectivo desta optimização foi reduzir o tempo médio que os gases 
demoram a chegar até aos sensores.  
Para resolver este problema, foram utilizadas as equações de Navier-
Stokes simplificadas e as equações de advecção-difusão. 
O software utilizado foi um software de simulação de elementos finitos 
da empresa COMSOL, o Multiphysics®1. 




                                                 
1  O software Multiphysics permite efectuar simulações que envolvem múltiplos 
modelos físicos ou múltiplos fenómenos. 




3.1 – OPTIMIZAÇÃO DA CÂMARA DE AMOSTRAGEM 
 
O objectivo desta secção é analisar a resposta transitória da câmara 
de amostragem à injecção de um degrau unitário de concentração. Foram 
analisadas as respostas transitórias de diversas câmaras, de forma a 
descobrir qual possuía a melhor dinâmica. Apenas foram analisadas as 
variações de concentração na área atribuída aos sensores, uma vez que se 
pretendia minimizar o tempo que os gases demoram a alcança-los. 
 
Figura 14 – Esquema representativo da variação da concentração num dado ponto no 




3.1.1 – EQUAÇÃO DE NAVIER-STOKES 
 
Neste caso, como a pressão no interior da câmara é constante, logo a 
densidade do fluido que a atravessa também o será, deste modo, o fluido 
pode ser tratado como incompressível. Por outro lado, a velocidade dos 
gases é reduzida, e o fluxo pode ser considerado laminar, pois o número de 
Reynolds é aproximadamente 20. Por isso, utilizaram-se as equações de 
Navier-Stokes para fluidos incompressíveis, o que reduz bastante o tempo 
necessário para a simulação. 
A equação de Navier-Stokes para fluidos incompressíveis pode ser 
demonstrada a partir da: 
• Conservação da massa e do momento; 
• Incompressibilidade do fluido; 





Assim, as equações de Navier-Stokes para fluidos incompressíveis 
têm a seguinte forma (Thual, 2008): 
∇. = 0 
∂
∂ = − 1 ∇P + F+ νΔ	 
Δ	 = (Δ, Δ , Δ)	 
Δ =
∂
∂ + ∂∂ + ∂∂	 
Onde,  é o vector velocidade, que é função da posição e do tempo, P  
é a pressão e  a densidade do fluido, que é uma constante,	F é o vector 
forças externas e ν é a viscosidade cinemática. 
 
 
3.1.2 - EQUAÇÃO DE ADVECÇÃO - DIFUSÃO 
 
Para simular o gás com odor a difundir pela câmara, utilizaram-se as 
equações de Advecção-Difusão. 
Como o próprio nome das equações indica, existem dois mecanismos 
que levam à mistura dos gases, a advecção e a difusão.  
A difusão é o fenómeno responsável pela mistura de duas substâncias 
quando existe um gradiente de concentração.  
Por outro lado, a advecção é o transporte de massa ou uma 
propriedade através de um fluido. 




∂ + ∇. (− × ∇
) +  × ∇
 = 0 
Onde 
 é a concentração e  a velocidade do gás em cada ponto da 
câmara, que é obtida através das equações de Navier-Stokes e   é o 
coeficiente de difusão. 
 




3.1.3 - PARÂMETROS 
 
Assim, para resolver estas equações diferenciais é necessário 
fornecer as condições iniciais. 
As propriedades utilizadas foram as do azoto. 
 
Tabela 1 - Propriedades do azoto à temperatura ambiente. 
Propriedade Unidades Valor 
Densidade / 1.25 
Viscosidade dinâmica  ×/ 1.8x10-5 
Coeficiente de difusão / 1.5x10-7 
 
Os outros parâmetros utilizados foram: 
• A pressão no exterior da câmara igual a 101325Pa. 
• A velocidade de extracção do gás é igual a 0.0796m/s. 
• A concentração inicial de gás com odor na câmara é nula. 
• A concentração de gás com odor no exterior da câmara é igual a 1 
mol/m3. 
Para tornar as simulações mais rápidas, foram utilizadas simetrias da 
câmara nas simulações. 
Assim, como resultado das simulações obtém-se a variação da 
concentração do gás ao longo do tempo. O interesse destas simulações é 
verificar como varia a concentração do gás nos sensores. Para isso 
considerou-se que os sensores se encontram no centro da superfície inferior 
da câmara e que estes se encontram numa área quadrada com 1cm de lado. 











3.1.4 - RESULTADOS 
 
O resultado que se procura obter com a simulação é o tempo de 
resposta da câmara. Uma vez que, é este que se pretende minimizar, de 
forma a tornar o sistema mais rápido. Assim define-se tempo de resposta 
pontual como o tempo que a concentração demora a atingir 0.9 mol/m3 num 
dado ponto. E o tempo de resposta da câmara é definido como a média das 
respostas pontuais na área designada aos sensores. Além da média das 
respostas pontuais também se calculou o desvio padrão. O desvio padrão, 
neste caso, é uma medida da dispersão dos tempos de resposta pontuais. A 
câmara de amostragem escolhida não deverá ter um valor elevado de 
desvio padrão, uma vez que este implica que existam zonas com tempo de 
resposta pontual elevado 
 
Figura 15 - Exemplo da concentração no interior de uma das câmaras simuladas ao 
fim de 15s. 
 
Como primeira opção teve-se um cubo com volume 1cm3, que é 
representado na Figura 16. 





Figura 16 - Uma das câmaras de amostragem desenhadas para simulação, com a 
forma de um cubo de 1cm de lado.  
 
Neste caso, o tempo médio que esta superfície demora a atingir 
0.9mol/m3 é 32.7s  com um desvio padrão de 1.87s. 
De seguida aproximou-se a entrada e saída de gás dos sensores, 
como representado na figura seguinte. 
 
 
Figura 17 - Desenho da câmara de amostragem com as dimensões utilizadas para a 
simulações variando o comprimento.  
 
 E efectuaram-se diversas simulações variando o comprimento, altura 
e largura da câmara.  
Os resultados obtidos, quando se variou o comprimento da câmara, 










Figura 19 - Desvio padrões das respostas pontuais na área designada aos sensores 
para câmaras com diferentes comprimentos. 
 
De seguida variou-se a largura da câmara. 





Figura 20 - Representação da câmara de amostragem utilizada para as simulações 
onde se variou a largura da câmara. 
 
Desta vez os resultados obtidos foram os seguintes: 
 








Figura 22 - Desvio padrões das respostas pontuais na área designada aos sensores 
para câmaras com diferentes larguras. 
 
De seguida variou-se a altura da câmara. 
 
Figura 23 - Representação da câmara de amostragem utilizada para nas simulações 
onde se variou a altura da câmara. 
 
Desta vez os resultados obtidos foram os seguintes: 









Figura 25 - Desvio padrões das respostas pontuais na área designada aos sensores 
para câmaras com diferentes larguras. 
 
Analisando os resultados, podemos constatar que o comprimento e 
largura da câmara têm uma grande importância no tempo de resposta desta. 
Já a altura da câmara não parece ser tão relevante, dado que os resultados 
parecem independentes da altura da câmara. 
Resumindo, a câmara deve ter aproximadamente a mesma largura 





Por fim, foram introduzidos artefactos no interior da câmara, com o 
objectivo de reduzir o tempo de resposta desta. Apenas se encontrou uma 
configuração que o permitiu e que  se encontra representada na Figura 26. 
 
 
Figura 26 - Desenho da câmara de amostragem com artefacto no interior. Apenas se 
encontra desenhada metade da câmara de amostragem,  
 
Com esta configuração obteve-se um tempo de resposta da câmara de 
2.24s e um desvio padrão de 1.11s. De todas as configurações esta foi a que 
teve um menor tempo médio de resposta. 
 
3.2 - DESENHO DA CÂMARA DE AMOSTRAGEM 
 
O estudo efectuado sobre o tempo de resposta da câmara de 
amostragem foi conjugado nesta parte, com o custo de produção, uma vez 
que o objectivo principal é demonstrar o princípio de funcionamento. 
Para desenhar os constituintes da câmara foi utilizado um software de 
desenho CAD, a escolha recaiu sobre o SolidWorks®, já que este se 
encontrava disponível no laboratório.  
A câmara além dos orifícios para entrada e saída dos odores tem 
também quatro orifícios laterais para os LEDs, um superior para a lente e 
diversos para os parafusos. 




Na Figura 27 estão representados os dois componentes da câmara de 
amostragem do nariz electrónico. 
Para a produção dos componentes representados na Figura 27 o 
processo de fabrico foi a fresagem de um bloco de metal.  
O desenho da câmara foi sujeito a algumas limitações que tiveram em 
conta a facilidade de produção. Entre estas limitações destacamos por 
exemplo a espessura mínima das paredes e o facto de não se poder obter 
arestas interiores com apenas um orifício num bloco metálico. A principal 
dificuldade no desenho foi o facto de a câmara ser de reduzidas dimensões, 
logo a colocação dos orifícios para os parafusos, LEDs e lente foi escolhida 
cuidadosamente. Podem ser consultados os desenhos da câmara de 
amostragem no Anexo 5. 
 
 











4 – IMPLEMENTAÇÃO  
 
4.1 - ESCOLHA DOS MATERIAIS 
 
Embora seja óbvio, é de extrema importância que os odores que 
chegam aos sensores sejam apenas provenientes do exterior da câmara de 
amostragem, isto é, todos os constituintes do nariz electrónico não devem 
possuir odor, dado que isso provoca uma diminuição da sensibilidade dos 
sensores, no caso de um odor constante. Ou ainda, quando o odor varia com 
o tempo, isso provoca flutuações nos dados adquiridos, que serão vistas 
como ruído. 
Outgassing é a libertação de moléculas pelos materiais, podem ser 
moléculas do próprio material que se evaporam, ou moléculas que estavam 
presas no material congeladas, adsorvidas ou absorvidas. 
Assim idealmente, todos os constituintes seriam fabricados em metal 
ou teflon (NASA, 2010), visto que estes materiais são bastante estáveis, isto é, 
possuem um reduzido outgassing. 
É importante referir que o outgassing varia com a temperatura, sendo 
que a libertação de moléculas é maior a temperaturas superiores. 
Outro ponto a ter em atenção é o facto de os gases estarem em fluxo 
contínuo, o que faz com que não exista um envenenamento por longa 
exposição aos materiais que constituem o nariz electrónico, reduzindo desta 
forma o efeito deste fenómeno. 
Desta forma, conclui-se que embora o outgassing da câmara deva ser 
reduzido, de forma a melhorar os resultados obtidos, este não é um ponto 
muito crucial. 
Um dos processos utilizados para reduzir o outgassing de um material 
é coloca-lo num forno a uma temperatura elevada, inferior à sua temperatura 
de fusão, durante algumas horas, para que, as moléculas congeladas, 




absorvidas e adsorvidas sejam libertadas. No caso de se verificar que o odor 
da câmara tem efeito nos resultados, o procedimento acima deve ser 
efectuado. 
Dos materiais disponíveis optou-se pelo aço para o fabrico da câmara, 
porque possui um reduzido outgassing e também permite criar roscas mais 
resistentes comparativamente ao alumínio. 
 
 
4.2 - EXCITAÇÃO DOS SENSORES FLUORESCENTES 
 
Para se excitarem os sensores fluorescentes foram utilizados LEDs. O 
comprimento de onda em que os LEDs emitem foi escolhido tendo em conta 
a regra de Kasha e o espectro de absorção dos sensores utilizados. Assim, 
como as substâncias utilizadas possuem um espectro de absorção 
relativamente largo, apenas foram utilizados dois comprimentos de onda, 
375nm e 428nm, o que deve permitir excitar todos os sensores. Como a 
câmara é de reduzidas dimensões os LEDs utilizados também o têm que ser, 
desta forma o encapsulamento escolhido para os LEDs foi de 3mm. 
  
4.2.1 - CONTROLO DA INTENSIDADE LUMINOSA 
 
Pode-se definir a relação sinal ruído (SNR) como: 
 =  
Onde, 	é o valor médio do sinal e 	o respectivo desvio padrão. 
Neste contexto o sinal é a variação da intensidade dos sensores, ou mais 
concretamente variação da intensidade adquirida pelo sensor de imagem. O 
ruído é obtido pela propagação dos erros, uma vez que o sinal é uma 
diferença entre dois valores. Para melhorar a relação sinal ruído deve-se 
aumentar a amplitude do sinal e diminuir o erro.  
A variação da intensidade de luminescência dos sensores na presença 





logo, quanto maior a intensidade emitida pelos LEDs, melhor a relação sinal-
ruído obtida. Consequentemente, a radiação incidente deve ser máxima, 
mas de forma a não saturar o sensor de imagem. Assim, é necessário 
implementar um circuito eléctrico que permita controlar a intensidade da 
radiação emitida pelos LEDs.  
Para este efeito surgiram diversas opções, como a utilização de PWM 
e de uma fonte de corrente linear ou não linear. Neste caso, a escolha recaiu 
sobre o PWM, uma vez que a sua implementação é extremamente simples 
com o auxílio de um microcontrolador. A outra razão que levou à escolha do 
PWM em detrimento da fonte de corrente foi o facto do comprimento de 
onda do LED variar ligeiramente com a corrente que o atravessa, o que não 
acontece quando se utiliza PWM.  
No entanto, tiveram que ser feitas algumas considerações para 
mostrar que este método permite controlar a intensidade luminosa emitida 
pelos sensores da mesma forma que uma fonte de corrente. No caso de uma 
fonte de corrente a intensidade emitida pelos sensores varia com a 
intensidade luminosa dos LEDs.  
No caso de se utilizar o PWM temos que garantir que a intensidade 
capturada pelo sensor de imagem é proporcional à intensidade média dos 
LEDs, o que só acontece se o tempo que a tensão é mantida desactivada ( ) for muito superior ao tempo de meia vida da radiação de fluorescência. 
Isto é alcançado, porque o tempo de meia vida é tipicamente 10ns enquanto 
o  é da ordem dos microssegundos. Também é necessário que o tempo 
de exposição do sensor de imagem seja bastante superior que período do 
PWM, o que acontece facilmente, dado que se tem uma taxa de amostragem 
que é da ordem dos 30fps, logo o tempo de exposição é alguns 
milissegundos.  
O controlo da intensidade dos LEDs pode ainda ser mais elaborado. 
Para isso, acrescenta-se aos sensores fluorescentes um material fluorescente 
não sensível a gases, com o objectivo deste servir de referência. O valor da 
intensidade luminosa medida nesse material será utilizada para ajustar a 
intensidade dos LEDs.  




Resumindo, a intensidade luminosa do material fluorescente não 
sensível é utilizada como sinal de retorno, permitindo o controlo em malha 
fechada da intensidade dos LEDs. Este procedimento poderá ser utilizado 
para diminuir as flutuações na intensidade luminosa dos LEDs, e 
consequentemente reduzir o ruído nas observações. Contribuindo para uma 
melhor relação sina ruído. 
Este procedimento poderá ser implementado no caso da relação 
sinal-ruído no primeiro protótipo ser reduzida. 
 
 
 ⋍ / 
Figura 29 – Fonte de corrente linear.	 
 
 















4.3 - SISTEMA ÓPTICO 
 
Foi um dos pré-requisitos do projecto que a conversão da informação 
contida na luminescência dos sensores para formato digital fosse feita 
recorrendo a um sensor de imagem e a um sistema óptico. 
A criação de um sistema óptico com recurso a um microprocessador e 
um sensor de imagem foi uma opção, mas construir esse sistema levaria 
algum tempo, para além do razoável para um trabalho deste âmbito. Assim, 
essa tarefa foi deixada para uma fase posterior do projecto, optando-se 
assim por utilizar uma webcam. Com esta escolha, consegue-se demonstrar 
o princípio de funcionamento do OptoNose mais rapidamente. A webcam 
utilizada foi o modelo 12021 da marca SilverCrest. 
 
Figura 31 – Foto da webcam utilizada no OptoNose. 
4.3.1 – LENTE 
 
A câmara de amostragem concebida tem 1cm de altura, que 
corresponde à distância dos sensores à lente. 
Por outro lado, o tamanho dos sensores é um 1cm2. Sabendo que o 
sensor de imagem tem de dimensões 2,5x3,2mm sabemos então que para 
que toda a informação seja capturada pelo sensor este terá que efectuar uma 
ampliação de 0,25. 
Assim, utilizando as equações da óptica geométrica: 
  ′  




Onde   é a ampliação, ’  a distância entre a lente e o sensor de 
imagem, e  a distância entre a lente e os sensores fluorescentes. Sabendo 
que  é igual a 1 cm, logo ’ terá que ser igual 0.25cm. 
Aplicando estes valores na equação dos focos conjugados tem-se: 
1 + 1	 = 1 ⇔ 1+ 4 = 1 ⇔  = 0.2
 
Isto é, a lente deve possuir uma distância focal de 2.0mm. 
A lente que a webcam traz de origem, embora não tenha a distância 
focal discriminada supõe-se que esta possua uma distância focal de 
aproximadamente 2mm, visto que permite obter uma imagem de uma área 
de aproximadamente 1cm2 quando se encontra a 1cm de distância. 
A lente que vem com a webcam cumpre todos os requisitos 
necessários, uma vez que, além da informação referida acima, a lente é 
relativamente pequena, contribuindo assim para que o OptoNose seja de 
reduzidas dimensões. 
Foram impressos alvos para avaliar a resolução espacial do sistema. A 
resolução espacial do sistema é superior à resolução da impressora 
utilizada. Pode-se concluir que a resolução espacial do sistema é superior a 
0,25mm, consequentemente, este sistema pode ser utilizado na nossa 




4.4 – SISTEMA EXPERIMENTAL 
 
Após efectuar todas as escolhas acima referidas, estamos preparados 
para montar o sistema experimental, apenas nos resta escolher qual o 
sistema a utilizar para levar os odores até à câmara de amostragem. 
Para isso existem diversos mecanismos disponíveis, entre eles temos: 
• Câmara de difusão; 
• Tubo permeável; 
• Borbulhador; 





Mais informação sobre estes sistemas pode ser encontrada no livro 
Handbook of Machine Olfaction (Pearce, Schiffman, Nagle, & Gardner, 2003). 
Qualquer um destes sistemas preenche os nossos requisitos, dado 
que inicialmente apenas se pretende demonstrar que o OptoNose consegue 
identificar diversas misturas gasosas. Como no laboratório existia material 
para implementar um sistema baseado em borbulhadores, optou-se por 
este, que permite cumprir o objectivo pretendido. 
4.4.1 - BORBULHADORES 
 
Os borbulhadores são dispositivos simples que permitem produzir 
vapores em concentrações bastante precisas, quando correctamente 
manuseados. 
Um borbulhador é um recipiente que está a uma dada temperatura 
conhecida e contém um líquido no qual se faz passar um gás que não reage 
com o líquido, isto é feito com o objectivo de promover o equilíbrio gás-
líquido. 
Utilizando borbulhadores a concentração do vapor não diminui ao 
longo do tempo como acontece quando se utiliza o método “headspace 





Figura 32 – Representação esquemática de um borbulhador. 
 






Figura 33 – Gráfico representativo da pressão de vapor de algumas substâncias em 
função da temperatura. 
 
Para que se atinja o equilíbrio é recomendado que se utilize um 
pequeno filtro de forma a reduzir o tamanho das bolhas produzidas, caso 
contrário a concentração do vapor será inferior à prevista. 
 
Figura 34 – Variação da concentração de vapor no método “headspace sampling” 
(Pearce, Schiffman, Nagle, & Gardner, 2003).  
 
Assim, em regime estacionário, as condições que se têm que verificar 
no borbulhador são: 
• A pressão de vapor é igual à pressão de vapor no equilíbrio; 





• Apenas substâncias no estado gasoso saem do sistema.  
Quando as condições acima se verificam o fluxo mássico de vapor é 
dado por (Enigmatics): 

, = , ×  −  
E o fluxo mássico total é dado por: 
 = , ×  −   
Onde, 
, é fluxo mássico do vapor na saída,  é o fluxo mássico 
total que sai do borbulhador, , o fluxo mássico do gás de transporte que 
entra no borbulhador,   é pressão de vapor no equilíbrio e   é a 
pressão no espaço ocupado por gás no borbulhador. 
Como  é função da temperatura, se a temperatura e a pressão no 
borbulhador forem mantidas constantes, obtém-se um fluxo de vapor que 
apenas depende do fluxo de gás que entra no borbulhador. 
 
As formas existentes para controlar o fluxo de vapor produzido são 
alcançadas controlando uma ou mais das seguintes variáveis: 
• Pressão do borbulhador; 
• Temperatura; 
• Fluxo mássico.  
Se a pressão na câmara de amostragem for inferior à pressão de 
vapor do líquido, torna-se bastante inconveniente a utilização de 
borbulhadores para criar um sistema de distribuição de gases. 
É de extrema importância que a temperatura do borbulhador seja 
inferior à temperatura de todo o sistema, caso isto não aconteça o vapor 
pode condensar e levar a problemas com o projecto. 









 SISTEMA 1 
 
Numa primeira abordagem, a temperatura dos borbulhadores e a 
pressão são mantidas constantes. 
Neste tipo de sistema a o fluxo do vapor é proporcional ao fluxo do 
gás de entrada. Isto é, o quociente  


, também conhecido como a 
eficiência do borbulhador,  torna-se uma constante. 
Uma das abordagens que permite controlar a concentração de vapor 
é misturar o vapor proveniente de um borbulhador com um fluxo mássico de 
ar atmosférico constante. Consegue-se assim controlar a concentração do 
gás controlando o fluxo de gás de transporte que atravessa o borbulhador. 
Este tipo de sistema tem a desvantagem do fluxo de gás variar com a 
concentração, como consequência disso, o tempo de resposta dos sensores 
depende da concentração de gás escolhida 
 
 
Figura 35 – Eficiência de um borbulhador em função do fluxo de entrada para os 
seguintes gases: acetona (quadrados), metanol (círculos), benzeno (triângulos) (Kim, 
Ha, Yang, & Kim, 2007). 
 
Este foi o sistema utilizado neste trabalho, mas como não se 
necessitou de um sistema muito preciso, não foi controlada a temperatura 












Figura 37 – Fotografia do sistema implementado. 
 
 






Uma alternativa ao sistema proposto acima, é manter o fluxo de gás de 
transporte, pressão e temperatura constante, e consegue-se assim uma 
concentração constante de vapor. E neste caso dilui-se o vapor, sendo o 
fluxo de ar atmosférico utilizado para diluir que varia.  
Este sistema tem a limitação de que quando se misturam os gases 
provenientes de dois borbulhadores a razão entre as concentrações é 
sempre constante. 
 
Figura 38 - Sistema de distribuição de vapores, baseado na diluição. Para se obter uma 
elevada gama de concentrações, e uma precisão superior, foram utilizados 2 MFC 
para o borbulhador e 2 para o ar (Kim, Ha, Yang, & Kim, 2007).  
 
Este tipo de sistema também tem a desvantagem do fluxo de gás 






Outra forma de se controlar a concentração do vapor é controlar a 
temperatura do borbulhador, mantendo as outras variáveis, fluxo de entrada 





Este sistema é também implementado conforme o esquema da Figura 
36, e neste caso, os controladores de fluxo mássico apenas servem para 
assegurar que o fluxo é mantido constante. 
Neste caso, é preciso ter uma atenção especial à temperatura do 
borbulhador, porque caso esta seja superior à dos outros componentes do 
sistema pode ocorrer condensação, o que geralmente não é desejável. 
 
 
4.5 - CONTROLO 
 
Para implementar o sistema de distribuição de gases é necessário 
controlar os controladores de fluxo mássico, neste caso foram utilizados 
controladores da série GFC da marca Dwyer. Assim, para produzir este 
sistema foi necessário criar os circuitos de controlo para estes dispositivos. 
Para controlar o hardware, LEDs e controladores de fluxo mássico foi 
utilizado o microcontrolador PIC24FJ128GA010 da Microchip, porque este se 
encontrava disponível no laboratório. Esta escolha tem a vantagem de tornar 
o sistema modular, o que tem inúmeras vantagens, como por exemplo tornar 
mais fácil a detecção de falhas durante o funcionamento do sistema. 
Mas a razão fundamental que levou à escolha do microcontrolador, 
em detrimento de outras opções, foi a possibilidade de numa fase futura do 
projecto este também controlar o sensor de imagem, permitindo assim que 
no microcontrolador se efectuassem funções de mais alto nível como por 
exemplo a extracção de características. Isto permitiria tornar o software do 
PC mais leve, para que pudesse correr num dispositivo com menores 
recursos, como por exemplo um PDA.    
Como se pode verificar na Figura 39 o microcontrolador faz interface 
tanto com os LEDs como com os controladores de fluxo mássico. Mas por 
outro lado o microcontrolador recebe instruções do PC, o que permite ao 
software que corre no PC controlar todo o hardware. Desta forma o 
microcontrolador apenas funciona como interface entre o PC e o hardware. 
A comunicação entre o PC e o microcontrolador foi feita por RS232. 
 





Figura 39 - Arquitectura escolhida para o hardware presente no Optonose. 
 
Relativamente aos MFC, é um pouco mais complicado a sua interface 
com o microcontrolador, são controlados ou por uma entrada analógica 4mA 
- 20mA ou 0V - 5V. Neste caso foi escolhida a segunda opção porque não nos 
encontrávamos em ambientes ricos em ruído electromagnético nem o 
controlo seria efectuado a uma longa distância. 
Existem diversas formas de através de um microcontrolador produzir 
uma saída analógica, entre elas o PWM com filtro passa baixo ou os 
potenciómetros digitais. A escolha neste caso recaiu sobre o potenciómetro, 
dado que permite obter saídas com menor ruído. 
 
 
Figura 40 - Esquema representativo da arquitectura do hardware utilizado para 
controlar e efectuar leituras dos controladores de fluxo mássico. 
 
O potenciómetro digital foi utilizado como divisor de tensão, tendo 





drenada do divisor de tensão. O potenciómetro escolhido foi o AD5204 da 
marca Analog Devices, e tem uma resolução de 8bits. 
Por fim, os controladores de fluxo mássico possuem uma saída 
analógica representativa do sinal e caudal medido pelo sensor de fluxo 
mássico, estes sinais são adquiridos pelo ADC do microcontrolador, para 
isso a saída dos controladores de fluxo mássico têm de ser adaptadas à 
entrada do ADC, sendo para isso utilizado um divisor de tensão e um 
seguidor de tensão. O divisor de tensão tem como função converter os 0 - 5V 
em 0 - 3.3V, e o seguidor de tensão tem como função evitar que corrente 








5 - SOFTWARE 
 
Como já foi anteriormente descrito, o OptoNose inclui um 
Microcontrolador que é responsável por controlar os LEDs, os controladores 
de fluxo mássico e um PC que controla o microcontrolador e a webcam.  
Assim, a estrutura deste capítulo divide-se naturalmente em 2 
subcapítulos, o Software do Microcontrolador e o Software para o PC. 
 
 
5.1 - SOFTWARE MICROCONTROLADOR 
 
A função escolhida para o microcontrolador foi de interface entre o 
PC e o hardware, isto é, o controlo do hardware é feito pelo PC, sendo que o 
microcontrolador apenas tem como função descodificar os comandos 
recebidos pelo PC e os converter em acções sobre o hardware. 
 Para controlar os LEDs foi utilizado PWM, pelas razões discutidas no 
capítulo 4.2.1 - Controlo da intensidade luminosa. Assim, relativamente aos 
LEDs o objectivo é permitir que através de instruções enviadas pelo PC se 
possa controlar a sua intensidade. 
Como a excitação dos sensores é feita sequencialmente pelos LEDs, 
quando é dada instrução para os LEDs de um dado comprimento de onda 
ligarem, os outros comprimentos de onda são automaticamente desligados.  
Os controladores de fluxo mássico são tratados de forma muito 
idêntica aos LEDs pelo microcontrolador, isto é, após receber instruções por 
RS232, estas são descodificadas e o fluxo que atravessa o controlador em 
questão é alterado de acordo com a instrução. 
O microcontrolador também retorna informação pela porta série 
quando assim solicitado. É possível receber do microcontrolador os valores 




dos fluxos mássicos pedidos e medidos de cada um dos controladores de 
fluxo mássico e a intensidade dos LEDs. 
 
 
Figura 41 – Fluxograma com a estrutura do software implementado no 
microcontrolador. 
 
Assim resumindo, o microcontrolador aceita três tipos de comandos: 
1. Controlo dos LEDs: 
a. Comando do tipo “led(x,y)\n” onde: 
i. ‘x’ é o número do LED ( 0 ou 1); 
ii. ‘y’ é a intensidade relativa do LED ( entre 0 e 
100); 
2. Controlo do fluxo: 
a. Comando do tipo “flux(x,y)\n”, onde: 
i. ‘x’ é o número do controlador (0, 1 ou 2); 
ii. ‘y’ é o fluxo mássico pedido em ml/min (gama de 





3. Pedido de dados: 
a. Comando do tipo “?\n”. 
b. Retorna “a,b,c,d,e,f,g,h”, onde: 
i. ‘a’ é a intensidade relativa do LED 0; 
ii. ‘b’ é a intensidade relativa do LED 1; 
iii. ‘c’ é o fluxo mássico pedido ao controlador 0 
(ml/min); 
iv. ‘d’ é o fluxo mássico medido no controlador 0 
(ml/min); 
v. ‘e’ é o fluxo mássico pedido ao controlador 1 
(ml/min); 
vi. ‘f’ é o fluxo mássico medido no controlador 1 
(ml/min); 
vii. ‘g’ é o fluxo mássico pedido ao controlador 2 
(ml/min); 





5.2 - SOFTWARE PC 
 
O software para PC foi feito com recurso ao Matlab® da empresa 
MathWorks. 
Após efectuar a montagem experimental foi necessário testar se os 
controladores mássicos conseguiam responder correctamente aos 
comandos.  
Esta verificação é muito importante, porque da forma como foram 
montados os controladores, o sistema podia não encontrar o equilíbrio. 
Assim para testar os controladores pediu-se a dois deles que 
limitassem o fluxo a metade da sua gama e enviou-se comandos para o outro 
controlador, verificando-se que este conseguia obedecer às ordens (Figura 
42).  
De forma a verificar se todos os controladores se comportavam como 
esperado, alterou-se o software de forma a testar também os dois 
controladores restantes. 
De seguida teve-se como objectivo testar os sensores fluorescentes, 
se estes eram fluorescentes aos comprimentos de onda disponíveis, 375nm e 




428nm, e se a sua intensidade de fluorescência variava na presença dos 
gases escolhidos. 
Assim, dividiu-se esta parte em duas: a primeira bastante simples, a 
de verificar se os sensores são fluorescentes o suficiente para serem 
utilizados como sensores neste sistema. Para isso, iluminou-se os sensores 
com um comprimento de onda na intensidade máxima e adquiriu-se uma 
imagem através da webcam, de seguida procedeu-se da mesma forma para 
o outro comprimento de onda. 
Na outra parte, verifica-se se sensores são sensíveis aos gases, para 
isso fez-se passar ar atmosférico durante 10 min, o vapor proveniente de um 
borbulhador durante outros 10 minutos e por fim mais 10 minutos de ar 
atmosférico. O vapor utilizado foi na concentração máxima disponível, isto é, 
não foi diluído com ar, isto porque o objectivo era verificar se os sensores 
eram sensíveis aos gases em questão (Figura 43).  
A cada segundo foram adquiridas duas imagens, uma para cada 
comprimento de onda de iluminação. 
A análise dos resultados foi feita imagem a imagem, utilizou-se as 
partes da imagem onde os materiais possuíam uma emissão mais uniforme, 
sendo considerada a média da intensidade nesses locais para análise. A 
variação da intensidade ao longo do tempo é o sinal obtido do sensor.  
Por fim, concebeu-se o software do nariz artificial. Os principais 
objectivos deste são: 
1. Obter dados do sistema experimental; 
2. Analisar coerência dos dados; 
3. Efectuar extracção das características; 
4. Aplicar algoritmo(s) de reconhecimento de padrões. 
 
Como se pode verificar pela leitura dos objectivos, estes podem ser 
separados em peças de software distintas, uma vez que cada um tem uma 









Figura 42 – Estrutura do software implementado para verificar o correcto 
funcionamento dos controladores de fluxo mássico. 
 
Assim, decidiu-se dividir o software em três partes, a obtenção de 
dados e a análise da sua coerência é feita na primeira parte. 
Sendo que a primeira parte será sempre comum, isto é, as restantes 
partes do software podem ser alteradas, tornando-se de grande utilidade, 
dado que permitirá obter diversos tipos de resultados. 






Figura 43 – Esquema do software utilizado na obtenção de dados para verificar se os 




A segunda parte será a extracção de características, e como o 
software é modular, esta parte possuirá 2 tipos de extracção de 
características possíveis, extracção de características no equilíbrio e 
extracção de características dinâmicas. A extracção de características no 
equilíbrio está relacionado com a utilização dos dados quando o equilíbrio 
vapor - sensores é atingido, as características dinâmicas são obtidas durante 
a transição entre o equilíbrio sensores – ar atmosférico e o equilíbrio 
sensores – vapor. A análise deste tipo de características pode permitir 





Por fim a última parte do software será o algoritmo de reconhecimento 
de padrões, e neste caso, devido à modularidade do software também serão 
implementados vários algoritmos, permitindo assim analisar qual apresenta 
os melhores resultados.  
A produção deste software ainda se encontra em desenvolvimento 
devido ao facto de ainda não se possuir sensores funcionais como se poderá 






6 – RESULTADOS 
 
Antes de se testar o funcionamento dos controladores de fluxo 
mássico no sistema, estes foram testados individualmente fora do sistema, 
concluindo-se que estavam calibrados.  
Os resultados obtidos ao correr o software de teste aos controladores 











Figura 44 – Comportamentos dos controladores de fluxo mássico quando 
implementados no sistema da Figura 36. As figuras a), b) e c) representa 








Da análise dos resultados acima, pode-se concluir que o 
controladores de fluxo mássico 0, 1 e 2 têm um erro quadrado médio no 
equilíbrio de 0.121 (ml/min)2, 0.0089 (ml/min)2 e 0.0912 (ml/min)2 
respectivamente. Estes valores são um pouco elevados, de tal forma, que 
normalmente levaria à rejeição do sistema. Mas por outro lado, com estes 
resultados pode-se cumprir com os objectivos estipulados, isto é, ter um 
sistema que permita variar concentrações de vários gases de forma a testar 
o dispositivo. 
De seguida testaram-se os sensores fluorescentes disponíveis: 
• PBS-PFP / Amostras de silica 
o PBS - 0,6% (RE:ACPc2) 
o PBS - 1,2% (RE:ACPd2) 
• PFP – NR3 / Amostras de silica 
o NR3 - 0.12% (RE: CCPa2) 
o NR3 – 0.6% (RE: CCPd1)  
• PBS –PFP /  Amostras de Diureasil 
o PBS – 140h 
• Composto de Ruténio. 
Estes sensores foram desenvolvidos a pensar especialmente na 
detecção de compostos com reduzidas concentrações, pois observa-se neles 
o efeito de inibição amplificada de fluorescência (Evans, Macedo, Pradhan, 
Scherf, Carlos, & Burrows, 2010).  
Inicialmente foi verificada a fluorescência dos sensores aos seguintes 
comprimentos de onda 375nm e 428nm. Os resultados obtidos encontram-se 
na Figura 45 e Figura 46. Todos os sensores, há excepção do composto de 
ruténio, emitem radiação de fluorescência quando iluminados com o 
comprimento de onda de 375nm, por outro lado, quando iluminados com 
428nm nenhum composto emite radiação de fluorescência suficiente para 
ser detectada pela webcam. A radiação observada neste caso é apenas 
devida à reflexão, porque é do mesmo comprimento de onda da radiação de 
excitação. 









Figura 46 - Imagem dos sensores quando excitados com um comprimento de onda de 
428nm. 
 
Analisando a Figura 45 percebe-se que mesmo com os LEDs na 
intensidade máxima existem sensores que não saturam a webcam. Assim de 





tempos de exposição superiores. Assim, no software final terá que se 
conjugar a intensidade luminosa dos LEDs e o tempo de exposição do sensor 
de imagem de forma a obter sinais de maior amplitude e com menor ruído, o 
que permitirá melhorar a relação sinal ruído. 
Também se terá de efectuar um pequeno ajuste na lente de forma a 
evitar que seja adquirida radiação directa dos LEDs. 
De seguida utilizou-se o software representado na Figura 43 para 
verificar se os sensores são ou não sensíveis aos gases escolhidos. Foi 




A variação da intensidade de emissão de cada sensor quando 
expostos aos gases em questão encontra-se na Figura 47. 
Como se pode verificar pelos gráficos da Figura 47, nenhum dos 
sensores responde aos gases em questão.  
Consequentemente partiu-se à procura de compostos que fossem 
sensíveis aos vapores. Aquando da escrita deste documento, estava-se a 
efectuar a análise de um composto à base de nitrato de uranilo, e os 
resultados pareciam promissores. 
Obteve-se o espectro de emissão de uma solução aquosa de nitrato 
de uranilo com uma concentração de 20mMol/dm3. De seguida introduziu-se 
pequenas quantidades de etanol e verificou-se o efeito no espectro. Um 
procedimento semelhante foi feito com metanol, os resultados encontram-se 
na Figura 49 e Figura 50. O espectro de absorção da solução de nitrato de 
uranilo (Figura 48) mostra-nos que os comprimentos de onda disponíveis 
permitem excitar esta substância. E da análise dos espectros de emissão 
percebe-se facilmente que tanto o etanol como o metanol são inibidores de 
fluorescência desta substância.   













Figura 47 – Resposta dos sensores quando excitados com um comprimento de onda de 
375nm e expostos a diferentes vapores (a – etanol, b – metanol, c – nitrobenzeno). 
 
Assim, o próximo passo é imobilizar o nitrato de uranilo num suporte 
poroso de forma a testá-lo no OPTONOSE. Além disso, é necessário 
continuar à procura de substâncias que permitam detectar gases através da 
inibição da fluorescência, de forma a obter um conjunto de sensores não 
selectivos. 
b 





Figura 48 – Espectro de absorção da solução aquosa de nitrato de uranilo de 
concentração de 20mMol/dm3. 
 
Figura 49 – Espectro de emissão da solução aquosa de nitrato de uranilo e da mesma 







Figura 50 - Espectro de emissão da solução aquosa de nitrato de uranilo e da mesma 






7 – CONCLUSÃO 
 
O resultado das simulações do tempo de resposta da câmara de 
amostragem, embora não tenha sido ainda utilizado acredita-se que numa 
fase futura do projecto pode ser de grande importância, contribuindo para a 
construção de um dispositivo com baixo tempo de resposta. 
Foi desenvolvida uma plataforma experimental que permite estudar 
matrizes de transdutores luminescentes como sensores de gás, com o 
objectivo de produzir um nariz artificial. 
Após se ter experimentado o sistema de produção de gases, 
verificou-se que este não era muito preciso, logo, este apenas será útil nos 
primeiros testes do nariz artificial, sendo que depois se terá de recorrer a 
repositórios com misturas de gás calibradas. Este sistema também será útil 
para comparar e validar resultados com outros tipos de sensores. 
Outro ponto que pode ser melhorado no sistema é o sensor de 
imagem, que embora sirva para os primeiros testes deve ser alterado por 
um com menor ruído.  
Mas o ponto mais crucial é não possuirmos sensores disponíveis para 
incorporar no nariz artificial, isto deve-se ao tempo necessário para efectuar 
pesquisa e desenvolver os mesmos. Mas, como se pode verificar no capítulo 
anterior, todos os esforços estão a ser feitos para encontrar materiais 
sensíveis.  
Como o tempo necessário para descobrir os materiais a utilizar como 
sensores não foi tido em conta, logo os objectivos não foram todos 
cumpridos.  
Concluindo, os resultados obtidos não são positivos, mas nem por isso 
as espectativas de se produzir um dispositivo funcional diminuíram. Como 
se pode verificar no capítulo anterior a procura por sensores para o nariz 




artificial continua e existem resultados muito promissores em relação à 












Em 1980, os irmãos Curie, Jacques e Pierre, descobriram que alguns 
minerais quando sujeitos a uma força mecânica geravam um dipolo eléctrico 
nas suas extremidades. Este efeito foi denominado piezoeléctrico. 
Mais tarde, os irmãos Curie confirmaram que o contrário também 
ocorria, isto é, os cristais quando submetidos a uma diferença de potencial 
contraem ou alongam dependendo da direcção do campo eléctrico. Este 
efeito foi designado de piezoeléctrico inverso. 
 
 
Figura 51 - Representação esquemática do efeito piezoeléctrico inverso. 
 
Os três tipos de sensores piezoeléctricos de gás utilizados em narizes 
electrónicos são de onda acústica estrutural (BAW), onda acústica superficial 





recorrem à propagação de ondas acústicas através do material, e em todos 
eles, as variações na frequência da onda propagada são reveladores de 
mudanças no meio envolvente ao sensor. 
 
SENSORES DE ONDA ACÚSTICA ESTRUTURAL 
 
Os sensores de onda acústica estrutural (BAW) são também 
conhecidos como microbalanças de quartzo (QCM ou QMB), isto porque, 
geralmente, são fabricados de quartzo e permitem medir massas da ordem 
de grandeza das microgramas ou até nanogramas. 
Estes sensores são compostos por um cristal piezoeléctrico e dois 
eléctrodos que são ligados às extremidades do cristal. Aplicando nos 
eléctrodos do cristal a tensão alternada certa, consegue-se que este oscile 
na sua frequência ressonante.  
A frequência ressonante do cristal depende da massa e da forma 
deste. Assim para um dado cristal a sua frequência ressonante apenas 
depende da sua massa.  
Com isto consegue-se medir variações na massa do cristal medindo a 
sua frequência ressonante. Desta forma, estes são utilizados para medir a 
massa das substâncias que se depositam na sua superfície. 
A relação entre a variação da frequência ressonante e a massa 
depositada é dada pela equação de Sauerbrey ( Gründler, 2007): 






Onde Δ  é a variação na frequência do cristal,   é a frequência 
ressonante do cristal sem nenhuma substância depositada,   é uma 
constante que depende do corte do cristal,	é a densidade do cristal, ΔM é 
a variação de massa do cristal e  é a área do cristal. 
Um sensor BAW típico tem uma sensibilidade de 5 MHz cm2/kg, o que 
faz com que uma variação na frequência de aproximadamente 1Hz 





Como pequenas variações da massa do cristal provocam variações na 
frequência de oscilação facilmente mensuráveis, assim sendo, estes 
sensores podem ser utilizados como sensores de gás. Para isso, os sensores 
são revestidos com um material selectivo a um determinado gás. Desta 
forma, as variações na massa do sensor devem-se apenas à concentração do 
gás, conseguindo-se assim criar sensores para diversos gases. 
 
 




SENSORES DE ONDA ACÚSTICA SUPERFICIAL 
 
Os sensores de onda acústica superficial (SAW), à semelhança dos de 
onda acústica estrutural, funcionam medindo variações na frequência da 
onda que se propaga no cristal. 
As ondas nos sensores SAW são superficiais, e propagam-se ao longo 
de uma das superfícies do cristal. Assim, se existir depósito de matéria nesta 
superfície do cristal as características da onda vão ser alteradas. 
Para a criação de ondas superficiais aplica-se na superfície do cristal 
piezoeléctrico os eléctrodos interdigitais (IDT). Na figura seguinte está 






Figura 53- Representação esquemática do funcionamento de um sensor de onda 
acústica superficial. 
 
Após produzidas as ondas superficiais, estas viajam até ao outro 
extremo do cristal, onde será colocado um transdutor para recolher 
informação sobre a onda.  
Como se trata de um cristal piezoeléctrico, as distorções mecânicas 
produzidas pela passagem da onda produzem variações do campo eléctrico. 
Assim, facilmente se conseguem medir as propriedades da onda que chega 
ao outro extremo do material utilizando novamente eléctrodos interdigitais.  
À semelhança dos sensores BAW estes sensores são revestidos por 
uma película selectiva, o que permite tornar este tipo de sensores selectivo 
a um dado gás. Desta forma, só este gás é capaz de alterar a massa 
depositada na superfície do cristal.  
Com este tipo de sensores podemos medir massas da ordem de 
picogramas ( Gründler, 2007), isto é, estes dispositivos têm uma 
sensibilidade idêntica às microbalanças de quartzo (Nagle, Schiffman, & 
Gutierrez-Osuna, 1998).   
SENSORES DE ONDA ACÚSTICA EM MEMBRANA FLEXÍVEL 
 
Os sensores de onda acústica em membrana flexível funcionam de 
forma muito semelhante aos SAW, distinguindo-se apenas pela espessura 
em que a onda se propaga, a onda propaga-se numa membrana. 
O facto de as ondas se propagarem numa membrana faz com que se 





sensores SAW, permitindo utilizar uma electrónica mais simples. Mas esta 
não é a única vantagem, as ondas que se propagam numa membrana fina 
tem toda a sua energia confinada a esta, isto é a onda não se perde no 
cristal. Por este motivo, estes são mais sensíveis às variações da massa da 
membrana que os sensores SAW (Schubert, et al., 2002). 
Tipicamente a sensibilidade destes sensores é de ordem de grandeza 
superior aos do tipo SAW (Wenzel & White, 1989). 
 
Figura 54 – Representação esquemática do funcionamento dos sensores de onda 





Os sensores electroquímicos baseiam-se em reacções químicas entre 
os gases e o sensor. O gás ao reagir com o sensor produz alterações que 
resultam em variações da resistência, ou da tensão, ou da corrente. Medindo 
as variações destas variáveis eléctricas tem-se conhecimento dos gases 
presentes. 
Os sensores electroquímicos mais utilizados na construção de narizes 
electrónicos são os polímeros condutores, Semicondutor de óxidos 









SENSORES DE POLÍMEROS CONDUTORES 
 
Os polímeros são moléculas de grandes dimensões que são formadas 
pela repetição de uma molécula de pequenas dimensões. 
Exemplos de polímeros são o policarbonato, utilizado no fabrico do 
CD e o Teflon utilizado nos revestimentos antiaderentes das frigideiras. 
Os polímeros geralmente são materiais isoladores, isto é, não 
conduzem a corrente eléctrica. No ano 1977, Shirakawa sintetizou o primeiro 
polímero condutor, isto é, um polímero com capacidade de conduzir 
corrente eléctrica (James, Scott, Ali, & O’Hare, 2005).  
Estes polímeros podem ser utilizados como sensores de gás por 
alterarem a sua condutividade na presença de determinadas substâncias.  
 
2. 2 - SENSORES MOS 
 
Os Sensores do tipo semicondutor de óxidos metálicos são os mais 
vulgarmente utilizados na criação de narizes electrónicos. 
Os sensores do tipo MOS são compostos por uma base de 
semicondutor, um isolador (geralmente um óxido) e um metal.  
 
 
Figura 55 - Esquema de um sensor MOS (James, Scott, Ali, & O’Hare, 2005). 
 
Os sensores MOS funcionam através de reacções de oxidação e 
redução. Quando a camada metálica é aquecida moléculas de oxigénio 
presentes no ar são adsorvidas. Como as moléculas de oxigénio são 





diminuindo a condutividade deste. Se de seguida entrarem em contacto com 
o sensor, substâncias que reajam com o oxigénio este é libertado do sensor 
e consequentemente os electrões que tinham sido capturados pelo oxigénio 
são devolvidos à banda de condução do metal aumentando assim a sua 
condutividade (James, Scott, Ali, & O’Hare, 2005).  
Estes sensores são utilizados para medir concentrações de 
substâncias redutoras. 
 
2. 3 - CHEMFET 
 
ChemFet provém de Chemical Field Effect Transistor. Os ChemFET 
são transístores idênticos aos MOSFET com a diferença de a tensão na Porta 
ser dada por um processo químico. Isto é feito com recurso a um 
revestimento de um material selectivo na porta do transístor. 
Desta forma, os ChemFET podem ser vistos como resistências que 
variam o seu valor em função da concentração da substância a que são 
selectivos ( Fraden, 2003). 
Estes sensores podem ser utilizados para diferentes substâncias 
dependendo do revestimento aplicado na porta do transístor. 
 
2.4 - SENSORES AMPEROMÉTRICOS  
 
Os sensores amperométricos de gás (AGS) são essencialmente de 
dois tipos de electrólito líquido e electrólito sólido (Stetter & Li, 2008).  
Nos sensores amperométricos existem sempre um electrólito e pelo 
menos dois eléctrodos, o eléctrodo de trabalho e o eléctrodo de contagem. 
Existe sempre uma interface porosa que permite ao gás dissolver-se no 
electrólito.  
Quando a diferença de tensão entre os eléctrodos é constante, a 





gases. Isto porque, na vizinhança dos eléctrodos ocorre uma reacção de 
oxidação-redução em que o gás é um dos regentes. 
Os sensores amperométricos podem ter um terceiro eléctrodo, a 
referência, que serve para monitorizar a diferença de tensão entre os 
eléctrodos, de forma a manter esta constante. 
 
 
Figura 56 – Esquema representativo do funcionamento de um sensor amperimétrico 




Os sensores de gás ópticos mudam as suas propriedades ópticas na 
presença de determinados compostos. Exemplos de propriedades ópticas 
que se utilizam na detecção de compostos são o índice de reflexão, a 
intensidade, comprimento de onda de fluorescência e a mudança de cor de 
uma substância. A maioria dos narizes electrónicos implementados com 
recurso a propriedades óptica foi feita recorrendo a fibras ópticas. 
Geralmente as substâncias sensíveis encontram-se no revestimento, 
ou numa das extremidades da fibra óptica. As propriedades ópticas dessas 
substâncias alteraram-se em contacto com os gases a identificar levando a 
que as características da radiação que viaja no interior da fibra também se 
alterem. Utilizando técnicas apropriadas podemos medir as alterações 
dessas propriedades, conseguindo assim identificar os compostos.  
Embora existam narizes electrónicos baseados em efeitos ópticos 
além da luminescência e da colorimetria, esses não são abordados dado que 






2.3.1 - LUMINESCÊNCIA 
 
Luminescência é a emissão de luz visível pelas substâncias quando os 
seus electrões passam de estados mais excitados para os de menor energia. 
Consegue-se obter informação da concentração de gases presentes 
na vizinhança da substância luminescente quando ambas interagem, 
resultando na alteração das características da luminescência. 
Como este trabalho tem como objectivo a criação de um nariz 
electrónico baseado em materiais fluorescentes, logo, este tema já foi 
abordado previamente. 
 
2.3.2 - COLORIMETRIA 
 
Numa reacção química, dois ou mais reagentes, transformam-se numa 
ou mais substâncias diferentes, os produtos da reacção. 
Como os produtos da reacção são diferentes dos reagentes, logo as 
suas propriedades podem ser também diferentes, desde o estado físico, o 
pH e até à cor. 
Se a cor dos reagentes for distinta da dos produtos, a mudança de cor 
pode ser um indicador da presença de um determinado reagente. Isto 
porque, para que a reacção ocorra é necessária a presença do reagente em 
questão. 
Um exemplo muito comum de um sensor colorimétrico é o papel 
indicador de pH, quando este reage com uma dada solução a sua cor muda. 












ANEXO 2 - NARIZES ELECTRÓNICOS COMERCIAIS 
 
Existem diversas empresas a fabricar narizes electrónicos. Alguns já 
foram referidos, mas uma lista mais extensa encontra-se de seguida.  
 
Tabela 2 – Narizes electrónicos disponíveis comercialmente ( Rock, Barsan, & 
Weimar, 2008) 
Fabricante Unidades 
vendidas Modelo Tecnologia 
Agilent, http://www.chem.agilent.com/ 
 




180 i-PEN gas sensor array 
 
PEN3 gas sensor array 
 
GDA2 IMS, PID, EC, 2 MOX sensors 
Alpha MOS, http://www.alpha-mos.com/ 
500 FOX 2000 6 MOX sensors (or QMB/CP) 
 
FOX 3000 12 MOX sensors (or QMB/CP) 
 
FOX 4000 18 MOX sensors (or QMB/CP) 
 
Gemini gas sensor array 
 
Kronos quadrupole fingerprint mass 
spectrometry 
 
Heracles 2 capillary columns (1—3 m) and 2 FIDs 
 
RQ Box EC, PID, MOX sensors 
 
Prometheus MS and 18 MOX sensors 
AltraSens, http://www.altrasens.de/ 
 
OdourVector 6 sensors 
AppliedSensor, 
http://www.appliedsensor.com/ >100 000 
Air Quality 
Module 2 MOX sensors 
Chemsensing, 
http://www.chemsensing.com/   colorimetric array 
CSIRO, http://www.csiro.au/ 
 
Cybernose receptor-based array 
Dr. Foedisch AG, 
http://www.foedisch.de/ 
 
OMD 98 2 x 6 sensors 
 
OMD 1.10 2 x 5 MOX sensors 
Draeger, http://www.draeger-safety.com/  
Multi-IMS ion mobility spectrometry 
 
MSI150 Pro2i ECs 
Electronic Sensor Technology, 
http://www.estcal.com/ 
 
ZNose 4200 GC and SAW 
 
ZNose 4300 GC and SAW 
 
ZNose 7100 GC and SAW 
Environics, http://www.environics.fi/ 
9000 M90-D1-C ion mobility spectrometry 
 
ChemPro100 ion mobility spectrometry 
Forschungszentrum Karlsruhe, 
http://www.fzk.de/  SAGAS 8 SAW sensors 
Gerstel GmbH & Co. KG, 
http://www.gerstel.com/  QCS 3 MOX sensors 
GSG Mess- und Analysengerate, 
http://www.gsg-analytical.com/  MOSES II modular gas sensor array 
Illumina, http://www.illumina.com/ 
 
oNose fluorescence sensors—bead array 






Plus SAW array and EC 
 




SAW and electrochemical sensor 
array 
 








VaporLab GC and EC 
Owlstone Nanotech, Inc., 
http://www.owlstonenanotech.com/ 
 
Tourist field asymmetric ion mass 
spectrometry 
 
Lonestar field asymmetric ion mass 
spectrometry 
Proengin, http://www.proengin.com/  
AP2C flame spectrophotometer 
 




ChemRAE ion mobility spectrometry 
 
UltraRAE separation tube and PID 
 









IAQRAE PID, NIRD CO2, EC, polymer-
capacitated 
  
humidity sensor, thermistor, 
  
humidity— temperature sensor 
RST-Rostock, http://www.rst-rostock.de/  
FF2 6 MOX, T humidity 
 
GFD1 6 MOX, T, humidity 
Sacmi, http://www.sacmi.eu/  
EOS 835 gas sensor array 
 
EOS 
Ambiente gas sensor array 
Scensive Technologies Ltd., 
http://www.scensive.com/ <100 
Bloodhound 
ST214 14 conducting polymers 
ScenTrak, 
http://www.cogniscentinc.com/   fluorescent dye 
SMart Nose, http://smartnose.com/ 250 SMart Nose 2000 





Cyranose 320 gas sensor array 
 
IONSCAN 
SENTINEL II ion mobility spectrometry 
 
CENTURION ion mobility spectrometry 
 
GID-2A ion mobility spectrometry 
 
GID-3 ion mobility spectrometry 
 
SABRE 4000 ion mobility spectrometry 
 
ADP 2000 ion mobility spectrometry 
 
CAM ion mobility spectrometry 
Sysca AG, http://www.sysca-ag.de/ 
 




2.1 8 QCM sensors 
 
Os dados, contidos na tabela acima, datam de 2008, novos modelos 






ANEXO 3 - ALGORITMOS DE REDUÇÃO DE DIMENSIONALIDADE 
 
Como já foi referido anteriormente, a redução de dimensionalidade é 
um passo opcional para se realizar a classificação de padrões. A redução de 
dimensionalidade é feita para evitar a maldição da dimensionalidade. 
Outras vezes a redução de dimensionalidade é feita para ajudar a visualizar 
a separação dos dados em gráficos a duas ou três dimensões. 
Para perceber o funcionamento destes algoritmos imagine-se que 
temos um conjunto de dados num espaço de dimensão , com isto quer-se 
dizer que cada elemento desse conjunto de dados pode ser representado 
por um vector com 	  elementos. O que se pretende é encontrar a 
transformação para esse conjunto de dados que permita diminuir a sua 
dimensão, e com isso, representá-los por vectores com dimensão , onde  é 
menor que . Esta transformação está representada de forma matemática na 
equação seguinte, e de forma gráfica na Figura 57. 
	  	
 →   ;    
 
Figura 57 – Resultado de dois algoritmos de redução de dimensionalidade (Osuna). 
 
O objectivo destes algoritmos é perder durante a transformação 
dados redundantes ou com pouca informação, para que o vector 
transformado possua toda ou quase toda a informação do vector de origem, 
num conjunto menor de dados.  
Os algoritmos mais utilizados para redução de dimensionalidade são 





Lineares (LDA). Na figura acima está representada a redução de 
dimensionalidade em duas projecções distintas. As duas projecções 
representadas correspondem à aplicação do algoritmo PCA, que procura 
manter a informação sobre a representação dos dados, e o algoritmo LDA, 
que procura manter a separação.    
Uma alternativa a estes algoritmos é escolher o conjunto das 
características mais relevantes e apenas utilizar essas para o algoritmo de 
classificação, não efectuando nenhuma transformação aos dados, isto é, usar 
como entrada para o algoritmo de classificação apenas parte dos elementos 
do vector de entrada. As técnicas utilizadas para a escolha do melhor 
conjunto de características são conhecidas na literatura como Feature Subset 
Selection (FSS). Estas técnicas não serão abordadas.  
 
ANÁLISE DE DISCRIMINADORES LINEARES 
 
A análise de discriminadores lineares (LDA) é muitas vezes também 
denominada de discriminadores de Fisher. 
No caso mais geral em que existem C classes a serem separadas, o 
problema resume-se a encontrar K projecções dos dados, onde K é menor 
que C. Isto é:  = ×  
Onde, os vectores   são as diferentes projecções,   é a matriz  !|!|… |!# onde ! são os vectores de projecção e  os dados. 















Onde   é o vector média e o número de vectores de dados da 
classe (, e  um vector de dados. 
E a matriz de covariância "interclasses" como: 
# =$% − &(!
"
 − ) 
Onde: 
 = ∑ ∀  
Onde  é o vector média de todas as classes, o número total de 
vectores de dados e  um vector de dados. 
De forma semelhante define-se os vectores média e covariâncias 
intraclasses e interclasses dos dados projectados: 
$) = ∑ ∈&  ; 
 




$) )( − $) ) 









Expressando as covariância dos dados projectados em função das 
covariância dos dados, obtêm-se:  * =  
 #* =# 
 
Como se sabe a covariância é uma matriz cujos elementos são uma 





dos dados, procura-se que a covariância de cada classe (intraclasse) seja 
mínima nos dados projectados e que a covariância de todos os dados 
projectados seja máxima (interclasses). Assim facilmente se verifica que a 
função a maximizar é a seguinte: 
  || 
|||| 
 
O objectivo é encontrar uma matriz de projecção, , que maximize 
este coeficiente. 
Pode-se obter a matriz de projecções óptima,  ∗ , resolvendo o 




    |
|||! ⟹  # $
∗  0 
  
Figura 58 – Resultado do algoritmo LDA aplicado a duas classes. 
 




 # &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É importante referir que se a informação sobre a separação dos dados 
não estiver na média, os resultados do algoritmo LDA são muito fracos, como 










 ANÁLISE DE COMPONENTES PRINCIPAIS 
 
O algoritmo PCA é um algoritmo de redução de dimensionalidade 
que efectua uma rotação dos eixos dos dados.  
Este algoritmo considera que a informação relevante está na variância 
dos dados, logo, pretende-se encontrar as projecções de máxima variância. 
O primeiro componente principal é o vector de projecção na direcção 
de maior variância (




Onde -  é uma matriz cujas linhas são os vectores dos dados com 
média nula e desvio padrão unitário.  
O segundo componente principal é a projecção cuja variância é a 
segunda maior. É importante referir que os vectores de projecção têm de 
ser ortogonais. 
O número de componentes principais é igual ao número de variáveis 
dos dados. Mas como a informação relevante se encontra nas projecções de 
maior variância os últimos componentes principais podem ser desprezados, 
conseguindo-se assim reduzir a dimensionalidade. 
Pode ser demonstrado que os componentes principais são dados por: 





Onde  é a matriz com os vectores próprios da matriz covariância de +, e os componentes principais são dados pelas linhas da matriz S. 
O número de componentes principais a utilizar depende da 
quantidade de informação que se está disposto a perder, quanto mais eixos 
principais se ignorarem mais informação é perdida. Tipicamente, nos 







ANEXO 4 - ALGORITMOS CLASSIFICAÇÃO DE PADRÕES 
 
Neste capítulo será explicado o funcionamento de alguns dos 
algoritmos de classificação mais vulgarmente utilizados na produção de 
narizes electrónicos. 
Os algoritmos de classificação podem ser divididos por classes, 
dependendo das suas características. Estes podem ser categorizados pela 
forma como abordam o problema da classificação: 
• Estatísticos 
• Agrupamentos 
• Redes Neurais 
Os métodos estatísticos como o próprio nome indica são baseados na 
estatística, exemplo disso é o Critério de Bayes.  
Os métodos baseados em agrupamentos dividem os dados em classes 
recorrendo a regras, um exemplo disso é a separação dos dados em 
categorias dependendo das distâncias entre os dados. 
Os algoritmos baseados em redes neurais, são algoritmos que 
utilizam um ou mais neurónios artificiais, os perceptrões, para classificar os 
dados.  
Os algoritmos também podem ser divididos em duas classes 
conforme a necessidade de aprendizagem, desta forma temos: 
• Aprendizagem supervisionada 
• Aprendizagem não supervisionada 
Nos algoritmos com aprendizagem supervisionada têm de ser 
fornecidos um conjunto de dados previamente classificados, de forma que, o 
algoritmo aprenda a classificar os dados por classes. Por outro lado, os 
algoritmos com aprendizagem não supervisionada não necessitam que os 
dados de treino sejam classificados, isto é, o algoritmo aprende sozinho a 
classificar os dados através das características destes. 
Os algoritmos que trataremos neste capítulo são os seguintes: 
• Regressão linear múltipla (MLR); 
• Regressão dos componentes principais; 
• Teoria de decisão de Bayes; 
• K vizinhos mais próximos; 
• Perceptrões de cama única; 





• Redes neurais de base radial. 
 
 
REGRESSÃO LINEAR MÚLTIPLA 
 
O método de regressão linear múltipla (MLR) permite efectuar um 
ajuste linear a um conjunto de variáveis independentes obtendo o valor de 
uma variável dependente, isto é: , = - + - + - +⋯+ - + . 
 
Onde , é a variável dependente, betas os coeficientes de regressão, . 
o erro e  as variáveis independentes. 
Generalizando a expressão acima, pode-se representar o problema 
pela seguinte equação matricial: , = +- + . 
 
Onde: 







1 				 … 0 ; 	- = /
--




Em que a matriz . é o vector coluna dos erros, - é o vector coluna dos 
coeficientes de regressão, +  é uma matriz cujas linhas são as diversas 
observações, e cada coluna representa uma variável independente, por 
último, , é um vector coluna que representa as observações da variável 
independente. 
Demonstra-se que a o vector dos coeficientes de regressão que 
minimiza a soma do erro quadrado é dado pela seguinte equação (Esteves & 







REGRESSÃO DE COMPONENTES PRINCIPAIS  
 
Muitas das vezes, o método MLR não pode ser implementado 
directamente porque a matriz +	é singular, isto pode acontecer se o número 
de variáveis independentes for reduzido quando comparado com o número 
de observações. 
Assim, para contornar este problema existem vários métodos, como 
por exemplo, remover observações, pelo método stepwise, até a matriz X se 
tornar não singular. Outros métodos disponíveis são a regressão de 
componentes principais (PCR) e o método mínimos quadrados (PLS) 
parciais. 
O método PCR visa calcular os componentes principais da matriz +, e 
utilizar as projecções dos dados segundo as componentes principais como 
variáveis independentes para efectuar a regressão. Desta forma, consegue-
se remover a colinearidade entre dados da matriz +, tornando-a singular 
para efectuar uma regressão. Este método pode falhar, uma vez que as 
componentes principais da matriz +  dão-nos as projecções de maior 
variância, mas isto não garante que estas direcções sejam as que melhor 
descrevam as variáveis dependentes.  
Para contornar este problema existe o método PLS, que procura as 
componentes da matriz +, que melhor explicam as variáveis dependentes.  
 
TEORIA DE DECISÃO DE BAYES 
 
Se existirem C classes cada uma com probabilidade à priori 
conhecida, !… 	!, e se apenas com essa informação se tiver que efectuar 
uma decisão sobre a que classe atribuir um acontecimento, a decisão mais 
óbvia é atribuir esse acontecimento à classe com maior probabilidade.  
Se não existir mais nenhuma informação além das probabilidades à 
priori, este é o critério que minimiza a probabilidade de errar na decisão. 
Mas, existindo mais informação além da probabilidade à priori, esta 





Assim, existindo um vector de observações ou medidas,  , cujo 
objectivo é atribuir a uma classe, esse vector deve ser atribuído à classe que 
possuir probabilidade 2%!|&, (probabilidade de pertencer à classe ( dado 
que saiu o vector ) superior.   
As probabilidades à posteriori, 2%!|& podem ser escritas através das 
probabilidades à priori utilizando o teorema de Bayes, desta forma: 
2%!|& = 2%|!&2(!)2()  
Assim sendo, pode-se escrever que o vector  é atribuído à classe !( 
se: 234!(523!(5 > 2%|!&2%!&  6 = 1,… ,7; 	6 ≠ 8 
 
Este é conhecido pelo teorema de Bayes, e minimiza a probabilidade 
de erro na classificação. 
No caso mais simples em que existem duas classes o teorema de 
Bayes resulta na seguinte equação. 
9)%& = 2%|!&2%|!& > 2(!)2(!) ⟹ 	:	! 
 Como se verifica facilmente, todo este teorema assenta no 
conhecimento das probabilidades à priori. Como na maior parte dos 
problemas reais estas probabilidades não são conhecidas, logo, para aplicar 
este algoritmo a esses problemas é necessário estimar essas 
probabilidades, para isso existem inúmeros algoritmos. 
Existem variações do algoritmo referido acima, como por exemplo, se 
o custo associado ao erro na classificação não for igual para todas as classes.  
O exemplo mais comum é a classificação entre diferentes peixes, 
como por exemplo, sardinhas e salmões. É normal que um cliente ao 
adquirir salmões fique insatisfeito se encontrar sardinhas no meio dos 
salmões, já o contrário não é tão mau para o cliente dado que adquire um 
peixe mais caro pelo preço de um mais barato. O exemplo acima serviu para 
demonstrar que a classificação errada pode ter diferentes custos 





Supondo que se observa um evento  e se toma a acção ;, mas se os 
dados pertencerem à classe !(, então por definição o custo é	<(;|!(). 




Desta forma, calcula-se o risco para todas as acções possíveis e 
escolhe-se a que possuir um risco menor. 
 
K VIZINHOS MAIS PRÓXIMOS 
 
À semelhança de todos os algoritmos até agora apresentados o 
objectivo é associar um vector de características, , a uma classe, !. 
Este algoritmo é considerado um algoritmo com aprendizagem, isto 
porque é necessário possuir um conjunto de amostras previamente 
classificadas para poder classificar novas amostras. 
Assim, neste algoritmo K é um número inteiro previamente definido. 
Posteriormente, são determinados os K vizinhos mais próximos do vector 
que se pretende classificar. E o vector é classificado como pertencente à 
classe que tiver mais elementos nos K vizinhos mais próximos. 
Se K for igual a 1, o algoritmo simplifica-se e o vector de 
características é associado à classe do vector mais próximo. 
O algoritmo pode ser melhorado, se dos K vizinhos  os mais distantes 
contribuirem menos para a classificação. Tipicamente, o peso associado a 
cada vizinho é proporcional a 1/d, onde d é a distância ao vector a 
classificar. 
Existem diversas formas de definir a distância entre vectores. A mais 
utilizada neste algoritmo é a distância euclidiana, mas outras definições de 
distância podem ser utilizadas como a distância de Mahalanobis ou a 
distância de Hamming. 
Para encontrar o valor óptimo de K geralmente utilizam-se métodos 






PERCEPTRÕES DE CAMADA ÚNICA 
 
A utilização de neurónios artificiais, também conhecidos como 
perceptrões, é muito comum na classificação de padrões. O modelo de 
neurónio artificial mais utilizado na classificação de padrões está 
representado na figura seguinte. 
 
Figura 60 – Representação esquemática de um neurónio artificial. 
  
De forma matemática, o resultado na saída de um perceptrão é o 
seguinte: 





Onde, 0  é a saída do perceptrão, 1  a função de activação, 2	é um 
desvio,   o peso associado a cada entrada   e   o dado apresentado à 
entrada . 
Para a função de activação existem diversas opções, sendo as mais 
comuns as seguintes: 
• Função degrau; 
• Função linear; 
• Tangente hiperbólica; 
• Sigmoide. 
Facilmente se percebe que o conhecimento no neurónio artificial está 





que são alterados durante os diversos processos de treino das redes 
neuronais. 
Se o objectivo for classificar os dados entre duas classes apenas um 
neurónio artificial pode ser suficiente. Caso seja necessário classificar os 
dados entre mais classes, serão necessários mais neurónios. Neste caso, os 
neurónios podem ser organizados como representado na figura seguinte.  
 
Figura 61 - Representação de uma rede neuronal de camada única. 
 
Na figura acima, cada círculo cinzento representa um neurónio 
artificial e os círculos menores representam os dados de entrada.  
De seguida serão explicados dois algoritmos de aprendizagem deste 
tipo de redes, a regra do perceptrão e o algoritmo do mínimo quadrado 
médio também conhecido como LMS ou regra delta. 
Após o treino da rede, estas ficam aptas a classificar dados cujas 





Este é um algoritmo de aprendizagem supervisionada, logo é 
necessário possuir um conjunto de vectores de características, - , 
previamente classificados, isto é, também possuir a resposta desejada da 





Neste algoritmo a função de activação dos neurónios é a função linear. 
Este algoritmo procura diminuir o erro quadrado médio, calculando 
para isso o vector gradiente do erro em relação aos pesos. Consegue-se 
assim actualizar os pesos associados a cada entrada, de forma a diminuir o 
erro quadrado médio, utilizando para isso o método da descida mais 
íngreme. 
Assim, inicialmente os pesos associados a cada entrada são atribuídos 
de forma aleatória.  
De seguida os vectores de características devem ser apresentados à 
rede um por um, e para cada um deles deve ser calculado o vector erro. 1%=& = >%=&− ?(=) 
Onde 1  é o erro, >  o vector de saída da rede desejado, ?  a saída 
obtida e = a iteração da aprendizagem.  
Em seguida, a matriz dos pesos deve ser actualizada segundo a 
seguinte regra: !%= + 1& = !%=&+ @%=&1(=) 
Onde @  é a taxa de aprendizagem e deve ser escolhida pelo 
utilizador. 
Um dos problemas deste algoritmo é que a sua convergência não é 
sempre garantida, além de que, numa situação em que classes são 
linearmente separáveis, o algoritmo pode não obter uma eficiência de 
100%.  
Por outro lado a regra do perceptrão, que será apresentada de 
seguida, no caso de classes linearmente separáveis, é garantido que o 
algoritmo irá convergir para uma solução, sendo esta um hiperplano que 
separa as classe com uma eficiência de 100% . 
 
REGRA DO PERCETRÃO 
 
À semelhança da regra delta, este algoritmo é supervisionado, por 





previamente classificados, isto é, também possuir a resposta desejada da 
rede para cada vector, d.  
Por outro lado, neste algoritmo a função de activação dos neurónios 
deve ser a função degrau. 
À semelhança do algoritmo anterior, inicialmente os pesos de 
associados a cada entrada devem ser atribuídos de forma aleatória. 
Posteriormente, o seguinte algoritmo deve ser repetido até ocorrer 
convergência. 
Para cada vector de características apresentado à rede, os pesos 
devem ser actualizados de acordo com: !%= + 1& = !%=&+ @% − ?&(=) 
Onde,  é a saída desejada da rede, ? é a saída do neurónio e @	uma 
constante positiva denominada taxa de aprendizagem. 
Minsky and Papert, em 1969, demonstraram que este procedimento 
converge correctamente se os exemplos de treino forem linearmente 
separáveis. 
No entanto se @  for muito grande, o sistema pode acabar por oscialar. 
Na prática, é atribuído o valor 0.1 a @ . 
REDE NEURONAL DE MÚLTIPLAS CAMADAS 
 
As redes neuronais de múltiplas camadas são uma generalização das 
redes de camada única. A vantagem de possuir múltiplas camadas é que se 
consegue resolver problemas onde as classes não são linearmente 
separáveis. Para isso é necessário que a função de activação dos neurónios 
seja não linear e derivável. 
As redes neuronais podem ser também utilizadas para ajustar funções 
contínuas. 
Existem diversos tipos de redes neuronais de múltiplas camadas, 
neste caso, apenas nos focaremos nas redes de múltiplas camadas 
totalmente conectadas e alimentadas adiante. Com isto quer-se dizer que 
todas as entradas estão ligadas à primeira camada de neurónios ocultos e 





e assim sucessivamente até à camada de saída, não existindo realimentação. 
Isto é, nenhuma saída é utilizada como entrada para camadas anteriores. 
 
Figura 62 - Representação de uma rede neuronal de múltiplas camadas alimentadas 
adiante e totalmente conectada (Encefalus, 2009). 
 
O número de camadas ocultas e o número de neurónios nas camadas 
ocultas é definido pelo utilizador. O número de neurónios na camada de 
saída geralmente, é igual ao número de classes do problema em questão. 
Estas redes muitas vezes são denominadas erroneamente por redes 
de retropropagação, isto porque esse é o algoritmo mais vulgarmente 
utilizado no seu treino. 
Como algoritmo de retropropagação é bastante simples de 
implementar, não necessitando de conhecimento das probabilidades das 
classes à priori, e os dados de treino podem ser descartados após o seu 
treino, reduzindo o espaço necessário em memória. Este é o algoritmo mais 
empregado nos problemas de classificação de padrões. 
No algoritmo de retropropagação os valores dos pesos associados às 





cada vector de treino, ou após os apresentar todos, sendo a denominação 
treino “online” e treino “por lote” respectivamente. 
De seguida, é apresentado um resumo do algoritmo de 
retropropagação (Haykin, 1999). 
1. Inicialização: 
Inicializar os pesos sinápticos dos neurónios com valores aleatórios no 
intervalo [-1, 1]. 
2. Apresentação dos dados de treino: 
a. Treino "on-line": Efectuar o passo 3 e 4 para cada vector de treino. 
b. Treino "em lote": Apresentar todos os vectores de treino à rede e só 
depois efectuar o passo 4. 
3. Computação para frente (propagação ):  
Apresentar à rede os dados de treino, T = {(x(n),d(n)}, sendo x(n) a 
entrada apresentada à rede e d(n) a saída desejada. 
3.1. Calcule o sinal de erro:  
O sinal de erro para cada vector de treino apresentado é calculado 
através da seguinte fórmula: 1((=) = >((=) − A((=) 
Onde A((=) é a saída da rede na iteração =, no neurónio 8 e 1((=) o 
respectivo erro. 
No caso do treino "online" é utilizado este valor para ajustar os pesos 
da rede, já no caso do treino "em lote" é utilizado o erro médio quadrado. 
Este valor do erro será utilizado para computar os erros das camadas 
anteriores e fazer as correcções necessárias nos pesos sinápticos. 
3.2. Computação para trás ( retropropagação ):  
Calcular os erros locais, δ para cada neurónio, desde a camada de 
saída até à de entrada.  
O gradiente local é definido para os neurónios 8 da camada de saída 
por: B(%=& = 1(%=&C(	%& 








Onde: C(	%& - É a função de activação diferenciada em função do argumento 
(somatório do produto das entradas do neurónio com os pesos sinápticos);  B(*%=& - É o gradiente local do neurónio	8 da camada 9;  !(*+(=) - É o peso sináptico do neurónio 8 da camada 9 + 1  na ligação 
com o neurónio k da camada anterior. 
Após o cálculo dos gradientes locais, calcule o ajuste dos pesos de 
cada ligação segundo a regra delta generalizada e actualize os pesos: 
Δ!(* %= + 1& = ;.!(* %= − 1& + @. B(*%=&.*'(=) 
Actualizar os pesos das ligações segundo a seguinte formula: !(* %= + 1& = !(* %=& + Δ!(* %= + 1& 
Onde: ; - É a constante de momento, quando α= 0, este algoritmo funciona 
como a regra delta comum; @ - É a taxa de aprendizagem;  B(*%=& - É o gradiente local do neurónio 8 da camada 9 ;  *'(=) - É a saída produzida pela unidade	6 da camada 9 − 1; 
 
4. Iteração:   
Refazer o ponto 3 referente à propagação, cálculo do erro e 
retropropagação, apresentando outros estímulos de entrada (os mesmos no 
caso de treino por lote), até que sejam satisfeitas as condições de paragem; 
as quais podem ser: 
• O erro da rede é reduzido e satisfaz os requisitos; 
• O número máximo de ciclos de treino foi alcançado; 
• O erro da rede não diminui mais, isto é a rede convergiu; 
• O erro medido por validação cruzada atingiu um mínimo. 
A validação cruzada é o método mais utilizado para parar o processo 
de treino da rede neuronal, e corresponde a deixar de parte alguns dos 





erro quadrado médio obtido com estes dados é que é utilizado para avaliar a 
performance da rede. 
Tipicamente, o erro quadrado médio nos dados utilizados na 
validação cruzada diminui de iteração em iteração, mas a certo ponto atinge 
um mínimo, a partir do qual começa a aumentar. Este é o ponto em que se 
pára o treino. O aumento do erro quadrado médio a partir deste ponto pode 
ser visto como a aprendizagem do ruído dos dados de treino e perda da 
capacidade de generalização. 
 
REDES NEURONAIS DE BASE RADIAL 
 
Ao contrário das redes neuronais apresentadas anteriormente, este 
tipo de redes são compostas obrigatoriamente por 2 camadas. A primeira 
camada de neurónios tem como função de activação, uma função de base 
radial, já na camada de saída a função de activação é linear. 
Desta forma, a primeira na primeira camada, o argumento da função 
de activação é a distância entre o vector de entrada e um vector protótipo. 
Isto é bastante diferente das redes anteriormente apresentadas, onde o 
argumento da função de activação era o somatório do produto entre as 
entradas e os pesos sinápticos. 
Tipicamente, em problemas de classificação de padrões as funções de 
activação utilizadas são gausseanas (Osuna). 
 






Neste tipo de redes, as duas camadas desempenham papéis 
completamente diferentes, a primeira camada tem funções de activação de 
base radial e o objectivo de efectuar uma transformação não linear aos 
dados de entrada. A transformação efectuada pela primeira camada é não 
linear, e tem como objectivo tornar os dados linearmente separáveis, sendo 
a função da última camada, efectuar uma regressão linear, de forma a 
classificar os dados. 
Desta forma, os algoritmos de treino para este tipo de rede tem como 
objectivo encontrar os vectores protótipo para a primeira camada da rede, 
isto é, os centros das funções radiais, e também terá de encontrar os pesos 
óptimos para as entradas dos neurónios da camada de saída.  
Esta forma de abordar o problema é uma aplicação típica do teorema 
de Cover que diz que ao se aplicar uma transformação não-linear no espaço 
de características ℝ  para um espaço de características ℝ, , onde 	 > =,  
aumenta-se a probabilidade das amostras se tornarem linearmente 
separáveis. 
Existem diversos algoritmos de treino para este tipo de redes, alguns 
são híbridos, isto é, são compostos por dois algoritmos, uma para cada 
camada da rede. O algoritmo mais utilizado neste tipo de rede denomina-se 
mínimos quadrados ortogonais, é um algoritmo supervisionado e treina a 




Os passos fundamentais que deram origem ao algoritmo OLS estão 
descritos na lista seguinte (Osuna). 
1. Iniciar a rede com N candidatos a centros e M=0 centros; 
2. Para cada um dos restantes k=N-M candidatos restantes: 
a. Adicionar o vector aos existentes centros (M); 
b. Calcular a pseudo-inversa da matriz cujas linhas são as 





rede e 	 o vector com os pesos sinápticos da camada de 
saída.)  = Φ- 
c. Calcular a soma dos erros quadrados na saída da rede; 
3. Escolher o vector que possui menor soma dos erros quadrados; 
4. M=M+1; 
5. Ir para o passo número 2. 
  
Os candidatos a centros das funções radiais geralmente são os dados 
de treino. 
O algoritmo descrito acima é muito pouco eficiente, uma vez que, em 
cada iteração é necessário calcular k vezes a peuso-inversa de uma matriz. A 
forma encontrada de contornar este problema é escolher os vectores 
candidatos a centros das funções radiais de tal forma que estes sejam 
ortogonais. Desta forma o cálculo da pseudo-inversa é evitado, tornando 
este algoritmo muito mais eficiente. 
 A forma de encontrar o conjunto de vectores ortogonais é bastante 
simples, selecciona-se um dos vectores candidatos, de seguida selecciona-
se outro e subtrai-se a este a projecção segundo o primeiro vector. Para o 
terceiro vector subtrai-se a projecção segundo os dois anteriores e assim 
sucessivamente, no final obtém-se um conjunto de vectores ortogonais. Isto 
pode ser representado como:  D = E; = DEDD 		1 ≤ ( ≤ 6
D = E −$;D'
" FG
H
GI6 = 2,… ,J 
As condições de paragem do algoritmo disponíveis são as mesmas 
das redes neuronais de múltiplas camadas, mas a prática mais comum é 





















Figura 64 - Desenhos dos componentes da câmara de amostragem. Todas as 
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