In an earlier publication we addressed the problem of splitting an electron beam in the Stern-Gerlach experiment. In contrast to arguments put forward in the early days of quantum theory, we concluded that there are no issues of principle preventing the observation of electron spin during free flight. In that paper, however, we considered only a sudden switch off of the separating magnetic field. In this work we consider the possible effects of finite switching times at the beginning and the end of the interaction period. We consider a model where the coupling between the electron and the field is time dependent. As a result of the time dependence, the field also acquires an electric component, but this seems to cause no significant change of our conclusions. On the other hand, the smooth change of the interaction enforces the same longitudinal velocity on the electron both at the beginning and end of the interaction period because of conservation laws; this effect was missing in our earlier calculations. As the electrons are supposed to travel as a beam, this feature helps by restoring the beam quality after the interaction.
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I. INTRODUCTION
In the late 1920s Niels Bohr argued that it was impossible to measure the spin of a free electron using a device such as a Stern-Gerlach magnet. The Bohr argument was based on the Heisenberg uncertainty principle and may be outlined as follows: An electron beam has a finite width resulting in an uncertainty in the Lorentz forces acting on it, due to the variation of the magnetic field across the beam. Because of the size of the electron magnetic moment ͑ = eប /2m͒ it turns out that the uncertainty of the Lorentz forces is of the same order as the spin-splitting force itself. The spinsplitting force arises from the gradient of the field. Thus the two effects are mixed up and an unambiguous measurement of a spin component cannot be made. We have recently reviewed the history of this problem in Ref. [1] . This and other arguments by Mott, Brillouin, and Knauer were put forward by Pauli at one of the Solvay meetings [2] . Bohr was later to argue rather more philosophically about the measurability of electron spin (see, e.g., Ref. [3] ), but he stood behind the original argument. We examined this argument in Ref. [4] where we looked in some detail at the dynamics of an electron wave packet in a static inhomogeneous magnetic field. We were able to show that a resolution of electron spin beam components was just possible for certain optimum parameters.
A result of just resolved spins is the best we have been able to achieve in the conventional transverse Stern-Gerlach beam arrangement. We have, however, noted an improved spin resolution for the longitudinal arrangement in Ref. [4] , Sec. VII. This is also the result of Gallup et al. [5] in a physically more detailed system. A point of interest has been that the quantum result for spin spitting has been better than the classical result [4] [5] [6] if account of the visibility of splitting is taken.
The possibilities and limitations of the typical Stern-Gerlach configuration were debated in the early days of quantum theory. Our earlier publication [4] was mainly aimed at resolving this question. Hence we continue to investigate the transverse problem, where we have focused on a weakness: we did not take into account the effect of the electron entering or exiting the static magnetic field (i.e., the effect of a finite duration of the magnetic field). That is, we considered the electron wave packet to be "born" inside the region of inhomogeneous magnetic field. This might not seem impossible-an electron cathode could well be placed inside a Stern-Gerlach magnetic field, and electron detectors could be inside the field region too. But our analysis in Ref. [4] required an additional free evolution of the electron wave packet after leaving the magnetic field.
Thus our purpose here is to look at an electron wave packet encountering and leaving a field region with the aim of measuring a splitting of electron spin components. However, we do not do this by considering the propagation of a full three-dimensional (3D) wave packet problem, which is computationally very demanding. Instead we consider a model system where the inhomogeneous magnetic field is turned on, for example, by means of currents in wires, and then, after affecting the motion of the electron wave packet, the magnetic field is turned off. The physical situation might be as represented in Fig. 1 . We will focus on the effects of the resulting transients and the finite time necessary for changing the magnetic field.
One main feature of the model is the appearance of the electric field due to the time dependence of the vector potential. This seems not to add any major complications to the treatment. However, one feature which was overlooked in our work [4] was that since the longitudinal momentum component p x = mv x − eA x is conserved in our model, the longitudinal velocity v x must return to its initial value after the electron has left the field region. This tends to restore the electron beam quality, and is a welcome improvement in the light of making an experimental realization.
We compare our quantum-mechanical result with a classical simulation based on our initial electron ensemble with a position and momentum distribution determined by the initial quantum wave packet. The results of the classical simulation show good general agreement with the quantum results, in much the same way as there was general agreement between classical simulations and quantum results in Ref. [4] .
In Sec. II A we first review the model system, which we have studied before and generalize it to time-dependent fields. The classical and quantum approaches to the problem will be described in Secs. II B and II C, respectively. A "scalar model" is introduced in Sec. II D, which provides information on the optimization of parameters in the quantum system. Then in Sec. III we present the main numerical results before concluding the paper in Sec. IV.
II. FRAMEWORK OF THE MODEL SYSTEM
This system, comprised of an electron and a timedependent, spatially inhomogeneous magnetic field, can be described in several ways. In the following we look at model electromagnetic fields and a classical description of the electron. We then look at a quantum description of the system, and, finally, we consider a scalar model of the electron-field system, which gives insights into the best parameter choices for the quantum system.
A. The model electromagnetic fields
In order to consider the splitting of electron spin components in a time-dependent inhomogeneous magnetic field, we will use a simple model of the field. As well as being inhomogeneous in the direction of spin splitting, the field will have to be time dependent and preferably homogeneous in the direction of the electron beam (which we will take to be the x direction). The simplest form of inhomogeneous field we use is actually a magnetic quadrupole field with the vector potential
Note that we will use x , ŷ , and ẑ to represent the unit vectors in the x , y, and z directions, respectively. In Eq. ͑1͒ we have taken the coefficient a to be time dependent so that the field can be switched on and then switched off. The result of this time dependence is that during the transient period an electric field is also acting on the electron. From Eq. ͑1͒ the magnetic and electric fields are
We wish to consider an electron which is initially free, but has a magnetic field of the form (2) switched on around it. A natural way of doing this is to use hyperbolic tangent functions to make a pulse of the form
as illustrated in Fig. 2 , where a 0 is the peak value of the pulse at time t = 0. The pulse width ͑at half height͒ is t p , the center of the pulse is t c , and the rise/ fall time of the pulse is . The main emphasis in the following study will be on the effect of the steepness parameter , whose effect on the pulse shape can be seen in Fig. 2 . In the following, the three cases shown will be utilized to monitor the effect of the switch on/ off parameters.
B. Classical simulation
The classical forces on the electron arise from the Lorentz force and the dipole interaction (the coupling of the electron spin to the magnetic field). For the latter the potential energy of the electron magnetic moment in the field (2) is
In the usual Stern-Gerlach device, a region of magnetic field is chosen for the beam so that B z dominates; this results in a spin separation in the z direction. A simple offset along the z axis ensures this. However, in past work ͓4͔ we have found that an input beam, or wave packet, is optimal for spin separation if it is much narrower in one transverse direction than the other. If we make an input wave packet narrow in the y direction compared to the z direction then it is also possible to get spin separation of z components because there is only a small portion of the electron wave packet in the low-field region, near the origin, where spin flips can obscure the result.
In classical simulations the input "wave packet" consists of an ensemble of classical particles with a Gaussian distribution corresponding to the quantum-mechanical probability distribution (in space and momentum). The magnetic dipole force on a classical electron from Eq. (5) can then be taken to be
with the sign depending on the spin component considered. For our model field the gradient is simply
Then for classical simulations of the electron motion the resulting equation of motion ͑including both Lorentz forces and dipole forces͒ is
If we make use of Eqs. ͑2͒, ͑3͒, and ͑7͒ this may be written, for both spin components, as
Thus the numerical problem becomes that of integrating ordinary differential equations for each spin component over an ensemble of classical particles which represent the initial wave packet.
C. Quantum simulation
To perform quantum-mechanical simulations, we utilize the Hamiltonian for the spinor system with the potential energy (5) replaced by the expression
where is comprised of the Pauli spin matrices ͑ ϵ x x + y ŷ + z ẑ͒. Thus the total Hamiltonian is of the form
where ͑in the second line͒ we have used the fact that our vector potential ͑1͒ only has a x component. Inspection of the Hamiltonian shows that p x is a conserved quantity (i.e., ͓H T , p x ͔ =0). We note that, as is well known, this does not mean that v x is constant. Given that the x direction is the direction of the electron beam, we can now consider that the spatial wave function in the x direction is a plane wave (monochromatic beam). That is, if the wave function ⌿ can be expressed as ⌿͑x,y,z,t͒ = ͑y,z,t͒expͩik x x − iប k x 2 2m tͪ , ͑12͒ then ͑y , z , t͒ obeys the following Schrödinger equation:
The original 3D problem has now been reduced to a 2D one which is easier to solve numerically. The numerical integration of Eq. (13) is performed using a fast Fourier transform split-operator method [7] on a 2D grid of 512ϫ 512 points. We introduce a length scale l and a time scale such that (see Ref. [4] )
The time-dependent magnetic-field gradient a͑t͒ as given by Eqs. (7) and (4) with a 0 = 1 and the pulse center at t c =0. The rise times are = 0.002 52, 0.006 30, and 0.0126 with pulse width t p = 0.0427. The value of t p is chosen to match the interaction time t 0 in Ref. [4] = m ប l 2 , ͑16͒
where a 0 gives the maximum gradient of the magnetic field ͓see Eqs. ͑4͒ and ͑7͔͒. Then the Schrödinger equation ͑13͒ becomes
with ⍀ 2 =2k x l and the scaled field gradient f͑t͒ = a͑t͒ / a 0 . One advantage of the Fourier transform method of integrating Eq. (13), or Eq. (17), is that the image of the wave packet in momentum space is readily available. This can clearly show splitting of wave packet components even if the splitting is not yet manifest in physical space [4] .
D. A scalar model
To carry out the integration of the Schrödinger equation (17), and to obtain a good spin separation, we need to select optimized parameters for the initial wave packet and the pulse. For the time independent case in Ref. [4] the choice of these parameters was informed by a scalar model of a slightly simplified quantum system. We can generalize that treatment here to the time-dependent case where we have the additional complication of free evolution of the initial wave packet before the pulse is switched on. That is, we need to find the optimal time t c for the center of the pulse. The propagation of the wave packet is assumed to start at time zero, so for a large t c we have a long free evolution, when a narrow wave packet can spread rapidly, while a very short time t c means that the packet is prepared with the field already turned on as in the previous treatment.
The scalar model is defined by the Hamiltonian
where we neglect the quadratic term in y and z and the offdiagonal terms of Eq. ͑17͒. With the new variables
the Hamiltonian takes the form
with = ± 1. The solution for the Heisenberg equation of motion for the operators can be written in terms of functions C k ͑t͒, with k =1-4, such that
Then the functions C͑t͒ should satisfy the equations
with initial conditions
have for the momentum in the z direction
where we have defined
The amount of momentum splitting is determined from the terms proportional to , which thus becomes
We now define a resolution parameter as the dispersion of p z , z 2 = ͗͑p z − ͗p z ͒͘ 2 ͘, divided by the splitting
͑26͒
Here we have introduced the initial widths ⌬p y 2 = ͗͑p y 0 ͒ 2 ͘, etc. In our time-dependent pulse model we want to minimize s 2 ͑t͒ in the limit t → ϱ. With initial minimum uncertainty wave packets, ⌬p y ⌬y = ⌬p z ⌬z =1/2, we may optimize the resolution parameter independently with respect to y and z; see Ref. [4] . After minimizing with respect to the initial widths we obtain
ͪ. ͑27͒ Figure 3 shows the numerical calculation of s 2 ͑solid line͒ according to Eq. ͑27͒ as a function of t c for the hyperbolic tangent pulse with the intermediate slope in Fig. 2 . This has been obtained by integrating the differential equations ͑22͒ to obtain the functionvalues in Eq. ͑24͒. The kink in the curve relates to the time t c Ϸ t p / 2 when the pulse switches on at t Ϸ 0: i.e., before this time ͑t c Ͻ t p /2͒ the pulse is essentially on at the start of the time evolution ͑t =0͒, and after this time the pulse is essentially off. The conclusion is clear: it is desirable to have the time t c as short as possible consistent with the pulse being "off," i.e., as close to t p / 2 as possible in our model. We can gain considerable insight into the behavior of the resolution para-meter by considering an analytically solvable square pulse model where
and we eventually find that the resolution becomes
͑29͒
For small interaction times t p we may expand the above expressions to first order and obtain
, t c ഛ t p /2
, t c ജ t p /2.
͑30͒
This approximation to the analytical result for the square pulse is shown in Fig. 3 ͑dashed curve͒ and agrees well with the numerical solution given earlier ͑solid curve͒. Thus, it is clear that t c should be chosen to be short in order to have a good resolution, so the optimal situation is when the free evolution of the wave packet is as small as possible. The limiting case, with the pulse off at the initial time, will be close to t c = t p / 2, and at this point the analytical model predicts a resolution of s 2 = ⍀ 4 t p / 6 which is identical to the result given previously in Ref.
͓4͔. However, note that, first, if t p is reduced, the reduction in s 2 will be less than in the time-independent model, and second, reduction of t p and t c together is not necessarily a good idea because of other considerations arising from the initial wave-packet shape which also depend on t p ͓4͔. For example, the angular width of the initial wave packet should be small to ensure that the spin separates in a specific direction. Thus in the results that follow next we take the parameters of Ref. ͓4͔ for our initial wave packets, and choose the time t c so that the pulse will switch on as soon as possible, given the values of and t p .
III. RESULTS Figure 4 shows the momentum space distributions for different rise times (as chosen in Fig. 2 ). The figure shows the distributions at the end of the current pulse, i.e., when the magnetic field has died out and there are no significant forces on the electron. As discussed in the preceding section, many of the parameters for this figure have been taken from the time-independent field case which was optimized in Ref. [4] . We note that the momentum splitting in the z direction is more or less independent of the rise time . This result is confirmed by the momentum sections in Fig. 5 which are taken along the z axis in momentum space and show the splitting more clearly. A more significant effect than any change in the momentum space wave-packet splitting is a change in the shape of the wave packets for different values of the pulse turn-on time . As can be seen in Fig. 4 , we find that increasing creates larger bumps in the wings of the wave packet, although = 0.002 52 (a) and = 0.006 30 (b) are very similar in Fig. 4 . Such structure would make it more difficult to separate the two wave-packet components so it seems advantageous to have fast turn-on times.
The spatial pictures of the wave packets, corresponding to Fig. 5 , do not show any discernible spatial splitting of the spin components at the time corresponding to Fig. 4 . However, as we have pointed out previously [4] , the splitting in momentum space is expected to manifest itself in real space given sufficient time. The spatial wave packets do change shape as increases; we find that there is more spreading in the y direction. Only one example is given in Fig. 6 , since no spin splitting can be seen in coordinate space at this point in time.
An important issue relates to the fact that the electron beam turns in the magnetic (and electric) fields affecting it.
In our previous work [4] , we found that the forward electron velocity reduced considerably during the splitting process. Obviously this is undesirable since the normal functioning of a Stern-Gerlach device requires the beam to be traveling in a forward direction. However, forward motion after the interaction is guaranteed in a pulsed experiment such as the one we propose here. The reason is that the generalized momentum
is conserved. This quantity is conserved both classically and quantum mechanically. Because the fields are switched off at the start and end of the experiment, a͑t = ±ϱ͒ → 0, the longitudinal electron velocity must be the same at the end of the field pulse as it was at the start. This is seen in Fig. 7 which shows the change in the forward velocity v x as a function of time. The quantum curves can be computed from the wave packets using Eq. ͑31͒, since p x is a constant and ͗yz͘ is easily found; see Ref. ͓4͔. The slow reduction in electron velocity seen in Fig. 7 is followed by a sharp rise which is characteristic of the process. The slow fall is the response of the electron dynamics to the presence of the magnetic field. The sharp rise, on the time scale of the rise time , is the result of having to conserve p x after v x has fallen and ͗xy͘ increased. When a͑t͒ falls rapidly to zero, v x must rise on the same time scale. The dashed lines in Fig. 7 also show the classical results for the forward velocity which have been computed from an ensemble of 20ϫ 10 6 electrons. The agreement is good at high velocities.
The ensemble number was chosen at 20ϫ 10 6 to ensure a reasonable accuracy from the classical simulations. This number was higher than expected and as a result the 3D classical simulations take longer to run on a computer than the integration of the time-dependent 2D Schrödinger equation. The reason for the high ensemble number required was that some of the final classical distributions have a Lorentzian character rather than (the original) Gaussian character. The relatively broad width of a Lorentzian function means that a larger ensemble is required for the same accuracy in the averages.
The beam quality is determined by the divergence angle which is proportional to ͗p z ͘ / mv x . When v x = ͗p x ͘ / m is decreased the beam deteriorates, but this is compensated for when the fields are switched off. Then, however, the splitting in ͗p z ͘ emerges as the signature of the two spin components. In Fig. 8 we show the longitudinal velocity v x , as a function of the splitting "signal" ͗p z ͘, with the interaction time parametrized. In effect this shows how the angle of divergence of the electron spin components develops. We see the gradual decrease of v x , compare Fig. 7 , followed by a rapid restoration of the forward velocity, as a function of ͗p z ͘, when the pulse switches off and the forward velocity is restored. When the interaction ceases, the curves show that the electron spin components end up with the maximum splitting achievable. These values are the average values of distributions such as those seen in Fig. 4 . The angle of divergence of the electron spin components shows a very slight improvement in case (c) ͑ = 0.0126͒ compared to the other cases presented, which have a shorter rise time . However, one should remember that as increases, the size of the secondary peaks (in momentum space) increase also (see Fig. 4 ). For clarity, in Fig.  8 , we have only included the classical result for the case (b), which is represented by the dashed line in the figure. We note that the classical and quantum results for the momentum splitting actually agree quite well. However, we also note that a careful check of the widths of the wave packets shows that the width of the classical ensemble is broader than the width of the quantum wave packet, as found in Ref. [4] . Thus the quantum spin resolution is better than the classical spin resolution in this system. FIG. 6. Real space (rather than momentum space) picture of the wave packet shown in Fig. 4(a) . The time, t = 0.061, is after the field pulse, as is seen in Fig. 2 with t c = 0.0302 rather than t c = 0. At this time no spatial splitting of the spin components is yet seen. 
IV. CONCLUSION
In this paper we have revisited the problem of an electron beam evolving in an inhomogeneous magnetic field, which we have studied by means of a 2D wave packet. The dynamics of the electron is complicated because of the combined effects of Lorentz and magnetic dipole forces which are of a similar size. This fact led Bohr to conclude that a separation of spin components would be impossible. However, in previous work we have shown that by manipulating the initial wave-packet shape a separation of spin components would just be possible. That argument required a free evolution of the wave packet after the interaction and the details of switching the field off were not considered until our work here. What we have found here is that a rapid switch off of the magnetic field is desirable and leads to a result of just separated components which is comparable to the previous work. In the limit of rapid pulse switching we can also apply our scalar model (with a square pulse) which can help optimize the parameters. Using this we found that it is not desirable, in the pulsed system, to let an initial Gaussian wave packet evolve before the field switches on. Thus the field should be switched on quickly, and as soon as the initial wave packet is prepared. The fact that the field later switches off is a big advantage in the pulsed model. This is because the forward velocity of electron beam is restored as the field goes off, leading to a better divergence of the spin components during the subsequent free evolution of the wave packets.
