Symplectic Coarse-Grained Dynamics: Chalkboard Motion in Classical and
  Quantum Mechanics by de Gosson, Maurice A.
ar
X
iv
:1
90
1.
06
55
4v
1 
 [m
ath
-p
h]
  1
9 J
an
 20
19
Symplectic Coarse-Grained Dynamics: Chalkboard
Motion in Classical and Quantum Mechanics
Maurice A. de Gosson∗
University of Vienna,
Faculty of Mathematics (NuHAG)
Oskar-Morgenstern-Platz 1, Vienna
January 23, 2019
Contents
1 Introduction 2
1.1 Introductory example . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Why ellipsoids are so useful in classical and quantum mechanics 7
1.3 Notation and terminology . . . . . . . . . . . . . . . . . . . . 9
2 Hamiltonian Flows 9
2.1 Symplectic matrices . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 The group Ham(n) . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Time-dependent quadratic Hamiltonians . . . . . . . . . . . . 13
3 Symplectic Capacities 16
3.1 Definition of a symplectic capacity . . . . . . . . . . . . . . . 16
3.2 A continuity property . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Moving phase space ellipsoids . . . . . . . . . . . . . . . . . . 19
4 Symplectic Actions on Ellipsoids 21
4.1 The local symplectic group . . . . . . . . . . . . . . . . . . . 21
4.2 The pre-Iwasawa factorization . . . . . . . . . . . . . . . . . . 23
4.3 Iwasawa factorization of a quadratic Hamiltonian . . . . . . . 24
∗maurice.de.gosson@univie.ac.at
1
5 Chalkboard Motions and their Shadows 26
5.1 The action of ISp0(n) on symplectic balls . . . . . . . . . . . 27
5.2 Linear and affine chalkboard motions . . . . . . . . . . . . . . 28
5.3 The nonlinear case: nearby orbit approximation . . . . . . . . 30
5.4 A recalibration procedure . . . . . . . . . . . . . . . . . . . . 32
5.5 The shadow of a chalkboard motion . . . . . . . . . . . . . . 33
6 Quantum Blobs and the Wigner Transform 35
6.1 The local metaplectic group . . . . . . . . . . . . . . . . . . . 35
6.2 Wigner transforms of Gaussians . . . . . . . . . . . . . . . . . 38
6.3 Quantum blobs . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.4 The correspondence between quantum blobs and Gaussians . 41
7 Discussion and Perspectives 44
Abstract
In the usual approaches to mechanics (classical or quantum) the pri-
mary object of interest is the Hamiltonian, from which one tries to de-
duce the solutions of the equations of motion (Hamilton or Schro¨dinger).
In the present work we reverse this paradigm and view the motions
themselves as being the primary objects. This is made possible by
studying arbitrary phase space motions, not of points, but of (small)
ellipsoids with the requirement that the symplectic capacity of these
ellipsoids is preserved. This allows us to guide and control these mo-
tions as we like. In the classical case these ellipsoids correspond to a
symplectic coarse graining of phase space, and in the quantum case
they correspond to the “quantum blobs” we defined in previous work,
and which can be viewed as minimum uncertainty phase space cells
which are in a one-to-one correspondence with Gaussian pure states.
1 Introduction
In traditional classical and quantum mechanics it is assumed that the Hamil-
tonian function (or its quantization) is given and one thereafter sets out to
solve the corresponding dynamical equations (Hamilton or Schro¨dinger). In
the present paper we reverse this paradigm by considering the primary ob-
jects as being motions, classical or quantum. These motions are not defined
by their actions on points, but rather on ellipsoids with constant symplectic
capacity, as motivated by our discussion above. We will see that there is a
great latitude in choosing these motions, justifying our use of the metaphor
“chalkboard motion”: these motions can be compared to chalk drawings on
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a blackboard leaving a continuous succession of thick points. The surprising
fact, which originally motivated our study, is that chalkboard motions are
indeed Hamiltonian, but this in a very simple and unexpected way. We will
be able to construct such motions at will: exactly as when one stands in
front of a blackboard and uses a piece of chalk to make a drawing – except
that in our case the blackboard is infinite and multidimensional, and the
drawing consists of paths left by moving ellipsoids.
As we will see, these constructs allow us to define a quantum phase space,
obtained from the usual Euclidean phase space using a coarse-graining by
minimum uncertainty ellipsoids (we have dubbed these ellipsoids “quantum
blobs” elsewhere [27]). We will then be able to define a “chalkboard mo-
tion” in this quantum phase space by quantizing the classical chalkboard
motions; this will again give us great latitude in “piloting” and controlling
at each step these quantum motions. As we will see, this procedure has
many advantages, in particular that of conceptual and computational sim-
plicity. Admittedly, the term “quantum phase space” is usually perceived as
a red herring in physics: some physicists argue that there can’t be any phase
space in quantum mechanics, since the notion of a well-defined point does
not make sense because of the uncertainty principle. Dirac himself dismissed
in 1945 in a letter to Moyal even the suggestion that quantum mechanics
can be expressed in terms of classical-valued phase space variables (see Cur-
tright et al. [15] for a detailed account of the Dirac–Moyal discussion). Still,
most theoretical physicists use phase space techniques every day when they
work with the Wigner functions of quantum states: these functions are de-
fined on the classical phase space Rnx × Rnp , and this does not lead to any
contradictions: the datum of the Wigner function Wψ of a state ψ is both
mathematically and physically equivalent to the datum of the state itself.
There are in truth many phase space approaches to quantum mechanics; see
for instance [6, 53, 52] for various and sometimes conflicting points of view.
1.1 Introductory example
Let us consider the disk D(ε) : x2+ p2 ≤ ε2 in the phase plane Rx×Rp. We
smoothly deform this disk into an ellipse; such a deformation is represented
by a family of real 2× 2 matrices
St =
(
at bt
ct dt
)
(1)
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and the disk thus becomes after time t the ellipseDt(ε) = StD(ε) represented
by
(c2t + d
2
t )x
2 + (a2t + b
2
t )p
2 − 2(atct + btdt)px ≤ ε2.
Assume now that the ellipses StD(ε) all have the same area πε
2; the family
(St) must then consist of symplectic matrices, i.e. detSt = atdt − btct = 1.
This constraint implies that
(a2t + b
2
t )(c
2
t + d
2
t ) = 1 + µ
2
t
where we have set µt = atct + btdt so we can rewrite the equation of Dt(ε)
in the form
1 + µ2t
a2t + b
2
t
x2 + (a2t + b
2
t )p
2 − 2µtpx ≤ ε2
which shows that the ellipse Dt(ε) can be obtained from the disk D(ε) using,
instead of St, the family of lower triangular matrices
Rt =
(
λ−1t 0
µtλ
−1
t λt
)
with
{
λt = 1/
√
a2t + b
2
t
µt = (atct + btdt)/(a
2
t + b
2
t )
(2)
or, equivalently,
Rt =
(
1 0
µt 0
)(
λ−1t 0
0 λt
)
. (3)
This shows, in particular, that any ellipse can be obtained from a disk with
the same area and center using only a coordinate rescaling and a shear. All
this actually becomes much more obvious if one recalls that every symplectic
matrix can be factorized as a product of a shear, a rescaling, and a rotation:
this is called the “Iwasawa factorization”, which we will study in detail in
Section 4.2. This implies that there is considerable redundancy when we let
the St act on circular disks centered at the origin; in fact we could replace
St with any product
St =
(
1 0
µt 0
)(
λ−1t 0
0 λt
)(
cosαt sinαt
− sinαt cosαt
)
where αt is a smoothly varying angle. We next note that the matrices St
and Rt being symplectic, the families (St) and (Rt) can both be interpreted
as Hamiltonian flows. These flows are generated by the quadratic time-
dependent Hamiltonian functions
HS(x, p, t) =
1
2
(atb˙t − a˙tbt)p2 + 1
2
(d˙tct − c˙tdt)x2 − (atd˙t − btc˙t)px (4)
HR(x, p, t) =
1
2
[2(λ˙tλ
−1
t )µ˙t − µt]x2 + (λ˙tλ−1t )px (5)
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where the dots · signify differentiation ddt with respect to t. (We invite the
reader who is wondering by what magic we have obtained these two formulas
to have a sneak preview of Sections 2.3 and 5.2.) The main observation we
now make is that the Hamiltonian HR lacks any term in p
2; it does not
produce any kinetic energy. It is a simple (but dull) exercise to show that
while the Hamilton equations of motion corresponding to respectively (4)
and (5) are different they lead to the same deformation of the initial disk
D(ε). Here is an elementary example: consider the family of symplectic
matrices
St =
(
1 t
0 1
)
; (6)
it corresponds to a particle with mass one freely moving along the x-axis and
it is thus the flow of the elementary Hamiltonian HS =
1
2p
2. The reduced
Hamiltonian HR, generating the flow (Rt), is given by
HR = − 1
2(1 + t2)
x2 +
tpx
1 + t2
. (7)
Let us now go one step further: while deforming the disk as just described,
we simultaneously move its center along an arbitrary curve zt = (xt, pt)
starting from the origin at time t = 0. Assuming that zt is continuously
differentiable we can view it as a Hamiltonian trajectory, and this in many
ways. The simplest choice is to take the “translation Hamiltonian” H =
px˙t − xp˙t whose associated Hamilton equations are x˙ = x˙t and p˙ = p˙t. As
time elapses, the disk is being stretched and deformed while moving along
zt, and at time t it has become the ellipsoid T (zt)RtD(ε) where T (zt) is
the translation z 7−→ z + zt. An absolutely not obvious fact is that the
motion of this ellipsoid is always Hamiltonian! In fact, it corresponds to the
inhomogeneous quadratic Hamiltonian function
H = HS(x, p, t) + (atx˙t + btp˙t)p− (ctx˙t + dp˙t) (8)
where the first term HS is given by formula (4) and represents the deforma-
tion, while the second term corresponds to the motion. It is not difficult to
see that we can actually recover all time-dependent Hamiltonian functions
of the type
H = αtx
2 + βtp
2 + γtpx+ δtp+ εtx
that is, all affine Hamiltonian flows by using “chalkboard motions”!
Let us now see what these manipulations become at the quantum level.
Setting ε =
√
~ the disk D(
√
~) = D(0,
√
~) corresponds to the Wigner
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ellipsoid of the standard Gaussian state
φ0(x) = (π~)
−1/4e−x
2/2~.
Now, to the family (St) one associates canonically a family of unitary opera-
tors (Ŝt) (these are the metaplectic operators familiar from quantum optics),
and the deformation of D(
√
~) by St corresponds to the action of the meta-
plectic operator Ŝt on φ0. Now in general the new function Ŝtφ0 is rather
cumbersome to calculate. For instance, returning to the simple case of free
motion (6) the function Ŝtφ0 is given by the integral
Ŝtφ0(x) =
(
1
2pii~t
)1/2 ∫ ∞
−∞
e
i
~
(x−x′)2
2t φ0(x
′)dx′ (9)
(this formula actually holds for any φ0, not just the standard coherent state);
after some calculations involving the Fresnel formula for Gaussian integrals
one finds that
Ŝtφ0(x) =
1
(π~)1/4
1√
1 + it
exp
(
− x
2
2(1 + it)~
)
(10)
which is well-known in the literature on coherent states [50]. If we now
replace as in the geometric discussion above (St) with (Rt) we will have to
replace (Ŝt) with the corresponding family (R̂t) of metaplectic operators. It
turns out that these are quite generally obtained from formula (3) by
R̂tφ0(x) = e
i
2~
tx2(1 + t2)−1/2φ0((1 + t
2)−1/2x)
which leads to
R̂tφ0(x) =
iφ(t)
(π~)1/4
√
1 + t2
exp
(
− x
2
2~(1 + t2)
)
. (11)
This is exactly formula (10) up to iφ(t) where φ(t) is a phase coming from
the argument of 1+ it.. We have thus recovered the propagation formula for
the standard coherent state without any calculation of integrals at all. In
fact, this procedure works as well for arbitrary families (St): if St is given
by (1) with atdt− btct = 1 and then applying the corresponding metaplectic
operator Ŝt to φ0 yields [50]
Ŝtφ0(x) =
1
(π~)1/4
iφ(t)√
at + ibt
exp
(
− (dt − ict)x
2
2(at + ibt)~
)
. (12)
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We obtain the same result by applying the metaplectic version of (3), and
this immediately yields
R̂tφ0(x) = e
− i
2~
µtx2λ
−1/2
t φ0(λtx)
where λt = (a
2
t + b
2
t )
−1/2 and µt = atct + btdt and this is seen to coincide
with the expression above after some trivial calculations, that is we have
Ŝtφ0 = R̂tφ0. (13)
It should now be remarked that the time evolution of a Gaussian is – as is
the evolution of any wavefunction – governed by a Schro¨dinger equation (at
least in a nonrelativistic setting); for instance for the free particle considered
above the function ψ = Ŝtφ0 satisfies
i~
∂ψ
∂t
= −~
2
2
∂2ψ
∂x2
as can be verified by a direct calculation using the explicit formula (10);
the operator Ĥ = −(~2/2)(∂2/∂x2) appearing in this equation is in fact the
quantization of the free-particle Hamiltonian function H = p2/2. However
we have seen above (cf. the equality (13)) that we also have ψ = R̂tφ0;
since the operators R̂t correspond to the flow (Rt) generated by the Hamil-
tonian function (7), it seems plausible that the function ψ should satisfy the
Schro¨dinger equation corresponding to the quantization ĤR of this function,
that is
i~
∂ψ
∂t
= −t
(
2 + t2
1 + t2
)
x2 − i~t
1 + t2
1
2
(
x
∂ψ
∂x
+ x
∂ψ
∂x
)
.
It turns out that this guess is correct.
1.2 Why ellipsoids are so useful in classical and quantum
mechanics
Mathematical points do not have any operative meaning in physics, be it
classical or quantum. Points live in the Platonic realm and are epistemolog-
ically inaccessible. As Gazeau [21] jokingly notes “...nothing is mathemati-
cally exact from the physical point of view”. What is however accessible to
us are gross approximations, like the chalk dots on a blackboard to take one
naive example. On a slightly more elaborate level, ellipsoids are good can-
didates as substitutes for points. Consider for instance a particle moving in
the configuration space Rnx. We perform a succession of simultaneous posi-
tion and momentum measurements and find a cloud of points concentrated
7
in a small region of the phase space Rnx × Rnp . Position and momentum
measurements lead to a cloud of points, and we can use a method familiar
from multivariate statistical analysis to associate to our cloud a phase space
ellipsoid. It works as follows: after having eliminated possible outliers, we
associate a phase space ellipsoid Ω of minimum volume containing the con-
vex hull of the remaining set of points. This is the “John–Lo¨wner ellipsoid”
[4, 45, 49, 57] which plays an extremely important role not only in statistics
[58, 33], but also in many other related and unrelated disciplines (e.g. con-
vex geometry and optimization, optimal design, computational geometry,
computer graphics, and pattern recognition). Since (ideally) the precision
of measurements can be arbitrarily increased, the volume of Ω can become as
small as we want: for every ε > 0 we can make a sequence of measurements
such that Vol(Ω) < ε. What about quantum systems? We again perform
measurements leading to a plot of points in phase space. But while we can
arbitrarily decrease the volume of the John–Lo¨wner ellipsoid Ω by increasing
the precision of measurements in the classical case, this does not work out in
quantum mechanics because of the uncertainty principle (for the precision
limits in quantum metrology see the recent review article [38]). Suppose in
fact that we project Ω on the planes of conjugate variables Pj = P(xj , pj).
We thus obtain n ellipses ω1, ω2, ..., ωn contained in the planes P1,P2, ...,Pn
and the Heisenberg inequalities imply that we must have
Area(ωj) & ~. (14)
This does not however lead to any estimate on the volume of the ellipsoid
Ω as one is tempted to believe by inference from the classical case [55]; in
particular it does not imply that phase space is coarse grained by minimum
cells with volume ∼ ~n. Suppose indeed the volume of the smallest John–
Lo¨wner ellipsoid Ω is, say,
Vol(Ω) =
πn
n!
~
n (15)
which is the volume of a phase space ball with radius
√
~. The projection of
this ball on each of the planes Pj of conjugate variables is a disk with area
π~ = 12h in conformity with (14). However, if we choose for Ω any ellipsoid
Ω :
n∑
j=1
x2j + p
2
j
R2j
≤ 1 (16)
the equality (15) will still hold provided that R21R
2
2 · · ·R2n = ~2 but for this
it is not necessary at all that the projections of Ω on all the planes Pj have
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area at least πR2j =
1
2h. For instance, in the case n = 2 the ellipsoid
x21 + p
2
1
N~
+
x22 + p
2
2
N−1~
≤ 1 (17)
indeed has volume π2~2/2 for every value of N > 0 and its projection on the
P1 plane has area Nπ~ but its projection on the P2 plane has area N−1π~
so the uncertainty principle is violated for large N . This discussion shows
that the volume condition Vol(Ω) ∼ ~n is not sufficient to describe a phase
space coarse graining; it does not allow us to tell whether a phase space
ellipsoid (or more general phase space domains) is in compliance with the
most basic feature of quantum mechanics, the uncertainty principle (which
it would be better to call the indeterminacy principle).
1.3 Notation and terminology
We will equip R2n = T ∗R with the standard symplectic structure σ =∑n
j=1 dpj ∧ dxj that is
σ(z, z′) = p · x′ − p′ · x
where z = (x, p), z′ = (x′, p′). In matrix notation σ(z, z′) = (z′)TJz where
J =
(
0n×n In×n
−In×n 0n×n
)
.
The symplectic group of R2n is denoted by Sp(n); it consists of all linear
automorphisms of R2n such that S∗σ = σ, that is σ(Sz, Sz′) = σ(z, z′) for
all z, z′ ∈ R2n. Working in the canonical basis Sp(n) is identified with the
group of all real 2n × 2n matrices S such that STJS = J (or, equivalently,
SJST = J).
2 Hamiltonian Flows
We review some results from symplectic mechanics, that is Hamiltonian
mechanics expressed in the language of symplectic geometry; it is mainly
concerned with geometric properties and ultimately cooks down to the study
of symplectic isotopies. For implemetation of symplectic algorithms allowing
the numerical resolution of Hamiltonian systems see for instance [20, 61].
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2.1 Symplectic matrices
It is convenient to fix a symplectic basis of R2n and to identify the symplectic
automorphisms of (R2n, σ) with their matrices in that basis. We will mainly
work in the canonical basis (which is both orthogonal and symplectic) and
write symplectic matrices in block-form
S =
(
A B
C D
)
(18)
where the submatrices A,B,C,D all have same dimension n× n. The con-
dition STJS = J can then be expressed as conditions on these submatrices;
for instance
ATD − CTB = Id , ATC = CAT , BTD = DTB (19)
or
ADT −BCT = Id , ABT = BAT , CDT = DCT . (20)
Also, the inverse of S is explicitly given by
S−1 =
(
DT −BT
−CT AT
)
. (21)
See [24], §2.1, for details and additional material.
The symplectic group is generated by the set of all matrices J , V−P and
ML where
V−P =
(
I 0
P I
)
, ML =
(
L−1 0
0 LT
)
(22)
with P = P T and detL 6= 0.
2.2 The group Ham(n)
Let IT be the closed interval [−T, T ] with T > 0 (or T = ∞). A function
H ∈ C∞(R2n × IT ,R) will be called a “Hamiltonian”; whenever necessary
it will be convenient to assume that there exists a compact subset K of
R
2n such that the support of H satisfies suppH(·, t) is contained in K for
all t ∈ IT . This apparently restrictive assumption avoids problems arising
with Hamiltonians defined on open manifolds which can have bad behavior
at infinity, as discussed in [54], §1.3 (for instance, solutions to Hamilton’s
equations can blow up at finite time). When applied, this assumption guar-
antees that the flow generated by the Hamiltonian vector field XH = J∂zH
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exists for all t ∈ IT . Some afterthought shows that this condition is after
all not too stringent. Assume for instance that we want to deal with the
standard physical Hamiltonian
H(x, p, t) =
1
2
|p|2 + V (x, t).
The latter is never compactly supported. But for all (or most) practical
purposes we want to study the Hamilton equations x˙ = p, p˙ = −∂xV (x, t)
in a bounded domain D of phase space. Choosing a compactly supported
cutoff function χ ∈ C∞0 (R2n) such that χ(z) = 1 for z ∈ D the solutions
t 7−→ (x, p) of the Hamilton equations for χH with initial value z0 ∈ D are
just those of the initial problem x˙ = p, p˙ = −∂xV (x, t) as long as (x, p)
remains in D.
Let D be an open subset of R2n. A diffeomorphism f : D −→ R2n is
called a symplectomorphism (or “canonical transformation” [3]) if f∗σ = f ,
that is, the Jacobian matrix Df(z) is symplectic at every z ∈ D:
(Df(z)T )JDf(z) = Df(z)J(Df(z)T ) = J. (23)
The symplectomorphisms ofD = R2n form a subgroup Symp(n) of the group
Diff(n) of all diffeomorphisms of R2n: this easily follows from the relations
(23) above using the chain rule. The symplectic group Sp(n) is a subgroup
of Symp(n).
Let H be a Hamiltonian in the sense above. The Hamiltonian vector field
XH = J∂zH is compactly supported and hence complete, so that Hamilton’s
equations
z˙(t) = J∂zH(z(t), t) , z(0) = z0 (24)
have a unique solution for every choice of initial point z0 ∈ R2n. The time-
dependent flow (fHt ) generated by XH is the family of diffeomorphisms
z0 7−→ z(t) = fHt (z0) associating to z0 the solution z(t) at time t ∈ IT .
Each fHt is a symplectomorphism of M : f
H
t,t′ ∈ Symp(n):
(DfHt (z))
TJDfHt (z) = Df
H
t (z)J(Df
H
t (z)
T ) = J (25)
where DfHt (z) is the Jacobian matrix of f
H
t calculated at z.
A remarkable fact is that composition and inversion of Hamiltonian flows
also yield Hamiltonian flows [24, 26, 29, 54, 42]. Let (fHt ) and (f
K
t ) be
determined by two Hamiltonian functions H = H(z, t) and K = K(z, t); we
have the following composition and inversion rules:
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Proposition 1 (i) Let H and K be Hamiltonians; we have:
fHt f
K
t = f
H#K
t with H#K(z, t) = H(z, t) +K((f
H
t )
−1(z), t) (26)
(fHt )
−1 = f H¯t with H¯(z, t) = −H(fHt (z), t) (27)
fH+Kt = f
H
t f
K ′
t with K
′(z, t) = K(fHt (z), t). (28)
(ii) The composition law # defined by (26) is associative: if L is a third
Hamiltonian then
(H#K)#L = H#(K#L). (29)
(iii) For every g ∈ Symp(n) we have the conjugation property
g−1fHt g = f
H◦g
t . (30)
Proof. The proofs of these formulas are based on the transformation
property Xg∗H = g∗XH of Hamiltonian vector fields for g ∈ Symp(n)
[24, 29, 42, 54]. The associativity (29) follows from the associativity of the
composition of mappings in a same space: (fHt f
K
t )f
L
t = f
H
t (f
K
t f
L
t ) hence
f
(H#K)#L
t = f
H#(K#L)
t .
Notice that even when H and K are time-independent Hamiltonians the
functions H#K and H¯ are generally time-dependent. Formula (30) is often
expressed in physics by saying that “Hamilton’s equations are covariant
under canonical transformations” [3].
Let f ∈ Diff(n) such that f = fHt0 for some Hamiltonian function H and
time t0. We will say that f is a Hamiltonian symplectomorphism. (Rescaling
time if necessary one can always assume t0 = 1.)
As immediately follows from formulas (26), (27), and (30) Hamiltonian
symplectomorphisms form a normal subgroup Ham(n) of Symp(n). A some-
what surprising fact is that every continuous path of Hamiltonian symplec-
tomorphisms passing through the identity is the phase flow of a Hamiltonian
function; this was first proved by Banyaga [5] in the very general context of
symplectic manifolds; see [61, 29] for elementary proofs:
Proposition 2 Let (ft) be a smooth one-parameter family of Hamiltonian
symplectomorphisms such that f0 = Id. Then (ft) is the flow determined by
the Hamiltonian function
H(z, t) = −
∫ 1
0
σ(f˙tf
−1
t (λz), z)dλ (31)
where f˙t = dft/dt.
We will call a smooth path (ft), t ∈ IT , in Ham(n) joining the identity
to some element f ∈ Ham(n) a Hamiltonian isotopy.
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2.3 Time-dependent quadratic Hamiltonians
Quadratic Hamiltonian functions are widely used both in theoretical and
practical situations. They are easy to manipulate in the time-independent
case and lead to rich structures (see the excellent review by Combescure
and Robert [13]). Here we study general quadratic Hamiltonians with time-
dependent coefficients.
Let S ∈ Sp(n). Since Sp(n) is arcwise connected we can find a C1 path
t 7−→ St, t ∈ IT in Sp(n) joining the identity to S. We will write St in n×n
block-matrix form
St =
(
At Bt
Ct Dt
)
, S0 = Id. (32)
Proposition 3 (i) (St) is the phase flow determined by the quadratic Hamil-
tonian
H(z, t) = −1
2
JS˙tS
−1
t z
2; (33)
(ii) the latter is explicitly given by
H = 12(D˙tC
T
t − C˙tDTt )x2− (D˙tATt − C˙tBTt )p ·x+ 12(B˙tATt − A˙tBTt )p2. (34)
Proof. (i) In view of formula (31) we have
H(z, t) = −
∫ 1
0
σ
(
S˙tS
−1
t (λz), z
)
dλ; (35)
formula (33) follows since
σ
(
S˙tS
−1
t (λz), z
)
= λJS˙tS
−1
t z · z.
(ii) The inverse of St is given by
S−1t =
(
DTt −BTt
−CTt ATt
)
(36)
and hence
JS˙tS
−1
t =
(
C˙tD
T
t − D˙tCTt D˙tATt − C˙tBTt
B˙tC
T
t − A˙tDTt A˙tBTt − B˙tATt
)
; (37)
formula (34) now follows from (33).
In particular, if St = e
tX with X ∈ sp(n) (the symplectic Lie algebra)
one recovers the usual formula H = −12JXz2.
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The group U(n) = Sp(2n) ∩ O(2n,R) of symplectic rotations can be
identified with the unitary group U(n,C) via the embedding
U(n,C) ∋ X + iY 7−→
(
X Y
−Y X
)
∈ U(n);
notice that X and Y must satisfy the conditions
XXT + Y Y T = Id , XY
T − Y XT = 0 (38)
XTX + Y TY = Id , X
TY − Y TX = 0. (39)
Suppose that the symplectic isotopy consists of symplectic rotations
Ut =
(
Xt Yt
−Yt Xt
)
, U0 = Id. (40)
Proposition 3 implies:
Corollary 4 (i) The family (Ut) of symplectic rotations (40) is the flow
generated by the quadratic Hamiltonian
HU =
1
2Ztx
2 + 12Ztp
2 (41)
where
Zt = Y˙tX
T
t − X˙tY Tt = ZT . (42)
(ii) Conversely, every every Hamiltonian (41) such that Z = ZT generates
a flow (Ut) with Ut ∈ U(n) and thus uniquely determines Xt, Yt such that
(42) holds.
Proof. (i) In view of formula (33) (Ut) is generated by the Hamiltonian
HU (z, t) = −12JU˙tU−1t z2. Noting that J commutes with both Ut and U˙t it
follows that HU (Jz, t) = HU (z, t) and formula (41) follows from (34) since
the cross terms are (X˙XT + Y˙ Y T )px = 0. The matrix Zt is symmetric:
we have XtY
T
t − YtXTt = 0 hence, differentiating with respect to t, Y˙tXTt −
X˙tY
T
t = XtY˙
T
t − YtX˙Tt . (ii) Let (Ut) be the flow determine by HU . Since
Ut ∈ Sp(n) for all t it is sufficient to show that in addition UtJ = JUt. Let
Dt =
(
Zt 0
0 Zt
)
. Since U˙t = JDtUt we have
d
dt
(UtJ) =
(
d
dt
Ut
)
J = JDt(UtJ);
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similarly, since DtJ = JDt
d
dt
(JUt) = (−JDtJ)JUt = JDt(JUt)
hence UtJ and JUt satisfy the same first order differential equation with
same initial value U0J = JU0 = J so we must have UtJ = JUt.
The method described above extends to the case of affine symplectic
isotopies without difficulty:
Proposition 5 Let (St) be a symplectic isotopy in Sp(n) and IT ∋ t 7−→ zt
a C1 path in R2n with z0 = 0. (i) The affine symplectic isotopy (ft) defined
by ft = StT (zt) is the phase flow determined by the Hamiltonian
H(z, t) = −1
2
JS˙tS
−1
t z
2 + σ (z, Stz˙t) (43)
and that defined by gt = T (zt)St is
H(z, t) = −1
2
JS˙tS
−1
t (z − zt) + σ (z, z˙t) . (44)
(ii) Conversely, every Hamiltonian function
H(z, t) =
1
2
M(t)z2 +m(t)z (45)
with M(t) = M(t)T and m(t) ∈ R2n depending continuously on t ∈ IT can
be rewritten in the form (43) (or (44)).
Proof. (i) Formula (43) follows from formula (35) using the product formula
(26) for Hamiltonian flows with H = −12JS˙tS−1t z2 and K = σ (z, z˙t), and
noticing that σ
(
S−1t z, z˙t
)
= σ (z, Stz˙t). Formula (44) is proven likewise
swappingH andK. (ii) Let (St) be the flow determined by the homogeneous
part H0(z, t) =
1
2M(t)z
2 of H(z, t). We have S˙t = JM(t)St henceH0(z, t) =
−12JS˙tS−1t z2. Set now
zt =
∫ t
0
S−1t′ Jm(t
′)dt′, (46)
that is z˙t = S
−1
t Jm(t); the Hamilton equations for (45) are
z˙(t) = JM(t)z(t) + Jm(t) = S˙tS
−1
t z(t) + Stz˙t
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and are solved by z(t) = StT (zt)z(0); it follows that the flow (ft) determined
by H is given by ft = StT (zt) and we can thus rewrite H as (43).
Assume for instance that the coefficientsM and m are time-independent
and detM 6= 0; the solution of Hamilton’s equations
z˙(t) = JMz(t) + Jm , z(0) = z0
are given by
z(t) = etJMz0 + (JM)
−1(etJM − I)Jm. (47)
(IfM fails to be invertible, this formula remains formally correct, expanding
etJM in a Taylor series [11].)
3 Symplectic Capacities
We denote by B2n(z0, R) the ball |z− z0| ≤ R in R2n; we write B2n(0, R) =
B2n(R). Denoting by T (z0) the translation z 7−→ z+z0 we haveB2n(z0, R) =
T (z0)B
2n(R).
3.1 Definition of a symplectic capacity
It is well-known that Hamiltonian flows are volume preserving [3, 54]; this
property is an easy consequence of the fact that any Hamiltonian flow con-
sists of symplectomorphisms and hence preserves the successive powers σ,
σ∧σ,...,σ∧n of the symplectic form. This property is however not character-
istic of Hamiltonian flows, because any flow generated by a divergence-free
vector fields has this property. It however turns out that there exist quan-
tities whose preservation is characteristic of Hamiltonian flows (and, more
generally, of symplectomorphisms). These are the symplectic capacities of
subsets of phase space.
A (normalized, or intrinsic) symplectic capacity on (R2n, σ) assigns to
every Ω ⊂ R2n a number c(Ω) ≥ 0, or +∞, and must satisfy the following
axioms [42]:
(SC1) Monotonicity: If Ω ⊂ Ω′ then c(Ω) ≤ c(Ω′);
(SC2) Symplectic invariance: If f ∈ Symp(n) then c(f(Ω)) = c(Ω);
(SC3) Conformality: If λ ∈ R then c(λΩ) = λ2c(Ω);
(SC4) Non-triviality: We have c(B2n(R)) = πR2 = c(Z2nj (R)) where
Z2nj (R) is the cylinder x
2
j + p
2
j ≤ R2 in R2n.
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The archetypical example of a symplectic capacity is the “Gromov width”
[42] defined by
cmin(Ω) = sup
f∈Symp(n)
{πR2 : f(B2n(R)) ⊂ Ω}; (48)
that cmin indeed satisfies axiom (SC4) is a non-trivial property, equiva-
lent to Gromov’s symplectic non-squeezing theorem [35]: if there exists
f ∈ Symp(n) such that f(B2n(R)) ⊂ Z2nj (r) then R ≤ r (see [24, 25, 34]
for discussions of Gromov’s result). As the notation suggests, cmin is the
smallest of all symplectic capacities: cmin ≤ c ≤ cmax where
cmax(Ω) = inf
f∈Symp(n)
{πR2 : f(Ω) ⊂ Z2nj (R)} (49)
so that we have cmin ≤ c ≤ cmax for every symplectic capacity c on (R2n, σ).
Let c be a symplectic capacity on the phase plane R2. Then c(Ω) =
Area(Ω) for every connected and simply connected surface Ω. In higher
dimensions the symplectic capacity can be finite while the volume is infinite:
for instance the symplectic capacity of a cylinder Z2nj (R) is finite, whereas its
volume is infinite. It follows in fact from the monotonicity and non-triviality
properties of a symplectic capacity that
B2n(R) ⊂ Ω ⊂ Z2nj (R) =⇒ c(Ω) = πR2
so Ω can have arbitrarily large volume (even infinite). Symplectic capacities
are not related to volume when n > 1; for instance if Ω and Ω′ are disjoint
we do not in general have c(Ω ∪Ω′) = c(Ω) + c(Ω′).
There exist infinitely many symplectic capacities, but they all agree on
phase space ellipsoids. The symplectic capacity of an ellipsoid
Ω = {z :M(z − z0)2 ≤ R2}
(M = MT > 0) is calculated as follows. Recall Williamson’s symplectic
diagonalization theorem [24, 42]: for every positive-definite symmetric real
2n × 2n matrix M there exists S ∈ Sp(n) such that
STMS =
(
Λ 0
0 Λ
)
(50)
where Λ = diag(λσ1 , ..., λ
σ
j ) is the diagonal matrix whose diagonal entries λ
σ
j
are the symplectic eigenvalues of M : λσj > 0 and the numbers ±iλj are
the eigenvalues of JM (that these eigenvalues are indeed of the type ±iλj
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follows from the fact that JM has the same eigenvalues as the antisymmetric
matrix M1/2JM1/2). This allows us to put the equation of the ellipsoid Ω
in the diagonal form∑
j
λσj ((xj − x0,j)2 + (pj − p0,j)2) ≤ R2
and it is then easy to see [24, 26, 34], using Gromov’s non-squeezing theorem
that
cmin(Ω) = cmax(Ω) = πR
2/λmax (51)
where λmax is the largest symplectic eigenvalue ofM . It follows that c(Ω) =
πR2/λmax for every symplectic capacity c.
3.2 A continuity property
Let Ω and Ω′ be two nonempty compact subsets of R2n. The numbers
d1(Ω,Ω
′) = sup
z∈Ω
d(z,Ω′) , d2(Ω,Ω
′) = sup
z′∈Ω′
d(z′,Ω)
are called, respectively, the directed Hausdorff distance from Ω to Ω′ and
from Ω′ to Ω. The number
dH(Ω,Ω
′) = max(d1(Ω,Ω
′), d2(Ω,Ω
′)) (52)
is called the Hausdorff distance of Ω and Ω′. (In some texts one defines this
distance as the sum d1(Ω,Ω
′) + d2(Ω,Ω
′); both choices of course lead to the
same topology since the metrics are equivalent). The Hausdorff distance
is a metric on the set K(2n) of all nonempty compact subsets of R2n and
(K(2n), dH) is a complete metric space [19]. We have d(Ω,Ω′) <∞ since Ω
and Ω′ are bounded. If 0 ∈ Ω, for every ε > 0 there exists δ > 0 such that
[2]
dH(Ω,Ω
′) < δ =⇒ (1− ε)Ω ⊂ Ω′ ⊂ (1 + ε)Ω. (53)
Using (53) one shows that
Proposition 6 Let c be a symplectic capacity on (R2n, σ). The restriction
of c to the set of all convex compact subsets equipped with the Hausdorff
distance is continuous. That is, for every ε > 0 there exists δ > 0 such that
if Ω and Ω′ are convex and compact then
dH(Ω,Ω
′) < δ =⇒ |c(Ω)− c(Ω′)| < ε (54)
(see e.g. [51], p.376).
The Hausdorff distance is used in pattern recognition and computer vi-
sion, and also plays an essential role in medical imaging [60].
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3.3 Moving phase space ellipsoids
We now give a fundamental characterization of symplectomorphisms initially
due to Ekeland and Hofer [18].
Let Ω be a phase space ellipsoid as above; in [18, 42] it is proven that the
only C1 mappings that preserve the symplectic capacities of all ellipsoids in
(R2n, σ) are either symplectic or antisymplectic (an antisymplectic mapping
F : R2n −→ R2n is such that F ∗σ = −σ; if F is linear and identified
with its matrix this means that F TJF = −J). In [16] we have proven a
refinement of this result in the linear case, by showing that it is sufficient to
consider a particular class of ellipsoids, called symplectic balls. By definition,
a symplectic ball is the image of a phase space ball by an element of the
inhomogeneous symplectic group ISp(n). It is thus an ellipsoid
B2nS (z0, R) = T (z0)SB
2n(R) (55)
or, equivalently
B2nS (z0, R) = ST (S
−1z0)B
2n(R). (56)
As follows from axioms (SC2) and (SC4) characterizing symplectic capaci-
ties, a symplectic ball has symplectic capacity
c(B2nS (z0, R)) = c(B
2n(R)) = πR2.
The proof of our refinement relies on the following algebraic result:
Lemma 7 Let F ∈ GL(2n,R). If F TMLF ∈ Sp(n) for every symplectic
matrix
ML =
(
L−1 0
0 L
)
, L = LT > 0 (57)
then F is either symplectic or antisymplectic: F TJF = ±J .
The proof of this lemma is rather long and technical, we therefore refer
to [16], §1.2, for a detailed argument. The particular symplectic matrices
(57) will play an essential role in Section 4.2 where we study the pre-Iwasawa
factorization of general symplectic matrices. Notice that the matrices (57)
do not form a subgroup of Sp(n): we have MLML′ = ML′L but in general
L′L is not symmetric if L and L′ are.
Proposition 8 (i) Assume that K ∈ GL(2n,R) takes the symplectic ball
B2nS (z0, R) to a symplectic ball B
2n
S′ (z
′
0, R) with the same radius. Then, K
is either symplectic or antisymplectic. (ii) More generally, if K takes every
ellipsoid in R2n to an ellipsoid with the same symplectic capacity, then K is
symplectic or antisymplectic.
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Proof. (i) Since translations are symplectomorphisms we can assume z0 = 0
so that the symplectic ball is just SB2n(R) and thus defined by the inequality
|S−1z| ≤ R. It follows that its image by K is the set of all z ∈ R2n such
that |(KS)−1z| ≤ R that is
((KS)−1)T (KS)−1z2 ≤ R2.
If KSB2n(R) is a symplectic ball we must thus have
((KS)−1)T (KS)−1 = (KT )−1(SST )−1K−1 ∈ Sp(n).
Taking F = K−1 then in view of Lemma 7 the matrix F and hence K must
be either symplectic or antisymplectic.
In the nonlinear case we have ([18], Thm. 4):
Proposition 9 Let f : R2n −→ R2n be a C1 diffeomorphism such that
c(f(Ω)) = c(Ω) for every ellipsoid Ω ⊂ R2n. Then either f∗σ = σ or f∗σ =
−σ, that is f is either a symplectomorphism or an anti-symplectomorphism.
In [18] (Thm. 5) Ekeland and Hofer prove the following nonlinear version
of Proposition 9 using a mild differentiability requirement:
Proposition 10 (i) Let (ft)t∈IT be a family of C
1 diffeomorphisms R2n −→
R
2n such that f0 = Id and c(ft(Ω)) = c(Ω) for every ellipsoid Ω ⊂ R2n and
t ∈ IT . Then (ft) is a Hamiltonian flow. (ii) If the ft are affine mappings
then H is a quadratic polynomial of the type (45).
Proof. (i) Let z ∈ R2n; we have
(Dft(z))
TJDft(z) = ±J
for all t ∈ IT . Since Df0(z) = z and the mapping t 7−→ Dft(z) is continuous
the only possible choice is
(Dft(z))
T JDft(z) = J
and hence the ft are symplectomorphisms; the conclusion now follows from
Proposition 2; the Hamiltonian is given by
H(z, t) = −
∫ 1
0
σ(f˙tf
−1
t (λz), z)dλ. (58)
(ii) Immediately follows using Proposition 5.
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We urge the Reader to note that the assumption that symplectic capac-
ities of ellipsoids – and not volumes – are preserved is essential. As soon as
n > 1 the conclusions of Proposition 10 for families of mappings which are
volume preserving are no longer true. Consider a divergence-free vector field
on R2n; by Liouville’s theorem [3] the flow it generates is certainly volume-
preserving, but has no reason in general to preserve symplectic capacities.
The properties above are of a topological nature, and show that general
volume-preserving mappings cannot be approximated in the C0 topology by
symplectomorphisms. In this context we remark [29] that Katok [48] has
shown that given two subsets Ω and Ω′ with the same volume, then for every
ε > 0 there exists f ∈ Symp(n) such that Vol(f(Ω) \ Ω′) < ε. Thus, an ar-
bitrarily large part of Ω can be symplectically embedded inside Ω′ – but not
all of it! This again shows how different the notions of volume conservation
and symplectic capacity conservation are.
4 Symplectic Actions on Ellipsoids
We introduce here the notion of local symplectic automorphisms; the termi-
nology will be justified in Section 6.1 where we will show that these auto-
morphisms are the projections on Sp(n) of local metaplectic operators, i.e.
those which preserve the supports of functions or tempered distributions.
4.1 The local symplectic group
Let ℓ be a Lagrangian subspace of the symplectic phase space (R2n, σ):
dim ℓ = n and σ vanishes identically on ℓ. Such a maximal isotropic subspace
is also called a “Lagrangian plane”. One proves ([24], §2.2) that for every
S ∈ Sp(n) there exist S1, S2 ∈ Sp(n) such that S1ℓ ∩ ℓ = S2ℓ ∩ ℓ = 0 and
S = S1S2. Choosing for ℓ the momentum space 0 × Rn the symplectic
matrices S1, S2 are of the type
Sj =
(
Aj Bj
Cj Dj
)
, detBj 6= 0 (59)
with n × n blocks. (Such symplectic matrices are called free. We will re-
turn to them in Section 6.1.) A straightforward calculation leads to the
factorization
Sj = V−DjB−1j
MB−1j
JV−B−1j Aj
(60)
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where we define, for P = P T and detL 6= 0,
V−P =
(
I 0
P I
)
, ML =
(
L−1 0
0 LT
)
(61)
(DB−1 and B−1A are indeed symplectic due to the constraints imposed on
the blocks A,B,C,D by the conditions STJS = SJST = J). It follows that
the set of all matrices V−P and ML together with the standard symplec-
tic matrix J generate Sp(n). Notice that these matrices obey the product
formulas
V−PV−P ′ = V−(P+P ′) , MLML′ =ML′L. (62)
Let St(ℓ) be the stabilizer of ℓ in Sp(n): it is the subgroup of all S ∈ Sp(n)
such that Sℓ = ℓ. Of special importance for us is the case ℓ = 0 × Rn, we
will write Sp0(n) = St(0 × Rn). It consists of all symplectic block matrices
with upper corner B = 0. Since
V−PML =
(
L−1 0
PL−1 LT
)
, MLV−P =
(
L−1 0
LTP LT
)
the group Sp0(n) is generated by the symplectic matrices V−P and ML. It
is thus the extension of the group {ML : detL 6= 0} of symplectic rescalings
by the group of symplectic shears {V−P : P = P T }. Using the obvious
identities
MLV−P = V−LTPLML , V−PML =MLV−(L−1)TPL−1 (63)
and
(V−PML)
−1 = V−(L−1)TPL−1ML−1 (64)
we see that the group Sp0(n) in fact simply consists of all products V−PML
(or MLV−P ). In particular, if S = V−PML and S
′ = V−P ′ML′ we have
S′S−1 = V−P ′+(L−1L′)TP (L−1L′)ML−1L′ . (65)
The affine (or inhomogeneous) extension [11]
ISp(n) = Sp(n)⋉R2n (66)
of the symplectic group consists of all products ST (z) = T (Sz)S where
T (z) is the translation operator in R2n . Every element of ISp(n) can be
written as either a product ST (z0), or a product T (z0)S. For each element
of ISp(n) this factorization is unique: for example if ST (z0) = S
′T (z′0) then
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(S′)−1S = T (z′0 − z0) which is only possible if z′0 = z0 and hence S′ = S.
We call the subgroup
ISp0(n) = Sp0(n)⋉R
2n (67)
the “local inhomogeneous symplectic group”. It consists of all affine sym-
plectic transformations of the type
T (z0)V−PML = V−PMLT (ML−1VP z0). (68)
The main formulas are recapitulated in the table below:
V−PV−P ′ = V−(P+P ′) MLML′ =ML′L
MLV−P = V−LTPLML V−PML =MLV−(L−1)TPL−1
(V−PML)
−1 = V−(L−1)TPL−1ML−1 T (z0)V−PML = V−PMLT (ML−1VP z0)
4.2 The pre-Iwasawa factorization
We have seen in formula (60) that every symplectic matrix
S =
(
A B
C D
)
(69)
with detB 6= 0 can be factorized as S = V−PMLJV−P . The pre-Iwasawa
factorization generalizes this result; it says that every S ∈ Sp(n) can be
written as a product of an element of a subgroup of the local symplectic
group Sp0(n) and of a symplectic rotation. More precisely, writing S ∈ Sp(n)
in block-matrix form (n×n blocks) there exist unique matrices P = P T and
L = LT > 0 and UX,Y ∈ U(n) such that
S =
(
I 0
P I
)(
L−1 0
0 L
)(
X Y
−Y X
)
= V−PMLUX,Y . (70)
These matrices are given by
P = (CAT +DBT )(AAT +BBT )−1 = P T (71)
L = (AAT +BBT )−1/2 = LT > 0 (72)
X = (AAT +BBT )−1/2A ,Y = (AAT +BBT )−1/2B. (73)
The proof of these formulas is purely computational; see [9, 17, 24, 62].
It is clear that L = LT is positive definite; that P is also symmetric follows
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from the fact that the relation S = V−PMLU implies that V−P is symplectic
which requires that P = P T . The uniqueness follows from the observation
that if V−PMLUX,Y = V−P ′ML′UX′,Y ′ then
M−1L′ VP−P ′ML = UX′,Y ′U
−1
X,Y = UX′′,Y ′′
and thus (
L′L−1 0
(L′)−1(P − P ′)L (L′)−1L
)
=
(
X ′′ Y ′′
−Y ′′ X ′′
)
hence P = P ′ and L′ = L since L,L′ > 0.
Notice that, as a particular case, any dilation MK =
(
K−1 0
0 KT
)
,
detK 6= 0, has the pre-Iwasawa factorization(
(KTK)−1/2 0
0 (KTK)1/2
)(
(KTK)1/2K−1 0
0 (KTK)1/2K−1
)
. (74)
Summarizing:
The symplectic matrix (69) has a unique factorization
S = RU where R ∈ Sp0(n) and U ∈ U(n) are given by:
R =
(
(AAT +BBT )1/2 0
(CAT +DBT )(AAT +BBT )−1/2 (AAT +BBT )−1/2
)
U =
(
(AAT +BBT )−1/2A (AAT +BBT )−1/2B
−(AAT +BBT )−1/2B (AAT +BBT )−1/2A
)
When writing S = RU we will call R and U respectively the local and
the unitary components of S. They are uniquely defined.
4.3 Iwasawa factorization of a quadratic Hamiltonian
Let (St) be a symplectic isotopy and
H(z, t) = −1
2
JS˙tS
−1
t z
2 (75)
the associated Hamiltonian. Writing
St =
(
At Bt
Ct Dt
)
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the pre-Iwasawa factorization yields St = RtUt where Rt = V−PtMLt is given
by
Rt =
(
L−1t 0
PtL
−1
t Lt
)
=
(
L−1t 0
Qt Lt
)
, (76)
the symmetric n×n matrices Pt and Lt being calculated using the formulas
(71) and (72):
Pt = (CtA
T
t +DtB
T
t )(AtA
T
t +BtB
T
t )
−1 (77)
Lt = (AtA
T
t +BtB
T
t )
−1/2 (78)
Qt = (CtA
T
t +DtB
T
t )(AtA
T
t +BtB
T
t )
−1/2. (79)
Similarly the symplectic rotations
Ut =
(
Xt Yt
−Yt Xt
)
(80)
are given by
Xt = (AtA
T
t +BtB
T
t )
−1/2At , Yt = (AtA
T
t +BtB
T
t )
−1/2Bt. (81)
The families (V−Pt), (MLt), and (Ut) are symplectic isotopies in their own
right; they correspond to Hamiltonians that we will denote by HV , HL, HU .
It is easy to find explicit expressions for these Hamiltonians, and to show
that the Hamiltonian function (75) determining the symplectic isotopy (St)
can be written as a sum of Hamiltonians. This is what we call the “Iwasawa
sum”:
Proposition 11 (i) The symplectic isotopies (V−Pt), (MLt), and (Ut) are
the flows determined by:
HV (z, t) =
1
2
P˙tx
2 , HL(z, t) = −L˙tL−1t x · p (82)
and we have
HU (z, t) =
1
2 (Y˙tX
T
t − X˙tY Tt )x2 + 12(Y˙tXTt − X˙tY Tt )p2. (83)
(ii) The Hamiltonian function H can be split
H(z, t) = HV (z, t) +HL(VPtz, t) +HU(ML−1t
VPtz, t) (84)
(iii) We also have
H(z, t) = HR(z, t) +HU(R
−1
t z, t) (85)
that is
HR(z, t) =
1
2
(L˙tQ
T
t − Q˙tLt)x2 − L˙tL−1t p · x. (86)
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Proof. (i) The formulas (82) immediately follow from (75) replacing (St)
with (V−Pt) and (MLt), respectively. Notice that L˙tL
−1
t is symmetric since
Lt > 0 is: L˙tL
−1
t =
d
dt LogLt. Formula (83) is obtained by writing
HU (z, t) = −1
2
JU˙tU
−1
t z
2
(see Corollary 4). (ii) In view of formula (29) in Proposition 1 (St) =
(V−PtMLtUt) is the flow determined by H = HV#HL#HU hence (84). (iii)
Formula (85) is obtained in a similar fashion writing (St) = (RtUt) and
using the equality H = HR#HU . Formula (86) follows from the equality
HR = −12JR˙tR−1t and using formula (93).
Notice that formula (86) can be rewritten
HR =
1
2
N(t)x2 − L˙tL−1t p · x (87)
where the symmetric matrix N(t) is given by
N(t) = L˙tL
−1
t Pt + PtL˙tL
−1
t − P˙t. (88)
Notice that, conversely, every Hamiltonian of the type
H0 =
1
2
N(t)x2 −K(t)p · x
with N(t) = N(t)T and K(t) = K(t)T leads to a flow in Sp0(n): the corre-
sponding Hamilton equations are
x˙(t) = −K(t)x(t)
p˙(t) = −N(t)x(t) +K(t)p(t)
and the corresponding symplectic isotopy is of the type (76) since the equa-
tion x˙(t) = −K(t)x(t) contains no term p(t).
5 Chalkboard Motions and their Shadows
We now apply the notions developed in the previous sections to what we
call “chalkboard motion” in phase space, and thereafter study the orthogo-
nal projections (or “shadows”) of these motions on subspaces. Chalkboard
motion essentially consists in moving and distorting an ellipsoid in phase
space while preserving its symplectic capacity (or area in the case n = 1).
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5.1 The action of ISp0(n) on symplectic balls
From now on the real number ε > 0 has the vocation to be a small radius.
For instance, in our applications to quantum mechanics we will choose ε =√
~; the need for “smallness” in classical considerations will actually only
be necessary in Section 5.3 where we study nonlinear evolution. We call
symplectic ball the image of a ball B2n(ε) by some element of ISp(n). A
symplectic ball can always be written
B2nS (z0, ε) = T (z0)SB
2n(ε)
for some S ∈ Sp(n) and z0 will be called the center of B2nS (z0, ε). Let
SBallε(2n) be the set of all symplectic balls in (R
2n, ε) with the same radius
ε (equivalently, with the same symplectic capacity πε2); we have a natural
transitive action
ISp(n)× SBallε(2n) −→ SBallε(2n).
It turns out that the restriction
ISp0(n)× SBallε(2n) −→ SBallε(2n)
of this action to the local inhomogeneous symplectic group ISp0(n) is also
transitive:
Proposition 12 (i) Every symplectic ball B2nS (z0, ε) can be obtained from
the ball B2n(ε) using the local subgroup ISp0(n) of ISp(n). In fact, for every
S ∈ Sp(n) there exist unique P = P T , L = LT , and z0 ∈ R2n such that
B2nS (z0, ε) = T (z0)VPMLB
2n(ε). (89)
(ii) More generally, if S = VPML and S
′ = VP ′ML′ then
B2nS′ (z
′
0, ε) = S(P,L, P
′, L′, z0, z
′
0)B
2n
S (z0, ε) (90)
with S(P,L, P ′, L′, z0, z
′
0) ∈ ISp0(n) given by
S(P,L, P ′, L′, z0, z
′
0) = T (z
′
0 −Rz0)R (91)
where R ∈ ISp0(n) is the product
R = VP ′−(L′L−1)TPL−1L′ML−1L′ . (92)
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Proof. (i) Using a pre-Iwasawa factorization we can find unique P = P T ,
L = LT > 0 given by (71), (72), and a symplectic rotation UX,Y ∈ U(n) such
that S = VPMLUX,Y ; formula (89) follows since by rotational symmetry,
UX,YB
2n(ε) = B2n(ε) and thus
Q2nS (z0) = T (z0)VPMLUX,YB
2n(ε)
= T (z0)VPMLB
2n(ε).
The uniqueness of a transformation T (z0)VPML ∈ ISp0(n) such that (89)
holds is easily verified: suppose that
T (z0)VPMLB
2n(ε) = T (z′0)VP ′ML′B
2n(ε)
then there exists U ∈ U(n) such that
T (z0)VPMLU = T (z
′
0)VP ′ML′ .
This implies that we must have z0 = z
′
0, applying both sides to z = 0. But
then VPMLU = VP ′ML′ which is only possible if U is the identity, so we
have VPML = VP ′ML′ which implies P = P
′ and L = L′. (ii) Let B2nS (ε)
= SB2n(ε) and B2nS′ (ε) = S
′B2n(ε) be two symplectic balls centered at 0;
we thus have B2nS′ (ε) = S
′S−1B2nS (ε). Taking S = VPML and S
′ = VP ′ML′
we have, in view of formula (65),
S′S−1 = VP ′−(L′L−1)TPL−1L′ML−1L′
proving (90) for z0 = z
′
0 = 0. The case of arbitrary centers z0 and z
′
0 readily
follows: assume that B2nS (z0, ε) and B
2n
S′ (z
′
0, ε) are centered at z0 and z
′
0,
respectively. We have B2nS (z0, ε) = T (z0)SB
2n(ε) hence
B2nS′ (z
′
0, ε) = T (z
′
0)S
′(T (z0)S)
−1B2nS (z0, ε)
= T (z′0 − S′S−1z0)S′S−1B2nS (z0, ε).
Choosing S = VPML and S
′ = VP ′ML′ as above we are done.
5.2 Linear and affine chalkboard motions
It will be convenient to write (76) as above in the form
Rt =
(
L−1t 0
Qt Lt
)
with Qt = PtL
−1
t . (93)
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Recall that the symplectic isotopy (Rt) is determined by a Hamiltonian
which does not contain any kinetic term.
Let (T (zt)St) be a chalkboard motion; then
T (zt)StB
2n(ε) = T (zt)RtB
2n(ε)
which shows that this motion is entirely determined by the trajectory of the
center of B2n(ε) and the flow determined by a reduced Hamiltonian of the
type (86)–(87). This immediately follows from the Iwasawa factorization
St = RtUt since balls centered at the origin are invariant under the action
of the group U(n).
More generally:
Proposition 13 Let B2nS (a, ε) = T (a)SB
2n(ε) be a symplectic ball. We
have
(T (zt)St)B
2n
S (a, ε) = B
2n
RtS(at, ε) (94)
where at = Sta and (Rt) is a symplectic isotopy in Sp0(n) defined as fol-
lows: let H be the quadratic Hamiltonian generating (St), that is H =
−12JS˙tS−1t z2. Then (Rt) is the reduced flow determined by H ◦ R where
R is the local part in the pre-Iwasawa factorization S = RU .
Proof. Let S = RU be the pre-Iwasawa factorization of S. Since StT (a) =
T (Sta)St and UB
2n(ε) = B2n(ε) we have
(T (zt)St)B
2n
S (a, ε) = T (zt)StT (a)RUB
2n(ε)
= T (zt + at)StRB
2n(ε)
= T (zt + at)R(R
−1StR)B
2n(ε).
In view of the conjugation formula (30), (S′t) = (R
−1StR) is the symplectic
isotopy generated by the quadratic Hamiltonian H ◦ S; the latter is given
by
H ◦R(z, t) = −1
2
JR−1S˙tS
−1
t Rz
2.
We now apply the pre-Iwasawa factorization to S′t and write S
′
t = R
′
tU
′
t so
that
(T (zt)St)B
2n
S (a, ε) = T (zt + at)RR
′
tU
′
tB
2n(ε)
= T (zt + at)RR
′
tB
2n(ε)
= T (zt + at)(RR
′
tR
−1)RB2n(ε)
= T (zt + at)(RR
′
tR
−1)SB2n(ε).
hence the equality (94) with Rt = RR
′
tR
−1.
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5.3 The nonlinear case: nearby orbit approximation
Assume now that we have a method allowing us to displace and deform any
ellipsoid Ω = T (z0)FB
2n(ε), F ∈ GL(2n,R), in such a way that its sym-
plectic capacity remains constant. More explicitly, we make the assumption
that there exists a C1 curve t 7−→ zt starting from z0 and a family (gt) of C1
diffeomorphisms satisfying g0 = Id together with the equilibrium condition
gt(0) = 0 for t ∈ IT . (95)
At time t ∈ IT the ellipsoid Ω becomes a (usually not elliptic) set
Ωt = T (zt)gtT (−z0)Ω
such that c(Ωt) = c(Ω); we thus have Ωt = ft(Ω) where the symplectomor-
phisms ft are defined by
ft = T (zt)gtT (−z0) = T (zt − z0)T (z0)gtT (−z0) (96)
and it follows from Proposition 10 that this motion must be Hamiltonian:
(ft) is a symplectic isotopy generated by a Hamiltonian function H which
we determine now.
Proposition 14 The symplectic isotopy (ft) defined by
ft = T (zt)gtT (−z0) (97)
is the Hamiltonian flow determined by the Hamiltonian
H(z, t) = H2(z − zt, t) + σ(z, z˙t) (98)
where
H2(z, t) = −
∫ 1
0
σ(g˙tg
−1
t (λz), z)dλ (99)
is the Hamiltonian function generating (gt).
Proof. Let us write
ft = T (zt − z0)T (z0)gtT (−z0). (100)
We first remark that t 7−→ T (zt−z0) is the flow determined by the translation
Hamiltonian H1(z, t) = σ(z, z˙t). The symplectic isotopy (gt) is determined
by (99) (Proposition 2), and in view of the conjugation property (30) the
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flow t 7−→ T (z0)gtT (−z0) is thus determined by H2 ◦ T (−z0). Formula (98)
now follows from the product property (26) of Hamiltonian flows.
Assuming that the radius ε is small it makes sense to replace the sym-
plectic isotopy (gt) with its linearization (g
0
t ) around its equilibrium point
z = 0 (Arnol’d [3], §5.22), that is, we take
g0t (z) = gt(0) +Dgt(0)z = S
0
t z (101)
where S0t = Dgt(0) is the Jacobian matrix of gt calculated at the origin.
A classical result (see e.g. [24], §2.3.2) tells us that t 7−→ S0t satisfies the
“variational equation”
d
dt
S0t = JD
2
zH(gt(0), t)S
0
t = JD
2
zH(0, t)S
0
t
and hence (g0t ) = (S
0
t ) is the flow determined by the quadratic Hamiltonian
function
H02 (z, t) =
1
2
D2zH(0, t)z
2. (102)
With this approximation the symplectomorphisms (97) are replaced with
f0t = T (zt − z0)T (z0)S0t T (−z0) (103)
and (f0t ) is the flow determined by the Hamiltonian
H0(z, t) =
1
2
D2zH(0, t)(z − zt)2 + σ(z, z˙t). (104)
We remark that H02 (z, t) is obtained from the “exact” Hamiltonian (99)
by truncating the Taylor series of H2 at z = 0 by dropping third order terms
and above: noting that ∂zH(0, t) = 0 since 0 is an equilibrium point we have
H2(z, t) = H2(0, t) +
1
2D
2
zH2(0, t)z
2 +O(z3) (105)
and the term H2(0, t) can be neglected. Similarly, dismissing the terms
H2(0, t) and σ(zt, z˙t),
H(z, t) = 12D
2
zH2(0, t)(z − zt)2 + σ(z − zt, z˙t) +O((z − zt)3) (106)
so our method is closely related to the so-called “nearby orbit method”
popularized by researchers working in semiclassical approximations [12, 41,
44, 50]. In this method one expands the Hamiltonian around an orbit and
truncates the Taylor series in order to get a more tractable problem.
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A natural question arises at this point: in view of (106) we have fHt (z0) =
fH0t (z0) = zt. What can we say about the difference f
H
t (z1) − fH0t (z1) for
an arbitrary point z1 ∈ Ω? Intuitively, the smaller the radius ε is, the better
will fHt (z1) approximate f
H
t (z0) (at least for not too big times t). Let us
briefly discuss this without going too much into the theory of the stability
of Hamiltonian systems, for which there exists an immense literature. See
the recent preprint by Hong Qin [43] for new results in the case of periodic
orbits.
5.4 A recalibration procedure
We now briefly discuss an option which, to the best of our knowledge, has
not been explored yet, and leads to open question. Recall that we discussed
in the Introduction the John–Lo¨wner ellipsoid. As before we start with a
symplectic ball B2nS (ε), which we suppose centered at the origin for simplic-
ity. We displace B2nS (ε) along a curve (zt) in phase space while deforming
it using a symplectic isotopy (gt) consisting of an arbitrary family of sym-
plectomorphisms starting from the identity at time t = 0. If we assume
that this deformation is sufficiently “gentle” and preserves the convexity, a
natural idea is to replace Ωt = gt(B
2n
S (ε)) with an ellipsoid Ω˜t having the
same symplectic capacity πε2 as Ωt: c(Ω˜t) = c(Ω˜t) for some choice of sym-
plectic capacity c. It turns out that there exists a unique maximum volume
ellipsoid containing Ωt, and by dilation one can obtain a minimum volume
ellipsoid containing gt(B
2n
S (ε)). Now, volume is not related to symplectic
capacity (except in the case n = 1 where both notions coincide with area),
and it is not known whether one can construct a “minimum (or maximum)
capacity ellipsoid” which is the symplectic analogue of the John–Lo¨wner el-
lipsoid. However, we can do the following [4, 36, 37]. Among the ellipsoids
circumscribing Ωt, there exists a unique one Ω
min
t with minimum volume
(the Lo¨wner ellipsoid) and similarly, among the ellipsoids inscribed in Ωt,
there exists a unique one Ωmaxt of maximum volume (the John ellipsoid) and
we have
1
n
Ωmint ⊂ Ω˜t ⊂ Ωmint , Ωmaxt ⊂ Ω˜t ⊂ nΩmaxt .
In case Ωt is symmetric (i.e. Ωt = −Ωt) the coefficients 1/n and n can be
changed into 1/
√
n and
√
n. Also note that this also works when Ωt fails to
be a convex body. It suffices to replace Ωt with its convex hull.
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5.5 The shadow of a chalkboard motion
We now study the projection (“shadow”) of the chalkboard motion on the
“configuration space” X = Rnx. For this the following lemma about projec-
tions of ellipsoids will be helpful:
Lemma 15 Let Ω = {Mz2 ≤ ε2; z ∈ R2n} and assume that M = MT > 0
is given in n× n block form by
M =
(
MXX MXP
MPX MPP
)
(107)
(thus MXP =M
T
PX). Let Π be the orthogonal projection R
2n −→ Rnx × {0}.
We have
ΠΩ = {x ∈ Rn : (M/MPP )x2 ≤ ε2} (108)
where the n× n matrix
M/MPP =MXX −MXPM−1PPMPX (109)
is the Schur complement of the block MPP of M .
Proof. Recall [63] that if M > 0 then M/MPP > 0 and hence the ellipsoid
(108) is nondegenerate. Set Q(z) =Mz2−ε2; the hypersurface ∂Ω : Q(z) =
0 bounding Ω is defined by
MXXx
2 + 2MPXx · p+MPPp2 = ε2. (110)
The normal vectors to the boundary of ΠXΩ must stay in X hence the
constraint ∂zQ(z) = 2Mz ∈ Rn × {0}, which is equivalent to MPXx +
MPP p = 0, that is to p = −M−1PPMPXx. Inserting p in (110) shows that
ΠXΩ is bounded by ΣX : (M/MPP )x
2 = ε2 which yields (108).
This result easily allows us to find the orthogonal projection of a sym-
plectic ball on the x-space Rn × {0} (or on the p-space {0} × Rn); we will
more generally consider the projection of a chalkboard motion:
Proposition 16 Let (T (zt)St) be a symplectic isotopy with
St =
(
At Bt
Ct Dt
)
, S0 = Id. (111)
The orthogonal projection of the symplectic ball
B2nSt (zt, ε) = T (zt)StB
2n(ε)
on the configuration space Rn × {0} is the ellipsoid
ΠB2nSt (zt, ε) = T (xt, 0)(AtA
T
t +BtB
T
t )
1/2Bn(ε). (112)
33
Proof. It is no restriction to assume zt = 0 since translations project to
translations in the first component. We have StB
2n(ε) = RtB
2n(ε) where
(Rt) is the symplectic isotopy in ISp0(n) given by (93), that is
Rt =
(
L−1t 0
Qt Lt
)
, (113)
the matrices Qt and Lt being given by
Qt = (CtA
T
t +DtB
T
t )(AtA
T
t +BtB
T
t )
−1/2 (114)
Lt = (AtA
T
t +BtB
T
t )
−1/2. (115)
The ellipsoid RtB
2n(ε) is the set of all z ∈ R2n such that (RtRTt )−1z2 ≤ ε
hence the matrix M in (107) is given by
M =
(
QQT + L2 −QL−1
−L−1QT L−2
)
and the Schur complement M/MPP is then just L
2
t = (AtA
T
t + BtB
T
t )
−1.
Formula (112) follows.
Formula (112) perfectly illustrates that the phenomenon of “spreading”
is not, per se, a quantum phenomenon as many physicists still believe (this
was in fact remarked on a long time ago by Littlejohn [50]). In fact spreading
will always occur provided that AtA
T
t +BtB
T
t is not constant, that is equal
to Id for all t. For instance, in the case n = 1 we would have A
2
t + B
2
t = 1
and the phase space motion would be a rotation leaving the disk |z| ≤ ε
invariant.
Let us next briefly consider the case of subsystems, obtained by or-
thogonal projection on a smaller phase space. In the quantum case such
projections intervene in the study of entanglement. Let again Ω = FB2n(ε)
be a non-degenerate ellipsoid centered at the origin; setting M = (FF T )−1
this ellipsoid is the set of all z ∈ R2n such thatMz2 ≤ R2; M is a symmetric
and positive definite matrix. Consider now the splitting R2nA⊕R2nB of R2n
with nA + nB = n. The spaces R
2nA ≡ RnAxA × RnApA and R2nB ≡ RnBxB × RnBpB
are viewed as the phase spaces of two subsystems A and B. We will write
the matrix of M as
M =
(
MAA MAB
MBA MBB
)
(116)
where the blocks MAA, MAB , MBA, MBB have, respectively, dimensions
nA × nA, nA × nB , nB × nA, nB × nB. Since M is positive definite and
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symmetric (written M > 0) the blocks MAA and MBB are symmetric and
positive definite (and hence invertible) and MBA =M
T
AB .
Abbondandolo and Matveyev [1] (also see [2]) have shown that for S ∈
Sp(n).
Vol2nA ΠAS(B
2n(R) ≥ (πR
2)nA
nA!
(117)
for every R > 0. This inequality can be seen as an interpolation between
Gromov’s theorem and Liouville’s theorem on the conservation of volume
for 2 ≤ nA ≤ n− 1.
6 Quantum Blobs and the Wigner Transform
The symplectic group and its double covering, the metaplectic group, are
the keystones of mechanics in both their Hamiltonian and quantum formu-
lations. Loosely speaking one can say that the passage from the symplectic
group to its metaplectic representation is the shortest bridge between classi-
cal and quantum mechanics [29], because it provides us automatically with
the Weyl quantization of quadratic Hamiltonians without any recourse to
physical arguments (also see the discussion in [31]).
6.1 The local metaplectic group
The symplectic group Sp(n) is a connected matrix Lie group, contractible
to its compact subgroup U(n) and has covering groups of all orders. The
metaplectic group Mp(n) is a unitary representation in L2(Rn) of the dou-
ble cover of Sp(n) by unitary operators acting on square integrable func-
tions (see [24], Chapter 7 for a detailed study and construction of Mp(n)).
To every S ∈ Sp(n) the metaplectic representation associates two unitary
operators ±Ŝ ∈ Mp(n) on L2(Rn). This representation is entirely deter-
mined by its action on the generators of Mp(n) since the covering projec-
tion πMp : Mp(n) −→ Sp(n) is a group epimorphism. This correspondence
is summarized in the table below:
Ĵψ(x) =
(
1
2pii~
)n/2 ∫
e−
1
~
x·x′ψ(x′)dnx′
piMp−→ J =
(
0 I
−I 0
)
V̂Pψ(x) = e
− i
2~
Px·xψ(x)
piMp−→ VP =
(
I 0
−P I
)
M̂L,mψ(x) = i
m
√
|detL|ψ(Lx) piMp−→ ML =
(
L−1 0
0 LT
)
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the integerm in M̂L,m (“Maslov index”) being chosen so that arg detL = mπ
(mod 2π). Observe that these operators (and hence every Ŝ ∈ Mp(n)) can
be extended into continuous operators acting on the Schwartz space S ′(Rn)
of tempered distributions. Needless to say there are other ways to introduce
the metaplectic group. A good way is to use generalized Fourier transforms
and the apparatus of generating functions (see [24], Chapter 7). It works as
follows: assume that
S =
(
A B
C D
)
, detB 6= 0
is a free symplectic matrix; to S we associate its generating function
W (x, x′) =
1
2
DB−1x2 −B−1x · x′ + 1
2
B−1Ax′2.
This function has the property that
(x, p) = S(x′, p′)⇐⇒
{
p = ∂xW (x, x
′)
p′ = −∂x′W (x, x′)
as can be checked by a direct calculation. Now, exactly every element of
Sp(n) is the product of two free symplectic matrices, every Ŝ ∈ Mp(n) can
be written (non uniquely) as a product of two Fourier integral operators of
the type ŜW,m where
ŜW,mψ(x) =
(
1
2pii~
)n/2
im
√
|detB−1|
∫
e
i
~
W (x,x′)ψ(x′)dnx′ (118)
where m is an integer mod 4 corresponding to a choice of arg detB−1. We
notice that ŜW,m can be simply expressed in terms of the unitary operators
Ĵ , V̂P and M̂L,m defined above: a simple inspection of the formula above
shows that (cf. formula (60) in Section 4.1)
ŜW,m = V̂−DB−1M̂B−1,mĴ V̂−B−1A. (119)
We now define the local metaplectic group: it is the subgroup Mp0(n)
of Mp(n) generated by the operators M̂L,m and V̂P . This group actually
consists of all products V̂P M̂L,m (or M̂L,mV̂P ) as follows from the formulas
(cf. (63) and (64)):
M̂L,mV̂P = V̂LTPLM̂L,m , V̂P M̂L,m = M̂L,m V̂(L−1)TPL−1 (120)
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and, using the relations (V̂P )
−1 = V̂−P , (M̂L,m)
−1 = M̂L−1,−m,
(V̂P M̂L,m)
−1 = V̂(L−1)TPL−1M̂L−1,−m. (121)
Combining these relations we get the following formula, which is the meta-
plectic analogue of (65):
Ŝ′Ŝ−1 = V̂P ′−(L−1L′)TP (L−1L′)M̂L−1L′,−m+m′ . (122)
The local symplectic group Sp0(n) is the image of the local metaplec-
tic group Mp0(n) by the covering projection π
Mp : Mp(n) −→ Sp(n) as
πMp(V̂P ) = VP and π
Mp(M̂L,m) = ML. We use the denomination “local
metaplectic group” because the products V̂P M̂L,m are the only local oper-
ators in Mp(n): in harmonic analysis an operator is said to be “local” if
it does not increase the supports of the functions to which it is applied.
For instance the modified Fourier transform Ĵ ∈ Mp(n) is not local since,
for example, Ĵψ cannot be of compact support if ψ 6= 0 because Ĵψ is an
analytic function in view of Paley–Wiener’s theorem. More generally, the
Fourier integral operators (118) are never local as can be seen by letting
them act on a Dirac δ distribution.
We defined the inhomogeneous symplectic group ISp(n) as being the
group generated by Sp(n) and the translations T (z0) : z 7−→ z0. Similarly,
we define the inhomogeneous metaplectic group IMp(n) as the group of
unitary operators generated by Mp(n) and the Heisenberg–Weyl operators
T̂ (z0), defined by [24, 26, 50]
T̂ (z0)ψ(x) = e
i
~
(p0x−
1
2
p0x0)ψ(x− x0).
These operators satisfy the Weyl relations
T̂ (z0 + z1) = e
−
i
2ℏσ(z0,z1)T̂ (z0)T̂ (z1) (123)
T̂ (z0)T̂ (z1) = e
i
ℏ
σ(z0,z1)T̂ (z1)T̂ (z0). (124)
The inhomogeneous metaplectic group IMp(n) consists of all products
ŜT̂ (z0) = T̂ (Sz0)Ŝ. (125)
We will denote by IMp0(n) the subgroup of IMp(n) generated by Mp0(n)
and the Heisenberg–Weyl operators; it consists of all products ŜT̂ (z0) or
T̂ (z0)Ŝ with Ŝ ∈ Mp0(n): we have
T̂ (z0)V̂P M̂L,m = V̂P M̂L,mT̂ [ML−1V−P z0] (126)
which is the metaplectic version of (68).
37
6.2 Wigner transforms of Gaussians
There is an immense literature about Gaussians and their Wigner trans-
forms. See for instance [14, 50, 59].
The Wigner transform of a function ψ ∈ L2(Rn) is the function Wψ ∈
L2(R2n) defined by
Wψ(x, p) =
(
1
2pi~
)n ∫
e−
i
~
pyψ(x+ 12y)ψ
∗(x− 12y)dny. (127)
This function is covariant under the action of the inhomogeneous groups
ISp(n) and IMp(n) in the sense that
W (Ŝψ)(z) =Wψ(S−1z) , W (T̂ (z0)ψ)(z) =Wψ(T (z0)z) (128)
for all Ŝ ∈ Mp(n) with projection S ∈ Sp(n) (see for instance [30, 50]).
Of particular interest to us are the Wigner transforms of non-degenerate
Gaussian functions (“generalized squeezed coherent states”)
φX,Y (x) = (π~)
−n/4(detX)1/4e−
1
2~
(X+iY )x2 (129)
(X and Y real symmetric n × n matrices, X > 0); one has the well-known
formula [7, 24, 26, 30, 50]
WφX,Y (z) = (π~)
−ne−
1
~
Gz2 (130)
where G is the symplectic symmetric positive definite matrix
G =
(
X + Y X−1Y Y X−1
X−1Y X−1
)
∈ Sp(n). (131)
Noting that we can write G = STX,Y SX,Y where
SX,Y =MX−1/2V−Y =
(
X1/2 0
X−1/2Y X−1/2
)
∈ Sp0(n) (132)
we thus have
G = (MX−1/2V−Y )
TMX−1/2V−Y . (133)
Notice that when X = Id and Y = 0 the Gaussian φX,Y reduces to the
“standard coherent state” [50]
φ0(x) = (π~)
−n/4e−|x|
2/2~ (134)
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whose Wigner transform is simply
Wφ0(z) = (π~)
−ne−|z|
2/~. (135)
More generally we will consider Gaussians centered at an arbitrary point;
we define the Gaussian φz0X,Y centered at z0 as
φz0X,Y = T̂ (z0)φX,Y (136)
where T̂ (z0) is the Heisenberg–Weyl operator, and we have, using the trans-
lational covariance of the Wigner transform (second formula (128))
Wφz0X,Y (z) = (π~)
−ne−
1
~
G(z−z0)2 .
Setting Σ−1 = 2
~
G we can rewrite the Gaussian (130) as
WφX,Y (z) = (2π)
−n
√
detΣ−1e−
1
2
Σ−1z2
which immediately leads to the following statistical interpretation: the 2n×
2n matrix
Σ =
~
2
(
X−1 −X−1Y
−Y X−1 X + Y X−1Y
)
is the covariance matrix [50, 23, 24, 33] of the Gaussian state φX,Y .
The connection with the uncertainty principle is the following. We write
the covariance matrix in traditional form
Σ =
(
∆(x, x) ∆(x, p)
∆(p, x) ∆(p, p)
)
(137)
where ∆(x, x) = (∆(xj , xk))1≤j,k≤n and so on. Since G is symplectic and
symmetric positive definite so is its inverse and the n× n blocks ∆(x, x) =
∆(x, x)T , ∆(x, p) = ∆(p, x)T , and ∆(p, p) = ∆(p, p)T must satisfy the rela-
tion
∆(x, x)∆(p, p) −∆(x, p)2 = 14~2Id
as follows from the conditions (19) or (20) on the blocks of a symplectic
matrix. The latter implies that we must have
(∆xj)
2(∆pj)
2 = ∆(xj , pj)
2 + 14~
2 , 1 ≤ j ≤ n (138)
which means that the so-called Robertson–Schro¨dinger inequalities are sat-
urated (i.e.become equalities). Notice that in particular we have the text-
book Heisenberg inequalities ∆xj∆pj ≥ 12~, which are a weaker form of the
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Robertson–Schro¨dinger uncertainty principle; they lack any symplectic in-
variance property, and should therefore be avoided in any precise discussion
of the uncertainty principle (see the discussions in [24, 25, 34]).
We will denote by Gauss(n) the set of all Gaussian functions (136); we
will identify that set with the set of all symplectic balls with radius R =
√
~.
We will write Gauss0(n) for the subset consisting of Gaussians centered at
the origin.
6.3 Quantum blobs
We have introduced the notion of “quantum blob” in [25, 27, 34]. A quantum
blob Q2nS (z0) is a symplectic ball with radius
√
~:
Q2nS (z0) = T (z0)SB
2n(
√
~) (139)
and thus has symplectic capacity π~. In view of Gromov’s non-squeezing
theorem, every ellipsoid Ω in R2n with symplectic capacity c(Ω) ≥ π~ con-
tains a quantum blob. It is easy to see that⋂
S∈Sp(n)Q
2n
S (z0) = {z0} (140)
(it is sufficient to assume z0 = 0 and S =MλId with arbitrary λ 6= 0).
Quantum blobs are minimum uncertainty phase space ellipsoids as fol-
lows from the discussion in the previous subsection where we showed that
Gaussians saturate the Robertson–Schro¨dinger principle (138):
Proposition 17 Let Σ be the covariance matrix (137) of a coherent state
(136). The covariance ellipsoid
ΩΣ = {z ∈ R2n : 12Σ−1z2 ≤ 1} (141)
is a quantum blob.
Proof. Since Σ−1 = 2
~
G, the covariance ellipsoid Σ is equivalently deter-
mined by the inequality Gz2 ≤ ~; in view of the factorization (133) of G we
thus have
ΩΣ = VYMX1/2B
2n(
√
~) = Q2nVYMX1/2
(0). (142)
The ellipsoid (141) is called the Wigner ellipsoid in some texts.
All quantum blobs can be built from the elementary quantum blob
B2n(
√
~), which is the covariance ellipsoid of the standard coherent state
(134):
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Every quantum blob Q2nS (z0) can be generated from the ball B
2n(
√
~)
using the local subgroup ISp0(n) of ISp(n). In fact (Proposition 12), for
every S ∈ Sp(n) there exist unique P = P T , L = LT , and z0 ∈ R2n such
that
Q2nS (z0) = T (z0)VPMLB
2n(
√
~). (143)
More generally, it immediately follows from Proposition 12 that:
Proposition 18 The group Sp0(n) acts transitively on Quant0(2n) and
ISp0(n) acts transitively on Quant(2n). Explicitly, if S = VPML and S
′ =
VP ′ML′ then
Q2nS′ (z
′
0) = S(P,L, P
′, L′, z0, z
′
0)Q
2n
S (z0) (144)
with S(P,L, P ′, L′, z0, z
′
0) ∈ ISp0(n) being given by (90), (91), and (92).
We will denote by Quant(2n) the set of all quantum blobs in R2n; the
subset of Quant(2n) consisting of quantum blobs Q2nS (0) centered at 0 will
be denoted Quant0(2n). The set Quant(2n) plays the role of a quantum
phase space. It will be equipped with the topology induced by the Hausdorff
distance (52).
6.4 The correspondence between quantum blobs and Gaus-
sians
Consider again the standard coherent state (134):
φ0(x) = (π~)
−n/4e−|x|
2/2~
and let Ŝ ∈Mp(n) be a metaplectic operator with projection
S =
(
A B
C D
)
on Sp(n). One can calculate Ŝφ0 as follows [12, 50]: one first assumes that
S is a free symplectic matrix (i.e. detB 6= 0) so that Ŝ is a Fourier inte-
gral operator (118); a tedious but straightforward calculation of Gaussian
integrals then yields the explicit formula
Ŝφ0(x) = (π~)
−n/4K exp
(
i
2~
Γx2
)
(145)
where K and Γ are defined by
K = (det(A+ iB))−1/2 and Γ = (C + iD)(A+ iB)−1; (146)
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the argument of det(A+ iB) 6= 0 depends on the choice of the operator Ŝ ∈
Mp(n) with projection S ∈ Sp(n) (there are several ways of proving that A+
iB is invertible and that Γ is symmetric; see for instance [13, 26, 50]). Now,
this can be considerably simplified if one uses local metaplectic operators.
We begin by remarking that if S = U ∈ U(n) then we have
U =
(
X Y
−Y X
)
,
the blocks X and Y satisfying the conditions (38), (39). It follows that
(C+ iD)(A+ iB)−1 = −i and, since X+ iY ∈ U(n,C) that |det(A+ iB)| =
|det(X + iY )| = 1. Formulas (145)–(146) thus lead to
Ûφ0 = i
γφ0 (147)
where γ is a real phase associated to a choice of argument of det(X+iY ). The
standard Gaussian φ0 is thus an eigenfunction of every metaplectic operator
arising from a symplectic rotation. This observation allows a considerable
simplification in the derivation of formula (145):
Proposition 19 Let Ŝ ∈ Mp(n) have projection S = V−PMLU on Sp(n)
(pre-Iwasawa factorization). Then
Ŝφ0 = i
γ V̂−P M̂L,mφ0 (148)
with m ∈ {0, 2}, that is, explicitly,
Ŝφ0(x) =
im+γ
(π~)n/4
√
detLe−
1
2~
(iP−L2)x2 exp
(
− 1
2~
(iP − L2)x2
)
(149)
with P = P T , L = LT > 0 being given by
P = (CAT +DBT − Id)(AAT +BBT )−1 (150)
L = (AAT +BBT )−1/2. (151)
Proof. We have Ŝ = V̂−P M̂L,mÛ with m ∈ {0, 2} (because detL > 0). In
view of formula (147) we have
Ŝφ0 = i
γ V̂−P M̂L,mφ0
which is (148). Formula (149) follows using the expressions (71) and (72)
for the matrices P and L.
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It requires a modest number of matrix calculations to verify that (149)
is equivalent to (145). The argument goes as follows: one rewrites Γ in (145)
as
Γ = (C + iD)(AT − iBT ) [(A+ iB)(AT − iBT )]−1
and one expands the products taking into account the relations (19)–(20)
satisfied by the matrices A,B,C,D, which leads to
Γ = (C + iD)(AT − iBT ) [(A+ iB)(AT − iBT )]−1 .
We leave the computational details to the reader.
The result above allows us to prove that there is a natural bijection
Quant(2n)
≈←→ Gauss(n)
allowing to construct a commutative diagram
IMp0(n)×Gauss(n) −→ Gauss(n)
↓ ↓
ISp0(n)×Quant(2n) −→ Quant(2n).
Let us study these properties in detail. We begin by proving the correspon-
dence between quantum blobs and Gaussians.
Proposition 20 The natural mapping
Q2nS (z0) 7−→ φz0X,Y = T̂ (z0)Ŝφ0, (152)
where T (z0)S is the projection of T̂ (z0)Ŝ ∈ IMp0(n) on ∈ ISp0(n) is a
bijection
Quant(2n) −→ Gauss(n). (153)
Proof. Since T (z0)S is uniquely determined the mapping (153) is well-
defined. To prove that it it is a bijection it suffices to note that the relation
φz0X,Y = T̂ (z0)Ŝφ0 unambiguously determines T̂ (z0)Ŝ and hence also T (z0)S.
The following statement is the quantum analogue of part (ii) of Propo-
sition 12.
Proposition 21 The local inhomogeneous metaplectic group IMp0(n) acts
transitively on the Gaussian phase space Gauss(n). In fact, for any two
Gaussians φz0X,Y and φ
z′0
X′,Y ′ we have
φ
z′0
X′,Y ′ = e
i
~
χ(z0,z′0)T̂ (z′′0 )V̂P ′′M̂L′′,0φ
z0
X,Y (154)
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with
χ(z0, z
′
0) =
1
2σ(z
′
0,−Rz0) (155)
L′′ = X−1/2X ′1/2 , P ′′ = Y ′ − L′′Y (L′′)T (156)
z′′0 = z
′
0 − VP ′′ML′′z0. (157)
Proof. We have φz0X,Y = T̂ (z0)Ŝφ0 and φ
z′0
X′,Y ′ = T̂ (z
′
0)Ŝ
′φ0 with Ŝ =
V̂Y M̂X1/2,0 and Ŝ
′ = V̂Y ′M̂X′1/2,0; hence
φ
z′0
X′,Y ′ = T̂ (z
′
0)Ŝ
′(T̂ (z0)Ŝ)
−1φz0X,Y = T̂ (z
′
0)Ŝ
′Ŝ−1T̂ (−z0)φz0X,Y .
Using successively formulas (125) and (123) we have
T̂ (z′0)Ŝ
′Ŝ−1T̂ (−z0) = e
i
2ℏσ(z
′
0,−S
′S−1z0)T̂ (z′0 − S′S−1z0)Ŝ′Ŝ−1.
Using formulas (65) and (122) with P = Y , P ′ = Y ′, L = X1/2, and
L′ = X ′1/2, we get
Ŝ′Ŝ−1 = V̂Y ′−(X−1/2X′1/2)T Y (X−1/2X′1/2)M̂X−1/2X′1/2,0
and the projection of Ŝ′Ŝ−1 on ISp0(n) is
S′S−1 = VY ′−(X−1/2X′1/2)T Y (X−1/2X′1/2)MX−1/2X′1/2 ,
hence formulas (155) and (156).
7 Discussion and Perspectives
The theory of “chalkboard motion” we have outlined in this paper might
have applications to several important topics in mathematics and mathe-
matical physics. In particular:
• Celestial mechanics: recent work of Scheeres and collaboratorss shown
the important role played by techniques from symplectic topology in
guidance and control theory (see for instance [56] which uses sym-
plectic capacities to study spacecraft trajectory uncertainty). The
approach outlined in the present work could certainly be used with
success in analyzing planetary motions since we do not have to solve
directly complicated Hamilton equations arising in, say, the many-
body problem, but rather control the trajectories at every step. Nu-
merical algorithms such as symplectic integrators could certainly be
easily implemented here following the work of Feng and Qin [20] or
Wang [61];
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• Entropy : in [46, 47] Kalogeropoulos applies techniques for symplectic
topology (the non-squeezing theorem) to the study of various notions
of entropy in the context of thermodynamics; this approach seems to
be very promising; we will return in a future work to the applications of
chalkboard motion to these important questions where coarse-graining
methods have played historically an important role;
• Semiclassical methods: the nearby orbit method we have used to study
chalkboards motions both from a classical and quantum perspective
originate from robust techniques which have been used for decades in
semiclassical mechanics to approximate non-linear motions;
• Collective motions: An interesting property of Hamiltonian symplec-
tomorphisms due to Boothby [10] is “N -fold transitivity”: given two
arbitrary sets {z1, ..., zN} and {z′1, ..., z′N} of N distinct points in R2n,
Boothby proved that there exists f ∈ Ham(n) such that z′j = f(zj)
for every j ∈ {1, ..., N}. A natural question would then be “given N
disjoint symplectic balls B2nS (z1, ε), ..., B
2n
S (zN , ε) at time t = 0 can we
find a Hamiltonian flow taking these balls to a new configuration of
disjoint symplectic balls B2nS′ (z
′
1, ε), ..., B
2n
S′ (z
′
N , ε) at some later time
t? The difficulty here comes from the fact that in the course of this
collective motion the ellipsoids might “collide” and have a non-empty
intersection: conservation of symplectic capacity (and even volume)
has nothing to do with conservation of shape, so two adjacent initially
non-intersecting ellipsoids might very well intersect after a while, be-
ing stretched and sheared. So an answer to this question might require
strong limitations on the type of chalkboard motion we can choose.
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