Abstract. We i n v estigate the properties of solutions of a system of chemotaxis equations arising in the theory of reinforced random walks. We show that under some circumstances, nite time blow up of solutions are possible. In other circumstances, the solutions will decay to a spatially constant solution (collapse). We also give some intuitive arguments which demonstrate the possibility of the existence of aggregation (piecewise constant) solutions.
I. Introduction. In order to understand the processes of aggregation and dispersal of cells or other organisms in a biological system, one needs to understand the mechanism of communication between such cells or organisms. Cells may i n teract i n a v ariety o f w a ys. For example, there may be long range(hormonal) interactive, intermediate range interaction via the production and release of diusible substances or short range interactions due to local modications of the environment such as the production and release of substances which modify the extra-cellular matrix. There may e v en be contact interactions via surface recognition molecules or cell-to-cell exchange of low molecular weight substances via gap functions.
A particularly interesting example combining several of these interactive processes occurs in the study of fruiting bodies such a s m yxococcus fulvus or the dictyostelium discoideum amoeba.
Here the fruiting body cycle begins with the development of spores which germinate and develop in vegetative growth until starved of nutrients. In this latter case the vegetative growth aggregates to form a new fruiting body to start the cycle once more. This is a complicated process which is far from being completely understood.
Dispersal often involves mechanisms that may include correlations in movement. For example, the movement of an organism in response to external stimuli may include a 'taxes' dependence on ux densities, avoidance phenomena or orientation of cells. It is well accepted that dispersal in general is not simply one of random walks (i.e. Brownian motion), but rather one of correlated or reinforced random walks [D] . Consequently it is important to address the following questions:
(1) How are the microscopic details of detection of cells to stimuli and their response reected in the macroscopic parameters of a continuous description? (2) Is aggregation possible without long range signaling via a diusible attractant? In their attempt to address these questions Othmer and Stevens [OS] have developed a n umber of mathematical models of chemotaxis to illustrate aggregation leading (numerically) to non-constant steady states (which appear to be stable, at least numerically), blow up resulting in the formation of singularities (in nite time) and collapse or the formation of a spatially uniform steady state. In [OS] , they have recorded the results of their numerical experiments.
It is the purpose of this paper to present analytical results which support their numerical observations as well as some additional numerical computations we h a v e made.
II. Problem formulation.
We consider the one space dimensional version of the Othmer-Stevens model in this paper. If P(x; t) is the particle density of a particular species and W(x; t) i s the concentration of the \active agent", then, on some interval (0; l ) they consider the system of equations Since the rst of equations (OS1) is parabolic in P we observe that P(x; t) 0.
More importantly, perhaps is the observation that there is no diusion term present in the second of equations (OS1). This is in contrast to the usual chemotaxic models in which diusion of both the population density and the chemotaxic agent occurs, e. g. [CP,JL] . Here we h a v e a situation in which there is innite speed of propagation in P and zero speed of propagation in W: Therefore it might b e reasonable to expect some interaction of the characteristics to produce, under appropriate choices of the parameters in (OS2), solutions for which P either blows up in nite time, collapses to spatially uniform constant or collapses to a piecewise constant stationary solution. (The usual regularity theory for parabolic systems of equations is not applicable here since (OS1) is strongly coupled (the rst of (OS1) involves a term of the form F(P;W)W xx ) and there is no diusion in the second of equations (0S1).
Writing out the rst of equations (OS1) using the second we h a v e @P @t =D @
The rigorous results we obtain are for some simplied versions of (OS) . We see that if >> W >> , the coecient o f W x is nearly a=W whereas if >> W >> the coecient i s a=W: These two extreme cases can be modeled by taking (W) = W a where a > 0 o r a < 0 : In particular, with this choice of , throughout most of our discussion, we will take r = 0 , R ( P;W) = PW W: We will usually take a = 1 also.
Thus, at the outset, we shall consider the following simplied version of (OS1-OS4):
W t = PW W for 0 < x < l ; t > 0 (2.1) a W x W + P x P = 0 for x = 0 ; l ;t>0 P ( x; 0) = P 0 (x) > 0 W(x; 0) = W 0 (x) > 0 for 0 x l:
We shall show, among other things, that with this simplication, when a = 1, there are solution pairs (P;W) for which P > 0 and P blows up in nite time and the power spectrum converges to that of the delta function in nite time.
When a = 1 , w e will construct solution pairs (P;W) for which P > 0 and P collapses to a constant in innite time but exponentially fast.
We shall also construct traveling wave solutions (for a = 1) that, in the limit of vanishing diusivity, D appear to form \standing wave" step function solutions.
For reasons that will become clear shortly, w e call the case a = 1 o r a < 0 the mixed type case and the case a = 1 o r a > 0 the hyperbolic case. From the second of equations (2.1) it follows that since W(x; 0) > 0, then W(x; t) > 0 for as long as the solution (P;W) exists in time.
A simple scaling argument convinces us that by writing t = l 2 = 2 D ,x=x 0 = and setting 0 = =D and 0 = =D we see that we m a y take D = 1 and l = in (2.1). If we m ultiply the rst of equations (2.1) by we see that we m a y replace P by P 0 = P. Finally, i f w e write W 0 = exp(t)W we nd that we m a y take = 0 :
After having completed these rescalings, we let (x; t) ln W(x; t):
(2.2) We obtain the following initial-boundary value problem for : L tt a( x t ) x = xxt for 0 < x < ; t > 0 (2.3) a x t + xt = 0 for x = 0 ; ;t>0 ( x; 0) = 0 (x) t (x; 0) = P 0 (x) = 1 ( x ) for 0 x :
The operator L dened by the rst of equations (2.3) is a quasilinear second order dierential operator. It will be hyperbolic at a point ( x; t) on a function if and only if 2 x + 4 a t > 0 (2.4) at (x; t): If the strict reverse inequality holds, we s a y that L is elliptic at this point o n : When equality holds, we s a y that the point is on the parabolic line of degeneracy for L on : Since we require that P(x; t) = t ( x; t) > 0, we see that (2.4) holds if a = 1 and we refer to this case as the hyperbolic case. We refer to the case a = 1 as the mixed type case because then the discriminant in (2.4) can change sign when t > 0.
In Figure 1 we h a v e s k etched the \hodograph" plane for the operator L in the mixed type case. In order to obtain the corresponding plane in the hyperbolic case, we simply reect the plane in the t = 0 axis.
We are using quotes around the word \hodograph" because the partial dierential equation in (2.4) is really a third order equation. We shall sometimes refer to this plane as the \pseudo hodograph" plane. We shall call the \characteristics" in this plane, where they exist, \pseudo characteristics". Our philisophical point o f view here is that xxt is, in some sense, a damping term which does not really aect the overall structure of the solution except to delay the formation of the singularity in the case of blow up or to dampen oscillatory behavior in the case of collapse.
Finally, w e w ant to consider (OS1) in the special case in which W > > > > : In particular, we consider the system
x W t = PW W for 0 < x < ; t > 0 (2.5) a W x W 2 + P x P = 0 for x = 0 ; ;t>0 P ( x; 0) = P 0 (x) > 0 W(x; 0) = W 0 (x) > 0 for 0 x :
The rst of these equations also results from (OS1) when we take ( W ) = exp ( a W ):
III. Solutions which blow up in nite time. We show in this section that in the mixed type case, some solutions of (2.3) with P(x; t) 0 blow up in nite time.
We compute the power spectrum of these solutions and we show that the blow up occurs on the parabolic boundary of the hyperbolic region in the \hodograph" plane. In this context, let us look at the data used in [OS] . The authors chose W(x; 0) = constant > 0, which constant w e see by a simple scaling argument, we m a y take as unity. They also took P(x; 0) = 1 + " cos(2x): (They actually used [0; 1] as their interval but this is not important for our purposes.) This motivates us to look for a solution of the rst two equations in (2.3) with a = 1 in the form = t + u: (3.1)
Then u must satisfy u tt + u xx u xxt = (u x u t ) x for 0 < x < ; t > 0 u x ( u t + 1 ) = u xt for x = 0 ; ; t > 0 :
We attempt, for xed integer N > 0 and c real, to write u(x; t) in the form u(x; t) = 1 X n =1 a n exp(cNnt) cos ( 
Thus we m ust have, for n = 1 a 1 ( c 2 + Nc 1 ) = 0 while for n = 2 ; 3 ; :::; n(c 2 + Nnc 1)a n = 1 2 Nc
Noting that if c 2 = 1 Nc, w e m a y take a 1 arbitrary and then we h a v e 2 na n = 1 n 1 n 1 X k=1 k(n k)a k a n k :
If we write a n = 2" n n and let " = a 1 = " 1 we see that
Therefore " n exp(Nnct) cos(Nnx) which clearly diverges if and only if t T("; N). Moreover, for suciently small j"j, P(x; 0) > 0 so that P(x; t) > 0 on the existence interval. This series can be summed. The result is P(x; t) = 1 + Nc(w(z) + w ( z )) where w(z) = e z = (1 e z ) and z = Nct+ l n " + iNx: (Since " < 0 is allowed, we use the principle branch of the logarithm here.) Carrying out all the algebra, we nd the following (x; t) = t ln[1 2"e Nct cos(Nx) + " 2 e 2 Nct ] P(x; t) = t ( x; t) = 1 2 Nc"e Nct "e Nct cos(Nx) 1 2"e Nct cos(Nx) + " 2 e 2 Nct Of particular interest will be the trace of (3. where W = exp( ): Notice that the blow up points of our exact solution occur when "e NcT cos(Nx) = 1 : This means that unless " < 0 when N is even, the blow u p p o i n ts will occur at x = 0 ; :I f N i s e v en and " < 0, the blow up points cannot occur at the ends of the interval. In any case, blowup occurs in a nite time T = ln j"j=Nc.
W e are now in a position to discuss our solution and its properties in the light of the computations of Othmer and Stevens as well as our own additional computations.
In order to do this in a systematic fashion, we shall conne our discussion to the case N = 2 : Notice from the third of formulas (3.5) that if we w ant to compare our choice of initial values for P(x; 0) with that used in [OS] , we m ust take our choice of " to be proportional 2"( [OS] )(1 2c) in the limit of vanishing " [OS] where this latter quantity stands for the choice of " used by them. Since 1 > 2c, this means a choice of a positive perturbation coecient b y them necessitates a negative c hoice by us. Of course, the data for the exact solution agrees with the Othmer-Stevens data only in the limit of " = " [OS] = 0 : The Othmer Stevens initial data traces a degenerate ellipse in the \hodograph" plane while the initial data for the exact solution traces out a non-degenerate ellipse in that plane (set t = 0 in (3.9) then = " there.) It is clear from the formula for the exact solution when N = 2 and " < 0 that the blow up occurs exactly at the single point ( 2 ; T ) and depends logarithmicly on j"j: We note the remarkable similarity b e t w een Figures 2 and 3. We computed the solution P(x; t) using the data from [0] for various values of " [OS] and observed the same (approximate) relation between the blow up time and ", namely that the blow up time is proportional to ln j"j.
The null contour line of the discriminant D(x; t) 2 x 4 t was plotted for both the O-S solution ( Figure 4 ) and for the exact solution ( Figure 5 ). In both gures, it is apparent that the blow up is occurring on the \parabolic"boundary. This is indeed the case as one sees from (3.9). The initial values for the exact solution prescribe a small ellipse inside the region in the \hodograph" where L is elliptic. As ! 1 , these ellipses form an expanding family, exactly one member of which is tangent to the parabolic line of degeneracy. As the family continues to expand, subsequent members intersect this parabola in four points. The larger intercept,call it + , becomes unbounded in nite time. On setting 2 = 4 in (3.9) we see that one of the roots of the resulting quadratic becomes unbounded in nite time while the other approaches a nite limit. Indeed, calling these roots and the intercepts , w e h a v e the following asymptotics: 1 Ncintersect the line = at a nite value of :This allows us to determine the limiting behavior of the characteristics in the hyperbolic region. In particular, these characteristics do not all focus at the blow up point.
Finally, w e note that if we examine the natural logarithm of the modulus of the square of the cosine coecients of (P(x; t) 1)=2Ncw e see that these logarithms are linear in t, their slope increases with increasing frequency n, and as t ! T("; N), these converge to zero. Precisely, they are of the form n ln j"j + nNct: This is in conformity with the data of [OS] (Figure 6 ). We conclude this discussion with some additional remarks. Remark 3.1. The blow up in this problem is due to the nonlinear term (u x u t ) in the following sense: If we compute the Fourier transform for the initial value problem for u tt + u xx = 0 , w e nd that u(;t) = 1 2 j j (û t (;t) + j ĵ u ( ;t))e jjt + 1 2jj ( û t (;t) + j ĵ u ( ;t))e jjt : If the coecient o f e j j t decays no faster than e ajj for some a > 0 a s j j ! + 1 , However, if we consider instead the initial value problem for u tt + u xx = u xxt , we ndû (;t) = 1 r + ( ) r ( ) (û t (;0) r ()û(;0))e r + t + 1 r + () r () ( û t (;0) + r + ()(u(;0))e r t where r () = 1 2 ( 2 p 4 + 4 2 ) :
Since r () ! 2 and r + () ! 0 a s j j ! + 1 , the solution does not lose regularity as it does in the absence of the damping term u xxt . That is, the solution will stay in the same smoothness class as the initial data. Therefore the nite time blow u p m ust be caused by the nonlinearity. Remark 3.2. If we had chosen the negative r o o t f o r c , w e w ould have found that the density decays exponentially fast as t ! +1 (collapses) to a constant. The impact of this observation is that if our initial density has any component in the direction of the initial density of our non-global solution, then the corresponding solution will probably blow up in nite time. The Othmer-Stevens data bear this x 4 D t .) The normalized determinant w as used in order to articially enlarge the size of the \hyperbolic" region in the physical plane for purposes of clarity. The actual hyperbolic lobes are somewhat small but still coaless along the line x = 0 : 5 at the blow up time.
out. We found this to be the case for other initial data as well which had roughly the same \shape" as 1+" cos(2x), namely a minimum (for " > 0) and local maxima at the endpoints. Remark 3.3. If instead of the boundary condition x (;t) = 0, we h a v e the stronger condition x t = xt there, then we h a v e for 0 t x (;t) = x ( ;)e Remark 3.4. Other solutions can be found in various ways. For example, if the mean value of P(x; 0) were prescribed as some other value, p, s a y , then with = pt + u, u must satisfy u tt + pu xx u xxt = (u x u t ) x for 0 < x < ; t > 0 u x ( u t + p ) = u xt for x = 0 ; t>0 : instead of (3.2). The values of the constant c then become
F rom this formula we see that even for negative mean values of the solution it is possible to have solutions which blow up in nite time if 4p > N 2 : If this inequality fails, we will have either one real value of c for which the solution decays exponentially in time or two complex solutions which decay exponentially in time.
Hans Weinberger observed that it also possible to construct a large family of solutions which are both harmonic in (x; t) and blow up in nite time. For example, writing z = x + it; z = x it = w, w e nd that ( 1 t + ) for t < t: Since 1 t + < 0 for t < olt, a mean value of unity is not possible.
If 6 = 0 , w e nd that must be purely imaginary and u(x; t) = 2 l n j ( z c 1 ) IV Collapse. In this section, we take a = 1 so that now instead of (3.2) we h a v e u tt u xx u xxt = ( u x u t ) x for 0 < x < ; t > 0 u x ( u t + 1 ) = u xt for x = 0 ; t>0 : where it is important to remember that as t ! +1, ! 0: Thus, this ellipse \collapses" to a single point. Notice that for " close to but smaller than 1, the lower intercept, < 0: In other words, we h a v e collapsing solutions even with initial data partially in the \elliptic" region of the \hodograph" plane. See Figure 9 . This is a further illustration of the damping eect of diusion. Figure 9 . Pseudo hodograph plane for the hyperbolic case a = 1 .
Remark 4.1. Notice that if we replace a = 1 b y a n y a > 0 and write = pt + u, (4.1) becomes u tt apu xx u xxt = a(u x u t ) x for 0 < x < ; t > 0 au x (u t + p) = u xt for x = 0 ; t>0 : (4.8)
where p is again the mean value of P(x; 0) = t (x; 0), we nd that
We see from this that for xed N, i f a p becomes large the solution leaves the real domain and becomes complex. This is one manifestation of our contention that (4.1) models the formation of shocks.
V Aggregation and shock formation. In this section we show h o w it might b e reasonable to expect solutions of the system (OS) to possess spatially non-constant, piecewise constant \steady state" solutions of the type indicated in Figure 10 . Our contention is based on two rather extensive observations. Figure 10 . Shock formation and aggregation for (OS) , from [OS] .
First, we shall argue that that the seeds of such shock formation are already contained in the simple hyperbolic model case a > 0 considered in the preceding section in the \zero diusion" limit if a ! 1 ; D ! 0 in such a w a y that aD = const:
The second argument i si n tended to demonstrate that system (OS1.1-OS4) changes \type" when the chemotaxic agent, W(x; t), becomes large. When this type change (from elliptic to hyperbolic) occurs, the solution will \collapse" to two dierent values. In other words, in the second argument, the principle thesis is that (at least after a short time) the system will, under some circumstances possess solutions which try to blow up in nite time because of the onset of singularity formation reminiscent of the singularity formation of the exact solutions of Section 3, \ellip-tic" singularity formation. However, the structure of (OS1.1-OS4) is such that at least for some choices of parameters, the solutions of the system can \collapse" to two dierent constant v alues in two regions of the (x,t) plane and in both regions, the mechanism for collapse is that of section 4, \hyperbolic" collapse. (We h a v e returned to original variables in (5.1) for convenience.) We look for simple wave solutions of (5.1), That is, if we set p = u x , q = u t , the rst of equations (5.1) becomes the rst order system q t = ( pq) x + p x p t = q x (5.2)
We look for a solution of the form q = F(p) 1 so that the initial data must satisfy u 1 (x) = F ( u 0 0 ( x )) where we n o w h a v e q t = ( pF(p))p x and q x = F 0 (p)p x = p t : These will hold if Suppose we consider the initial value problem obtained by the rescaling y = "x, = "t but we do not scale in in (2.3). Then we h a v e tt = "( xxt + a( x t ) x ): (5.6)
We are interested in traveling wave solutions for (5.6). We write (x; t) = ' ( x + ct) = ' ( ) substitution of which i n to (5.6) yields, after a quadrature: where H(x) is the Heaviside step function, unity for x > 0 and zero for x < 0 : W e can think of P 0 as a zero diusion limit of traveling wave solutions. Or we can think of it as an intrinsic step function solution in the " = 0 limit in the rescaled variables. It is a viscosity solution which has zero s p e e d o f t r avel but has a nite jump. We believe that these viscosity solutions are responsible for the aggregation in the full Othmer-Stevens model.
5.2
The \change of type" argument. Here we propose an explanation of the formation of piecewise non-constant solutions based upon the change of type of a partial dierential equation for W which is quasi-linear in its second derivatives and contains a third order \damping" term DW xxt .
The rough idea is the following: The structure of the system is such that when W is small, (but, when is nonzero, not too small), the system possesses an \elliptic" instability of the sort that led to the nite time blow up of some solutions of (3.1)-(3.2). That is, the solution attempts to blow up in nite time and this attempt is due to the fact that the system has an elliptic structure very much like (3.1)-(3.2) when P > and W(x; t) is not too large. Moreover, the choice of initial values taken leads to an initial boundary value problem with data at least partially in this \elliptic" region.
However, as W increases, in any region where the relative gradient rW W = W x W ; W t W remains bounded, the \type" changes from elliptic to hyperbolic. When this occurs, the system behaves like (4.1) for P > . The system will also behave like (4.1) when 6 = 0 , f o r W v ery small and for P < ). The solution (P;W) again collapses.
However, this collapse will not be spatially uniform because of the structure of the characteristics in the hyperbolic region. In particular, there are two caustics in the (x; t) plane with a pair of common vertical asymptotes in that plane with the following properties: One of them permits the ux of particles from a region of low density to a region of high density while the other prohibits the reverse ow but does not allow the particle density to concentrate. There is thus collapse to two dierent v alues corresponding to these two dierent h yperbolic regions.
In order to make these ideas more precise, let us consider the following version of (OS1)-(OS4). We can thus consider the system (OS) as an initial-boundary value problem for W(x:t): The guiding \philosophy" will be that, in the absence of the term DW xxt , which is, after all, not much more than a strong damping term, the behavior of W should be governed by the structure of the second order operator L: It will be convenient, in what follows to use the negative of the relative gradient, That is, we set (; x in (5.10). In order to properly analze (5.10), it is necessary to rewrite it in terms of the relative gradient. We need to do this in order to capture the contribution of the term DW xxt =W to the terms in the relative gradient which lead to the collapse of the solution.
Inspection of Figure 10 suggests that the regions where the gradient o f P is large or small should play a critical role in our analysis. There are two w a ys in which w e can proceed in order to understand how DW xxt =W aects the overall dynamics. One procedure might be to write out (5.10) in terms of the relative gradient b y means of the substitution = ln W if we wish to study the behavior of the system for small W. I f w e wish to study the behavior for large W, write Z = 1 =W and analize the resulting equation for small Z: In either case we h a v e ( ;) = rW=W = rZ=Z = r : (Here and throughout the remainder of this paper we h a v e set = a( ):) We see from this that if a regular critical point o f W occurs when W is large, then this point will be in the hyperbolic region for L: On the other hand, for small W, i t i s e n tirely possible that a critical point can occur in a region where L is elliptic since the equation (5.10) and the approximates considered below are in fact third order and the classical maximum principles do not apply. However, as we shall see below, if maxW is suciently large, it must occur at a point in the hyperbolic region.
Suppose that B(Q) = 0 : Then, necessarily,
] 0 with strict inequality at those points where (M 2 (W) 2)W x 6 = 0 : It follows that wherever [M 2 (W) 2] 2 6 = 0 the slopes of the characteristics emanating from a point on the parabolic line of degeneracy must be nonzero and of the same algebraic sign near the line of degeneracy at those points where (M 2 (W) 2)W x 6 = 0 : On the other hand, at a point where B(Q) > 0 and C(Q) > 0, the slopes will be of opposite sign. (Of course when B(Q) > 0 and C(Q) < 0, the slopes will be of the same algebraic sign. This is illustrated in Figure 11 .
Notice also that since t = P 1 + W >0 the sign of C(Q) is determined only by the sign of 1 M 1 (W).
It is clear that in the (;) plane, the vertex of the parabolic line of degeneracy always occurs at the point ( 0 ; ) whenever the curve given by B(Q) = 0 for xed W is a nondegenerate parabola, i.e. whenever W is such that (M 1 (W) 1)(M 2 (W) 2) 6 = 0 : Morever, in such cases, this parbola will open downward (is concave d o wn) if and only if 1 M 1 (W) > 0: When this parabola opens downward, the points (;) which lie in the \elliptic" region will correspond to values of the density P which are negative and hence nonphysical. Figure 11 . The characteristic slopes 1=r + (x; t) and =1=r (x; t)= plotted using the data in Figure 12 .4 at time level t = 0 : 95. The slopes of these characteristics are the numbers 1=r rather than the negative reciprocals because the characteristics in Figure 16 below are plotted for the function W = exp( ). Notice that near the center of the interval, the slopes have opposite sign while near the ends they have the same sign. Put another way, w e see that to the right o f x = 0 : 556 transport along the normals to both characteristics is to the left while to the left of x = 0 : 445, the propagation is to the right. In the interval [x = 0 : 445; 0:556] material transport is to the left and to the right.
are either purely imaginary or the larger root is negative. That is, we will always be in a \hyperbolic" region whenever > (or W t < W if either hold. Thus, under these conditions on the constants, we should expect to have decay to a uniformly constant solution for P(x; t) independently of the nonnegative density distribution and the (positive) value of W(x; 0): This is illustrated in Figure  12 for condition (h1). However, if (h1) and (h2) fail, simply forcing W(x; 0) to be suciently large is insucient to cause collapse. Indeed, as we see in Figures 13.n and 14.n, aggregation is possible even when the data are such that (5.10) is initially hyperbolic. In particular, we see from Figure 14 .1 that although the discriminant D(x; t) B(Q) B(W(x; t); ( x; t); ( x; t)) is initially positive, it becomes negative and then changes sign once more.
We h a v e set, in Figures 14,n E(x; t) C(W(x; t); ( x; t); ( x; t)):
In the regions where D(x; t) > 0, the slopes of the characteristics of L have the same or the opposite sign according as E < 0 o r E > 0 : Of course it can happen that E = D = 0 at points in the (x; t) plane. If P(x; 0) > 0, the sign of E is determined solely by the sign of 1 M 1 (W), since then, by the maximum principle, P(x; t) > 0, the nite dierence scheme will sometimes not properly reect the maximum principle. See the discussion of the numerics in the next section.
Notice that as we decrease W(x; 0), there is a narrowing of the region of aggregation as well as an increase in the maximum value of the density. If we h a v e D ( x; t) = E ( x; t) = 0 along some curve in the (x; t) plane, and if D changes sign across this curve, then the characteristics emanating from this line of parabolic degeneracy will have directions of opposite sign. Moreover, the condition D(x; t) = E ( x; t) = 0 will in general, only occur when M 1 (W) = 1, in which case W must be constant along such a curve, and W x = 0 along that curve (except in rare circumstances that M 2 (W) = 2 along this curve also. When D(x; t) = E ( x; t) = 0 ; the characteristics emanating from the parabolic boundary into the \hyperbolic" region will have v ertical tangents at the parabolic boundary.
By analogy with Figures 1 and 9 , we dene
The nodal line set for E1 can be thought of as the second of the two local caustics in the \hyperbolic" region. (The rst is the level set for E(x; t):) These level sets play an important role in helping us to understand the local dynamics in the hyperbolic region.
For dierent constants but a very small initial W(x; 0), the initial density will eventually start to form a singularity. See the gures below.
We next make a more detailed analysis of (5.10) over the following ranges:
a. > 0 and either 0 < W << or W .
b. = 0 and W < < 1.
c. W .
d. W > > . (It is somewhat easier to work with (5.10) than (5.10.1) but the results below also follow from (5.10.1) using the same asymptotic approximations.) Figure 14 .1a. The regions of \ellipticity" (D(x; t) < 0) and \hyperbolic-ity" (D(x; t) > 0) for the data in Figure 13 for small times. The regions where the slopes of the characteristics have the same sign (E(x; t) > 0) and the opposite sign (E(x; t) < 0) are also shown.
We also assume 0 < < , W ( x; 0 > 0 and 0 < < 1 : Notice that the second caustic has separated itself from the rst caustic, E(x; t) = 0 .
Now as long as P > (1 + W), we know that W t > 0 and W will increase. If W were to become unbounded in nite or innite time, then, at least at some points in the space-time strip, for example along the line x =`=2, it is reasonable to entertain the possibility that in nite time t 0 , W(`=2; t 0 ) = :Of course, if W does not become unbounded in nite or innite time, then eventually, P < (1 + W) and W should decay to a constant (collapse).
Let us consider therefore, the situation when W :Then, since <<1, we take 0 (W) x 4Dc P 1 + W which will be negative i f j x j << 1. This in turn holds near a local maximum or minimum of (minimum or maximum of W (unless the density P is also very small or W is very large). When W is small, then t P: In particular, this means that near a point where t changes sign but j (5.14) That is, the = 0, small W approximation is precisely the same as the simple model problem (2.1) with a = 1 . When we required that t > 0 a s w e did in Section 4, then we can expect that solutions of (2.1) (or equivalently (4.1)) to collapse. However, when t 0, we can have blowing up solutions. We only had to impose the sign condition on t = P in (2.1) because P 0 in our simple model. However, now w e do not have the sign requirement o n t since here t P:
The operator L is of mixed type for arbitrarily small positive W:
In contrast to the discriminant for (5.13) we n o w h a v e as the discriminant the quantity (Dc) 2 2
x + 4 Dc t : We conclude from this that when = 0 w e can expect an \elliptic" singularity to try to form near x = 0 i f t P < 0 while we expect \hyperbolic" collapse to occur near x = 0 i f t P > 0. This is precisely the situation for the initial data taken in (OS) . One has a unique local positive maximum of P at the center of the interval and a local negative minimum of P at the ends of the interval.
In the case that W , a computation similar to that leading to equation ( (5.15) where now for n = 1 ; 2 c n = n 1 + + 2 : This equation also has exact solutions. If we write = t + v then we see that t = v t P=(1 + ): Thus, if 1 c 1 > 0, the exact solutions will tend to collapse for P > 0 while if 1 c 1 < 0, we should expect further attempt at singularity formation as then (5.15) will be of mixed type for positive P. W e h a v e 1 c 1 = 1 + 2 : Numerical experiment bears this out.
Finally A short calculation with Fourier series shows us that every solution of this equation which is square integrable in a half strip [a; b] (0; 1) m ust be the sum of a linear function of t plus a term which decays exponentially fast. Since Z is to be small, this linear function must be constant. This suggests that if W reaches a large maximum value at (`=2; t 0 ), say, w e can expect that P (1+W) to decrease for times t > t 0 and to propagate away from the line of symmetry x =`=2: We expect hyperbolic collapse of P to a (large) constant v alue. In order to summarize the preceeding discussion more concisely, it is helpful to think of (5.10) rewritten in terms of the relative gradient. However, as remarked above, that is a rather messy equation. Therefore we shall content ourselves with a discussion based upon the approximate form of (5.10) (which actually contains (5.13),(5.14),(5.15) and (5.18) as special cases): L = tt D(M 2 (W) 2) x xt D((1 M 1 (W))( t )) xx = D xxt : In Figure 15 we h a v e indicated how the characteristics might t together in the physical plane based on the observations of this section. Figure 16 . Schematic sketch of the characteristics in a generic case such as Figure 13 .3. The regions 1,2,3 correspond to the regions so numbered in Figure 9 . The nodal lines for E;E 1 should coaless at innity in the continuous problem. In each of the regions 1 the slopes of the characteristics are of the same sign. We expect that the nodal lines for E;E1 coaless to produce the \walls" observed by Othmer and Stevens but innity, rather than in nite time. This is only supposition, however.
VI Remarks on numerics. We used a very simple explicit nite dierence marching scheme to compute the various Matlab generated gures below. Because of this, we h a v e used a time scale for our problem which is shorter than that of Othmer and Stevens (Figure 10 ) by a factor of 10. In spite of this, we found that for rather small values of W(x; 0); (Figures 17.n, 18 ) that the numerically computed values of P(x; t) become negative. This is a contradiction of the maximum principle. The reason for this apparent contradiction lies in the fact that the nonlinear analog the Courant-Lewy-Friedrichs condition, which i s n o w a solution dependent condition, breaks down in nite time. Numerical experiments show that this breakdown occurs somewhat before P becomes negative. For example, in Figure 17 Figure 13 .5. \Beyond blowup". The numerical scheme develops an instability which is manifested in the negative values that P(x; t) assumes near the \blow up point".
