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HYPERGEOMETRIC SOLUTIONS TO SCHRO¨DINGER EQUATIONS FOR
THE QUANTUM PAINLEVE´ EQUATIONS
H. NAGOYA
Abstract. We consider Schro¨dinger equations for the quantum Painleve´ equations. We
present hypergeometric solutions of the Schro¨dinger equations for the quantum Painleve´ equa-
tions, as particular solutions. We also give a representation theoretic correspondence between
Hamiltonians of the Schro¨dinger equations for the quantum Painleve´ equations and those of
the KZ equation or the confluent KZ equations.
1. Introduction
Quantizations of the Painleve´ equations with affine Weyl group symmetries, in the Heisenberg
picture, were proposed and studied in [7], [11], [12], and [14]. We have called these quantizations,
quantum Painleve´ equations. Although it is well-known that the Painleve´ equations admit exact
solutions, such as hypergeometric solutions, algebraic or rational solutions, no exact solutions
of the quantum Painleve´ equations were given in the previous studies.
Aiming to construct exact solutions to the quantum Painleve´ equations, together with M.
Jimbo and J. Sun, we introduced confluent KZ equations for sl2, irregular singular versions of
the KZ equations [7]. The confluent KZ equations for sl2 have integral formulas for solutions,
which take values in confluent Verma modules. We derived the quantum Painleve´ equations
in a formal algebraic way from the Heisenberg version of the confluent KZ equations. In the
derivation process, we need to invert some elements. For the confluent KZ equations associated
with highest weight-type modules, this invertibility fails. Hence the integral solutions to the
confluent KZ equations do not give rise to solutions to the quantum Painleve´ equations.
However, the work [7] gives us some insight into a possible link between Hamiltonians of
the (confluent) KZ equations and those of Schro¨dinger equations for the quantum Painleve´
equations. Because the elements that we have to invert, do not come in Hamiltonians derived
from the Hamiltonians of the Heisenberg version of the confluent KZ equations, in the reduction
process. Unfortunately, the result of [7] can not explain immediately a relation between the
(confluent) KZ equations and Schro¨dinger equations of the quantum Painleve´ equations. We
study them in the present paper.
We consider following Schro¨dinger equations for the quantum Painleve´ equations:
~
∂
∂t
Φ(x, t) = ĤJ
(
x, ~
∂
∂x
, t
)
Φ(x, t) (J = II, III, IV,V,VI), (1.1)
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where ~ is a parameter in C and Hamiltonians ĤJ are obtained from polynomial Hamiltonians
of the Painleve´ equations by substituting the operators x, ~∂/∂x into the canonical coordi-
nates q, p (see Definition 2.1). The Schro¨dinger equations for the quantum Painleve´ equations
of type III,V,VI have appeared as differential equations satisfied by correlation functions of
two dimensional conformal field theory and expected to be differential equations satisfied by
instanton partition functions of SU(2) gauge theories [1].
As an example, the quantized Hamiltonian ĤII is
ĤII =
1
2
(
~
∂
∂x
)2
−
(
x2 +
t
2
)
~
∂
∂x
+ ax,
where a is a complex parameter. It is easy to see that the different ordering of the operators
x and ∂/∂x can be absorbed in the parameter a. The other quantized Hamiltonians ĤJ also
have same property.
Another property of the quantized Hamiltonians is that they act on
⊕m
i=0Cx
i if a = m~ with
a nonnegative integer m. Consequently, we can consider polynomial solutions
Φ(x, t) =
m∑
i=0
ϕi(t)x
i
and the Schro¨dinger equations for the quantum Painleve´ equations (1.1) become linear differ-
ential systems for ϕi(t) (i = 0, 1, . . . , m). We remark that this property is also satisfied by
Schro¨dinger equations for a quantization of other Painleve´ systems or isomonodromy deforma-
tions, for example, the Garnier system [5].
When m = 1 and J = II, the linear differential system is
d
dt
ϕ0(t) = − t
2
ϕ1(t),
d
dt
ϕ1(t) = ϕ0(t).
Namely, ϕ1(t) satisfies the Airy equation. For the cases of J = III, IV,V,VI, ϕ1(t) satisfy the
Bessel equation, the Hermite-Weber equation, the Kummer equation and the Gauss hypergeo-
metric equation, respectively.
In terms of the integral representation, a polynomial solution Φ(x, t) for m = 1 and J = II
can be expressed as
Φ(x, t) =
∫
Γ
exp
(
−ut− 2
3
u3
)
(x− u)du
for an appropriate cycle Γ. For general m ∈ Z≥0, polynomial solutions are expressed by a
generalization of the integral formula above.
Let ρJ(u) (J = II, III, IV,V,VI) be the master functions of the integral formulas of the Airy
function, the Bessel function, the Hermite-Weber function, the Kummer function and the Gauss
hypergeometric function, respectively (see Definition 2.4).
Theorem 1.1. For m ∈ Z≥0, the integral formula
ΦJm(x, t) =
∫
Γ
∏
1≤i<j≤m
(ui − uj)2~
m∏
i=1
ρJ(ui)(x− ui)dui (1.2)
is a solution of the Schro¨dinger equations for the quantum Painleve´ equation of type J with
a = m~. Here, Γ is an m-cycle of the homology group determined by the integrand.
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These integral formulas have been studied in various fields, such as, two dimensional confor-
mal field theory, random matrix theory(in particular the β-ensembles, for example, see [2] and
references therein), the theory of the orthogonal polynomials, and the theory of hypergeometric
functions. In particular, if ~ = 1 and Γ =
∏m
i=1 Γ1, where Γ1 is an appropriate cycle for Φ
J
1(x, t),
the integral formulas ΦJm(x, t) (m ∈ Z≥0) are orthogonal polynomials in x with respect to the
weight function ρJ(u). Because the orthogonal polynomials admit determinant representations
(for example, see [17], Chapter II), we have
Corollary 1.2. If ~ = 1, then determinant formulas
P Jm(x, t) = det
(τ (i+j−2)J )1≤i≤m1≤j≤m+1
(xj−1)1≤j≤m+1
 =
∣∣∣∣∣∣∣∣∣∣∣∣
τJ τ
(1)
J · · · τ (m)J
τ
(1)
J τ
(2)
J · · · τ (m+1)J
...
...
τ
(m−1)
J · · · · · · τ (2m−1)J
1 x · · · xm
∣∣∣∣∣∣∣∣∣∣∣∣
, (1.3)
where τJ = τJ(t) =
∫
Γ1
ρ(u)du, τ
(i)
J = τ
(i)
J (t) =
∫
Γ1
uiρ(u)du, are solutions of the Schro¨dinger
equations for the quantum Painleve´ equations of type J = II, III, IV,V,VI with a = m.
We note that the coefficients of xm in P Jm(x, t)
(τJ)m =
∣∣∣∣∣∣∣∣∣∣
τJ τ
(1)
J · · · τ (m−1)J
τ
(1)
J τ
(2)
J · · · τ (m)J
...
...
τ
(m−1)
J · · · · · · τ (2m−2)J
∣∣∣∣∣∣∣∣∣∣
are tau functions of the Painleve´ equations PJ (J = II, III, IV,V,VI) (for example, see [4],
[10] and references therein). This is because if ~ = 1, then the Schro¨dinger equations for
the quantum Painleve´ equations are related to isomonodromy deformations for the Painleve´
equations [16].
As mentioned above, the quantum Painleve´ equations are related to two dimensional confor-
mal field theory. It is known that the Knizhnik-Zamolodchikov (KZ) equation can be viewed
as a quantization of the Schlesinger equations, which is isomonodromy deformation with reg-
ular singularities [6], [15]. On the other hand, the sixth Painleve´ equation is derived from the
Schlesinger equation and the other Painleve´ equations are derived from the irregular Schlesinger
equations [8]. We give a representation theoretic correspondence between the (confluent) KZ
equations and the Schro¨dinger equations for the quantum Painleve´ equations.
Let M1, M2, and M3 be Verma modules with highest weights γ
(1)
0 , γ
(2)
0 , and γ
(3)
0 for sl2. We
consider the KZ equation on the tensor product of three Verma modules M = M1 ⊗M2 ⊗M3
with three points 0, t, 1. Let HKZ the Hamiltonian of the KZ equation.
Theorem 1.3. For γ
(i)
0 6∈ Z (i = 1, 2, 3) and m ∈ Z≥0, the action of HKZ on the space of
singular vectors of weight
∑3
i=1 γ
(i)
0 −2m is equivalent to the action of the quantized Hamiltonian
ĤVI on the subspace ⊕mi=0Cxi of the polynomial ring C[x] with a = m~.
In the cases of J = II, III, IV,V, we consider the confluent KZ equations defined in [7].
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Theorem 1.4. For m ∈ Z≥0, the actions of Hamiltonians of the certain confluent KZ equations
are equivalent to the actions of the quantized Hamiltonians ĤJ (J = II, III, IV,V) with a = m~.
In these cases, we do not consider the space of singular vectors.
The remainder of this paper is organized as follows. In section 2, we present integral formulas
and prove that the integral formulas are solutions to the Schro¨dinger equations for the quantum
Painleve´ equations. Moreover, we give determinant formulas for solutions. In section 3, we recall
the definition of the (confluent) KZ equations corresponding to the Schro¨dinger equations for
the quantum Painleve´ equations and give a representation theoretic correspondence between the
(confluent) KZ equations and the Schro¨dinger equations for the quantum Painleve´ equations.
We also give a symmetry of the Schro¨dinger equations for the quantum Painleve´ equations with
respect to ~→ −~ in quantized Hamiltonians.
2. Integral formula
In this section, we present integral formulas taking values in
⊕m
i=0Cx
i (m ∈ Z≥0) and show
that they are solutions to the quantum Painleve´ equations.
Definition 2.1. Quantized Hamiltonians ĤJ are defined as
t(t− 1)ĤVI
(
x, ~
∂
∂x
, a, b, c, d, t
)
= x(x− 1)(x− t)
(
~
∂
∂x
)2
− ((a + b)(x− 1)(x− t) + cx(x− t) + dx(x− 1)) ~ ∂
∂x
+ (b+ c+ d+ ~)a(x− t),
tĤV
(
x, ~
∂
∂x
, a, b, c, t
)
= x(x− 1)
(
~
∂
∂x
)2
+
(
tx2 − (b+ c + t)x+ b) ~ ∂
∂x
+ a(b+ c− a + ~+ t− tx),
ĤIV
(
x, ~
∂
∂x
, a, b, t
)
= x
(
~
∂
∂x
)2
+ (x2 − tx− b)~ ∂
∂x
− ax− (a− 2b)t,
tĤIII
(
x, ~
∂
∂x
, a, b, t
)
= x2
(
~
∂
∂x
)2
− (x2 + bx+ t) ~ ∂
∂x
+ ax,
ĤII
(
x, ~
∂
∂x
, a, t
)
=
1
2
(
~
∂
∂x
)2
−
(
x2 +
t
2
)
~
∂
∂x
+ ax,
where a, b, c, d ∈ C.
Remark 2.2. The spectral problem of the Hamiltonian ĤVI is the Heun equation, which is
equivalent to the BC1 Inozemtsev model. This was known as the Painleve´-Calogero correspon-
dence [9], [18].
As mentioned in Introduction, the Schro¨dinger equations for the quantum Painleve´ equations
have polynomial solutions in x because of the following Proposition.
Proposition 2.3. The quantized Hamiltonians ĤJ act on
⊕m
i=0Cx
i (m ∈ Z≥0) if and only if{
a = m~ or b+ c+ d = (m− 1)~ J = VI,
a = m~ J = II, III, IV,V.
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Proof. It is sufficient to compute the action of ĤJ on x
m. If J = II, then,
ĤIIx
m = (a−m~)xm+1 − t
2
m~xm +
1
2
m(m− 1)~2xm−2.
Hence, ĤII acts on
⊕m
i=0Cx
i if and only if a = m~.
For the other cases, we can prove Proposition 2.3 in the same way. 
From Proposition 2.3, the Schro¨dinger equations for the quantum Painleve´ equations have
polynomial solutions ΦJm(x, t) =
∑m
i=0 ϕi(t)x
i and then become linear differential systems of
ϕi(t). We show that polynomial solutions Φ
J
m(x, t) are expressed in terms of integral formulas
of hypergeometric type.
Definition 2.4. We define the master functions ρJ as follows.
ρVI(u, t, a, b, c, d) = u
−a−b−1(1− u)−c−1(t− u)−d,
ρV(u, t, b, c) = u
−b−1(1− u)−c−1 exp(ut),
ρIV(u, t, b) = u
−b−1 exp
(
−ut+ u
2
2
)
,
ρIII(u, t, b) = u
−b−1 exp
(
t
u
− u
)
,
ρII(u, t) = exp
(
−
(
ut+
2
3
u3
))
.
Theorem 2.5. For m ∈ Z≥0, the integral formulas
ΦJm(x, t, a, ~) =
∫
ΓJm
∏
1≤i<j≤m
(ui − uj)2~
m∏
i=1
ρJ(ui, t, a)(x− ui)dui,
where ΓJm is an m-cycle of the homology group determined by the integrand and
a =

(a, b, c, d) J = VI,
(b, c) J = V,
b J = III, IV,
are solutions to the Schro¨dinger equations for the quantum Painleve´ equations of type J = II, III, IV,V,VI
with a = m~ or of type VI with b+ c+ d = (m− 1)~.
Let singular loci UJ ⊂ Cm (J = II, III, IV,V,VI) be defined as
UVI =
⋃
1≤i<j≤m
{ui = uj} ∪
⋃
1≤i≤m
{ui = 0} ∪
⋃
1≤i≤m
{ui = 1} ∪
⋃
1≤i≤m
{ui = t},
UV =
⋃
1≤i<j≤m
{ui = uj} ∪
⋃
1≤i≤m
{ui = 0} ∪
⋃
1≤i≤m
{ui = 1},
UIV = UIII =
⋃
1≤i<j≤m
{ui = uj} ∪
⋃
1≤i≤m
{ui = 0},
UII =
⋃
1≤i<j≤m
{ui = uj}.
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For a rational function ϕ(u1, . . . , um) holomorphic outside UJ, denote by 〈ϕ(u1, . . . , um)〉m
an integral formula ∫
ΓJm
∏
1≤i<j≤m
(ui − uj)2~
m∏
i=1
ρJ(ui, a)ϕ(u1, . . . , um)dui.
Let ∇i (i = 1, . . . , m) be the differential defined by
∇i = ∂
∂ui
+
∂
∂ui
(
log
( ∏
1≤i<j≤m
(ui − uj)2~
m∏
i=1
ρJ(ui, t, a)
))
.
By definition, it holds
〈∇i (ϕ(u1, . . . , um))〉 =
∫
ΓJm
m∏
j=1
duj
∂
∂ui
( ∏
1≤i<j≤m
(ui − uj)2~
m∏
i=1
ρJ(ui, a)ϕ(u1, . . . , um)
)
= 0.
Note that the polynomial
∏m
i=1(x−ui) in the integral formula is symmetrical with respect to
the integral variables u1, . . . , um. It is convenient to use the symmetrization for computations
of the integral formula. Let Sym [ϕ(u1, . . . , um)] be the symmetrization given by
Sym [ϕ(u1, . . . , um)] =
1
m!
∑
σ∈Sm
ϕ(uσ(1), . . . , uσ(m)),
where Sm is the symmetric group of degree m.
A proof of Theorem 2.5 for the case of J = VI. Let ΦVIm (x, t, a, b, c, d, ~) be written as
ΦVIm (x, t, a, b, c, d, ~) =
m∑
k=0
(−1)k+1
(
m
k
)〈
Sym
[
m−k∏
l=1
ul
]〉
m
xk,
where
(
m
k
)
is the binomial coefficient. Denote Sym
[∏m−k
l=1 ul
]
by ϕk. For k = 0, 1, . . . , m, we
have
∂
∂t
〈ϕk〉m = (k−m)d
〈
Sym
[(
t
t− um−k − 1
)m−k−1∏
l=1
ul
]〉
m
−kd
〈
Sym
[
1
t− um−k+1
m−k∏
l=1
ul
]〉
m
.
Applying Lemma 2.6 below, we obtain
t(t− 1) ∂
∂t
〈ϕk〉m =(m− k)t (a+ b− k~) 〈ϕk+1〉m (2.1)
− {(m− k)t(a+ b+ c+ d− (m+ k − 1)~
−k(a + b+ d(1− t)− (k − 1)~))} 〈ϕk〉m
− k(a+ b+ c+ d− (m+ k − 2)~) 〈ϕk−1〉m .
On the other hand, the action of the Hamiltonian ĤVI on Φ
VI
m (x, t, a, b, c, d, ~) is easily calculated
and we see that the coefficient of xk of
t(t− 1)ĤVI
~
ΦVIm (x, t, a, b, c, d, ~)
6
times (−1)k+1
(
m
k
)−1
coincides with the right hand side of (2.1), which finishes the proof. 
Lemma 2.6. For, k = 1, . . . , m, we have
t(t− 1)
〈
Sym
[
d
t− um−k
m−k−1∏
l=1
ul
]〉
m
=− (a+ b+ d(1− t)− k~) 〈ϕk+1〉m (2.2)
+ (a + b+ c+ d− (m+ k − 1)~) 〈ϕk〉m .
Proof. In order to prove (2.2), we compute
X =
〈
Sym
[
∇i
(
u1(1− u1)
m−k∏
l=2
ul
)]〉
= 0
as follows. From the definition, we get
X =− (a+ b+ d(1− t)) 〈ϕk+1〉m + (a+ b+ c+ d) 〈ϕk〉m − t(t− 1)
〈
Sym
[
d
t− um−k
m−k−1∏
l=1
ul
]〉
m
+ 2~
〈
Sym
[
m∑
l=2
u1(1− u1)
u1 − ul u2 · · ·um−k
]〉
m
.
Since the symmetrization is invariant under the action ofSm on the integral variables u1, . . . , um,
we have
2
〈
Sym
[
m∑
l=2
u1(1− u1)
u1 − ul u2 · · ·um−k
]〉
m
=
〈
Sym
[
m∑
l=2
u1(1− u1)
u1 − ul u2 · · ·um−k
]〉
m
−
〈
Sym
[
m−k∑
l=2
ul(1− ul)
u1 − ul u1u2 · · ·ul−1ul+1 · · ·um−k
]〉
m
−
〈
Sym
[
m∑
l=m−k+1
ul(1− ul)
u1 − ul u2 · · ·um−k
]〉
m
=k 〈ϕk+1〉m − (m+ k − 1) 〈ϕk〉m .
Therefore, we arrive at (2.2). 
For the other cases, we can verify Theorem 2.5 in the similar way. It also follows from
Theorem 3.4, Theorem 3.6, Theorem 3.8, Theorem 3.10 in section 3, and Proposition 4.2 in [7].
We give an another proof of Theorem 2.5 for the case of J = V in section 3.
As mentioned in Introduction, if ~ = 1 and ΓJm =
∏m
i=1 Γ
J
1 , where Γ
J
1 is an appropriate cycle
for ΦJ1(x, t), then the integral formulas Φ
J
m(x, t) (m ∈ Z≥0) are expressed by the determinant
formulas P Jm(x, t) (1.3) and P
J
m(x, t) are orthogonal polynomials in x with respect to the weight
functions ρJ(x). Namely, it holds that∫
ΓJ1
P Jm(x, t)P
J
n (x, t)ρJ(x)dx = 0.
From Theorem 2.5, we have
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Corollary 2.7. If ~ = 1, then the determinant formulas P Jm(x, t) (J = II, III, IV,V,VI) are so-
lutions to the Schro¨dinger equations for the quantum Painleve´ equations of type II, III, IV,V,VI
with a = m or of type VI with b+ c+ d = m− 1.
3. Relation to the KZ equation
In this section, we give a representation theoretic correspondence between the Schro¨dinger
equations for the sixth quantum Painleve´ equation and the KZ equation, and between the
Schro¨dinger equations for the other quantum Painleve´ equations and the confluent KZ equa-
tions, which were defined directly in [7] and can be derived from the irregular conformal field
theory [13]. In what follows, we only give necessary facts on confluent KZ equations in this
paper. See [7] for the detail.
Let us recall the definition of confluent Verma modules in [7]. Set g = sl2 and g[z] = g⊗C[z].
Denote by e, f, h the standard basis of g. For non-negative integer r, denote by g(r) and g
′
(r)
the truncated Lie algebras g[z]/zr+1 g[z] and g′(r) = z g[z]/z
r+1 g[z], respectively. For an (r+1)-
tuple parameters γ = (γ0, . . . , γr−1, γr) ∈ Cr×C×, a confluent Verma moduleM(γ) of Poincare´
rank r is a cyclic g(r)-module generated by 1γ such that
(e⊗ zp)1γ = 0, (h⊗ zp)1γ = γp1γ (0 ≤ p ≤ r).
For the Lie subalgebra g′(r) = z g[z]/z
r+1 g[z], a confluent Verma moduleM ′(γ) of Poincare´ rank
r with parameters γ = (γ1, . . . , γr) ∈ Cr−1 × C× is a cyclic g′(r)⊕C(h ⊗ z0)-module generated
by 1γ such that
(e⊗ zp)1γ = 0, (h⊗ zp)1γ = γp1γ (1 ≤ p ≤ r), (h⊗ z0)1γ = 0,
and e⊗ zr and f ⊗ zr act as zero operators on M ′(γ).
Let differential operators Dk (0 ≤ k ≤ r − 1) be defined as
Dk =
r−k∑
p=1
pγk+p
∂
∂γp
acting on M(γ) as
Dk(x⊗ zp) = p(x⊗ zp+k) (x ∈ g, 0 ≤ p ≤ r), Dk(1γ) = 0.
Here we regard x⊗ zp as an operator on M(γ).
Example 3.1. For the g′(2) case, M
′(γ1, γ2) is realized on the polynomial ring C[x]. The action
of x⊗ zp (x ∈ g, p = 1, 2) are following.
e⊗ z = γ
1
2
2
∂
∂x
, e⊗ z2 = 0, f ⊗ z = γ
1
2
2 x, f ⊗ z2 = 0, h⊗ z = γ1, h⊗ z2 = γ2.
Let z1, . . . , zn be distinct points in C and let r1, . . . , rn, r∞ be non-negative integers. Set
a =
(⊕ni=1 g(i))⊕ g(∞), where g(i) = g(ri) (i = 1, . . . , n) and g(∞) = g′(r∞). We consider a family
of a-modules
M(γ) =M (1) ⊗ · · · ⊗M (n) ⊗M (∞),
8
parametrized by γ =
(
γ(1), . . . , γ(n), γ(∞)
)
, where
M (i) =M(γ(i)), γ(i) =
(
γ
(i)
0 , . . . , γ
(i)
ri
)
∈ Cri × C×,
M (∞) = M ′(γ(∞)), γ(∞) =
(
γ
(∞)
1 , . . . , γ
(∞)
r∞
)
∈ Cr∞−1 × C×.
Set 1γ = 1γ(1) ⊗ · · · ⊗ 1γ(n) ⊗ 1γ(∞) .
The confluent KZ equations defined in [7] are differential systems for unknown functions
Φ(z, γ) taking values in M(γ) with respect to the following differential operators
∂
∂zi
(i = 1, . . . , n),
D
(i)
k (i = 1, . . . , n, k = 0, . . . , ri − 1),
D
(∞)
k (k = 1, . . . , r∞ − 1).
If ri = 0 (1 ≤ i ≤ n) and r∞ = 0, then the confluent KZ equations are equal to the usual KZ
equations.
It was shown in [7] that the confluent KZ equations have integral formulas of confluent
hypergeometric type for solutions.
3.1. The case of J = VI. Let n = 3, ri = 0, z1 = 0, z2 = t, z3 = 1 and γ
(i)
0 6∈ Z (1 ≤ i ≤ 3).
Then M = M(γ
(1)
0 ) ⊗M(γ(2)0 ) ⊗M(γ(3)0 ) and the KZ equation for an unknown function Φ(t)
taking values in M is
κ
∂Ψ(t)
∂t
=
(
Ω(1,2)
t
+
Ω(2,3)
t− 1
)
Ψ(t). (3.1)
Here κ is a complex parameter and Ω(i,j) are the Casimir operators:
Ω(1,2) = e(1)f (2) + f (1)e(2) +
1
2
h(1)h(2), Ω(2,3) = e(2)f (3) + f (2)e(3) +
1
2
h(2)h(3),
where x(i) : M → M is the linear operator acting as x on ith tensor factor and as identities on
the others, and here and after, we abbreviate x⊗ z0 to x, for x = e, f, h.
Let Wm (m ∈ Z≥0) be the space of singular vectors of the weight
∑3
i=1 γ
(i)
0 − 2m in M ,
namely,
Wm =
{
v ∈M
∣∣∣∣ 3∑
i=1
e(i)(v) = 0,
3∑
i=1
h(i)(v) =
(
3∑
i=1
γ
(i)
0 − 2m
)
v
}
.
If γ
(i)
0 6∈ Z, then the dimension of Wm is known to be m+1 (for example, see Proposition 4.1.1
in [3]).
In order to write down a basis of Wm, we take the differential realizations C[xi] (1 ≤ i ≤ 3)
of g, that is, the basis e, f, h of g act on C[xi] as follows:
e = ∂i, h = −2xi∂i + γ(i)0 , f = −x2i ∂i + γ(i)0 xi,
where ∂i = ∂/∂xi. Note that if γ
(i)
0 6∈ Z, then C[xi] are isomorphic to Verma modules M(γ(i)0 ).
We set M(γ
(i)
0 ) = C[xi].
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The space of singular vectors Wm can be written by
Wm =
m⊕
i=0
C(x1 − x2)i(x1 − x3)m−i. (3.2)
We denote by HKZ the Hamiltonian Ω
(1,2)/t+ Ω(2,3)/(t− 1). Let H˜KZ(m) be defined as
H˜KZ(m) = ~
2
(
HKZ − λ1λ2
t
− λ2(λ3 −m)
t− 1
)
.
We define linear isomorphisms Tm :Wm →
⊕m
i=0Cx
i (m ∈ Z≥0) as
Tm
(
(x1 − x2)i(x1 − x3)m−i
)
= xi (0 ≤ i ≤ m).
Theorem 3.2. For γ
(i)
0 6∈ Z (1 ≤ i ≤ 3) and m ∈ Z≥0, the action of HKZ on the space of
singular vectors of weight
∑3
i=1 γ
(i)
0 −2m is equivalent to the action of the quantized Hamiltonian
ĤVI on the subspace ⊕mi=0Cxi with a = m~ or b+ c+ d = (m− 1)~. Namely, we have
Tm ◦ H˜KZ(m) =
(
ĤVI
(
x, ~
∂
∂x
, a, b, c, d, t
)
+
a(b+ c+ d+ ~)
t− 1
)
◦ Tm (3.3)
as linear maps from Wm to
⊕m
i=0Cx
i with
γ
(1)
0 = m− 1−
c
~
, (3.4)
γ
(2)
0 =
1
~
(a + b+ c + d+ (1−m)~) , γ(3)0 = m− 1−
a+ b
~
, (3.5)
and
a = m~ or b+ c+ d = (m− 1)~. (3.6)
Proof. It follows from direct computations. 
We note that the condition γ
(i)
0 6∈ Z ensuresM(γ(i)0 ) = C[xi], and for any γ(i)0 ∈ C (1 ≤ i ≤ 3),
it holds (3.3) as linear maps from
⊕m
i=0C(x1−x2)i(x1−x3)m−i to
⊕m
i=0Cx
i with the conditions
(3.4), (3.5), and (3.6).
From Theorem 3.2, we obtain a solution Ψ(t) to the KZ equation (3.1) from the integral
formula ΦVIm (x, t) for a solution to the Schro¨dinger equation for the sixth quantum Painleve´
equation, that is,
Ψ(t) = t(γ
(1)
0 γ
(2)
0 )/κ(t− 1)(γ(2)0 γ(3)0 )/κT−1m (ΦVIm (x, t))
obtained by replacing ~, a+ b, c, d with
1
κ
, a+ b = ~(m− 1− γ(3)0 ), c = ~(m− 1− γ(1)0 ), d = ~(γ(1)0 + γ(2)0 + γ(3)0 + 1−m),
respectively. Conversely, from Theorem 3.2, we obtain(
~
2κ
∂
∂t
− ĤVI
)
Tm
(
Ψ˜(t)
)
= 0,
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where Ψ˜(t) = t−(γ
(1)
0 γ
(2)
0 )/κ(t− 1)−(γ(2)0 γ(3)0 )/κΨ(t). If κ = 1/~, then Tm(Ψ˜(t)) = ΦVIm (x, t). Taking
κ = −1/~, we have (
~
∂
∂t
+ ĤIV
)
ΦVIm (x, t,−a,−b,−c,−d,−~) = 0.
This implies the following symmetry.
Proposition 3.3. If a function ΦVI(x, t, a, b, c, d, ~) is a solution to the Schro¨dinger equation
for the quantum sixth Painleve´ equation , then the function ΨVI(x, t, a, b, c, d, ~) defined as
ΨVI(x, t, a, b, c, d, ~) = ΦVI(x, t,−a,−b,−c,−d, ~) (3.7)
is a solution to
~
∂
∂t
ΨVI(x, t) = Ĥ ′VIΨ
VI(x, t),
where Ĥ ′VI are obtained by replacing ~ with −~ in ĤVI.
Proof. It follows from direct computations. 
3.2. The case of J = V. Let n = 2, r1 = r2 = 0, r∞ = 1, z1 = 0, and z2 = 1. Then
M = M(γ
(1)
0 ) ⊗M(γ(2)0 ) ⊗M ′(γ(∞)1 ) and the confluent KZ equation for an unknown function
Φ(γ
(∞)
1 ) taking values in M is
κγ
(∞)
1
∂
∂γ
(∞)
1
Ψ(γ
(∞)
1 ) =
(
G
(∞)
0 −
1
4
h0(h0 + 2)
)
Ψ(γ
(∞)
1 ), (3.8)
where κ ∈ C, G(∞)0 = G(2)−1 +G(1)0 +G(2)0 ,
G
(2)
−1 =−
1
2
h(2)γ
(∞)
1 + e
(1)f (2) + f (1)e(2) +
1
2
h(1)h(2),
G
(i)
0 =
1
2
(
e(i)f (i) + f (i)e(i) +
1
2
h(i)h(i)
)
(i = 1, 2),
h0 =h
(1) + h(2).
Let Mm (m ∈ Z≥0) be the weight space of M with the weight γ(1)0 + γ(2)0 − 2m, namely,
Mm =
{
v ∈M
∣∣∣∣ h0(v) = (γ(1)0 + γ(2)0 − 2m) v}
=
m⊕
i=0
C(f (1))i(f (2))m−i1γ .
An integral formula taking values in Mm for solutions to the confluent KZ equation (3.8) is∫
Γ
m∏
i=1
dui exp
(
− 1
2κ
γ
(2)
0 γ
(∞)
1
) ∏
1≤i<j≤m
(ui − uj)2/κ
m∏
i=1
u
−γ
(1)
0 /κ
i (1− ui)−γ
(2)
0 /κ (3.9)
× exp
(
1
κ
m∑
i=1
uiγ
(∞)
1
)
m∏
i=1
(
f (1)
ui
+
f (2)
ui − 1
)
1γ ,
where Γ is an appropriate cycle (see Proposition 4.2 in [7]).
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We define linear isomorphisms Tm : Mm →
⊕m
i=0Cx
i (m ∈ Z≥0) as
Tm
(
(f (1))i(f (1) + f (2))m−i1γ
)
= xi (0 ≤ i ≤ m).
Theorem 3.4. For m ∈ Z≥0, we have
Tm ◦
(
G
(∞)
0 −
1
4
h0(h0 + 2) +
1
2
γ
(2)
0 γ
(∞)
1
)
=
(
t
~2
ĤV
(
x, ~
∂
∂x
,m~, b, c, t
))
◦ Tm
as linear maps from Mm to
⊕m
i=0Cx
i with
γ
(1)
0 =
b
~
, γ
(2)
0 =
c
~
, γ
(∞)
1 =
t
~
. (3.10)
Proof. It follows from direct computations. 
A proof of Theorem 2.5 for the case of J = V. Substitute (3.10) into (3.9). Then we
have (
κt
∂
∂t
−G(∞)0 +
1
4
h0(h0 + 2)− ct
2~2
)
Φ(t) = 0,
where
Φ(t) =
∫
Γ
m∏
i=1
dui
∏
1≤i<j≤m
(ui − uj)2/κ
m∏
i=1
u
−b/(~κ)−1
i (1− ui)−c/(~κ)−1 (3.11)
× exp
(
1
~κ
m∑
i=1
uit
)
m∏
i=1
(
f (1) − (f (1) + f (2))ui
)
1γ .
From Theorem 3.4, we obtain (
κt
∂
∂t
− t
~2
ĤV
)
Tm (Φ(t)) = 0. (3.12)
If κ = 1/~, then (3.12) becomes(
~
∂
∂t
− ĤV
(
x, ~
∂
∂x
,m~, b, c, t
))
ΦVm(x, t, b, c, ~) = 0.

From (3.12), an equation
~
2κ
∂
∂t
Φ(x, t) = ĤV
(
x, ~
∂
∂x
,m~, b, c, t
)
Φ(x, t)
also has integral formulas for solutions. Especially, taking κ = −1/~, we have(
~
∂
∂t
+ ĤV
(
x, ~
∂
∂x
,m~, b, c, t
))
ΦVm(x,−t,−b,−c,−~) = 0
from (3.11). This implies the following symmetry.
Proposition 3.5. If a function ΦV(x, t, a, b, c, ~) is a solution to the Schro¨dinger equation for
the quantum fifth Painleve´ equation, then the function ΨV(x, t, a, b, c, ~) defined as
ΨV(x, t, a, b, c, ~) = ΦV(x,−t,−a,−b,−c, ~) (3.13)
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is a solution to
~
∂
∂t
ΨV(x, t) = Ĥ ′VΨ
V(x, t),
where Ĥ ′V are obtained by replacing ~ with −~ in ĤV.
Proof. It follows from direct computations. 
3.3. The case of J = IV. Let n = 1, r1 = 0, r∞ = 2, and z1 = 0. Then M = M(γ
(1)
0 ) ⊗
M ′(γ
(∞)
1 , γ
(∞)
2 ) and the confluent KZ equation for an unknown function Ψ(γ
(∞)
1 ) taking values
in M is
κγ
(∞)
2
∂
∂γ
(∞)
1
Ψ(γ
(∞)
1 ) =
(
G
(∞)
1 +
1
2
h0γ
(∞)
1
)
Ψ(γ
(∞)
1 ), (3.14)
where κ ∈ C,
G
(∞)
1 =− e(1)(f ⊗ z)(∞) + f (1)(e⊗ z)(∞) +
1
2
h(1)γ
(∞)
1 ,
h0 =h
(1) + h(∞).
Here x(∞) for x ∈ g′(2)⊕C(h ⊗ 1) stands for the linear operator acting as x on M ′(γ(∞)1 , γ(∞)2 )
and as identity on the other.
Let Mm (m ∈ Z≥0) be the weight space of M with the weight γ(1)0 − 2m, namely,
Mm =
{
v ∈M
∣∣∣∣ h0(v) = (γ(1)0 − 2m) v}
=
m⊕
i=0
C(f (1))i((f ⊗ z)(∞))m−i1γ .
An integral formula taking values in Mm for solutions to the confluent KZ equation (3.14) is∫
Γ
m∏
i=1
dui
∏
1≤i<j≤m
(ui − uj)2/κ
m∏
i=1
u
−γ
(1)
0 /κ
i (3.15)
× exp
(
1
κ
m∑
i=1
(
uiγ
(∞)
1 +
u2i
2
γ
(∞)
2
)) m∏
i=1
(
f (1)
ui
− (f ⊗ z)(∞)
)
1γ ,
where Γ is an appropriate cycle (see Proposition 4.2 in [7]).
We define linear isomorphisms Tm : Mm →
⊕m
i=0Cx
i (m ∈ Z≥0) as
Tm
(
(f (1))i
(
(f ⊗ z)(∞))m−i 1γ) = xi (0 ≤ i ≤ m).
Theorem 3.6. For m ∈ Z≥0, we have
Tm ◦
(
G
(∞)
1 +
1
2
h0γ
(∞)
1
)
=
1
~2
ĤIV
(
x, ~
∂
∂x
,m~, b, t
)
◦ Tm
as linear maps from Mm to
⊕m
i=0Cx
i with
γ
(1)
0 =
b
~
, γ
(∞)
1 = −
t
~
, γ
(∞)
2 =
1
~
.
Proof. It follows from direct computations. 
13
As in the cases of J = V,VI, Theorem 3.6 implies the following symmetry.
Proposition 3.7. If a function ΦIV(x, t, a, b, ~) is a solution to the Schro¨dinger equation for
the quantum fourth Painleve´ equation, then the function ΨIV(x, t, a, b, ~) defined as
ΨIV(x, t, a, b, ~) = ΦIV(
√−1x,√−1t,−a,−b, ~) (3.16)
is a solution to
~
∂
∂t
ΨIV(x, t) = Ĥ ′IVΨ
IV(x, t),
where Ĥ ′IV are obtained by replacing ~ with −~ in ĤIV.
Proof. It follows from direct computations. 
3.4. The case of J = III. Let n = 1, r1 = 2, r∞ = 1, and z1 = 0. Then M = M(γ
(1)
0 , γ
(1)
1 )⊗
M ′(γ
(∞)
1 ) and the confluent KZ equation for an unknown function Ψ(γ
(∞)
1 ) taking values in M
is
κγ
(∞)
1
∂
∂γ
(∞)
1
Ψ(γ
(∞)
1 ) =
(
G
(∞)
0 −
1
4
h0(h0 + 2)
)
Ψ(γ
(∞)
1 ), (3.17)
where κ ∈ C,
G
(∞)
0 =
1
2
(
e(1)f (1) + f (1)e(1) +
1
2
h(1)h(1)
)
− 1
2
(h⊗ z)(1)γ(∞)1 ,
h0 =h
(1) + h(∞).
Let Mm (m ∈ Z≥0) be the weight space of M with the weight γ(1)0 − 2m, namely,
Mm =
{
v ∈M
∣∣∣∣ h0(v) = (γ(1)0 − 2m) v}
=
m⊕
i=0
C(f (1))i((f ⊗ z)(1))m−i1γ.
An integral formula taking values in Mm for a solution to the confluent KZ equation (3.17) is∫
Γ
m∏
i=1
dui
∏
1≤i<j≤m
(ui − uj)2/κ
m∏
i=1
u
−γ
(1)
0 /κ
i (3.18)
× exp
(
1
κ
m∑
i=1
(
γ
(1)
1
ui
+ uiγ
(∞)
1
))
m∏
i=1
(
f (1)
ui
+
(f ⊗ z)(1)
u2i
)
1γ ,
where Γ is an appropriate cycle (see Proposition 4.2 in [7]).
We define linear isomorphisms Tm : Mm →
⊕m
i=0Cx
i (m ∈ Z≥0) as
Tm
(
(f (1))i
(
(f ⊗ z)(1))m−i 1γ) = xi (0 ≤ i ≤ m).
Theorem 3.8. For m ∈ Z≥0, we have
Tm ◦
(
G
(∞)
0 −
1
4
h0(h0 + 2) +
1
2
γ
(1)
1 γ
(∞)
1
)
=
t
~2
ĤIII
(
x, ~
∂
∂x
,m~, b, t
)
◦ Tm
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as linear maps from Mm to
⊕m
i=0Cx
i with
γ
(1)
0 = 2(m− 1)−
b
~
, γ
(1)
1 =
1
~
, γ
(∞)
1 = −
t
~
.
Proof. It follows from direct computations. 
As in the cases above, the Schro¨dinger equation for the quantum third Painleve´ equation has
the following symmetry.
Proposition 3.9. If a function ΦIII(x, t, a, b, ~) is a solution to the Schro¨dinger equation for
the quantum third Painleve´ equation, then the function ΨIII(x, t, a, b, ~) defined as
ΨIII(x, t, a, b, ~) = ΦIII(−x, t,−a,−b, ~) (3.19)
is a solution to
~
∂
∂t
ΨIII(x, t) = Ĥ ′IIIΨ
III(x, t),
where Ĥ ′III are obtained by replacing ~ with −~ in ĤIII.
Proof. It follows from direct computations. 
3.5. The case of J = II. Let n = 0 and r∞ = 3. Then M = M
′(γ
(∞)
1 , γ
(∞)
2 , γ
(∞)
3 ) and the
confluent KZ equation for an unknown function Ψ(γ
(∞)
1 ) taking values in M is
κγ
(∞)
3
∂
∂γ
(∞)
1
Ψ(γ
(∞)
1 ) =
(
G
(∞)
2 −
1
4
(
γ
(∞)
1
)2
− 1
2
γ
(∞)
2 +
1
2
h(∞)γ
(∞)
2
)
Ψ(γ
(∞)
1 ), (3.20)
where κ ∈ C and
G
(∞)
2 =
1
2
(
(e⊗ z)(∞)(f ⊗ z)(∞) + (f ⊗ z)(∞)(e⊗ z)(∞) + 1
2
(
(h⊗ z)(∞))2) .
Let Mm (m ∈ Z≥0) be the weight space of M with the weight −2m, namely,
Mm =
{
v ∈M
∣∣∣∣ h(∞)(v) = −2mv}
=
m⊕
i=0
C((f ⊗ z)(∞))i((f ⊗ z2)(∞))m−i1γ .
An integral formula taking values in Mm for a solution to the confluent KZ equation (3.20) is∫
Γ
m∏
i=1
dui
∏
1≤i<j≤m
(ui − uj)2/κ exp
(
1
κ
m∑
i=1
(
uiγ
(∞)
1 +
u2i
2
γ
(∞)
2 +
u3i
3
γ
(∞)
3
))
(3.21)
×
m∏
i=1
(
(f ⊗ z)(∞) + (f ⊗ z2)(∞)ui
)
1γ ,
where Γ is an appropriate cycle (see Proposition 4.2 in [7]).
We define linear isomorphisms Tm : Mm →
⊕m
i=0Cx
i (m ∈ Z≥0) as
Tm
(
((f ⊗ z)(∞))i((f ⊗ z2)(∞))m−i1γ
)
= xi (0 ≤ i ≤ m).
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Theorem 3.10. For m ∈ Z≥0, we have
Tm ◦
(
G
(∞)
2 −
1
4
(
γ
(∞)
1
)2
− 1
2
γ
(∞)
2 +
1
2
h(∞)γ
(∞)
2
)
=
2
~2
ĤII ◦ Tm,
as linear maps from Mm to
⊕m
i=0Cx
i with
γ
(∞)
1 =
t
~
, γ
(∞)
2 = 0, γ
(∞)
3 =
2
~
.
Proof. It follows from direct computations. 
As in the cases above, the Schro¨dinger equation for the quantum second Painleve´ equation
has the following symmetry.
Proposition 3.11. If a function ΦII(x, t, a, ~) is a solution to the Schro¨dinger equation for the
quantum second Painleve´ equation, then the function ΨII(x, t, a, ~) defined as
ΨII(x, t, a, ~) = ΦII(−x, t,−a, ~) (3.22)
is a solution to
~
∂
∂t
ΨII(x, t) = Ĥ ′IIΨ
II(x, t),
where Ĥ ′II are obtained by replacing ~ with −~ in ĤIV.
Proof. It follows from direct computations. 
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