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Abstract
Road accidents are a very relevant issue in many countries and macroeconomic models are very frequently applied by
academia and administrations to reduce their frequency and consequences. The selection of explanatory variables and
response transformation parameter within the Bayesian framework for the selection of the set of explanatory variables
a TIM and 3IM (two input and three input models) procedures are proposed. The procedure also uses the DIC and
pseudo - R2 goodness of fit criteria. The model to which the methodology is applied is a dynamic regression model with
Box-Cox transformation (BCT) for the explanatory variables and autorgressive (AR) structure for the response. The
initial set of 22 explanatory variables are identified. The effects of these factors on the fatal accident frequency in Spain,
during 2000-2012, are estimated. The dependent variable is constructed considering the stochastic trend component.
1. Data
The monthly data for fatal accidents in Spain during
2000-2012 are considered. There were initially 22 explana-
tory variables considered among which the following vari-
ables were selected (Table 1).
2. Model selection methodology
The model selection methodology mainly consists of
three stages: 1)variable selection through TIM (two in-
put model) and 3IM (three input model); 2) optimal BCT
selection or differenecing of dependent variable; 3) model
selection (Dadashova et al. , 2014).
2.1. Variable selection
Yt =
K∑
k=1
βkX
λXi
k + ut (2.1)
K =
{
2, if TIM
3, if 3IM
(2.2)
i = {1, 2, 3} (2.3)
ut =
2∑
l=1
ρlut−l + wt (2.4)
The variable selection is carried out in two directions. First
we estimate two-input models - TIM (K = 2 in equations
(2.1)-(2.4)). Given that there are 22 variables the possi-
ble combinations are
(
22
2
)
= 231, thus 231 TIMs are esti-
mated. The TIM variables are power transformed using
3 candidate BCT values λX = (−0.5, 0.1, 0.5). Sice the
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variables in the same TIM are transformed with the same
values of λX , there are 231 · 3 = 693, i.e. 3 sets of 231
TIMs. In the second procedure 3 input models - 3IMs
are considered instead of two inputs (K = 3 in equations
(2.1)-(2.4)). In this stage the variable combinations are(
22
3
)
= 1540. Considering three candidate values of λX
a total of 1540 · 3 = 4620, i.e. 3 sets of 1540 3IMs were
defined.
The first 50 TIMs/3IMs with the highest R2 from 3
sets of 231/1540 models are selected (50 · 3 = 150 models
in total). The final variables selected as the result of this
stage are obtained the TIM/3IMs that coincide accross 3
sets of 50 models with the highest R2 (Dadashova et al. ,
2014).
The estimation methodology is MCMC which was im-
plemented using R and WinBUGS softwares. The Gibbs
sampler was run in 10, 000 iterations in 3 chains. Initially
uninformative priors are considered: i.e. multivaraite nor-
mal for βk and ρl, inverted gamma for σ
2
w and uniform
prior for y0 (Chib , 1993).
2.2. Dependent variable
The optimal form of dependent variable is defined with
respect to the independent variables. For this purpose
there are 2 possibilities. First the dependent variable is
power transformed with respect to Xk,{k=1¯,8} (Venables
and Ripley , 2002). The second option is the differencing
of the dependent variable. For this purpose the hyper-
parameter Y0 is assigned a uniform prior and estimated
through MCMC. The results show that the goodness of fit
measure and prediction accuracy measures in case of BC
transformed dependent variable are better.
2.3. Model selection
The final models were estimated using the inputs se-
lected through TIM and BC transformed dependent vari-
able. The model structure is the same as depicted in the
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equations (2.1)-(2.4) where K = {1, 2, ..., 8} . In this case
the variables belonging to the same group are transformed
with the same value of λX (Gaudry and Lassarre , 2000).
The selected variables initially belong to 6 groups (G1, G2,
G3, G4, G5, G6 (Table 1) in case of TIM variables and
G1, G2, G3, G4, G6, G7 in case of 3IM variables) where
the last group has an only dummy variable. Therefore only
the variables of previous groups are transformed, i.e. vari-
ables belonging to 5 groups. The candidate values for λX
remain the same, i.e. λX = (−0.5, 0.1, 0.5). Considering
the number of groups (= 5) and candidate λX (= 3), a
total of 35 = 243 structural explanatory (SE) models are
constructed and estimated. Since the model estimation is
carried out in parallel the whole procedure in sections 2.1-
2.3 is applied 3 times which we call scenarios: Scenario 1)
TIM BCT; Scenario 2) TIM DIFF; and Scenario 3) 3IM
(Table 1). In each 3 cases the model with better goodness
of fit measures and the correct sign of the variables among
the rest of the models.
3. Prediction analysis
The final model estimation is cross validated through
prediction. For this purpose the model estimation was car-
ried out using first 144 observations (2000-2011) and cross
validated using the remaining 12 observations (2012). The
prediction results for each of the 3 selected models are com-
pared using 3 prediction accuracy measures: mean squared
error (MSE), mean absolute error (MAE) and mean abso-
lute prediction error (MAPE).
4. Conclusions
The variables selected through the methodology are
very relevant for the road safety analysis. The results of
the dependent variable show that the power transforma-
tion of the dependent variable can resolve the problem of
stochastic trend present in the data and in fact the differ-
encing of the data beforehand can result in overestimation.
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