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We investigate the conductance and thermopower of massless Dirac fermions through a quantum dot using a pseu-
dogap Anderson model in a noncrossing approximation. When the Fermi level is at the Dirac point, the conductance
has a cusp where the thermopower changes its sign. When the Fermi level is away from the Dirac point, the Kondo
temperature shows a quantum impurity transition between an asymmetric strong-coupling Kondo state and a localized
moment state. The conductance shows a peak near this transition and reaches the unitary limit at low temperatures. The
magnitude of the thermopower exceeds kB/e, and the thermoelectric figure of merit exceeds unity.
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Electron transport in graphene1 is currently under active
investigation. Graphene-based quantum dot (QD) structures
are fabricated and Coulomb blockade peaks are observed.2–5
In semiconductor QD systems, it is known that the ex-
change coupling between a local spin in a QD and conduction
electrons induces the Kondo effect.6, 7 The Kondo effect in
graphene has been discussed in connection with the magnetic
impurity problem in massless Dirac fermions.8–15 A recent ex-
periment shows that the Kondo effect can be induced by lattice
vacancies.16 The Kondo effect probably occurs in another rep-
resentative Dirac fermions, that is, the surface state of a topo-
logical insulator. A single Dirac cone appears on the surfaces
of three-dimensional topological insulators.17–21 Several the-
oretical studies on the Kondo effect in this system have been
conducted.22–26
The Kondo problem in massless Dirac fermions is an im-
portant part of the pseudogap Kondo problem,27 in which the
density of states of conduction electrons ρ(ω) obeys a power
law: ρ(ω) ∝ |ω|r. For example, it is realized in unconventional
superconductors.27, 28 The numerical renormalization group
(NRG) calculations29, 30 and perturbative scaling theory31, 32
show that the system exhibits an impurity quantum phase
transition. For the massless Dirac fermion model, in which
r = 1, when the Coulomb interaction is sufficiently strong,
there are three fixed points: the local moment (LM) fixed
point, the asymmetric strong-coupling (ASC) or frozen impu-
rity fixed point, and the valence fluctuation (VFI) fixed point
located in between.29, 31, 32 The Kondo problem in graphene
has been studied as a tunable pseudogap Kondo problem,8, 13
where the transition can be controlled by external gate volt-
ages. Recently, the Kondo effect indicated in ref. 16 has been
analyzed using a pseudogap Anderson model.33
In addition to their electrical transport properties, nanos-
tructured materials have been investigated to improve their
thermoelectrical properties,34 which also reveal the electronic
states in the materials. For instance, the measurement of the
thermopower shows the electron-hole asymmetry in a system.
The thermopower under the Kondo effect35 has been exam-
ined in QD systems theoretically,36, 37 and its measurement
clarifies the formation of the Kondo resonant state.38 More-
over, typical topological insulators17–21 have been known as
good thermoelectrical materials.
We investigate electrical and thermoelectrical transport
properties of Dirac electrons through a QD via tunneling bar-
riers. The barriers exhibit pseudogaps, which result in an im-
purity quantum phase transition. We discuss this transition in
connection with electron transport properties. We also show
that thermoelectrical properties are enhanced by a pseudogap.
To this end, we study the conductance, the Kondo tempera-
ture defined by the impurity magnetic susceptibility, the ther-
mopower, and the figure of merit, using a pseudogap Ander-
son model in a noncrossing approximation (NCA).39–42
Model— We consider a system consisting of a QD con-
nected to the lead i (i = L,R) with a single Dirac cone and the
chemical potential µi. We discuss electron transport through
the QD, as shown in the inset of Fig. 1(a). We focus on the
zero-bias-voltage limit, µL → µR, setting µi = 0. The position
of the Dirac point from the Fermi level is denoted by −µ0.
The Hamiltonian of the lead i is given by a Dirac Hamilto-
nian:
H(i)0 =
∫ d2k
(2pi)2 (Ψ
†
ai(k),Ψ†bi(k))M(k)
(
Ψai(k)
Ψbi(k)
)
, (1)
with M(k) = ( −µ0 ~vFke−iθ
~vFkeiθ −µ0
)
, where Ψai(k) are the annihila-
tion operators of Dirac fermions, vF is the Fermi velocity,
k = (k cos θ, k sin θ) with k = |k|, and θ stands for the az-
imuthal angle of k. The indexes a and b refer to (pseudo) spin
indexes. For a single-Dirac-cone system, those are the spin in-
dexes a =↑ and b =↓. For graphene, a = (A, s) and b = (B, s)
with the two sublattices A and B, which play the role of a
pseudo spin, and the spin index s =↑, ↓ around the K and K′
points.43
The QD has an energy level Eg controlled by a gate voltage.
The Hamiltonian of the QD is given by
Hd =
∑
s=↑,↓
Egd†s ds + Un↑n↓, (2)
where ds is the annihilation operator of an electron with spin
s in the QD, ns = d†s ds, and U is the Coulomb energy
in the QD. The tunneling Hamiltonian is given by HT =∑
i=L,R,s
∫
d2k
(2pi)2 (Vi(k)d†sΨsi(k) + h.c.). For simplicity, we as-
sume Vi(k) = V .
It has been shown that the above model reduces to the pseu-
dogap Anderson model after a series of linear transforma-
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tions.8, 24, 28 In the energy space, H0 is given by
H0 =
∑
i=L,R
σ=±
∫
dω ω c†
σi(ω)cσi(ω), (3)
where cσi(ω) is the annihilation operator of an electron in the
lead i with the pseudo-spin index σ at the energy ω. The tun-
neling Hamiltonian HT is given by
HT =
∑
i,σ
∫
dω
√
Γ(ω)d†σcσi(ω) + h.c., (4)
where Γ(ω) = α|ω + µ0| with α = V22pi(~vF)2 .10, 24, 25 The power
law behavior of Γ(ω) is terminated at the band cutoff D;27, 29
thus, it is convenient to rewrite Γ(ω) in the form29
Γ(ω) = Γ0
∣∣∣∣∣ω + µ0D
∣∣∣∣∣ , (5)
with Γ0/D = α.
We treat the infinite U limit of the model, H = Hd+HT+H0,
which corresponds to the asymmetric pseudogap Anderson
model.29, 31, 32 We introduce the auxiliary operators, dσ =
b† fσ, where b is the boson operator and fσ is the fermion
operator. The constraint b†b + ∑σ f †σ fσ = 1 should be satis-
fied.39, 44 Then, we adopt the NCA39–42 to calculate the local
density of states on the QD and other quantities. To perform
numerical calculations, we evaluate Green’s functions in the
range of |ω| ≤ 10D and introduce the Lorentzian cutoff in
Γ(ω), Γ(ω) → Γ(ω) · D2/(ω2 + D2). The convergence of the
NCA equations is monitored using the sum rules on the boson
and fermion Green’s functions, and the sum rule on the total
occupation number in the QD.41 Those relations are satisfied
within 0.1%.
The conductance G and the thermopower S are given by
G = e2I0(T ) and S = −I1(T )/[eT I0(T )] with
In(T ) = −2/h
∫
dωωn ∂ f (ω)
∂ω
Γ(ω)ImAr(ω), (6)
where f (ε) is a Fermi-Dirac function, f (ω) = 1/[exp
(
ω
kBT
)
+
1], and Ar(ω) is the retarded Green’s function on the QD.37, 45
The impurity magnetic susceptibility χ(ω) is given by χ(ω) =∫ ∞
−∞
dtei(ω+i0+)t M(t), where M(t) = iθ(t)〈[ ˆM(t), ˆM(0)]〉 with
ˆM = gµB/2 ( f †↑ f↑ − f †↓ f↓). The static susceptibility χ = χ(0)
is evaluated using the NCA.40 We set gµB = 1 and kB = 1
below.
Undoped system— Let us first consider G and the dot occu-
pation number nd when the Fermi level is at the Dirac point:
µ0 = 0. It has been shown that, in this case, the Kondo temper-
ature TK = 0.8, 13, 27 In Fig. 1(a), G and nd are plotted as func-
tions of the gate voltage Eg. There is a cusp in G at Eg = E∗g.
Near the cusp, G is linear in |Eg−E∗g|, where nd changes grad-
ually. This means that the system is in the VFI regime. When
|Eg − E∗g| increases further, G decreases monotonically and
shows a double-peak structure. In Fig. 1(b), the local density
of states on the QD, ρd(ω) = (−1/pi)ImAr(ω), is plotted. At
Eg = E∗g, ρd(ω) shows a singular peak at the Fermi level,
ω = 0, which has already been discussed.13, 30, 31 In spite of
this sharp peak, the pseudogap in Γ(ω) minimizes G.
In Fig. 2, G and the thermopower S are plotted as functions
of (Eg − E∗g)/T at several temperatures. In each figure, the
results are similar in shape. This shows that the separation
(a)
(b)
QD
Fig. 1. (Color online) (a) Conductance G (solid line) and occupation num-
ber in the QD nd (dotted line) as functions of gate voltage Eg for T/Γ0 =
1.0 × 10−2 and D/Γ0 = 10 (α = 0.1). Inset: schematic picture of the QD
system. (b) Local densities of states [ρd(ω)] in units of 1/Γ0 at the left peak
(blue), cusp (red), and right peak (green) of G in (a).
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Fig. 2. (Color online) Conductance G (a) and thermopower S (b) for µ0 =
0 as functions of normalized gate voltage, (Eg − E∗g)/T , where E∗g is the gate
voltage at the cusp of G.
of the double peaks of G depends linearly on T . In addition,
S ∝ (Eg − E∗g)/T . This means that E∗g defines the boundary
between electron-like and hole-like transport processes. This
is in agreement with the fact that E∗g is in the VFI regime. Note
that the magnitude of S exceeds kB/e ≃ 86 [µV/K].
The above results of G and S are explained largely by
2
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Dirac Point
Fig. 3. (Color online) (a) Kondo temperature TK/Γ0 vs µ0 for various gate
voltages; TK is defined by TKχ(TK) = 0.071. The dotted line indicates
TK/Γ0 = 1.0× 10−3. Inset: schematic picture of density of states in the leads.
(b) Conductance G vs µ0 at T/Γ0 = 1.0 × 10−3 .
ρd(ω). When U = 0,
ρd(ω) = −1
pi
Im
1
ω − Eg + iΓ0|ω/D|
. (7)
To adjust the QD level shift due to U, we replace Eg by Eg −
E∗g. When U = 0, the peak width of ρd(ω), Γ0|ω/D|, is smaller
than T , since D/Γ0 > 1 and T/Γ0 ≪ 1. This is valid for
the present model. Then, ρd(ω) can be approximated using
a Dirac delta function inside the integral of eq. (6); ρd(ω) ∼
δ(ω − (Eg − E∗g)). This explains the linear dependence of G
near the cusp, and the peak separation of G is proportional to
T . Similarly, I1(T ) in eq. (6) is proportional to |Eg − E∗g|(Eg −
E∗g) near Eg = E∗g, resulting in S ∝ (Eg − E∗g)/T . The large
magnitude of S follows from the fact that f ′(ω) is finite when
|Eg − E∗g| ∼ T .
Doped system— Next, we consider the case where the
Fermi level (ω = 0) is away from the Dirac point, µ0 , 0,
as depicted in the inset of Fig. 3(a). In this case, a clear sign
of the transition between the ASC and LM states appears with
the tuning of the external voltages.8, 13 We focus on the tran-
sition induced by µ0. In general, µ0 determines the renormal-
ization of the dot level, and the position of the renormalized
level controls the transition.
In Fig. 3(a), the Kondo temperature TK is plotted as a func-
tion of µ0 for several Eg values, where TK in this paper is
defined in terms of χ by TKχ(TK) = 0.0701.46, 47 There is an
asymmetry with respect to the sign of µ0. In particular, TK
vanishes at µ0 = µ∗0 when µ
∗
0 < 0; TK = 0 indicates the LM
phase. When Eg approaches E∗g, where E∗g/Γ0 ≃ −0.468 in
Fig. 2, µ∗0 goes to zero. This asymmetry has been reported in
ref. 13 for the critical Kondo coupling model, Eg = E∗g. A lin-
ear dependence of TK is found in all curves. It is seen most
clearly in the curve of Eg/Γ0 = −0.47 (blue line). This coin-
cides with the previous results.8, 13, 27 The linear coefficient is
Fig. 4. (Color online) (a) Conductance G vs T/TK at Eg/Γ0 = −0.5 for
various µ0/Γ0 values. (b) Normalized conductance G/G0 vs T/TK with
G0 = G(0.1Tk) for three uppermost curves in (a), and (Eg/Γ0, µ0/Γ0) =
(−0.48,−0.015) (dotted red line) and (−0.47,−1.75 × 10−3) (dotted green
line). (c,d,e) Temperature dependences of S (c,d) and figure of merit
ZT (e) for (Eg/Γ0 , µ0/Γ0) = (−0.5,−0.005)(red), (−0.5,−0.01)(green),
(−0.46, 0.002)(light blue), and (−0.46, 0.004)(blue). Insets: (c,d) local den-
sities of states [ρd(ω)] in units of 1/Γ0 at the points indicated by the arrows.
about 0.368 for Eg = E∗g,13, 27 while here it is about 0.33 in the
vicinity of E∗g. There are deviations from linearity when TK
approaches zero and when Eg is away from E∗g. We find that
the linear coefficient weakly depends on Eg.
The behavior of TK correlates with G. Figure 3(b) shows G
as a function of µ0 for T/Γ0 = 1.0 × 10−3. It has a peak struc-
ture; at the peak, T ≃ TK, as indicated in (a) by the intersec-
tion of each curve with the dotted line. When TK = 0, where
the system is the LM regime, G is small. As µ0 decreases,
TK increases when µ0 < µ∗0. This results in an increase in G
since TK/T increases. When µ0 further decreases, G starts to
decrease. This indicates that the system enters the VFI regime
as in a conventional QD since µ0 controls the effective dot
level. (This point will be further discussed below.)
Now, we discuss the temperature dependence of G. Fig-
ure 4(a) shows G as a function of T/TK for several µ0 values
at Eg/Γ0 = −0.5. All the curves show that G increases as T de-
creases. When µ0 approaches µ∗0, G reaches the unitary limit.
In graphene QD systems, the Coulomb blockade peak heights
are about 0.1e2/h because of the pseudogap.2–5 Thus, this in-
crease in G may provide direct evidence of the Kondo effect
in a graphene QD. When µ0 decreases, G(T ) shows a hump.
This feature appears in the VFI regime in the conventional QD
system.48, 49 This means that the crossover from the ASC state
to the VFI state appears when µ0 changes. This is consistent
with the peak structure of G in Fig. 3(b). Finally, we com-
ment on the universality of G within the NCA. In Fig. 4(b),
G/G(T = 0.1TK) is plotted as a function of T/TK in the vicin-
ity of the transition point, for five different values of µ0 and
Eg. These curves collapse to a universal curve.
Now, we discuss the thermoelectrical properties in the
vicinity of µ0 = 0, where G ≃ 0. Figures 4(c) and 4(d) show
3
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the curves of S plotted as a function of T in the LM (c) and the
VFI (d) regimes, respectively. In both cases, |S | > kB/e; S has
a negative sign for LM and a positive sign for VFI. The insets
show ρd(ω) at the peaks of S as indicated by the arrows. In
those figures, a sharp peak and a dip appear on opposite sides
of the Fermi level (ω = 0); the dip originates from the pseudo-
gap and the peak from the renormalized localized level. This
asymmetry of ρd(ω) leads to the increase in |S | since I1 in
eq. (6) is the “moment” of ρd(ω)Γ(ω). We emphasize that the
presence of the pseudogap is essential to the increase since
both the sharp peak and the dip originate from the pseudogap.
The increase in |S | indicates that the QD system can be a
good thermoelectrical device, which is characterized by the
figure of merit, ZT = S 2GT/κ,34 where κ is the thermal con-
ductivity, given by κ = [I2(T )− I1(T )2/I0(T )]/T .37, 45 The rea-
son for this is as follows. Since thermal transport is deter-
mined by electron transport, κ is expected to be on the order
of TG. [The Wiedemann-Franz law, κ/(TG) = pi2/3(kB/e)2
is not satisfied since the system is not in the Fermi liquid
regime.] This means that ZT can be increased by S . When
ZT > 1, the system is regarded as a good thermoelectrical
material. Recent studies17–21 showed that a single Dirac cone
appears on the surfaces of Bi2Te3, Bi2Se3, and Sb2Te3. Those
materials are also known as good thermoelectrical materials.
Figure 4(e) shows ZT as a function of T in the LM and VFI
regimes. This figure also shows that ZT > 1 is achieved when
|S | > kB/e; moreover, ZT & 10 in a certain range. The re-
sults show that the increase in ZT correlates with the increase
in |S | as explained above. Our results are also consistent with
the theory on the optimization of ZT by Mahan and Sofo,50
where a narrow peak distribution of conduction electrons in-
creases ZT . In the present case, the pseudogap induces the
narrow peak as shown in the insets of Figs. 4(c) and (d).
In summary, we have investigated electrical and thermo-
electrical properties of the pseudogap Anderson model. In
the undoped case, the conductance is much less than 2e2/h,
whereas the magnitude of the thermopower exceeds kB/e.
In the doped case, the conductance shows a peak structure,
which indicates the transition between the ASC and LM
phases, characterized by the Kondo temperature. The uni-
tary limit of the conductance appears at low temperatures.
When the magnitude of the thermopower exceeds kB/e, the
figure of merit is greater than unity. The QD system in Dirac
fermions therefore displays two distinctive features induced
by the pseudogap, an impurity quantum phase transition, and
excellent thermoelectrical properties.
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