Introduction and statement of the main result
The importance of submodular functions in combinatorial optimization is well known. Several polynomial time algorithms to minimize a submodular function under a matroid constraint are known, we refer the reader to the survey [7] for more information. The maximization of a submodular function under a matroid constraint, and specially, under a cardinality constraint, ν ( ) := max I⊂[ ] |I| (I), is also of great interest. For some submodular functions the latter problem is NP-hard. However, a classical result [9] shows that when is nondecreasing and submodular, the greedy algorithm allows one to compute an approximation ν G ( ) of ν ( ) which satisfies ν G ( ) is submodular. This inequality has arisen in the work of several authors. It goes back to Gantmacher and Kreȋn [5] and Kotelyanskiȋ [8] , see the discussion by Ky Fan [2, 3] . The classical Hadamard-Fischer inequality for the principal minors of nonnegative definite matrices is obtained when I ∩ J = ∅. It is well known that the inequality (1.1) hold also for M-matrices, e.g. [1] . [4, §5] discusses the CUR approximation [6] of nonnegative definite hermitian matrix. The main problem there is to find a good approximation to the maximum of det A[I] on all subsets I of [ ] of cardinality . Assuming that A has increasing principal minors the greedy algorithm is applied to give an estimate for the C UR approximation. It is shown in [4] that if all eigenvalues of A are greater or equal 1 then A has increasing principal minors. The purpose of this note is the following theorem. 
Theorem 1.

