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Abstract. Gaussian graphical models are widely utilized to infer and vi-
sualize networks of dependencies between continuous variables. However, in-
ferring the graph is difficult when the sample size is small compared to the
number of variables. To reduce the number of parameters to estimate in the
model, we propose a non-asymptotic model selection procedure supported by
strong theoretical guarantees based on an oracle type inequality and a mini-
max lower bound. The covariance matrix of the model is approximated by a
block-diagonal matrix. The structure of this matrix is detected by thresholding
the sample covariance matrix, where the threshold is selected using the slope
heuristic. Based on the block-diagonal structure of the covariance matrix, the
estimation problem is divided into several independent problems: subsequently,
the network of dependencies between variables is inferred using the graphical
lasso algorithm in each block. The performance of the procedure is illustrated
on simulated data. An application to a real gene expression dataset with a lim-
ited sample size is also presented: the dimension reduction allows attention to
be objectively focused on interactions among smaller subsets of genes, leading
to a more parsimonious and interpretable modular network.
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2 EMILIE DEVIJVER AND MÉLINA GALLOPIN
1. Introduction
Graphical models [Whi90] have become a popular tool for representing condi-
tional dependencies among variables using a graph. For Gaussian graphical mod-
els (GGMs), the edges of the corresponding graph are the non-zero coefficients of
the inverse covariance matrix. To estimate this matrix in high-dimensional con-
texts, methods based on an `1 penalized log-likelihood have been proposed [MB06,
YL07, BEGd08]. A popular method is the graphical lasso algorithm introduced by
[FHT08]. Gaussian graphical models have many potential applications, such as the
reconstruction of regulatory networks from real omics data [KSI+11, ANW+14].
However, these methods often perform poorly in so-called ultra high-dimensional
contexts [Gir08, Ver12], when the number of observations is much smaller than the
number of variables. A small sample size is a common situation in various appli-
cations, such as in systems biology where the cost of novel sequencing technologies
may limit the number of available observations [FLL11]. In practice, the network
reconstruction problem is facilitated by restricting the analysis to a subset of vari-
ables, based on external knowledge and prior studies of the data [ACM09, YL11].
When no external knowledge is available, only the most variable features are typ-
ically kept in the analysis [GLMZ11, AL13]. Choosing the appropriate subset of
variables to focus on is a key step in reducing the model dimension and the number
of parameters to estimate, but no procedure is clearly established to perform this
selection when the sample size is really low.
In the context of graphical lasso estimation, [WFS11] and [MH12] have noticed
a particular property: the block-diagonal structure of the graphical lasso solution
is totally determined by the block-diagonal structure of the thresholded empirical
covariance matrix. The graphical lasso estimation for a given level of regulariza-
tion λ can be decomposed into two steps. First, the connected components of the
graphical model are detected, based on the absolute value of the sample covariance
matrix thresholded at level λ. Second, the graphical lasso problem is solved in each
connected component independently using the same regularization parameter λ for
each subproblem. This decomposition is of great interest to reduce the number of
parameters to estimate for a fixed level of regularization. It has been exploited for
large-scale problems [ZLR+12] and for joint graphical lasso estimations [DWW14].
[HSDR14] have improved the computational cost of the two-step procedure by using
a quadratic approximation, and have proved the superlinear convergence of their
algorithm. [TWS15] have noticed that the first step, i.e. the detection of connected
components by thresholding, is equivalent to performing a single linkage clustering
on the variables. They have proposed the cluster graphical lasso, using an alterna-
tive to single linkage clustering in the two-step procedure, such as average linkage
clustering. The selection of the cutoff applied to hierarchical clustering in the first
step of the cluster graphical lasso algorithm is performed independently from the
selection of the regularization parameters in the second step of the algorithm. Their
results suggest that the detection of the block diagonal structure of the covariance
matrix prior to network inference in each cluster can improve network inference.
Other authors have recently proposed procedures to detect the block-diagonal struc-
ture of a covariance matrix. [PBT12] provided a method to detect this structure for
high-dimensional supervised classification that is supported by asymptotic guaran-
tees. [HSNP15] proposed tests to perform this detection and derived consistency
for their method when the number of variables and the sample size tend to infinity.
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In this paper, we adapt the two-step procedure proposed by [WFS11] and [MH12] to
infer networks of conditional dependencies between variables. To improve network
inference performance, we decouple the two steps of the procedure, using different
parameters for thresholding the empirical covariance matrix and for estimation
within each connected component of the network, as proposed by [TWS15]. The
main contribution of our work stands in the use of a non-asymptotic criterion to
perform the first step of the two-step procedure, i.e. the detection of the block-
diagonal structure of a covariance matrix. In our procedure, we recast the detection
problem into a model selection problem and aim at choosing the best model among
a collection of multivariate distributions with block-diagonal covariance matrices.
We obtained non-asymptotic theoretical guaranties, based on the control of the risk
of the model selection procedure. These results provide a penalty to select a model.
This penalty is known up to multiplicative constants depending on assumptions
hard to explicitly satisfy in practice. To calibrate these constants in practice, we use
the slope heuristic, originally proposed by [BM01] and detailed in [BMM12]. Unlike
other methods to detect the appropriate block-diagonal covariance matrix [PBT12,
TWS15, HSNP15], our procedure is non-asymptotic and offers strong theoretical
guarantees when the number of observations is limited, which is of great interest
for many real applications. More precisely, we prove that our estimator is adaptive
minimax to the structure of the covariance matrix.
The paper is organized as follows. In Section 2, after providing basic notations and
definitions, the non-asymptotic method to detect the block-diagonal structure of the
GGM is presented, as well as the complete framework to infer network where the
number of observations is limited. Section 3 details theoretical results supporting
our model selection criterion. In particular, an oracle type inequality upper bounds
the risk between the true model and the model selected among the collection of
models, and a minimax lower bound guarantees that the non-asymptotic procedure
has an optimal rate of convergence. Section 4 investigates the numerical perfor-
mance of our method in a simulation study. Section 5 illustrates our procedure on
a real gene expression RNA-seq dataset with a limited sample size. All proofs are
provided in Appendix 1.
2. A method to detect block-diagonal covariance structure
Let y = (y1, . . . ,yn) be a sample in Rp from a multivariate normal distribution
with density φp(0,Σ) where Σj,j = 1 for all j ∈ {1, . . . , p}. Let S be the empirical
covariance matrix associated with the sample y. Our goal is to infer the graph
of conditional dependencies between variables, encoded by the precision matrix
Θ = Σ−1. Since the matrices Σ and Θ have the same block-diagonal structure, we
first seek to detect the optimal block-diagonal structure of the covariance matrix
Σ, i.e. the optimal partition of variables into blocks. We index the variables from 1
to p. We note B = {B1; . . . ; BK} the partition of variables into K blocks where Bk
is the subset of variables in block k, and pk is the number of variables in block k.
The partition describes the block-diagonal structure of the matrix: off the block, all
coefficients of the matrix are zeros. Note that we authorize the permutation inside
blocks: e.g. the partition of 5 variables into blocks {(1, 3, 4); (2, 5)} is equivalent
to the partition {(3, 1, 4); (5, 2)}. We also authorize reordering of the blocks: e.g.
{(1, 3, 4); (2, 5)} is equivalent to {(2, 5); (1, 3, 4)}. We consider the following set of
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multivariate normal densities with block-diagonal covariance matrices:
(1)
FB =

fB = φp(0,ΣB) with ΣB ∈ S++p (R)
∣∣∣∣∣∣∣∣∣∣∣
λm ≤ min(sp(ΣB)) ≤ max(sp(ΣB)) ≤ λM ,
ΣB = Pσ
Σ1 0 00 . . . 0
0 0 ΣK
P−1σ ,
Σk ∈ S++pk (R) for k ∈ {1, . . . ,K}

,
where S++p (R) is the set of positive semidefinite matrices of size p, λm and λM
are real numbers, min(sp(ΣB)),max(sp(ΣB)) are the smallest and highest eigenval-
ues of ΣB and Pσ is a permutation matrix leading to a block-diagonal covariance
matrix.
We consider B the set of all possible partitions of variables. In theory, we would
like to consider the collection of models
F = (FB)B∈B.(2)
However, the set B is large: its size is the Bell number. An exhaustive exploration
of the set B is then not possible even for a moderate number of variables p. We
restrict our attention to the sub-collection:
BΛ = (Bλ)λ∈Λ(3)
of B where Bλ is the partition of variables corresponding to the block-diagonal
structure of the adjacency matrix Eλ = [1{|Sj,j′ |>λ}] 1≤j≤p
1≤j′≤p
, based on the thresh-
olded absolute value of the sample covariance matrix S. Recall that [MH12] have
proved that the class of block-diagonal structures BΛ detected by thresholding of
the sample covariance is the same class of block-diagonal structures detected by the
graphical lasso algorithm when the regularization parameter varies, which supports
the fact that we restrict our attention to this specific sub-collection. Note that the
data is scaled if needed so that the set of thresholds Λ ⊂ [0, 1] covers all possible
partitions derived from Eλ.
Once we have constructed the collection of models FΛ = (FB)B∈BΛ , we select a
model among this collection using the following model selection criterion:
Bˆ = argmin
B∈BΛ
{
− 1
n
n∑
i=1
log(fˆB(yi)) + pen(B)
}
,
where pen(B) is a penalty term to define and fˆB = φp(0, ΣˆB) where ΣˆB is the
maximum likelihood estimator of ΣB. The matrix ΣˆB is constructed block by block,
using the sample covariance matrix of the dataset restricted to variables in each
block.
The penalty term pen(B) is based on non-asymptotic model selection proper-
ties, as detailed in Section 3: pen(B) = κDBn + κ˜
DB
n log
(
p(p−1)
DB
)
where DB =∑K
k=1 pk(pk − 1)/2 is the dimension of the model FB and κ, κ˜ are two constants
depending on absolute constants and on the bounds λm and λM . In practice, we
consider a simpler version of the penalty term:
(4) pen(B) = κ
DB
n
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where κ is a constant depending on absolute constants and on the bounds λm
and λM . Such simplification has already been proposed by [Leb05]. The extra term
DB
n log
(
p(p−1)
DB
)
is useful to overpenalize the collection of models when it contains
many models with the same sizes. The simplification of the penalty term (4) is
reasonable for moderate number of variables.
Subsequently, we note that the bounds λm and λM are non-tractable. For this rea-
son, we prefer to calibrate the constant κ in (4) from the data. This calibration is
based on the slope heuristic, originally proposed and proved in the context of het-
eroscedastic regression with fixed design [BM07, BGH09], and for homoscedastic
regression with fixed design [AM09]. In other contexts, the slope heuristic has been
used and have proven to be effective for multiple change point detection [Leb05],
for variable selection in mixture models [MM11], for choosing the number of com-
ponents in Poisson mixture models [RMRMMC15] or for selecting the number of
components in discriminative functional mixture models [BCJ15].
[BMM12] have provided practical tools to calibrate the coefficient κ in (4) based
on the slope heuristic developed by [BM07]. We describe these tools in Section 4.
Note that the detection of the optimal B is easy to implement in practice and does
not rely on heavy computation such as cross-validation techniques.
Once we have detected the optimal block-diagonal structure of the GGM, net-
work inference is performed independently in each block using the graphical lasso
[FHT08].
We summarize the method proposed to infer network in high-dimensional context.
(a) (Block-diagonal covariance structure detection) Select the modularity struc-
ture of the network.
(1) Compute the sample covariance matrix S.
(2) Construct the sub-collection of partitions BΛ = (Bλ)λ∈Λ, where Λ is a
set of thresholds, more precisely the set of values taken by the sample
covariance matrix S in absolute value. Each partition corresponds to
the block-diagonal structure of the matrix Eλ = [1{|Sj,j′ |>λ}] 1≤j≤p
1≤j′≤p
.
(3) For each partition B ∈ BΛ, compute the corresponding maximum log-
likelihood of the model.
(4) Based on the log-likelihood associated to each partition B in BΛ, cal-
ibrate the penalty in equation (4) to select the partition Bˆ using the
slope heuristic.
(b) (Network inference in each module) For each group of variables in the se-
lected partition Bˆ, infer the network using the graphical lasso introduced
by [FHT08]. The choice of the regularization parameter for the graphical
lasso algorithm is performed independently in each module.
3. Theoretical results for non-asymptotic model selection
The model selection procedure presented in Section 2 is justified by theoretical
results. We obtain bounds on the risk between the selected density and the true
one, which prove that we select a good block-diagonal structure. More precisely, we
aim at selecting, among B, the optimal partition B?. First, for each model indexed
by B, we consider the density fˆB = φp(0, ΣˆB) where ΣˆB is the maximum likelihood
estimator of ΣB. Among all B ∈ BΛ, we want to select the density fˆB which is the
closest one to the true distribution f?. To measure the distance between the two
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densities, we define the risk:
RB(f
?) = E(d2(f?, fˆB)),
where d is a distance between two densities. Ideally, we would like to select the
partition B that minimizes the risk RB(f?): this partition is called the oracle.
Unfortunately, it is not reachable in practice because the true density f? is unknown.
However, we will prove that we do almost as well as the oracle, i.e. we select a model
for which the risk of the procedure is upper bounded by the oracle risk, up to a
constant.
Before stating the theorem, we recall the definition of the Hellinger distance be-
tween two densities f and g defined on Rp, d2H(f, g) = 12
∫
Rp(
√
f(x)−√g(x))2dx,
and the Kullback-Leibler divergence between two densities f and g defined on Rp,
KL(f, g) =
∫
Rp log
(
f(x)
g(x)
)
f(x)dx.
Theorem 3.1. Let y = (y1, . . . ,yn) be the observations, arising from a density f?.
Consider the collection of models F defined in (2). We denote by fˆB the maximum
likelihood estimator for the model FB. Let BΛ ⊂ B as defined in (3).
Let τ > 0, and for all B ∈ B, let fB ∈ FB such that:
KL(f?, fB) ≤ 2 inf
f∈FB
KL(f?, f);
fB ≥ exp (−τ) f?.(5)
Then, there exists some absolute constants κ and Coracle such that whenever
pen(B) ≥ κDB
n
[
2c2 + log
(
p4
DB(
DB
n c
2 ∧ 1)
)]
for every B ∈ B, with c = √pi +
√
log(3
√
3λMλm ), the random variable Bˆ ∈ BΛ such
that
Bˆ = argmin
B∈BΛ
{
− 1
n
n∑
i=1
log(fˆB(yi)) + pen(B)
}
(6)
exists and, moreover, whatever the true density f?,
E(d2H(f?, fˆBˆ)) ≤ CoracleE
[
inf
B∈BΛ
(
inf
f∈FB
KL(f?, f) + pen(B)
)]
+
1 ∨ τ
n
p log(p).
(7)
The proof is presented in Supplementary Material A. This theorem is deduced
from an adaptation of a general model selection theorem for maximum likelihood
estimator developed by [Mas07]. This adaptation allows to focus on a random sub-
collection of the whole collection of models and is also proved in Supplementary
Material A. To use this theorem, the main assumptions to satisfy are the control
of the bracketing entropy of each model in the whole collection of models and the
construction of weights for each model to control the complexity of the collection of
models. To compute the weights, we use combinatorics arguments. The control of
the bracketing entropy is a classical tool to bound the Hellinger risk of the maximum
likelihood estimator, and has already been done for Gaussian densities in [GW00]
and [MM11].
The assumption on the true density f? (5) is done because we consider a random
subcollection of models FΛ from the whole collection of models F . Thanks to this
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assumption, we use the Bernstein inequality to control the additional randomness.
The parameter τ depends on the true unknown density f? and cannot be explicitly
determined for this reason. We could do some hypothesis on the true density f?
to be able to explicit τ but we choose not to do it: e.g. under the assumption that
the Kullback-Leibler divergence and the Hellinger distance are equivalent, we can
explicitly determine τ . Note that the parameter τ only appears in the rest term
r = 1∨τn p log(p) and not on the penalty term pen(B). Therefore, we do not need to
explicit τ to select a model. Technical details are discussed in Section B.4. of the
Supplementary Material A.
We remark that the Hellinger risk is upper bounded by the Kullback-Leibler diver-
gence in (7). For this reason, the result (7) is not exactly an oracle inequality and is
called an oracle type inequality. However, the use of the Kullback-Leibler divergence
and the Hellinger distance is common for model selection theorem for Maximum
Likelihood Estimator: e.g. Theorem 7.11 in [Mas07]. Moreover, the Kullback-Leibler
divergence is comparable to the Hellinger distance under some assumptions. Under
these assumptions, the result (7) is exactly an oracle inequality.
The collection of models (2) is defined such that covariance matrices have bounded
eigenvalues. These bounds are useful to control the complexity of each model by
constructing a discretization of this space. Every constant involved in (7) depends
on these bounds. This assumption is common in non-asymptotic model selection
framework. However, the bounds are not tractable in practice. They are calibrated
in practice based on the data using the slope heuristic, as discussed in Section 4.
To complete this analysis, we provide a second theoretical guarantee. In contrast
with [Leb05, MM11], we strengthen the oracle type inequality using a minimax
lower bound for the risk between the true model and the model selected. Note that
in Gaussian Graphical Models, lower bounds have already been obtained in other
contexts [BL08, CZZ10].
In Theorem 3.1, we have proved that we select a model as good as the oracle model
in a density estimation framework. However, the bound has two extra terms: the
penalty term pen(B) and the rest r. The two terms give the rate of the estimator.
Based on Theorem 3.1 only, we do not know if the rate is as good as possible. The
following theorem lower bounds the risk by a rate with the same form as the upper
bound (seen as a function of n, p and DB), which guarantees that we obtain an
optimal rate.
Theorem 3.2. Let B ∈ B. Consider the model FB defined in (1), and DB its
dimension. Then, if we denote Cminim = e4(2e+1)2(8+log(λM/λm)) , for any estimator
fˆB of f? one has
sup
f?∈FB
E(d2H(fˆB, f?)) ≥ Cminim
DB
n
(
1 + log
(
2λMp(p− 1)
DB
))
.(8)
This theorem is proved in Supplementary Material A Section C. To obtain this
lower bound, we use Birgé’s lemma [Bir05] in conjunction with a discretization of
each model, already constructed to obtain the oracle type inequality.
To state Theorem 3.2, we assume that the parameters of the models in the collection
(2) are bounded, which is not a strong assumption. The constant involved is explicit.
Thanks to Theorems 3.1 and 3.2, we upper bound and lower bound the Hellinger
risk. The two bounds can be compared if we neglect the Kullback-Leibler term (the
bias term) and the rest r. These terms are small if the collection of models is well
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constructed, i.e if the true density of the data is not too far from the constructed
collection of models. E.g., if the true model belongs to the collection of models, the
two terms equal zero. Thanks to Theorem 3.2, we say that the estimator satisfying
(6) is minimax to B ∈ B. Moreover, the lower bound is obtained for a fixed B ∈
B, and the rate we obtain is minimax. We deduce that the performance of the
procedure is as good as if we knew the structure. Consequently, our procedure is
adaptive minimax, which is a strong theoretical result.
Note that the model selection procedure is optimized for density estimation and not
for edge selection: the Hellinger distance and Kullback-Leibler divergence measure
the differences between two densities from an estimation point of view. In contrast,
network inference focuses on edge selection. However, we point out that the model
selection procedure is only proposed in a specific context (n small), as a preliminary
step (step A detailed in Section 2) prior to edge selection (step B). Although this
preliminary step (step A) is not optimized for edge selection, it improves the network
inference procedure as illustrated in simulated data (Section 4).
To conclude, let recall that these results are non-asymptotic, which means that they
hold for a fixed sample size n, which is particularly relevant in a context where the
number of observations n is limited. The results are consistent with the point of
view adopted in this work.
4. Simulation study
In this section, we compare the performance of the proposed method described
in Section 2 with the Cluster Graphical Lasso [TWS15] and the Graphical Lasso
[FHT08]. We first compare the performance of the block-diagonal covariance struc-
ture detection, i.e. step A of the proposed method (Subsection 4.1), and then, com-
pare the performance of the complete network inference methods (Subsection 4.2).
We simulate n observations from a p−multivariate normal distribution with a null
mean and a block-diagonal covariance matrix ΣB as defined in Section 2. We fix the
number of variables p = 100, the sample size n = 70 and the partition on variable
B? with K? = 15 blocks of approximately equal sizes. For each block indexed by k,
we design the Σk matrix as done in [GHV12]: Σk = TT t +D where T is a random
lower triangular matrix with values drawn from a uniform distribution between -1
and 1, and D is a diagonal matrix designed to prevent Σk from having eigenvalues
that are too small.
The Graphical Lasso is implemented in the R package glasso, version 1.7 [FHT08].
The Cluster Graphical Lasso is based on a hierarchical clustering implemented in
the R package stats. To detect the partition of variables (step A(2) in Section 2), we
find the connected components of the graph associated with the adjacency matrix
Eλ = [1{|Sj,j′ |>λ}] 1≤j≤p
1≤j′≤p
using a simple breadth-first search implemented in the R
package igraph [CN06]. The computation of the log-likelihood of each model (step
A(3) in Section 2) is based on the R package mvtnorm implementing a Cholesky
decomposition [GB09]. To calibrate the penalty in its simplified version (4) (step
A(4) in Section 2), we use the R package capushe implementing the slope heuristic
[BMM12]. The complete procedure has been implemented in an R package shock
available as Supplementary Material: the package shock.
The practical aspects of the slope heuristic are detailed in [BMM12]: there are two
methods to calibrate the penalty coefficient in (4). One calibration method is the
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Slope Heuristic Dimension Jump (SHDJ): the optimal coefficient κopt is approxi-
mated by twice the minimal coefficient κmin, where κmin corresponds to the largest
dimension jump on the graph representing the model dimension as a function of the
coefficient κ. Another method is the Slope Heuristic Robust Regression (SHRR): the
coefficient κopt is approximated by twice κmin, where κmin corresponds to the slope
of a robust regression performed between the log-likehood and the model dimension
for complex models. The two methods are derived from the same heuristic and they
offer two different visual checks of the adequacy of the model selection procedure
to the data. They should select the same model. Note the calibration of the more
complex version of the penalty is proposed and tested in Supplementary Material
B. The source code of the R package and the code to reproduce the simulation
experiments are provided in Supplementary Materials 1, 2 and 3.
4.1. Block-diagonal covariance structure detection. First, we investigate the
ability to recover the simulated partition of variables B? based on the step A of the
procedure described in Section 2. Illustrations of the calibration of the penalty coef-
ficient κ are presented in Figure 1 for one simulated dataset. The code to reproduce
the simulation experiment is provided in Supplementary Material 1: Figures 1. The
largest dimension jump is easily detected on the graph representing the dimension
of the model as a function of the κ coefficient (Figure 1 left). Likewise, we observe
a linear tendency between the log-likehood and the model dimension for complex
models (Figure 1 right) and easily fit a linear regression. Both calibration methods
yield the same results.
In addition, we compare the partition selection methods with an average linkage
hierarchical clustering with K = K? as proposed in the cluster graphical lasso
[TWS15]. Figure 2 displays the Adjusted Rand Index (ARI) computed over 100
replicated datasets. The ARI measures the similarity between the inferred clustering
and the simulated clustering [HA85]. The ARI equals 1 if the two partitions match.
The code to reproduce the simulation experiment is provided in Supplementary
Material 2: Figures 2 and 3. Despite the fact that the partition with the hierarchical
clustering takes as an input parameter the true number of clusters (K = K?), the
ARI for the hierarchical clustering is lower than the ARI for the two slope heuristic
based methods (SHRR and SHDJ) which do not need to specify the number of
clusters K in advance.
4.2. Downstream network inference performance. To illustrate the potential
advantages of prior block-diagonal covariance structure detection, we compare the
following strategies for network inference over 100 replicated datasets:
1. Glasso:: We perform network inference using the graphical lasso on all
variables, with regularization parameter ρ chosen using the following BICnet
criterion:
(9) BICnet(ρ) =
n
2
(
log det Θˆ(ρ) − trace
(
SΘˆ(ρ)
))
− log(n)
2
dfΘˆ(ρ);
where Θˆ(ρ) the solution of the graphical lasso with regularization parameter
ρ, S is the sample covariance matrix, and df the degree of freedom.
2. CGL:: We perform network inference using the cluster graphical lasso pro-
posed in [TWS15]. First, the partition of variables is detected using an av-
erage linkage hierarchical clustering withK = K? clusters. Note that we set
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Figure 1. Calibration of the κ coefficient on a dataset simulated
under a multivariate normal distribution with a block-diagonal co-
variance matrix ΣB with K? = 15 blocks, p = 100, n = 70. Cal-
ibration by dimension jump (left): the dimension of the model is
represented as a function of the κ coefficient. Based on the slope
heuristic, the largest jump (dotted line) corresponds to the minimal
coefficient κmin. The optimal penalty (cross) is twice the minimal
penalty. Calibration by robust regression (right): the log-likehood
of the model is represented as a function of the model dimension.
Based on the slope heuristic, the slope of the regression (line)
between the log-likehood and the model dimension for complex
models corresponds to the minimal coefficient κmin. The optimal
penalty is twice the minimal penalty.
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Figure 2. ARI between the simulated partition and the partitions
selected by slope heuristic dimension jump (SHDJ), slope heuristic
robust regression (SHRR) and by average hierarchical clustering
with K = K? clusters. The ARI are computed over 100 replicated
datasets simulated under a multivariate normal distribution with
block-diagonal covariance matrix with K = 15 blocks, p = 100
variables and n = 70 observations.
the number of clusters to the true number K?. Subsequently, the regular-
ization parameters in each graphical lasso problem ρ1, . . . , ρK? are chosen
from Corollary 3 of [TWS15]: the inferred network in each block must be
as sparse as possible while still remaining a single connected component.
3. Inference on partitions based on model selection:: First, we detect
the partition using the two variants of our non-asymptotic model selection
(SHRR ou SHDJ).
(a) SHRR:: The partition BˆSHRR is selected using the Slope Heuristic
Robust Regression.
(b) SHDJ:: The partition BˆSHDJ is detected using the Slope Heuristic
Dimension Jump.
Subsequently, the regularization parameters ρ1, . . . , ρKˆ in each graphical
lasso problem are chosen using the BICnet criterion:
(10) BICnet(ρk) =
n
2
(
log det Θˆ(ρk) − trace
(
S|kΘˆ(ρk)
))
− log(n)
2
dfΘˆ(ρk),
where Θˆ(ρk) is the solution of the graphical lasso problem restricted to
the variables in block k, S|k is the sample covariance matrix on variables
belonging to the block k and df the corresponding degree of freedom.
4. Inference on the true partition of variables (truePart):: First, we set
the partition of variables to the true partition B?. Then, the regularization
parameters in each graphical lasso problem ρ1, . . . , ρK? are chosen using
the BICnet criterion (10).
We compare the performance of the five methods using the sensitivity (Sensitivity =
TP/(TP + FN )), the specificity (Specificity = TN /(TN + FP)) and the False
12 EMILIE DEVIJVER AND MÉLINA GALLOPIN
Discovery Rate (FDR) (FDR = FP/(TP + FP )) where TN, TP, FN,FP are re-
spectively the number of true negative, true positive, false negative, false positive
dependencies detected. A network inference procedure is a compromise between
sensitivity and specificity: we are looking for a high sensitivity, which measures the
proportion of dependencies (presence of edges) that are correctly identified, and a
high specificity, which measures the proportion of independencies (absence of edges)
that are correctly identified. The False Discovery Rate is the proportion of depen-
dencies wrongly detected. The value of sensitivity, specificity and False Discovery
Rate are computed over 100 replicated datasets as illustrated in Figure 3. The code
to reproduce the simulation experiment is provided in Supplementary Material 2:
Figures 2 and 3. As expected, the true partition strategy (truePart) performs the
best: based on the true partition of variables, the network inference problem is eas-
ier because we solve problems of smaller dimension. The proposed strategies, based
on the SHRR and SHDJ partitions, improve network inference compared to a sim-
ple graphical lasso on the set of all variables (glasso) or compared to the cluster
graphical lasso (CGL).
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Figure 3. Performance of network inference methods (glasso:
graphical lasso on the set of all variables, CGL: cluster graphical
lasso, BIC: network inference based on the partition of variables
BˆBIC, SSHR: network inference based on the partition of variables
BˆSHRR, SHDJ: network inference based on the partition of vari-
ables BˆSHDJ and truePart: network inference based on the parti-
tion of variables B?) measured by the sensitivity, the specificity
and the False Discovery Rate (FDR) of the inferred graph over
100 replicated datasets simulated under a p−multivariate normal
distribution with a null mean 0 and a block-diagonal covariance
matrix ΣB? with p = 100, K = 15, n = 70 and clusters of approx-
imately equal sizes.
5. Real data analysis
Pickrell et al. analyzed transcriptome expression variation from 69 lymphoblastoid
cell lines derived from unrelated Nigerian individuals [Pic10]. The expression of
52580 genes across 69 observations was measured using RNA-seq. The data is ex-
tracted from the Recount database [FLL11]. After filtering weakly expressed genes
using the HTSFilter package [RGCJ13], we identified the 200 most variable genes
among the 9191 remaining genes, and restrict our attention to this set of genes
for the following network inference analysis. The code to reproduce the analysis is
provided in Supplementary Material 3.
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First, we select the partition Bˆ using model selection as described in equation (4).
The log-likelihood increases with the number of parameters to be estimated in the
model as displayed in Figure 4. We notice a linear tendency in the relationship
between the log-likelihood and the model dimension for complex models (points
corresponding to a model dimension higher than 500). This suggests that the use
of the slope heuristic is appropriate for selecting a partition Bˆ. The model selected
by SHDJ and by SHRR described in Section 2 are the same. The number of blocks
detected is KˆSH = 150 and the corresponding model dimension is DBˆSH = 283. The
partition BˆSH yields 4 blocks of size 18, 13, 8 and 5, 4 blocks of size 3, 2 blocks of
size 2 and 140 blocks of size 1. The partition selected by the slope heuristic offers
a drastic reduction of the number of parameters to infer, as compared with the
graphical lasso performed on the full set of variables, which corresponds to a total
of D = 19900 parameters to estimate.
The networks within each cluster of variables are inferred using the graphical lasso
algorithm of Friedman [FHT08] implemented in the glasso package, version 1.7.
The regularization parameter for the graphical lasso on the set of all variables is
chosen using the BICnet criterion (9). The model inferred based on partition BˆSH
is more parsimonious and easier to interpret than the model inferred on the full
set of variables. An illustration of inferred networks in the four largest connected
components of the partition BˆSH are displayed on Figure 5. These four networks
might be good candidates for further study.
6. Discussion
In this paper, we propose a non-asymptotic procedure to detect a block diago-
nal structure for covariance matrices in GGMs. Our non-asymptotic approach is
supported by theoretical results: an oracle type inequality ensures that the model
selected based on a penalized criterion is close to the oracle, i.e. the best model
among our family. Moreover, we obtain a minimax lower bound of the risk between
the true model and the model selected among the collection of models, which en-
sures that the model selection procedure is optimal, i.e. adaptive minimax to the
block-structure.
The method we propose is easy to implement in practice and fast to compute. The
calibration of the κ coefficient by robust regression and dimension jump encoun-
ters no particular difficulty. Moreover, graphical representations of the two slope
heuristic calibration methods allow to visualize the calibration performance.
Note that our non-asymptotic results hold for a fixed number of sample, which is a
typical case in many real applications. Although GGMs are widely used in practice,
limited sample sizes typically force the user to restrict the number of variables.
Usually, this restriction is performed manually based on prior knowledge on the
role of variables. Here, our procedure allows to select relevant subsets of variables
based on a data-driven criterion. This procedure is of great practical interest to
estimate parameters in GGMs when the sample size is small. We apply it on a
high-throughput genomic dataset but the procedure may be useful for other types
of data with low sample size (e.g., neuroscience, sociology).
7. Appendix: Theoretical proofs
In this Supplementary Material A, we give details about the proofs of the theoretical
results presented in the paper.
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Figure 4. Calibration of the κ coefficient on the 200 most variable
genes extracted from the [Pic10] dataset. Calibration by robust
regression (left) and by dimension jump (right). In both cases, the
optimal penalty is twice the minimal penalty.
First, we recall the collection of models as defined in the article. In Section 7.1, we
describe a discretization of the collection of models, which is useful to prove the
oracle type inequality and the lower bound. In Section 7.2, we prove the oracle type
inequality. In Section 7.3, we prove the minimax lower bound using Birgé’s lemma.
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Figure 5. Networks inferred on the four largest components de-
tected by slope heuristic. Regularization parameters in each set
of variables are chosen using the BICnet criterion (10). Numbers
indicate gene labels.
We recall the main notations as defined in the article. Let (y1, . . . ,yn) be a sample
of Rp of size n. We consider the following collection of models, for B ∈ B the
partition of variables into K blocks,
FB = {fB = φp(0,ΣB) with ΣB ∈ SB} ,(11)
SB =

ΣB ∈ S++p (R)
∣∣∣∣∣∣∣∣∣∣∣
λm ≤ min(sp(ΣB)) ≤ max(sp(ΣB)) ≤ λM ,
ΣB = Pσ
Σ1 0 00 . . . 0
0 0 ΣK
P−1σ ,
Σk ∈ S++pk (R) for k ∈ {1, . . . ,K}

,(12)
where S++p (R) is the set of positive semidefinite matrices, λm and λM are real
numbers, min(sp(ΣB)),max(sp(ΣB)) are the smallest and highest eigenvalues of
ΣB and Pσ is a permutation matrix. We also note em and eM the smallest and the
largest values of ΣB (remark that em and eM could be bounded by λM , but we use
the notations em and eM to simplify the reading).
7.1. Model collection and discretization. The aim of this section is to dis-
cretized the set SB. Our theoretical results rely on combinatorial arguments, such
as an assumption on the bracketing entropy for the oracle type inequality and the
Birgé’s lemma for the lower bound. Then, we develop in this section in details the
discretization used later on.
We distinguish between low- and high-dimensional models. For low-dimensional
models, we construct a thiner discretization, whereas in the high-dimensional mod-
els, the densities are closer and the situation is more complicate.
7.1.1. Discretization of the set of adjacency matrices for low-dimensional models.
We denote by Adj(A) the adjacency matrix associated to a covariance matrix A.
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Let B = (B1, . . . ,BK) ∈ B. For a given matrix ΣB ∈ SB, we may identify a
corresponding adjacency matrix AB = Adj(ΣB). This matrix of size p2 could be
summarized by the vector of concatenated upper triangular vectors. Then, we con-
struct a discrete space for {0, 1}p(p−1)/2 which is in bijection with
AB = {AB ∈ Sp({0, 1})|∃ΣB ∈ SB s.t. Adj(ΣB) = AB} .
First, we focus on the set {0, 1}p(p−1)/2.
Lemma 7.1. Let {0, 1}p(p−1)/2 be equipped with Hamming distance δ. Let {0, 1}p(p−1)/2B
be the subset of {0, 1}p(p−1)/2 of vectors for which the corresponding graph has struc-
ture B.
For every α ∈ (0, 1), let β ∈ (0, 1) such that DB ≤ αβp(p−1)/2. There exists some
subset R(α) of {0, 1}p(p−1)/2B with the following properties:
δ(r, r
′
) > 2(1− α)DB for every (r, r′) ∈ R(α)2 with r 6= r′ ;(13)
log |R(α)| ≥ ρDB log p(p− 1)
2DB
− p
(
1
2
+ log(p)
)
;(14)
where ρ = −α(− log(β) + β − 1)/ log(αβ) and DB =
∑
1≤k≤K pk(pk − 1)/2.
Proof. Let R be a maximal subset of {0, 1}p(p−1)/2B satisfying property (13). Then
the closed balls with radius  whose belongs to R cover {0, 1}p(p−1)/2B . We remark
that x 7→ PσxP−1σ is a group action, isometric and transitive on {0, 1}p(p−1)/2B .
Hence,
|{0, 1}p(p−1)/2B | ≤
∑
x∈R
|B{0,1}p(p−1)/2B (x, )| = |R||B{0,1}p(p−1)/2B (x
0, )|
for every x0 ∈ R, where BA(x, r) = {y ∈ A|δ(x, y) ≤ r}.
Our proof is similar to the proof of Lemma 4.10 in [Mas07]. We consider:
[{0, 1}p(p−1)/2]D =
{
x ∈ {0, 1}p(p−1)/2|δ(0, x) = D
}
.
Let x0 ∈ R. Let α ∈ (0, 1), β ∈ (0, 1) such that D ≤ αβp(p− 1)/2. Due to [Mas07],
we prove that
|B[{0,1}p(p−1)/2]D (x0, 2(1− α)D)| ≤
exp (−ρD log(p(p− 1)/2D))(
p(p− 1)/2
D
) .
with ρ = −α(− log(β) + β − 1)/ log(αβ). It relies on exponential hypergeometric
tail bounds.
Nevertheless, as {0, 1}p(p−1)/2B ⊂ [{0, 1}p(p−1)/2]DB , for DB =
∑K
k=1 pk(pk − 1)/2,
|{0, 1}p(p−1)/2B | ≤ |R|
exp (−ρDB log(p(p− 1)/2DB))(
p(p− 1)/2
DB
) .
As
|{0, 1}p(p−1)/2B | ≥ 1
and (
p(p− 1)/2
DB
)
≥ 1,
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we get
|R(α)| ≥ exp (ρDB log(p(p− 1)/2DB)) .

7.1.2. Discretization of the set of covariance matrices for low-dimensional models.
In this section, we use Lemma 7.1 to deduce a discretization of the set of covariance
matrices for low-dimensional models.
Proposition 1. Let α ∈ (0, 1) and β ∈ (0, 1) such that DB ≤ αβp(p − 1)/2.
Let R(α) as constructed in Lemma 7.1, and its equivalent AdiscB (α) for adjacency
matrices. Let  > 0. Let:
SdiscB (, α) =
{
Σ ∈ S++p (R)|Adj(Σ) ∈ AdiscB (α),Σi,j = σi,j, σi,j ∈
[−λM

,
λM

]
∩ Z
}
.
Then,
||Σ−Σ′||22 ≥ 2(1− α)DB ∧  for every (Σ,Σ′) ∈ (SdiscB (, α))2 with Σ 6= Σ′;
log |SdiscB (, α)| ≥ ρDB log
(⌊
2λM

⌋
p(p− 1)
2DB
)
.
Proof. Let (Σ,Σ′) ∈ (SdiscB (, α))2 with Σ 6= Σ′. If Σ and Σ′ are close, either they
have the same adjacency matrix and they differ only on a coefficient or they differ
in their adjacency matrices. In the first case, ||Σ − Σ′||22 ≥ . In the second case,
||Σ−Σ′||22 ≥ 2(1− α)DB. Then,
||Σ−Σ′||22 ≥ 2(1− α)DB ∧ ,
this minimum depending on α and .

Corollary 1. If DB ≤ p(p − 1)/8, let R(3/4) as constructed in Lemma 7.1, and
its equivalent AdiscB (3/4) for adjacency matrices. Let  > 0, and
S˜discB () =
{
Σ ∈ S++p (R)|Adj(Σ) ∈ AdiscB (3/4),Σi,j = σi,j, σi,j ∈
[−λM

,
λM

]
∩ Z
}
.
Then,
||Σ−Σ′||22 ≥
1
2
DB ∧  for every (Σ,Σ′) ∈ (S˜discB ())2 with Σ 6= Σ′
log |S˜discB ()| ≥ ρDB log
(⌊
2λM

⌋
p(p− 1)
2DB
)
− p
(
1
2
+ log(p)
)
.
with ρ ≥ 0.233.
7.1.3. Discretization of the set of covariance matrices for high-dimensional models.
In this section, we deal with high-dimensional models. The following lemma and its
proof could be found in [Mas07], Lemma 4.7.
Lemma 7.2 (Varshamov-Gilbert). Let {0, 1}DB be equipped with Hamming dis-
tance δ. Given α ∈ (0, 1), there exists some subset Θ(α) of {0, 1}DB with the fol-
lowing properties:
δ(r, r′) > (1− α)DB
2
for every (r, r′) ∈ Θ(α)2 with r 6= r′
log |Θ(α)| ≥ ρDB
2
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where ρ = (1 + α) log(1 + α) + (1− α) log(1− α).
We deduce a discretization of the set of covariance matrices for high-dimensional
models.
Proposition 2. If DB ≥ p(p− 1)/8, let Θ(1/2) as constructed in Lemma 7.2, and
its equivalent Aˇdisc(1/2) for adjacency matrices. Let  > 0, and let
SˇdiscB () =
{
Σ ∈ S++p (R)|Adj(Σ) ∈ Aˇdisc(1/2),Σi,j = σi,j, σi,j ∈
[−λM

,
λM

]
∩ Z
}
.
Then,
||Σ−Σ′||22 ≥
1
2
DB ∧  for every (Σ,Σ′) ∈ (SˇdiscB ())2 with Σ 6= Σ′
log |SˇdiscB ()| ≥
DB
4
log
(⌊
2λM

⌋)
.
Proof. As {0, 1}DB ⊂ {0, 1}p(p−1)/2D , we use the Varshamov-Gilbert’s lemma. With
α = 1/2, ρ > 1/4, and by arguments similar to what we did before, it leads to the
Proposition 2. 
7.2. Oracle inequality: proof of Theorem 3.1. Our oracle type inequality,
Theorem 3.1, is deduced from a general model selection theorem for MLE. We state
this theorem and its proof in Section 7.2.1, which is a generalization of Theorem
7.11 in [Mas07] for considering a random subcollection of a collection of models.
Remark that this theorem could be useful in other applications, and is valid for
other collections of models.
Then, in Section 7.2.2, Section 7.2.3, Section 7.2.4, Section 7.2.5, we prove the
several assumptions for our specific collection of models and deduce the oracle type
inequality.
7.2.1. Model selection theorem for MLE among a random sub-collection. Let (Fm)m∈M
be a deterministic collection at most countable of models. We introduce the entropy
with bracketing of the set S. Recall that it is defined, for every positive , as the
logarithm of the minimal number of brackets with dH diameter not larger than 
which are needed to cover S and is denoted by H[.](, S,dH).
In order to avoid measurability problems, we shall consider the following separabil-
ity condition on the models.
Assumption 1. For every m ∈ M, there exists some countable subset F ′m of Fm
and a set Y dense in Rp such that for every f ∈ Fm, there exists some sequence
(fk)k≥1 of elements of F ′m such that for every y ∈ Y, log(fk(y)) tends to log(f(y))
as k tends to infinity.
Theorem 7.3. Let f? be an unknown density to be estimated from a sample of
size n (y1, . . . ,yn). Consider {Fm}m∈M some at most countable deterministic col-
lection of models where for each m ∈ M, the elements of Fm are assumed to be
probability densities and Fm fulfills Assumption 1. Let {wm}m∈M be some family
of nonnegative numbers such that:∑
m∈M
exp(−wm) = Ω <∞.(15)
We assume that for every m ∈M, √H[.](, Fm,dH) is integrable in 0.
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Moreover, for every m ∈ M, we assume that there exists ψm on R+ such that ψm
is nondecreasing, ξ 7→ ψm(ξ)/ξ is nonincreasing on (0,+∞), and for every ξ ∈ R+,
for every g ∈ Fm, denoting by Fm(g, ξ) = {f ∈ Fm,dH(f, g) ≤ ξ},∫ ξ
0
√
H[.](,
√
Fm(g, ξ),dH)d ≤ ψm(ξ).(16)
Let ξm be the unique positive solution of the equation ψm(ξm) =
√
nξ2m.
Let τ > 0, and for every m ∈M, let fm ∈ Fm such that:
KL(f?, fm) ≤ 2 inf
f∈Fm
KL(f?, f);
fm ≥ exp (−τ) f?.(17)
Introduce {Fm}m∈M˜ some random sub-collection of {Fm}m∈M.
Let η ≥ 0. We consider the collection of η-maximum likelihood estimators {fˆm}m∈M˜.
Let pen :M→ R+, and let η′ ≥ 0. We consider the η′ minimizer of the penalized
criterion
crit(m) = − 1
n
n∑
i=1
log(fˆm(yi)) + pen(m).
Then, there exists some absolute constants κ and Coracle such that wherever
pen(m) ≥ κ
(
ξ2m + (1 ∨ τ)
wm
n
)
for every m ∈M, some random variable mˆ ∈ M˜ such that
crit(mˆ) ≤ inf
m∈M˜
crit(m) + η
′
exists and moreover, whatever the true density f?,
E(d2H(f?, fˆmˆ)) ≤ CoracleE
(
inf
m∈M˜
inf
f∈Fm
KL(f?, f) + pen(m)
)
+ (1 ∨ τ)Ω
2
n
+ η + η
′
.
This theorem is a generalization of Theorem 7.11 in [Mas07] to a random subcol-
lection of the whole collection of models. As the proof is adapted from the proof of
this theorem, we detail here only differences and we refer the interested reader to
[Mas07].
Proof. We denote by γn the empirical process and by γ¯n the centered empirical
process. Following the proof of the Massart’s theorem, easy computations lead to:
2 KL
(
f,
f + fˆm′
2
)
≤ KL(f, fm) + pen(m)− pen(m′) + 2(γ¯n(gm)− γ¯n(sˆm′))
where
gm = −1
2
log
(
fm
f
)
and sˆm = − log
(
f + fˆm
2f
)
form ∈ M˜ andm′ ∈ M˜(m) =
{
m′ ∈ M˜, γn(fˆm′) + pen(m′) ≤ γn(fˆm) + pen(m)
}
.
To bound γ¯n(sˆm′), we use Massart’s arguments. The main difference stands in the
control of γ¯n(gm). As M˜ ⊂ M is a random subcollection of models, E(γ¯n(gm)) 6=
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0. Nevertheless, thanks to Bernstein inequality, which we may use thanks to the
inequality (17), we obtain that, for all u > 0, with probability smaller than exp(−u),
γn(gm) ≤
√
1
n
ατ (1 ∨ τ) KL(f, fm)u+ τ
2n
u,
where ατ is a constant depending on τ . Then, choosing u = wm for all m ∈ M,
where wm is defined in (15), some fastidious but straightforward computations
similar to those of Massart’s lead to Theorem 7.3. 
This extension has already been obtained by [MMR12]. We remark that this is a
theoretically easy extension, but quite useful in practice, e.g. for controlling large
collection of models.
7.2.2. Assumption (15) from Theorem 7.3: Construction of the weights. We want
to construct a family of nonnegative numbers {wB}B∈B such that∑
B∈B
exp(−wB) = Ω < +∞.
We need first to control the cardinal of B, called the Bell number. Recall that B
is the set of all possible partitions of the p variables. For this, we use a result of
[BT10], which guarantees the following inequality.
|B| ≤
(
0.792p
log(p+ 1)
)p
.
Then, we obtain the following result, which defines the weights needed in Assump-
tion (15).
Lemma 7.4. Let wB = p log
(
0.792p
log(p+1)
)
. Then,
∑
B∈B exp(−wB) ≤ 1.
Lemma 7.5. Let w˜B = p log(p). Remark that w˜B ≥ wB. Then,
∑
B∈B exp(−w˜B) ≤
1.
7.2.3. Assumption (16) from Theorem 7.3: Bracketing entropy. Let B ∈ B. Let
f ∈ FB: it could be written f = Φ(0,ΣB). Let  > 0 and α > 0. According to
Corollary 1, there exists G ∈ S˜discB () such that:
||ΣB −G||22 ≤
DB
2
∧ .
Let  ≤ DB2 . For this G, we define the following brackets, for δ > 0 and γ > 0,
u(x) = (1 + 2δ)γφ(x|0, (1 + δ)G),
l(x) = (1 + 2δ)−γφ(x|0, (1 + δ)−1G).
According to the Proposition B.10 in [MM11], if δ = β/
√
3γ and if  = λmβ/(3
√
3p2),
the set {l, u} is a β-bracket set over FB.
If we denote by N[.](β, FB,dH) the minimal number of -brackets [l, u] which are
necessary to cover FB and H[.](β, FB,dH) the logarithm of this number, which
corresponds to the bracketing entropy, we obtain from Corollary 1 and Proposition
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2 that
N[.](β, FB,dH) ≤
(
3
√
3p2λMp(p− 1)
λmDBβ
)DB
4
H[.](β, FB,dH) ≤ DB
(
log C + log
(
p3(p− 1)
DBβ
))
.
with C = 3
√
3λM
λm
.
Subsequently, we construct ψB satisfying Equation (16). Here, we use the global
version of the integrated square entropy rather than the local one introduced in
Theorem 7.3. This point is discussed in [Mas07], Section 7.4. We should remark
that no extra undesirable logarithm factor is obtained, since the bound is the same
as the minimax lower bound.
For all ξ > 0,∫ ξ
0
√
H[.](β, FB,dH)dβ ≤ ξ
√
DB log C +
√
DB
∫ ξ
0
√
log
(
p3(p− 1)
DBβ
)
dβ.
According to [MM11],∫ ξ
0
√
log
(
1
β
)
dβ ≤
∫ ξ∧1
0
√
log
(
1
β
)
dβ ≤ (ξ ∧ 1)
(
√
pi +
√
log
(
1
ξ ∧ 1
))
.
Then, denoting by c =
√
log C +√pi, we can define ψB by:
ψB(ξ) =
√
DBξ
c+√log p3(p− 1)
DB
+
√
log
1
ξ ∧ 1
 .
As we want ξB such that ψB(ξB) =
√
nξ2B, we take:
ξ2B ≤
DB
n
[
2c2 + log
(
p3(p− 1)
DB(
DB
n c
2 ∧ 1)
)]
≤ DB
n
[
2c2 + log
(
p4
DB(
DB
n c
2 ∧ 1)
)]
.
7.2.4. Discussion on Assumption (17). In Theorem 7.3, we need to do another as-
sumption to control the randomness due to the random subcollection. It is explained
in theoretical details in the proof in Section 7.2.1. However, we would like to know
if our collection of models satisfies this assumption.
Remark that the larger the parameter τ , the larger the minimal penalty, and then
the oracle type inequality is less accurate.
It is difficult to have a minimal convenient value of τ since it depends on the
unknown true density f?. Nevertheless, as fB is expected to be close to f?, we may
think that Assumption (17) is satisfied for reasonable values of τ .
Remark also that if we assume that the Hellinger distance and the Kullback-Leibler
divergence are equivalent, and then if we get an oracle inequality instead of an oracle
type inequality, the Assumption (17) is satisfied. Recall the Lemma 7.23 in [Mas07].
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Lemma 7.6. Let P and Q be some probability measures. Then
KL(P,
P +Q
2
) ≥ (2 log(2)− 1) d2H(P,Q).
Moreover, whenever P << Q,
2 d2H(P,Q) ≤ KL(P,Q) ≤ 2
(
2 + log
(∣∣∣∣∣∣∣∣dPdQ
∣∣∣∣∣∣∣∣
∞
))
d2H(P,Q).
Another point of view could be used: we have already assumed that the true dis-
tribution is absolutely continuous with respect to the Lebesgue measure, and that
there exists a density f?. To satisfy Assumption (17), we may assume that the den-
sities have the same support R, and that the covariance matrix of f? is bounded.
In this case, the constant τ will depend on those bounds.
7.2.5. Oracle type inequality. According to Theorem 7.3, there exists absolute con-
stants κ and Coracle such that wherever
pen(B) ≥ κDB
n
(
2c2 + log
(
p4
DB(
DB
n c
2 ∧ 1)
)
+
1 ∨ τ
n
p log
(
0.792p
log(p+ 1)
))
for every B ∈ B, some random variable Bˆ ∈ BΛ such that
Bˆ = argmin
B∈BΛ
crit(B)
exists and, moreover, whatever the true density f?,
E(d2H(f?, fˆBˆ)) ≤ Coracle( infB∈B∗ inff∈FB KL(f
?, f) + pen(B)) +
1 ∨ τ
n
.
In these graphical models, we remark that every minimizer is tractable (the max-
imum likelihood estimator and the minimizer of the criterion crit), then we let
η = η′ = 0.
Moreover, the weights do not depend on the model B, then we can rewrite the
oracle type inequality.
There exists absolute constants κ and Coracle such that whenever
pen(B) ≥ κDB
n
(
2c2 + log
(
p4
DB(
DB
n c
2 ∧ 1)
))
for every B ∈ B, some random variable Bˆ ∈ BΛ such that
Bˆ = argmin
B∈BΛ
crit(B)
exists and, moreover, whatever the true density f?,
E(d2H(f?, fˆBˆ)) ≤ Coracle( infB∈BΛ inff∈FB KL(f
?, f) + pen(B)) +
1 ∨ τ
n
p log(p).
This version is slightly better, because the penalty does not depend on τ which is
related to the unknown true density. In that case, the penalty is explicitly defined
through some tractable constants depending only on the definition of the collection
of models.
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7.3. Lower bound for the minimax risk: proof of Theorem 3.2. Fix B ∈ B.
Let f? = φ(0,Σ?) be the true density. Let fˆ be the considered estimator. Let
F ⊂ FB a subset of densities. We define f˜ = argmin
f∈F
{
dH(fˆ , f)
}
.
First, we have:
dH(f
?, f˜) ≤ dH(f?, fˆ) + dH(fˆ , f˜) ≤ 2 dH(fˆ , f?).(18)
Secondly, we have:
dH(f˜ , f
?)2 ≥ 1f? 6=f˜ minf 6=f? dH(f
?, f)2
E(dH(f˜ , f?)2) ≥ Pf?(f? 6= f˜) min
f 6=f?
dH(f
?, f)2.(19)
Then, by combining (18) and (19) we obtain:
max
f?∈F
E(d2H(fˆ , f?)) ≥
1
4
max
f?∈F
[
P?f (f? 6= f˜) min
f 6=f?
d2H(f
?, f)
]
.(20)
We need to design a lower bound for maxf∈F Pf (f 6= f˜). For this purpose, we use
the Birgé’s lemma.
Lemma 7.7 (Birgé’s lemma). Let (Pf )f∈F a probability family, and (Af )f∈F some
event pairwise disjoints. Then,
min
f∈F
Pf (Af ) ≤ 2e
2e+ 1
∨ maxf∈F KL(Pf ,P0)
log(1 + card(F)) .
If we use Birgé’s lemma to control maxf∈FB(r) Pf (f 6= f˜) in (20), we obtain:
max
f?∈F
E(d2H(fˆ , f?)) ≥
1
4(2e+ 1)
max
f?∈F
( min
f 6=f?
d2H(f
?, f))(21)
if
2e
2e+ 1
≥ maxf∈F KL(Pf ,P0)
log(1 + card(F))
Then, we distinguish between low and high dimensional models, using the dis-
cretization constructed in Section 7.1 instead of F .
First case: p(p− 1)/2 ≥ 4DB
Let  = DB/2. Let S˜discB (DB/2) the discrete space constructed in Corollary 1, and
the following quantity for r > 0:
F˜B(r) =
{
rS, S ∈ S˜discB
(
DB
2
)}
.
Using Lemma 7.6 for comparing the L2 norm and the Hellinger distance, we get
max
f?∈F˜B(r)
E(d2H(fˆ , f?)) ≥
1
4(2e+ 1)
1
4 + p/2 log(λM/λm)
1
2
λmp
3
e2m
DBr
2(22)
if the following inequality is satisfied:
max
f1,f2∈F˜B(r)
(nKL(f1, f2)) ≤ 2e
2e+ 1
log
(
1 + card(F˜B(r))
)
.(23)
The inequality (23) is satisfied if the inequality (24) is fulfilled, with:
n
2
p3
λm
e2m
DBr
2 ≤ 2e
2e+ 1
ρDB log
(
p(p− 1)2λM
D2B
)
.(24)
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Then, we can replace this condition in (22) and we obtain:
max
f?∈F˜B(r)
E(d2H(fˆB, f?)) ≥ C˜1
DB
n
log
C˜2
D2B
with
C˜1 =
2e
4(2e+ 1)2
1
4 + p/2 log(λM/λm)
ρ,
C˜2 = 2p(p− 1)λM and 0.233 ≤ ρ ≤ 0.234.
Second case: p(p − 1)/2 ≤ 4DB Let  = p(p − 1)/16. We use the Proposition 2,
and consider SˇdiscB (p(p − 1)/16) and construct FˇB(r) as previously. Then, we get
the following.
max
f?∈F˜B(r)
E(d2H(fˆ , f?) ≥
1
4(2e+ 1)
1
4 + p/2 log(λM/λm)
1
2
λmp
3
e2m
DBr
2,
if
n
2
λmp
3
e2m
DBr
2 ≤ 2e
2e+ 1
DB
4
log
(
2λM
p(p− 1)/16
)
.
Then, we obtain the following bound:
max
f?∈F˜B(r)
E(d2H(fˆ , f?) ≥
1
4(2e+ 1)
1
4 + p/2 log(λM/λm)
2e
2e+ 1
DB
4n
log
(
2λM
p(p− 1)/16
)
.
Conclusion As F˜B(r) ⊂ FB, and FˇB(r) ⊂ FB, choosing r = (1 + log(2p(p −
1)λM/D
2
B))
1/2, we get that:
max
f?∈FB
E(d2H(fˆB, f?)) ≥ Cminim
DB
n
(
1 + log
2p(p− 1)λM
D2B
)
,
with:
Cminim =
e
(2e+ 1)2
1
8 + p log(λM/λm)
ρ
(
1
4
log
(
32λM
p(p− 1)
)
∧ 1
)
,
and with 0.233 ≤ ρ ≤ 0.234.
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