Introduction
We consider the asymptotic behavior of solutions of a singularly perturbed DAE of the form
x ' = S\{x,y,z,t) ey ' = ft(x,y,z,t) (1.1a) 0 = /3(*,y,2,e) together with the initial conditions *(0,e) = «e), y(0,e) = *,(€), *(0, e ) = <(e) (1.16) where x £ R m , y € #", z G R k and c € i? 1 . It might be expected that the theorems developed for singularly perturbed ODEs can be used to study the singularly perturbed DAE (1.1) . For this it would be natural to apply a standard index reduction to (l.la,b) ; that is to reduce (l.la,b) to a singularly perturbed ODE by differentiating the constraint equation / 3 (x(t,e),y(f, e),3(<,e),c) = 0 with respect to t along any solution (x(t,e.), y(t,e) , z(t,e)) of (l.la,b). Then by applying the known theory for singularly perturbed ODE's (see [Ho] or [OM2]), we might expect to obtain the desired results for the singularly perturbed DAE (l.la,b). But this is not the case. In fact, by differentiating the constraint equation in the system (l.la,b) with respect to t along the solution (.r(r, e), y(t, e), z(t, e)), we obtain For e -0, the reduced problem for (1. 2) then has the form:
x' = /i(*,y,z,0), 0 = Mx,y,z,0), (1.3) i(0) = tfO).
This reduced system has lost A: constraint conditions which means that the assumptions of the theorems in [Ho] or [OM2] for singularly perturbed ODEs are not satisfied. Therefore, we have to study the singularly perturbed DAE (1.1) directly.
Under certain assumptions, we prove that (l.la,b) has a unique solution on the interval [0,T] for all small c, for which asymptotic expansions have been obtained and proved to be convergent uniformly in [0,T] .
As background for the presentation, Chapter 2 below presents a summary of some known existence results for DAE's, which can be applied to (1.1) and its reduced system. Chapter 3 addresses the limiting problems in which the reduced problem and the inner and outer problems for (1.1) are introduced, and the regular degeration of (1.1) is defined as well.
While asymptotic expansions and existence of the outer solutions are considered in Chapter 4 and 5, respectively, inner solutions of (1.1) are studied in Chapter 6 and 7.
Background on DAE's
To ensure the existence of solutions of (1.1), we impose the following assumption on the system The infinite differentiability of /1, f 2 , fz is assumed here only for the sake of simplicity. We are interested in the existence of solutions of (l.la,b) on some interval [0,T] where T is independent of e, and with the asymptotic behavior of the solutions of (l.la,b) as t tends to zero. For these asymptotic considerations some further conditions will be needed which will be stated in the next subsection.
For the existence of solutions of (l.la,b) the condition (2.1) in Assumption (I) ensures the solvability of (l.la,b). Indeed, from (2.1) it follows that there exists an e' > 0 (e' € J,) such that
£./»(««). «K«). CM.«)
is nonsingular for any fixed e, 0 < e < e' . This implies that the system (l.la,b) is a DAE of index one in some neighborhood of ({(e), >)(e), C( e ))-
The existence and uniqueness of a solution of (l.la,b) will be based on the following existence theorem for the solutions of initial value problem of the form:
u ' = Fi(u,v) , 
Proof:
The result is a consequence of the existence theorem for DAEs of the form (2.2) given in see [Rh4] , | By applying Proposition 1.1 to (l.la.b), we obtain the following existence theorem:
Proposition 2.2: Under assumption (I), for any fixed ( > 0 (f < (' e J,), there exists a unique solution (x(t,t),y(t,e),z(t,f)) for the DAE (l.la,h) on some interval [0,T t ], where T, depends on t.

The boundary problems
In order to study the asymptotic behavior of solutions of (1.1), we formally set t = 0 in (1.1a) and remove the initial conditions for y and z, and then obtain the system A'; = /,(X 0 ,yo,Zo,0), Thus we obtain from Proposition 1.2 the existence residt: is nonsingular in Os, as follows directly from the identity
Then a direct application of the Proposition 2.1 to the system (3.1a/b) shows that this system has a unique solution
are nonsingular for all t € [0, T]. | Our aim will be to determine when there arc solutions of (1.1) that converge for e -► 0 to a solution of the reduced system (3.1). For this we introduce the following concept: Definition 3.1: The system (l.la,b) is said to degenerate regularly on the solution (X 0 (t), Y 0 (t), Z 0 (t)) of (3.1), 0<t<T, if a solution (x(t,e),y(t,e),z(t,e) ) of (1.1) exists on the same interval 0 < t < T, which converges to (Xo(t) , Yo(t),Zo(t) ) as e -► 0, uniformly on compact subsets of 0<t <T.
The structure of regularly degenerating solution of (l.la,b) is determined by replacing problem (l.la,b) by two auxiliary problems; the first of these is called the outer problem, and the second one the inner problem.
The critical idea is here to consider (1.1a) with only an intial condition for x but with the explicit assumption that only solutions are admitted which for e = 0 reduce to a solution of (3.1). In other words, we consider the problem: with some initial condition A" = /,(A\y,Z, f ), 0 = / 3 (X,r,2,e), *(0, f ) = n0 und the limiting assumption
is a solution of (3.1).
Any solution of (3.5a,b,c) will be called an outer solution. With any such outer solution (X{t,e),Y(t,e),Z(t,c) ) we introduce in (1.1a) the scaled variable and new dependent functio
ß(T t () = y((T,t)-Y(er,()
Let (x(t,t),y(t,c),z(t,e) ) be a solution of (l.la,b), then we find that (a,ß,-[) satisfies the following DAE, which is called the boundary layer problem or inner problem: 
To study the asymptotic behavior of solutions of (1.1), we need following assumption 
Asymptotic expansions of outer solutions
For the analysis of the solutions of (3.5a,b) and (3.7a,b) and their interrelationship, asymptotic considerations are to be used. We motivate here briefly the approach and defer proofs to the next subsection. Suppose that the initial function {"(e) of (3. which is assumed to hold uniformly for 0 < t < T, 0 < e < ei (ei < e').
Inserting (4.1b) into the equation (3.5a), expanding the right side functions at the point Mt) = £> I /,-(x"«),y"(o,Zo(/),o), Ka32(t) a33(
8)
is nonsingular for t 6 [0, T].
For such systems we obtain from Proposition 2.1 the existence result: 
Proof: For any r, 1 < r < JV, the coefficient matrix in the system (4.2) r ,
is nonsingular for all t 6 [0, T] due to the nonsingularity of B(t). Hence by Proposition 4.1, we find that the system (4.2) r has a unique solution defined on the interval [0, T]. | Note that, although the sequence of systems (4.2) r is derived formally under the hypothesis that their solutions (X r (r),Y r (i),Z r (r)), r = 0,1,... ,/V, are the coefficients of the expansion series of an outer solution (X(t,e),Y(t,e) ,Z(t,e)) of (l.la,b), these systems (4.2) r themselves are independent of the concept of an outer solution. So far, we only proved the existence and uniqueness of the systems (4.2) r . Obviously, this does not mean the existence of an outer solution. But motivated by the procedure used in the derivation of the systems (4.2) r , wc may exploit the solutions (X r (t), Y r (t), Z r (t)), r = 0,1,..., N, to construct an outer solution. This will be discussed in the next chapter.
Existence of outer solutions
This chapter concerns the existence of an outer solution of the outer problem (3.5a,b,c).
We cite the following Lemma which plays an important role in the study of singularly perturbed ODE's. for t 0 <s < t <*i.
For the proof see,e.g. [Le] .
For the theory, we require further assumptions about the solution (-Xo(t), Y 0 (t), Z 0 (t)) of the reduced system (3.1a,b). [Proof] To begin the proof we simplify the outer problem (3.5) by introducing a change of variables defined by the affine mapping
Assumption (III):
Here A\,Ä2 and 2?i are chosen as
(5.3)
where B(t) is defined in (3.3b). Since the domain of the functions fi (x,y,z,e), f2(x,y,z,() and fz (x, y, z, e) is V X J f , we require that the new variables (u, v, w) remain in some suitable domain such that the range of the mapping T t belongs to V for all 0 < t < T and 0 < e < «i, where ei 6 J t is sufficiently small. In order to find such a domain for T< it is important to
can be written as 
Substituting (5.2b) into the first equation of (3.5a) we obtain that
We introduce the Taylor expansion of fi at (X 0 {t), Y 0 (t), Z 0 (t), 0) . For this the abbreviations will be used A*) vhere <5jtr is the Kroncckcr delta. Then the expansion of /i(fi) at Qo(t) has the form
where G(/, u,u,io, e) is the remainder term. Obviously, G(t,u,t>, u>, e) satisfies the following Condition (N) F(t,u,v,w,e 
) = 0(t + \u\ + \v\ + \w\) J uniformly for 0 <t <T.
It is noticed that the Condition (N) is the same conditions as (1.2a) and (1.2b) in Hypothesis (H) in [Ya2] . Observe that = £>,/, (»"(*))« + /)»/i(fi 1 
.«))(« + Mt)u) + DJAH»(t))(w + A 2 (t)u + B,(t)v) = (DJ,(iMt)) + D s f l (Cl 0 (t))A l (t) + DJ 1 (n"(t))A 2 (t))u+
*■(') = Ejfl (r) /i(no(*)) E (n n *>C)
and Ä w (t, e) = 0(e w+1 ) is independent of (u, v, w) 
. Since (X,(t), Y,(t), Z,(t))
, s = 0,1,..., JV satisfy where b 0 (t) = /i(J2o(0)> >* follows from (5.5,6,7) that Fi(t, u, v, w, e) where
+ fljv(r, e) + G(r, u, t>, w, e). Now substitute (5.2b) into the second and third equations of (3.5a) and expand f 2 , f 3
of (4.2);, we obtain two further equations which, with (5.9) form the the following system equivalent to (3.5) under the mapping %\
and F; and F 3 satisfy Condition (N). Note that in the derivation of the last two equations of (5.11), we used the fact that 
In other words, from the defining relation (5.3) we find that Ai(t), A 2 (t) and Si(() solve (5.12).
If we can show that there exists a solution (u(r,e), v(t,c), w(t,e) ) € Z> of the system (5.11) which satisfies u(r,e) = 0(6
(5.13) uniformly for 0 < t < T, then Theorem 5.1 is proved. But note that we need only the existence of a solution of (3.5) without requiring its uniqueness. Hence instead of (5.11) we consider the constrained system of integral equations
u(t,e) = $(t)(8 N (e)+ I ^(s^Liis^s^) + £,(s)u;(s, e) JO
+ F 1 (s,u(s,e),v(s,e),w(s,e),e))ds) (5.14) t *(i s e) -v(t,e)= I ' (Ei(s)w(s,e) + F 2 (s,u(s,e),v(s,e),w(s,e),e))ds
Jo e w(t, e) = -(Esit^Fsit, u(t, e), v{t, e), w{t, e), e)
where $(r) satisfies
2M = C,(i)*(t). 0<<<T
$(0) = / while 9(t,s, e) is the solution of the following system:
Note that the system (5.14) is not equivalent with the system (5.11). But, obviously, if (u(t, e) , u(t, e), w(t, e)) G T> solves (5.14), then it solves (5.11) as well. Thus if we can prove that (5.14) admits a solution which satisfies the asymptotic relation (5.13), then we are done. We will use the theorems in [Ya2] to prove this existence.
By Assumption (III) there exists a positive number \i such that
for all eigenvalues of B(t), 0 < t < T. Then Lemma 5.1 ensures the existence of a constant K, which is independent of e, and such that |*((,s,e)|<Jfe""V^, 0<s<t<T.
With the notations
H,(t,s,e) = ^(t)^-1 (s)E,(s), K(t,s,e) = *(t,s,e)E 2 (s),
(5.15) and 0 < 6 < f2 ( < f i) that satisfies (4.12). Therefore, under the transformation (4.1), {X(t, e), to the inner system, by using Assumption II, for the initial conditions a(0, e), ß(0, e), 7(0, e) in (3.7a) we must have
Y(t,e), Z(t,e)) remains in
Then, formally, we expect the solutions of (3.7a) to satisfy asymptotic relations of the form
which should hold uniformly for 0 < r < Tjt.
We will substitute (6.2) into (3.7a), expand right sides at (X o (0) + O 0 (T), V o (0) + ßo(r), 2o(0) + 7O(T")) and collect terms with equal powers of 6 to obtain the equations which (o,(r), ßi( T )> 7i( r )) must satisfy. Since the expansions of the right sides in (3.7a) involve very tedious derivations, we set for abbreviation
/a(r,c) + X((T,()\
,ß(r, e), 7 (r, e), e) = /;(fi(r, e)) -/,-(r(r, e)), i = 1,2,3.
For simplicity, in the following, the subscript i will be omitted. For later use we state the following two identities: Since (X(t,e), Y(t,e), Z(t,t) ) and (a(r, e), /3(r, e), 7(T, e)) satisfy the asymptotic relations (4.1a,b) and (6.2), respectively, we obtain, with (6.3), that
X(eT,e) + a(r,e)
= Xo(er) + a 0 (r) + E(*( er ) + «iMK + 0(e N+1 ) = Jfo(O) + o 0 (r) + E(a t (r) + £ ^^fV + 0(e W+1 ),
Jfc=l
and similarly that
With (6.7), (6.8) and the analogous expansions for Y(er, e) + a(r, e), F(er, e), Z(fT, e) + a(r, c) and Z(er,e), we find that N fl(r,e) = n"(r) + ^n t (r) £ * + (e N+1 ), jv (6.9)
and Ski is the Kronecker delta. It follows from (6.10) and (6.11) that /(er,a(r, f ), / 3(r, f ),7(r,e), f ) = /(fi(r, C ))-/(r(r, f ))
By collecting e<nml powers of € in (6.12), with (6.6) we find that the coefficient c r (r) of e r , 1 < r < AT, is: Obviously, by (6.11), the degree of the polynomial p r ,(r) in T is < r. In other words, the constant term in the polynomial P r is the sum of certain terms, each of which is a product of the factor of the difference between the derivatives of / at QO(T) and T 0 and the polynomial Pi j(r) in r with degree < r. are nonsingular for r > 0.
Under the assumptions (I) -(IV) and with properly chosen £*, r = l,...,A r , we shall prove in Proposition 6.1 that the system (6.17) r has a unique solution (a r (r),/? r (r),7 r (r)) defined on [0, oo), r = 1,..., TV, and that this solution decays to zero exponentially as r -» oo.
The following result provides sufficient conditions under which Assumption (IV) can be derived from Assumptions (I) -(III):
Lemma 6.1: If for the initial conditions (£(e), 77(e), ((e)) of (1.1) the point (£o,*7o>Co) is sufficiently close, to the point (£0.^0(0),Z(>(0)), ^n en Assumption (IV) is a consequence of Assumptions (I) -(III).
The principal part of Lemma 6.1 is a direct consequence of Lemma 6.3 below which in turn can be proved by means of the following result:
Lemma 6.2: Let Ax + f(t,x) dx
It
where A 6 R n x " is a real ( constant ) matrix for which all eigenvalues have negative real parts.
Let f be real continuous for (x y t) G B(0, 6) x R + , where H + = {t \ t > 0 }, and 8 > 0 is a small number, and let f(t,x) ~o{\x\) as \x\ -* 0 uniformly in t, t > 0. Then the identically zero solution is asymptotically stable.
For the proof see, e.g., [CoLe] .
Lemma 6.3: Let Assumptions (I) -(III) hold and consider the initial value problem (6.18) where the initial point (b, c) satisfies the constraint condition /a(£o» *o(0) + b, Z o (0) + c, 0) = 0, and (Xo{t)-,Yo{t), Zo(t)) is the solution arising in Assumption (III)
. Then for sufficiently small |b|, \c\, the DAE (6.18) has exactly one solution (/3(r),7(r)) defined on [0,co), for which r fl (0) + ß(r) e T> y> Z o (0) + 7(7-) 6 V x and lim(/?(r), 7 (T)) = (0,0). and with e = ^ and a = /*/2 we obtain from (6.27) that
T-oo
which, together with (6.21), completes the proof of Lemma 6.4. | Lemma 6.4 shows that the first term of an inner solution of (3.7a,b) is negligible outside the boundary layer, which also is a property of any inner solution of (3.7a,b). Since (a r (r), ßrir), 1T(T) ), r = 0,1,..., JV, were derived as coefficients of an inner solution of (3.7a,b), we expect that all terms (a r (T),/3 r (r),7 r (r)), r = 0,1,... ,iV, possess this property, namely that , for r = 1,... ,JV, Urn (a r (r),/3 r (r), 7r (r)) = (0,0,0).
This will be confirmed in the following Proposition 6.1 where also the existence and uniqueness of solutions (a r (T),^r(r),7 r (r)) of the systems (6.17) r , r = 1,... ,N, is discussed.
By (6.17) r all coefficient, functions (o>, ß r , j r ) satisfy a linear system of the form For the system (6.28) we obtain the following result.
Lemma 6.5: Under the conditions (i), (ii) and (iii) the sj'stem (6.28) has exactly one solution
(O(T), /?(T), 7(r)) defined on the interval [0, 00). Moreover, the asymptotic relations Hence since, by assumption (i), A 33 (T) is invertible, it follows from the third equation of (6.28) that 7 = -A 3 -3 1 (T)(/l3 1 (T)a + >l32(r)/? + P 3 (r)). (6.32) Substituting (6.31) and (6.32) into the second equation of (6.28) we obtain ^ = A(r)ß + 6(7-) (6.33a) ar where
A{r) = A 22 {r) -A 23 (T)A^(T)A 32 (T),
6(r) = P 2 (T) -A 23 (r)A 33 \r)P 3 (r) + (A 21 (r) -^(rj^V)^.^))«!^.
Since (6.33a) is a linear ODE with the coefficients denned on [0, oo) it follows from the basic existence theorem for initial value problems of linear ODE's that with the initial condition /3(0) = /?* the equation (6.33a) has a unique solution ß = ß(r) on [0, oo). Inserting ß = ß(r) into (6.32) we obtain the component 7 = 7(7-) of the solution for (6.28). This proves the first part of Lemma 6.5.
For the rest of this lemma, note that because of P ] (r) = 0(e"'"'), asr-»oo, the integral f
Pi(s)ds
exists. Then by choosing a* as in (6.29) we find that the solution a(r) has the form /oo P 1 (a)ds which implies that a(r) satisfies the asymptotic relation (6.30). Since Aij, i = 2,3, j -1,2,3, are bounded uniformly for T > 0, and P 2 {T), Pair), a(r) satisfy the asymptotic relation P 2 (r) = 0(e-"), P 3 (T) = 0(e-' r ), a(r) = Ofe""), as r -> cx> it follows that 6(T) in (6.33b) satisfies the same asymptotic relation, namely Hence it remains to show that with properly chosen coefficients £", r = 1,...,JV, the asymptotic relations (6.35) hold for all 0 < r < A 7 . This can be shown inductively by applying the methods used to prove the second part of Lemma 6.5. Indeed, Assumption (IV) ensures that the estimate (6.35) is valid for r = 0. Thus assume that there exist positive numbers <7],...,<7jt sucli that the asymptotic relations (6.35) hold for all 1 < r < k . Note that the coefficients Dx/K^oM), D,/i(i!oW), Z>«/I(«O(T)), i = 2,3, of the system (6.17) r are bounded uniformly in T for r > 0. From the derivation of the system (6.17) r we know that P 0I H.I(T), P/3,*+i( r ) and P 1I I +] (T) are polynomials in »i, A, 71,..., a*, /3/t, 71 with coefficients depending on 7-, AW, 7o(0 and (X o (0), K 0 (0), Z 0 (0)) and the higher derivatives of (^(t),Kj(t),Zj(t)) at / = 0. Moreover, for the constant terms of P 0j /t+i(r), P/J,*+I(T) and P 7T |J + I(T), it follows from (6.16b) that they have the form where p{r) is a polynomial of degree < k + 1. Recall that for any given small number e > 0 and any polynomial p R (r), the limit
exists. Moreover, by Lemma 6.4, /?o(f ),7o(f) have the rate 0(e~U T ) as r -* 00. Thus, with <r 0 = CT/2, it follows from (6.37) that these constant terms have the rate Since /?«(r), 7O(T) -» 0 as r -* oo, it follows that
where by Assumption (III) all eigenvalues of 5(0) remain strictly in the left half plane. Hence, by applying Lemma 6.5 to (6.17)/t+j, with £J + , chosen by (6.37), we obtain the existence of ffjt+i > 0 ( < Oj+i ) such that the other two components ß t+l (r) and 7i + i(r) satisfy the asymptotic relations ß k+1 (r) = 0(e-
Thus altogether we proved that the existence of ££ +1 and of at +J > 0 such that the asymptotic relation (6.35) holds for r = k + 1 and, therefore, (6.35) is valid for all 0 < r < N. | as r -* co.
6.3. The procedure for generating outer and inner solutions. The proofs of Lemma 6.5 and Proposition 6.1 describe the procedure for the generation of the sequences £* and (X r {t),Y r (t),Z r (t)), r = l,...,iV (a r (r),/3 r (r), 7r (r)), r = l N (6.39a) (6.396) which solve the systems (4.2) r and (6.17) r , respectively, and satisfy the asymptotic relations (6.35) provided the first terms (X 0 (t), Y 0 (t), Z 0 (t)) and (0,/9 0 (T), 7O(T)) are available and satisfy Assumptions (I) -(IV). Suppose (X r ((), Y r (t), Z r (t)) and (o r (r), ß r (r), 7r (r)) are available for all r < k and satisfy the requirements. Note that the polynomial P n >+i(r) in «i,... ,7it depends only on the values of (X r (t), Y r (t), Z r (t)) and their derivatives at t = 0 for = 0,1,... ,k, and has the rate P a , t+ i(r) = 0(e~" k^T ) as r -> oo. Thus P a ,t + i(r) is known, and furthermore ■Pa*+l(T)<fr f exists. Then with {J +] specified by (6.38), with which we obtain the solution ak-t-\(r) of the first equation of (6.17)*+!. Prom the proof of Proposition 6.1, it follows that (n +1 (r) satisfies the asymptotic relation (6.35). With the initial condition Xic+i(0) = £J +) we can find the unique solution (X t +i(t), Yi+i(t), Z* + i(t)) of the system (4.2)j, + i. Only at this moment, Pßk+iir) and P 7 H + I(T) are fully determined because they depend not only on the previous solutions but also on the current one, (A"jt+i ,Yk+i, %k+\)-By inserting oj. +1 = at + i(r) into the last two equations of (6.17)t +] , together with the initial conditions A +1 (0) = 7, t+I -n+i(0), 7*+i(0) = Ct+i -Z*+i (0) we obtain the unique solution (/3i + i(r),74-1.1(7-)). In other words, our procedure has the following form. Note that this procedure is indeed independent of the concepts of outer and inner solutions.
But the sequences f J and (6.39a,b) generated by this procedure can be used to construct outer and inner solutions. Next chapter shows that inner solutions exist and can be expanded with (a r (T),/J r (r),7 r (T)) as coefficients. generated by Procedure (A) can be used to approximate an inner solution (a(r,e), 0(T, e), 7(r,e)).
Theorem 7.1: Under Assumptions (I) -(IV) suppose that the sequences £*, {X r (t), Y r (t), Z r (t)) and(cv r {r)
, ß r {r), 7 r (r)), r = 0,1,.. The proof of this theorem will be given after next theorem. From Theorem 5.1 and Theorem 7.1 follows the main Theorem of this paper. where €\ is defined in Theorem 7.1, such that for all 0 < e < € 2 the singularly perturbed DAE (l.la,b) has a unique solution x = x{t, (), y = y(t, e), z -z(i, e) in T> on the inter\ r al 0 < t < T
., N, arc generated by Procedure (A). Let (X{t,e), Y(t,e), Z(t,e)) € T> for t £ [0, T] be the outer solution guaranteed to exist by Theorem 5.1 which satisfies the initial condition
. Moreover, for any natural number N, there exist an outer solution (X(t,€),Y(t,(),Z(t,e))
6 T>, and an inner solution (a(r,€),/?(r, (),J(T, e)) such that 
where A^r), A 2 {T), and Bi(r) will be determined such that after the change of variables (7.2) the system (3.7) will simplify. At first we have to determine again a proper domain for the new vnrinbles (u,i>,w>) such that the transformation (7.2) makes sense for the inner problem (3.7). For this recall that the inner system (3.7) was obtained by introducing the change of variables 
From lim r _ 00 (/?o('-),7o('-)) = (0,0), we find that there exists 0 < t\ (< t 3 ) such that \ßo(t/c)\<r, \lo(t/t)\<r, V(e[r,T],0< f < f ' 3 , Hence (7.5) and (7.6) show that
which, together with (7.4), means that
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(7.5) (7.6) (7.7) (7.8) By Theorem 5.1, the estimates
X(t,e) = X<,(t) + 0(e)}
Y(t, e) = K"(t) + 0(e) 1 as t -* 0, (7.9)
Z(t,e) = Z 0 (t) + O(t) J
hold uniformly in t E [0,T]. Therefore, (7.8), together with (7.9), implies that there exists €4 > 0 (< £3) such that The change of variable (7.2) is now introduced in (3.7). For abbreviation, the notations Oi(r), r,-(r) denned in (6.10) and (6.11) will be used again. 
(X(t,e),Y(t,e) + ß 0 (t/e),Z(t,e) + l0 (t/t)) eV
where i2 n (r,e) = 0(e N+1 ) is independent of (u,v,w + R(r, u ,v,w,e) 1=1 ■'' \t=i / (7.13)
As a remainder term, R (r, u, v,w, f) satisfies ,u,v,xv,e where c r is as defined in (6.15) and G (T,u,v,tv,e) = R(T,u,v,w,e) 
Under our assumption that A(T) is uniformly bounded on 0 < r < T/f, we see that j=2 ■'' \t = l / \t=l / satisfies (7.14a,b). Since the Condition (N) also holds for R (T,ti,v,u>,e) , 0(f*' +1 ), tf(r, e), this implies that G (T,U, v,w,e) satisfies Condition (N) as well. Substituting (7.2) into the first equation of (3.7a) we obtain
Since O,(T~) satisfies the first equation of (C.17) r , it follows from (7.16) that Gi(r, u, v, w, e) (7.17) where G\ satisfies (7.14a,b). Similarly, substituting (7.2) into the second equation in (3.7a), and utilizing the fact that ßr{r) is the solution of (6.17) r , r = 1,..., N, we see that (e, u,v,w, T) where G (2) is denned by (7.15) with / replaced by / 2 . Obviously, the function on the right side of (7.18) satisfies (7.14a,b). Thus (e,u,v,w,r) = -eA 1 (r)£l/ 1 (fio(r)M(r)W-A 1 (r)G 1 (r,«,«,«;,e) + G (2) (e,«, V,W,T) satisfies (7.14a,b) as well, and it follows from (7.18) that 1 u,v,w,T). (7.20) (XT Finally, substituting (7.2) into the third equation of (3.7a), we find that (T,u,v,w,e) = 0 (7.21) where G 3 is defined by (7.15) with / replaced by f 3 . Note that from the derivations of the equations (7.17), (7.20) and (7.21), we see that the functions G;, i = 1,2,3, are well defined on V x (0, e 5 ]. Now we show that there exist matrices B-,(T) which are uniformly bounded on 0 < r < T/e and for which the equations (7.17), (7.20) and (7.21) simplify considerably. For this, we write It turns out that $(T,s,e), *ff(r) are uniformly bounded for 0 < s < T < T/e and 0 < e < e 0 -Indeed, because Gi(r) is uniformly bounded for all r > 0, there exists a constant C > 0 such that |Ci(r)| < C for all r > 0. Thus from *(?-,*,e) = J+e / Ci(A)$(A,s,e)dA it follows that ||*(T,a, e )||<l + eC / ||*(A,.s, e )||</A which by Groiiwall's inequality implies that ||*(T,a,e)|| <e fC{T~s) < e CT for all 0 < s < T < T/c. Hence $(r,s,e) is uniformly bounded for 0 < s < r < T/e. G,(f,t';,t"', ""',<) = Gi (f,u,v,w,t/c) , for i = 1,2,3. 
M(T), A 2 (T) and
u(t,t),v(t,e),w(t,e)) on the interval 0 < t < T for which
N+u uniformly on 0 < t < T. Hence the system (7.29) has a unique solution (U(T, e), V(T, e), io(r, e)) on the interval 0 < T < T/t which satisfies the estimate (7.34). This completes the proof of Theorem 7.1. |
