Abstract-Clustering is a popular data analysis and data mining technique. Among different proposed methods, k-means is an efficient clustering technique to cluster datasets, but this method highly depends on the initial state and usually converges to local optimum solution. This paper takes the advantage of a novel evolutionary algorithm, called artificial bee colony (ABC), to improve the capability of k-means in finding global optimum clusters in nonlinear partitional clustering problems. The proposed method is the combination of k-means and ABC algorithms, called kABC, which can find better cluster portions. Both kABC and k-means are run on three known data sets from the UCI Machine Learning Repository. The simulation results show that the combination of ABC and k-means technique has more ability to search for global optimum solutions and more ability for passing local optimum.
I. INTRODUCTION
The process of grouping data into classes or clusters, such that the data in each cluster share a high degree of similarity while being very dissimilar to data from other clusters, is called data clustering. Attribute values which describe the objects are used for assessing the dissimilarities among clusters. And among these attributes, distance measures are the most common ones. Different areas such as data mining, machine learning, biology, and statistics include the roots of data clustering. Generally speaking, hierarchical and partitional clustering are the two main categories of traditional clustering methods [1] - [3] . In this paper, a partitional clustering method is considered. One of the most popular partitional clustering methods, which is developed about three decades ago, is the k-means algorithm. This algorithm is defined over continuous data and used in variety of domains. However, as k-means needs initial partitions to start its process, better results are given only when the initial partitions are close to the final solution. In other words, the results of this technique highly depend on the initial sate and converge to local optimal solution.
A lot of studies have been done in clustering to overcome this problem [1] - [20] . Kao et al. have introduced a hybrid method based on combining k-means, Nelder-Mead simplex, and Particle Swarm Optimization (PSO) for cluster analysis [1] . A hybrid algorithm according to the combination of Genetic Algorithm (GA), k-means, and logarithmic regression expectation maximization has been presented by Cao and Krzysztof [2] . Zalik has proposed the performance of correct clustering without pre-assigning the exact number of clusters within k-means [3] . Krishna and Murty have shown an approach called genetic k-means algorithm for clustering analysis [4] . A GA based method, which contains a basic mutation operator specific to clustering called distance-based mutation, has been introduced by Mualik [5] . This method is used to solve the clustering problem on real life datasets to evaluate the performance. An algorithm named HBMO has been proposed by Fathian and Amiri to solve clustering problems [6] . A GA that exchanges neighboring centers for k-means clustering has demonstrated by Laszlo and Mukherjee [7] . Shelokar et al. have introduced an evolutionary algorithm based on Ant Colony Optimization (ACO) for clustering problems [8] . A combination of two evolutionary algorithms, ACO and Simulated Annealing (SA), has been proposed by Niknam et al. to solve clustering problems in [9] , [10] . They also have presented a hybrid evolutionary algorithm based on PSO and SA to find optimal cluster centers [11] . Zhang et al. [12] propose a new method called K-Harmonic Means (KHM). This method was then modified by Hammerly and Elkan [13] . The purpose of this method is to minimize the harmonic mean of all points in the data set around the central cluster. Although the KHM can reduce the initial problem, but the KHM still have the possibility of optimal local problem [14] . Shelokar introduced an evolutionary algorithm based on ACO algorithm for clustering problem [15] . Merwe et al. used the PSO algorithm to solve the clustering problem [16] , [17] . Karaboga et al. used the Artificial Bee Colony (ABC) algorithm to solve the problem [18] , [19] . Zou et al. proposed a Cooperative Article Bee Colony (CABC) algorithm to solve the clustering problem [20] , in which the cooperative search technique was introduced.
The ABC algorithm is one of the modern swarm intelligence methods. This algorithm was first proposed by Karaboga [21] . The ABC was developed through simulation of intelligent foraging behavior of honey bees, and has been found to be robust in solving continuous nonlinear optimization problems. Since the ABC algorithm is simple in concept, easy to implement, and has fewer control parameters, it has attracted the attention of researchers and been widely used in solving many numerical [22] , [23] and engineering optimization problems [24] - [26] . As mentioned earlier, the main drawback of k-means is that the result is sensitive to the selection of the initial cancroids and may converge to the local optimum [27] . Therefore, the initial selection of k-means cancroids affects the main processing of k-means and the partition result of the dataset as well. In the current study, the ABC algorithm is utilized to find the optimal initial cluster cancroids for k-means. Contrary to the localized searching of the k-means algorithm, the ABC performs a globalized search in the entire solution space.
The remainder of this paper is organized as follows: Section II provides a general overview of k-means. In Section III, the ABC algorithm is introduced. The combination of ABC and k-means for clustering problems is described in Section IV. Section V provides the experimental results for comparing the performance of the proposed method with the simple k-means algorithm. The discussion of the experiments' results is also presented in this section. The conclusion is in Section VI.
II. K-MEANS CLUSTERING ALGORITHM
k-means is a simple algorithm based on the firm foundation of analysis of variances. In this method, a set of data is clustered into a predefined number of clusters. k-means starts with randomly initial cluster centroids and keeps reassigning the data objects in the dataset to cluster centroids based on the similarity between the data objects and the cluster centroids. The reassignment procedure will stops when a convergence criterion (e.g. the number of iteration, or no change in the cluster results after a certain number of iteration) is met. The k-means clustering process is described by the four following steps: 1) Randomly create K centroids to set an initial dataset partition. 2) Assign each sample in the given dataset to the closest cluster centroid. 3) Recalculate the centroid C j using (1).
where d j denotes the document vectors that belong to cluster S j ; C j stand for the centroid vector; n j is the number of document vectors that belong to cluster S j . 4) Repeat step 2 and 3 until the convergence is achieved.
As k-means' performance significantly depends on the selection of the initial centroids, the algorithm may finally converge to the local optimum. Therefore, the processing of k-means is to search the local optimum solution in the vicinity of the initial solution and to refine partition result. The same initial cluster centroids in a dataset will always generate the same cluster results. However, if good initial centroids can be obtained using any other techniques, k-means would work well in refining the clustering centroids to find the optimal clustering centers.
III. ARTIFICIAL BEE COLONY ALGORITHM
Karaboga recently proposed a swarm intelligence algorithm inspired by the foraging behaviors of bee colonies [21] . This algorithm was further developed by Karaboga et al. [23] , [24] , [28] , [29] . The Artificial Bee Colony (ABC) algorithm treats the search space as it were a foraging environment, so that each point in the search space corresponds to a food source (solution) that the artificial bees could exploit. The fitness of the solution is represented as the nectar amount of a food source. According to this algorithm, three kinds of bees exist in a bee colony: employed bees, onlooker bees, and scout bees. Employed bees exploit the specific food sources they have explored before and give the quality information of the food sources to the onlooker bees. Information about the food sources is received by onlooker bees, and then, a food source to exploit depending on the information of nectar quality will be chosen by them. The more nectar the food source contains, the larger probability the onlooker bees will choose it. A parameter, called "limit", controls the employed bees whose food should be abandoned. These food sources will become scout bees, whose responsibility is to randomly search the whole environment. In the ABC algorithm, half of the colony is made of employed bees and the other half includes the onlooker bees. Each food source is exploited by only one employed bee. That is, the number of the employed bees or the onlooker bees is equal to the number of food sources. The details of the ABC algorithm are given below: 1) Initialization phase: Each food source x i , j in the population is initialized by scout bees and control parameters are set. Whit i = 1, 2, ..., SN, j = 1, 2, ..., D. SN is the number of food sources and equals to half of the colony size. D is the dimension of the problem, representing the number of parameters to be optimized. The most common way to initialize food sources is the following:
where l j and u j are lower and upper bounds of the jth parameter. In this phase, the fitness of food sources (objective function values) will be evaluated and additional counters which store the numbers of trails of each bee are set to 0.
2) Employed bees phase: Employed bees search for new food sources having more nectar (better fitness value) within the neighborhood of the food sources x i , j in their memory. After finding a neighbor food source, they evaluate its fitness. Equation (3) is used to determine a neighbor food source v i , j :
where k is a randomly selected food source different from i, and j is a randomly selected dimension. φ is a random number which uniformly distributed in range [-1,1]. As it can be seen, a new food source v is determined by changing one dimension on x. If the new value in this dimension produced by this operation exceed its predetermined boundaries, it will set to be the boundaries. The new food source is then evaluated and a greedy selection is applied to the original food source and to the new one. The best will be kept in memory. The trials counter of this food will be reset to zero if the food source is improved; otherwise, its value will be incremented by one.
3) Onlooker bees phase: Onlooker bees waiting in the hive receive the food source information from employed bees and then probabilistically choose their food sources depending on this information. By using the fitness values provided by employed bees, the probability values of food sources will be calculated. An onlooker bee chooses a food source depending on its probability value. That is to say, there may be more than one onlooker bee choosing a same food source if that food source has a higher fitness. The probability is calculated according to (4) After food sources have been probabilistically chosen for onlooker bees, each onlooker bee finds a new food source in its neighborhood using (3) . Fitness values of these new food sources will be computed and, as in the employed bees phase, a greedy selection is applied between v i and x i . In other words, more onlooker bees will be recruited to richer food sources. 4) Scout bees phase: In this phase, if the value of trials counter of a food source is greater than the "limit" parameter, the food source will be abandoned and the bee becomes a scout bee. According to (2) , as in the initialization phase, a new food source will be produced randomly in the search space for each scout bee and the trials counter of the bee will be reset to zero. The three employed, onlooker, and scout bees' phases will be repeated until the termination criterion is met and the best food source (i.e. the one that shows the best optimal value) will be selected as final solution.
IV. COMBINATION OF ABC AND K-MEANS
As mentioned in the previous sections, k-means is computationally light and converges after a limited iterations. However, the studies conducted by the researchers confirm that the algorithm is highly dependent on the initialization of centroids and usually gets stuck in local optimums. It was also mentioned that the ABC algorithm performs a global search in the entire solution space. If given enough time, ABC can generate good and global results. Therefore, here, we propose a new combined algorithm to use the merits of the two k-means and ABC algorithms for solving clustering problems. The proposed algorithm does not depend on the initial centroids and can avoid being trapped in a local optimum solution as well.
In the proposed algorithm, each food source in the search environment represents a set of centroids; that is, a food source represents a possible solution for clustering, and the position x i is constructed as:
where K is the number of clusters, C ij is the jth centroid of the ith food source. To measure the overall clustering quality of each food source, a clustering criterion function should be defined. In this work, a simple criterion inspired by sum of square error called distortion is used as the clustering criterion function. Distortion is the total sum of the squared distance between all samples and their cluster centers and defined as follows:
where z i represents ith pattern belongs into cluster C j . Here, the goal is to obtain a partitioning of the data set, such that E is minimized. The distortion criterion is valid for cluster sample dense as well as the small differences in the number of various clustering samples. The procedure for the proposed algorithm can be summarized as follows:
Setp 1: Randomly Initialize the positions of food sources (each food source being a set of centroids) and use the k-means algorithm to finish clustering task for all produced positions and compute the fitness value of each group of centroids using (6).
Setp 2: Search for new food sources and update the place of food sources by employed bees. Apply the k-means algorithm and a greedy selection to evaluate new fitness values and compare them with the original ones. Better food sources will be delivered to onlooker bees.
Step 3: Calculate probability values of food sources and update their place according to the probability values by onlooker bees. Again, the k-means algorithm and a greedy selection will be applied to finish clustering, evaluate new fitness values using (6) and compare them with the original ones to update them.
Step 4: Check the trial counter of food sources and produce a new food source (set of centroids) in the search space for which exceed the "limit" parameter amount.
Step 5: Repeat from step 2 until the termination criterion is met.
The pseudo of the proposed algorithm, named ABCk, is illustrated in Fig. 1 . Fig. 1 . Pseudo of the ABCk algorithm.
V. EXPRIMENTAL RESULTS AND DISCUSSION
The experimental results comparing the ABCk with the k-means algorithm are provided for three real-life datasets (Iris, Wine, and Contraceptive Method Choice (CMC)). They are briefly summarized below:
Iris data (n = 150, d = 4, K = 3). These data with 150 random samples of flowers from the iris species setosa, versicolor, and virginica used by Fisher [30] . From each species there are 50 observations for sepal length, sepal width, petal length, and petal width in cm.
Wine data (n = 178, d = 13, K = 3). These data are the results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars [31] . The analysis determined the quantities of 13 constituents found in each of the three types of wines. There are 178 instances with 13 numeric attributes in wine data set. All attributes are continuous and there is no missing attributes.
Contraceptive Method Choice (CMC) data (n = 1473, d = 10, K = 3). These data are a subset of the 1987 National Indonesia Contraceptive Prevalence Survey [32] . The samples are married women who were either not pregnant or do not know if they were at the time of interview. The problem is to predict the current contraceptive method choice (no use, long-term methods, or short-term methods) of a woman based on her demographic and socioeconomic characteristics.
In this paper, in the ABCk algorithm, the colony size, "limit" parameter, and number of iteration, are set to 10, 100, and 20, respectively. The comparison of results for each dataset based on the best solution found in 100 distinct runs of each algorithm and the convergence processing time taken into attain the best solution. The algorithms are implemented on a Intel Core i7, 2.4 GHz, 8 GB RAM computer. The quality of the respective clustering will also be compared, where the quality is measured by the following two criteria: 1) the distortion criterion as defined in (6) . Clearly, the smaller the sum is, the higher the quality of clustering is. 2) The F-measure which uses the ideas of precision and recall from information retrieval [33] . Each class i (as given by the class labels of the used benchmark dataset) is regarded as the set of n i items desired for a query; each cluster j (generated by the algorithm) is regarded as the set of n j items retrieved for a query; n ij gives the number of elements of class i within cluster j. For each class i and cluster j precision and recall are then defined as p(i,j) = (n ij / n j ) and r(i,j) = (n ij / n i ) and the corresponding value under the F-measure is j) ), where b = 1 is chosen here to obtain equal weighting for p(i,j) and r(i,j). The overall F-measure for the dataset of size n is given by:
Obviously, the bigger F-measure is, the higher the quality of clustering is.
The simulation results given in Table I to Table III show that ABCk is much more precise than the k-means algorithm. In other words, it provides the optimum value and small standard deviation in compare to those of obtained by k-means. For instance, the results obtained on the Iris dataset show that ABCk converges to the global optimum of 97.33 in all times while the average and standard deviation amounts of k-means are 102.73 and 10.52. The standard deviation of the fitness function for the proposed algorithm is 0. Table II shows the results of algorithms on the Wine dataset. The average optimum values, which are obtained by ABCk and k-means in all runs, are 16574.49 and 16890.16, respectively. As it is presented, the ABCk noticeably resulted in a smaller standard deviation value in comparison with k-means. Table III provides the results of algorithms on the CMC dataset. As seen, the ABCk is far superior in term of the standard deviation value, the worst global solution, and the best global solution. On CMC dataset, ABCk obtains the average optimum and standard deviation values of 5711.27 and 3.41, respectively. While k-means results in 5864.22 and 51.32.
In terms of computational costs, k-means needs much lower evaluation times, but the results are less than satisfactory. Indeed, the illustrated results show that the number of function evaluations of k-means are significantly less than those of ABCk.
The simulation results of the tables also illustrate that the average of F-measure of the proposed algorithm is better than or equal to those obtained by the k-means algorithm on the all datasets. F-means is an indication that shows how the clusters are spatially well separated and the accuracy presents the ability of both algorithms to cluster the data into different partitions, correctly. To conclude, the simulation results demonstrate that ABCk converges to global optimum solutions with smaller standard deviation and more function evaluations which is caused by the statistical behavior of all nature inspired optimization algorithms. 
VI. CONCLUSION
The clustering problem is a very important problem and has attracted much attention of many researchers. The k-means algorithm is a simple and efficient clustering method that has been applied to many engineering problems; nevertheless it suffers from several drawbacks due to its choice of initializations. This paper has developed a combined algorithm for solving the clustering problem which is based on the combination of artificial bee colony algorithm and k-means technique. The algorithm has been implemented and tested on several well known real datasets and preliminary computational experience is very encouraging. In other word it has been proved that the ABCk algorithm will definitely converge to optimal solution in almost runs. The ABCk clustering algorithm developed in this paper can be applied when the number of clusters is known a prior.
