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Abstract
We define an extended Cesàro operator Tg with holomorphic symbol g in the unit ball B of Cn.
For a large class of weights w we characterize those g for which Tg is bounded (or compact) from
Bergman space Lpa,w(B) to L
q
a,w(B), 0 < p,q < ∞. In addition, we obtain some results about equiv-
alent norms, the norm of point evaluation functionals, and the interpolation sequences on Lpa,w(B).
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1. Introduction
Let D be the unit disk in the complex plane C. For a holomorphic function f (z) on D
with Taylor expansion f (z) =∑∞j=0 ajzj , the Cesàro operator acting on f is
C[f ](z) =
∞∑
j=0
(
1
j + 1
j∑
k=0
ak
)
zj .
With the result of Hardy [7] and M. Riesz’s theorem [5] we know that C[ · ] is bounded
on Hp(D) for 1 < p < ∞. In [16] and [9] it is proved that C[ · ] is bounded on Hp(D)
for p = 1 and 0 < p < 1, respectively, where Hp(D) is the Hardy space on D. A little
calculation shows that C[f ](z) = 1
z
∫ z
0 f (t)(log(1/(1 − t)))′ dt . Hence, on most holo-
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0 f (t)(log(1/(1 − t)))′ dt is bounded. From this point of view it is natural to consider
the extended Cesàro operator Tg , depending on an holomorphic symbol g, as follows:
Tgf (z) =
z∫
0
f (t)g′(t) dt. (1)
In [10] Pommerenke proved Tg is bounded on H 2(D) if and only if g is a BMOA function.
Aleman and Siskakis generalized this result to 1  p < ∞ in [2]. Recently, Aleman and
Cima obtained the solution for the problem: given p,q ∈ (0,∞) characterize the symbols g
for which Tg maps Hp(D) → Hq(D) boundedly. See [1]. In the Bergman space setting,
for p  1 Xiao proved C[f ] is bounded on Ap(ϕp(r)/(1 − r)) with ϕ > 0 as in [18]. Ale-
man and Siskakis studied Tg on Lpa (w) with a large class of other weights w. Restricting
themselves to p  1 they obtained a necessary and sufficient condition on g for which Tg
is bounded on Lpa (w) in [3].
The purpose of this paper is to define the extended Cesàro operator on the unit ball B
of Cn and to characterize those holomorphic symbols for which the induced operator is
bounded (or compact) from pth Bergman space to q th Bergman space.
For later use we need some more notation. We denote by H(B) the class of all holo-
morphic functions on the unit ball B of Cn. For g ∈ H(B) let g(z) =∑nj=1 zj (∂g/∂zj )
be the radial derivative.
Definition. Given g ∈ H(B), the extended Cesàro operator Tg with symbol g is the opera-
tor on H(B),
Tg(f )(z) =
1∫
0
f (tz)g(tz) dt
t
, f ∈ H(B), z ∈ B. (2)
It is clear that when n = 1, (2) is just (1).
As in [3], a positive Lebesgue integral function w on the interval [0,1) is called normal
if there are two positive constants C1,C2 and some s ∈ (0,1) such that for all r ∈ (0,1),
(P1)
1∫
r
w(t) dt  C1(1 − r)w(r) and
(P2) w(r) C2w(sr + 1 − s).
If w is normal we extend it to B by w(z) = w(|z|). For 0 < p < ∞ the weighted Bergman
space Lpa,w(B) is the space of all functions f ∈ H(B) such that
‖f ‖pp,w =
∫
B
∣∣f (z)∣∣pw(z) dm(z) < +∞.
In what follows C,C1,C2 will stand for positive constants whose value may change
from line to line. The expression A  B means C1A B  C2A.
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normal weight, which will be used in the proof of the main results. There are two kinds of
normal weights relative to the study of weighted Bergman space theory. One is as in [14,18]
and the other is defined with conditions (P1) and (P2) as in [3] and here. It is obvious that
the weights in [14,18] are normal in the present sense. The results in Section 2 will also
enable us to see these two kinds of weights are actually the same in the sense they induce
the same pth Bergman space (and equivalent norms). In Section 3, we consider the equiva-
lent characterizations, the point evaluation functionals, and the interpolation sequences on
L
p
a,w(B). We generalize some results from [3,4,8,11,14,18,19]. The last section, Section 4,
contains the main theorems of the paper, where we will find a sufficient and necessary
condition on g ∈ H(B) for which Tg is bounded (respectively compact) from Lpa,w(B) to
L
q
a,w(B) for all possible 0 < p,q < ∞. Our results will generalize [3,14,18].
Before ending this section we give three examples of the normal weight functions to
illustrate how complex these functions can be.
Example 1. w(r) = (1 − r2)α , α > −1.
Example 2. w(r) = (log log(e/(1 − r)))α , where α > 0 (see [3]).
Example 3. Take w(r) to be Lebesgue integrable on [0,1/2) and w(r)  1. For m  1,
define w(r) on [1 − 1/2m,1 − 1/2m+1) by w(r) = w(2(r − 1/2)) inductively.
2. Some results about normal weights
Let w(r) be a normal weight, for r ∈ [0,1), we write ρ(r) = sr + 1 − s and
w∗(r) = 1
1 − r
ρ(r)∫
r
w(t) dt.
Given two weight functions w1 and w2, we say they are equivalent if for p > 0 there exist
constants C1 and C2 such that
C1‖f ‖p,w1  ‖f ‖p,w2  C2‖f ‖p,w1
for all f ∈ H(B).
Proposition 1. Given a normal weight w we have the following:
(i) If 0 r1 < r2  ρ(r1), then
C1 
w∗(r1)
w∗(r2)
 C2. (3)
(ii) w∗(r) 
∫ 1
r w
∗(t) dt
. (4)1 − r
438 Z. Hu / J. Math. Anal. Appl. 296 (2004) 435–454(iii) w∗(r) is normal.
(iv) w∗(r) is equivalent to w(z) if |z| = r .
Proof. (i) It is trivial that
1 − r2  1 − r1  C(1 − r2).
By changing variable in the integral on [ρ(r1), ρ(r2)] and applying (P2), we obtain
w∗(r2) = 11 − r2
ρ(r2)∫
r2
w(t) dt = 1
1 − r2
[ ρ(r1)∫
r2
+
ρ(r2)∫
ρ(r1)
]
w(t) dt
 C
1 − r2
[ ρ(r1)∫
r2
+
r2∫
r1
]
w(t) dt  Cw∗(r1).
On the other hand, by the estimate above and (P1),
w∗(r2) Cw∗
(
ρ(r1)
)= C
∫ ρ(ρ(r1))
ρ(r1)
w(t) dt
1 − ρ(r1) C infu∈[r1,ρ(r1)]
∫ 1
u w(t) dt
1 − u
 C inf
u∈[r1,ρ(r1)]
w(u) C
∫ ρ(r1)
r1
w(t) dt
ρ(r1) − r1  C
∫ ρ(r1)
r1
w(t) dt
1 − r1 .
This gives w∗(r2)Cw∗(r1).
(ii) By (P1) again,
w∗(r) = 1
1 − r
ρ(r)∫
r
w(t) dt  1
1 − r
1∫
r
w(t) dt  Cw(r). (5)
This yields
1∫
r
w∗(t) dt  C
1∫
r
w(t) dt 
ρ(r)∫
r
w(t) dt + C inf
u∈[r,ρ(r)]w(u)(1 − u)
w∗(r)(1 − r) +C
ρ(r)∫
r
w(t) dt = Cw∗(r)(1 − r).
It gives one direction of (4). The other direction comes from (3),
w∗(r) C 1
1 − r
ρ(r)∫
r
w∗(t) dt  C 1
1 − r
1∫
r
w∗(t) dt.
(iii) It is a direct consequence of (3) and (4).
(iv) For a non-negative integer k, denote ρ0 = 0, ρk = ρ(ρk−1). Then limk→∞ ρk = 1.
For f ∈ H(B), by the monotonicity of the mean Mp(f, r) = {
∫
∂B
|f (rζ )|p dσ(ζ )}1/p
and (i),
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1∫
0
M
p
p (f, r)w(r)r
2n−1 dr =
∞∑
k=0
ρk+1∫
ρk
M
p
p (f, r)w(r)r
2n−1 dr

∞∑
k=0
M
p
p (f,ρk+1)ρk+12n+1
ρk+1∫
ρk
w(r) dr
= C
∞∑
n=0
M
p
p (f,ρk+1)ρk+12n+1w∗(ρk)(1 − ρk)
 C
∞∑
n=0
M
p
p (f,ρk+1)ρk+12n+1
ρk+2∫
ρk+1
w∗(r) dr
 C
∞∑
k=1
ρk+2∫
ρk+1
M
p
p (f, r)w
∗(r)r2n−1 dr C‖f ‖pp,w∗ .
The other inequality ‖f ‖pp,w∗ C‖f ‖pp,w comes from (5). The proof is completed. 
Remark 1. The function w∗(r) is continuous. We can construct infinitely many differen-
tiable functions φ(r) such that C1  φ(r)/w ∗ (r)  C2. φ(r) is obviously normal and
equivalent to w(r). To produce φ(r) we let ψ(r) be the step function on [0,1) such that
ψ(r) = ρk if r ∈ [ρk,ρk+1), k = 0,1,2, . . . .
From (3) we know C1  ψ(r)/w ∗ (r)  C2. Now φ(r) can be easily constructed by ad-
justing ψ(r) near each point ρk .
Proposition 2. There exists normal weight ϕ(r) such that
(i) C1  ϕ(r)
w∗(r)
 C2.
(ii) For some constants −1 < a < b,
ϕ(r)
(1 − r)a ↓ 0,
ϕ(r)
(1 − r)b ↑ ∞ as r → 1
−. (6)
Proof. Take ϕ(r) to be continuous differentiable on [0,1),
ϕ(r) = 1
1 − r
1∫
r
w∗(t) dt.
Then (i) comes from (4). Furthermore,
{
ϕ(r)
k
}′
= −w
∗(r)(1 − r) + (1 + k) ∫ 1r w∗(t) dt
2+k . (7)(1 − r) (1 − r)
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a = (k − 1)/2 will give ϕ(r)/(1 − r)a ↓ 0. Similarly, choose some k > −1 such that the
right-hand side of (7) is positive. Then any b > k will give ϕ(r)/(1 − r)b ↑ ∞. 
Remark 2. Propositions 1 and 2 show that the two kinds of normality mentioned in Sec-
tion 1 are the same, in the sense that they induce the same pth Bergman space with
equivalent norms.
3. Some properties of the space Lpa,w(B)
In this section we exhibit some properties which will not only be used in the proof of
the main results but also have their own interest.
3.1. The equivalent norms on Lpa,w(B)
For f ∈ H(B), the radial derivative of f is
f (z) =
n∑
j=1
zj
∂f (z)
∂zj
.
For m = 1,2, . . . , write mf (z) = (m−1f (z)), |gradm f (z)| =
∑
|α|=m |∂αf /∂zα|.
Lemma 1. Let 1 p < ∞, δ > 0, h : [0,1) → [0,+∞) measurable, then
1∫
0
w∗(r)
{ r∫
0
(r − t)δ−1h(t) dt
}p
dr  C
1∫
0
(1 − r)pδ−1hp(r)w∗(r) dr.
Proof. By Proposition 2, we only need to prove
1∫
0
ϕ(r)
{ r∫
0
(r − t)δ−1h(t) dt
}p
dr  C
1∫
0
(1 − r)pδ−1hp(r)ϕ(r) dr. (8)
To prove (8), we take a in Proposition 2 and apply the theorem of [6, p. 758],
1∫
0
ϕ(r)
{ r∫
0
(r − t)δ−1h(t) dt
}p
dr
 C
1∫
0
(1 − r)a
{ r∫
0
(r − t)δ−1h(t)
[
ϕ(t)
(1 − t)a
]1/p
dt
}p
dr
 C
1∫
(1 − r)a+pδ−1
{
h(r)
[
ϕ(r)
(1 − r)a
]1/p}p
dr0
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1∫
0
(1 − r)pδ−1hp(r)ϕ(r) dr.
The lemma is proved. 
Theorem 1. Let p > 0 and let m be a positive integer. Then for any function f ∈ H(B),
‖f ‖pp,w 
m−1∑
j=0
∣∣gradj f (0)∣∣p +
∫
B
∣∣mf (z)∣∣p(1 − |z|2)mpw(z) dm(z). (9)
Proof. First we prove
‖f ‖pp,w 
∣∣f (0)∣∣p + ∫
B
∣∣f (z)∣∣p(1 − |z|2)pw(z) dm(z). (10)
For p > 0 fixed, it is obvious that∣∣f (0)∣∣p  C‖f ‖pp,w, f ∈ H(B).
From [5, p. 80] and [12, p. 14] we have(
1 − r2)pMpp (f, r) CMpp (f,ρ(r)).
Notice (1 − r2)pw(r) is also a normal weight, and[(
1 − r2)pw(r)]∗  (1 − r2)pw∗(r). (11)
Applying Proposition 1,∫
B
∣∣f (z)∣∣p(1 − |z|2)pw(z) dm(z)
 C
∫
B
∣∣f (z)∣∣p(1 − |z|2)pw∗(z) dm(z)
= C
1∫
0
M
p
p (f, r)
(
1 − r2)pw∗(r)r2n−1 dr
 C
1∫
0
M
p
p
(
f,ρ(r)
)
w∗(r)r2n−1 dr
 C
1∫
0
M
p
p
(
f,ρ(r)
)
w∗
(
ρ(r)
)
ρ(r)2n−1 dr
 C
1∫
M
p
p (f, r)w
∗(r)r2n−1 dr  C‖f ‖pp,w.
0
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porarily and prove
‖f ‖pp,w  C
∫
B
|f |p(z)(1 − |z|2)pw(z) dm(z). (12)
If 0 < p < 1, Proposition 1 and [13, Theorem 1] yields
‖f ‖pp,w  C
1∫
0
M
p
p (f, r)w
∗(r)r2n−1 dr
 C
1∫
0
w∗(r)r2n−1 dr
r∫
0
(r − t)p−1Mpp (f, t) dt
rp
 C
1∫
0
M
p
p (f, t) dt
1∫
t
(r − t)p−1w∗(r) dr
 C
1∫
0
M
p
p (f, t)
{ ρ(t)∫
t
+
1∫
ρ(t)
}
(r − t)p−1w∗(r) dr dt
 C
1∫
0
M
p
p (f, t)
{
w∗
(
ρ(t)
) ρ(t)∫
t
(r − t)p−1 dr + (ρ(t) − t)p−1
1∫
ρ(t)
w∗(r) dr
}
dt
 C
1∫
0
M
p
p (f, t)
{
w∗
(
ρ(t)
)(
ρ(t) − t)p + (ρ(t) − t)p−1w∗(ρ(t))(1 − ρ(t))}dt
 C
1∫
0
M
p
p (f, t)(1 − t)pw∗
(
ρ(t)
)
dt  C
1∫
0
M
p
p (f, t)(1 − t)pw∗(t) dt
 C
∫
B
|f |p(z)(1 − |z|2)pw∗(z) dm(z).
This gives (12). For 1 p < ∞, applying Lemma 1 and [13, Theorem 1] again
‖f ‖pp,w  C
1∫
0
M
p
p (f, r)w
∗(r)r2n−1 dr  C
1∫
0
w∗(r)
{ r∫
0
Mp(f, t) dt
}p
dr
 C
1∫
0
M
p
p (f, r)(1 − r)pw∗(r) dr,
which gives (12) as well. Now for general f (z),
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[∥∥f − f (0)∥∥
p,w
+ ∣∣f (0)∣∣]
 C
{∣∣f (0)∣∣+ {∫
B
|f |p(z)(1 − |z|2)pw(z) dm(z)}1/p}.
For m  1, similar to (11), (1 − r)pkw(r) is normal and [(1 − r)pkw(r)]∗ 
(1 − r)pkw∗(r). Therefore, by induction, we have (9) from (10). The theorem is
proved. 
Remark 3. With the same approach we can prove
‖f ‖pp,w 
m−1∑
j=0
∣∣gradj f (0)∣∣p +
∫
B
∣∣gradm f (z)∣∣p(1 − |z|2)mpw(z) dm(z).
3.2. The point evaluation functional on Lpa,w(B)
Let β(· , ·) denote the Bergman metric on B . The Bergman ball E(z, r) with center
z ∈ B and radius r > 0 is defined as E(z, r) = {ζ ∈ B: β(ζ, z) < r}. It is well known that∣∣E(z, r)∣∣ r2n(1 − |z|2)n+1, 1 − |ζ |  1 − |z| for ζ ∈ E(z, r). (13)
For r > 0 fixed, by Proposition 1 there is some constant C(r) such that for z ∈ B and
ζ ∈ E(z, r)
1
C(r)
 w
∗(ζ )
w∗(z)
C(r). (14)
Theorem 2. The point evaluation functional Λz on Lpa,w(B) defined by
Λz(f ) = f (z), f ∈ Lpa,w(B)
is bounded with the norm estimate
‖Λz‖  1[w∗(z)(1 − |z|2)n+1]1/p .
Proof. Given z ∈ B , by the plurisubharmonicity of |f (z)|p and (14) we have
|f (z)|p  C 1|E(z,1)|
∫
E(z,1)
∣∣f (ζ )∣∣p dm(ζ )
 C 1|E(z,1)|w∗(z)
∫
E(z,1)
∣∣f (ζ )∣∣pw∗(ζ ) dm(ζ ). (15)
Then (13) gives
‖Λz‖ C 1∗ 2 n+1 1/p . (16)[w (z)(1 − |z| ) ]
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fζ (z) =
{
(1 − |ζ |2)β
w∗(ζ )(1 − 〈z, ζ 〉)n+1+β
}1/p
. (17)
Then
fζ (ζ ) = 1[w∗(ζ )(1 − |ζ |2)n+1]1/p . (18)
We claim ‖fζ ‖p,w  C, and this together with (16) and (18) will end the proof of the
theorem. In fact, applying [15, Lemma 6],
‖fζ ‖pp,w  C (1 − |ζ |
2)β
w∗(ζ )
1∫
0
ϕ(r)
∫
∂B
1
|1 − 〈rz, ζ 〉|n+1+β dσ(z) dr
 C (1 − |ζ |
2)β
w∗(ζ )
1∫
0
ϕ(r)
(1 − r|ζ |)1+β dr
= C (1 − |ζ |
2)β
w∗(ζ )
{ |ζ |∫
0
+
1∫
|ζ |
}
ϕ(r)
(1 − r|ζ |)1+β dr
 C (1 − |ζ |
2)β
w∗(ζ )
{
w∗(ζ )
(1 − |ζ |)b
|ζ |∫
0
(1 − r)b dr
(1 − r|ζ |)1+β
+ w
∗(ζ )
(1 − |ζ |)a
1∫
|ζ |
(1 − r)a dr
(1 − r|ζ |)1+β
}
 C.  (19)
3.3. The interpolation sequence in Lpa,w(B)
Lemma 2. Suppose β > b is in Proposition 2. Then for any ε > 0 there is some constant
K such that for any sequence {ζj } ⊆ B ,
inf
{
β(ζj , ζk): j, k = 1,2, . . . , j = k
}
K
we have
∞∑
j=1, j =k
(1 − |ζj |2)n+1w∗(ζj )
|1 − 〈ζj , ζk〉|n+1+β < ε
w∗(ζk)
(1 − |ζk|2)β (20)
for k = 1,2, . . . .
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sup
z∈B
∫
B\E(z,K)
w∗(ζ )
|1 − 〈ζ, z〉|n+1+β dm(ζ ) < ε
w∗(z)
(1 − |z|2)β . (21)
In fact, given any −1 < c < β , a direct calculation using [12, Theorems 2.22 and 2.26]
gives
sup
z∈B
∫
B\E(z,K)
(1 − |ζ |2)c
|1 − 〈ζ, z〉|n+1+β dm(ζ ) < ε
(1 − |z|2)c
(1 − |z|2)β
if K is large enough. Set B|z| = {ζ ∈ B: |ζ | < |z|}. Then, similar to the estimate (19), we
know ∫
B\E(z,K)
w∗(ζ )
|1 − 〈ζ, z〉|n+1+β dm(ζ )
 C
∫
B\E(z,K)
ϕ(r)
|1 − 〈ζ, z〉|n+1+β dm(ζ )
 C
{ ∫
(B\E(z,K))∩B|z|
+
∫
(B\E(z,K))\B|z|
}
ϕ(r)
|1 − 〈ζ, z〉|n+1+β dm(ζ )
 C
{
w∗(|z|)
(1 − |z|2)b
∫
(B\E(z,K))∩B|z|
(1 − |ζ |2)b
|1 − 〈ζ, z〉|n+1+β dm(ζ )
+ w
∗(|z|)
(1 − |z|2)a
∫
(B\E(z,K))\B|z|
(1 − |ζ |2)a
|1 − 〈ζ, z〉|n+1+β dm(ζ )
}
 C
{
w∗(|z|)
(1 − |z|2)b
∫
B\E(z,K)
(1 − |ζ |2)b
|1 − 〈ζ, z〉|n+1+β dm(ζ )
+ w
∗(|z|)
(1 − |z|2)a
∫
B\E(z,K)
(1 − |ζ |2)a
|1 − 〈ζ, z〉|n+1+β dm(ζ )
}
 ε w
∗(z)
(1 − |z|2)β .
Now, if K is large enough,
∞∑
j=1, j =k
(1 − |ζj |2)n+1w∗(ζj )
|1 − 〈ζj , ζk〉|n+1+β  C
∞∑
j=1, j =k
∫
E(ζj ,1)
w∗(ζ )
|1 − 〈ζ, ζk〉|n+1+β dm(ζ )
= C
∫
⋃∞ E(ζj ,1)
w∗(ζ )
|1 − 〈ζ, ζk〉|n+1+β dm(ζ )
j=1, j =k
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∫
B\E(ζk,K−1)
w∗(ζ )
|1 − 〈ζ, ζk〉|n+1+β dm(ζ )
< ε
w∗(ζk)
(1 − |ζk|2)β . (22)
The estimate (20) is proved. 
Theorem 3. Let p > 0. There exists some constant K > 0 such that if {zj } is a sequence in
B satisfying
inf
{
β(zj , zk): j, k = 1,2, . . . , j = k
}
> K, (23)
then for any sequence {wj } with
∞∑
j=1
|wj |p
(
1 − |zj |2
)n+1
w∗(zj ) 1
we have some f ∈ Lpa,w(B) such that ‖f ‖p,w  C and f (zj ) = wj .
Proof. The theorem is a generalization of [11, Theorem, p. 231]. And the proof is along
the same line as that in [11]. Given a sequence {zj } satisfying (23), define the operator T
from Lpa,w(B) to lp by
Tf = {f (zj )[(1 − |zj |2)n+1w∗(zj )]1/p}∞j=1, f ∈ Lpa,w(B).
As in (20), T is bounded. Furthermore, take
fzj (z) =
{
(1 − |zj |2)β
w∗(zj )(1 − 〈z, zj 〉)n+1+β
}1/p
.
If K is large enough, then the operator R1 from lp to Lpa,w(B) defined by R1({λj }) =∑∞
j=1 λjfzj (z) is bounded and the operator T R1 is invertible. Obviously, this assertion
will give the conclusion of the theorem. That R1 is bounded and TR1 is invertible can be
proved in two cases 0 < p  1 and 1 < p < ∞ as in [11]. The key point in the present
setting is to apply Lemma 2, and in [11] the corresponding lemma is Lemma 3.1 (a little
attention should be paid to that the factor B−1−rij in the left-hand side of (3.3) there should
be read as B−1−rjj ). The detail is omitted here. 
Applying Theorem 3 we have the following theorem.
Theorem 4. Let µ be a positive Borel measure on B ,
µˆ(z) = µ(E(z,1))
w∗(z)(1 − |z|2)n+1 .
Let 0 < q  p < ∞. Then a necessary and sufficient condition for there to exist a constant
G such that
Z. Hu / J. Math. Anal. Appl. 296 (2004) 435–454 447{∫
B
∣∣f (z)∣∣q dµ(z)}1/q G{∫
B
∣∣f (z)∣∣pw∗(z) dm(z)}1/p (24)
for all f ∈ Lpa,w(B) is that∫
B
µˆ(z)sw∗(z) dm(z) < ∞, (25)
where 1/s + q/p = 1. Furthermore, we have{∫
B
µˆ(z)sw∗(z) dm(z)
}1/s
 CGq. (26)
Proof. When w ≡ 1 the assertion (25) is just the main result of [8]. Taking normal weights
into account, the proof of (25) uses the same approach with the modification that the lemma
on [8, p. 128] should be replaced by the following lemma, Lemma 3. And the proof of
Lemma 3 can also be carried out as that in [8]. The estimate (26) does not appear explicitly
in [8]. A careful check of the constant C in (3.4) there will give (26). 
Lemma 3. There exists some constant A depending only on q and K such that if {zj }
satisfies (23) and δ < K/4, then for every f ∈ Lpa,w(B) with 0 < q  p,∑
j
∫
E(zj ,δ)
∣∣f (z) − f (zj )∣∣q dµ(z)
Aδq‖f ‖qp,w
{[∑
j
µ
(
E(zj , δ)
)]s[
w∗(zj )m
(
E
(
zj ,
K
2
))]1−s}1/s
,
where s is as in Theorem 4.
4. Main theorems
Following [17], a function f ∈ H(B) is called a Bloch function if
‖f ‖B = sup
{∣∣f (z)∣∣(1 − |z|2): z ∈ B}< ∞;
and f is called a little Bloch function if
lim|z|→1
∣∣f (z)∣∣(1 − |z|2)= 0.
The set of all Bloch and little Bloch functions will be denoted as B and B0, respectively.
Theorem 5. Let p,q > 0. Then
(A) For p > q , Tg is bounded from Lpa,w(B) to Lqa,w(B) if and only if g ∈ Lka,w(B), where
1/k = 1/q − 1/p.
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(C) For p < q , Tg is bounded from Lpa,w(B) to Lqa,w(B) if and only if
∣∣g(z)∣∣ C[ w∗(z)
(1 − |z|2)k−(n+1)
]1/k
, (27)
where 1/k = 1/p − 1/q .
Furthermore, if Tg is bounded from Lpa,w(B) to Lqa,w(B), then
‖Tg‖ 


‖g − g(0)‖k,w, for p > q,
‖g‖B, for p = q,
supz∈B |g(z)|
[ (1−|z|2)k−(n+1)
w∗(z)
]1/k
, for p < q .
(28)
Proof. First we prove the sufficiency.
(i) Let 0 < q < p < ∞, 1/k = 1/q − 1/p, f ∈ Lpa,w(B), and g ∈ Lka,w(B). Then by
Theorem 1 and Hölder’s inequality,
‖Tg(f )‖qq  C
∫
B
∣∣Tg(f )(z)∣∣q(1 − |z|2)qw∗(z) dm(z)
 C
∫
B
∣∣f (z)g(z)∣∣q(1 − |z|2)qw∗(z) dm(z)
 C
{∫
B
[∣∣g(z)∣∣q(1 − |z|2)q]k/qw∗(z) dm(z)}q/k
×
{∫
B
[∣∣f (z)∣∣q]p/qw∗(z) dm(z)}q/p
 C
∥∥g − g(0)∥∥q
k
‖f ‖qp.
(ii) Let 0 < p < ∞, f ∈ Lpa,w(B), and g be a Bloch function. Then
∥∥Tg(f )∥∥pp  C
∫
B
∣∣Tg(f )(z)∣∣p(1 − |z|2)pw∗(z) dm(z)
 C sup
z∈B
[(
1 − |z|2)∣∣g(z)∣∣]p ∫
B
∣∣f (z)∣∣pw∗(z) dm(z)
 C‖g‖pB‖f ‖pp.
(iii) Let 0 < p < q < ∞, 1/k = 1/p − 1/q , and f ∈ Lpa,w(B),
sup
z∈B
∣∣g(z)∣∣[ (1 − |z|2)k−(n+1)
w∗(z)
]1/k
< ∞.
By Theorem 2,
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∫
B
∣∣f (z)g(z)∣∣q(1 − |z|2)qw∗(z) dm(z)
 C‖f ‖q−pp,w
∫
B
∣∣f (z)∣∣p∣∣g(z)∣∣q(1 − |z|2)q−((n+1)(q−p))/p
×w∗(r)1−(q−p)/p dm(z)
 C‖f ‖q−pp,w sup
z∈B
{∣∣g(z)∣∣[ (1 − |z|2)k−(n+1)
w∗(z)
]1/k}q
×
∫
B
∣∣f (z)∣∣pw∗(z) dm(z)
 C
{
sup
z∈B
∣∣g(z)∣∣[ (1 − |z|2)k−(n+1)
w∗(z)
]1/k}q
‖f ‖qp,w.
The sufficiency and one direction of (28) are proved. To prove the necessity we suppose
0 < p,q < ∞, and Tg is bounded from Lpa,w(B) to Lqa,w(B).
(i) If p < q , we take fζ as in (17) for each ζ ∈ B . Proposition 1 and the plurisubhar-
monicity imply
‖Tgfζ ‖qq,w  C
∫
E(ζ,1)
∣∣fζ (u)∣∣q ∣∣g(u)∣∣q(1 − |u|2)qw∗(u) dm(u)
 C
∣∣fζ (ζ )∣∣q ∣∣g(ζ )∣∣q(1 − |ζ |2)q+(n+1)w∗(ζ )
= C
{∣∣g(ζ )∣∣[ (1 − |ζ |2)k−(n+1)
w∗(ζ )
]1/k}q
.
This gives
sup
z∈B
∣∣g(z)∣∣[ (1 − |z|2)k−(n+1)
w∗(z)
]1/k
 C‖Tg‖.
(ii) If p = q , as above we have
‖Tgfζ ‖pp,w  C
∣∣fζ (ζ )∣∣p∣∣g(ζ )∣∣p(1 − |ζ |2)p+(n+1)w∗(ζ )
= C[∣∣g(ζ )∣∣(1 − |ζ |2)]p.
This implies ‖g‖B  C‖Tg‖.
(iii) If p > q , by Theorem 1 we know{∫
B
∣∣f (u)∣∣q ∣∣g(u)∣∣q(1 − |u|2)qw∗(u) dm(u)}1/q C‖f ‖p,w
for all f ∈ Lpa,w(B). Theorem 4 tells us there is some constant C such that{∫ [∣∣g(u)∣∣(1 − |u|2)](pq)/(p−q)w∗(u) dm(u)}1/q−1/p  C‖Tg‖.B
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k,w
C‖Tg‖.
The proof of Theorem 5 is completed. 
For k > 0, let
Xk,0 =
{
f ∈ H(B): lim|z|→1
∣∣g(z)∣∣[ (1 − |z|)k−(n+1)
w∗(z)
]1/k
= 0
}
.
Define the metric on Xk,0/C by
d(f,h) = sup
z∈B
∣∣f (z) − h(z)∣∣[ (1 − |z|)k−(n+1)
w∗(z)
]1/k
.
Then Xk,0/C is a Banach space.
Lemma 4. If Xk,0 is non-trivial, that is Xk,0 contains some non-constant function, then it
contains all polynomials. Furthermore, polynomials are dense in Xk,0.
Proof. Suppose f ∈ Xk,0 is non-constant. Then M∞(f, r) = max|z|=r |f (z)| is strictly
increasing. This gives M∞(f, r) > C > 0 for r ∈ [1/2,1) and
lim|z|→1
(1 − |z|)k−(n+1)
w∗(z)
= 0. (29)
Now for any polynomial h(z), h(z) is bounded on B . By (29), we know h ∈ Xk,0.
Given f ∈ Xk,0 and ε > 0, by definition we have some η ∈ (0,1) such that
sup
ηr<1
M∞(f, r)
[
(1 − r)k−(n+1)
w∗(r)
]1/k
< ε. (30)
Then for all t ∈ (0,1), the function ft (z) = f (tz) satisfies
sup
ηr<1
M∞(ft , r)
[
(1 − r2)k−(n+1)
w∗(r)
]1/k
= sup
ηr<1
M∞(f, tr)
[
(1 − r2)k−(n+1)
w∗(r)
]1/k
 sup
ηr<1
M∞(f, r)
[
(1 − r2)k−(n+1)
w∗(r)
]1/k
< ε. (31)
We can fix t sufficiently near 1 such that
max
|z|η
∣∣f (z) − ft (z)∣∣
[
(1 − |z|)k−(n+1)
w∗(z)
]1/k
< ε. (32)
Now by (30)–(32) we have d(f,ft ) < 3ε. That there exists some polynomial h(z) such
that d(ft , h) < ε is trivial. Therefore, polynomials are dense in Xk,0. 
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(A) For p > q , Tg is compact from Lpa,w(B) to Lqa,w(B) if and only if g ∈ Lka,w(B), where
1/k = 1/q − 1/p.
(B) Tg is compact on Lpa,w(B) if and only if g ∈ B0.
(C) For p < q , Tg is compact from Lpa,w(B) to Lqa,w(B) if and only if g ∈ Xk,0, where
1/k = 1/p − 1/q .
Proof. We prove the sufficiency first. Suppose g is non-constant, otherwise there is nothing
to prove.
(i) If 0 < p < q < ∞, then Lemma 4 tells us that g can be approximated by polynomials
with the metric d(· , ·). By Theorem 5, to prove Tg is compact we need only prove the
operator TP with polynomial symbol P is compact. Notice that TP is the product of the
bounded operator MP from Lpa,w(B) to Lpa,w(B) defined by
MP (f )(z) = f (z)P(z)
and the operator T defined by
T (f )(z) =
1∫
0
f (tz) − f (0)
t
dt, f ∈ H(B).
Hence it suffices to prove T is compact from Lpa,w(B) to L
q
a,w(B).
Now, given any sequence {fm} in Lpa,w(B) satisfying
‖fm‖p,w  1, fm(z) → 0 (33)
uniformly on compact subsets of B , we are going to prove
lim
m→∞
∥∥T (fm)∥∥q,w = 0. (34)
For any ε > 0 by (29) we can choose η ∈ (0,1) such that for η r < 1,
(1 − r)k−(n+1)
w∗(r)
< ε.
Therefore,∥∥T (fm)∥∥qq,w
 C
∫
B
∣∣(T (fm)(z))∣∣q(1 − |z|2)qw∗(z) dm(z)
= C
∫
B
∣∣fm(z) − fm(0)∣∣q(1 − |z|2)qw∗(z) dm(z)
 C
{∫ ∣∣fm(z)∣∣q(1 − |z|2)qw∗(z) dm(z)+ ∣∣f (0)∣∣q
}B
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{
‖fm‖q−p
∫
B
[
(1 − |z|2)k−(n+1)
w∗(z)
]q/k∣∣fm(z)∣∣pw∗(z) dm(z)+ ∣∣f (0)∣∣q
}
 C
{
‖fm‖q−p
[∫
Bη
+
∫
B\Bη
][
(1 − |z|2)k−(n+1)
w∗(z)
]q/k∣∣fm(z)∣∣pw∗(z) dm(z)
+ ∣∣f (0)∣∣q}
 C
{
‖fm‖q−p
[
sup
z∈Bη
∣∣fm(z)∣∣p + εq/k‖fm‖pp,w]+ ∣∣f (0)∣∣q
}
 C
{
sup
z∈Bη
∣∣fm(z)∣∣p + εq/k + ∣∣f (0)∣∣q}.
From this and (33) we obtain (34). This implies T is compact from Lpa,w(B) to Lqa,w(B).
(ii) If p = q , we also need prove (34) because any little Bloch function g can be ap-
proximated by polynomials in the Bloch norm ‖ · ‖B (see [17]). Then, as above,∥∥T (fm)∥∥pq,w  C
∫
B
∣∣fm(z) − fm(0)∣∣p(1 − |z|2)pw∗(z) dm(z)
 C
{[∫
Bη
+
∫
B\Bη
]∣∣fm(z)∣∣p(1 − |z|2)pw∗(z) dm(z)+ ∣∣f (0)∣∣p
}
.
From this (34) follows.
(iii) If 0 < q < p < ∞, by Hölder inequality,∥∥T (fm)∥∥qq,w
 C
{∫
B
∣∣fm(z)∣∣q(1 − |z|2)qw∗(z) dm(z)+ ∣∣fm(0)∣∣q
}
 C
{[∫
B
∣∣fm(z)∣∣p(1 − |z|2)pw∗(z) dm(z)
]q/p
+ ∣∣fm(0)∣∣q
}
 C
{
sup
z∈Bt
∣∣fm(z)∣∣q +
[ ∫
B\Bt
∣∣fm(z)∣∣p(1 − |z|2)pw∗(z) dm(z)
]q/p
+ ∣∣fm(0)∣∣q
}
 C
{
sup
z∈Bt
∣∣fm(z)∣∣q + (1 − t2)q + ∣∣fm(0)∣∣q},
here C is independent of t ∈ [0,1). From this we obtain (34).
To prove the necessity, we need only consider the case 0 < p  q < ∞. For ζ ∈ B take
fζ (z) as (17). As 0 < p < q < ∞, the compactness of Tg gives{∣∣g(ζ )∣∣[ (1 − |ζ |2)k−(n+1)∗
]1/k}q
w (ζ )
Z. Hu / J. Math. Anal. Appl. 296 (2004) 435–454 453= ∣∣fζ (ζ )∣∣q ∣∣g(ζ )∣∣qw∗(ζ )(1 − |ζ |2)n+1+q
 C
∫
E(ζ,1)
[∣∣fζ (z)g(z)∣∣]q(1 − |z|2)qw∗(z) dm(z)
 C
∫
B
[∣∣fζ (z)g(z)∣∣]q(1 − |z|2)qw∗(z) dm(z)
 CTg(fζ ) → 0
as |ζ | → 1. For the case p = q , the proof is similar, and so is omitted here. The proof is
completed. 
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