The purpose of this note is an outline of an algebraic theory of summability in algebraic structures like abelian groups, ordered abelian groups, modules, and rings. ' 'Infinite sums" of elements of these structures will be defined by means of homomorphisms satisfying some weak requirements of permanency which hold in all usual linear summability methods. It will turn out that several elementary well known theorems from the theory of infinite series, proved ordinarily by methods of analysis, (i.e. by use of some concept of a limit) are consequences of algebraic properties. 1* Definitions and existence theorems* Let G be an abelian group with a ring T operating from the left; we assume, without loss of generality, that T contains the integers. Denote by G ω the strong direct sum of countably many copies of G, i.e., the set of all infinite sequences s -{gdT^i = (g l9 # 2 , •••,&, β ) of elements of G, with the natural definitions of addition and of left multiplication by elements of T. Let Γ be the weak direct sum of countably many copies of G, i.e., the subgroup of G ω consisting of all infinite sequences with at most a finite number of coordinates different from 0 (the neutral element of G). Obviously, both Γ and G ω are admissible, and any subset K of G ω can be completed in a unique way to a minimal admissible subgroup containing K.
DEFINITION 2. Let S be admissible, and φ a Γ-homomorphism S -> G with the following properties:
and
.
Then φ will be called a summation method on G with domain S, and we shall refer to it briefly as the summation method [S, φ] . Using the fact that S is admissible, and by properties (3) and (4) of the homomorphism φ, it follows immediately that <p(9u92, •• ,0n, 0, 0, •••) = ΣΛ for any summation method [S, φ] . Therefore, the (unique) summation method [Γ, φ\ shall be called trivial. Furthermore, by (3), φ is always a T-homomorphism onto G.
We ask first the following question:
When does there exist a summation method containing in its domain a given seG ω l Denote by s (n) for any integer n the nth translate of s, i.e. where m, n are nonnegative integers, the t k are arbitrary elements of T, and 7 is an element of Γ. This representation of an element of S is not necessarily unique, and a T-homomorphism φ: S ->G has to be independent of it. But, since all summation methods agree on Γ, one has to answer first the question when an expression of type (5) will be in Γ. We may evidently assume m = 0 (changing s if necessary); hence we shall study linearly independent expressions of type (6) ί i = Σ^> = 7ί GΓ (i=0,l,2, ...)
where t ik e T. For each i, the coefficients t u appearing in (6) form a left ideal T t of T, and T o c T x e ... We now assume that T satisfies an ascending chain condition, so that each T { is finitely generated, and that there exists an index m such that T m = T m+1 = . Let V i{ (j = 1, , n t ) be a system of generators of T { (i -1, •••, m) . Then a finite system of equations implies all equations of (6) in the sense that each l i in (6) is a linear combination over T of the l { and their translates.
A summation method φ on G with domain S exists if and only if φ(s) satisfies all the equations where the right side is independent of φ, since on Γ the homomorphism φ is the ordinary sum of finitely many elements of G. Once φ(s) is determined it extends by linearity (over T) to all of S.
This may be generalized easily for any finite number of elements s ί9 s 2f '"yS r .
Assume a summation method φ defined for the minimal admissible subgroup Γ 1 containing s 1# We can now obtain a finite system of relations of the type (6'), with s replaced by s a , and Γ by Γ x . This leads to a system of necessary and sufficient conditions for φ(s 2 ) compatible with <p(Si), which is analogous to (6") (the right side there being already defined by the previous step). Proceed by induction.
As a consequence we can prove the following existence theorem: THEOREM 1. For any abelian group G Φ {0} with ring of operators T satisfying an ascending chain condition, there exists a nontrivial summation method.
(0 otherwise . Let S be the minimal admissible subgroup containing s, and g any element of G such that tg -0 implies tg -0 for alH e T (for example g -g). Then obviously the only relations of type (6) are of the form ts -0 (because tg = 0), so that (6") reduces to t<p(s) = 0 whenever tg = 0. These conditions are satisfied by setting φ(s) -g. REMARK 1. From the 2*° sequences in G ω whose elements are g or 0 one can pick a subset R, of power 2**° so that any relation Σi?=o Σ£=i tii^ϊ 5) e Γ for elements t i3 of T and r^R implies t i5 g -0 for all ttf. Thus we can define 2 2> * 0 different summation methods for the least admissible S which contains R by setting φ(r) to be 0 or g arbitrarily for each reR, and then extending φ to all of S by linearity (over T).
On the other hand, in a nontrivial group no summation method Proof. s Proof. Let φ = e x φ x + e 2 φ 2 + + e n φ n . Then φ is obviously a T-homomorphism S -> G. Since ^(s') = <Pi(s) 9 the same is true for φ, and for a #e G we have φ(g, 0, 0, •) -g. Proof. The group S is evidently admissible. Denote D i = (Si\D 0 ) U {0}, i -1, 2. Then any s e S can be written (not necessarily uniquely)
Define <p by
This definition is independent of the representation (7), since if s
A similar reasoning is needed in order to show that φ(s + s) = φ{s) + ^(S") for s, se S, since the sum of two representations of type (7) Again, if g is any element of G such that tg = 0 implies 0=0 for any ίeΓ, then φ 2 {s 2 ) -Ίj is a valid definition that can be extended to a summation method on the minimal admissible subgroup S 2 containing s 2 . But Si + S 2 can not be the domain of any summation method, since it contains the element {g,g,g, •••)> * n contradiction to the construction in Theorem 2. REMARK 3. Let {G oύ ) cύeAi where A is a set of indices, be a family of abelian groups with operators T; assume that S a is an admissible subgroup of G% and that φ Λ is a summation method on G a with domain S* for each a e A. Consider the (weak or strong) direct sum G = (B<*6A G<*-Then it is easily shown that S = © Λ6 4 S Λ is admissible for G, and that φ = (9> α )« 64 is a summation method with domain S on G. It is clear that [S, φ] 3* Ordered groups* Let G be an abelian group with a partial ordering relation ^ satisfying: (1) there is a semigroup HaG containing the zero element and at least one element Φ 0, in which the binary reflexive and transitive relation ^ is defined; (2) Proof. The necessity follows immediately from Corollary 7.2. To prove sufficiency, set s -(s Λ )~= 1 and define
Then the least admissible S which contains s has elements which can be expressed uniquely in the form
where the a { are integers and 7 -(Ύ lf Ύ 2 , , 7 m , 0, 0, •) e Γ. t ^ 0 implies a { ^ 0 and ΣiU^ > -(ΣΓ=o <*;)#• Thus if we define φ(s) = g we obtain where φ(t) ^ 0 whenever έ ^ 0, and φ can be extended in an obvious way to a summation method, and is nontrivial. This example shows that it is not always possible to define a topology in G by means of [S, φ] Assume G infinite, and distinguish among the following cases:
(a) G contains an element g of infinite order. Let S be the minimal admissible subgroup of G ω containing all the sequences (^0)Γ=i such that Σ^ΐ converges p-adically to a rational integer n. Define then φ((nig)T=i) = ng .
(b) There exists an element g Φ 0 of G of finite order divisible by arbitrarily high powers of some prime p. Let M be the subgroup of the additive group of rationale, containing all the sequences (p~k ln a n )~= 1 where a n and k n are integers, such that ^in=iP~k ln^n converges to a number of the form p~ka, a and k integers. Let S be the minimal admissible subgroup of G ω that contains the sequence (p" kn a n g)^= u and define φ((p~κa n g)~= 1 ) = p~kag.
(c) All elements of G are finite but not of bounded order, and no element of G is infinitely divisible (by powers of some prime).
Define G n -nlG; let S be the minimal admissible subgroup of G ω consisting of the sequences (flfj»=i so that there exists a g in G with 0 -0i -0 2 --0 W e G n for w = 1, 2, . Define φ((g n )ϊ =1 ) = 0.
(d) Aϊi elements of G have bounded order ^ m. Then G must contain an infinite subgroup, all of whose elements have order p for some fixed prime p. Otherwise there would be a least divisor d of m for which there is an infinite subgroup G x of G such that dG ± = 0. If d is composite, then for every prime divisor q of d the group qG x is finite, and hence the kernel of the homomorphism G 1 ->qG 1 is an infinite group G 2 with qG 2 -0, contrary to the hypothesis. Now, an infinite abelian group all of whose elements are of order p is the direct sum of infinitely many cyclic groups of order p, say Zi p) φ Zi p) © . Let S be the minimal admissible subgroup of G
