We improve Kleinberg's original greedy routing algorithm, and show that if each node can look ahead log k log n depth of its long-range contacts, the routing path can be found with expected length of O(log n log k log n), where n is the size of the network and k is the number of long-range contacts per node. To our knowledge, this is presently the best result for routing messages in Kleinberg's small-world models. We then extend this result to allow routing algorithms to have even more lookahead capability. Our results can cover a class of routing algorithms in the literature, and explain the so-far incoherent results by using a same framework.
Introduction
The small-world phenomenon is also called "six degree of separation", which means any two people in the world can be connected by a chain of six (average) acquaintances. A well-known quantitative study was carried out by Milgram in 1967 [18] . The Milgram's experiment shows that people can deliver messages efficiently to an unknown target via their acquaintances. This study is also reproduced by Dodds, Muhamad, and Watts [6] , and it shows that it is still true for today's social network. The small-world phenomenon has also been shown to be pervasive in networks arising from nature and engineering systems, such as the World Wide Web [5, 1] , peer-to-peer systems [2, 15, 14, 19] , etc.
poly-logarithmic, efficient routing algorithms may not exist. For example, the random graph in [3] yields a logarithmic diameter, yet the routing using only local information requires at least √ n (where n is the size of the network) [11] . In order to focus on the algorithmic aspects, Kleinberg develops a new model which is based on a d-dimensional torus lattice with n nodes, each of which is augmented with k (k < log n) long-range links chosen randomly from the d-harmonic distribution. Based on this model, Kleinberg then shows that routing messages between any two nodes can be achieved in O(
expected number of hops by applying a simple greedy routing algorithm using only local information.
The Kleinberg's model has generated considerable following work, e.g. [4, 13, 16, 8, 15, 9] . Subsection 1.1 gives a brief review of these work. Our contributions in this paper lie in finding ways to add some extra "power" to Kleinberg's original greedy routing algorithm, and in showing that the routing performance can be improved much by this extra "power".
Related Work
The early work on the small-world phenomenon can be found in the book of surveys edited by Kochen [7] . Most the early work were dedicated to explain why random networks have low diameters. The mixture of regularity and randomness in Watts-Strogatz model mentioned above yields the small path length, average vertex degree, and non-negligible clustering coefficient.
In order to incorporate routing properties into random graph models, Kleinberg [11, 12] investigates a family of network models which also naturally generalize the Watts and Strogatz's model, and he finds that there is a unique model in which messages can be routed efficiently by using only local information. This unique model is based on a d-dimensional grid lattice which is strengthened by k random long-range links for each node according to the d-harmonic probabilistic distribution, i.e., a long-range link between nodes u and v exists with a probability proportional to Dist(u, v) −d , where
is the Mahattan distance between nodes u and v. Kleinberg gives a notation of "decentralized routing algorithm" which is a simple greedy routing algorithm using only limited local information. He shows that the route between any two nodes can be found by the decentralized routing algorithm in O(
) expected number of steps. This bound is tightened to Θ( log 2 n k ) later by Barrière et al. [4] and Martel et al. [16] . Further research shows that in fact the O( log 2 n k ) bound of the original greedy routing algorithm can be improved by giving some extra information for each message holder. Manku, Naor, and Wieder [15] show that if each message holder at each routing step takes its neighbors' neighbors into account for making routing decision (which is also called greedy routing for neighbours of neighbours or 1-lookahead), the bound of routing complexity can be improved to O(
). Lebhar and Schabanel [13] propose a routing algorithm for 1-dimensional Kleinberg's model, which visits O(
) nodes on expectation before routing the message, and they show that the complexity of their scheme can be reduced to O(
) in expected path length. Two research groups, Fraigniaud, Gavoille, and Paul [8] , and Martel, Nguyen [16] , independently report that if each node knows the information of its O(log n) closest local neighbors, the time complexity of routing in d-dimensional Kleinberg's small-world networks can be improved to O(log n log 1+1/d n)
expected number of time steps. Both models assume that k = Θ(1). The difference is that [16] requires keeping additional state information, while [8] is an oblivious greedy routing algorithm. Fraigniaud, Gavoille, and Paul [8] also show that Θ(log 2 n) topological awareness per node is optimal for their oblivious routing scheme. In [16] , Martel and Nguyen show that the expected diameter of a d-dimensional Kleinberg network is O(log n). As such, there is still some room for reducing the time complexity by improving the decentralized routing algorithms, which motivates our work.
Applications of small-world phenomenon in computer networks include efficient lookup in peer-to-peer systems [15, 2, 14, 19] , gossip protocol in a communication network [10] , flooding routing in ad-hoc networks [9] , and the study of diameter of World Wide Web [1].
Our Contributions
Our main contribution lies in an improved decentralized routing algorithm for message routing in Kleinberg's small-world networks. We show that if each node can look ahead log k log n depth of its long-range contacts, a message can be routed between any pair of nodes in O(log n log k log n) hops on expectation. This, to our knowledge, is the best bound for message routing in Kleinberg's small-world model. A comparison of our algorithm with other schemes is shown in Table 1 .
Scheme
Number of aware nodes Performance Routing capability Independent of d? Kleinberg's greedy [11] k + 2d [16, 8] (*k = Θ(1)) 1-externality Our algorithm with O(log n) O(log n log k log n) 1-locality, Yes log k log n-externality log k log n-externality Table 1 : Comparisons of our decentralized routing algorithm with other existing schemes.
(The routing scheme in [13] is more complicated than the definition of routing capacity in this paper. The bound for d-dimensional model is also analyzed in [13] , but their analysis is based on the worst case, which leads to the same result of O(
) independent of d as in the one-dimensional case).
We also extend the "power" of our routing scheme to more generalized capability: each node is able to look ahead its local neighbors as well as its long-range contacts. Our result can explain why the time complexity of Kleinberg's original greedy routing algorithm [11] and its subsequent schemes [15, 4] are independent of the dimension d, whereas the time complexity of the algorithms in [8, 16] is related to d.
Organization
The rest of the paper is organized as follows. Section 2 defines notations for the models and the routing algorithms. In Section 3, a decentralized routing algorithm with log k log n-externality is presented, and its performance is also analyzed. Section 4 extends this routing algorithm to have more generalized capacity and incorporate both locality and externality. Based on this model, Kleinberg presents a class of decentralized routing algorithms, in which each node uses only information about its own links for making routing decisions. Particularly, each node makes routing decisions based on the following information: 1) the structure of underlying metric graph, namely the d-dimensional torus; 2) the locations of itself and the target node on the metric graph; 3) the locations of local neighbors and long-range contacts of the nodes that the message has visited.
The decentralized routing algorithms in [11] assume that the current node can be only aware of its immediate local and long-range neighbors. We relax this limitation and give the algorithm some extra "power". Later we will show that the performance of the routing algorithm can be improved much by adding such an extra "power". Now we give the following definitions of r-locality and w-externality.
Definition 2 (r-locality and w-externality) A decentralized routing algorithm is said to have r-locality if any message holder u can look ahead all its closest local neighbors which are within r Mahattan distance from u. A decentralized routing algorithm has w-externality if the message holder u can look ahead w depth of its long-range contacts before making routing decisions.
The logarithmic symbol log is with the base e, if not otherwise specified.
3 Decentralized Routing with log k log n-Externality
In this section, we only consider the externality. For simplicity, we assume that current node u doesn't know the local neighbors of its long-range contacts. In the next section, we will consider an even more general model which includes both locality and externality.
Our main result is that the expected length of the routing path is O(log n log k log n) between any pair of nodes in the network, if each node participating in routing has log k log n-externality, i.e., each node can look ahead all long-range contacts reachable within log k log n graph distance for making a routing decision. This bound outperforms the original bound in Kleinberg's greedy routing algorithm, which requires O(log 2 n) expected hops for routing messages between any pair of nodes.
Routing Algorithm
A decentralized routing algorithm with log k log n-externality is given as follows. Suppose that the source node is s, and the target node is t, t = s. Similar to indirect greedy routing scheme in [13, 16] , our routing algorithm examines all its aware nodes (including both local and external)first, then it gets a intermediate node x closest to target t, and
Algorithm 1
The decentralized routing algorithm with log k log n-externality
Given the source node s and the target node t, s = t.
1: x ← s; 2: while Dist(x, t) > log n do 3: x looks ahead log k log n depth of its long-range contacts denoted by Ix; 4: x picks up a node z in Ix closest to the target t (ties are broken arbitrarily); 5: x routes the message to z along the shortest path in Ix; 6: x ← z; 7: end while /*Now Dist(x, t) ≤ log n*/ 8: x forwards the message to one of x's direct neighbors (local or long-range) closest to the target t, i.e. applying
Kleinberg's greedy routing scheme.
then the message is forwarded to x by using the shortest path. Then repeat the process until the message reaches a node within a certain distance from destination. In Algorithm 1, one round of lines 3-5 of Algorithm 1 is called an indirect greedy routing step, and the routing steps included in line 5 are called sub-routing steps.
Performance Analysis
In this subsection, we show that Algorithm 1, a decentralized routing algorithm with log k log n-externality, performs in O(log n log k log n) time steps on expectation (Theorem 1).
where c ′ is a suitable constant), there exists a decentralized routing algorithm with log k log n-externality that performs in O(log n log k log n) time steps on expectation.
The proof of Theorem 1 consists of the following lemmas. In Lemma 1, we first bound the probability of the existence of a long-range link between any two nodes within some distance. We then show that with log k log n-externality, each node can be aware of enough number of distinct nodes (Ω(log n)) during routing (Lemma 2). Based on Lemma 2 and arguing similarly to [11] , we show that it will not take long time for the distance to be shortened by half (Lemma 3). Based on these lemmas, the proof of Theorem 1 is straightforward.
n , let P r denote the probability that nodes u and v are connected by a long-range link. Suppose that 2 ≤ Dist(u, v) ≤ m, then
where c 1 and c 2 are constants independent of n.
Proof: The probability that node u is a long-range contact of node v is P r = 1
k , where Dist(u, v) is the Mahattan distance between nodes u and v, and
where |U i | is the set of all nodes at distance i away from node v.
So we have qk(1 − qk 2
, k < log n, and qk < 1, we have qk 2 < P r < qk, i.e.,
. Since the maximum and minimum distance between nodes u and v are m and 2 respectively, we have
, for some constants c 1 and c 2 independent of n. Thus the lemma follows.
Lemma 2 For a decentralized routing algorithm with log k log n-externality in a KSWN K d,k n (c ′ < k < log n, where c ′ is a suitable constant), each node participating in the routing is aware of the long-range contacts of at least c 3 log n k distinct nodes on expectation, where c 3 is a constant independent of n.
Proof: Suppose that the current node is u. Let L i denote the expected number of the new nodes that node u becomes aware of in the ith lookahead, and L 1 = k, 1 ≤ i ≤ log k log n. Let X i denote the expected number of instances that two long-range links coincide on a same node during the ith lookahead, and X 1 = 0, 1 ≤ i ≤ log k log n. Since each node has k long-range contacts independently, we have L i = kL i−1 − X i . Next we will show that each X i is small. The probability that a long-range link points to a given node is at most ck log n according to Lemma 1. So the probability of a coincidence that two long-range links point to a same node is at most
. During the ith lookahead, there are at most
≤ 2k i nodes for considering the coincidence. So there are at most
2i pairs of nodes that two long-range links may coincide. Thus, we have
, c 3 is a constant, as long as k > 8c 2 = c ′ and k = o(log n), and the proof is completed.
Lemma 3 Suppose that the distance between current node u and the target node t is m in a KSWN K d,k n (c ′ < k < log n, where c ′ is a suitable constant). Using a decentralized routing algorithm with log k log n-externality, the expected number of routing steps for a message to jump from node u to a node within m 2 distance from target t is O(log k log n).
Proof: Let B l (t) denote all nodes which are within l Mahattan distance from t. Let P r [u → B l (t)] denote the probability that a message from node u reaches a node inside the ball B l (t). According to Lemma 1, the probability that a long-range contact of u is inside the ball B m 2 (t) is at least
where c 4 is a constant.
Let I u denote the set of nodes which are known by node u through long-range contacts, then |I u | ≥ (t)] be the probability that at least one node in I u has long-range contacts in B m 2 (t). Then
Therefore, after at most a constant number of indirect greedy routing steps, the message will jump into the ball B m 2 (t). Because each indirect greedy routing step contains at most O(log k log n) sub-routing steps according to Algorithm 1, the expected number of total routing steps for the message to jump from u to B m 2 (t) is at most O(log k log n). Thus the lemma follows.
Generalized Capability of Locality and Externality
The decentralized routing algorithm (Algorithm 2) with r-locality and w-externality is given with slight modifications from Algorithm 1. Its performance analysis is also given as follows.
a suitable constant), a decentralized routing algorithm with r-locality and w-externality performs at most log n 1−(1− c 6 k log n ) (r d +c 5 k w ) max{r, w} expected number of steps as long as kr d + 2k w+1 ≤ log n, c 5 and c 6 are constants.
Algorithm 2 A decentralized routing algorithm with r-locality and w-externality
1: x ← s; 2: while Dist(x, t) > log n do 3: x looks ahead r local neighbors and w depth of its long-range contacts. All these nodes are denoted by Ix; 4: x picks up a node z in Ix closest to the target t (ties are broken arbitrarily); 5: x routes the message to z along the shortest path in Ix; 6: x ← z; 7: end while /*Now Dist(x, t) ≤ log n*/ 8: x forwards the message to one of x's direct neighbors (local or long-range) closest to the target t, i.e. applying
Proof: According to the definitions of r-locality and w-externality, in each routing step, the current node u knows about the long-range contacts of a number of local nodes and external nodes. Let V (u) denote the set of these aware nodes. Similar to the analysis in Lemma 2, we have |V (u)| ≥ r d +c 5 k w for some constant c 5 , as long as kr d +2k w+1 ≤ log n.
We divide all nodes in the network into the following sets:
Thus, t ∈ B 1 and s ∈ B log n . Let E ′ j denote the event that a long-range link is established from node u in B j to a node in its proceeding balls B i , i ≤ j − 1. We have
Then we have P r[E
according to Lemma 1 and the fact that the maximum distant is 2 j . So
where c 6 is a constant.
let E j denote the event that at least one node u in B j has a long-range contact in its proceeding balls B i , i ≤ j − 1. Then
Let X j denote the required number of indirect greedy routing steps spent in B j , log log n ≤ j ≤ log n. We get
According to Algorithm 2, each indirect greedy routing step needs at most max{r, w} sub-routing steps, so the total routing steps spent in B j is at most ) r d +c 5 k w ≥ log n (note that log n is the lower bound for any constant-degree graph). Therefore, the proof is completed.
The generalized capability of the locality and externality covers a class of decentralized routing algorithms in literature, such as those in [11, 15, 8, 16] , as shown in Table 1 , e.g., the result in [8, 16] is a special case when r = log 1/d n and w = 1.
Final remark on the locality and externality: In a routing algorithm with τ -externality (suppose that τ < log k log n), each node knows long-range contacts of at least Ω(k τ ) number of distinct nodes, while in a routing algorithm with τ -locality, each node knows long-range contacts of only O(τ d ) number of distinct nodes. So the externality shrinks the small world at an exponential rate, while the locality only shrinks the small world at a (degree-d) polynomial rate. The capability of locality can be used to explain the phenomenon in [8] that "eclecticism shrinks the small world", but only polynomially.
An alternative observation is that the locality is decided by the dimensionality of the network, but the externality is only related to the existence of a long-range link, which is only dependent on the Mahattan distance between two nodes, and it is unrelated to the dimensionality of the model.
