This paper is about instrument localization in the operating room during surgeries. The main purpose of the proposed system is the automatic determination of the possible instrument usage information for automatic surgical workflow recording. The approach is based on Radio Frequency Identification (RFID), sensor fusion methods and Hidden Markov models (HMM). The Results show high accuracy for instrument localization and demonstrate the ability of the system to replace manually recorded instrument usage information.
Introduction
Since the number of medical devices in the operating room is increasing and the handling of them is getting more complex, there is an upcoming demand for automatic assistance systems. Major requirement for timely assistance is to recognize the current surgical activity of the intervention. The recognition of the current activity enables the situation dependent assistance of the surgeon. Previous works dealt with the manual recording of workflow activities [4] . The goal of current research is to automate the process of workflow recording. A surgical activity is therefore defined as combination of several kinds of information including actor, body-part, action, instrument and treated structure [1] . An important aspect of an activity is the used instrument information especially in context of automatic surgical activity recognition [2] , since the usage of an instrument strongly limits the possible options for the remaining activity aspects. In this paper we present a Radio Frequency Identification (RFID) and Hidden Markov Model based approach for instrument localization in the operating room to determine the possible instrument usage.
Figure 1
Study setup in the demonstration OR of ICCAS; (background) RFID antennas and students playing a FESS; (foreground) manual workflow recording using a tablet computer;
Methods
The proposed approach uses Radio Frequency Identification (RFID) for a coarse localization of surgical instruments in the operating room. Therefore the instruments were attached with RFID tags, which can be detected and identified by a RFID reader. The antennas of the reader span the detection areas. Their range is defined by the radiation pattern of the antennas. To avoid interference with existing surgical procedures, the antennas were mounted aside the defined areas where instruments should be detected. If an instrument enters an area, the reader measures the presence of it. Since the antennas are mounted aside and the boundaries of the radiation pattern of the antennas are not sharp, it is likely that erroneous detections occur. The effect is increased by electromagnetically interferences like reflections by metallic objects or occlusion by absorbing materials. Therefore the system has to have a built-in fault-tolerant algorithm. Our approach is a combination of sensor fusion methods and hidden Markov models (HMM). The evaluation study for the system compares manually recorded instrument locations with those recognized by the system.
Instrument localization
The first stage of the proposed instrument localization algorithm is a RFID detection rate calculation. A RFID reader with one receiver unit is not able to detect more than one RFID tag at one time. So it has to implement a mechanism to sequential identify all readable tags. This sequential reading implies a specific time ܶ ௌ since a tag was read the last time. It is proportional to the number of tags in range and depends on the reader's performance. If ݅ is an instrument to detect, Ω is the set of all instruments and Ω is the set of all instruments residing in area of antenna ܽ, then the function of instrument detection D over time at time step ‫ݐ‬ is:
This binary information is the base for the calculation of the instrument detection rate ܴ , which uses a moving average over a timespan T ோ resulting in ܰ ோ considered samples.
It is assumed that the detection rate stays quiet constant for a static scene. In dynamic scenes the rate will increase and decreases depend on the number of instruments and the environment in the detection area. Thus it's not possible to define a constant minimum or maximum detection rate to determine if an instrument is in the area or if the detection rates are resulting from unwanted side effects. Therefore a measure ‫ܥ‬ , is introduced, which indicates the confidence that an instrument ݅ is in area of antenna ܽ. It is the quotient of the instruments detection rate ܴ , and the moving average of the maximum detection rates ‫ܯܴ‬ over time period T ோெ .
The value of ‫ܥ‬ , ranges from 0 to 1 where 0 means no confidence and 1 means maximum confidence. To enhance the detection performance of an area, it's possible to combine the signals of multiple antennas using sensor fusion schemas. For these entities we introduce the term location ݈ and the set of all locations Λ. This ensures that instruments are seen even if they are hidden for one of the antennas. An example for redundant combination of antennas 1 and 2 is given in the following formula (sample times are omitted).
With the comparison of the confidences of all areas for one instrument one could determine the most probable location of the instrument. The system in [2] is based on that schema. It showed good performance, but the difficulty to parameterize it, made it only applicable for a specific setup and relies on assumptions like equal detection performance for all instrument types. However the study showed that the detection performance is not equal and depends on the material and the geometrical shape of the instrument. As consequence a more sophisticated approach has to be chosen.
Therefore the second stage of the algorithm is added, using Hidden Markov models to enhance the performance of the system. This introduces machine learning techniques to the algorithm. The HMMs analyze the sequence of confidence patterns, to determine the probability of the instrument locations. HMMs consist of a set of states ܺ with state transition probability matrix ‫ܣ‬ and symbol emission probability matrix ‫.ܧ‬ It is a common method to partition a HMM problem into pieces to achieve numerical robustness and extensibility [5] . In this case it means, that for every instrument and location a HMM is created. With ݊ instruments and ݉ locations this results in ݊ * ݉ HMMs in the system. There are only two states in every HMM, one for "instrument is present" ‫ݔ(‬ ଵ ) and one for "instrument is not present" ‫ݔ(‬ ).
ܺ = ሼ‫ݔ‬ , ‫ݔ‬ ଵ ሽ
The symbols that are used as input to the HMM are generated by a signal classifier, that segments the input signal into classes which form the symbols.
In Our approach, we combine the confidences for all areas of one instrument to a confidence vector.
In training phase of the system all measured confidence vectors are segmented by the K-Means++ clustering algorithm [6] to be able to classify them to a fixed set of confidence symbols Ψ .
Given the confidence symbol sequence ߰ ሺ‫ݐ‬ ሻ ߳ Ψ and the reference state sequence ‫ݔ‬ , ሺ‫ݐ‬ ሻ ߳ ܺ of instrument ݅ at location ܽ, the HMM can be trained by the Baum-WelshAlgorithm [7] . In recognition phase the HMM provides the probability of an instrument residing at a specific location. Since there is one HMM per location the probability of the "is present" state ‫ݔ‬ ଵ of a location is normalized by the sum of probabilities of all locations.
The estimated location ‫ܮ‬ ݅ ሺ‫ݐ‬ ݇ ሻ for an instrument ܱ is then determined by finding the maximum location probability. Figure 2 shows an example of the development of detection rates, confidence values and location estimates for sucker 1 (No. 6) during an intervention.
Study design
To evaluate the algorithm we compared the recognition results with manually collected data. The data acquisition took place in the OR of the Innovation Center of Computer Assisted Surgery (ICCAS) of the Universität Leipzig. The recorded interventions were 8 simulated Functional Endoscopic Sinus Surgeries (FESS) containing 612 activities. Simulation here means that 2 students of the medical faculty of the Universität Leipzig played an intervention according to a predefined workflow script. The interventions simultaneously were recorded by the system and a human observer who used a handheld computer with installed workflow recording software ( fig. 1 ). The system setup consisted of one RFID reader with 4 antennas and 9 instruments with attached RFID tags (tab. 1, fig 3) . A group of two antennas was mounted aside the situs and the instrument tray respectively. Additionally two video cameras were positioned near situs and instrument tray to allow for manual offline instrument localization. The two antennas in each group are combined by the redundancy schema and configured to have a range up to 1.5 m. The sampling rate of the system was 20 Hz. First we compared the recognized instrument locations with the offline ones to approve the reliability of the system. Then we analysed the presence of instruments at the situs compared to the usage according to the recorded workflow. For instrument locations we measured accuracy (Acc), recall (Rec) and precision (Prec) and an inverse normalized DTW distance ‫ܹܶܦ(‬ ).
No. Instrument with RFID tag

Figure 3
Image of the instruments used for simulation attached with RFID tags (Endoscope not viewed).
For workflow comparison only a recall measure makes sense, since the question is if an instrument was recognized at situs when it was used. Precision would answer the question if an instrument was used when it was recognized at situs. The accuracy also cannot be applied, since it incorporates the precision. The inverse normalized DTW distance was calculated by
In this formula ܰ stands for the number of samples and ‫ܹܶܦ‬ for the Dynamic Time Warp distance.
For statistical analysis a leave-one-out cross validation is used. Therefore the system was trained with 7 of the 8 interventions and tested against the remaining one.
Results
The results for instrument localization at situs are shown in 
