The domain-wall (DW)-magnetic tunnel junction (MTJ) device implements universal Boolean logic in a manner that is naturally compact and cascadable. However, an evaluation of the energy efficiency of this emerging technology for standard logic applications is still lacking. In this article, we use a previously developed compact model to construct and benchmark a 32-bit adder entirely from DW-MTJ devices that communicates with DW-MTJ registers. The results of this large-scale design and simulation indicate that while the energy cost of systems driven by spin-transfer torque (STT) DW motion is significantly higher than previously predicted, the same concept using spin-orbit torque (SOT) switching benefits from an improvement in the energy per operation by multiple orders of magnitude, attaining competitive energy values relative to a comparable CMOS subprocessor component. This result clarifies the path toward practical implementations of an all-magnetic processor system.
I. INTRODUCTION
S PINTRONIC devices, which exploit transformations between electron spin and electronic charge at the nanosecond or subnanosecond time scale, allow for new frontiers in emerging electronics in terms of speed, energy efficiency, and durability [1] . Due to their nonvolatility, fast switching speed, low-energy barrier for typical energy per bit writing, small feature size, and back-end-of-the-line (BEOL) CMOS compatibility, spintronic devices are, in general, a leading low-power emerging memory candidate [2] . Spintronic device candidates include two-terminal switching devices, such as spin-transfer torque magnetic tunnel junctions (STT-MTJ), which use spin-polarized current to manipulate the state of a thin magnetic layer; three-terminal spin-orbit torque magnetic tunnel junctions (SOT-MTJ), which additionally use spin-orbit coupling or spin-Hall effect physics [3] ; and domain-wall (DW) style devices, which rely upon the movement of a magnetic DW in a ferromagnetic thin film using spin-polarized current and typically require three terminals, or in some cases, a specially structured nanotrack [4] , [5] .
Presently, emerging spintronic devices are being considered to replace or augment some components of the modern memory hierarchy [6] , in more exotic memory applications, e.g., neuromorphic computing [7] , and lastly, to implement new styles of energy-efficient Boolean logic [8] . In this article, we consider the last case and significantly advance the analysis of DW logic devices for the next-generation logic systems relative to previous models.
At present, many proposed spintronic logic designs, e.g., hybrid magnetic device and CMOS flip-flops, heavily rely on CMOS devices, while only a small portion of the functionality is implemented with magnetic devices [9] , [10] . This is, in part, due to the difficulty of achieving all necessary logic functions with STT-MTJ or SOT-MTJ devices, which do not contain sufficient information capacity or dynamics to implement intrinsic logic gates. While proposals for allspin-logic exist, these results are largely based on modeling [11] , [12] . In contrast, DW magnetic memory devices possess key properties for intrinsic logic due to spatial and temporal manipulation, and these device properties have been experimentally demonstrated. DW logic allows for flexibility, and thus, energy efficiency in allowing multiple varieties (SOT and STT) of spin-polarized current to drive DWs in ferromagnetic materials [13] , allows for higher density and better cascading ability than standard MRAM (e.g., STT-MTJ) logic circuits [14] , and allows for varieties of chiral DW motion via nanotrack engineering [15] , [16] . While a proposal for better-than-CMOS DW-logic called mLogic has been made and simulated [17] , this article lacked a realistic device model and additionally only considered STT-modulated DW motion.
In contrast, this article models a three-terminal DW magnetic tunnel junction (DW-MJT) device from which we have extrapolated realistic values. This device contains input-output and clocking ports and relies upon the movement of a DW along a ferromagnetic strip under the junctions to switch states (see Fig. 1 ). It has already been fabricated and used to realize small proof-of-concept logic circuits [18] and is being engineered to utilize both SOT and STT style DW movements.
This report significantly extends early simulated work, which demonstrated a 1-bit full adder [19] by utilizing a recent SPICE model [20] to implement a complex, multibit adder system. The SPICE model has been benchmarked against and reproduces the DW behavior predicted by micromagnetic simulations. Our results take into account multiple realistic DW-MTJ device parameters, imperfect circuit effects, and register and communication (interconnect) components, and are clocked and pipelined in a way which allows for intrinsic logic performance. Although incorporation of many of these realistic effects provides less favorable benchmark numbers than previously reported for STT DW logic [21] , [22] , our results suggest that there is nonetheless a potential for SOT-based DW-MTJ logic systems. By providing a realistic device and architecture-level benchmarks, we suggest possible optimization routes for better energy efficiency than that possible with CMOS logic systems.
II. DW-MTJ DEVICE AND ADDER DESIGN A. DW-DEVICE AND ITS VARIANTS
The operation of the three-terminal DW-MTJ device is shown in Fig. 1 . The device state is encoded in the position of a DW along a soft ferromagnetic track, whose magnetization at the left and right ends is pinned. The DW separates the track into two regions of opposing magnetization. An injection current through the IN terminal with the Clock (CLK) terminal grounded can translate the DW along the length of the track by the STT or SOT mechanism. By injecting a current through the input (left) terminal of the device, the DW can be translated along the length of the track. This occurs either by STT applied on the DW by a spin-polarized current through the ferromagnetic track or by a strictly current-induced SOT [23] arising from the spin Hall effect [3] , [24] in a heavy metal layer that lies below the track. Fig. 1 (a) and (b) shows the device structure for the SOT case.
The ferromagnetic track forms the free layer of the output (center) MTJ, which switches between a low-resistance parallel state R p and a high-resistance antiparallel state R ap as the DW moves from one side of the track to the other. The two resistances are related by the tunneling magnetoresistance of the MTJ: TMR = 100% × (R ap -R p )/R p . A subsequent injection of current through the Clock (right) terminal of the device moves the DW back to the left side of the track and resets the resistance state of the MTJ. When cascaded, part of this reset current passes through the MTJ and communicates the device state to the next gate. The remainder is sunk into the Clock terminal of the previous gate, which has already been reset without affecting its state.
Motion of the DW is produced only above a threshold current I th . Thus, the device functions as a buffer gate if a sufficiently high input current moves the DW such that it subsequently produces a high output current. Conversely, if a high input current is followed by a low output currentaccomplished by reversing the fixed layer magnetization in Fig. 1 (a)-the device functions as an inverter. By adding a second input terminal and setting its threshold so that the DW moves only when both input currents are high, we obtain a NAND gate. The use of a current signal at both the input and output allows DW-MTJ devices to be readily cascaded to implement any logic functionality. For design and process simplicity, we construct logic circuits using only the NAND and buffer gates, although a single DW-MTJ device can additionally implement the AND, OR, and NOR gates [19] .
The switching current requirements of our device, important for energy efficiency, are notably set by the style of anisotropy in our output MTJ. For all the following simulations, we have assumed that the device has perpendicular magnetic anisotropy (PMA), which typically has a lower energy barrier and thus a reduced switching current compared with in-plane magnetic anisotropy (IMA) [25] . Table 1 lists the parameters used for the comparison of DW-MTJ logic with the 2018 CMOS technology node of the International Technology Roadmap for Semiconductors [26] , which assumes a metal-1 half pitch of 15 nm. We use a track width of w = 15 nm for the one-input buffer gates and w = 22.5 nm for the two-input NAND gates, as shown in Fig. 1 (c) and (d), respectively. The length and thickness of the ferromagnetic track are fixed at L = 120 nm and d = 2.5 nm, respectively. In the SOT case, we assume that the combined thickness of the free layer and the heavy metal is 2.5 nm, with a majority of the current passing through the thicker metal, similar to the geometry in [27] and [28] . In STT and SOT with some material combinations (such as Ta/CoFeB), the DW moves in the direction of electron flow, as shown in Fig. 1 .
We assume the threshold current density for DW depinning to be J th = 2.4 × 10 11 A/m 2 for STT-driven DW motion in PMA layers [29] . We have designed the parallel-state resistance R p of the MTJ to drive each device with a current density slightly larger than threshold when the input is high. With the parameters listed in Table 1 , the DW moves with a velocity in the range of v = 10 to 15 m/s [30] . Using SOT, the threshold current density can be reduced by approximately an order of magnitude to the 10 10 -A/m 2 range, while still maintaining similar or even lower values for the DW velocity [31] . We, therefore, use a value of J th = 2.4 × 10 10 A/m 2 for SOT-driven DW motion and assume, in our model, that the same DW velocity can be achieved at the reduced current density. We will later evaluate the technological implications of the critical parameter J th . For the chosen values, the threshold current of the device is I th = 9.0 µA (0.9 µA) in the buffers and I th = 13.5 µA (1.35 µA) in the NAND gates for STT (SOT). For the output MTJ of all devices, we assume a resistancearea product of RA = 1.0 · µm 2 in the parallel state and a fixed length of L MTJ = 20 nm along the ferromagnetic track. Different values of the parallel-state resistance R p -as necessary to obtain devices of different fan-outs in the logic circuits-are achieved by varying the width of the junction, as shown in Table 1 .
As described in [19] , the operation of DW-MTJ devices for logic presently relies on the presence of a three-phase clock. We assume that a clock with V CLK = 125 mV is supplied by external CMOS switches with a period of 15 ns and a duration of 2 ns for each clock pulse. A wait time of 3 ns is provided between successive pulses CLK1, CLK2, and CLK3 of the three-phase clock to allow adequate time for the DWs, which possess inertia [20] , to settle to their final positions. Fig. 2(a) shows the circuit diagram of a DW-MTJ 1-bit full adder implemented using DW NAND and buffer devices of varying fan-out (up to FO4). The full adder circuit is the same as that used in [19] and [20] , but with a chain of four buffer elements replaced by four NAND gates operated as inverters. This modification allows the clock terminal of the device to always have at least one low-resistance path to ground, ensuring that each device is reset reliably. A 32-bit full adder is constructed from 1-bit full adders cascaded in a ripple carry scheme: operation of the first half adder for the (k + 1)th bit commences in parallel with the second half adder for the kth bit.
B. DW-DEVICE LOGIC CORE
To ensure that a multi-fan-out device distributes current equally among devices of different track widths, we set the sum of the resistance R write (the resistance of the track in the case of STT, and the combined track and HM resistance in the case of SOT) and the tunable series resistance R series to be equal for both the buffer and the NAND gates. This reduces the circuit's sensitivity to the specific values of R p listed in Table 1 .
C. DW-DEVICE DATAPATH
Our energy benchmarking calculations are based on the simulations of the rudimentary processor shown in Fig. 2(b) , in which the DW-MTJ adder communicates with DW-MTJ local memory. This system is similar to the 32-bit arithmetic logic unit (ALU) considered in [22] and used for analytical estimations of energy and delay for various emerging logic devices. The primary difference is that we implement only the most time-and energy-expensive arithmetic operation: the 32-bit addition.
The 32-bit adder accesses its inputs by reading from two 32-bit DW-MTJ registers containing the addends A and B, and a 1-bit DW-MTJ register containing the carry input C in . Each register is implemented using a single DW-MTJ buffer that is reset only when its stored bit is accessed in a read or erase operation. The three inputs are first written to the registers via current pulses generated by CMOS switches. Being intrinsically nonvolatile memory elements, the registers can hold their states indefinitely without consuming power.
Upon application of a read-out pulse to its CLK terminal, the register transfers its input across a 100-µm interconnect to a latch implemented using a single fan-out-2 DW-MTJ buffer device, which holds the bit until the rising edge of the CLK1 pulse, at which point it is released to the adder input. The sum output (S) of the adder is written to one of the 32-bit registers and the carry output (C out ) is written to the 1-bit register. We set the buffer devices in the registers and the output gates of the adder to be slightly more conductive than fan-out-1 in order to drive sufficient current across the long interconnects. Control signals for memory access are generated by CMOS switches.
D. ENERGY AND DELAY MODELING
Circuit-level simulations of DW-MTJ logic are enabled by SPICE models of the STT DW-MTJ devices [20] and validated by micromagnetic simulations [19] using OOMMF [32] . The SPICE models are implemented in Verilog-A and circuit simulations are performed using the Cadence Virtuoso Spectre simulator [33] . Table 1 lists the model parameters used.
To estimate the energy cost of using SOT-driven DW motion in a strip of PMA material, we use the same SPICE model with a 10× lower threshold current density relative to the STT device but with the same DW velocity (∼10 m/s) at the reduced current density. We lower the clock voltage to V CLK = 12.5 mV to supply the reduced currents to the SOT devices, with all resistances unchanged from the STT case, listed in Table 1 .
We perform all circuit simulations using the same clock timing, leading to the same total delay of 512 ns for the full operation (32-bit read, add, and write). Fig. 3 shows the inputs that are read from the registers and the outputs that are written to the registers for the SOT case-the STT case has 10× larger currents. The total delay is measured starting from the rising edge of the input pulse (CLK2) that writes all input bits to the registers. The first input bits (A 0 and B 0 ) are read out from the registers on the next clock phase (CLK3) after the input write pulse. Subsequently, the bits of the output S are written to the register as they are computed by the adder; a new bit is written every clock cycle, as shown in Fig. 3(c) . The computation ends at the falling edge of the pulse (CLK1) that writes the final output bits, S 31 and C out , back to the registers. The delay of the adder alone is two clock cycles for bit 0 and one clock cycle for every subsequent bit or 495 ns for all 32 bits. Multiple pipelined additions are feasible with a new 33-bit output (32-bit S and 1-bit C out ) every clock cycle. We validate the functional operation of the adder using randomly generated 32-bit numbers for the operands, as shown in Fig. 3 .
The total energy cost of the operation is calculated from the circuit simulation by integrating the power dissipated in the DW devices, the interconnects, and the input drivers. We do not include in our model the energy consumed in generating and distributing the clock signals to the spintronic devices. Nonetheless, this is potentially a significant energy overhead for spintronic logic circuits that should be investigated in the future work.
III. EVALUATION AND ENERGY PERFORMANCE A. EFFECT OF TMR and R p ON ENERGY EFFICIENCY
One way to improve the energy efficiency of the system is to reduce the device OFF-state current by improving the TMR. 
(a) Energy cost of the 32-bit STT-driven DW-MTJ datapath as a function of the TMR of the MTJ for the same total delay. The energy savings with increasing TMR follow the dependence given by (1) (dashed line). (b) Share of the energy consumption by the different components of the 32-bit datapath for TMR = 200%. (c) and (d) Corresponding values for the case of SOT-driven DW motion with a 10× reduced threshold current density.
Notably, the value of TMR is determined by the style of anisotropy (PMA) and the quality of the growth and fabrication processes, especially at the interfaces of the output MTJ. In principle, because we have set the threshold current of the NAND gate to be 50% larger than that of the buffer, logical operations are possible with a TMR of at least 100%. In practice, because of the lower current swing induced by series resistances (R write and R series ), a somewhat larger TMR is necessary. The state of the art for this variety of device ranges between 130% and 200% [34] , [35] . However, additional fabrication steps, such as high-temperature annealing, have been used to achieve ∼600% TMR in IMA materials [36] , showing that there is a path to increasing the PMA TMR. As such, we consider how values in the range from 150% to 600% affect the performance of the system. As we will see in the later section, a larger TMR-which leads to a larger current swing I ON /I OFF -provides greater robustness to variability in the threshold current and MTJ resistances.
The total energy consumption of the system using STT devices is shown in Fig. 4(a) as a function of the TMR, and Fig. 4(b) shows the share in energy cost of the different system components for the TMR = 200% case. For this value of TMR, the energy cost of the full datapath is 3.60 pJ, with the dominant component being the adder, which consumes 3.09 pJ. We note that we obtain a substantially larger energy cost for the 32-bit adder than the analytical estimate of 17.3 fJ for STT DW-MTJ devices in [22] . We attribute this in significant part to the much larger clock voltage used in our simulations, which is necessary to accommodate the values of threshold current and MTJ resistances that we have assumed for feature sizes close to 15 nm. The operation of our circuit also requires additional current pulses than those included in the energy estimates in [22] .
For the SOT adder circuit, the 10× reduction in current and supply voltage leads to an approximately 100× energy reduction, shown in Fig. 4(c) and (d) . Table 2 summarizes the results of the SOT circuit simulation and provides a comparison to the STT devices.
The benefit of a larger TMR to the energy cost is modest. This can be readily seen from a simple model of the power consumption, assuming that, on average, half of the current pulses are large (I ON ) and the other half are small (I OFF )
This relation fits well with the simulation results in Fig. 4(a) and (c) and suggests that the benefit of improving the TMR lies more in providing robustness to interdevice variability effects than in improving energy efficiency.
A different perspective on reducing energy might focus on design choices related to the critical dimensions of the output MTJ, such as to reduce (increase) R p so that a higher (lower) current flows through the circuit. This creates a direct tradeoff between energy savings and speed, since a higher current moves the DWs more rapidly. Additionally, either smaller critical dimensions [34] or resistance-area product engineering of the oxide layer [37] might equally be used to achieve ultralow switching energy, opening multiple engineering pathways for ultralow power but slower DW logic systems.
B. EFFECT OF INTERCONNECTS
To estimate the energy and latency cost of communication using DW-MTJ logic, we assume that the registers and the adder in our datapath are connected by 100-µm metal interconnects characteristic of the 14-nm CMOS technology node. As shown in Fig. 4(b) , we find that the interconnects are responsible for a very small portion of the dissipated energy, largely because the MTJs in the system are more resistive. For devices that operate at the same currents but at a reduced voltage (necessitating lower MTJ resistances), the interconnect energy may play a larger role. In the future, this budget may also be reduced by integrating PMA magnetic nanostrips as low-current interconnect replacements [38] . The additional latency incurred by the interconnect capacitance and the MTJ capacitance is negligible in comparison to the delay associated with translating the DW.
C. BENCHMARK RELATIVE TO CMOS
We compare our results for DW-MTJ logic with analytically estimated values for CMOS devices. Table 2 gives the energy and delay estimates from [22] for high-performance (HP) CMOS in the 2018 technology node (15-nm metal 1 half-pitch). STT-driven DW-MTJ logic is not competitive Table 1 , with the exception of the clock voltage V clk , which we scale linearly with J th . We also use a TMR value of 150%. The CMOS HP and LV values are obtained from [22] . We predict that the DW-MTJ device must attain a threshold current density of 1.9 × 10 10 A/m 2 or 6.4 × 10 9 A/m 2 to achieve energy parity with CMOS HP and LV, respectively.
with CMOS in either energy consumption or latency. However, promisingly, the DW-MTJ logic system using SOT-driven DW motion now lies between HP and lowvoltage (LV) CMOS in the datapath energy cost. If the DW velocity can indeed be made faster in these SOT devices than in STT devices at low current densities, as suggested in [31] , DW-MTJ logic would become more competitive with CMOS in energy as well as speed.
Based on circuit simulation results at several values of J th , we infer that the energy consumption of the 32-bit adder follows the square of the current density: E ∼ J 2 th , as shown in Fig. 5 . As described previously, the reduction in threshold current is concomitant with a reduction in the clock voltage V CLK by the same proportion, assuming fixed resistances for the magnetic tracks and MTJs. From this model, we predict that a threshold current density for SOT of approximately J th = 1.9 × 10 10 A/m 2 is needed to achieve energy parity with HP CMOS (V dd = 0.73 V), while J th = 6.4 × 10 9 A/m 2 is needed to match LV CMOS (V dd = 0.3 V) for the 32-bit adder. In prior numerical studies, a DW velocity of v = 20 m/s was predicted with SOT current densities as low as 2.0 × 10 9 A/m 2 [31] , which suggests that additional energy savings are feasible.
D. SENSITIVITY TO DEVICE VARIABILITY
Variation in the fabrication process directly leads to variability in critical device parameters, notably the threshold current I th and the MTJ resistances, which are functions of the device dimensions. Additionally, device parameters, such as the TMR, may be variably reduced on device-by-device basis due to defects, in particular the migration of B atoms to the CoFe/MgO interface [39] . Fig. 6(a) shows the tolerance of the SOT DW-MTJ adder to these fluctuations, which is necessary for reliable logic operation. For these results, we evaluated the accuracy of the 1-bit full adder in Fig. 2(a) over a large number of randomly generated inputs presented sequentially. For each value of mean intrinsic TMR in Fig. 6(a) , we first fine-tuned the values of the desired MTJ resistances R p in Table 2 to lie at the center of the tolerable range of values without incurring bit errors. Uniform random variation was then introduced to the values of I th and R p in every device, and a new random value was generated on every clock cycle. Since the accuracy is evaluated on the correctness of two output bits (S and C out ), the baseline for random guesses is 25% accuracy.
With a mean TMR of 200% in the MTJs, the circuit can tolerate a device variability of up to 7.5% while maintaining >99.5% accuracy. With a mean TMR of 300%, the tolerable amount of device variability increases to 10% for >99.5% accuracy. A larger intrinsic TMR improves robustness to variability by allowing the circuit to operate at ON-currents well above threshold, while still holding the OFF-currents well below threshold. Since random variations in R p introduce random fluctuations in the device output currents, these results also suggest some degree of robustness to circuit noise.
E. SENSITIVITY TO TEMPERATURE
The critical DW-MTJ device parameters are known to be functions of temperature. In particular, the current density threshold for DW motion induced by the spin Hall effect has been predicted to decrease with the temperature T as
where M sat is the saturation magnetization, H k is the perpendicular anisotropy field, and T 0 = 300 K [28] . To find both M sat (T ) and H k (T ), we use the temperature model presented in [40] . We also model the temperature dependence of the MTJ tunneling resistance R p using the model in [40] , assuming an oxide thickness of 1.1 nm and an energy barrier of 0.39 eV. A decrease in M sat also influences the velocity of the DWs [20] . Fig. 6(b) shows the accuracy of the DW-MTJ adder when operated at elevated temperatures. The sensitivity to temperature arises from the fact that while the threshold current decreases, the device current increases because of the lower tunneling resistance-this combination leads to bit errors when the device is sufficiently heated. These temperatureinduced perturbations to the device truth tables are not random. The decrease and then increase in accuracy at the higher temperatures in Fig. 6(b) correspond first to the conversion of the buffer to an always-high gate, then the NAND gate to the NOR gate.
To cover the maximum temperature range of operation, we set the value of R p at 300 K to be ∼6% higher than the fine-tuned values in Fig. 6(a) for TMR = 200%, and ∼13% higher for TMR = 300%. For the same reason as above for variability, a higher TMR leads to greater temperature insensitivity. With TMR = 300%, >99.5% accuracy is maintained from 300 to 340 K (67 • C), while with TMR = 200%, this is true up to 330 K (57 • C). We note that although we have treated the TMR as a fixed parameter, it is also prone to degrade with temperature, with an absolute decrease by ∼20% reported in [41] and [42] from room temperature to 85 • C.
The operational temperature range of DW-MTJ logic can be extended with device and materials engineering. A larger energy barrier in the MTJ, which is also important for state retention in magnetic memory, can reduce the temperature sensitivity of the MTJ resistance [40] , though this may come at the expense of a larger resistance-area product. Materials that become demagnetized more slowly with temperature may also provide greater temperature stability to the critical switching current for the spin Hall effect.
IV. DISCUSSION AND FUTURE WORK
For the DW-MTJ datapath in Fig. 2(b) , the energy costs are dominated by the adder core rather than by the registers [see Fig. 4(b) and (d) ]. On the other hand, based on the methodology in [21] and [22] , we estimate that the registers and state elements comprise more than half of the total energy cost of the equivalent CMOS datapath. This leads to an overall advantage in switching energy for the SOT DW-MTJ, as shown in Table 2 . Furthermore, the need to retain the states of the SRAM devices in a CMOS processor requires significant standby power not included in Table 2 ; this significant energy cost is absent in the DW-MTJ registers due to their nonvolatility.
Even though a good representative of combinational logic circuits, the adder is just one component of a modern processor. The fidelity of the CMOS benchmark presented can be improved through accounting for a more generalpurpose datapath, which may provide a greater energy advantage. We plan to extend this datapath analysis in the future with the hope of discovering a true crossover point between HP CMOS and low-energy DW-MTJ logic. Another important area for future analysis is the energy benchmarking of the clocking circuitry and exploration of alternative schemes to a three-phase pulsed clock that can be generated and distributed with greater energy efficiency.
The benefits of DW-MTJ devices may be expanded through logic architectures that take better advantage of device properties. The ability of these devices to store the result of computations without additional memory may allow more efficient implementations of spatial architectures and systolic arrays' architectures that have recently attracted significant interest for neural network and machine-learning workloads [43] , [44] .
Spatial architectures exploit the data reuse in the matrixmultiply operations at the core of machine-learning inference tasks. The computation is performed within an array of processing elements (PEs), each of which perform a multiply and accumulate (MAC) operation on data that enters the PE and transmits the data to the next PE. The exact energy breakdown of spatial architectures depends on the workload and specific dataflow; however, prior work has found that in dataflows optimized for convolutional neural networks, more than half of the energy is consumed by local storage within the PE [44] .
The application of DW-MTJ logic to these architectures may be able to improve the efficiency of these architectures by combining the MAC and result buffer within a PE into a single unit. Additionally, for PEs with larger local storage, DW-MTJ logic can further improve efficiency by reducing reads and writes to this storage. In either case, an even more complicated clocking structure would likely be required; however, efficiency gains may still be realizable as a function of reduced local storage and data movement energy.
Finally, while the present design employs a standard nanotrack, new varieties of DW-MTJ species have since been proposed that utilize either gradients in anisotropy [45] or a shape-based modulation of the nanotrack [46] . Although these effects have so far been used in a neuromorphic context, similar effects could be used to modulate DW motion or increase the efficiency of the STT/SOT current injection via interface engineering. The aim of this engineering would be to reduce critical/switching current, iso-DW speed.
V. CONCLUSION
We have designed and simulated a realistic logic system composed almost entirely of DW-MTJ devices and used the results to evaluate this technology as a candidate for post-CMOS Boolean logic. We find that while STT-driven DW motion in these devices is unlikely to produce systems that are competitive with scaled CMOS in energy efficiency and speed, further advances in these devices can feasibly make them competitive. In particular, since SOT-driven DW motion offers energy-efficiency savings of two orders of magnitude and lower voltage operation relative to STT, DW-MJT logic systems using this approach are within striking distance of optimized CMOS competitor circuits from the perspective of core logic (adder) costs. This result is an important stepping stone toward our goal of benchmarking an in-house optimized CMOS processor against an optimized all-magnetic logic processor and highlights the importance of codesign between device and logic application moving forward.
