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Abstract
Vessel segmentation is a key step for various medical applications, it is widely used in monitoring
the disease progression, and evaluation of various ophthalmologic diseases. However, manual
vessel segmentation by trained specialists is a repetitive and time-consuming task. In the last two
decades, many approaches have been introduced to segment the retinal vessels automatically.
With the more recent advances in the field of neural networks and deep learning, multiple
methods have been implemented with focus on the segmentation and delineation of the blood
vessels.
Deep Learning methods, such as the Convolutional Neural Networks (CNN), have recently
become one of the new trends in the Computer Vision area. Their ability to find strong spatially
local correlations in the data at different abstraction levels allows them to learn a set of filters that
are useful to correctly segment the data, when given a labeled training set.
In this dissertation, different approaches based on deep learning techniques for the segmen-
tation of retinal blood vessels are studied. Furthermore, in this dissertation are also studied and
evaluated the different techniques that have been used for vessel segmentation, based on machine
learning (Random Forests and Support vector machine algorithms), and how these can be com-
bined with the deep learning approaches.
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Chapter 1
Introduction
1.1 Context
The retina is a layered tissue coating the interior of the eye responsible for the formation of images,
that is, for the sense of vision. By allowing the conversion of light into a neural signal that will
be later processed in brain visual cortex, this anatomic structure is one of the most important for
the wellbeing of the human individual [1]. As result of its function, the retinal tissue is classified
as highly metabolically active, having a double blood supply which allows a direct non-invasive
observation of the circulation system [1].
During the last 160 years, retinal imaging has grown rapidly and is now one of the most
common practices in clinical care and patient monitoring for people suffering from retinal and/or
systemic diseases. The fundus photography technique is used in large scale detection of diabetic
retinopathy, glaucoma and age-related macular degeneration [2] .
With the more recent advances in the field of neural networks and deep learning, multiple
methods have been implemented with focus on the segmentation and delineation of the blood
vessels. Each approach attempts to identify and organize the fundus image according to a set of
features and with that recognize the vessel structure, fovea, macula and the optic disc [3].
The different types of networks, as well as the different types of data available, allows the
implementation of a new and improved solution, which can be compared with the previous work
done in this area [4].
For this thesis, one goal is to study the result of different combinations of neural networks
tested and trained in different databases and do a comparative analysis with other solutions avail-
able, considering not only deep approaches for this regard. With this study complete and serving
as support, we will attempt to implement a solution, or a set of solutions to automatically segment
the retinal blood vessels. The results of the presented solution will then be analyzed, interpreted
and benchmarked with the available ones.
1
2 Introduction
1.2 Motivation
Automatic segmentation of vessels in 2D and 3D data is a task that has been already addressed by
several researchers. This comes from the importance that these structures have when considering
the evaluation of different pathological conditions, such as diabetic retinopathy in retinal fundus
images, and coronary artery disease in cardiac data. Often, the experts have too much data to
analyse, leading to the necessity of having Computer Aided Detection tools that can accurately
perform these tasks.
Many methods have been used to perform vessel segmentation. Convolution with matched
filters is an important subset of that group. These filters are approximations to the local profiles
that vessels are expected to have and their convolution with the data outputs higher values at the
locations where the similarity is higher. Even then, it is common that vessels show different types
of cross section profiles, making the a priori design of filters a complex task.
Deep Learning methods, such as the Convolutional Neural Networks (CNN), have recently
become one of the new trends in the Computer Vision area. Their ability to find strong spatially
local correlations in the data at different abstraction levels allows them to learn a set of filters that
are useful to correctly segment the data, when given a labeled training set. Furthermore, analyzing
the features that the CNN used to solve a task could be useful for humans to understand better the
original problem.
1.3 Objectives
The main goal for this dissertation is to study and analyze different approaches based on deep
learning techniques for the segmentation of retinal blood vessels. In order to do so, different
design and architectures of CNN’s will be studied and analyzed, as their results and performance
are evaluated and compared with the available algorithms.
One other important objective of this work is to study and evaluate the different techniques that
have been used for vessel segmentation, based on machine learning, and how these can be com-
bined with the deep learning approaches: by analyzing the features that the learned models are
using to perform classification and combining them with different machine learning techniques,
another objective is to propose a solution or set of solutions to perform the retinal vessel segmen-
tation, using this methodology of work.
1.4 Document Structure
This document is divided into seven main sections. The presented section is the introduction
to this dissertation. Chapter 2 is a brief description of some pertinent background information
regarding the anatomic structure of the retina, its vessel structure and blood supply as well as
the fundus photography technique. In this chapter both datasets used during the work are also
described, detailing all the technical information regarding the image acquisitions and data format.
1.4 Document Structure 3
On chapter 3 the stat of the art of retinal vessel segmentations is presented, the methods studied
are divided in unsupervised and supervised, and then subdivided according to the technique used.
All of them are presented, analyzed and their results are then summarized and compared in the
final of said chapter.
On the chapter 4 is presented the methodology of work, the proposed solution and its detailed
implementation is described. The results obtained during the work, its analysis and discussion are
presented on Chapter 5. Lastly, on the final chapter (6) are discussed the conclusions and possible
future work regarding the developed solution.
Chapter 2
Background
2.1 Anatomic structure of the retina
2.1.1 Retinal layer & structure
The retina is a light-sensitive tissue that exists inside the eye, behaving like a film in a camera. A
series of chemical and electrical events occurs within the retina triggered by the optical elements
of the eye as they focus an image. The electrical signals resulting from this chain of events are
then sent to the brain via nerve fibers, where they are interpreted as visual images [5].
This structure, on human individuals, is located in the inner surface of the posterior two-thirds
to three-quarters of the eye [6]. A thin, delicate, transparent sheet of tissue derived from the
neuroectoderm, the retina comprises the sensory neurons, which is the beginning of the visual
path way. Multiple neurons compose the neural retina (neuroretina). The neural retina is divided
into nine layers and is a key component in the production and the transmission of the electrical
impulses [7].
The centre of the retina, known as macula, provides the greatest resolving power of the eye,
being responsible for the central vision (fine vision), its center is designated as fovea and a repre-
sentation of this can be observed in figure 2.1. The living tissue of the retina may be imaged using
photography, fluorescein angiography, lase polarimetry, or optical coherence tomography [7].
Figure 2.1: Representation of the structures involved in fine vision [7].
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2.1.2 Vessels and Blood supply of the retina
To comprehend the function and anatomy of the retina, one key aspect is to study the blood supply
and the vessels which constitute it. As stated before, the analysis of these structures is important
to diagnose several types of diseases and malfunctions.
Apart from the foveolar avascular zone (FAZ) and the extreme retinal periphery (that can
be supplied throughout the choroidal circulation by diffusion since they are extremely thin), the
remaining human retina is too thick to be supplied by either one of the retinal or the choroidal
circulation alone [8] [9]. Thus, the choroidal circulation supplies the outer retina and the inner
retina is supplied by the retinal circulation [10]. The main supplier of blood to the retina is the
ophthalmic artery (the first branch of the carotid artery on each side), since both the choroidal and
retinal circulation have origin in it [9].
The choroid, a vascular layer of the eye, containing connective tissues, and lying between
the retina and the sclera, receives 80% of all ocular blood. The remainder goes to the iris/ciliary
body (15%) and the last 5% to the retina [10]. The choroidal circulation is fed by the ophthalmic
artery via the medial and lateral posterior ciliary arteries, each of which gives rise to one long and
several short posterior ciliary arteries. All the blood in the capillaries of the choroid (choroiocap-
illaris) is supplied by the short posterior arteries, which enter the posterior globe close to the optic
nerve [11], can be seen in figure 2.2.
Figure 2.2: Schematic representation of the choroidal circulation [11].
Considering the retinal circulation, the central retinal artery branches off the ophthalmic artery
after entering the orbit and enters the optic nerve behind the globe [11]. The central artery subse-
quently emerges from within the optic nerve cup to give rise to the retinal and inferior circulation
with its four main branches, the superior and inferior temporal and nasal retinal arteries [12]. This
circulation supplies blood to all the layers of the neuroretina with the exception of the photore-
ceptors layer (this layer is avascular, so it is dependent on the choriocapillaris for blood). The
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retina circulation has a recursive type of layout, being characterized by the temporal retinal vessel
curving around the fovea and the FAZ, as displayed in figure 2.3, where these characteristic is
noticeable [11] [12].
Figure 2.3: Fundus Fluorescein Angiography illustrating the retinal circulation [12].
2.2 Fundus Image
Ocular fundus imaging plays a key role in monitoring the health status of the human eye. Nowa-
days, the assessment and classification of ocular alterations can be easily made thanks to the large
number of imaging modalities. Modalities like photography, fluorescein angiography, lase po-
larimetry, or optical coherence tomography have evolved as technology is improving [13]. Some
of these techniques use contrast when acquiring the images, namely the contrast fluorescein an-
giography and the indocyanine angiography, whereas photography-based ones do not. Red-free
photography, colour fundus photography, fundus auto fluorescence and infrared reflectance are
examples of the latter [14].
Now, the imaging modality which will be used in this thesis - the colour fundus photography
- is focused. It requires a fundus camera, a complex optical system comprising a specialized low
power microscope with an attached camera, capable of simultaneously illuminating and imaging
the retina. This system is designed to image the interior surface of the eye, which includes the
retina, optic disc, macula, and posterior pole [15]. Fundus photography is one the most impor-
tant and older techniques used to obtain these images. It dates back to the early 20th century and
has evolved as the time progressed. With origin as a film-based imaging, fundus photography
was critical to the early developments in diagnoses and pathology studies [14] . With the advent of
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digital imaging, the film-based approach became almost obsolete being only used on one-off situa-
tions. The use of digital fundus imaging allowed to achieve higher resolution, easier manipulation,
processing, and tracing of irregularities, and a faster manner of transmitting information [13].
Before working or studying these images, it is important to know which conditions and param-
eters were used in the image acquisition process, since different cameras produce different results
and the images may vary with the resolution, field of vision (FOV) and lighting [14]. An example
of the influence of the field of view in the imaging process is showed in figure 2.4, where the retina
is photographed using a 40◦ , 20◦ and 60◦ field of view.
Figure 2.4: Examples of fundus photography using 40◦, 20◦ and 60◦ FOV [13].
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2.3 Databases
Most retinal blood vessels segmentation methodologies are evaluated on either the DRIVE1, the
STARE2 or on both databases. So, it is important to know and understand the characteristics of
each one.
2.3.1 DRIVE Database
Regarding the DRIVE database, the images that compose it are the result of a diabetic retinopathy
screening program of 400 diabetic individuals between 25 and 90 years of age, conducted in the
Netherlands. From this study, 40 photographs have been randomly selected in which 33 of them
do not show any sign of diabetic retinopathy and the rest show some indicators of early diabetic
retinopathy.
The images were acquired using a Canon CR5 non-mydriatic 3CCD camera with a 45 degree
field of view (FOV). Each image was captured using 8 bits per colour plane at 768 by 584 pixels.
The FOV of each image is circular with a diameter of approximately 540 pixels. For this database,
the images have been cropped around the FOV. For each image, a mask image delineating the FOV
is provided (Figure 2.5c) .
(a) (b) (c)
Figure 2.5: Original DRIVE image (a), it’s manual segmentation (b) and binary mask (c).
The database is divided into two sets of images, a training and a testing set, each one of them
containing 20 images. Figure 2.5a presents an example training image. A manual segmentation
of the vasculature is available for each of the training images and for the test dataset two seg-
mentations are available; one is used as gold standard (Figure 2.5b), the other one can be used to
compare computer generated segmentations with those of an independent human observer.
1DRIVE Database: https://www.isi.uu.nl/Research/Databases/DRIVE/
2STARE Database: http://cecas.clemson.edu/ ahoover/stare/
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(a) (b) (c)
Figure 2.6: Original STARE image (a), it’s manual segmentation (b) and binary mask (c).
2.3.2 STARE Database
The STARE database is a set of 20 images of retinal fundus photography from which half of
them contain pathology. The images were acquired using a TopCon TRV-50 fundus camera at
35 FOV. After the acquisition of the image, they were digitalized to 605x700 pixel, 8 bits per
colour Channel. The first half of the dataset comprises images of healthy subjects, while the other
half contain pathological cases with abnormalities that overlap with blood vessels, in some cases
obscuring them completely.
The presence of pathologies (Figure 2.6a) makes the segmentation more challenging and al-
lows performance evaluation in more realistic conditions. The database contains two sets of man-
ual segmentations prepared by two observers, and the former one is usually considered the ground
truth (Figure 2.6b). Similarly to the DRIVE database, for each image the FOV binary delimitation
mask was obtained using thresholding (Figure 2.6c).
Chapter 3
State of the art
The vascular network of the human retina is an important diagnostic factor in ophthalmology. An
automatic detection and analysis of the vasculature can assist in the implementation of screening
programs for the diagnostic of several diseases, computer assisted surgery and biometric iden-
tification [3]. The retinal vasculature is composed of arteries and veins appearing as elongated
features, which are visible within the retinal image [1].
The segmentation of the vascular network in fundus imaging is a nontrivial task due to vari-
able size of the vessels, relative low contrast, and potential presence of pathologies like microa-
neurysms, haemorrhages, cotton wool spots and bright and dark lesions. Moreover, vessel crossing
and branching can further complicate this task [3]. When examining the segmentation process, it
is important to consider that the orientation and grey level of a vessel do not change abruptly.
Vessels are locally linear, and intensity varies gradually along their length [16]. In addition, retinal
vessels are expected to be connected forming a binary treelike structure. However, the shape, size
and local grey level of blood vessels can vary hugely, and some background features may show
similar attributes [16].
The algorithms for segmentation of blood vessels in medical images are commonly divided
into two groups. A first group consisting of the rule-based methods, comprises vessel tracking,
matched filter responses, multi-scale approaches and morphology-based techniques [3]. The sec-
ond group consists of supervised methods (these require manually labelled images for training)
which include pattern identification, and classification and recent developments in deep learn-
ing [17].
In this Chapter, the segmentation methods which have been applied to retinal vessel segmenta-
tion will be briefly described. They will be divided into two classes, one concerning unsupervised
methods and other approaches, and another with respect to supervised techniques. After their de-
scription, a table summarizing the results is available at the end with all the results from the two
classes for a more a complete and detailed comparison.
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3.1 Performance Indicators
To evaluate and analyse the performance and the outcome of each segmentation technique and
its implementation, it is crucial to comprehend what is involved in the process, which variables
are used to define the performance, the way this influences the results and the information that
can be withdrawn from it. The outcome in the retinal vessel segmentation process is a pixel-based
classification result, meaning that each pixel can be classified either as vessel or surrounding tissue.
As a result of this, each pixel, may be seen as belonging to one of the following categories: true
positive (TP) when the pixel is identified as a vessel in both the ground truth and segmentation
output; true negative (TN) when the pixel is identified as non-vessel in both the ground truth and
segmentation output; false positive (FP) when the pixel is identified as vessel in the segmentation
output but as non-vessel in the ground truth; false negative (FN) when the pixel is identified as non-
vessel in the segmentation output but as vessel in the ground truth. This information is summarized
in table 3.1 .
Table 3.1: Vessel classification.
Vessel present Vessel Absent
Vessel detected TP FP
Vessel not detected FN TN
Using these indicators, it is possible to calculate some metrics of performance. The true pos-
itive rate (TPR) is the fraction of vessel pixels which are correctly identified as belonging to
vessels), analogously the false positive rate (FPR) is the ratio of non-vessel pixels which were
erroneously classified as belonging to vessels. The ratio of the total number of correctly classified
pixels (sum of true positive and true negative) to the number of pixels in the image field of view,
is defined as Accuracy (ACC). The ability to detect non-vessel pixels is the specificity (SP) and is
the complement of the false positive rate (1-FPR). The sensitivity (SN) reflects the ability of the
algorithm to detect the vessel pixels. All this indicators and measurements are transversal to the
totality of the references studied and are summarized in table 3.2. Lastly, another important indi-
Table 3.2: Performance indicators and metrics for vessel segmentation.
Measure Description
True Positive Rate (TPR) True Positive/Vessel pixel count
False Positive Rate (FPR) False Positive/Non-vessel pixel count
Specificity (SP) True Negative/(True Negative+False Positive)
Sensitivity (SN) True Positive/(True positive+False Negative)
Accuracy (ACC) (True Positive+True Negative)/Field of view pixel count
cator is the value of the area under the receiver operating characteristic (ROC) curve. This curve is
the result of the plot of the fraction of pixels correctly classified as vessel (TPR) versus the fraction
of non-vessels pixels wrongly classified as vessels (FPR). The closer the curve approaches the top
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left corner, the better is the performance of the system. In an optimal system the value of the area
under the ROC is 1.
3.2 Unsupervised Learning and other approaches
3.2.1 Unsupervised Learning
The approaches based on unsupervised learning use inherent patterns of blood vessels in the retinal
images that can be used to determine that a particular pixel belongs to the vessel structure or not.
In these methodologies, the ground truth does not contribute directly to the algorithm design [3].
The methods of work classified as unsupervised learning are based on a specific technique ap-
proach (such as match filtering, morphological processing, vessel tracing/Tracking or multi-scale
approach) or on the conjugation of different approaches. Several methodologies have been pro-
posed over the past years for the segmentation of retinal blood vessels. One of the first examples
of these was proposed by Salem et al. [18], where the authors presented a Radius Based Clustering
Algorithm, a method using a distance-based principle to map the distributions of the image pixels
before performing segmentation [18]. The authors considered three features: the green channel
intensity, the local maxima of the gradient magnitude, and the local maxima of the largest eigen-
value calculated form the Hessian matrix. The results shown that, in comparison with a k-Nearest
Neighbors classifier, the proposed implementation is better in the detection of small vessels [18].
Serving as example of another techniques used, Kande et al. [19] presented a fuzzy based
implementation, where the non-uniform illumination of the image can be corrected by using the
information of the intensity of the green and red channels. The matched filtering technique was
used to enhance the contrast of the vessel against the image background. After this, a spatially
weighted fuzzy C-mean clustering and a connected component labeling are used to identify the
vessel [19].
And the method proposed by Villalobos et al. [20], that using this and with information of the
surrounding elements the segmentation process is possible, considering that pixels with gray-levels
above the threshold are assigned to the vessel structure, and those equal to or below the threshold
are assigned to the background. In the following subsections is presented the most relevant work
based on the different techniques previously mentioned.
3.2.2 Matched Filtering
Matched filtering is an effective method for retinal vessel enhancement, consisting on the convo-
lution of a 2D kernel with the retinal image. The kernel is designed to resemble the pattern we are
looking for in the image, at an unknown position and orientation. The matched filter response indi-
cates the presence of the feature. The first method using the matched filter approach was proposed
by Chaudhuri et al. [21]. It was based on the statement that the grey distribution of the vascular
profile is consistent with the Gaussian properties and that the image can be convoluted with a filter
to extract the target object [21]. Hoover et al. [22] proposed the use of a threshold descent search
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algorithm to extract the blood vessels after matched filtering. The algorithm considers the local
features of the retinal vessels and the regional characteristics of the vascular network distribution
simultaneously. By doing so, the proposed algorithm can greatly reduce the error, at the cost of
complicating the overall calculation [22].
Recently, different researchers have improved the method of matched filtering, example of this
is the approach presented by Zhang et al. [23]. The authors applied a model considering double
sided thresholding to improve the result of matched filtering, achieving reduced false positives in
pathological images. After this, the same authors also proposed a method which used the matched
filtering and the first-order derivative of the Gaussian filter to identify the vascular boundaries and
improve the accuracy of vascular segmentation [23].
More recently, Li et al. [24] suggested a method for vessel extraction using multi-scale adap-
tations of the matched filter. This allowed to enhance the contrast of the image while suppressing
the noise, before employing a double thresholding method to detect the vessels [24].
The result of the matched filter algorithm depends on the degree of matching between the
template and the blood vessel, which can be affected by different factors such as central light
reflection, radius change, noise interference and lesion interference [17].
3.2.3 Morphological Processing
Morphological image processing is a collection of techniques for digital image processing based
on mathematical morphology and operations [3]. These are essential in the field of image pro-
cessing and they are useful in the representation and description of region shapes such as features,
boundaries and skeletons. Several methods for the segmentation of retinal vessels using this ap-
proach have been developed. Zana et al. [25] proposed a method to extract the vascular tree using
mathematical morphology, considering characteristics of retinal vessels such as connectivity and
local linear distribution. This implementation showed some vulnerabilities since it was too depen-
dent on structural elements. With the previous method serving as a base, Ayala et al. [26] proposed
a new method that defines the averages of a given fuzzy set by using, different definition of mean
of a random compact set [26].
Mendonça and Campilho [27] used multi-scale top hat transformation to enhance the retinal
blood vessels combined with the extracted vascular centerlines to obtain the vessel segmentation.
In order to improve this implementation, M. M. Fraz et al. [15] combined the vessel centerline
detection with the morphological bit plane slicing to achieve the final segmentation. One approach
showing very positive results (an accuracy of 96%) was proposed by Miri et al. [28], where the
curvelet transform and multi-structural element morphological reconstruction are used to process
the fundus image. Lastly, Soares et al. [29] resorted to morphological reconstruction and a regional
growth method before using a Gabor wavelet transformation to extract the blood vessels.
The presented methodologies have the advantage of suppressing noise and being fast and ef-
ficient. However, considering that the segmentation is seriously dependent on the selection of
structural elements and these methods do not make full use of vascular characteristics, they are
normally combined with other approaches for the segmentation task [17].
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3.2.4 Vessel Tracing/Tracking
Vessel tracking algorithms segment a vessel between two points using local information and work
at the level of a single vessel rather than the entire vasculature. Vessel tracking follows vessel
centerlines guided by local information, usually trying to find the path that better matches a vessel
profile model [3].
Several implementations have been proposed using this approach, one of the first dates back to
1999, when Can et al. [30] described a real time algorithm which is based on recursively tracking
the vessel starting from the initial seed-points using directional templates. Each directional tem-
plate is designed to give the maximum response for an edge oriented in a particular direction [30].
The algorithm takes a step in the direction of maximum response and this procedure is repeated at
the new point until the segmentation process is completed [30]. Other approach based on multi-
scale line-tracking and post-processing with morphological operations was proposed by Vlachos
et al. [31].
An approach that uses the maximum a posteriori probability criterion to perform the segmen-
tation based on the vascular diameter was initially presented by Mouloud Adel et al. [32] and
later improved by Yin et al. [33]. The proposed improvements include the use of a semi-ellipse as
the dynamic search window in order to obtain the local grey level statistic information [33]. An
algorithm using a parametric model which exploits geometrical properties for parameter defini-
tions was proposed by Delibasis et al. [34]. This uses a measure of match to define the similarity
between the model and the given image. This implementation was tested on the DRIVE database
with very positive results as is demonstrated in Table 3.6. Although the vessel tracking/tracing-
based methodologies are simple, intuitive and fairly easy to understand, there are some problems
associated to them. The algorithms based on these methodologies are unable to detect vessels
or vessel segments which have no seed points and can miss some bifurcation points resulting
in undetected sub-trees. To improve their performance, these algorithms are commonly used in
conjunction with matched filtering and morphological operations [17].
3.2.5 Multi-scale approaches
Some of the methods mentioned before used multi-scale approaches and are based on the principle
that a vessel is defined as a contrasted pattern with a Gaussian like shape cross-section profile,
piece-wise connected, and locally linear, with a gradually decreasing diameter. This idea was
established since the width of a vessel decreases as it travels radially outward from the optic disk
and such change is a gradual one [3].
The idea behind scale-space representation for vessel segmentation is to naturally represent
and characterize vessels of varying widths. Frangi et al [35] proposed a method that examined
the multi-scale second order local structure of an image (Hessian) in the context of developing
a vessel enhancement filter [35]. The analysis of the eigenvalues of the Hessian matrix allows
to find the principal directions in which the local second order structure of the image can be
decomposed, and consequently detect the direction of small intensity curvature along a vessel.
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Other implementation using multi-scale approaches was presented by Martinez-Perez et al. [36]
where the size, orientation, and width of vessels are obtained through two geometrical features
accounting for the first and second derivatives of the intensity, thus allowing to infer about the
topology of the image.
The main advantage of using this methodology is the fact that there is a framework where
vessels of different sizes are easily segmented. The results yielded form these methodologies
presented an improvement in the accuracy and area under the ROC curve, as can be observed in
table 3.6, when compared with some of the previously presented unsupervised implementations.
3.3 Supervised methods
The supervised methods exploit some prior labeling information to decide whether a pixel belongs
to a vessel or not. The rule for vessel extraction is learned by the algorithm and is based on a
training set of reference images, previously processed and manually segmented with precision
by an ophthalmologist or a related professional. Generally, these images are referenced as the
ground truth or golden rule. As a result, the availability of a ground truth is a critical requirement
for every implementation of this kind, making these approaches not easy to implement in many
real-life applications.
The methods based on this type of learning mechanism can be divided into two mainly ap-
proaches: the ones based on traditional machine learning and the ones based on deep learning.
The approaches based on traditional machine learning use a set of features to learn and then pro-
duce an output, whereas the approaches based on deep learning network perform automatic feature
extraction without human intervention and with that these algorithm can be trained using labeled
data [37].
A deep-learning network trained on labeled data can then be applied to unstructured data,
giving it access to much more input than traditional machine-learning based approaches, and by
doing so allowing a higher performance, since the more data a net can train on, the more accurate
it is likely to be [38].
Although the approaches based on traditional machine learning are the most commonly used,
in the recent years the use of deep learning approaches as risen and these produced some of best
results (regarding accuracy and area under the ROC curve, as can be observed in table 3.6) in the
task of retinal vessel segmentation [39].
3.3.1 Traditional Machine learning
Regarding traditional machine learning, the first approach was proposed by Staal et al. [40]. The
authors presented a ridge-based vessel segmentation methodology from coloured images that rest
on the intrinsic property that vessels are elongated structures. The system is based on the extraction
of image ridges, which approximately coincide with the vessel centerlines. The ridges are detected
using the green channel of the fundus image (RGB), as it is the channel where the contrast between
vessel and background is higher. The use of ridges allows the composition of primitives in the
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form of line elements [40]. The extracted ridges allow to form primitives with the shape of line
elements, such that the image may be partitioned into patches by assigning each image pixel to the
closest line element from these sets. Every line element constitutes a local coordinate frame for its
corresponding patch in which local features are extracted for every pixel. The feature vectors are
classified using a k-Nearest Neighbours classifier and sequential forward feature selection [40].
The second implementation analysed was proposed by Soares et al. [29]. This approach uses a
2D Gabor wavelet and supervised classification to segment the blood vessels of the retina. In this
method, each pixel is represented by a feature vector including measurements of the 2D wavelet
taken from different scales. The resulting feature space is used to classify each pixel as either
a vessel or non-vessel pixel. The classification is done by applying a Bayesian classifier with
class-conditional probability density function described as Gaussian mixtures, yielding a fast clas-
sification, while being able to model complex decision surfaces [29]. An important fact to consider
about this implementation is that it do not work very well with non-uniform illumination as it oc-
casionally produces false detections on the border of the optic disc, haemorrhages and other types
of pathologies that present strong contrast with the background [29].
The application of line operators and Support Vector Machine for pixel classification is pro-
posed by Ricci et al. [41]. In this implementation, the retinal blood vessel segmentation is based
on features vectors built from line operators. A line detector (which is based on the evaluation
of the average grey level along the lines of fixed length passing through the target pixel at differ-
ent orientations) is applied to the green channel of the retinal image, and the classifier output is
thresholded to obtain a pixel classification as shown in figure 3.1.
Figure 3.1: Example of a line detector with its orthogonal line as implemented by Ricci et al. [41].
The use of local differential computation of the line strength makes the line detector robust
to non-uniform illumination and contrast providing more interesting results then the previously
methods analysed. This implementation requires fewer features and as result the computational
effort for feature extraction is considerably less, consequently the training time is reduced when
compared with another implementation [41].
Marin et al. [42] presented an implementation based on a neural network. The approach uses a
neural network scheme for pixel classification and computes a 7D vector composed of gray-level
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and moment invariants-based features for pixel representation. The neural network used for the
training and classification was a multilayer feed forward network. The input layer consists of
seven neurons, following this, three hidden layers composed of fifteen neurons each were used.
Lastly the output layer was comprised of a single neuron. A non-linear logistic sigmoid activation
function was used in all neurons, such that the output lies between 0 and 1. The input images were
monochromatic and obtained by extracting the green channel from the original retinal image. This
methodology, as others based on neural networks, proves to be effective and robust with different
image conditions and in multiple image databases, even when the neural network is trained using
a single database [42].
Lastly, M. M. Fraz et al. [43] presented a method for segmenting blood vessels by using an
ensemble classifier of boosted and bagged decision trees. This implementation uses a 9D feature
vector which includes the orientation analysis of the gradient vector field (one feature) for removal
of bright and dark lesion with the vessel enhancement, morphologic transformation (one feature)
for eradication of bright lesions, line strength measures (two features), and a Gabor filter response
at multiple scales (four features) for eliminating the dark lesions. The last features were extracted
from the intensity of each pixel in the inverted green channel of the retinal image [15]. Regarding
the classification, this was based on boot strapped and boosted decision trees, a classic ensemble
classifier which has been used in several applications of different fields [17].
3.3.2 Deep Learning
In recent years, methods based on deep learning, which is an important branch of machine learn-
ing, have achieved remarkable results in target classification and segmentation tasks in the field
of computer vision. Some of these methods have been applied to the task of segmentation of reti-
nal blood vessels. In tasks such as image classification and segmentation are used convolutinal
neural newtorks (CNN), alternating convolutional and pooling layers, and finally an output layer
(commonly a Fully connected layer).
In the case of traditional hand-designed features, they must be carefully thought and designed
before classification, making such process very tedious, time consuming, and sometimes difficult
for non-experts. Another crucial aspect to consider when working with hand-designed features,
is that these must be redesigned for datasets with different characteristics. In contrast, the use of
CNN allows to extract features from raw images, avoiding the use of hand-designed features [44].
The process of feature extraction is the core concept of a convolutional neural network as this
type of network relies on the principle of convolution to extract information at multiple levels using
both the convolutional and the Pooling layers to do so. With local receptive fields, neurons in a
CNN can detect elementary visual features such as oriented edges, end-points and corners. These
are then combined by the successive layers in order to capture higher-order features [45] [46].
Considering l a convolutional layer, with the input that consists of m(l−1)1 feature maps from
the previous layer, each of whom with dimension m(l−1)2 x m
(l−1)
3 (in the particular case of l=1 the
input of said layer is an image), the ith feature map that results from the convolution process is
given by 3.1 where B(l)i is a bias matrix and K
l
i, j is the filter used in the convolution, with size 2h
(l)
1
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+ 1 x 2h(l)2 + 1 that connects the j
th feature map in layer (l-1) with the ith feature map in layer l. In
this generic case the output of l consists of m(l)1 feature maps of size m
(l)
2 x m
(l)
3 .
Y (l)i = B
(l)
i +
m(l−1)1
∑
j=1
K(l)i, j ~Y
(l−1)
j (3.1)
Regarding the pooling operations, these are used in convolutional neural networks to make
the detection of certain features in the input invariant to scale and orientation changes. This type
of layers generalize over lower level and more complex information. Apart to help over-fitting
by providing an abstracted form of the representation, this also reduces the computational cost by
reducing the number of parameters to learn and provides basic translation invariance to the internal
representation [47].
In general, pooling operates by placing windows at non-overlapping positions in each feature
map and keeping one value per window such that the feature maps are sub sampled. Pooling acts
as a generalizer of the lower level information and so enables us to move from high resolution data
to lower resolution information [46]. Considering now l as a pooling layer, more specific a Max
pooling one, the input of said layer comprises m(l−1)1 feature maps resulting from the previous
layer. The output of each neuron u(l)i, j that constitutes the feature map Y
(l)
i resulting form l is given
by the set of equations 3.2.
u(l)i, j = max(u
(l−1)
i−1, j−1,u
(l−1)
i, j−1 ,u
(l−1)
i−1, j−1)
u(l)i, j+1 = max(u
(l−1)
i−2, j−2,u
(l−1)
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(3.2)
Regarding now the state of the art in solutions based on deep learning, one of the first was
proposed by Wang et al. [44]. This supervised method for blood vessel segmentation uses a
Convolutional Neural Network (CNN) as a hierarchical feature extractor, and an ensemble of
Random Forests which outputs a classification according to those features [44].
The authors [44] used a 6-layer architecture as represented in figure 3.2. The constitution of
each layer, the kernel size and the dimension of the learned features is presented on Table 3.3.
Regarding the classification process, an ensemble of random forest models is used, and a
winner-takes-it-all strategy is followed. The learned features by the CNN (S2, S4, and C5, as
showed in figure 3.2 and present in table 3.3) are fed into independent random forest classifiers.
The classifiers work in parallel and the results are then combined by a winner-takes-all en-
semble to produce the final classification. The winner-takes-all classifier is a simple procedure
where the class output is determined by the base classifier which achieves the best classification
performance among all the classifiers. A detailed representation of the entire classification pro-
cess is available in figure 3.3. The results of the segmentation process are interesting relative to
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Figure 3.2: Schematic representation of the Convolutional Neural Network presented by Wang et
al. [44].
Table 3.3: Architecture of the implemented Convolutional Neural Network by Wang et al. [44].
Layer Type Maps and Neurons Kernel Size Stride Padding Reference
0 Input 1 Map of 25 x 25 neurons
1 Convolutional 12 Maps of 22 x 22 neurons 4 x 4 1 1 C1
2 Subsampling 12 Maps of 11 x 11 neurons 2 x 2 2 0 S2
3 Convolutional 12 Maps of 8 x 8 neurons 4 x 4 1 1 C3
4 Subsampling 12 Maps of 4 x 4 neurons 2 x 2 2 0 S4
5 Convolutional 100 Neurons 4 x 4 1 1 C5
6 Output 1 neurons
Figure 3.3: Structure of the proposed method by Wang et al. [44].
the accuracy in comparison with some of the unsupervised methodologies, an example is showed
in figure 3.4.
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Figure 3.4: Best accuracy results obtained by Wang et al. [44] on DRIVE image.
Melinscak et al. [48] performed retinal vessel segmentation using a CNN having max-pooling
layers instead of subsampling or down-sampling. The layers of this CNN consist of a sequence of
convolutional, max-pooling and fully connected layer. By using max-pooling it is possible to map
input samples into output class probabilities using several hierarchical layers to classify extracted
features [48] . This implementation is based on a CNN with 10 layers, whose architecture is
presented on table 3.4. The first layer is the input layer, then a bank of 2D filters is applied in each
Table 3.4: Architecture of the implemented Convolutional Neural Network by Melinscak et al.
[48].
Layer Type Maps and Neurons Kernel size Stride Padding
0 Input 1 Map of 65x65 Neurons - - -
1 Convolutional 48 Maps of 60x60 Neurons 6x6 1 0
2 Max-Pooling 48 Maps of 30x30 Neurons 2x2 1 0
3 Convolutional 48 Maps of 26x26 Neurons 5x5 2 2
4 Max-Pooling 48 Maps of 13x13 Neurons 2x2 1 0
5 Convolutional 48 Maps of 10x10 Neurons 4x4 2 0
6 Max-Pooling 48Maps of 5x5 Neurons 2x2 1 0
7 Convolutional 48Maps of 4x4 Neurons 2x2 2 0
8 Max-Pooling 48Maps of 2x2 Neurons 2x2 1 0
9 Fully connected 100 Neurons 1x1 - -
10 Fully connected 2 Neurons 1x1 - -
convolutional layer in order to obtain maps of features. Max-Pooling layers are fixed and take
square blocks of Convolutional layers and reduce their output into a single feature. The selected
feature is the most promising as Max-Pooling is carried out over the block. Following this, there
are alternating steps of convolutional and Max-Pooling layers.
Finally, the last two layers are fully connected and they are used to further combine the previ-
ous outputs, creating a 1D vector of features. The second fully connected layer has two neurons,
one for each class, since the classification is binary (vessel or non-vessel). The final output is the
probability of each pixel been being vessel [48].
This implementation was tested and trained on the DRIVE database and the most relevant
results are presented on figure 3.5 (in this particular case, the binary result of the segmentation
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wasn’t provided in the published paper, instead the presented image is result of the final softmax
activation).
Figure 3.5: Best result of the best AUC score and Softmax activation obtained by Melinscak et al.
[48].
Fu et al. [49] presented a segmentation method somehow similar to the work proposed by
Melinscak et al. [48]. Contrasting with the methodology proposed by Melinscak et al. [48], Fu
et al. [49] uses an image-to-image training system providing a multi-scale and multi-level visual
response. This method uses a Fully Convolutional Neural Network to learn the discriminative
features and generate a vessel probability map. Afterwards, a fully connected Conditional Random
Field (CRF) accounts for global pixel correlation and produces a binary vessel segmentation result.
Distinct from the method proposed by Melinscak et al. [48] that performs as a pixel-to-pixel
classification, this proposed method treats the vessel segmentation as a contour detection problem.
To tackle this, the Fully Convolutional Neural Network was built on top of a holistically-nested
edge detection (HED) [50]. HED automatically learns rich hierarchical representations (guided by
deep supervision on side responses) that are important to solve the challenging ambiguity in edge
and object boundary detection. An example of a HED implementation is visible on the figure 3.6
[50].
Considering this, Fu et al. [49] propose a four-stage implementation, in which each stage
includes multiple convolutional and ReLu (Rectified Linear Unit) Layers. The side-output layers
are connected to the last convolutional layer in each stage to deem the deep layer supervision [49].
The Conditional Random Fields are used to produce coarse maps at pixel-level segmentation and
to suppress the lack of smoothness of the fully CNNs. The figure 3.7 illustrates the presented
approach.
One of the most interesting methods for retinal blood vessel segmentation using deep learning
was proposed by Liskowski and Krawiec [51]. This method uses a deep neural network (CNN)
trained on a large sample of examples pre-processed with global contrast normalization, and zero-
phase whitening. Augmentation through geometric transformations and gamma correction was
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Figure 3.6: Network architecture for edge detection using HED [50].
Figure 3.7: Structure of the proposed method by Fu et al [49].
performed at training time [51].
The authors studied several variants of CNN architectures, such as including or not max-
pool layers and the addition of structured prediction (where a network classifies multiple pixels
simultaneously). This study uses three different databases (DRIVE, STARE and CHASE) to train,
cross-train and test the all the architectures implemented. By doing so, this study is one of the
most complete and detailed of all methodologies based on deep learning in the field of retinal
blood vessel segmentation.
The training process starts with the extraction of m-by-m patches (m was set to 27 on their
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pipeline). Afterwards, image processing is conducted, by means of global contrast normalization
and zero-phase whitening. Even though deep learning architectures can learn from raw images,
the authors experiments shown that such pre-processing increased the performance of the entire
pipeline. For each training fundus image, 20 000 patches like this were generated at random, such
that the training set has 400 000 patches in DRIVE and 380 000 in STARE [51]. The most relevant
and noteworthy architectures studied by the authors are shown in table 3.5.
Table 3.5: Two most relevant architectures proposed by Liskowski and Krawiec [51].
Implementation Layer Maps Kernel size Stride Padding
Plain
Convolutional 64 4 x 4 1 0
Convolutional 64 3 x 3 1 1
Max-Pooling - 2 x 2 2 0
Convolutional 128 3 x 3 1 1
Convolutional 128 3 x 3 1 1
Max-Pooling - 2 x 2 2 0
Fully Connected 512 - - -
Fully Connected 512 - - -
Fully Connected 2 - - -
No-POOL
Convolutional 64 3 x 3 1 1
Convolutional 64 3 x 3 1 1
Convolutional 128 3 x 3 1 1
Convolutional 128 3 x 3 1 1
Fully Connected 512 - - -
Fully Connected 512 - - -
Fully Connected 2 - - -
The architectures presented on table 3.5 only differ in spatial pooling. The Max-Pooling pro-
cess is performed over a 2 x 2 pixels window with a stride of 2 and is only used in the Plain
implementation [51]. The No-POOL implementation does not use Max-pooling, since recent re-
sults showed that networks which do not further down-sample the features might perform better
when applied to small images [52].
Apart from these implementations, the authors considered four others, all using the Plain net-
work architecture: GCN, ZCA, AUGMENTED and BALANCED. All are composed of a stack of
convolutional layers that are followed by three Fully Connected layers (Table 3.5). The main goal
of these implementations was to analyse the performance of the Plain architecture when trained
on data pre-processed by the methods previously described (Global Contrast Normalization, Zero-
phase whitening and the image augmentations) and a on balanced data (with equal proportion of
decision classes). An example of the data used in the training process is visible on the figures 3.9-
3.10.
The different implementations were tested in both DRIVE and STARE databases with in-
teresting results. Considering the overall experiment, the results outperform all of the previous
algorithms published, relative to the most commons performance indicator, such as accuracy with
average value superior to 0.97 on the STARE and area under the ROC curve averaging 0.99 on the
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Figure 3.8: Example of Train-
ing patches after applying
GCN transformation [51].
Figure 3.9: Example of Train-
ing patches after applying ZCA
whitening transformation [51].
Figure 3.10: Example of Train-
ing patches using data augmen-
tation [51].
STARE. The results also show that the proposed method is sensitive in the detection of fine vessel
and fares well with pathological cases.
From the six implementations explained before, the best performance was achieved by the
network trained on balanced data, obtaining the best-to-date results on both databases (considering
the area under the ROC curve). The second best-performing architecture is the No-Pool. The
two best performing architectures do not have pooling layers, what supports that down-sampling
may be unworthy when small patches are being classified. Considering this, these layers may be
discarded and by doing so, the dimensionality of the patches is kept across the entire network,
allowing convolutional filters in successive layers to be applied at the same resolution.
Following this, Liskowski and Krawiec [51], using the two best architectures as base, also
implemented structured prediction model. The addition of this model resulted on an improvement
of the previously presented results increasing the AUC by 0.5% on DRIVE and 1.1% on STARE.
In figure 3.11, the best segmentations of this architecture in DRIVE (a) and STARE (b) databases
are presented.
(a) (b)
Figure 3.11: Ground truth (left) and segmentation result (right) for two healthy subjects: (a)
DRIVE and (b) STARE [51].
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3.4 Summary and Comparison
This chapter presented some of the most relevant approaches regarding retinal blood vessel seg-
mentation. A summary of the performance of the described methods may be seen in table 3.6.
Such methods are grouped according to the learning technique and are presented in chronological
order.
The fact that an extremely high percentage of the presented approaches used both the DRIVE
and STARE databases allows a more simple, intuitive and incisive analyse and comparison of the
performance indicators. However, in some of the methods, there are still a lack of consensus on
which performance indicators should be considered to analyse and compare the overall perfor-
mance of the algorithms.
Different methods based on different learning techniques have been proposed over time. The
methods using unsupervised learning and based on morphological processing and vessel track-
ing/tracing were the first to be proposed, studied and implemented. The results of these implemen-
tations shown that the combination of different approaches delivers the best results considering the
sensitivity and accuracy.
In recent years, the use of supervised leaning has grown exponentially. The implementation of
machine learning based methodologies have shown an important improvement on specificity and
accuracy, when compared to the unsupervised learning techniques.
Although machine learning methodologies have presented interesting results (as is example
M.M Fraz et al. [3], Marin et al. [28] and Liskowski and Krawiec [51] ) the application of these are
still conditioned to the existence of a ground truth. Nonetheless, when labelled data is available, as
is the case of retinal fundus images, deep learning has been further improving the performance of
computers in many daily tasks. In this particular task, deep learning has also outperformed other
methods, as shown in the work of Liskowski and Krawiec [51].
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Table 3.6: Performance analysis of the methods presented in Chapter 3.
Performance indicators analysis
Learning Technique Methodology Algorithm Year Database Sensitivity Specificity Accuracy AUC
2o Human Observer - - -
DRIVE 0.7763 0.9723 0.9470 -
STARE 0.8951 0.9384 0.9348 -
Supervised
Learning
Traditional
Machine Learning
Staal et al. [40] 2004
DRIVE - - 0.9442 0.9520
STARE - - 0.9516 0.9614
Soares et al. [29] 2006
DRIVE - - 0.9466 0.9614
STARE - - 0.9480 0.9671
Ricci et al. [41] 2007
DRIVE - - 0.9563 0.9558
STARE - - 0.9584 0.9671
Marin et al. [42] 2011
DRIVE 0.7067 0.9801 0.9452 0.9588
STARE 0.6944 0.9819 0.9526 0.9769
M. M. Fraz et al. [43] 2012
DRIVE 0.7406 0.9807 0.9480 0.9747
STARE 0.7548 0.9763 0.9534 0.9768
CHASE_B1 0.7221 0.9711 0.9469 0.9712
Deep
Learning
Wang et al. [44] 2014
DRIVE 0.8173 0.9733 0.9767 0.9475
STARE 0.8104 0.9791 0.9813 0.9751
Melinscak et al. [48] 2015
DRIVE - - 0.9466 0.9749
STARE - - - -
Fu et al. [49] 2016
DRIVE 0.7294 - 0.9470 -
STARE 0.7140 - 0.9545 -
Liskowski and Krawiec [51] 2016
DRIVE 0.8149 0.9749 0.9530 0.9788
STARE 0.9075 0.9771 0.9700 0.9928
Unsupervised
Learning
Unsupervised
Salem et al. [18] 2007
DRIVE 0.8215 0.9750 - -
STARE - - - -
Kande et al. [19] 2009
DRIVE - - 0.8911 0.9518
STARE - - 0.8976 0.9298
Villalobos-Castaldi
et al. [20]
2010
DRIVE 0.9648 0.94803 0.9759 -
STARE - - - -
Match
Filtering
Hoover et al. [22] 2000
DRIVE - - - -
STARE 0.6751 0.9567 0.9267 -
Zhang et al. [23] 2010
DRIVE 0.7120 0.9724 0.9382 -
STARE 0.7177 0.9753 0.9484 -
Morphological
Processing
Mendonça et al. [27] 2006
DRIVE 0.7344 0.9764 0.9452 -
STARE 0.6996 0.9730 0.9440 -
M.M Fraz et al. [35] 2010
DRIVE 0.7152 0.9769 0.9430 -
STARE 0.7311 0.9680 0.9442 -
Vessel
Tracking
Delibasis et al. [34] 2010
DRIVE 0.7288 0.9505 0.9311 -
STARE - - - -
Multi-Scale
approach
Martinez-Perez
et al. [36]
2007
DRIVE 0.7246 0.9655 0.9344 -
STARE 0.7506 0.9569 0.9240 -
Chapter 4
Methodology
Multiple approaches based on deep learning for the segmentation of retinal blood vessels have
been implemented. Regarding those presented on chapter 3, there are two different methodologies
that use CNN’s in distinct manners in order to segment the vessels. These are the cornerstones of
the work presented in this chapter.
The first methodology, used by Liskowski and Krawiec [51], Melinscak et al. [48], and Fu et
al. [49] is an element-wise classification where the CNN is trained patch by patch and the output is
the probability of the center pixel (or a block of center pixels in the case of structured prediction)
being in a certain class (in this case a two class classification, as each pixel may be vessel or non
vessel). These approaches use a large number M of small square N×N patches from raw RGB
or pre-processed training set of images as input of the neural network. The network is trained and
validated with said data and then tested with patches from the test dataset.
Other methodology of work is proposed by Wang et al. [44], where the authors use CNN as
deep feature extractor. The main process is similar to the one previously presented, as it starts with
a large number M of small square N×N patches from a pre-processed training dataset of images
that are fed as input to the neural network. In contrast to the other methodology, the activations of
a specific group of layers are used to train different machine learning classifiers (the authors use
the Random forest classifier). The test images undergo the same process and the features extracted
are fed into the classifier. To finalize the process an ensemble mechanism is used, from which the
final classification of is obtained.
Regarding the first scenario, three different network architectures were implemented, in order
to analyze how the architecture of the network as well as different parameters can influence the
segmentation result. In what concerns the second framework, the approach proposed by Wang et
al. [44] was implemented, and more complex ensemble mechanisms were tested. In addition, a
Support Vector Machine classifier (SVM) in combination with feature selection algorithms was
also implemented.
In the following section, the deviated solutions are described, starting with the data pre-
processing mechanism which was used. Then, a detailed description of the implemented networks
is provided. Lastly, the experiments regarding the work of Wang et al. [44], more precisely on
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feature selection, classification, and ensemble strategies are detailed.
4.1 Data preparation
The input data have a critical role in every machine learning algorithm, even in the deep learning
based approaches. In theory, the high capacity of these systems should allow to equally learn from
raw data, nonetheless the training process seems to benefit from an adequate pre-processing [51].
In this section, the approach that has been used to generate pre-processed patches of retinal images
is presented.
4.1.1 Image Pre processing
Several approaches may be employed to pre-process medical images. For instance, some works
use the three color channels [51] and other rely only on the green channel intensity informa-
tion [48], as it is the channel showing higher contrast between vessels and the background. The
red and blue channels present low contrast and random variation of brightness [29].
The image pre processing technique used on this study starts with the information extracted
from the green channel of the original RGB image (Figure 4.1a), then a Gray-scale normaliza-
tion was applied due to the fact that as a result of acquisition process, very often retinal fundus
images are non-uniformly illuminated and exhibit local luminosity and contrast variability (Fig-
ure 4.1b) [53].
An important aspect when considering the segmentation of the retinal vessel is the detection
of the smaller vessels such as terminal vessels and small ramifications of the vascular tree, which
frequently show low contrast to the background. To enhance their contrast, a contrast limited
adaptive histogram equalization operating in 8x8 square tiles was performed [54]. This approach
approximates the histogram of the intensities inside each square tile to a given histogram. Even
if it does not largely improve the contrast of big structures, it makes the more subtle features in
the image more pronounced (Figure 4.1c). To further improve the delineation of these smaller
vessels, a gamma correction with a value of 1.2 was performed (Figure 4.1d). In Figure 4.1,
the pre-processed image may be seen along the steps of the described pipeline. The presented
pre processing approach was applied to both the training and testing datasets of the DRIVE and
STARE databases.
4.1.2 Division into patches, data normalization and standardization
The extraction of small patches from retinal images allows the use of deep learning strategies to
segment the vasculature, as the public databases usually do not contain more than few dozens
of images. Afterwards, it is possible to frame the problem of vessel segmentation in two ways:
classification of each patch, where the network outputs the probability of the center pixel belong-
ing to a vessel [51]; and segmentation of each patch, where the network outputs a map of such
probabilities, one for each pixel of the patch.
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(a) Original RGB image (b) Gray Scale Normalization
(c) Contrast Limited Adaptive Histogram
Equalization
(d) Gamma Correction
Figure 4.1: Overall image pre-processing stages.
Regarding the sampling of patches from the images, the considered experiments varied be-
tween randomly sampling from the field of view; extracting a balanced set of patches, with regard
to the label of the center pixel; and extracting a set of patches according to some arbitrary ratio r
∈ [0, 1] of positive and negative samples. Examples of positive and negative patches, according to
the view of a classification based approach, are presented in Figure 4.2 . The patch size, number,
and strategy of sampling will be detailed with the description of each implementation.
In this thesis, only square patches are considered, as the majority of the literature suggests, in
order to achieve a better coherence between the data and the network. In the prediction phase, in
a patch classification setting, a patch has to be extracted for each pixel inside the field of view.
Concerning the segmentation case, the computational cost is not as high, since less patches have
to be extracted in order to obtain the final prediction image.
Data normalization and standardization The performance of machine learning based algo-
rithms is heavily affected by the data used during training and evaluation processes. The use
of methods to process data is standard to all machine learning approaches. Although the pre-
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(a) (b)
Figure 4.2: Example of a positive set of patches (a) and a negative set of patches (b).
processing of data is a standard, the methods used can vary due to the type of data, the size and
the algorithm used.
Using the studies of LeCun et al. [55] and Deng Li [56] on the performance and improvement
of propagation and gradient decent based algorithms, two data transformations were implemented
to boost the training performance: data normalization and data standardization.
Normalization is as simple as taking the ratios (reciprocal normalization), computing the dif-
ferences (range normalization), and multiplicative normalization or Z-axis normalization. Nor-
malization ensures that data is roughly uniformly distributed between the network inputs and the
outputs [57]. In the presented case, the simple transformation given by the equation 4.1, was
considered, yielding a scaling of the data into the range of [0,1].
xnorm =
x− xmin
xmax− xmin (4.1)
Standardization is the most commonly used technique 4.2, transforming the data such that
its arithmetic mean is zero and the standard deviation is one. However, both mean and standard
deviation are sensitive to outliers, and this technique does not guarantee a common numerical
range for the normalized scores [58].
x′ =
x− x
σ
(4.2)
The data transformation used in combination with the type of activation functions applied are
critical to the training performance and to the final results. The most used activation function in
the hidden layers of a CNN is ReLu function, more specific the standard ReLU function which is
given by the equation f (x) = x+ = max(0,x). This activation function allows to greatly accelerate
the convergence of stochastic gradient descent compared to the sigmoid/tanh functions, it prevents
the saturation and is very efficient in terms of computation [59].
Regarding the output layer, as the final goal is a binary classification (whether a pixel is vessel
or non vessel) on these cases the most commonly used activation function used are Softmax and
Sigmoid. The softmax function 4.3 calculates the probabilities distribution of the event over ‘n’
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different events. In general way of saying, this function will calculate the probabilities of each
target class over all possible target classes. The main advantage of using Softmax is the output
probabilities range. The range will be 0 to 1, and the sum of all the probabilities will be equal to
1. The sigmoid function 4.4 has a simpler mode of operation, as it takes any range real number
and returns the output value which falls in the range of 0 to 1.
f (xi) =
exi
∑
j
ex j
(4.3) f (x) =
1
1+ e−x
(4.4)
The idea shared by multiple authors [55] [60] is that the softmax activation is used for mul-
ticlass classification while the sigmoid function is used on most cases of a binary classification.
During the work, different combinations of data processing and activation functions were tested.
The best performance was attained by conducting data normalization and using the sigmoid acti-
vation function in the output layer.
4.1.2.1 Data augmentation
One thing to take into consideration during the training of a CNN is the fact that overfitting may
occur due to the relatively small number of samples used as input comparing to the number of
model parameters [61]. A strategy used to surpass this is to apply randomized transformations
to the existing training data in order to virtually generate a newer and larger set of inputs. In
this thesis, three different types of transformations were randomly combined in order to produce
ten new images from each original one (some examples are shown in Figure 4.3), priorly to the
extraction of patches. The considered transformations are a combination of:
• Scaling by a factor between 0.7 and 1.2.
• Horizontal or vertical flip.
• Random Rotation between [-90,90].
Figure 4.3: Original patches (left) and respective data augmentation transformation results (right).
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4.2 Convolutional neural networks for retinal vessel segmentation
Convolutional neural Networks for semantic segmentation are being used in a large spectrum of
research fields, in particular on the field of segmentation and classification of medical images. In
this particular area of study, the use of Convolutional neural networks for a pixel-wise classifica-
tion w has shown a solid set of interesting results in the detection and classification of a variety of
anatomic structures such as tumors [62], multiple vessels [63], and brain lesions [64].
In this thesis, we explore and compare different network designs to tackle the problem of
detecting retinal vessels in small patches: an U-net to achieve patch segmentation based on Ron-
neberger et al. [65] and in a MIT1 implementation (section 4.2.2); the works of Liskowski and
Krawiec [51] and Melinscak [48] for patch classification (section 4.2.1); and the use of deep fea-
tures in random forests [44] and support vector machines (section 4.3).
4.2.1 Patch Classification approach
In a patch classification approach, the idea is to apply a CNN to a set of patches extracted from
the image, and in each of them to predict the class label of the center pixel. Networks such as
LeNet [55] and AlexNet [66] are examples of this design, where fixed size inputs produce non-
spatial outputs. In figure 4.4, a typical architecture for classification is shown. It is common to
have alternated steps of convolution and subsampling operations in order to capture increasingly
higher level features which are appropriate for final decision.
The feature maps are subjected to one or more fully connected layers, from which the output
is extracted. The proposed designs usually differ in terms of the number of convolutional, pooling
and fully connected layers, the number and size of the kernels, and the inclusion of dropout and
batch normalization layers.
Figure 4.4: Example of the architecture of a classic Neural Network [55] .
In this thesis, two patch classification approaches are tested: the first one is based on the work
of [48] and is used as baseline of work for this type of classification, since the architecture of the
network and overall process is the most commonly used in this task. The second is based on the
1 Source: https://github.com/orobix/retina-unet
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approach presented by Liskowski and Krawiec [51], which is used to assess how the information
of neighborhood pixels can be applied to improve the classification task (structure prediction).
4.2.1.1 Melinscak approach
Architecture The architecture starts with an input layer followed by a convolutional layer with
65 filters. The dimension of the employed kernels was 5×5 in order to differentiate between the
vessel and the background by extracting small and local features. The use of a small stride value
ensures that maximum information is retrieved.
Following this, a max pooling layer with a small 2x2 filter is applied, such that most promising
features are carried over to the next convolutional layer. This process is repeated with a reduction
in the number of maps and in the size of filters used in the convolutional layers (from a 5× 5 to
3×3 and 2×2 in the final layer). The pooling layers and the stride value remain unchanged. This
design was made by considering that neighboring pixels are strongly correlated (specially in the
final layers), so it makes sense to reduce the size of the output by the filter response. The further
apart two pixels are from each other, the less correlated. Therefore, a big stride in the pooling
layer leads to high information loss [57].
The final layers of the network are two fully connected layers, the first one with 100 neurons,
and the last one with two neurons from which the probability of each pixel of belonging to the
background or the vessel structure is given. Regarding the activation functions used, as men-
tioned on 4.1.2, a ReLu activation function was used in the hidden layers, and a sigmoid activation
function was considered in the last dense layer, as the classification problem here is binary for
each pixel, and as mentioned before, the sigmoid leads to a simpler and faster process. The final
architecture of the network used in this approach in presented on table 4.1.
Dropout and Batch Normalization layers As referred before, the pre-processing of the data
used in the training process is important for the performance of a CNN. Beside this, other strategies
regarding the network architecture have been tested to achieve the same goal. Often, improvement
is achieved by using Batch normalization and Dropout layers [56].
Batch normalization is a technique used to provide any layer in a CNN with inputs that have
zero mean/unit variance. The layers first normalize the activations of each channel by subtract-
ing the mini-batch mean and dividing by the mini-batch standard deviation, the equations of this
process are presented on Figure 4.5. Then, the layer shifts the input by a an offset β and scales it
by a scale factor γ . Both of these variables are learnable parameters that are updated during the
network training.
The Batch normalization layers are used between the linear and non-linear layers, generally
between the convolutional layer and ReLu. By reducing the non-linearities between layers and
updating the γ and β parameters, this type of layers helps to reduce the sensitivity of the network
to initialization, speed up the network training and prevent overfit [66].
One of the fist approach that used Dropout layers was presented by Srivastava et al [67].
This is a regularization technique where randomly selected neurons are ignored during training.
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Figure 4.5: Equations used during the application of batch normalization layer [66] .
The contribution of the ignored neurons to the activation of downstream neurons is temporarily
removed on the forward pass and any weight updates are not applied to the neuron on the backward
pass [66] [56] . This process is illustrated on Figure 4.6.
Figure 4.6: Illustration of the dropout process. On the left is an example of the standard procedure
and on the right is the result of the Dropout [67].
As a neural network learns, neuron weights settle into their context within the network. Weights
of neurons are tuned for specific features providing some specialization. Neighboring neurons end
relying on this specialization, which if taken too far can result in a fragile model too specialized
to the training data.
During the work, two different approaches were tested: Batch normalization layers were em-
ployed between convolutional layers and the ReLU activations and dropout was used on fully
connected layers. The results have shown that the best performances were obtained when using
the dropout technique, with the decrease of the training time by 5s per epoch and the increase of
the accuracy. The ratio of neuron dropped during this process was 20%, the same in all of the
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cases and the final architecture used is presented on table 4.1.
Table 4.1: Architecture of the implemented Convolutional Neural Network.
Layer Type Maps and Neurons Kernel size Stride Padding
0 Input 1 Map of 65x65 Neurons - - -
1 Convolutional 48 Maps of 60x60 Neurons 5x5 1 0
2 Max-Pooling 48 Maps of 30x30 Neurons 2x2 2 0
3 Convolutional 48 Maps of 28x28 Neurons 3x3 1 0
4 Max-Pooling 48 Maps of 14x14 Neurons 2x2 2 0
5 Convolutional 48 Maps of 12x12 Neurons 2x2 1 0
6 Max-Pooling 48 Maps of 6x6 Neurons 2x2 2 0
7 Fully connected 100 Neurons 1x1 - -
8 Dropout 20% rate - - -
9 Fully connected 2 Neurons 1x1 - -
Training In this implementation the ADAM optimizer was used, an algorithm for first-order
gradient-based optimization of stochastic objective functions based on adaptive estimates of lower-
order moments. This was chosen since it is computationally efficient with little memory require-
ments and is invariant to diagonal rescaling of the gradients. The loss function used was binary
cross entropy in virtue of the binary classification, and 150 epochs were used to train the network.
The starting learning rate used was 1e-3, this value was decremented by a factor of 0.01 each
time the validation accuracy or loss kept the same value for more than a period of 5 epochs to a
limit value of 1e-6.
4.2.1.2 Liskwoski - Structure Prediction
Among the works analyzed in the state-of-the-art (Chapter 3), the most promising results were
achieved by Liskowski and Krawiec [51]. The authors assessed the impact of preprocessing and
network design in the performance. Their best results were achieved by classifying not only the
center pixel of the patch, but instead a whole square block of pixels in the center, a mechanism
which they refer to as structure prediction.
The motivation lies in the high correlation that usually is seen at nearby pixels of medical im-
ages, such that spatial relations between these pixels influence their odds of representing particular
structures. Thus, classifying a set of neighboring pixels at the same time seems a natural approach
to exploit such fact.
Architecture The architectures used is this implementation were similar to the ones presented
on the previous section. Different types of pre-processing transformations ( Global contrast nor-
malization, ZCA withing and Data augmentation) are used to train two similar architectures in
order to discover which combination presented the best metrics results. The combination (Data
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and architecture) that provided the best results are then used as base for the implementation of the
structure prediction.
Since the work presented by Liskowski and Krawiec [51] was the one that yielded the best
results of all the deep learning approaches that were analyzed on chapter 3, the methodology
used in this work was very similar to the one presented by the authors. The first architecture is
composed by two convolutional layers each with 64 filters followed by a max-pooling layer. This
configuration was repeated with a change on the number of filters used on the convulotional layers
(an increment to 128). The final layers are fully connected with 512 neurons with exception of the
last one, were only two exist for classification purposes.
Considering the second architecture, it is the same as the first with the exception that no max
pooling layers were used, as the size of patches are already very small (square patches of 25x25
pixels) and as shown in [68] networks with convolution layers only might perform better when
applied to small images. The rest of the architecture is the same as described before. The final
architecture is presented on table 4.2.
Table 4.2: Architecture of the implemented Convolutional Neural Network based on the approach
proposed by Liskowski.
Layer Type Maps and Neurons Kernel size Stride Padding
0 Input 1 Map of 25x25 Neurons - - -
1 Convolutional 64 Maps of 23x23 Neurons 3x3 1 0
2 Convolutional 128 Maps of 21x21 Neurons 3x3 1 0
3 Convolutional 128 Maps of 17x17 Neurons 3x3 1 0
4 Fully connected 100 Neurons 1x1 - -
5 Fully connected 100 Neurons 1x1 - -
6 Fully connected 9 Neurons 1x1 - -
Regarding the data, in both methodologies, either the raw RGB images or their preprocessed
versions obtained according to the procedure described section 4.1.1 were used. The number of
positive and negative patches used varied from a 50/50 ratio, 20/80 ratio and random samples.
Structure Prediction Following this approach, the segmentation task poses as a multi label
inference problem on a set of binary predictions subject to a joint loss. Instead of considering only
the central pixel when retrieving the information from the ground truth, now the information of
all the pixels contained in a small square window of dimension s centered on the central pixels is
regarded.
The architecture of the network used in the structure prediction was the one that yielded the
best results of those presented before. Considering the new multi label classification of the struc-
ture prediction technique, the final two neuron fully connected layer of the network was replaced
by a dense layer with s2 neurons from where the final classifications are extracted, an example of
this is presented on the Figure 4.7.
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Figure 4.7: A training example for the SP approach: the 27x27 patch (left) with a s x s = 5 x 5 and
the corresponding desired output (right) [51].
Although the authors tried three different values for s (s= 3,5,9), during this implementation
the size of the window used was 3x3. This value was chosen in virtue of the interesting results
obtained by the authors and taking into consideration the complexity of the process used to extract
the information of border pixels. This value of s did not require a significant alteration in the
extraction process and minimized the loss of information.
Training Similarly to those presented before, in these implementations ReLU activation func-
tions were used in the hidden layers and for the final layer was selected the Sigmoid function.
Training was carried out by stochastic gradient descent with a starting learning rate of 1e-3, this
value was decremented by a factor of 0.01 each time the validation accuracy or loss kept the same
value for more than a period of 5 epochs to a limit value of 1e-6.
4.2.2 Patch Segmentation approach
In this approach, the CNN predicts the probability of each pixel in the patch to belong to a vessel.
The U-net [65] is an encoder-decoder type network architecture for image segmentation. Its name
comes from its unique shape, where the feature maps of decreasing resolution in the downsampling
step are fed into the convolutional layers in the upsampling step (skip-layer connections). The
contracting path captures contextual information by successively reducing the resolution of feature
maps, whereas the connection path combines feature maps from the contracting and expanding
paths to fuse local information with accurate localization [65].
The contracting path follows the typical architecture of a convolutional network. It consists
of the repeated application of two 3x3 convolutions (unpadded convolutions), each followed by a
ReLU and a 2x2 max pooling operation with stride 2 for downsampling [65]. Every step in the
expansive path consists of an up sampling of the feature map followed by a 2x2 convolution (“up-
convolution”) that halves the number of feature channels, a concatenation with the correspondingly
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Figure 4.8: Example with the schematics and description of a U-net architecture with the identifi-
cation of the contracting and expanding paths [65].
cropped feature map from the contracting path, and two 3x3 convolutions, each followed by a
ReLU [65].
This implementation was based in the previously work provided under MIT License2. Fol-
lowing the structure presented on Figure 4.8, this implementation additionally uses dropout layers
between the two convolutional layers at each resolution level. As suggested by [69] one might
think that since the convolutional layers do not have a lot of parameters, overfitting is not a prob-
lem and therefore dropout would not have much effect. However, the use of dropout in the lower
layers helps because it provides noisy inputs for the higher layers which prevents them from over-
fitting in particular cases such as this one.
In table 4.3 the backbone of network used is presented. The final layer is a convolutional layer
from which the final classification results are obtained. The softmax function was used in the last
layer.
To train this implementation, were used pre-processed images that underwent the process ex-
plained on section 4.1.1, from each image were extracted 9500 square patches of 48× 48 di-
mension randomly extracted from the FOV region. Part of the training dataset was reserved for
validation, more precisely 10% of the extracted patches were set aside for validation purposes.
The training procedure ran for 150 epochs, using a batch size of 32 patches. A stochastic gra-
dient descent optimizer was applied with a learning rate of 0.01, a decay of 1e-6, and a momentum
2Source: https://github.com/orobix/retina-unet
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Table 4.3: Structure of the implemented U-Net.
Path Layer Type Maps size Kernel size
Contracting
1 Convolutional 32 3x3
2 Dropout - -
3 Convolutional 32 3x3
4 Max Pooling - 2x2
5 Convolutional 64 3x3
6 Dropout - -
7 Convolutional 64 3x3
8 Max Pooling - 2x2
9 Convolutional 128 3x3
10 Dropout - -
11 Convolutional 128 3x3
Expansive
12 UpSampling - 2x2
13 Convolutional 64 3x3
14 Dropout - -
15 Convolutional 64 3x3
16 UpSampling - 2x2
17 Convolutional 32 3x3
18 Dropout - -
19 Convolutional 32 3x3
20 Convolutional 2 1x1
21 Activation Softmax - -
of 0.3. Since the softmax activation function was used, the categorical crossentropy loss function
was considered.
4.3 Convolutional neural networks for deep features extraction
The methodologies presented so far use deep neural networks in their complete extension to make
predictions. However, another possibility is to use a CNN to learn representative feature maps and
then use such features as the input to other learning algorithms, such as Random Forests (RF) and
support vector machine (SVM) [55].
Initially, methodologies employing this strategy follow the same training procedure, in order
to learn CNN’s weights. The difference comes after this first training, as the deep learned features
will be used to train another learning algorithm. In this thesis, we explore the work of [44],
where a modified version of LeNet-5 [55] is trained via a patch-based classification approach,
and afterwards an ensemble of Random Forests uses deep features to make predictions. Each
RF is trained on the deep features of a single abstraction level, as shown in Figure 4.9. The
authors considered a winner-takes-it-all ensemble when making predictions. Besides testing this
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methodology, other variations are explored in this thesis, namely other ensemble strategies, and
the use of a Support Vector Machine (SVM) as learning algorithm.
4.3.1 Feature extraction
Considering that the training time tends to scale with the amount and size of training data, and the
complexity of the network [44], in this implementation the process of feature extraction is carried
out by a modified version of the classic LeNet-5 architecture. The used version is the modification
proposed in [55], where 4x4 convolution filters and subsampling by factor 2 are used. Dropout
layers with probability of 20% were also considered. This design is presented in Table 4.4.
The training procedure was conducted using 10500 square patches of size 25×25 from each
training image, leading to a total of 210000 patches. The patch extraction occurred according
to the process described in section 4.1.2. The decision to use this patch size was based on the
constraints mentioned before regarding training time and considerations about the average size of
the lesions that exist on some images of the datasets [44].
Table 4.4: Structure of the LeNet used for feature extraction.
Layer Type Maps and Neurons Kernel Size Stride Padding Reference
0 Input 1 Map of 25 x 25 neurons - -
1 Convolutional 12 Maps of 22 x 22 neurons 4 x 4 1 1 C1
2 Max-pooling 12 Maps of 11 x 11 neurons 2 x 2 2 0 MP01
3 Convolutional 12 Maps of 8 x 8 neurons 4 x 4 1 1 C2
4 Max-pooling 12 Maps of 4 x 4 neurons 2 x 2 2 0 MP02
5 Convolutional 100 Neurons 4 x 4 1 1 C2
6 Output 1 neurons - -
Using Table 4.4 as reference, in [44], the authors used the feature maps from MP01, MP02,
and C3 as inputs to the Random Forest classifiers. These layers were selected considering the
balance between the obtained information and the number of extracted features. As a result, the
first pooling layer (MP01) extracts elementary features with high resolution, whereas the maps
coming from the other layers (MP02 and C3) capture high-order statistics in lower resolutions.
Example maps extracted from these layers are presented in Figure 4.9.
4.3.2 Classifiers
In contrast with the approaches described in section 4.2, here traditional machine learning al-
gorithms are used to infer the final label of each pixel. In this work, two different classifiers are
tested, namely Random Forest and SVM, which have been previously used in similar classification
tasks [44].
These learning algorithms were chosen considering the findings in [55], where they are re-
ported as the most commonly used and the ones achieving overall better performances in several
binary classification tasks.
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(a) (b)
Figure 4.9: Example of features extracted from (a) MP01 layer and from MP02 (b).
4.3.2.1 Random Forest
The Random Forest algorithm is one of the most vastly used algorithm for either regression or
classifications tasks. Firstly proposed by Breiman [70] this algorithm consists of tree predictors,
where each tree depends on the values of a random vector sampled independently and with the
same distribution for all trees in the forest.
Each tree grows as follows: First, the training set used to grow each tree is a boot strap sample
of the observations. Some observations are represented multiple times, while others are left out.
The left-out observations are called “out-of-bag” and these out-of-bag samples can be used to
calculate an unbiased error rate and variable importance, which eliminates the need for a test set
or cross-validation. Following this, the best split at each node is selected from among a random
subset of the predictor variable. In the final step of this process, each tree is grown to its large extent
possible. Classification is given by a voting mechanism. The process is illustrated in Figure 4.10.
Figure 4.10: Illustration of how the random forest algorithm preforms a classification task [70].
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Considering now the features extracted using the CNN, the number of features extracted from
each patch vary depending on the layer where these were extracted. The max number of fea-
tures extracted for one patch is 1840 (Layer MP01), resulting on a feature set with 210000×1840
dimensions. The large number of features extracted for each patch creates a large and complex
dataset. One of the key aspects for the selection of the Random Forest algorithm as the imple-
mented classifier is it robustness and the ability to work with large dataset without the need to
perform feature selection, which allows to use all the features retrieved by the CNN [70].
As explained before, the features extracted from different layers provide different types of
information, thus three Random Forest classifiers were trained each one using the data from a
specific layer. The three Classifiers used shared the same hyper-parameters.
In general, to implement the Random Forest algorithm the number of hyper parameters nec-
essary to take into consideration is relatively small and straightforward to understand. Those are
used to increase the predictive power of the model or to make the model faster. Of those, the most
important is the number of estimators (trees) used during the process [53]. In this implementation
pruning was not used and gini impurity was considered instead of entropy, because it has a lower
computational cost than the latter, which requires calculating the logarithmic function.
In this thesis, due to the characteristics and the size of the feature dataset, 100 estimators
were used, this number emerged from the commitment between the performance and processing
time. As confirmed during the implementation, a greater number of estimators would require
a significant increase in the amount of time required for computation and the improvement of
performance did not justify the effort, considering the limited time schedule and the resources
available.
4.3.2.2 Support vector machine
Support Vector Machines are computational learning methods that transform a classification prob-
lem in such a way that allows the application of linear classification techniques to nonlinear data.
SVMs belong to the class of Kernel Methods that are formed by a general purpose learning ma-
chine and a problem specific kernel function. Since linear machine learning methods can only
classify data in a linear space with separable features, the kernel-function can be used to obtain the
linear feature space by mapping the training data into a higher dimensional space where the data
is linearly separable. These Kernel functions can be of many types, from polynomial to Gaussian
(Radial Basis) or Sigmoid.
Having a certain training data set that comprises N input vectors x1...xn with matching tar-
get values t1...tn, with tn being either -1 or 1 the goal is to separate that set into several individual
classes. The SVM approaches this problem through the concept of margin, i.e. the largest distance
between the decision boundary and any of the samples. The margin’s value is given by the per-
pendicular distance to the closest point from the data set t1 so, by optimizing the parameters w and
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b, the margin is maximized [71]. This optimization problem is represented by the equation 4.5.
argmaxw,b
{
1
‖w‖minn[t
n(wTφ(xn)+b)]
}
(4.5)
In this thesis three SVM classifiers were used, all sharing the same hyper parameters, and
each of them trained with the features retrieved from a different layer of the CNN (the same
process that was used in the Random Forest case). In contrast with the Random Forests, the
performance of these classifier is heavily influenced by the features that are considered. Taking
into consideration the number of features, their values and characteristics the kernel used was the
Radial basis function and the value of the margin was set to 1.
In consequence of the high number of patches extracted and the number of features of each
patch, the initial tests with SVM were a very time-consuming process (approx. 5-8 days). To
overcome this and improve the results of the classification, two feature selection mechanisms
were employed: Univariate Selection and Recursive feature selection with cross-validation.
Feature Selection - Univariate Selection The downside of having a large dataset of features is
that some of them are irrelevant and they can decrease the accuracy of many models, especially
linear algorithms like linear and logistic regression. The use of feature selection can improve the
accuracy, reduce overfitting and the time needed to train the classifier [72].
Univariate feature selection works by selecting the best features based on univariate statistical
tests. This method examines each feature individually to determine the strength of the relationship
of the feature with the response variable [72].
In this dissertation, this method was use to reduce the number of features to 75% and 90% of
the size of the original feature dataset. The features were selected based on a chi2 statistical test.
Feature Selection - Recursive feature selection with cross-validation Recursive feature elim-
ination is based on the idea to repeatedly construct a model (for example a SVM or a regression
model) and choose either the best or worst performing feature (for example based on coefficients),
setting the feature aside and then repeating the process with the rest of the features. This process is
applied until all features in the dataset are exhausted. Features are then ranked according to when
they were eliminated. As such, it is a greedy optimization for finding the best performing subset
of features.
The dataset is divided into N folds, as some of those are used to improve the model and the
rest is used in the cross validation process.
In this implementation, this process was performed using only a two fold split due to the
number of samples used during the process.
4.3.3 Ensemble
The result of each classifier is dependent on the features used during the training process: as fea-
tures extracted from different layers provide different types of information and each classifier is
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trained with information extracted from a single abstraction level, the final result of the classifica-
tion is heavily restrained by the type of data used.
It is expected that features coming from different level abstractions are relevant for the classi-
fication process, such that ensembling the classifiers trained at different resolution levels may lead
to improved outcomes.
Wang et al. [44], only considered the best performing classifier, in this thesis the contribution
of each classifier is taken into consideration: the first ensemble mechanism is the selection of best
results from the three classifier ("winner takes it all"), the second is the average of probability given
by each classifier and the third ensemble technique is the selection of the minimum probability.
The final ensemble mechanism used in this thesis is based on a "fuzzy-like" system, where
the weight of a classifier in the calculation of the final prediction is determined based on their
accuracy.
Chapter 5
Results and Discussion
In this chapter, the results of the implementations described on chapter 4 are presented. Similar to
what was done in the previous chapter, the results are presented accordingly to the classification
approach used. Following the presentation of the results, a discussion and comparison to those
presented on chapter 3 is provided. The details of each implementation are also presented.
5.1 Results of CNN based approaches for retinal vessel segmentation
5.1.1 Patch Classification approach
5.1.1.1 Results of the Melinscak based approach
The first implementation, described in section 4.2.1.1, was trained using pre processed images
from the DRIVE and STARE dataset. Regarding the procedure on DRIVE: the train set (20 im-
ages) was divided into a training set (15 images) and a validation set (5 images). To test the
implementation was used the test set (20 images) .
In some of the work presented before (chapter 3) the training process using the STARE dataset
was done resorting to the leave-one-out validation: the training and testing cycle is repeated 20
times, and in each iteration 19 of the 20 fundus images form the source of training examples, and
the remaining image is the source of test patches. In this thesis, due to the limitation in terms
of time and resources needed to evaluate all the implementations, this dataset (20 images) was
divided into two: a training set (14 images for training and 1 for validation) and a test set (5
images).
The overall process of this implementation on the DRIVE dataset took approximately 12 hours,
using a NVIDIA GeForce GT 650M graphics card. The results are presented on table A.1. This
methodology lead to an average accuracy of 0.9101, a specificity value of 0.9142, a sensitivity of
0.8925 and precision of 0.6115. The average AUC value was 0.9604, where minimum AUC was
0.9450 and maximum 0.9710. In Figures 5.1a-5.1c, are presented the original image, the ground
truth and the best accuracy result of this implementation.
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(a) (b) (c)
Figure 5.1: Original DRIVE image (a), its manual segmentation (b) and Best overall result of the
Melinscak based approach on the DRIVE dataset (c).
Considering the STARE dataset, the overall process took considerably less time (aprox. 5
hours) due to the smaller size of the dataset. The same graphics card was used on this process.
The results of this implementation are presented on table A.2. The average results obtained for ac-
curacy, specificity, sensitivity and precision were: 0.9424, 0.9847, 0.5390 and 0.8345 respectively.
The AUC average value was 0.9375, where minimum AUC was 0.9150 and maximum was
0.9479. The best accuracy overall results were obtained on a image with a less complex vascular
tree as is visible in figure 5.2c. The original image is presented in Figure 5.2a and the manual
segmentation is presented in 5.2b.
(a) (b) (c)
Figure 5.2: Original STARE image (a), its manual segmentation (b) and Best overall result of the
Melinscak based approach on the STRARE dataset (c).
5.1.1.2 Results of the Liskowski based approach
As described on 4.2.1.2 , the approach based on the work of Liskowski and Krawiec [51] was
trained using different ratios of patches extracted from pre-precessed images: 20% of positive
patches and 80% of negative patches (Liskowski SP), an equal percentage of positive and negative
(liskowski SP Balanced) and a random percentage of each (liskowski SP Random). This approach
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was also trained using patches extracted from the original RGB images with 20/80 ratio (liskowski
SP RGB).
In these implementations the DRIVE and STARE datasets were used in the same way as
described on 5.1.1.1.
Regarding the DRIVE dataset each implementation took on average 22 hours using a NVIDIA
GeForce GT 650M graphics card. The detailed results are presented on tables A.3 to A.6. The
average of the results are summarized and presented on table 5.1. Comparing the results presented
on table 5.1, the best overall preforming implementations are the ones that used random sam-
pling and 20/80 ratio. In Figure 5.3a is presented the original image, in Figure 5.3b the manual
segmentation, and in Figure 5.3c the result of the Liskowski SP implementation. Regading the
Liskowski SP random, in figures 5.4a, 5.4b and 5.4c are presented: the original image, the manual
segmentation and the result, respectively.
Table 5.1: Average results of the Liskowski based implementations on the DRIVE dataset.
Algorithm Dataset Acc SP Sn Pr AUC
Liskowski SP (20/80)
DRIVE
0.9434 0.9515 0.8400 0.7233 0.9677
Liskowski SP Balanced (50/50) 0.9310 0.9466 0.7990 0.6901 0.9520
Liskowski SP Random 0.9415 0.9751 0.6973 0.8143 0.9489
Liskowski SP RGB (20/80) 0.9405 0.9751 0.6994 0.8115 0.9522
(a) (b) (c)
Figure 5.3: Original DRIVE image (a), its manual segmentation (b) and Best overall result of the
Liskowski SP based approach on DRIVE dataset (c).
Considering now the implementations trained on the STARE dataset, the results of these are
presented on tables A.7 to A.10. The average results of these are presented on table 5.2, from
these, the best overall performance was yielded from the implementation that used a 20/80 ratio,
equal to the DRIVE dataset. The implementation took on average 13 hours, on the same graphics
card as mentioned before. The results of this implementation are presented in image 5.5a (original
image), image 5.5b (the manual segmentation and image) and in 5.5c the result.
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(a) (b) (c)
Figure 5.4: Original DRIVE image (a), its manual segmentation (b) and Best overall result of the
Liskowski Random based approach on DRIVE dataset (c).
Table 5.2: Average results of the Liskowski based implementations on the STARE dataset.
Algorithm Dataset Acc SP Sn Pr AUC
Liskowski SP (20/80)
STARE
0.9485 0.9656 0.8207 0.7973 0.9565
Liskowski SP Balanced (50/50) 0.9391 0.9621 0.8103 0.8014 0.9549
Liskowski SP Random 0.9450 0.9644 0.8033 0.7926 0.9557
Liskowski SP RGB (20/80) 0.9427 0.9590 0.8256 0.7982 0.9555
Considering all the results of the patch classification approaches, the best performances are
yielded from implementations based on the work of Liskowski and Krawiec [51]. As these take
into consideration the surrounding information to classify the central pixel of each patch. The use
of this information improved the segmentation of the smaller and terminal vessel as well as the
delimitations of the larger vessels.
From this, the accuracy improved from an average of 0.9101 (Melinscak based approach) to
0.9434, and the value of AUC also had a minor increase. The best preforming implementations
(a) (b) (c)
Figure 5.5: Original DRIVE image (a), its manual segmentation (b) and Best overall result of the
Liskowski Random based approach on DRIVE dataset (c).
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were also the ones trained using a small number of positive patches or a random ratios. This is
due to the fact that the probability of the central pixel of a patch being a vessel is lower than it
is of being a background pixel. Using these ratios allows the network to be trained with more
relevant data and prevents the number of false positive detections, and consequently better results.
Nonetheless, there is also a decrease on the fine vessels that are segmented.
On both approaches, the best results from STARE dataset came from the same image: one with
a simpler vascular tree and without thinner terminal vessels. This had impact on the calculation of
the metrics, and is an indirect consequence of the limited number of test images in this dataset.
Comparing these approaches with the one in table 3.6, which are based on deep learning, the
average results obtained are worse. This can be caused by multiple aspects and details not dis-
closed on the articles used as base for these implementations. When compared to the traditional
machine learning approaches, the obtained results (accuracy and AUC) outperform the work pre-
sented by Marin et al. [42] and Stall et al. [40] on DRIVE dataset and AUC on STARE dataset.
5.1.2 Patch Segmentation approach
5.1.2.1 Results of the U-Net approach
Regarding now the patch segmentation approach, as mentioned before this was based on an MIT
implementation1. To train the network, were used the DRIVE and STARE dataset in the same way
as described on 5.1.1.1.
Using a NVIDIA GeForce GT 650M graphics card, the overall process took 23 hours when
using the DRIVE dataset, and about 14 when using STARE. In contrast to the implementations
presented on the previous chapter where the performance of the implementation was given for
each image individually, in this case the performance of approach is given for the whole dataset
for an overall analysis of the results. In table 5.3 are presented the results obtained for each dataset.
Table 5.3: Average results of the U-net implementation on DRIVE and STARE datasets.
Algorithm Dataset Acc SP Sn Pr AUC
U-Net
DRIVE 0.9559 0.9835 0.7671 0.8716 0.9790
STARE 0.9672 0.9841 0.7953 0.8516 0.9883
As is observed on table 5.3, the result of this implementation on the DRIVE dataset outper-
forms the state of the art result when considering the accuracy and AUC. The characteristics of
the network in conjugation with the use of pre-processed data yielded very positive results, as the
majority of the smaller and terminal vessels were segmented, the larger vessels were delineated
with detail and background noise was heavily reduced when compared with the previously pre-
sented results. In Figure 5.6a is presented an original image from the DRIVE dataset, its manual
segmentation is presented in figure 5.6b and the result of this implementation is visible on 5.6c.
1Source: https://github.com/orobix/retina-unet
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(a) (b) (c)
Figure 5.6: Original DRIVE image (a), its manual segmentation (b) and Best overall result of the
U-Net based approach on DRIVE dataset. (c).
When considered the STARE dataset, the results are worse than those presented by Liskowski
and Krawiec [51], but it is important to consider the division of the dataset mentioned on 5.1.1.1
and how the fewer images used to train and test the implementation can influence results. An
original image from the STARE dataset, its manual segmentation and the final result are present
in figures 5.7a- 5.7c.
(a) (b) (c)
Figure 5.7: Original STARE image (a), its manual segmentation (b) and Best overall result of the
U-Net based approach on STARE dataset. (c).
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5.2 Results of CNN for deep feature extraction
In this section are presented the results based on the methodology of work described on 4.3.
5.2.1 Random Forests
As described on previous chapter, to extract the features needed to train the classifiers was used
a modified version of the LeNet architecture. The network was also was used to perform patch
classification. The detailed results of the implementation of this network are presented on A.11.
In this approach was only used the DRIVE dataset, since the limitations of the STARE dataset
(described on 5.1.1.1) and the high number of features caused the implementation time to increase
dramatically.
The training and feature extraction process took about 4 hours on a NVIDIA GeForce GT
650M graphics card. The training time when compared to the networks mentioned before is less
due to the small size and complexity of this network.
Regarding the training of the Random Forest classifier, it took considerably more time, about
4 days to complete. This was carried out using a NVIDIA GeForce GTX 1080ti graphics card.
The results of each classifier and the different types of ensemble used are presented in detail on
table A.12. The average results of each classifier and ensemble method used are presented on
table 5.4.
Table 5.4: Average results of CNN, Random Forest Classifiers and Ensemble mechanism obtained
on DRIVE dataset.
Algorithm Dataset Acc SP Sn Pr AUC
CNN
DRIVE
0.9137 0.9189 0.8816 0.6266 0.9578
RF01 0.9183 0.9162 0.8598 0.6225 0.9549
RF02 0.9093 0.9070 0.8450 0.6222 0.9473
RF03 0.8993 0.9052 0.8638 0.5871 0.9476
Max 0.8816 0.8800 0.8988 0.5443 0.8868
Min 0.9249 0.9403 0.8248 0.6848 0.9552
Mean 0.9101 0.9174 0.8660 0.6252 0.9587
Fuzzy-based Mecanism 0.9083 0.9162 0.8598 0.6225 0.8880
Considering the results presented, the best performances, considering only the classifiers and
the CNN, are yielded from the CNN and the RF01 classifier trained with low dimensional features.
Although the higher-order features learned from successive layers of a CNN are more abstract and
therefore more suitable for object or image classification, in these particular implementation the
best results are yielded from more elementary features.
In figure 5.8c is presented the best overall result, considering only the classifiers and the CNN.
The original image and its manual segmentation are presented on figure 5.8a and 5.8b.
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(a) (b) (c)
Figure 5.8: Original DRIVE image (a), its manual segmentation (b) and Best overall result of
CNN and Random Forest classifiers of this approach on DRIVE dataset (c).
Considering now the ensemble mechanism, the best results are yielded when are used the
minimum prediction of the three classifiers. Using this ensemble method, the number of false
positive is reduced and with this some of the background noise are eliminated. The final binary
segmentation is presented on figure 5.9c . The original image and it’s manual segmentation are
presented on figure 5.9a and 5.9b.
Comparing now the obtained results with the state of the art, more specifically, with the orig-
inal work [44], the presented implementation under-performed across all the metrics in analysis.
When compared with other deep learning approach, this implementation present results close to
the ones present by Melinscak et al. [48], but not as good, considering the accuracy and AUC.
(a) (b) (c)
Figure 5.9: Original DRIVE image (a), its manual segmentation (b) and Best ensemble result of
this approach on DRIVE dataset (c).
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5.2.2 Support Vector Machines
Considering now the classification process using the SVM classifiers, the overall feature extraction
process was the same as the one used for the RF classifier, with the addition of the feature selection
mechanisms.
As described before, three different implementation were tested. In first one, all the features
extracted from the CNN were used to train the SVM classifiers, and it took about 5 days to com-
plete using the same graphics card. The approach using Univariate features took approximately
the same number of days as the one mentioned before. The last implementation tested was the one
using recursive feature selection with cross validation, which took at least 8 day to complete due
to the size of the feature dataset used.
Table 5.5: Average results of CNN and the different SVM classifiers used obtained on DRIVE
dataset.
Algorithm Dataset Acc SP Sn Pr AUC
CNN
DRIVE
0.9138 0.9189 0.8816 0.6265 0.9578
SVM 0.5631 0.5741 0.4900 0.1479 0.5321
SVM - Univariate Selection 0.7072 0.7405 0.4871 0.2207 0.6138
SVM- RFECV 0.7825 0.8574 0.2865 0.2326 0.5720
The results of these implementations are summarized on table 5.5, these are the best preform-
ing ones considering the three classifiers and all the different ensemble mechanisms. Considering
the presented results,it is clear that they are unacceptable when compared with all the implemen-
tations analyzed before and with those presented on table 3.6.
Since the results obtained were considerably low, different margin values as well as different
hyperparametres were tested, but the results remained as unacceptable as the ones obtained in the
first tests.
Chapter 6
Conclusions and Future work
This chapter is reserved for final conclusions of the work done and possibilities of future work in
aspects of optimizations and additional functionalities.
6.1 Conclusions
The work of this thesis was focused on the study and interpretation of how deep learning can be
used in the task of segmentation of retina blood vessels. To understand how this process works
and which aspects can influence its performance and results, two main methodologies were imple-
mented, tested and analyzed.
Considering the more traditional approach, where a CNN is used for patch classification and
segmentation, different networks were implemented to assess the correlation between the com-
plexity of the network, training process, and results. As expected, the results have showed that
the use of a more complex network yielded the best set of results in patch classification, when
compared to a simpler architecture such as LeNet. The training process is also influenced by the
complexity of the network, as more complex networks take considerably more time. The training
process can also be improved by using dropout between the fully connected layers of the net-
work and by normalizing the network input data. The experiments have shown that these two
mechanisms induced lower training times and larger accuracies on the test set.
Also regarding the classification task, its performance is considerably improved when the sur-
rounding information of the central pixel is taken into consideration (structure prediction). The
use of structure prediction, in this particular case increased the average accuracy from 0.9101 to
0.9434 on the same set of images.
The use of pre-processed images also improved the results, as a higher number of thinner
vessels and other details of the vascular tree become more apparent after correcting some non-
uniformities of the images and enhancing small structures. As some non-uniformity of the RGB
image are eliminated during the process. When comparing the results of the same Liskowski based
implementation trained with different data, the results showed an increase, even though very subtle
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way, of the accuracy and AUC (when compared the results from the Liskowski SP with Liskwoski
SP RGB).
From the analysis of the results of these more classic approaches it is possible to concluded
that some details and parameters, such as the learning rate and the optimizer used, can influence
the results. As some of these are not disclosed by the authors, some discrepancies between the
obtained results and the ones presented on the state of the art exist.
Considering now the methodologies that use the CNN as a deep feature extractor: when com-
paring to a classic approach, the large number of samples used is a setback when these implemen-
tations are taken into consideration. The computation time and the necessity of a feature selection
mechanism considering the high number of samples can affect the practicality of these solutions.
The best performance obtained in this thesis was based on the u-net approach, in this were
used pre-processed images and a more complex and robust architecture was considered in the
training process. From these it is also possible to assess how important these aspects can for the
improvement of metrics such as accuracy and AUC, when compared with simpler networks and
the type of data used. Comparing the obtained results to those presented on the state of the art,
this implementation yielded comparable results to the best one presented regarding accuracy and
AUC on the DRIVE dataset.
From the results of the Random forest implementations, the best performances, are yielded
from the classifier trained with lower dimensional features. Although the higher-order features
learned from successive layers of a CNN are more abstract and therefore more suitable for object
or image classification, in this particular implementation the best results are yielded from more
elementary features.
Considering the weak set of results obtained in the different implementations of the SVM
based approach, it is not possible to conclude anything about their performance, and the impor-
tance of feature selection mechanisms in this classifier. Also, is important to mention that the
performance of these implementations were influenced by the number of samples used, as the
number of folds in the recursive feature selection should be at least 3 to 5, but due to number of
samples used, the computational effort required is extremely high.
6.2 Future Work
Regarding all the different approaches and the set of results obtained, there are some aspects that
can be improved.
Regarding the patch classification based approaches, these can be improved with the additional
study of tuning techniques and parameters such as the optimizers used and weight initialization.
In addition to this, the use of augmented data to train these implementations can also be applied to
improve their final results.
Since the u-net based approach is the one that yielded the best results, in the future it would
be interesting to use this on different databases such as CHASE and ARIA, in order to assess the
performance of the solution when different data are used.
56 Conclusions and Future work
Considering now the work done regarding the use of CNN for deep features extraction, the
process of feature extraction can be improved using a more complex and robust network such as
VGG16. Also the use of one of the available pre-trained networks for this task can save time and
improve the performance.
As mentioned before, the classification process required a considerable amount of time, one
key aspect to improve this is the use of feature selection mechanism applied to all the implemen-
tations. Regarding the SVM based implementations, the results obtained were not the expected,
as future work, repeating these implementations and applying fine tuning techniques should be
considered. The feature selection mechanism can also be enhanced by increasing the number of
folds used for cross validation (to 5 or at least 3), in the case of the recursive feature selection with
cross-validation.
Appendix A
Tables of results
A.1 Results of CNN Based approaches for retinal vessel segmenta-
tion
A.1.1 Results of the Melinscak based approach
Table A.1: Results of the Melinscak based approach tested and trained on DRIVE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Melinscak DRIVE
1 0.9180 0.9186 0.9144 0.6288 0.971
2 0.9267 0.9276 0.9215 0.6918 0.9735
3 0.9175 0.9327 0.8281 0.6773 0.9517
4 0.9315 0.9398 0.8779 0.6915 0.9604
5 0.9344 0.9487 0.8439 0.7205 0.9507
6 0.9295 0.9521 0.7919 0.7307 0.945
7 0.9269 0.9380 0.8541 0.6776 0.9475
8 0.9312 0.9483 0.8121 0.6932 0.9546
9 0.9274 0.9360 0.8628 0.6421 0.9588
10 0.9085 0.9090 0.9049 0.5741 0.962
11 0.8809 0.8772 0.9058 0.5234 0.9545
12 0.9076 0.9067 0.9141 0.5836 0.9646
13 0.9142 0.9185 0.8883 0.6429 0.9602
14 0.8927 0.8862 0.9418 0.5249 0.9698
15 0.8454 0.8216 0.9541 0.3826 0.9626
16 0.9114 0.9106 0.9174 0.6069 0.9686
17 0.9180 0.9245 0.8714 0.6189 0.9605
18 0.9066 0.9036 0.9301 0.5559 0.9648
19 0.8903 0.8811 0.9575 0.5242 0.9745
20 0.9078 0.9030 0.9477 0.5384 0.9546
Mean 0.9101 0.9142 0.8920 0.6115 0.9604
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Table A.2: Results of the Melinscak based approach tested and trained on STARE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Melinscak STARE
1 0.9192 0.9884 0.5145 0.8839 0.9259
2 0.9315 0.9521 0.7889 0.7051 0.9468
3 0.9600 0.9957 0.5135 0.9052 0.952
4 0.9671 0.9940 0.4944 0.8242 0.9479
5 0.9343 0.9930 0.3839 0.8540 0.9150
Mean 0.9424 0.9847 0.5390 0.8345 0.93752
A.1.2 Results of Liskowski based approachs
Table A.3: Results of the Liskowski based approach Trained on DRIVE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Liskowski SP DRIVE
1 0.9476 0.9500 0.8560 0.7207 0.9747
2 0.9481 0.9594 0.8840 0.7933 0.9812
3 0.9455 0.9688 0.7750 0.8089 0.9632
4 0.9519 0.9733 0.8124 0.8242 0.9654
5 0.9494 0.9767 0.7759 0.8392 0.9624
6 0.9415 0.9791 0.7124 0.8487 0.9552
7 0.9470 0.9722 0.7815 0.8111 0.9638
8 0.9437 0.9758 0.7200 0.8107 0.9607
9 0.9500 0.9688 0.7997 0.7736 0.9652
10 0.9382 0.9483 0.8640 0.6938 0.9684
11 0.9212 0.9259 0.8668 0.6354 0.9538
12 0.9370 0.9439 0.8891 0.6939 0.9773
13 0.9481 0.9538 0.8429 0.7510 0.9688
14 0.9293 0.9306 0.9196 0.6390 0.9760
15 0.9099 0.8975 0.8895 0.4569 0.9437
16 0.9386 0.9475 0.8792 0.7159 0.9753
17 0.9408 0.9586 0.8146 0.7343 0.9667
18 0.9455 0.9365 0.8841 0.6438 0.9723
19 0.9296 0.9250 0.9250 0.6312 0.9815
20 0.9460 0.9392 0.9092 0.6411 0.9785
Mean 0.9434 0.9515 0.8400 0.7233 0.9677
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Table A.4: Results of the Liskowski based approach trained using balanced data on DRIVE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Liskowski SP Balanced DRIVE
1 0.9209 0.9284 0.8718 0.6473 0.9667
2 0.9379 0.9486 0.8768 0.7505 0.9726
3 0.9195 0.9874 0.5215 0.8758 0.9277
4 0.9310 0.9417 0.8613 0.6945 0.9583
5 0.9420 0.9687 0.7718 0.7948 0.9505
6 0.9345 0.9635 0.7574 0.7734 0.9501
7 0.9446 0.9476 0.7863 0.6959 0.9430
8 0.9374 0.9411 0.7525 0.6475 0.9364
9 0.9439 0.9774 0.6920 0.8028 0.9488
10 0.9235 0.9333 0.8507 0.6338 0.9548
11 0.9189 0.9342 0.8167 0.6488 0.9463
12 0.9302 0.9424 0.8455 0.6773 0.9604
13 0.9286 0.9503 0.7975 0.7259 0.9521
14 0.9250 0.9308 0.8822 0.6301 0.9668
15 0.9322 0.9310 0.8124 0.5165 0.9629
16 0.9314 0.9537 0.7830 0.7180 0.9603
17 0.9450 0.9699 0.6870 0.7625 0.9476
18 0.9396 0.9421 0.8336 0.6512 0.9642
19 0.8971 0.8939 0.9205 0.5427 0.9012
20 0.9372 0.9452 0.8603 0.6132 0.9688
Mean 0.9310 0.9466 0.7990 0.6901 0.9520
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Table A.5: Results of the Liskowski based approach trained using random data on DRIVE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Liskowski SP Random DRIVE
1 0.9376 0.9586 0.7978 0.7442 0.9613
2 0.9471 0.9829 0.7436 0.8848 0.9633
3 0.9281 0.9874 0.5805 0.8868 0.9416
4 0.9454 0.9770 0.7397 0.8319 0.9507
5 0.9389 0.9898 0.6142 0.9047 0.9399
6 0.9381 0.9836 0.6611 0.8689 0.9417
7 0.9386 0.9759 0.6942 0.8147 0.9347
8 0.9425 0.9772 0.6217 0.7968 0.9337
9 0.9410 0.9826 0.5534 0.9090 0.9411
10 0.9430 0.9730 0.7215 0.7838 0.9464
11 0.9378 0.9696 0.7245 0.7802 0.9367
12 0.9447 0.9766 0.7212 0.8154 0.9534
13 0.9481 0.9806 0.6803 0.8530 0.9445
14 0.9455 0.9705 0.7584 0.7748 0.9564
15 0.9441 0.9646 0.7670 0.7154 0.9523
16 0.9398 0.9791 0.6784 0.8304 0.9518
17 0.9378 0.9761 0.5938 0.8576 0.9406
18 0.9431 0.9725 0.7165 0.7720 0.9548
19 0.9431 0.9567 0.8438 0.7272 0.9644
20 0.9461 0.9665 0.7340 0.7340 0.9677
Mean 0.9415 0.9751 0.6973 0.8143 0.9489
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Table A.6: Results of the Liskowski based approach trained on RGB data From DRIVE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Liskowski SP
RGB
DRIVE
1 0.9376 0.9586 0.7978 0.7442 0.9548
2 0.9471 0.9829 0.7436 0.8848 0.9463
3 0.9281 0.9874 0.5805 0.8868 0.9604
4 0.9454 0.9770 0.7397 0.8319 0.9259
5 0.9389 0.9898 0.6142 0.9047 0.9468
6 0.9381 0.9836 0.6611 0.8689 0.961
7 0.9386 0.9759 0.6942 0.8147 0.9304
8 0.9325 0.9772 0.6217 0.7968 0.9409
9 0.9410 0.9726 0.5534 0.9090 0.9474
10 0.9430 0.9730 0.7215 0.7838 0.9506
11 0.9378 0.9696 0.7245 0.7802 0.9416
12 0.9447 0.9766 0.7212 0.8154 0.9538
13 0.9381 0.9806 0.6803 0.8530 0.9773
14 0.9455 0.9705 0.7584 0.7748 0.9716
15 0.9441 0.9646 0.7670 0.7154 0.974
16 0.9398 0.9791 0.6784 0.8304 0.9512
17 0.9378 0.9861 0.5938 0.8576 0.9653
18 0.9431 0.9725 0.7165 0.7165 0.9661
19 0.9431 0.9567 0.8438 0.7272 0.9352
20 0.9461 0.9665 0.7756 0.7340 0.9425
Mean 0.9405 0.9751 0.6994 0.8115 0.9522
Table A.7: Results of the Liskowski based approach trained on STARE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Lisk sp STARE
1 0.9476 0.9500 0.8560 0.7207 0.9630
2 0.9481 0.9594 0.8840 0.7933 0.9536
3 0.9455 0.9688 0.7750 0.8089 0.9458
4 0.9519 0.9733 0.8124 0.8242 0.9674
5 0.9494 0.9767 0.7759 0.8392 0.9528
Mean 0.9485 0.9656 0.8207 0.7973 0.9565
Table A.8: Results of the Liskowski based approach trained using balanced data on STARE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Lisk sp Balanced STARE
1 0.9366 0.9456 0.8413 0.7303 0.9610
2 0.9368 0.9596 0.8795 0.7746 0.9436
3 0.9351 0.9579 0.7622 0.8195 0.9517
4 0.9486 0.9748 0.8053 0.8368 0.9705
5 0.9384 0.9726 0.7633 0.8457 0.9479
Mean 0.9391 0.9621 0.8103 0.8014 0.9549
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Table A.9: Results of the Liskowski based approach trained using random data on STARE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Lisk sp Random STARE
1 0.9421 0.9486 0.8360 0.7152 0.9563
2 0.9502 0.9578 0.8523 0.8127 0.9624
3 0.9403 0.9643 0.7524 0.7951 0.9484
4 0.9489 0.9823 0.7856 0.8185 0.9529
5 0.9437 0.9689 0.7902 0.8214 0.9587
Mean 0.9450 0.9644 0.8033 0.7926 0.9557
Table A.10: Results of the Liskowski based approach trained using RGB Data from STARE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Lisk sp
RGB
STARE
1 0.9436 0.9321 0.8420 0.7692 0.9612
2 0.9301 0.9458 0.8821 0.7847 0.9425
3 0.9349 0.9732 0.7681 0.7952 0.9320
4 0.9545 0.9701 0.8374 0.8127 0.9657
5 0.9503 0.9740 0.7985 0.8294 0.9762
Mean 0.9427 0.9590 0.8256 0.7982 0.9555
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A.2 Results of CNN for deep feature extraction approaches
Table A.11: Results of CNN used for feature extraction trained on DRIVE dataset
Algorithm Dataset Img Acc SP Sn Pr AUC
Wang DRIVE
1 0.9235 0.9235 0.9060 0.6493 0.9726
2 0.9301 0.9332 0.9129 0.7065 0.9756
3 0.9273 0.9435 0.8324 0.7153 0.9592
4 0.9365 0.9480 0.8617 0.7181 0.9618
5 0.9371 0.9535 0.8327 0.7378 0.9574
6 0.9342 0.9613 0.7692 0.7656 0.9524
7 0.9332 0.9483 0.8349 0.7112 0.9577
8 0.9333 0.9538 0.7907 0.7112 0.9556
9 0.9317 0.9430 0.8474 0.6642 0.9605
10 0.9121 0.9142 0.8971 0.5864 0.9619
11 0.8828 0.8809 0.8953 0.5283 0.953
12 0.9080 0.9071 0.9139 0.5847 0.9639
13 0.9170 0.9241 0.8744 0.6555 0.961
14 0.8884 0.8807 0.9462 0.5146 0.9304
15 0.8251 0.8114 0.9428 0.3668 0.9409
16 0.9162 0.9180 0.9045 0.6240 0.9386
17 0.9247 0.9338 0.8607 0.6463 0.9389
18 0.9132 0.9124 0.9198 0.5767 0.9682
19 0.8892 0.8813 0.9476 0.5220 0.972
20 0.9106 0.9068 0.9421 0.5469 0.9748
Mean 0.9137 0.9189 0.8816 0.6266 0.95782
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Table A.12: Complete results from the CNN. Random Forest classifiers and ensemble mechanism
on DRIVE dataset.
Algorithm Dataset Img Ensemble Method Acc SP Sn Pr AUC
Random Forest DRIVE
1
RF01 0.9310 0.9406 0.8680 0.6878 0.9673
RF02 0.9290 0.9360 0.8827 0.6753 0.97
RF03 0.9197 0.9263 0.8758 0.6420 0.9635
Max 0.9133 0.9134 0.9125 0.6138 0.9129
Min 0.9374 0.9532 0.8326 0.7286 0.9686
Mean 0.9295 0.9369 0.8804 0.6778 0.9702
Emsemble Mecanism 0.9310 0.9406 0.8680 0.6878 0.9043
2
RF01 0.9372 0.9463 0.8855 0.7440 0.9696
RF02 0.9361 0.9433 0.8952 0.7357 0.9726
RF03 0.9253 0.9303 0.8973 0.6940 0.9681
Max 0.9184 0.9176 0.9228 0.6638 0.9202
Min 0.9444 0.9595 0.8587 0.7889 0.9715
Mean 0.9353 0.9422 0.8958 0.7321 0.9732
Emsemble Mecanism 0.9372 0.9463 0.8855 0.7440 0.9159
3
RF01 0.9229 0.9412 0.8155 0.7030 0.9513
RF02 0.9239 0.9432 0.8104 0.7088 0.9509
RF03 0.9135 0.9325 0.8023 0.6694 0.9428
Max 0.9034 0.9104 0.8620 0.6213 0.8862
Min 0.9324 0.9628 0.7538 0.7755 0.9496
Mean 0.9250 0.9445 0.8104 0.7135 0.9536
Emsemble Mecanism 0.9229 0.9412 0.8155 0.7030 0.8784
4
RF01 0.9401 0.9580 0.8239 0.7510 0.951
RF02 0.9394 0.9546 0.8407 0.7403 0.956
RF03 0.9308 0.9443 0.8433 0.6996 0.9516
Max 0.9257 0.9336 0.8739 0.6695 0.9037
Min 0.9453 0.9685 0.7942 0.7952 0.9549
Mean 0.9393 0.9546 0.8401 0.7400 0.9564
Emsemble Mecanism 0.9401 0.9580 0.8239 0.7510 0.891
5
RF01 0.9412 0.9640 0.7957 0.7763 0.946
RF02 0.9398 0.9597 0.8128 0.7600 0.9501
RF03 0.9298 0.9475 0.8173 0.7097 0.9447
Max 0.9266 0.9386 0.8501 0.6848 0.8943
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Min 0.9448 0.9731 0.7645 0.8172 0.9493
Mean 0.9394 0.9596 0.8103 0.7591 0.9506
Emsemble Mecanism 0.9412 0.9640 0.7957 0.7763 0.8798
6
RF01 0.9372 0.9714 0.7287 0.8074 0.9429
RF02 0.9358 0.9685 0.7368 0.7936 0.9438
RF03 0.9289 0.9595 0.7430 0.7508 0.9334
Max 0.9282 0.9513 0.7877 0.7265 0.8695
Min 0.9375 0.9793 0.6830 0.8443 0.9421
Mean 0.9361 0.9690 0.7361 0.7959 0.9464
Emsemble Mecanism 0.9372 0.9714 0.7287 0.8074 0.8501
7
RF01 0.9301 0.9490 0.8067 0.7070 0.9453
RF02 0.9324 0.9498 0.8181 0.7132 0.9488
RF03 0.9204 0.9355 0.8215 0.6601 0.9434
Max 0.9106 0.9191 0.8548 0.6173 0.887
Min 0.9407 0.9663 0.7732 0.7779 0.9479
Mean 0.9311 0.9484 0.8181 0.7075 0.9502
Emsemble Mecanism 0.9301 0.9490 0.8067 0.7070 0.8779
8
RF01 0.9291 0.9593 0.7188 0.7175 0.9384
RF02 0.9311 0.9575 0.7473 0.7168 0.9434
RF03 0.9228 0.9479 0.7484 0.6737 0.937
Max 0.9160 0.9328 0.7994 0.6308 0.8661
Min 0.9357 0.9737 0.6710 0.7860 0.9432
Mean 0.9313 0.9586 0.7415 0.7202 0.9455
Emsemble Mecanism 0.9291 0.9593 0.7188 0.7175 0.839
9
RF01 0.9345 0.9486 0.8286 0.6821 0.9556
RF02 0.9327 0.9467 0.8274 0.6739 0.9543
RF03 0.9184 0.9308 0.8246 0.6134 0.9462
Max 0.9112 0.9170 0.8678 0.5818 0.8924
Min 0.9420 0.9629 0.7849 0.7380 0.9524
Mean 0.9318 0.9456 0.8279 0.6694 0.9567
Emsemble Mecanism 0.9345 0.9486 0.8286 0.6821 0.8886
10
RF01 0.9004 0.9020 0.8884 0.5515 0.955
RF02 0.9024 0.9046 0.8866 0.5575 0.9542
RF03 0.8939 0.8959 0.8792 0.5338 0.9488
Max 0.8684 0.8619 0.9167 0.4738 0.8893
Min 0.9246 0.9346 0.8507 0.6383 0.953
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Mean 0.9045 0.9071 0.8852 0.5638 0.9567
Emsemble Mecanism 0.9004 0.9020 0.8884 0.5515 0.8952
11
RF01 0.8627 0.8583 0.8920 0.4839 0.9425
RF02 0.8734 0.8707 0.8916 0.5066 0.9437
RF03 0.8606 0.8566 0.8872 0.4797 0.9384
Max 0.8228 0.8081 0.9214 0.4170 0.8648
Min 0.9016 0.9083 0.8569 0.5818 0.9424
Mean 0.8734 0.8705 0.8931 0.5067 0.9464
Emsemble Mecanism 0.8627 0.8583 0.8920 0.4839 0.8752
12
RF01 0.8948 0.8925 0.9107 0.5480 0.9607
RF02 0.8992 0.8978 0.9092 0.5600 0.961
RF03 0.8892 0.8875 0.9010 0.5340 0.9531
Max 0.8617 0.8508 0.9380 0.4736 0.8943
Min 0.9213 0.9282 0.8730 0.6350 0.959
Mean 0.9006 0.8995 0.9082 0.5638 0.9635
Emsemble Mecanism 0.8948 0.8925 0.9107 0.5480 0.9016
13
RF01 0.9159 0.9256 0.8572 0.6555 0.9545
RF02 0.9162 0.9253 0.8608 0.6557 0.9552
RF03 0.9025 0.9096 0.8595 0.6109 0.9492
Max 0.8884 0.8865 0.8998 0.5670 0.8931
Min 0.9296 0.9482 0.8167 0.7227 0.9543
Mean 0.9167 0.9258 0.8619 0.6573 0.957
Emsemble Mecanism 0.9159 0.9256 0.8572 0.6555 0.8914
14
RF01 0.8723 0.8631 0.9404 0.4788 0.9643
RF02 0.8774 0.8694 0.9370 0.4896 0.963
RF03 0.8682 0.8598 0.9311 0.4702 0.9583
Max 0.8337 0.8169 0.9596 0.4120 0.8353
Min 0.9056 0.9048 0.9110 0.5613 0.9653
Mean 0.8789 0.8710 0.9377 0.4929 0.9661
Emsemble Mecanism 0.8723 0.8631 0.9404 0.4788 0.9018
15
RF01 0.7953 0.7797 0.9297 0.3284 0.9393
RF02 0.7862 0.7688 0.9361 0.3193 0.9426
RF03 0.7920 0.7767 0.9246 0.3242 0.9362
Max 0.7237 0.6966 0.9574 0.2677 0.827
Min 0.8531 0.8477 0.8999 0.4065 0.9431
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Mean 0.7995 0.7840 0.9334 0.3336 0.9456
Emsemble Mecanism 0.7953 0.7797 0.9297 0.3284 0.8547
16
RF01 0.9126 0.9160 0.8906 0.6147 0.9622
RF02 0.9154 0.9200 0.8848 0.6247 0.9621
RF03 0.9031 0.9068 0.8786 0.5866 0.9551
Max 0.8869 0.8820 0.9194 0.5399 0.9007
Min 0.9293 0.9414 0.8490 0.6857 0.9613
Mean 0.9147 0.9193 0.8841 0.6226 0.9636
Emsemble Mecanism 0.9126 0.9160 0.8906 0.6147 0.9033
17
RF01 0.9168 0.9289 0.8308 0.6217 0.9474
RF02 0.9208 0.9334 0.8310 0.6372 0.9506
RF03 0.9104 0.9226 0.8242 0.5995 0.9416
Max 0.8944 0.8971 0.8748 0.5446 0.8865
Min 0.9328 0.9542 0.7806 0.7057 0.9481
Mean 0.9215 0.9346 0.8283 0.6403 0.9521
Emsemble Mecanism 0.9168 0.9289 0.8308 0.6217 0.8798
18
RF01 0.9046 0.9038 0.9103 0.5512 0.9632
RF02 0.9114 0.9118 0.9079 0.5720 0.966
RF03 0.9016 0.9015 0.9022 0.5432 0.9601
Max 0.8794 0.8720 0.9365 0.4870 0.9041
Min 0.9272 0.9341 0.8744 0.6326 0.9641
Mean 0.9110 0.9113 0.9083 0.5706 0.9668
Emsemble Mecanism 0.9046 0.9038 0.9103 0.5512 0.907
19
RF01 0.8806 0.8718 0.9448 0.5021 0.9705
RF02 0.8846 0.8846 0.9423 0.5111 0.9699
RF03 0.8760 0.8679 0.9356 0.4921 0.9655
Max 0.8429 0.8266 0.9614 0.4314 0.894
Min 0.9121 0.9111 0.9191 0.5860 0.9697
Mean 0.8869 0.8794 0.9420 0.5166 0.9724
Emsemble Mecanism 0.8806 0.8718 0.9448 0.5021 0.9083
20
RF01 0.9072 0.9044 0.9304 0.5374 0.9716
RF02 0.9070 0.9029 0.9408 0.5364 0.974
RF03 0.8945 0.8894 0.9373 0.5029 0.9688
Max 0.8770 0.8671 0.9600 0.4631 0.9143
Min 0.9250 0.9269 0.9091 0.5975 0.9733
Mean 0.9067 0.9027 0.9397 0.5355 0.9747
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Emsemble Mecanism 0.9072 0.9044 0.9304 0.5374 0.9174
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