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Abstract
We study D ≥ 4-dimensional half-maximal flux backgrounds using exceptional field the-
ory. We define the relevant generalised structures and also find the integrability conditions
which give warped half-maximal MinkowskiD and AdSD vacua. We then show how to obtain
consistent truncations of type II / 11-dimensional SUGRA which break half the supersym-
metry. Such truncations can be defined on backgrounds admitting exceptional generalised
SO(d−1−N) structures, where d = 11−D, andN is the number of vector multiplets obtained
in the lower-dimensional theory. Our procedure yields the most general embedding tensors
satisfying the linear constraint of half-maximal gauged SUGRA. We use this to prove that
all D ≥ 4 half-maximal warped AdSD and MinkowskiD vacua of type II / 11-dimensional
SUGRA admit a consistent truncation keeping only the gravitational supermultiplet. We
also show to obtain heterotic double field theory from exceptional field theory and comment
on the M-theory / heterotic duality. In five dimensions, we find a new SO(5, N) double field
theory with a (6 +N)-dimensional extended space. Its section condition has one solution
corresponding to 10-dimensional N = 1 supergravity and another yielding six-dimensional
N = (2, 0) SUGRA.
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1 Introduction
Exceptional field theory (EFT) [1–4] is an Ed(d)-invariant extension of supergravity, which
includes 11-dimensional and IIB SUGRA in a unified formalism based on an enlarged coor-
dinate space . In particular, just like generalised geometry [5–10], and double field theory
(DFT) [11–15], which is based on earlier work of [16–19], exceptional field theory treats the
metric and p-form gauge fields on an equal footing. This makes it a natural, and powerful, tool
in the study of flux vacua of string theory.
For example, exceptional field theory, double field theory and generalised geometry have
been successfully used to find consistent truncations of 10- and 11-dimensional supergravity. A
truncation is consistent if all the solutions of the lower-dimensional theory are also solutions to
the original, higher-dimensional theory. Finding such truncations is a notoriously hard problem
because of the non-linearity of the equations of motion [20].
The way this is tackled in exceptional field theory is to generalise the notion of a Scherk-
Schwarz reduction on a group manifold [21] to include fluxes. Such generalised Scherk-Schwarz
Ansa¨tze [22–37] can be used to describe consistent truncation on generalised parallelisable spaces
[34], which includes the S4, S5 and S7 truncations of 11- and 10-dimensional supergravity [33,
34,38]. In addition to finding new consistent truncations on spheres and hyperboloids [33,34,39]
and non-geometric backgrounds [35, 40], the set-up has been used to study the relationship
between different consistent truncations [41, 42], as well as to prove the consistency of Pauli
reductions on group manifolds [43]. It has also allowed uplifts of maximal and half-maximal
dyonic gaugings [40,44].1
However, because they require globally well-defined generalised frame fields, these generalised
Scherk-Schwarz truncations can only be performed consistently on backgrounds which preserve
all supersymmetries. A much more interesting class of flux geometries is given by those breaking
some of the supersymmetry. In [48] it was shown how to describe half-maximal backgrounds in
SL(5) exceptional field theory [2] and how to use this to define consistent truncations yielding
general half-maximal seven-dimensional gauged supergravities. These methods were also used
in [49] to show that exceptional field theory can be reduced to heterotic double field theory.
Here we extend these results by studying half-maximal supersymmetry in D ≥ 4 dimensions
within the framework of exceptional field theory. In particular, we will show how EFT can
be used to study generic half-maximal flux geometries, which are naturally encoded in terms
of exceptional generalised G structures [50]. We show how to describe the relevant “Ghalf
structures” using the exceptional field theory analogue of differential forms.
A key ingredient in this method is the so-called intrinsic torsion of the Ghalf structure [50].
This encodes to what extend the backgrounds break supersymmetry and violate the equations
of motion. Mathematically, it is the obstruction to introducing a Ghalf -compatible torsion-free
connection. We show how to find the intrinsic torsion by making use of the structures appearing
in the EFT tensor hierarchy [3, 4, 51–53]. This allows us to define a suitable notion of (weak)
1The closely-related approach of [45–47] has also been fruitful in finding consistent truncations.
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integrability which leads to half-maximal Minkowski or AdS vacua.
Consistent half-maximal truncations are one of the main applications we consider in this pa-
per. We show to define these on flux geometries which preserve only half the supersymmetries
and demonstrate that this, in principle, leads to generic half-maximal gaugings. In particu-
lar, our method naturally leads to the most general gaugings satisfying the linear constraint
of half-maximal gauged SUGRA [54–56]. This includes those deformations which cannot be
obtained via generalised Scherk-Schwarz reductions of double field theory but which are partic-
ularly interesting phenomenologically. For example, in D = 4 we naturally obtain half-maximal
gauged SUGRA with SL(2) angles, which can otherwise only be obtained modifying the higher-
dimensional double field theory as in [44]. The truncation Ansatz and the conditions which
guarantee its consistency, are naturally encoded in the Ghalf structure and its intrinsic torsion.
The quadratic constraint is automatically satisfied if we satisfy the section condition.
One of the results that we find is that consistent truncations of type II and 11-dimensional
supergravity only yield half-maximal gauged SUGRAs with a small number, N ≤ d−1, of vector
multiplets. Here d = 11−D is the rank of the exceptional group controlling the relevant EFT.
Another is that we are able to prove the half-maximal version of the conjecture of [57]: we show
that for any half-maximal warped AdSD vacuum of type II or 11-dimensional SUGRA, with
D ≥ 4, there is a consistent truncation keeping only the gravitational supermultiplet. Our proof
also extends to half-maximal warped MinkD vacua, thus proving a special case of the conjecture
of [58].
Finally, we use these tools to show how EFT can be reduced to heterotic double field theory.
This requires half of the supersymmetry to be broken, which is why the method developed
for consistent truncations is useful. In particular, heterotic DFT is obtained by modifying the
consistent truncation Ansatz to allow the would-be lower-dimensional fields to still depend on
the internal coordinates. This allows one to easily see which lower-dimensional theories can
be obtained from truncations of both type II / M-theory and heterotic theory, thus making
the duality between these manifest. We should also mention that the analogous method based
on generalised Scherk-Schwarz reductions has recently been used to show that exceptional field
theory contains both massive IIA [59] and generalised IIB SUGRA [60].
In five dimensions, we find that the E6(6) EFT can be reduced to a new half-maximal SO(5, N)
double field theory with a 6 + N dimensional coordinate space. The section condition of this
theory has two inequivalent solutions. While one of them allows dependence on five coordinates,
thus corresponding to a reformulation of 10-dimensional heterotic or type I supergravity, the
other only allows dependence on a single coordinate. We argue that this solution corresponds to
a 5+1 split of six-dimensional N = (2, 0) SUGRA. A similar phenomenon was found in “double
field theory at SL(2) angles” [44].
This paper is roughly organised into two parts. The first shows how to describe half-maximal
supersymmetry in D ≥ 5 dimensions, excluding chiral half-maximal supersymmetry in six di-
mensions, in exceptional field theory. In particular, in section 3 we define the appropriate Ghalf
structures and their intrinsic torsion, and give the (weak) integrability conditions which im-
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ply that the flux geometry defines a half-maximal (AdSD) MinkD vacuum. The details of this
construction in the various dimensions can be found in appendices A – C.
In section 4 we show how to reformulate the EFT action in terms of the Ghalf structure. This
is the half-maximal analogue of the “flux formulation” of double and exceptional field theory [28,
61,62]. We apply the technology developed to show how to define consistent truncations yielding
half-maximal gauged SUGRA in section 5. This also allows us to prove the half-maximal case
of the conjecture of [57]: for every warped half-maximal AdSD vacuum of 10- or 11-dimensional
SUGRA there is a consistent truncation keeping only the gravitational supermultiplet.
We end the first part of the paper by showing in section 6 how to obtain the heterotic double
field theory as a consistent truncation of EFT. We also show in subsection 6.5 that the E6(6)
EFT contains a novel double field theory with SO(5, N) symmetry but with a 6+N -dimensional
enlarged space. This theory unifies half-maximal ten-dimensional and six-dimensionalN = (2, 0)
SUGRA, similar to “double field theory at SL(2) angles” [44].
The second part deals with the cases of half-maximal supersymmetry in four dimensions,
chiral supersymmetry in six dimensions and half-maximal structures in double field theory.
These are discussed in sections 7, 8 and 9, respectively. For each of these cases, we introduce
the appropriate Ghalf structures and their intrinsic torsion, and discuss consistent truncations.
We also prove the relevant cases of the conjecture of [57].
Those readers who are more familiar with double field theory than exceptional field theory
might want to read section 9 first as a warm-up. This will hopefully allow them to grasp the
main ideas of the half-maximal structure before reading the remaining sections which deal with
exceptional field theory.
2 Review of exceptional field theory
Let us briefly introduce the key features of exceptional field theory that are relevant for our
discussions. We refer the interested reader to the comprehensive reviews of this subject can
be found in [26, 63, 64]. Exceptional field theory is an extension of 10- and 11-dimensional
supergravity that makes an Ed(d) symmetry manifest. The relevant groups can be found in table
1.
Just like in exceptional generalised geometry [9, 10], one starts by performing a Kaluza-
Klein split of 11-dimensional SUGRA (or alternatively of type II SUGRA) into D “external”
dimensions and d internal ones. Upon performing this split, the bosonic degrees of freedom
can be organised into representations of Ed(d). For example, the purely internal fields can be
combined into a symmetric Ed(d) matrix, M, parameterising the coset space
M ∈ Ed(d)
Hd
, (2.1)
where Hd is the maximal compact subgroup of Ed(d), see table 1. The matrix M is called the
generalised metric and plays the analogous role to the metric in differential geometry.
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The bosonic fields with fixed number, i, of external legs combine into the representations, Ri,
of Ed(d) which also appear in the tensor hierarchy of maximal gauged SUGRA [65–68]. These
representations can be found in table 2 and we will refer to these fields as Aµ, Bµν , Cµνρ, . . . ,
where we suppress the EFT indices. For these gauge fields one can introduce field strengths, Fµν ,
Hµνρ, . . . , and we refer to [3,4,52,53,69–72] for further details. Finally, the d internal coordinates
are viewed as part of an enlarged coordinate space YM which forms the R1 representation of
Ed(d).
So far, the discussion has essentially been fixed at a point in the internal space. A cru-
cial point to extend this globally is that the diffeomorphisms and gauge transformations of
11-dimensional SUGRA act as local Ed(d) transformation, which we call generalised diffeomor-
phisms. The generators of diffeomorphisms, a vector field, and gauge transformations, a set of
p-form fields, combine into a generalised vector field, which transforms in the R1 representation
of Ed(d). They generate the local symmetries via the generalised Lie derivative, which takes the
form [8,9, 73,74]
LΛVM = ΛN∂NVM + (Padj)M NPQV N∂PΛQ + λVM∂NΛN . (2.2)
Here V is a generalised vector field of weight λ, M is an index of the R1 representation of Ed(d),
∂M denotes derivatives with respect to the Y
M coordinates, and Padj is the projector onto the
adjoint of Ed(d). For the remainder of the paper, it is useful to highlight that when λ =
1
D−2 ,
(2.2) can be rewritten as
LΛV M = ΛN∂NVM − V N∂NΛM + YMNPQ V P∂NΛQ , (2.3)
where YMNPQ is an Ed(d) invariant [74]. Unless otherwise stated, we will from now on always take
generalised vector fields to have weight 1D−2 .
If the fields have arbitrary dependence on the YM coordinates, the theory fails to be con-
sistent. A minimal requirement that needs to be imposed is that the algebra of generalised
diffeomorphisms closes. This requires us to impose the “section condition”
YMNPQ ∂M ⊗ ∂N = 0 , (2.4)
where the derivatives are taken to act on any field of the exceptional field theory, including as
double derivatives on the same field. Different solutions of the section condition lead to 11-
dimensional or IIB SUGRA [3,4,75,76], and in this sense it unifies these theories. One can also
imagine spaces in which the solution to the section condition is not globally well-defined. These
would correspond to non-geometric, or U-fold, backgrounds [14,77–79].
One can write a unique action for exceptional field theory that is invariant under generalised
diffeomorphisms, up to the section condition [3,4,53,69–71]. Upon solving the section condition
(2.4) this reduces to the action of 10- or 11-dimensional SUGRA. While here we have focused
only on the bosonic part of exceptional field theory, it is also possible to include fermions, as was
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done explicitly for E7(7) and E6(6) in [80,81]. It should be noted that fermions have been included
in the appropriate exceptional generalised geometry [10]. Finally, although not relevant to our
considerations here, the E8(8) EFT has also been constructed in [82] and supersymmetrised
in [83].
3 Exceptional Ghalf structures in D ≥ 5 dimensions
We want to consider reductions of type II or 11-dimensional SUGRA on some “internal mani-
fold”,Md, to aD-dimensional half-maximal SUGRA. In order to obtain a half-maximal theory in
D dimensions,Md must admit a half-maximal number of spinors. If we started in 11-dimensions
and had no flux on Md, these would have to be spinors of SO(d).
2
However, this it not so if we include flux. In this case, the flux terms in the supersymmetry
variations, schematically of the type Fµ1...µ4γ
µ1...µ4 + . . ., generate a Hd action on the spinors,
see e.g. [10,80]. This means that we should be working with spinors of Hd ⊃ SO(d), just like we
work with bosonic Ed(d) tensors rather than GL(d) tensors. Doing this also allows us to treat
the type II theories and 11-d SUGRA on the same footing.
We now return to the condition of obtaining a D-dimensional half-maximal theory, without
assumptions on the flux. In light of the above comments, we see that Md must admit a half-
maximal set ofHd spinors. This requirement is naturally phrased in the language of G structures:
Md must have an exceptional generalised Ghalf = SO(d − 1) structure [50], since this is the
stabiliser of a half-maximal set of spinors in Hd, see table 1.
3 This means that the structure
group of the exceptional generalised tangent bundle, which in general is Ed(d), can be reduced
to Ghalf ⊂ Ed(d), in analogy to ordinary G structures. One can already see that the language
here is natural for discussing supersymmetry: the R-symmetry of the half-maximal supergravity
is the maximal commutant of Ghalf ⊂ Hd, and also listed in table 1.
D Ed(d) Hd Ghalf GR
7 SL(5) USp(4) SU(2) SU(2)
6a Spin(5, 5) USp(4) ×USp(4) SU(2) × SU(2) SU(2)× SU(2)
6b Spin(5, 5) USp(4) ×USp(4) USp(4) USp(4)
5 E6(6) USp(8) USp(4) USp(4)
4 E7(7) SU(8) SU(4) SU(4)×U(1)
Table 1: Ghalf structures and R-symmetry groups in various dimensions. 6a and 6b refer to the non-chiral
and chiral 6-dimensional half-maximal supergravities, respectively.
If we want the reduction on Md to yield a half-maximal MinkowskiD or AdSD vacuum, we
also need to impose certain differential constraints on the exceptional generalised Ghalf structure.
These are known as integrability, or “holonomy” constraints, which we will discuss in sections 3.4
2Note that if we are considering truncations of type II SUGRA,Md is actually a (d− 1)-dimensional manifold.
3Throughout this paper we will ignore discrete group factors, for the sake of simplicity.
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and 7.2. We will also show in section 5, that even if we want to obtain a consistent truncation
rather than just vacua, we still need to impose a set of differential constraints on the Ghalf
structure, although these are weaker than the integrability constraints.
Both sets of constraints again naturally fit into the framework of generalised G structures.
They make use of the so-called generalised intrinsic torsion of the generalised Ghalf structure,
which we will define in subsection 3.3.4 From now onwards, we will often drop the adjectives
“exceptional” and “generalised” to avoid clutter, with the understanding that all structures are
defined on the exceptional generalised tangent bundle.
The Ghalf structures can conveniently be defined in terms of a set of nowhere-vanishing
generalised tensor fields which is stabilised by the generalised structure group. One can think
of these generalised tensor fields as being a generalisation of differential forms. To be more
precise, there is a natural graded product between these differential forms, generalising the
wedge product, and a nilpotent derivative. We will make extensive use of these in describing
the Ghalf structures and their intrinsic torsion in sections 3.2 and 3.3.
3.1 Generalised differential forms
As has already been observed in [51–53] the sections of the exceptional vector bundles which
appear in the tensor hierarchy of exceptional field theory can be thought of as differential forms.
Here we will extend this analogy and make use of it to describe the Ghalf structures. We label
the relevant exceptional vector bundles R¯i. Their fibres are the vector spaces Ri, listed in table
2. Note that the base space is the full space, not just Md, i.e. tensors in these bundles can
depend on all, internal and external, coordinates.
D R1 R2 R3 R4 Rc
7 10 5 5 10 ∅
6 16 10 16 N/R 1
5 27 27 78⊕ 1 N/R 27
4 56 133 912 N/R 1539
Table 2: Tensor hierarchy representations relevant here. The representations Ri correspond to the
fibres of the exceptional vector bundles R¯i. The bundles which are marked N/R are not relevant for the
purposes of this paper.
It is in fact more natural to consider weighted bundles, which we denote as Ri = R¯i ⊗ Si,
where Si is the rank zero exceptional vector bundle isomorphic to a power of the determinant
bundle det (T ∗M)i/(D−2). The sections of Si are thus scalar densities of weight iD−2 under the
generalised Lie derivative.
We begin by setting up our conventions, by introducing a natural graded product between
these tensors, which for obvious reasons we refer to as the wedge product, as well as some
4In the case of SU(3) and G2 structures, the components of the intrinsic torsion are also known as the torsion
classes [84].
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nilpotent derivatives [51–53]. The wedge product maps, for 1 ≤ i ≤ D−4 and 1 ≤ j ≤ D−3− i,
∧ : Ri ⊗Rj −→ Ri+j , (3.1)
and explicitly for A ∈ Ri and B ∈ Rj,
A ∧B = (A⊗B) |Ri+j . (3.2)
It can similarly be defined for the exceptional vector bundles, irrespective of their weight,
∧ : Ri ⊗Rj −→ Ri+j ,
∧ : R¯i ⊗ R¯j −→ R¯i+j .
(3.3)
In terms of the underlying geometry onMd, sections of the Ri bundles consist of the formal sum
of vector fields and differential forms. The wedge product between the Ri bundles is similar to
the Clifford action of O(D,D) generalised vectors on O(D,D) spinors [5, 8, 85], i.e. it consists
of the contraction of the vectors with forms and wedge products of forms.
Let us also label the adjoint representation of Ed(d) by P and the corresponding exceptional
adjoint bundle by P. Note that for 0 < i ≤ D − 3, RD−2−i = R∗i , and
RD−2−i = R∗i ⊗ SD−2 . (3.4)
Thus we can define the wedge products, for i ≤ D − 3,
∧ : Ri ⊗RD−2−i −→ 1 ,
∧P : Ri ⊗RD−2−i −→ P ,
(3.5)
by projecting the tensor products onto the singlet representation, 1, and P , respectively. Simi-
larly we define for the exceptional vector bundles
∧ : Ri ⊗RD−2−i −→ SD−2 ,
∧P : Ri ⊗RD−2−i −→ P ⊗ SD−2 .
(3.6)
For D ≥ 5, we will also make use of a generalisation of the wedge product which maps
• : Ri ⊗Rj −→ Ri+j+2−D , (3.7)
for i + j > D − 2, and where we let R0 = 1. Note that this does not fit into the usual tensor
hierarchy discussion [65–68] and this is why we do not denote it by ∧. It is also convenient to
define
•P : Ri ⊗Rj −→ RPi+j+2−D , (3.8)
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where
RP0 = P ,
RPi = Ri , for i 6= 0 .
(3.9)
Thus • and •P only differ when acting on Ri ⊗ RD−2−i. Given a scalar density, • and •P can
similarly be defined on the bundles Ri.
Let us now define the nilpotent differential operator. For V ∈ Γ (Ri), with 2 ≤ i ≤ D − 3,
this is
d : Γ (Ri) −→ Γ (Ri−1) , dV = (∂ ⊗ V ) |Ri−1 , (3.10)
where ∂ denotes the internal derivatives, ∂M . An explicit computation shows that for D ≥ 6,
d2 = 0 , (3.11)
i.e. the differential operator is nilpotent. Note that the derivative only maps generalised tensor
to generalised tensors when defined on the weighted bundles Ri. We will show how to define
this derivative operator acting on certain sections of the weighted adjoint bundle in section 7.
We will make use of two further identities of [52, 53]. The first is that the generalised
Lie derivative acting on a section B ∈ Γ (R2) can be expressed using the wedge product and
differential as
LAB = A ∧ dB + d (A ∧B) , (3.12)
for any A ∈ Γ (R1). The second identity is that for A1, A2 ∈ Γ (R1),
LA1A2 + LA2A1 = d (A1 ∧A2) . (3.13)
We will give explicit expressions for the wedge product and nilpotent derivative when discussing
the specific cases in appendices A – C.
3.2 Ghalf structures in D ≥ 5 dimensions
We can now define a Ghalf structure in D ≥ 5 in terms of the differential forms introduced
above. We will here consider only the non-chiral six-dimensional half-maximal supergravities
and discuss the chiral D = 6 supergravity in section 8, as well as the case D = 4 in section 7
since these cases follow a slightly different pattern to the remainder.
Notice first of all that Ghalf ⊂ SO(d − 1, d − 1) ⊂ Ed(d) × R+ and so we begin by first
describing SO(d− 1, d− 1) ⊂ Ed(d) ×R+ structures before further reducing the structure group
to SO(d− 1). A generalised SO(d− 1, d− 1) ⊂ Ed(d) ×R+ structure is equivalent to having the
following nowhere-vanishing fields:
• a scalar density κ of weight 1D−2 , i.e. κ ∈ Γ (S),
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• a section K of the R2-bundle,
• and a section Kˆ of the RD−4-bundle.
We will refer to these sections collectively as K =
(
K , Kˆ , κ
)
. These sections must further
satisfy the point-wise conditions
(K ⊗K) |Rc⊗S4 = 0 ,
(
Kˆ ⊗ Kˆ
)
|R∗c⊗S2D−8 = 0 , (3.14)
and are subject to the compatibility condition
K ∧ Kˆ = κD−2 . (3.15)
We will call an SO(d−1, d−1) ⊂ Ed(d)×R+ structure a dilaton structure, because it corresponds
to the dilaton scalar field in the half-maximal gauged SUGRA obtained after truncation. Equa-
tion (3.14) is analogous to the condition of having a decomposable differential form in ordinary
geometry, and of having pure spinors in generalised geometry [5], and has also appeared in the
discussion of the section condition of EFT [74]. As we will show in appendices A to C explicitly,
these conditions imply that K, Kˆ and κ are stabilised by a SO(d − 1, d − 1) ⊂ Ed(d) × R+
subgroup.
To further reduce the structure group to SO(d−1) ⊂ Ed(d)×R+ we introduce d−1 nowhere-
vanishing generalised vector fields Ju ∈ Γ (R1), where u = 1, . . . , d − 1 labels the SO(d − 1)R
R-symmetry. These sections must satisfy the compatibility conditions
Ju ∧K = 0 ,
Ju ∧ Jv = δuvK .
(3.16)
It is worthwhile noting that any SO(d− 1) structures related by global rescalings
κ −→ κλ ,
Kˆ −→ Kˆ λD−2 ,
K −→ K σ2 ,
Ju −→ Ju σ ,
(3.17)
are equivalent. In particular, the rescalings of κ and Kˆ correspond to a conformal transformation
of the external D-dimensional metric
gµν −→ gµν λ2 . (3.18)
The generalised tensors Ju, K and Kˆ can be thought of as a flux- and higher-dimensional
generalisation of almost hyper-complex structures on four-manifolds. For example, as we will
show in 3.6.1, in the case of 11-dimensional flux-less and intrinsic torsion-free (in the sense that
11
we will define in section 3.3) compactifications to D = 7 they correspond to the complex and
Ka¨hler structure of K3.
The first equation in (3.16) implies that Ju transforms in the vector representation, Vd−1,d−1,
of SO(d − 1, d − 1) ⊂ Ed(d) × R+. Further breaking SO(d − 1, d − 1) −→ SO(d − 1) the vector
representation decomposes as Vd−1,d−1 −→ VS⊕VR, where VS denotes the vector representation
of the SO(d − 1) structure group, which we also denote SO(d − 1)S and VR denotes the vector
representation of the SO(d − 1)R R-symmetry group. The VS and VR representations would
appear in the second equation of (3.16) with opposing signs and thus this equation implies that
Ju transforms as a vector of SO(d− 1)R. Since there are d− 1 nowhere vanishing Ju’s, these in
fact form a basis for VR at each point. This shows that the Ju are stabilised by SO(d− 1)S and
thus, together with nowhere-vanishing K, Kˆ and κ are equivalent to a reduced structure group
SO(d− 1)S ⊂ Ed(d) × R+.
Note that given an SO(d − 1, d − 1) structure, one can always find Ju which are only well-
defined up to SO(d − 1)R rotations. This corresponds to a reduced structure group SO(d −
1) × SO(d − 1) ⊂ SO(d − 1, d − 1) ⊂ Ed(d) × R+. This is always possible as one can always
reduce a structure group to its maximal compact subgroup. The SO(d−1)R invariant set of Ju’s
corresponds to a SO(d − 1, d − 1) generalised metric. We will see this explicitly when defining
consistent truncations 5. Here we instead want a SO(d−1) structure and thus the Ju here must
be individually well-defined, not just up to SO(d− 1)R transformations.
Given the reduced structure group SO(d − 1)S we can introduce further invariant tensors
which will be useful in what follows. Firstly, we can define d− 1 sections of the RD−3 bundle
Jˆu = Ju ∧K , (3.19)
which satisfy
Jˆu ∧ Jv = δuvκD−2 . (3.20)
Secondly, we can define the generators of the SO(d− 1)R symmetry as
Juv = J[u ∧P Jˆv] . (3.21)
One can show that these generate the SO(d− 1)R algebra
[Juv, Jwx] = 2κ
D−2
(
δw[uJv]x − δx[uJv]w
)
, (3.22)
and act on Ju as
Juv · Jw = 2κD−2δw[uJv] , (3.23)
where · denotes the adjoint action of Ed(d). In the case of 11-dimensional compactifications
to D = 7 without flux, the  Luv become the almost hypercomplex structures on the internal
four-manifold.
It is easy to show that Ghalf structures can also be constructed as spinor bilinears of the
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half-maximal set of spinors. This was shown for D = 7 in [48]. The compatibility requirements
(3.14), (3.15) and (3.16) then follow from Fierz identities of the spinors. This shows that Ghalf
structures are equivalent to the manifold admitting a half-maximal set of spinors.
3.3 Intrinsic torsion of exceptional Ghalf structures
We now consider the intrinsic torsion of the exceptional Ghalf structures [50] which, as we will
see in section 5, is related to the embedding tensor of the corresponding half-maximal gauged
SUGRAs. It is the flux-generalisation of the torsion classes known for SU(3) and G2 backgrounds
[84]. Roughly speaking, the generalised intrinsic torsion measures the breaking of supersymmetry
and violation of the equations of motion by the internal background. Mathematically, it is the
obstruction to introducing a torsion-free Ghalf compatible connection. As we will show in section
4.2, the scalar potential of the action can be rewritten in terms of the intrinsic torsion.
The intrinsic torsion is defined as follows. Consider a Ghalf connection, i.e. a connection, ∇,
compatible with Ghalf in the sense that
∇Ju = ∇K = ∇Kˆ = ∇κ = 0 . (3.24)
In general such a connection will have torsion, defined as the tensorial part of the connection.
In fact, the torsion [8, 9, 51,86] is given by
(L∇Λ − LΛ)VM = τMNPΛNV P , (3.25)
for any generalised vector fields ΛM and VM . Here L∇ means the generalised Lie derivative
with all derivatives replaced by the covariant derivatives ∇ and τ is the torsion. As shown
in [3, 4, 9, 51], τ only takes values in certain representations τ ⊂ W ⊂ R∗1 ⊗ P . Note that here
we will abuse notation and not differentiate between vector spaces and the corresponding vector
bundles, since this distinction is irrelevant for the following discussion.
Now consider two different Ghalf structures. Their difference is a tensor valued in KGhalf ≡
R∗1 ⊗ adj (Ghalf). One can define the torsion of this tensor as in (3.25), and the associated map
τ : KGhalf −→W . (3.26)
Clearly, Imτ ⊂W . Now the intrinsic torsion, Wint is simply defined as the subset of W that is
independent of the choice of Ghalf structure, i.e.
Wint =W/Imτ . (3.27)
The remainder of this section deals with finding explicit expression of the intrinsic torsion.
To do this, we note from (3.25) that the intrinsic torsion is a generalised tensor involving one
derivative, that by definition (3.27) is independent of the Ghalf connection. As a result, one
should be able to define it without ever introducing a Ghalf connection in the first place.
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Before we move on, let us finish with two comments. Firstly, one can define an intrinsic
torsion of any subgroup G ⊂ Ed(d) following the above recipe. In particular, below we will begin
by finding explicit expressions of the intrinsic torsion of the dilaton structure first. Recall that
by this we mean the intrinsic torsion associated to the subgroup SO(d− 1, d− 1) ⊂ Ed(d) ×R+.
Secondly, while there is an intrinsic torsion associated to any G ⊂ Ed(d), in general one cannot
rewrite the scalar potential of the action purely in terms of this intrinsic torsion. Typically, one
requires that the G structure is related to supersymmetry, i.e. implying a subset of well-defined
spinors exists, for this to work. We will show in section 4.2 that one can indeed rewrite the
scalar potential purely in terms of the intrinsic torsion of Ghalf . This is crucial for the proof of
consistency of the truncation in section 5.
3.3.1 Intrinsic torsion of dilaton structure
We begin by considering the intrinsic torsion of the dilaton structure. This has a universal piece,
which is the same for all D ≥ 5 and makes use of the exterior derivative d : Γ (R2) −→ Γ (R1)
and K,
dK =WK . (3.28)
To see that dK gives components of the intrinsic torsion, consider replacing the partial derivative
in d by a covariant derivative ∇. We label this new differential operator by d∇. Because both
dK and d∇K are tensors, their difference is again a tensor and thus corresponds to a component
of the torsion of ∇, call this −WK . Thus,s
d∇K = dK −WK . (3.29)
For a SO(d− 1, d − 1) connection, ∇K = 0 and thus for such a connection,
dK =WK . (3.30)
The left-hand side of (3.30) is clearly independent of the choice of SO(d− 1, d − 1) connection,
and therefore WK is an element of the intrinsic torsion of the dilaton structure.
We can now decompose WK into its irreducible representations under SO(d − 1, d − 1).
Decomposing Ed(d) −→ SO(d− 1, d− 1), one finds in D = 6, 7,
R1 −→ Vd−1,d−1 ⊕ φd−1,d−1 , (3.31)
where Vd−1,d−1 is the vector and φd−1,d−1 the spinor representation of SO(d − 1, d − 1) and we
have ignored the weight factor of R1.
5 In D = 5 one instead has
R1 −→ Vd−1,d−1 ⊕ φd−1,d−1 ⊕ 1 , (3.32)
5In D = 6, there are two different relevant spinor representations of SO(4, 4) which we label as φ4,4 and φ˜4,4.
It is the former that appears in (3.31)
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but as we will show in appendix C, the singlet necessarily vanishes in (3.28). Thus, we can write
(dK)M = κ2T˜M + κ6−D
(
Kˆ • T3
)M
, (3.33)
where, M is an index for the R1 representation and T3 ∈ Γ
(R¯3 ⊗ S−1). T˜ and T3 are the two
irreps of the intrinsic torsion and for later convenience we have chosen the factors of κ so that
the intrinsic torsion has weight minus one under the generalised Lie derivative.
Following (3.31) and (3.32), T˜ ∈ Vd−1,d−1 and T3 ∈ φd−1,d−1, and thus they satisfy
T˜ ∧K = 0 ,
T3 •K = 0 ,
(3.34)
and for D = 5 also
(T3 ⊗K) |351 = 0 . (3.35)
We will show this explicitly in appendices A – C. Equation (3.33) can be inverted to give
expressions for T˜ and T3 as
T3 = −2κ−4dK ∧K ,
T˜ = κ−2dK − 2κ−DKˆ • (dK ∧K) .
(3.36)
There are further elements of the intrinsic torsion which we will discuss in detail in appendices
A to C. In D = 6, 7 they are given by
dKˆ =WKˆ , (3.37)
which can be decomposed as
dKˆ = κKP1 + κ
3P2 , for D = 7 ,
dKˆ = κ2P˜ + κ6−DKˆ • P3 , for D = 6 , (3.38)
where for D = 7, P1 ∈ Γ
(S−1) and P2 ∈ Γ (R¯1 ⊗ S−1) and satisfy
P2 ∧K = 0 . (3.39)
For D = 6, P˜ ∈ Γ (R¯1 ⊗ S−1) and P3 ∈ Γ (R¯3 ⊗ S−1), and satisfy
P˜ ∧K = 0 ,
P3 •K = 0 .
(3.40)
In D = 5, Kˆ is a generalised vector and can be used as a generator of a generalised dif-
feomorphism. As we explain in appendix C, in D = 5 the remaining intrinsic torsion is given
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by
LKˆK =WKˆ , LKˆκ =W ′Kˆ , (3.41)
which can be decomposed as
LKˆK = κKP1 + κP2 •K , LKˆκD−2 = κD−1P1 , (3.42)
with P1 ∈ Γ
(S−1) and P2 ∈ Γ (P ⊗ S−1) and satisfying
P2 • Kˆ =
(
P2 ⊗ Kˆ
) ∣∣∣
351
= 0 . (3.43)
Finally, we can define an integrable dilaton structure as one where all of its intrinsic torsion
vanishes. Thus in D = 6, 7 an integrable dilaton structure satisfies
dK = dKˆ = 0 , (3.44)
while in D = 5 it satisfies
dK = LKˆK = LKˆκ = 0 . (3.45)
Similar to the N = 2 case [87], and as we will discuss elsewhere, this is related to certain moment
maps vanishing.
3.3.2 Intrinsic torsion of the SO(d− 1) structure
We now consider the intrinsic torsion of the SO(d − 1) structure. Thus we look for covariant
derivatives of the SO(d−1) structure,
(
Ju , K , Kˆ , κ
)
which do not involve a connection. The
independent components of the intrinsic torsion are given by
LJ[uJv] =WJ uv ,
LJuKˆ =WC u ,
dK =WK ,
(3.46)
and
dKˆ =WKˆ , for D = 6 , 7 , (3.47)
LKˆK =WKˆ , LKˆJu =WKˆ u for D = 5 . (3.48)
Here, the new intrinsic torsion arising from further reducing the structure group to SO(d− 1) ⊂
SOd− 1, d− 1 is given by WJ uv and WC u in equation (3.46).
We will now argue that one cannot build other generalised tensors involving one derivative
of the SO(d−1) structure. Firstly, combinations such as dJˆu are not independent because when
D = 6, 7 one can write
LJuKˆ = Ju ∧ dKˆ + d
(
Ju ∧ Kˆ
)
, (3.49)
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and using the definition Jˆu = Ju ∧ Kˆ one finds
dJˆu = LJuKˆ − Ju ∧ dKˆ =WC u − Ju ∧WKˆ . (3.50)
On the other hand, when D = 5
LJuKˆ + LKˆJu = d
(
Ju ∧ Kˆ
)
= dJˆu , (3.51)
and hence dJˆu is again determined by the other torsion classes listed above.
Other combinations one could have considered are LJ(uJv), LJuK and LJu Jˆv. But
LJ(uJv) =
1
2
d (Ju ∧ Jv)
=
1
2
δuvdK
=
1
d− 1δuvLJwJw ,
(3.52)
is again not independent from the torsion classes listed above. Similarly,
LJuK = Ju ∧ dK + d (Ju ∧K)
= Ju ∧ dK
= Ju ∧WK ,
(3.53)
and
LJuJˆv = LJu
(
Jv ∧ Kˆ
)
= LJuJv ∧ Kˆ + Jv ∧ LJuKˆ
=
1
2
δuvWK ∧ Kˆ +WJ uv ∧ Kˆ + Jv ∧WC u ,
(3.54)
are also determined by the torsion classes in (3.46) and (3.48).
Let us now decompose the intrinsic torsion, W into its irreducible representations under
SO(d− 1)S × SO(d− 1)R at each point. We find
dK = κ2T1 + κJu T2
u + κ6−DKˆ • T3 ,
LJ[uJv] = κ2R1uv + κR2 uvwJw + κT2[uJv] − κ8−2DKˆ • (Juv · T3) ,
LJuKˆ = κD−3S1u + κD−4Ju ∧ S2 + κ (Uu − T2u) Kˆ ,
LJuκD−2 = κD−1Uu ,
(3.55)
where Juv are the SO(d − 1)R-symmetry generators defined in (3.21). Note that when D = 5,
S2 ∈ P and we let the wedge product Ju ∧ S2 be the adjoint action. The dimension-dependent
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intrinsic torsion in D = 6, 7 is
dKˆ = κKP1 + κ
3P2 , for D = 7 ,
dKˆ = κ2P1 + κJuP2
u + Kˆ • P3 , for D = 6 , (3.56)
In D = 5, Kˆ ∈ Γ (R1), and thus we can use it as a generator of generalised diffeomorphisms.
Thus, the dimension-dependent intrinsic torsion is given by
LKˆK = κKP1 + κP2 •K , LKˆκ3 = κ4P1 ,
LKˆJu = κ2P3 u + κP4uvJv +
1
2
κP1Ju − κ−3 ((P2 •K) ∧P Ju) · Kˆ ,
(3.57)
The right-hand side of (3.55), (3.56) and (3.57) follow from the compatibility conditions of the
Ghalf structure, equations (3.14), (3.15) and (3.16), as we will now explain.
The first equation of (3.55) is easily understood. Here we have just further decomposed
T˜ and T3 under SO(d − 1, d − 1). Recall that T˜ ∈ Vd−1,d−1 which contains the irreducibles
Vd−1,d−1 −→ VS ⊕ VR under SO(d − 1)S × SO(d − 1)R. These correspond to T1 and T2u,
respectively.
We will discuss the decomposition of LJuKˆ =WC in appendices A to C, as the details differ
with dimension, D. Nonetheless, and somewhat miraculously, the answer is the same for all
those dimensions and is as given in (3.55). The only feature which is easily explained is that
the irreducible in the VR representation is always given by (Uu − Tu). This follows from
K ∧ LJuKˆ = LJuκD−2 − Kˆ ∧ LJuK
= LJuκD−2 − Kˆ ∧ (Ju ∧ dK)
= κD−1 (Uu − T2u) .
(3.58)
We will prove the decomposition of LJ[uJv] =WJ uv given in (3.55) in appendix D, since it is
somewhat more lengthy. Finally, the decomposition given in (3.56) and (3.57) clearly depends
on the dimension and we will give it in appendices A – C.
In section 5 we will show how this decomposition of the intrinsic torsion is related to the
linear constraint of half-maximal gauged SUGRA. There we will also see that the torsion classes
in equations (3.56) and (3.57) are related to the dimension-specific components of the embedding
tensor of half-maximal gauged SUGRA, see e.g. [55].
The torsion classes in (3.55) satisfy
T1 ∧ Ju = T1 ∧ Jˆu = T1 ∧K = 0 ,
T3 ∧ Jˆu = T3 •K = 0 ,
R1 uv ∧ Jw = R1uv ∧ Jˆw = R1uv ∧K = 0 ,
S1u ∧K = S1u •P Jˆu = 0 ,
S2 ∧ Kˆ = 0 .
(3.59)
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In D = 6, we additionally have S1u ∧ Kˆ = 0. The seven-dimensional torsion classes in (3.56)
satisfy equations (3.39), while the six-dimensional ones satisfy
P1 ∧ Ju = P1 ∧ Jˆu = P1 ∧K = 0 ,
P2 u ∧K = 0 ,
P3 •K = 0 .
(3.60)
Those in (3.57) satisfy
P2 • Kˆ =
(
P2 ⊗ Kˆ
) ∣∣∣
351
= 0 ,
P3 u ∧ Jv = P3 u ∧ Jˆv = P3 u ∧K = 0 .
(3.61)
These equation imply that the torsion classes transform in certain irreducible representations,
as we make explicit in appendices A to C.
3.4 Half-maximal Minkowski and AdS vacua
We can also use our set-up to formulate the conditions for half-maximal warped Minkowski and
AdS vacua. In this case, Lorentz / AdS symmetry requires the gauge fields of the EFT tensor
hierarchy to vanish. Furthermore, the Ghalf structure must be independent of the external space.
One can derive the conditions that the internal space must satisfy from the SUSY variations
of the SUGRA, as was shown for Minkowski vacua in [50, 88]. There it was shown that these
require the Ghalf structure to have vanishing intrinsic torsion, i.e.
LJuJv = LJuKˆ = LJuκ = dK = 0 , (3.62)
and
dKˆ = 0 , for D = 6 , 7 ,
LKˆK = LKˆJu = 0 , for D = 5 . (3.63)
In this case we will say that we have an integrable Ghalf structure. As we will show elsewhere,
one can understand the above relations as the vanishing of certain moment maps. This is similar
to the integrability conditions of N = 2 flux vacua [87].
We can also weaken the integrability conditions to allow for AdS vacua, as also discussed in
the N = 1 case in [89]. By comparing to the half-maximal gauged SUGRA conditions for AdS
vacua [90–92] that preserve all of the supersymmetries, we find that for AdS vacua we require
dK = LJuKˆ = LJuκ = 0 ,
LJuJv = R¯uvwJw ,
(3.64)
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and
dKˆ = −1
4
ǫuvwR¯
uvwK , for D = 7 ,
dKˆ = − 1
18
ǫuvwxJ
uR¯vwx , for D = 6 , (3.65)
LKˆJu = −
1
3
√
2
ǫuvwxyJ
vR¯xwy , LKˆK = LKˆκ = 0 , for D = 5 .
We will call such Ghalf structures “weakly integrable”. Here R¯uvw encodes the cosmological
constant in a way which breaks the R-symmetry to that of the corresponding lower-dimensional
superconformal algebra, see table 3.
D SO(d− 1)R Rep of R¯uvw Unbroken R-symmetry
7 SU(2) 1 SU(2)
6 SU(2)× SU(2) (2,2) SU(2)
5 USp(4) 10 SU(2)×U(1)
Table 3: R-symmetry of half-maximal Minkowski vacua, the representation of R¯uvw and the unbroken
R-symmetry, which is that of the AdS vacuum in D ≥ 5 dimensions.
3.5 Relation to N = 2 structures
In [87, 93–95] general N = 2, i.e. quarter-maximal, flux Minkowski and AdS vacua in D =
4, 5, 6 dimensions were studied using exceptional generalised geometry. Since every half-maximal
background is also quarter-maximal, the Ghalf structure we have described so far should contain
within it an exceptional generalised N = 2 structure. Let us briefly indicate how this works in
the cases D = 5, 6.
3.5.1 D = 6 N = 2 structures from the Ghalf structure
For D = 6, the N = 2 structure is a USp(4)× SU(2) ⊂ SO(5, 5)×R+ structure which is defined
bosonically by the existence of a SU(2)N=2R triplet of adjoint tensors Ji, with i = 1, 2, 3 in the
adjoint of SU(2)N=2R , and a section of the R2 bundle, Q. These two tensors must satisfy the
compatibility conditions
[Ji, Jj] = κ2ǫijkJ k , J · Q = 0 ,
tr (JiJj) = −δijηIJQIQJ = −δijκ4 ,
(3.66)
where · represents the adjoint action of SO(5, 5), and the Ji generate a highest weight SU(2)
subalgebra of SO(5, 5).
These tensors are contained within our Ghalf structure as follows. Firstly, the scalar density
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κ is the same in both cases because we use the convention
κhere =
√
κthere , (3.67)
where κthere refers to the scalar density in [87]. Next, recall that from the 4 Ju’s one can define
generators of the SO(4)N=4R symmetry as
Juv
α = κ−4 (tα)M NJ[u
N Jˆv]M . (3.68)
These satisfy
[Juv, Jwx] = δu[wJx]v − δv[wJx]u . (3.69)
One can identify the Ji’s by breaking SO(4)N=4R −→ SU(2)N=2R and picking the three generators
corresponding to this SU(2)N=2R , and rescaling by κ to obtain the correct weight. On the other
hand, the R2 section Q is given by
Q = 1√
2
(
K + Kˆ
)
. (3.70)
This ensures that Q satisfies the compatibility conditions (3.66).
3.5.2 D = 5 N = 2 structures from the Ghalf structure
The case of D = 5 is very similar to that of D = 6, with a SU(2)N=2R triplet of adjoint tensor
Ji generating the SU(2)N=2R algebra. In addition there is now a generalised vector field, i.e. a
section of the R1 bundle, K. The compatibility conditions are now
[Ji, Jj] = κ2ǫijkJ k , J · K = 0 ,
tr (JiJj) = −δijdMNKKMKNKK = −δijκ3 ,
(3.71)
where · represents the adjoint action of E6(6) and the Ji generate a highest weight SU(2) subal-
gebra of E6(6). Here we have rescaled the scalar density κ relative to that in [87] by
(
κhere
)3/2
= κthere . (3.72)
The adjoint generators Ji are again given by rescaled version of a SU(2)N=2R subalgebra of
the generators Juv ∈ P. On the other hand, the generalised vector KM is given by
KM = KˆM + vuJuM , (3.73)
where vu has to be a singlet under the SU(2)N=2R ⊂ SO(5)N=4R subgroup and satisfy vuvu = 1.
This ensures that KM satisfies the compatibility conditions (3.71).
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3.6 Examples
Let us conclude this section by giving examples of Ghalf structures. The easiest, non-trivial ones
are M-theory backgrounds of the form K3× T n. We will now show how these backgrounds are
encoded in the Ghalf structure.
3.6.1 M-theory on K3
We begin by considering M-theory on K3 with a seven-dimensional external space. This example
has also been studied in [48]. Recall that the generalised tensorsK, Kˆ, Ju and κ are combinations
of certain vector fields, which we denote by v, and p-forms, which we denote by ω(p). With
vanishing fluxes, one finds
κ5 =
√
g ,
K = ω(4) + ω(1) ,
Kˆ = ω(3) + ω(0) ,
Ju = vu + ω(2)u ,
(3.74)
where
√
g is the measure of the four-dimensional internal space, with vol(4) its four-form.
The compatibility requirements for K and Kˆ, equations (3.14), (3.15), become
ω(0) ∧ ω(4) + ω(1) ∧ ω(3) = vol4 . (3.75)
For K3 this is solved by taking ω(4) = vol4 and ω(0) = 1. With this choice, the compatibility
requirements for Ju, (3.16), are
ıvuω(4) = 0 ,
ω(2)u ∧ ω(2)v = δuvvol(4) .
(3.76)
This is solved by taking the three two-forms to be the Hyperka¨hler structure on K3, i.e. two of
the three two-forms are given by the real and imaginary parts of the holomorphic 2-form and
the third by the Ka¨hler structure. Let us denote these three two-forms by Ωu, thus
ω(2)u = Ωu . (3.77)
All in all, we have
κ4 =
√
g ,
K = vol(4) ,
Kˆ = 1 ,
Ju = Ωu .
(3.78)
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With this choice, the intrinsic torsion becomes
dK = dKˆ = 0 ,
LJuJv = 0 ,
LJuKˆ ∝ dΩu ,
LJuκ5 = 0 .
(3.79)
Thus, we see that almost all components of the intrinsic torsion vanish automatically. The only
one which is not automatically zero, LJuKˆ, vanishes because the Ka¨hler and holomorphic 2-form
are closed, i.e.
LJuKˆ ∝ dΩu = 0 . (3.80)
We see that in this simple example, the geometric and exceptional SU(2) structures coincide.
3.6.2 M-theory on K3× S1
We now consider M-theory on K3× S1, or equivalently type IIA SUGRA on K3. The external
space is thus six-dimensional and we obtain a non-chiral half-maximal SUGRA. With vanishing
fluxes, the generalised tensor fields we must consider are given by
κ4 =
√
g ,
K = ω(1) + ω(4) ,
Kˆ = ωˆ(1) + ωˆ(4) ,
Ju = vu + ω(2)u + ω(5)u .
(3.81)
The compatibility conditions for the dilaton structure, (3.14) and (3.15), become
ω(4) ∧ ω(1) = ωˆ(4) ∧ ˆω(4) = 0 ,
ω(4) ∧ ωˆ(1) + ωˆ(4) ∧ ω(1) = vol(5) .
(3.82)
We solve these by taking
K = ω(4) , Kˆ = ωˆ(1) , (3.83)
i.e. we take ω(1) = ωˆ(4) = 0. In fact, this one-form and four-form are unique up to multiplication
by a function: they are given by the connection one-form on S1, σ and the volume form on K3,
vol(4). Thus
K = vol(4) , Kˆ = σ . (3.84)
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With this dilaton structure, the compatibility requirements for the four Ju’s become
ıσ˜ω(2)u = 0 ,
ıvuvol(4) = 0 ,
ω(2)u ∧ ω(2)v +
1
2
(
ıvuω(5)v + ıvvω(5)u
)
= δuvvol(4) ,
(3.85)
where σ˜ denotes the vector field on the S1,
σ˜ = ⋆vol(4) , (3.86)
which satisfies ıσ˜σ = 1. We solve these conditions by taking
JU = ΩU , J4 = σ˜ + vol(5) , (3.87)
where U = 1, . . . , 3 and ΩU are the hyperka¨hler structure on K3.
The intrinsic torsion is now given by
dK = dvol(4) ,
dKˆ = dσ ,
LJUJV = −ΩV ∧ dΩU ,
LJUJ4 = −ıσ˜dΩU ,
LJU Kˆ ∝ σ ∧ dΩU ,
LJ4Kˆ ∝ Lσ˜σ ,
LJUκ4 = 0 ,
LJ4κ4 = Lσ˜vol(5) .
(3.88)
It is easily seen that these vanish for K3.
3.6.3 M-theory on K3× T 2
Finally, we consider M-theory on K3 × T 2, or equivalently, type II on K3 × S1. A dilaton
structure is given by
κ3 =
√
g ,
K =
√
gω(1) + ω(4) + ω(1) ,
Kˆ = vˆ + ω(2) + ω(5) ,
(3.89)
subject to the compatibility requirements (3.14) and (3.15). For K3× T 2 these are solved by
K = vol(4) , Kˆ = vol(2) , (3.90)
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where vol(4) is the volume-form of the K3 surface and vol(2) that of the T
2.
With this dilaton structure, the compatibility conditions, (3.16), for the five Ju’s
Ju = vu + ω(2)u + ω(5)u , (3.91)
become
vol(4) ∧ ω(2)u = 0 ,
ıvuvol(4) = 0 ,
ıv˜uvol(4) = 0 ,
(3.92)
where v˜u is the vector field defined by v˜u = ⋆ω(5)u, as well as
ıvuω(2)v + ıvvω(2)u = 0 ,
ıv˜uω(2)v + ıvuω(2)v = 0 ,
ω(2)u ∧ ω(2)v + ıvu ıv˜vvol(6) + ıvv ıv˜uvol(6) = δuvvol(4) .
(3.93)
We solve these conditions by choosing the first three J ’s to be given by the holomorphic and
Ka¨hler 2-forms on K3. Thus
JU = ΩU , for U = 1, 2, 3 . (3.94)
The fourth and fifth J ’s are chosen as
J4 = σ + σ˜ ∧ vol(4) , J5 = σ′ + σ˜′ ∧ vol(4) , (3.95)
where σ and σ′ are the well-defined vector fields on the T 2, and σ˜ and σ˜′ their dual one-forms.
The intrinsic torsion vanishes just like in the previous two examples because
dΩU = dσ˜ = dσ˜
′ = dvol(4) = 0 . (3.96)
4 Rewriting the action
The half-maximal structure group SO(d − 1) ⊂ Hd is a subgroup of the maximal compact
subgroup of Ed(d) and thus implicitly defines a generalised metric of EFT. In particular, this
means that it encodes all of the purely internal fields of the 10/11-dimensional supergravity. As
a result, we can rewrite the EFT action, and thus that of 10/11-dimensional supergravity, in
terms of the Ghalf structure. The resulting action will have the form of a half-maximal gauged
SUGRA action, although we have not yet performed a truncation. One can think of this as
the half-maximal “flux formulation”, in analogy with the maximal flux formulations [28,61,62],
where the action is rewritten using the Weitzenbo¨ck connection.
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4.1 Kinetic terms
We begin with the kinetic terms, which we determine by comparison to half-maximal gauged
SUGRA upon performing a consistent truncation, see section 5. For the scalars, encoded in the
Ghalf structure, the kinetic terms are given by
Lkin s =
1
2
κ2−Dgµν
(
DµJu ∧Dν Jˆu + κ2−D
(
Jˆu ∧DµJv
)(
Jˆv ∧DνJu
)
+
D − 2
4
DµK ∧DνKˆ
)
,
(4.1)
where Dµ = ∂µ −LAµ are the EFT-covariant external derivatives.
Similarly, we can write the kinetic terms for the gauge fields using the Ghalf structure instead
of a generalised metric. There is a universal part of the gauge kinetic terms which is given by
L0kin g = κ
4−D
[
κ2−D
2
(
Fµν ∧ Jˆu
)(
Fµν ∧ Jˆu
)
− 1
4
Fµν ∧ Fµν ∧ Kˆ
]
, (4.2)
as well as a part, L
(D)
kin g which differs from dimension to dimension. Here we will only give it in
the case of D = 7 and D = 5.
In D = 7, L
(7)
kin g consists of a kinetic term for the two-form gauge potential Bµν which can
be written in terms of the Ghalf structure as
L
(7)
kin g = −
1
12
κ−6
(
Hµνρ ∧ Kˆ
)(
Hµνρ ∧ Kˆ
)
. (4.3)
In D = 5, there are additional one-form potentials, whose kinetic terms are given in terms of
the Ghalf structure by
L
(5)
kin g = −
1
4
κ−4 (Fµν ∧K) (Fµν ∧K) . (4.4)
In D = 6, one could in addition to the above have further terms involving Hµνρ ∧K, since
K ∈ R2 in that case. The correct terms could be read off by comparison with the general
D = 6 half-maximal gauged SUGRAs. However, since the exact form of these kinetic terms is
not important for the remainder of this paper, we will not try and determine them here.
4.2 Scalar potential
The scalar potential is given by
V = −1
4
V0 − 1
4
VD + 2Ju
MJuN∇Mgµν∇Ngµν , (4.5)
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where V0 is the same in every dimension D ≥ 5, and thus only the universal torsion classes,
WJ u, WK , and WC appear, while VD is dimension-dependent and involves WKˆ . V0 is given by
V0 =
1
3
R2uvwR
2uvw + κ4−DR1 uv ∧R1uv ∧ Kˆ − 2UuUu − 2UuT2u − 4κ−2LJu (Uuκ)
− T2uT2u + κ4−DT1 ∧ T1 ∧ Kˆ + . . . ,
(4.6)
where . . . refers to terms that vanish in honestly half-maximal theories.
Up to the T1∧T1∧ Kˆ and T2uT2u terms, this potential is fixed by requiring invariance under
local SO(d − 1)R symmetry as we show in appendix E. On the other hand, we have fixed the
T1∧T1∧Kˆ and T2uT2u terms by comparison with half-maximal gauged SUGRA upon performing
a consistent truncation. An alternative approach would be to express the EFT scalar potential
in terms of spinors, and then reformulate the resulting expression using the SO(d− 1) intrinsic
torsion, as was done for D = 7 in [48].
The dimension-dependent parts are given by
V7 = −1
3
R2uvwǫ
uvwP − 1
4
P 2 + . . . ,
V6 = −2P2uP2u − κ−2P1MP1N
(
γI
)
MN
KˆI +
4
3
P2 uR2 vwxǫ
uvwx + γP2
uT2u
+
λ
2
κ−2P1
MT1
N
(
γI
)
MN
KˆI + . . . ,
V5 = −κ−1P3 uMP3uNdMNP KˆP +
√
2
3
P4uvR2wxyǫ
uvwxy + σκ−1P1 ∧ P1 ∧ Kˆ
+ τκ−2LKˆ (κP1) + . . . ,
(4.7)
where again . . . refers to terms that vanish in a truly half-maximal theory. These have been fixed
by checking that they reduce to the appropriate scalar potential of half-maximal gauged SUGRA,
as we show in section 5.5. Here we have not completely determined V6 and V5, because the general
six-dimensional non-chiral half-maximal gauged SUGRA has not yet been constructed, and so
the coefficients γ and λ are unknown, and in five dimensions P1 = 0 when the trombone gauging
vanishes. However, these potentials could be fixed by first expressing the EFT action in terms
of spinors and then using this to rewrite it in terms of the intrinsic torsion, as was done in [48].
5 Half-maximal consistent truncations
We are now in a position to discuss half-maximal consistent truncations. We begin by giving
the truncation Ansa¨tze for the scalars and gauge fields in sections 5.1 and 5.2 before discussing
the conditions for consistency in section 5.3. The truncation Ansatz is given by expanding the
fields of the exceptional field theory in terms of a finite number of tensor fields, which depend
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only on the exceptional coordinates YM associated to Md.
6 These fields are given by
(ωA , n , nˆ , ρ) , (5.1)
where A = 1, . . . , d − 1 + N labels the vector representation of SO(d − 1, N), and ωA ∈ RY1 ,
n ∈ RY2 , nˆ ∈ RYD−4 and ρ ∈ SY . Note that because of the restricted coordinate dependence, the
bundles RYi and SY are now actually defined just over Md, which we indicate by the superscript
Y .
These tensors also satisfy a set of compatibility conditions, reminiscent of (3.14), (3.15) and
(3.16),
(n⊗ n) |Rc⊗S4 = 0 ,
(nˆ⊗ nˆ) |R∗c⊗S2D−8 = 0 ,
ωA ∧ n = 0
ωA ∧ ωB = ηABn .
(5.2)
where ηAB is the invariant metric of SO(d − 1, N), which we will use to raise/lower A,B =
1, . . . , d− 1 +N indices. For the following, it will also be useful to define
ωˆA = ωA ∧ nˆ . (5.3)
By comparison with section 3.2 we see that these tensors define a SO(d − 1 −N) structure
on Md. As we will see, N determines the number of vector multiplets that are kept in the
truncation. Thus, in order to keep N 6= 0 vector multiplets, one requires a further reduction of
the exceptional generalised structure group on Md to SO(d−1−N) ⊂ SO(d−1) ⊂ Ed(d). Thus,
one can at most keep Nmax = d − 1 vector multiplets. We will refer to the set of tensors (5.1)
satisfying (5.2) as the background SO(d− 1−N) structure.
Let us be more precise of how the bound on the number of vector multiplets arises. Recall
from section 3.2 that the third equation of (5.2) implies that at each point ωA ∈ Vd−1,d−1. The
final equation requires these ωA’s to form an orthonormal basis of Vd−1,d−1. From this it is clear
that one can at most keep N ≤ d− 1 vector multiplets in the consistent truncation.
This situation is to be contrasted with what typically happens when studying effective the-
ories. In that case, one would require the compatibility conditions (5.2) to hold only when
integrated over the internal space. In particular, this would mean that the ωA’s would only be
required satisfy ∫
Md
ωA ∧ ωB ∧ nˆ = ηAB . (5.4)
The expression under the integral sign is a scalar density under generalised diffeomorphisms and
thus really can be integrated.
6Here we will focus on the bosonic sector but the fermions can be dealt with similarly by expanding them in
the basis of well-defined spinor fields on Md, see [48].
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The condition (5.4) makes use of an inner product on the infinite space of sections, and thus
there are an infinite number of orthonormal sections with respect to this inner product. Thus,
(5.4) allows one to retain an infinite number of vector multiplets. In the effective theory one
instead ends up with a finite number of vector multiplets by requiring the sections to represent
moduli and thus belong to certain cohomology classes. Furthermore, because the ωA’s represent
cohomology classes, they need not be well-defined sections of a vector bundle, and thus are not
associated with a reduced structure group.
Let us return to the general idea behind the truncation Ansatz before giving its details. As
explained, we will expand all EFT fields in terms of the background SO(d− 1−N) structure on
Md, (5.1). We will allow the coefficients in the expansion to only depend on x
µ, the coordinates
on MD. These then become the fields of the lower-dimensional half-maximal gauged SUGRA.
Throughout, we will remove any spinor representation of SO(d− 1−N), since these are related
to massive gravitino multiplets, which we wish to remove in our truncation.
5.1 Scalar Ansatz
The truncation Ansatz for the scalars involves expanding the Ghalf structure itself in terms of
the background SO(d− 1−N) structure (5.1). Thus, we let
〈Ju〉(x, Y ) = Σ−1(x) buA(x)ωA(Y ) ,
〈K〉(x, Y ) = Σ−2(x)n(Y ) ,
〈Kˆ〉(x, Y ) = Σ2(x) nˆ(Y ) ,
〈κ〉(x, Y ) = ρ(Y ) ,
(5.5)
and the external metric
〈gµν〉(x, Y ) = g¯µν(x) ρ2(Y ) . (5.6)
The 〈 〉 brackets denote the truncation Ansatz. Here, the scalar Σ(x) carries charge −1/2 under
the R+ subgroup of SO(d− 1, d− 1)×R+ ⊂ Ed(d), and appears in the Ansatz (5.5) accordingly.
The scalars bu
A(x) and g¯µν(x) are uncharged with respect to this R
+ group. This is summarised
in table 4.
One may wonder why we have not included an extra scalar degree of freedom in the Ansatz
for κ and Kˆ. The reason for this is because these amount to a global, i.e. Y -independent,
rescaling of the SO(d − 1 − N) structure of the type (3.17). Thus, these scalars cannot affect
the truncation and hence do not correspond to physical degrees of freedom. The choice in (5.5)
will give us half-maximal gauged SUGRA in Einstein frame.
Using (5.2), we see that in order for the compatibility conditions (3.16) to be satisfied, the
scalars bu
A must satisfy
bu
Abv
BηAB = δuv . (5.7)
Recall also that Ju’s related by SO(d − 1)R rotations describe the same background. Thus, we
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must also identify the scalars bu
A which are related by SO(d− 1)R rotations. We can do this by
considering the invariant combination
P−A
B = buAbu
B , (5.8)
where from now on we will always raise / lower the A,B indices by ηAB . Using (5.7), one can
easily show that P−A
B is a projector of rank (d− 1).
We can also write P−A
B in the following form
P−A
B =
1
2
(
δBA +HACηBC
)
, (5.9)
where
HAB = ηAB − 2buAbuB , (5.10)
is satisfies
ηCDHACHBD = ηAB . (5.11)
Thus, HAB parameterises the coset space
HAB ∈ SO(d− 1, N)
SO(d− 1)× SO(N) . (5.12)
Taking into account the scalar, Σ, we see that the scalar coset space is
Mscalar =
SO(d− 1, N)
SO(d− 1)× SO(N) × R
+ , (5.13)
which is indeed the scalar manifold of half-maximal gauged SUGRA coupled to N vector mul-
tiplets.
5.2 Gauge fields Ansatz
Recall that the EFT contains a set of p-form gauge fields which are local sections of Rp with the
appropriate weights. The truncation Ansatz expands these again in terms of the appropriate
tensors of the background SO(d− 1−N) structure.
In D = 7 one has one-form, two-, three-, and four-form potentials, whose truncation Ansa¨tze
are
〈Aµ〉(x, Y ) = AµA(x)ωA(Y ) ,
〈Bµν〉(x, Y ) = −Bµν(x)n(Y ) ,
〈Cµνρ〉(x, Y ) = Cµνρ(x) nˆ(Y ) ,
〈Dµνρσ〉(x, Y ) = DµνρσA(x) ωˆA(Y ) .
(5.14)
These are the correct degrees of freedom expected in seven-dimensional half-maximal gauged
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SUGRA coupled to N vector multiplets, up to dualisations, as usual in exceptional field theory:
the one-forms and four-forms transform as vectors of SO(3, N) and satisfy a duality relation so
that only half of them are propagating. This gives the correct on-shell degrees of freedom.
In D = 6 one only has a one-form, two-form and three-form potential. However, because
now nˆ ∈ R2, one obtains two two-forms in the half-maximal theory via the Ansatz
〈Aµ〉(x, Y ) = AµA(x)ωA(Y ) ,
〈Bµν〉(x, Y ) = −B+µν(x)n(Y )−B−µν(x) nˆ(Y ) ,
〈Cµνρ〉(x, Y ) = CµνρA(x) ωˆA(Y ) .
(5.15)
The duality relations impose that B−µν and B
+
µν are (anti)-self-dual two-forms, while the three-
forms Cµνρ
A are dual to the on-form potentials Aµ
A. Again, we obtain the correct degrees of
freedom of six-dimensional half-maximal gauged SUGRA coupled to N vector multiplets.
Finally, in D = 5 one has only the one-form and two-form potentials. However, because we
now have nˆ ∈ R1, one obtains 6 +N one-form potentials using the Ansatz
〈Aµ〉(x, Y ) = AµA(x)ωA(Y ) +Aµ0(x) nˆ(Y ) ,
〈Bµν〉(x, Y ) = −Bµν(x)n(Y )−Bµν A(x) ωˆA(y) .
(5.16)
Thus, we obtain 5 +N one-form potentials which transform in the vector of SO(5, N), as well
as an additional 1-form potential Aµ
0, which is a scalar under SO(5, N). We find the same
for the two-forms potentials, which are dual to the vector fields. This corresponds to D = 5
half-maximal gauged SUGRA coupled to N vector multiplets [54].
It is convenient to rewrite the five-dimensional Ansatz using indices A = (0, A), with A =
0, . . . , 5 +N . These allow us to combine
ωA = (nˆ, ωA) ,
ωˆA = (n, ωˆA) ,
(5.17)
and write the Ansatz for the gauge fields as
〈Aµ〉(x, Y ) = AµAωA ,
〈Bµν〉(x, Y ) = −BµνAωˆA .
(5.18)
Here we have chosen not to include the scalar Σ in the truncation Ansatz of the gauge fields.
As a result, the gauge fields will be charged under the R+ subgroup of SO(d−1, d−1)×R+ ⊂ Ed(d)
with charges as shown in table 4. This agrees with the conventions of [54] for five-dimensional
half-maximal gauged SUGRA.
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D = 7 bu
A (0) Σ (-1/2) g¯µν (0) Aµ
A (1/2) Bµν (1) Cµνρ (-1) Dµνρσ A (-1/2)
D = 6 bu
A (0) Σ (-1/2) g¯µν (0) Aµ
A (1/2) B+µν (1) B
−
µν (-1) CµνρA (-1/2)
D = 5 bu
A (0) Σ (-1/2) g¯µν (0) Aµ
A (1/2) Aµ
0 (-1) Bµν A (-1/2) Bµν 0 (1)
Table 4: Charges, given in parentheses, of the fields of the half-maximal SUGRA under
R
+ ⊂ SO(d− 1, d− 1)× R+ ⊂ Ed(d).
5.3 Consistency, intrinsic torsion and embedding tensor
As we have just shown the truncation Ansatz is given by an expansion of the EFT fields in
terms of the SO(d − 1 − N) structure of the background. In order for the truncation to be
consistent, we now need to impose three kinds of differential constraints on the background
SO(d− 1−N) structure. These are most naturally formulated in terms of the intrinsic torsion
of the SO(d− 1−N) structure, which similar to (3.55), can in general be written as
dn = ρ t1 + ωA f
A + ρ5−Dnˆ • t3 ,
Lω[AωB] = ρ r1AB + fABCωC + f[AωB] − ρ5−Dnˆ • (LAB · t3) ,
LωAnˆ = ρD−4 s1A + ρD−5ωA ∧ s2 + (ξA − fA) nˆ ,
LωAρD−2 = ρD−2 ξA ,
(5.19)
where now JAB = ρ
2−Dω[A∧P ωB] and the irreducibles of the intrinsic torsion are now generalised
tensors with no weight, in contrast to 3.3.
The dimension-specific components of the intrinsic torsion are given by
dnˆ = ρ2 p1 + θ n , for D = 7 , (5.20)
dnˆ = ρ p1 + ρ θ
AωA + ρ
−1nˆ ∧ p3 , for D = 6 , (5.21)
and for D = 5,
Lnˆn = ξn+ ρ p2 ∧ n , Lnˆρ3 = ξρ3 ,
LnˆωA = ρp3A + ξABωB + 1
2
ξ ωA − ρ−4 ((p2 • nˆ) ∧P ωA) · n .
(5.22)
The first differential constraint we must impose is that the intrinsic torsion of the background
SO(d− 1−N) structure does not contain spinor representations of SO(d− 1−N). We impose
this in order to remove massive gravitino multiplets from the truncation. In particular, this
implies hat
n ∧ dn = 0 ,
n ∧ LωAωB = 0 ,
ωB ∧ LωAnˆ = 0 ,
(5.23)
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and for the dimension-specific parts
dnˆ = ρ−5n (nˆ ∧ dnˆ) , for D = 7 ,
n ∧ dnˆ = 0 , for D = 6 , (5.24)
Lnˆn = ρ−3n (nˆ ∧ Lnˆn) , n ∧ LnˆωA = 0 , for D = 5 .
As a result we have t3 = s1A = s2 = 0, and in D = 7, p1 = 0, in D = 6, p3 = 0 and in D = 5,
p2 = 0. We call this the “spinor constraint”.
Secondly, we require that we can expand the intrinsic torsion in terms of the finite number
of fields which define the background SO(d − 1 −N) structure. This implies that any intrinsic
torsion in the vector representation of SO(d − 1 − N) must vanish. Thus t1 = r1AB = 0, and
additionally in D = 6, p1 = 0 and in D = 5, p3A = 0. We call this the “closure constraint”.
Together the spinor and closure constraints imply that the intrinsic torsion of the background
SO(d− 1−N) structure is given by
dn = fA ωA ,
LωAωB ≡ XABC ωC = fABC ωC + f[A ωB] +
1
2
ηABfC ω
C ,
LωAnˆ = (ξA − fA) nˆ ,
LωAρD−2 = ρD−2 ξA ,
(5.25)
with dimension-specific part
dnˆ = θ n , for D = 7 , (5.26)
dnˆ = θAωA , for D = 6 , (5.27)
and for D = 5,
Lnˆn = ξn , Lnˆρ3 = ξρ3 ,
LnˆωA = ξABωB + 1
2
ξωA .
(5.28)
These also imply that
LωAωˆB = XABC ωˆC + (ξA − fA) ωˆB
= fABC ωˆ
C − f(A ωˆB) +
1
2
ηABfC ωˆ
C + ξA ωˆB ,
LωAn = fA n .
(5.29)
The final constraint is that the surviving components of the intrinsic torsion, fA, fABC and
ξA, and in D = 7, θ, D = 6, θA and in D = 5, ξAB and ξ must be constant. As we will see, the
action will not depend on the SO(d − 1 −N) structure directly, but only through the intrinsic
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torsion and an overall scaling via ρ. As a result, the dependence on the YM coordinates on Md
factorises if fA, fABC and ξA and the dimension-dependent parts are constant. In this case we
have a consistent truncation.
We can now identify the constants fA, fABC and ξA with the universal part of the embedding
tensor of half-maximal gauged SUGRA, and the dimension-dependent parts θ (D = 7), θA
(D = 6) and ξAB and ξ (D = 5) with the allowed deformations in those dimensions [54, 55].
Thus, we see that the embedding tensor obtained here corresponds to the most general solution
of the linear constraint of half-maximal gauged SUGRA. Note that ξA (and for D = 5, ξ) is the
so-called trombone tensor, which must be vanishing in order to have an action principle for the
gauged SUGRA. Therefore, we will in the following take ξA = 0 (and ξ = 0 for D = 5).
In order to have a consistent gSUGRA, one also needs to impose a set of quadratic constraints,
which ensure that the gauge algebra closes. Just as in the case of generalised Scherk-Schwarz
Ansa¨tze [22–24], these follow from our Ansatz if we impose the section condition. However,
the quadratic constraints of gauged SUGRA also allow for gaugings where the SO(d − 1 − N)
structure violates the section condition.
5.4 Reduction of kinetic terms
In order to show that we obtain a consistent truncation, let us perform the reduction of the
kinetic terms, (4.1), (4.3) and (4.4). Using (5.5), it is easy to show that the scalar kinetic terms
become
〈Lkin s〉(x, Y ) = ρ−2gˆµν
[
1
16
DµHABDνHAB − D − 2
2
Σ−2DµΣDνΣ
]
, (5.30)
where DµHAB and DµΣ are the gauge covariant derivatives of the half-maximal theory and
arise from the truncation of the EFT-covariant derivative, i.e. 〈Dµ〉 −→ Dµ. We see that the
Y -dependence only appears through the conformal factor ρ−2 and thus the equations of motions
factorise.
5.4.1 Gauge kinetic terms
One can use the truncation Ansatz (5.14) - (5.16) to find the field strengths of the half-maximal
gauged SUGRA. Let us indicate how this works by working through the example of D = 5
explicitly. The field strength Fµν of the 1-form potential is defined as [3]
Fµν = 2∂[µAν] − [Aµ, Aν ]E + dBµν , (5.31)
where [ , ]E denotes the antisymmetrised generalised Lie derivative. Plugging in the truncation
Ansatz one finds
〈FMµν 〉(x, Y ) = FAµν(x)ωAM (Y ) + F 0µν(x) nˆM (Y ) , (5.32)
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where
Fµν
A = 2∂[µA
A
ν] −ABµACν (fBCA + δA[BfC]) +A0[µABv]ξAB −B0µνfA ,
Fµν
0 = 2∂[µA
0
ν] −A0[µAAν]fA +BAµνfA .
(5.33)
Plugging (5.32) and (5.33) into (4.2) and (4.4) one finds
〈L(0)kin,g〉 = −
1
4
ρ−2(Y )Σ2FAµνF
µν BHAB ,
〈L(5)kin,g〉 = −
1
4
ρ−2(Y )Σ−4F 0µνF
µν 0 ,
(5.34)
where in the reduced theories the spacetime indices are raised/lowered with the metric of the
half-maximal gauged SUGRA gˆµν . These are exactly the correct kinetic terms of five-dimensional
half-maximal gauged SUGRA [54]. Note, in particular, that it is a non-trivial check that we
obtain the correct powers of the scalar Σ in (5.34). Finally, as required, the dependence on
the Y coordinates factorises thanks to our truncation Ansatz, so that we obtain a consistent
truncation.
5.5 Reduction of scalar potential
Let us now calculate the reduction of the scalar potential using the truncation Ansatz (5.5) and
(5.25). We begin by calculating the intrinsic Ghalf torsion using the truncation Ansatz. We find
that its universal part becomes
〈T1〉 = ρ−2 ωAΣ−2PAB+ fB ,
〈T2u〉 = ρ−1Σ−1buAfA ,
〈R2 uvw〉 = ρ−1Σ−1buAbvBbwCfABC ,
〈R1uv〉 = ρ−2 ωAΣ−2buCbvDP+ABfBCD ,
〈Uu〉 = ρ−1Σ−1buAξA ,
(5.35)
with the other components vanishing. Recall that gauged SUGRAs with non-vanishing trombone
tensor, ξA 6= 0, do not admit an action principle. Thus we will here also take ξA = 0.
Using (5.35) one immediately finds that the universal part of the scalar potential becomes
〈|e|V0〉 = ρD−2|e¯|
[
Σ−2fABCfDEF
(
1
12
HADHBEHCF − 1
4
HADηBEηCF + 1
6
ηADηBEηCF
)
+Σ−2HABfAfB
]
.
(5.36)
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Here we made use of the identity
0 =
[
PAD− P
BE
−
(
1
3
PCF− + P
CF
+
)
− 1
12
HADHBEHCF + 1
4
HADηBEηCF
−1
6
ηADηBEηCF
]
XABCXDEF ,
(5.37)
for any totally antisymmetric XABC = X[ABC].
The scalar potential (5.36) agrees with the universal part of the scalar potential of half-
maximal gauged SUGRA [54, 56, 96–98]. Note in particular, that because of our truncation
Ansatz, the potential only depends on Y through the conformal factor ρ. This factorisation
ensures that we have a consistent truncation.
One can also use the truncation Ansatz to calculate the dimension-specific part of the intrinsic
torsion. Using (3.56), (5.5) and (5.27) one finds that in D = 7 there is only one additional non-
vanishing component of the intrinsic torsion
〈P1〉 = ρ−1 θΣ4 . (5.38)
For D = 6, one finds the only one extra non-vanishing component given by
〈P1〉 = ρ−2ωAΣ2 PAB+ θB ,
〈P2u〉 = ρ−1Σ3 buAθA .
(5.39)
Finally, for D = 5 one finds, using (3.57), (5.5) and (5.28),
〈P1〉 = ρ−1Σ2 ξ ,
〈P3u〉 = −ρ−2ωAΣPAB+ buCξBC ,
〈P4 uv〉 = ρ−1Σ2 buAbvBξAB .
(5.40)
We will take ξ = 0 in the following, since otherwise the gauged SUGRA does not admit an
action principle.
Using these, the dimension-dependent part of the scalar potential, equation (4.7) reduces to
〈|e|V7〉 = ρ5|e¯|
(
−1
3
Σ3HABCfABCθ − 1
4
Σ8θ2
)
,
〈|e|V6〉 = ρ4|e¯|
(
−2Σ6ηABθAθB + 4
3
Σ2HABCDθAfBCD
+γΣ2 PAB− fAθB + λΣ
2PAB+ fAθB
)
,
〈|e|V5〉 = ρ3|e¯|
[
1
4
Σ4
(HABHCD − ηABηCD) ξACξBD +
√
2
3
ΣHABCDEξABfCDE
]
.
(5.41)
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Here we have defined
HABC = ǫuvwbuAbvBbwC , for D = 7 ,
HABCD = ǫuvwxbuAbvBbwCbxD , for D = 6 ,
HABCDE = ǫuvwxybxAbvBbwCbxDbyE , for D = 5 .
(5.42)
This gives the correct scalar potential of half-maximal gauged SUGRA [54–56,96–101], up to the
correct choice of the coefficients λ and γ when D = 6. Again, we see that our Ansatz ensures
that the only dependence on Y appears through the conformal factor ρ and thus we have a
consistent truncation.
5.6 Proof of consistency
Let us now show how that a reduction Ansatz satisfying the above conditions gives a consis-
tent truncation. We will do this by showing that the dependence on the Y -coordinates in the
equations of motion factorises, where, crucially, we do not impose the truncation Ansatz on the
variations of the fields. As a result, the full equations of motion are satisfied if those of the
half-maximal gauged SUGRA, which correspond to the x-dependent expression in the equations
of motion, are satisfied.
Recall that EFT has fields in the tensor hierarchy with “external indices”, and scalar fields
(from the external D-dimensional point of view) which parameterise the coset space Ed(d)/Hd.
The equations of motion of the tensor hierarchy fields are easily dealt with. As discussed
in [3, 4, 53, 69–72], the variations of the field strengths, Fµν , Hµνρ, . . . , are given by external
covariant derivatives and nilpotent derivatives, d, of the variations of the tensor hierarchy fields
themselves. Thus, after integrating by parts, the variation of the gauge kinetic terms and
topological terms involve external covariant derivatives and nilpotent derivatives of the field-
strengths and scalar fields. As we have shown in the preceding sections, our truncation Ansatz
implies that for all these terms the Y -dependence factorises and appears only through the
background SO(d − 1 − N) structure multiplying an x-dependent expression. Which of the
tensor fields defining the SO(d− 1−N) structure appear depends on the EFT index structure
of the full expression.
One must also consider what happens to the scalar kinetic terms (4.1) under variations of
the external 1-form gauge field δAµ. For example, one would have to consider terms such as
δA
(
DµK ∧DνKˆ
)
= −LδAµK ∧DνKˆ −DµK ∧ LδAν Kˆ ,
δA
(
DµJu ∧Dν Jˆu
)
= −LδAµJu ∧Dν Jˆu −DµJu ∧ LδAν Jˆu .
(5.43)
However, one can rewrite these equations by integrating by parts those terms involving deriva-
tives of δAµ to obtain an expression with only derivatives on the scalar and the external covariant
derivatives of the scalars. These expressions must necessarily be tensorial and thus expressible
in terms of the generalised Lie derivative or the nilpotent derivative, d, of the scalar fields (and
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their external covariant derivatives).
To be more explicit, when D ≥ 6 one can use the identity
LδAµK = δAµ ∧ dK + d (δAµ ∧K) , (5.44)
and integration by parts to rewrite the first equation of (5.43) in terms of the nilpotent deriva-
tives, d, acting on K, Kˆ and their external covariant derivatives. Similarly, when D ≥ 5 one
can easily prove the identities7
LΛV ∧W = Λ ∧ (LVW − V ∧ dW ) + . . . ,
V ∧ LΛW = Λ ∧ (V ∧ dW − LVW ) + . . . ,
(5.45)
where . . . denote total derivative terms and V,Λ ∈ Γ (R1) and W ∈ Γ (RD−3). These identities
can be used to rewrite the second equation of (5.43) to only involve the generalised Lie derivative
of Ju and DµJu acting on Jˆu and Dν Jˆu, as well as terms involving the nilpotent derivative, d,
of Jˆu and its external covariant derivative, and similarly for the first equation when D = 5
with Kˆ and K instead of Ju and Jˆu. Using these results it is straightforward to show that the
Y -dependence also factorises in the variation of the scalar kinetic term with respect to Aµ.
Similarly, the full EFT Lagrangian has an external Einstein-Hilbert term, LEH , where all
external derivatives have been replaced with external covariant derivatives, Dµ, see e.g. [71].
Thus, we must also consider the variation of these terms under variations δAµ. After integration
by parts so there are no derivatives on δAµ, one finds
δALEH = δAµ
M
(
gµν∂MDν ln |g|+ ∂MDνgµν − 1
2
gµλ∂Mg
νρDλgνρ + g
µλ∂Mg
νρDνgρλ
+
1
2
∂Mg
µνDν ln g
)
+ . . . ,
(5.46)
where . . . refer to the total derivative terms.8 Once again, the expression in brackets must be
a generalised tensor. However, since gµν is a generalised scalar density and there is no way of
obtaining a generalised tensor from ∂M derivatives of generalised scalar densities, it follows that
in the variation (5.46) one must be able to replace
∂Mgµν −→ |g|−1/D∂M
(
|g|1/Dgµν
)
, ∂MDµgνρ −→ |g|−1/D∂M
(
|g|1/DDµgνρ
)
. (5.47)
Indeed, an explicit calculation shows that this can be done. As a result, (5.46) vanishes when
imposing the truncation Ansatz of the metric, (5.6).
It remains to show that the Y -dependence in the equations of motion of the scalar fields
also factorises. Again, the terms involving external covariant derivatives factorise as required,
but now there are additional terms which involve only internal derivatives. To show that the
7These can easily be shown by writing the generalised Lie derivative in terms of the “Y -tensor” [74] as in (2.3).
8The author thanks Chris Blair for sharing this result.
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Y -dependence factorises for these terms, we will show that they can be rewritten in terms of
the intrinsic torsion of the Ghalf structure.
The terms only containing internal derivatives are given by the “generalised Ricci tensor”.
As shown in equation (4.20) of [10], one can rewrite the generalised Ricci tensor in terms of
covariant derivatives of a spinor. Schematically,
R · ǫ ∼ ∇2ǫ , (5.48)
where R denotes the generalised Ricci tensor, ǫ some Hd spinor, · a particular Hd action, and
∇ is a torsion-free Hd connection. The crucial property for us is that the combination on the
right-hand side is independent of the choice of torsion-free Hd connection. Note that there is
no unique torsion-free Hd connection [9, 10] unlike in the case of O(d) structures in differential
geometry.
Consider now the covariant derivative of a Ghalf spinor on the internal space, ε, using a Ghalf
connection, ∇˜, which in general will not be torsion-free. By definition,
∇˜ε = 0 . (5.49)
However, since Ghalf ⊂ Hd, ∇˜ is a torsion-full Hd connection, and thus
∇˜ε = ∇ε+ T · ε , (5.50)
where ∇ is a torsion-free Hd connection, in general depending on the choice of ∇˜, and T denotes
the torsion of ∇˜. This implies that we can write
∇ε = −T · ε , (5.51)
where T depends on ∇ and thus implicitly on the choice of Ghalf connection, ∇˜. This implies
that T is not necessarily entirely intrinsic.
Now consider (5.48) evaluated on a Ghalf spinor. We have
R · ε = T 2 · ε , (5.52)
independent of which Hd connection we use. Thus, this is also clearly independent of the choice
of Ghalf connection and we see that T
2 is necessarily projected onto its intrinsic part. This
implies that the generalised Ricci tensor can be expressed as the square ot the intrinsic torsion
of the Ghalf structure. As we showed in section 5.5, the truncation Ansatz ensures that the Y -
dependence of the intrinsic torsion factorises. One can use this to show that it also necessarily
factorises in the equations of motion, expressed as the square of the intrinsic torsion. This
suffices to show that the truncation Ansatz outlined in section 5.1 subject to the conditions
discussed in 5.3 leads to a consistent truncation of the original theory.
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Note that this proof relied only on the fact that we have a supersymmetric truncation
Ansatz. The amount of preserved supersymmetry was irrelevant. This means that our proof
can be extended to other amounts of SUSY, using an analogous truncation Ansatz, and imposing
the analogous conditions of section 5.3, i.e. the closure condition, spinor condition and that the
resulting embedding tensor is constant. It also extends to four-dimensional and chiral six-
dimensional truncations which we will discuss in sections 7 and 8.
5.7 Examples
Let us now give an example of such a half-maximal consistent truncation, which comes from the
truncation of M-theory on K3×T n, where K3 need not be compact. We have already discussed
how these backgrounds define a Ghalf structure with vanishing torsion, and thus it is easy to
define a consistent truncation on them.
5.7.1 M-theory on K3
The consistent truncation of M-theory on K3 is obtained by using the SO(3) structure defined
by K3 in the truncation Ansatz (5.5). In particular, we take
ρ5 =
√
g , n = vol(4) , nˆ = 1 , ωA = ΩA , (5.53)
where A = 1, 2, 3. As we showed in section 3.6.1, these objects have vanishing intrinsic torsion
and thus we obtain a half-maximal seven-dimensional with only a gravitational supermultiplet.
5.7.2 M-theory on K3× S1
We have already described in section 3.6.2 that K3×S1 has a SO(4) structure. However, because
the background is a trivial product of K3 with S1, the structure group can be further reduced
to SO(3). The SO(3) structure is given by
ρ4 =
√
g , n = vol(4) , nˆ = σ , ωU = ΩU ,
ω4 = σ˜ + vol(5) , ω5 = σ˜ − vol(5) ,
(5.54)
where U = 1, 2, 3 and we use the same conventions as in section 3.6.2.
Following section 3.6.2, one can see that the ωA’s now satisfy
ωA ∧ n = 0 ,
ωA ∧ ωB = ηABn ,
(5.55)
where ηAB = diag (1, 1, 1, 1,−1) and thus they define a SO(3) structure. However, one can easily
check that the intrinsic torsion of this SO(3) structure still vanishes, i.e.
dn = dnˆ = LωAωB = LωAnˆ = LωAρ = 0 . (5.56)
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This means that one can keep one vector multiplets in the consistent truncation on K3×S1
and obtain a six-dimensional half-maximal non-chiral supergravity. This is not surprising: if
we had first performed a consistent truncation on K3 as in section 5.7.1 and then performed
a consistent truncation of this theory on S1 we would have obtained a six-dimensional half-
maximal SUGRA coupled to one vector multiplet.
5.7.3 M-theory on K3× T 2
In section 3.6.3, we have discussed how K3 × T 2 defines a SO(5) structure. Let us explicitly
show that this background actually defines a SO(3) structure, since it is a product manifold of
K3 with a generalised parallelisable space. The SO(3) structure is defined by
ρ3 =
√
g , n = vol(4) , nˆ = vol(2) , ωU = ΩU ,
ω4 = σ + σ˜ ∧ vol(4) , ω5 = σ′ + σ˜′ ∧ vol(4) ,
ω6 = σ − σ˜ ∧ vol(4) , ω7 = σ′ − σ˜′ ∧ vol(4) ,
(5.57)
where U = 1, 2, 3 and we use the same conventions as in section 3.6.3. These sections indeed
satisfy (5.2) with ηAB = diag (1, 1, 1, 1, 1,−1,−1).
Finally, it is easy to see that the intrinsic torsion of this SO(3) structure still vanishes.
Thus, we obtain a consistent truncation to five-dimensional half-maximal SUGRA coupled to
two vector multiplets. The fact that we have a product manifold of a hyperka¨hler manifold with
a generalised parallelisable manifold gives us the extra structure needed to keep the extra vector
multiplets.
5.8 Universal consistent truncations for half-maximal warped AdS and
Minkowski vacua
Using the technology developed here we can prove that for any half-maximal warped AdSD or
MinkD solution of type II or 11-dimensional supergravity, there is a consistent truncation to a
half-maximal gauged SUGRA in D dimensions keeping only the gravitational supermultiplet.
This proves a particular case of a conjecture of [57] (the case where D ≥ 4 and we have half-
maximal supersymmetry), as well as a particular case of the conjecture of [58]. The case of
supersymmetric seven-dimensional AdS vacua has been proven in [102] by explicit construction.
The proof is straightforward and here we will present it for D ≥ 5, excluding chiral su-
persymmetry in six dimensions. For D = 4 we give the proof in section 7.5 and for chiral
six-dimensional vacua in 8.3. As we have already discussed in section 3.4, a half-maximal AdSD
or Minkowski vacuum must have a “weakly integrable” Ghalf structure. This means that its
intrinsic torsion satisfies
dK = LJuKˆ = LJuκD−2 = 0 ,
LJuJv = R¯uvwJw ,
(5.58)
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as well as
dKˆ − 1
4
ǫuvwR¯
uvwK , for D = 7 ,
dKˆ = − 1
18
ǫuvwxJ
uR¯vwy , for D = 6 , (5.59)
LKˆJu = −
1
3
√
2
ǫuvwxyJ
yR¯wxy , LKˆK = LKˆκ3 = 0 , for D = 5 .
Here R¯uvw = κR2 uvw, in terms of the intrinsic torsion given in (3.55), must be constant. It
encodes the cosmological constant of the AdSD vacuum in a way that breaks the R-symmetry of
the half-maximal SUGRA to match that of the appropriate lower-dimensional superconformal
algebra. The case R¯uvw = 0 corresponds to a Minkowski vacuum, as follows from [50] and [88].
As we have already discussed the Ghalf structure, and thus the sections K, Kˆ, Ju and κ only
depend on the YM coordinates and not those of the external space. In other words, they are in
fact sections of the RYi and SY bundles, and thus they define a SO(d− 1) structure on Md. As
a result, we can use them to define a truncation around this vacuum, by taking ρ = κ, n = K,
nˆ = Kˆ and ωu = Ju in (5.1), (5.2) and (5.5), with u = 1, . . . , d− 1 and ηuv = δuv .
From the weak integrability conditions (5.58), (5.59) with (5.25), we see that we fulfil the
conditions necessary to have a consistent truncation. In particular, we obtain a half-maximal
gauged SUGRA with embedding tensor
fuvw = R¯uvw , (5.60)
and
θ = −1
4
ǫuvwR¯
uvw , for D = 7 ,
θu = − 1
18
ǫuvwxR¯
vwx , for D = 6 , (5.61)
ξuv = − 1
3
√
2
ǫuvwxyR¯
wxy , for D = 5 .
Note that a general half-maximal AdS and Minkowski vacuum will only give us enough
structure to keep the gravitational multiplet, as we are doing here. Only when the vacuum
admits more structure, can additional vector multiplets be kept, as we saw in the examples 5.7.
6 Relation to heterotic DFT
We will now show how the technology developed here can be used to obtain SO(d−1, N) heterotic
double field theory, with N < d−1, from exceptional field theory. This will in particular allow us
to see which consistent truncations of type II, or 11-dimensional, SUGRA can also be obtained
from heterotic SUGRA. Because consistent truncations of type II and 11-dimensional SUGRA
only keep N < d−1 vector multiplets, as we have shown in section 5, we can only obtain heterotic
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DFT with N < d− 1 gauge fields. One may expect to be able to see the full number of gauge
fields of the heterotic theory by studying effective theories, rather than consistent truncations.
We leave this question to further work.
6.1 The heterotic DFT reduction Ansatz
To obtain heterotic double field theory from exceptional field theory, we clearly need to break
half the supersymmetries, and thus our internal space must have a Ghalf structure. If we assume
that the internal space actually has a SO(d − 1 − N) structure, then we will obtain N vector
multiplets. These SO(d− 1−N) structure is defined as in section 5, i.e. we have
(ωA , n , nˆ , ρ) , (6.1)
where A = 1, . . . , d − 1 + N labels the vector representation of SO(d − 1, N), and ωA ∈ RY1 ,
n ∈ RY2 , nˆ ∈ RYD−4 and ρ ∈ SY . These bundles are defined over the background and thus (6.1)
only depend on the YM coordinates. These sections must satisfy the compatibility conditions
(n⊗ n) |Rc⊗S4 = 0 ,
(nˆ⊗ nˆ) |R∗c⊗S2D−8 = 0 ,
ωA ∧ n = 0
ωA ∧ ωB = ηABn ,
(6.2)
where ηAB is the invariant metric of SO(d − 1, N). We further require the intrinsic torsion of
this SO(d− 1−N) structure to satisfy the same conditions as for consistent truncations (5.25).
Thus,
dn = fA ωA ,
LωAωB ≡ XABC ωC = fABC ωC + f[A ωB] +
1
2
ηABfC ω
C ,
LωAnˆ = (ξA − fA) nˆ ,
LωAρD−2 = ρD−2 ξA ,
(6.3)
and the dimension-specific part
dnˆ = θ n , for D = 7 ,
dnˆ = θAωA , for D = 6 , (6.4)
and for D = 5,
Lnˆn = ξn , Lnˆρ3 = ξρ3 ,
LnˆωA = ξABωB + 1
2
ξωA .
(6.5)
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with fABC , fA, ξA, ξ, ξAB, θA and θ constant. While this is the most general set-up one can
consider, any theory with ξA 6= 0 or ξ 6= 0 will not admit an action principle, just like for
consistent truncations, while the deformations and gaugings ξAB, θA and θ do not have an
obvious higher-dimensional origin in terms of heterotic string theory. Thus, it seems natural to
remove these and hence require the SO(d− 1, d − 1) structure, ρ, n, nˆ to be integrable.
We now use an Ansatz for the scalar fields of the exceptional field theory which is similar to
that in used in section 5,
〈JuM 〉(x, Y ) = buA(x, Y )ωAM (Y ) ,
〈K〉(x, Y ) = n(Y ) ,
〈Kˆ〉(x, Y ) = e−2d(x, Y ) nˆ(Y ) ,
〈κ〉(x, Y ) = e−2d/(D−2)(x, Y ) ρ(Y ) ,
〈gµν〉(x, Y ) = gˆµν(x, Y ) e−4d/(D−2)(x, Y ) ρ2(Y ) ,
(6.6)
with one of the key differences being that the scalar fields can now depend on both xµ and YM .
The above Ansatz will give an string-frame metric and make comparison easier with heterotic
DFT. As we will see, the fields e−2d and bu
A become the generalised dilaton of the heterotic
DFT and the left-moving frame fields.
For the gauge fields, we use the analogous Ansa¨tze, i.e. (5.14), (5.15) and (5.16), with the
coefficients of the SO(d− 1−N) structure again being allowed to depend on both xµ and YM .
The analogous construction preserving maximal supersymmetry, i.e. based on a generalised
Scherk-Schwartz Ansatz, has recently been used to obtain massive IIA [59] and generalised
IIB [60] from exceptional field theory.
An arbitrary dependence on YM , however, is incompatible with half-maximal SUSY, and
thus we need to impose further restrictions on the YM dependence. In order to obtain a half-
maximally supersymmetric theory, we need to ensure that the internal derivatives do not source
spinors of SO(d − 1), analogous to the condition required for consistent truncations. Further
making use of the analogy with consistent truncations, we want to be able to expand the internal
derivatives in terms of the SO(d− 1−N) structure. This implies that we require
∂M = ρ
D−2ωˆAM∂A , (6.7)
where
∂A = ωA
M∂M . (6.8)
Thus, the half-maximal theory can only depend on d− 1 +N of the internal YM coordinates.
While we have written these “twisted” derivatives, ∂A = ωA
M∂M , as partial derivatives, they
will in general not commute. However, we want to interpret them as coordinate derivatives and
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thus we must impose that
[∂A, ∂B ] = 0 . (6.9)
Using the definition of the generalised Lie derivative in terms of the “Y-tensor” [74],
LωAωBM = ωAN∂NωBM − ωBN∂NωAM + YMNPQ ωBP∂NωAQ , (6.10)
we can write
[∂A, ∂B ] = LωAωBM∂M − YMNPQ ωBP∂MωAQ∂N . (6.11)
Thus, we see that in order for the twisted derivatives, ∂A, to commute, we require
LωAωBM∂M = XABC∂C = fABC∂C + f[A∂B] +
1
2
ηABf
C∂C = 0 , (6.12)
as well as
YMNPQ ωB
P∂MωA
Q∂N = 0 . (6.13)
To obtain the first condition we used (5.25). These conditions should as usual be understood as
acting on any of the field of the reduced theory that we thus obtain. If we take fA = 0, as usual
for the heterotic theory, then the first condition (6.12) reduces to exactly that of the heterotic
DFT [103]
fAB
C∂C = 0 . (6.14)
The condition (6.13) requires the section condition to hold when mixed between objects of the
reduced theory and the “twists” ωA
M .
6.2 Heterotic DFT generalised Lie derivative
Let us see how the generalised Lie derivative reduces. Consider
〈V 〉(x, Y ) = V A(x, Y )ωA(Y ) ,
〈W 〉(x, Y ) =WA(x, Y )ωA(Y ) ,
(6.15)
with V A and WA satisfying (6.7) and (6.8). Then we find
〈LVWM 〉 = ωAML(f)V WA , (6.16)
where we have defined
L
(f)
V W
A = LVW
A + fBC
AV BWC + fBV
[BWA] +
1
2
V BWV f
A ,
LVW
A = V B∂BW
A −WB∂BV A +WB∂AVB ,
(6.17)
where we raise/lower the A,B = 1, . . . , d−1+N indices with ηAB. This is the gauged SO(d−1, N)
double field theory generalised Lie derivative, where the gauge group is encoded in fABC and fA.
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This means that the intrinsic torsion of the Ghalf structure on the internal space now defines the
gauge group of the heterotic DFT rather than that of the lower-dimensional gauged SUGRA. It
is also easy to check that the section condition of exceptional field theory reduces to that of the
heterotic double field theory
ηAB∂A∂B = 0 . (6.18)
We have thus obtained the heterotic double field theory. What is happening here is analogous
to what happens when considering a Scherk-Schwarz reduction of double field theory, see for
example [24]. The key difference is that here we obtain heterotic DFT from exceptional field
theory, and thus must break half the supersymmetry. This difference is important if one wants
to understand dualities between type II and heterotic theory.
It is easy to see that the fields e−2d and bu
A correspond to the generalised dilaton and the
left-moving vielbeine. For example, let us find their transformation properties under the DFT
generalised diffeomorphism. These can be found by acting with the generalised Lie derivative
on the SO(d− 1) structure. One finds
〈LV Ju〉 =
(
L
(f)
V˜
bu
A
)
ωA , 〈Kˆ〉 =
(
L
(ξ)
V˜
e−2d
)
nˆ , (6.19)
where V = V˜ AωA, L
(f) is given in (6.17) and
L
(ξ)
V e
−2d = ∂A
(
e−2dV A
)
+ e−2dξAV
A , (6.20)
is indeed the action of the heterotic generalised Lie derivative on the generalised dilaton. Fur-
thermore, the SO(d − 1)R symmetry becomes part of the generalised Lorentz symmetry of the
heterotic DFT. The SO(d− 1)R-invariant combination
HAB = ηAB − 2buAbuB , (6.21)
is the generalised metric of the heterotic DFT. This shows that the bu
A are the generalised frame
fields of the heterotic theory [103,104].
6.3 Intrinsic torsion and scalar potential
Using the half-maximal reformulation of exceptional field theory that we developed in section
7.4 one can now proceed to calculate the reduction of the entire action. This yields the heterotic
DFT action. Let us exemplify this by calculating the reduction of the scalar potential, which
gives the heterotic generalised Ricci scalar. The reduction of the kinetic and topological terms
are so similar to what happened in section 5 when applying a consistent truncations that we
will not go through the details here. An example of how this is done for D = 7 can be found
in [49].
We begin by calculating the reduction of the intrinsic torsion of the Ghalf structure. Its
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universal components become
〈T1〉 = ρ−2e4d/(D−2)PAB+ fAωB ,
〈T2u〉 = ρ−1e2d/(D−2)buAfA ,
〈R1uv〉 = ρ−2e4d/(D−2)PAB+ Ω(f)uv AωB ,
〈R2 uvw〉 = ρ−1e2d/(D−2)Ω(f)uvw ,
〈Uu〉 = ρ−1e2d/(D−2)Ωu ,
〈T3〉 = 〈S1u〉 = 〈S2〉 = 0 ,
(6.22)
where we have defined
Ω
(f)
uv A = L
(f)
b[u
bv]A ,
Ω(f)uvw = bw
AΩ
(f)
uv A = bwAL
(f)
b[u
bv]
A ,
Ω(ξ)u = e
2dL
(ξ)
bu
e−2d .
(6.23)
Note that the generalised Lie derivative acts as usual on a scalar density as
LV e
−2d = ∂A
(
V Ae−2d
)
. (6.24)
For the dimension-dependent parts of the intrinsic torsion one finds
〈P1〉 = e8d/5θ , 〈P2〉 = 0 , for D = 7 , (6.25)
〈P1〉 = ρ−2e−dPAB+ θAωB , 〈P2u〉 = ρ−1e−3d/2buAθA , for D = 6 , (6.26)
and for D = 5
〈P3 u〉 = e−2d/3ρ−2buAPBC+ ξACωB , 〈P4 uv〉 = ρ−1e−4d/3buAbvBξAB ,
〈P1〉 = 0 , 〈P2〉 = 0 .
(6.27)
We have here taken ξ = 0 as this is a trombone gauging for which one does not obtain an action
principle. We can already see that the gaugings θ, θA and ξAB are problematic. Comparing
with (6.22) we see that these gaugings must have a non-trivial weight under generalised diffeo-
morphisms, and thus cannot be viewed as parameters. This once again highlights that their
interpretation in the heterotic theory is troublesome.
Using these results we find that the universal part of the scalar potential, (4.6), reduces to
〈|e|V0〉 = ρD−2|e¯|e−2d
(
1
3
Ω(f)uvwΩ
(f)uvw + PAB+ Ω
(f)
uv AΩ
(f)uv
B − 2ΩuΩu
−4buA∂AΩu − 2ΩubuAfA +HABfAfB
)
,
(6.28)
where we have taken ξA = 0, as otherwise the theory does not admit an action. The first line
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in (6.28) corresponds to the usual generalised Ricci scalar of heterotic DFT, i.e. where only the
gaugings fABC 6= 0, are considered, in the frame formulation [11,12,103].
We can also easily calculate the dimension-dependent parts. These are, up to a conformal
transformation of the external metric, unmodified from the case when considered a consistent
truncation, equation (5.41). Explicitly, we find
〈|e|V7〉 = ρ5|e¯|
(
1
16
e−4d/5θǫuvwΩ(f)uvw −
1
16
e2d/5θ2
)
,
〈|e|V6〉 = ρ4|e¯|
(
−8e−6dηABθAθB + 16
3
e−4d bu
AΩ(f)vwxǫ
uvwxθA + e
−4d
(
γPAB
−
+ λPAB+
)
fAθB
)
,
〈|e|V5〉 = ρ3|e¯|
[
1
4
e2d/3
(HABHCD − ηABηCD) ξACξBD +
√
2
3
e8d/3 bu
Abv
BΩ(f)wxyǫ
uvwxyξAB
]
.
(6.29)
Once again we see that the gaugings θ, θA and ξAB must have non-vanishing weights under the
generalised Lie derivative and thus it is not clear whether they can be interpreted as gaugings or
deformations of the theory. This is perhaps not surprising as these gaugings and deformations
do not have an obvious higher-dimensional origin in terms of the heterotic theory.
6.4 M-theory / heterotic duality
We showed that EFT can be reduced to heterotic DFT by expanding the EFT fields in terms
of a background SO(d − 1 − N) structure, just like for consistent truncations. However, the
would-be lower-dimensional fields are now still allowed to depend on the internal coordinates
YM subject to the constraints
ωM = ρ
D−2ωAMωA
N∂N ,
XAB
C∂C = 0 ,
YMNPQ ωA
P∂MωA
Q∂N = 0 ,
(6.30)
as well as the section condition
ηAB∂A ⊗ ∂B = ηAB∂A∂B = 0 , (6.31)
when acting on any of the fields of the heterotic DFT. Furthermore, the intrinsic torsion of the
SO(d − 1 − N) structure, ρ, n, nˆ and ωA, becomes the gauge group of the heterotic DFT. We
already indicated that one should also require the SO(d− 1, d− 1) structure, defined by ρ, n, nˆ,
to be integrable, as otherwise the deformations do not have an obvious interpretation in terms
of the heterotic string.
Consider now a consistent truncation of M-theory, or type II string theory, defined by some
SO(d− 1 −N) structure, that is by the tensors ρ(Y ), n(Y ), nˆ(Y ) and ωA(Y ), and its intrinsic
torsion. Next, consider the heterotic theory obtained by the above procedure with the fields
satisfying (6.30) and (6.31). If these conditions can be solved by allowing the fields to depend
on d − 1 coordinates, then the consistent truncation of M-theory / type II also arises as a
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truncation of the heterotic theory, and thus these theories are dual on such a space. This
happens, for example, when considering the truncation on K3 as in section 5.7.
It should be noted that because here we are working with consistent truncations, we are only
seeing the 10-dimensional heterotic theory with a small number of vector multiplets. This guar-
antees that both theories give the same lower-dimensional half-maximal SUGRA. For instance,
in the above example of M-theory on K3×T d−4, one obtains an ungauged (11− d)-dimensional
SUGRA with scalar coset space SO(d−1,d−4)SO(d−1)×SO(d−4) and thus the dual heterotic theory on T
d−1 is
already truncated to have only d − 4 vector multiplets in ten dimensions. This answers some
of the questions raised in [105] which studied the M-theory / heterotic duality in the context of
consistent truncations.
It would be interesting to try and investigate the relation between EFT and heterotic DFT
from an effective viewpoint where one would hope to see the duality between the low-energy
theories of the M-theory and heterotic compactifications. In particular, this should allow one to
obtain the full heterotic theory with 16 vector multiplets.
6.5 Modified SO(5, N) double field theory
Recall that in five dimensions, there is an extra vector field in the half-maximal spectrum [54]. In
the consistent truncation this arises because the dilaton structure contains a generalised vector
field, Kˆ, equivalently nˆ in the consistent truncation. As we have shown in 5, this allowed us to
expand generalised vectors of the exceptional field theory in terms of nˆ, in addition to the usual
ωA vector fields from the SO(5−N) structure.
This leads to the question if we can also associate an extra coordinate with this vector field in
a modified half-maximal SO(5, N) double field theory. From the set-up outlined in the previous
section, this arises if we slightly relax the constraint (6.7) and (6.8) to become
∂M = ρ
−3nM∂0 + ρ
−3ωˆAM∂A , (6.32)
when acting on any field of our half-maximal theory. In other words, we are now allowing for
the possibility that
∂0 ≡ ρ nˆM∂M 6= 0 , (6.33)
when acting on any field of this half-maximal theory. In particular, this relaxation is compatible
with half-maximal supersymmetry. Note that we can take N arbitrary large, if we ignore its
origin as a consistent truncation of E6(6).
Let us now follow the procedure outlined above with the modified constraint (6.32). We will
denote a generalised vector field of this theory, which has 6 +N components, by VA = (v, V A)
with A = 1, . . . , 5 +N . From the truncation of the exceptional field theory we now obtain the
generalised Lie derivative
LVWA =
(LVw, LVWA) , (6.34)
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given by
LVw = LξV v ≡ ∂A
(
V Av
)
+ V AvξA ,
LVWA = LfVWA + ∂0
(
vWA
)
+ vWBξ
BA +
1
2
vWAξ ,
(6.35)
where
LfVW
A = V B∂BW
A −WB∂BV A +WB∂AVB + fBCAV BWC , (6.36)
is the usual generalised Lie derivative of heterotic double field theory with gauge group defined
by fBC
A. Note that the singlet components, v, of the modified generalised vector field transform
as scalar densities under the usual DFT generalised Lie derivative.
Let us for the remainder focus solely on the “undeformed theory” where fABC = fA = ξA =
ξAB = ξ = 0. The section condition for this theory is obtained from
dMNP∂M ⊗ ∂N = 0 , (6.37)
which gives
ηAB∂A ⊗ ∂B = ∂A ⊗ ∂0 + ∂0 ⊗ ∂A = 0 , (6.38)
where as usual we are taking the derivatives to act on arbitrary products of fields, or as double
derivatives on any one field of our theory. We see that there are two distinct solutions:
(a) ∂0 = 0 , η
AB∂A ⊗ ∂B = 0 ,
(b) ∂A = 0 , ∂0 6= 0 .
(6.39)
Solutions of type (a) correspond to those of the usual SO(5, N) heterotic DFT coming from ten
dimensions, while those of type (b) correspond to a 5+1 split of half-maximal six-dimensional
SUGRA. In this case the SO(5, N) symmetry is unbroken in six dimensions and thus we are
led to identify this theory with the six-dimensional N = (2, 0) SUGRA coupled to N tensor
multiplets. The tensor fields have in this description been dualised into five-dimensional vector
fields.
We see that this modified SO(5, N) double field theory, which is contained inside the E6(6)
EFT, unifies 10-dimensional half-maximal SUGRA with N = (2, 0) SUGRA in six dimensions.
This is analogous to what happens in double field theory at SL(2) angles [44]. It would be
interesting to investigate the role of the deformations fABC , fA, ξA, ξAB and ξ in this theory.
One might imagine that when using solution (b) of the section condition, they are related to the
A-D-E gauge group of the self-dual strings of the chiral six-dimensional theory [106].
As outlined in 6, one can determine the action of this theory from the E6(6) EFT action. We
leave this, and further study of this theory for future work. Let us end this section by mentioning
that the analogous construction in four dimensions would allow dependence on SL(2) copies of
6 +N coordinates, would reduce E7(7) exceptional field theory to “double field theory at SL(2)
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angles” [44].
7 Four-dimensional half-maximal SUGRA
Let us now turn our attention to four-dimensional half-maximal supergravities obtained from
exceptional field theory. The necessary exceptional generalised structure group is in this case
Ghalf = SU(4) ≃ SO(6) . (7.1)
We will now describe this structure group bosonically in E7(7) EFT. As we already mentioned,
this will be similar to the pattern discussed in section 3, but not identical to it.
In particular, we will make use of the R1, R2 and R3 bundles, of weight 12 , 1 and 32 ,
respectively, under the generalised Lie derivative, whose fibres are the vector spaces listed in
table 2. We will also use a wedge product which maps
R1 ∧R1 −→ R2 ,
R1 ∧S R1 −→ 1 ,
R1 ∧R2 −→ R3 ,
(7.2)
and similarly for the corresponding bundle maps. This is similar to the notation in 3.1, except
that we denote the wedge product onto the adjoint without the subscript P and instead add a
subscript S for the product onto the singlet. Explicitly we have for A1, A2 ∈ R1 and B ∈ R2,
(A1 ∧A1)α = A1MA2N (tα)MN ,
(A1 ∧S A1) = A1MA2NΩMN ,
(A ∧B)M α = (P912)M α N βANBβ .
(7.3)
Here M,N = 1, . . . , 56 labels the fundamental representation of E7(7), α = 1, . . . , 133 labels the
adjoint representation, tα are the generators of E7(7), ΩMN is the symplectic invariant of E7(7)
and
(P912)
M α
N β = −12
7
(tβ)
M
K (t
α)N
K +
4
7
(tβ)N
K (tα)K
M +
1
7
δMN δ
α
β , (7.4)
is the projector onto the 912, as given in [107].
The E7(7) generalised Lie derivative is given by [4, 10,74]
LΛAM = ΛN∂NAM − 12 (P133)M NKLAN∂KΛL + 1
2
AM∂NΛ
N ,
LΛBα = ΛN∂NBα + 12fαβγ (tβ)L KBγ∂KΛL +Bα∂NΛN ,
(7.5)
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where A ∈ Γ (R1) and B ∈ Γ (R2), fαβγ are the E7(7) structure constants and
(P133)
M
N
K
L = (tα)
M
N (t
α)K L
=
1
24
δMN δ
K
L +
1
12
δML δ
K
N + (tα)
MK (tα)NL −
1
24
ΩMKΩNL ,
(7.6)
is the projector onto the adjoint.
Throughout we will be raising and lowering fundamental E7(7) indices with ΩMN and using
a north-west south-east convention, i.e.
VM = ΩMNVN , VM = V
NΩNM , (7.7)
with
ΩMKΩNK = δ
M
K . (7.8)
The adjoint indices α, β = 1, . . . , 133 are raised/lowered with the Killing metric
καβ = (tα)
M
N (tβ)
N
M . (7.9)
7.1 SO(6) structure and intrinsic torsion
7.1.1 Axio-dilaton structure
We begin by observing that
SO(6) ⊂ SO(6, 6) ⊂ E7(7) × R+ , (7.10)
and thus we begin by describing a SO(6, 6) structure. Here we see the first difference to the
case D ≥ 5 since the maximal commutant of SO(6, 6) ⊂ E7(7) is SL(2) not U(1). In order to
break the SL(2) we now need a SL(2) triplet of sections of the R2 bundle, satisfying certain
compatibility conditions. From table 2 we see that the R2 bundle is in this case the adjoint
bundle, of weight 1 under the generalised Lie derivative.
Thus, a SO(6, 6) structure is defined by a triplet of adjoint fields Kij
α, with K[ij]
α = 0 and
where α = 1, . . . , 133 labels the adjoint of E7(7) and i, j = 1, 2 are fundamental SL(2) indices.
The compatibility conditions that these must satisfy are
(Kij ⊗Kkl) |1539 = 0 ,
[Kij , Kkl] = −2κ2
[
ǫi(kKl)j + ǫj(kKl)i
]
,
tr (KijKkl) = Kij
αKkl α = 12κ
4ǫi(kǫl)j ,
(7.11)
where κ is a scalar density of weight 12 , and ǫij is the SL(2) invariant antisymmetric tensor. We
will use this to raise/lower SL(2) indices according to the north-west south-east convention:
vi = ǫijvj , vi = v
jǫji , (7.12)
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with
ǫikǫjk = δ
i
k . (7.13)
Under the decomposition E7(7) −→ SO(6, 6) × SL(2), the adjoint branches as
133 −→ (66,1) ⊕ (32,2)⊕ (1,3) . (7.14)
The conditions (7.11) imply that the Kij ’s correspond to the (1,3). It is easy to check that this
breaks E7(7) −→ SO(6, 6).
As we will see, upon reduction to half-maximal supergravity, the SO(6, 6) structure contains
the degrees of freedom of the four-dimensional axio-dilaton. Thus we will also call the SO(6, 6)
structure an axio-dilaton structure.
Let us at this stage also mention that four-dimensional half-maximal supergravities have
SU(4)×U(1) R-symmetry. The U(1) generator is contained inside the axio-dilaton structure as
Kˆ = δijKij . (7.15)
From (7.11) one can see that Kˆ is anti-Hermitian and thus must correspond to the U(1) ⊂ SL(2)
generator.
The axio-dilaton structure here is very similar to the N = 2 hypermultiplet structure [87]:
the two cases define SO∗(12) and SO(6, 6) structure groups, respectively. These are different
real forms of SO(12), and are thus related by analytic continuation.9 However, one should not
be fooled into thinking that under the embedding N = 2 → N = 4, the axio-dilaton structure
reduces to the hypermultiplet structure.
7.1.2 SO(6) structure
In order to further break the structure group to SO(6) ⊂ SO(6, 6) ⊂ E7(7) × R+ we need to
introduce a further twelve generalised vector fields Ju i ∈ Γ (R1) where u = 1, . . . , 6 labels
the vector representation of SO(6)R, the SO(6) R-symmetry group, while i = 1, 2 transforms
under the SL(2) group generated by the axio-dilaton structure Kij . We will throughout be
raising/lowering the SO(6)R indices with δuv.
The generalised vector fields are subject to a compatibility requirement which is very similar
to that in section 3. We require that
Ju i ∧Kjk = 0 ,
Ju i ∧ Jv j = δuvKij + ǫijJuv ,
(7.16)
where ∧ has been defined in (7.3), and the Juv are SO(6)R generators, similar to what we
found for D ≥ 5. These conditions can be understood as follows. When decomposing E7(7) −→
9When comparing our formulae to [87] it is important to note that we are following the conventions of [4] and
hence our traces, in particular, differ.
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SO(6, 6) × SL(2), the fundamental representation branches as
56 −→ (12,2)⊕ (32′,1) . (7.17)
The first condition in (7.16) implies that Ju i ∈ (12,2). Decomposing further under
SO(6)S × SO(6)R × SL(2) ⊂ SO(6, 6) × SL(2) ⊂ E7(7) , (7.18)
where the subscripts S/R stands for the structure and R-symmetry group, respectively, one finds
that
(12,2) −→ (6,1,2) ⊕ (1,6,2) . (7.19)
These two representations will appear in the second equation of (7.16) with opposite signs and
thus we now find that
Ju i ∈ (1,6,2) . (7.20)
Twelve such vectors, together with the axio-dilaton structure break E7(7) × R+ −→ SO(6)S .
From the compatibility conditions (7.11) and (7.16) it follows that the Ju i completely deter-
mine the Kij , as well as Juv, via
Kij =
1
6
Jui ∧ Ju j ,
Juv =
1
2
Ju i ∧ Jvi ,
(7.21)
and that Kij and Juv act as SL(2) and SO(6)R transformations on the Ju i, i.e.
Kij · Ju k = 2κ2ǫk(iJ|u|j) ,
Juv · Jw i = −κ2δw[uJv]i ,
(7.22)
where we use the north-west south-east convention for raising/lowering indices, e.g.
(Kij · Ju k)M = Kijα (tα)MN Ju kN . (7.23)
The compatibility requirements also imply that
Ju i ∧S Jv j = −6κ2δuvǫij . (7.24)
It is worth pointing out that the twelve Ju i completely determine all three Kij ’s. This is
different to the situation for D ≥ 5 (see section 3), where the Ju’s only determined K but not
Kˆ.
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7.1.3 Intrinsic torsion of the axio-dilaton structure
Just as for D ≥ 5 we now first find the intrinsic torsion of the axio-dilaton structure. Let us first
calculate what representations are expected in the intrinsic torsion, following [50]. The space of
torsions is given by
W = 912⊕ 56
=
(
352′,1
) ⊕ (220,2)⊕ 2 · (12,2)⊕ (32′,3)⊕ (32′,1) , (7.25)
where we have decomposed E7(7) −→ SO(6, 6)×SL(2). On the other hand, the space of SO(6, 6)
connections is
KSO(6,6) =
(
(12,2)⊕ (32′,1))⊗ (66,1)
=
(
1728′,1
) ⊕ (560,2)⊕ (352′,1)⊕ (220,2) ⊕ (32′,1) ⊕ (12,2) . (7.26)
As a result, the image of the torsion map τSO(6,6) : KSO(6,6) −→ W is
ImτSO(6,6) =
(
352′,1
) ⊕ (220,2)⊕ (32′,1) ⊕ (12,2) . (7.27)
Finally, we find that the intrinsic torsion lies in
WSO(6,6) =W/ImτSO(6,6) ,
= (12,2)⊕ (32′,3) . (7.28)
We now want to find explicit expressions for the intrinsic torsion. Just like in section 3.3, it
will be given by tensors built out of one derivative of the axio-dilaton structure (Kij , κ). To do
this, we will use the combination
(dKij)
M = −12 (tα)MN ∂NKijα − 1
2
ΩMNWij,N , (7.29)
where Wij,N is a set of three compensator fields, as introduced in [4]: For a tensor T ∈ Γ (R2),
one can construct a covariant derivative by taking
(dT )M = −12 (tα)MN ∂NTα − 1
2
ΩMNWN , (7.30)
where the compensator field, W , must satisfy
(tα)
MN WM∂N = ω
MNWM∂N = (tα)
MN WMWN = 0 , (7.31)
and must have the following anomalous transformation under the generalised Lie derivative
∆ΛWM = −24 (tα)P NTα∂M∂NΛP . (7.32)
55
As shown in [4], the combination (7.29) is then a generalised vector field.
For a general tensor in T ∈ Γ (R2) it is not clear how to construct an appropriate compensator
field WM . However, here there is a way to construct the compensator fields because we have a
triplet of Kij related by the compatibility requirements (7.11). The appropriate compensator
fields are given by
Wij,M = − 1
2κ2
Kk(i
α∂MK
k
j)α . (7.33)
Thus we find that the combination
(dKij)
M = −12 (tα)MN ∂NKijα + 1
4κ2
ΩMNKk(i
α∂NK
k
j)α , (7.34)
transforms as a tensor.
In general, one would expect (dKij)
M to contain the following representations of SO(6, 6)×
SL(2) ⊂ E7(7)
(1,3) ⊗ [(12,2) ⊕ (32′,1)] = (12,2) ⊕ (12,4) ⊕ (32′,3) . (7.35)
However, from (7.28), we know that there is no component transforming in the (12,4). Thus,
we find that
(dKij)
M = Kij
α (tα)
M
N T˜
N + . . . , (7.36)
where T˜M is the components transforming in the (12,2) and . . . denotes the (32′,3). We do
not need its explicit form since it only contains spinorial representations under SO(6)S and thus
it will not play a role in truly half-maximal theories, as we are considering here.
Finally, let us mention that the definition of the intrinsic torsion of the SO(6, 6) structure is
compatible with [87]. Up to an unimportant change of signature, we can use the same formula
(7.36) to define the intrinsic torsion of a hypermultiplet structure, as relevant in [87]. It is
easy to show that the vanishing of the intrinsic torsion as given in (7.36) is equivalent, up to
integration by parts, to the vanishing of the moment map for the hypermultiplet structure in
equations (4.6) and (4.7) of [87]. However, for the study of consistent truncations, it will be
crucial to have a local expression for the intrinsic torsion as opposed to the integral one in [87].
7.1.4 Intrinsic torsion of the SO(6) structure
We now turn to the intrinsic torsion of the SO(6) structure. The representation theory analysis
gives
W = 912⊕ 56
= (15,6,2) ⊕ (6,15,2) ⊕ (10,1,2)⊕ (1¯0,1,2) ⊕ (1,10,2)
⊕ (1, 1¯0,2)⊕ 2 · (6,1,2) ⊕ 2 · (1,6,2) ⊕ . . . ,
KSO(6) = (15,1,1) ⊗ [(6,1,2) ⊕ (1,6,2) ⊕ . . .]
= (64,1,2) ⊕ (15,6,2) ⊕ (10,1,2)⊕ (1¯0,1,2) ⊕ (6,1,2) ⊕ . . . ,
ImτSO(6) = (15,6,2) ⊕ (10,1,2) ⊕ (1¯0,1,2)⊕ (6,1,2) ⊕ . . . ,
(7.37)
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and hence the intrinsic torsion has components in the representations
WSO(6) = (6,15,2)⊕ (1,10,2)⊕ (1, 1¯0,2)⊕ (6,1,2) ⊕ 2 · (1,6,2) ⊕ . . . , (7.38)
where all representations here are of SO(6)S×SO(6)R×SL(2) (apart from the first line of (7.37)
where we are referring to E7(7) representations) and . . . refers to components of the intrinsic
torsion which transform in spinorial representations of SO(6)S . We will ignore these components
as they will vanish in truly half-maximal backgrounds, and thus in all applications relevant to
us here.
Explicitly, the intrinsic torsion is as usual given by tensorial combinations of derivatives of
the SO(6) structure. We can make use of dKij as already discussed in section 7.1.3, as well as
use Ju i to generate generalised diffeomorphisms. However, we can also introduce a derivative of
the SO(6)R generators Juv ∈ R2. This is defined as
dJuv
M = −12 (tα)MN ∂NJuvα − 1
2
ΩMNΩKLJ[u
iK∂NJv]i
L , (7.39)
which can be understood in the same way as dKij
M in (7.29). In particular, the second term is
a compensator field, constructed out of the twelve generalised vector fields Ju i.
We can now give the intrinsic torsion explicitly. The only independent combinations of
derivatives of the SO(6) structure are
dKij = −1
2
Kij · T1 − κJu(iT2uj) + . . . ,
dJuv = 2κ
2R1uv − κR2 uvw kJw k − κT2[ukJv]k + . . . ,
LJu iJv j − LJv jJu i = −2κR2 uvw(iJwj) + κKij · R1uv + κT2 v(iJ|u|j) − κT2 u(iJ|v|j)
− 2κǫijT2(ukJv)k −
1
2
κδuvǫijT2w kJ
w k +
1
2
κδuvǫijκ
2T1 + . . . ,
LJu iκ2 = 0 ,
(7.40)
where again the . . . stand for components which are SO(6)S spinors and hence will vanish in
all applications considered. We have also assumed that the following component of the intrinsic
torsion vanishes
LJu iκ = 0 . (7.41)
As we will discuss further in section 7.4 this will have to vanish for four-dimensional supergrav-
ities with an action principle.
These components of the intrinsic torsion transform in the following representations of
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SO(6)S × SO(6)R × SL(2).
TM1 ∈ (6,1,2) ,
T2u i ∈ (1,6,2) ,
R1uv
M ∈ (6,15,2) ,
R2uvw i ∈ (1,10,2)⊕ (1, 1¯0,2) ,
(7.42)
which in particular implies that
T1
MJuM = R1uv
MJuM = 0 . (7.43)
We have assumed that the other (1,6,2) representation of (7.38) vanishes by taking LJu iκ2 = 0.
To see that the above are the only independent combinations possible, note that
LJu iJv j + LJv jJu i = δuvdKij + ǫijdJuv , (7.44)
which follows from the compatibility conditions (7.11), (7.16) and the definitions (7.29) and
(7.39). Furthermore, as we have already noted, the Kij can all be expressed in terms of Ju i and
thus LJu iKjk will not be independent of (7.40). Finally, one can show using the compatibility
conditions (7.11), (7.16) that the most general form of the intrinsic torsion is as given in (7.40).
The calculation is similar in spirit to that given in section 3.3 and appendix D and thus we will
not repeat it here.
7.2 Half-maximal flux vacua
We can again use the technology introduced to determine the conditions to have generic half-
maximal warped Mink4 and AdS4 vacua of type II or 11-dimensional SUGRA. Lorentz and AdS
requires the vector field Aµ
M of EFT to vanish. Also the SO(6) structure must be independent
of the external space.
As shown in [50,88], Minkowski vacua require that the intrinsic torsion of the SO(6) structure
vanishes, i.e.
dKij = dJuv = LJu iJv j = LJu iκ2 = 0 . (7.45)
We call such SO(6) structures integrable .
One can also determine the conditions in order to have a half-maximal AdS4 vacuum. This
can be found from the supersymmetry variations, or by comparison with four-dimensional half-
maximal gauged SUGRA [108]. From there one sees that AdS4 vacua have only the (1,10,2)
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component of the intrinsic torsion non-vanishing. Thus, we must have
dKij = LJu iκ2 = 0 ,
dJuv = −R¯uvw iJw i ,
LJu iJv j = −R¯uvw iJwj ,
(7.46)
where R¯uvw i is constant and satisfies
R¯uvw i = − 1
3!
ǫuvwxyzδijR¯
xyz j , (7.47)
where we have raised/lowered the SL(2) indices with ǫij and the SO(6)R indices with δuv.
We call a SO(6) structure satisfying (7.46) a weakly integrable SO(6) structure. Note that
R¯uvw i = κR2uvw i in terms of the intrinsic torsion components appearing in (7.40).
7.3 Reformulating the E7(7) EFT
In order to study four-dimensional half-maximal consistent truncations, it is useful to first
reformulate the E7(7) EFT in terms of the SO(6) structure, rather than the generalised metric.
This makes N = 4 supersymmetries manifest at the level of the full exceptional field theory
without any truncation. One can do this in the same way as we did in section 4.
Here we will exclusively focus on the scalar potential, since this is the most interesting part.
It is more or less straightforward to write the appropriate kinetic terms for the scalars as we
did in section 4 for D ≥ 5. One way to rewrite the scalar potential is to express it in terms
of spinors and then to re-express those in terms of the intrinsic torsion (7.40). This was the
approach taken in [48].
Here we have instead determined the scalar potential by comparison with four-dimensional
half-maximal gauged SUGRA. We find that it is given by
V = −1
4
[
3
4
T u i2 T2u
jδij − 1
16
κ−2TM1 T
N
1 Kij
α (tα)MN δ
ij +
1
3
R2uvw iR
uvw
2 jδ
ij
− 1
12
κ−2R1uv
MRuvN1 (tα)MN K
α
ijδ
ij − 1
9
R2uvw iR2xyz jǫ
uvwxyzǫij
]
+ . . . ,
(7.48)
where again . . . refer to terms which vanish in a half-maximal consistent truncation. It is worth
emphasising that not any potential with global SO(6, N) × SL(2) invariance can be obtained
in this way, and in particular, it is a non-trivial result that the four-dimensional half-maximal
gauged SUGRA potential can be obtained this way.
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7.4 Consistent truncations
7.4.1 Truncation Ansatz
We can now define consistent truncations to four-dimensional half-maximal gauged SUGRA by
expanding all fields of the EFT in terms of a background SO(6−N) structure. This is defined
by the following sections of exceptional generalised bundles over the background
nIJ ∈ Γ
(RY1 ) , ωAI ∈ Γ (RY2 ) , ρ ∈ Γ (SY ) , (7.49)
where I = 1, 2 are SL(2) indices, and A = 1, . . . , 6 + N are SO(6 + N) indices. Here RYi , and
SY denote the bundles defined over the background we are truncating on. Thus, the tensors in
(7.49) only depend on the YM coordinates, not the “external” four-dimensional xµ coordinates.
The sections (7.49) are subject to the compatibility conditions
(nIJ ⊗ nKL) |1539 = 0 ,
[nIJ , nKL] = −2ρ2
[
ǫI(KnL)J + ǫJ(KnL)I
]
,
tr (nIJnKL) = 12ρ
4ǫI(KǫL)J ,
ωAI ∧ nJK = 0 ,
ωAI ∧ ωB J = ηABnIJ + ǫIJωAB .
(7.50)
These imply that the background has a SO(6−N) structure. Equations (7.50) also lead to
nIJ · ωAK = 2ρ2ǫK(Iω|A|J) ,
ωAB · ωC I = −ρ2ηC[AωB]I ,
(7.51)
We can now give the scalar truncation Ansatz. This comes from the expansion of the SO(6)
structure in terms of the background SO(6−N) structure, with the coefficients becoming scalar
fields of the four-dimensional SUGRA.
〈Ju i〉(x, Y ) = buA(x) aiI(x)ωAI(Y ) ,
〈Kij〉(x, Y ) = aiI(x) ajJ(x)nIJ(Y ) ,
〈κ〉(x, Y ) = ρ(Y ) ,
〈gµν〉(x, Y ) = g¯µν(x)ρ(Y ) .
(7.52)
Note that here we have not included a scalar in the expansion of κ for the same reason as in
5. Such a scalar is just a global, i.e. Y -independent, rescaling of ρ from the perspective of the
background SO(6−N) structure. Thus, it will leave the EFT background invariant.
In order for the compatibility conditions, (7.11) and (7.16), to be fulfilled, the scalars must
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satisfy
bu
Abv
BηAB = δuv ,
ai
Iaj
JǫIJ = ǫij .
(7.53)
We also identify any configuration of scalars related by SO(6)R×U(1)R symmetries. As a result,
the following R-symmetry invariant combinations are useful
PAB− = bu
AbuA =
1
2
(
ηAB −HAB) , HIJ = aiIajJδij , (7.54)
where we will from now onwards always raise/lower u, v = 1, . . . , 6 indices with δuv. Note that
the conditions (7.53) imply that HAB and HIJ parameterise the coset spaces
HAB ∈ SO(6, n)
SO(6)× SO(n) , HIJ ∈
SL(2)
U(1)
. (7.55)
Thus the scalar manifold is that expected of half-maximal gauged SUGRA coupled to n vector
multiplets,
Mscalar = SO(6, n)
SO(6)× SO(n) ×
SL(2)
U(1)
. (7.56)
The truncation Ansatz for the gauge fields is similarly given by
〈Aµ〉(x, Y ) = AµA I(x)ωAI(Y ) ,
〈Bµν〉(x, Y ) = −BµνIJ nIJ +Bµν,AB ωAB ,
(7.57)
leading to 12+2N (electric plus magnetic) vector fields, and a two-form potential in the adjoint
of the global symmetry group SL(2) × SO(6, N).
7.4.2 Consistency conditions, intrinsic torsion and embedding tensor
Just like in section 5, we need to impose three conditions on the intrinsic torsion of the SO(6−N)
structure in order to have a consistent truncation. These are that the intrinsic torsion does not
contain any spinor representations of SO(6−N), that it can be expanded only in terms of ωAI
and nIJ and that the coefficients are constant. The second condition means that the components
of the intrinsic torsion transforming in the vector representation of SO(6−N) must vanish. With
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the first two conditions fulfilled, the SO(6−N) intrinsic torsion is given by
dnIJ = −ωA(IfAJ) ,
dωAB = −fABC IωC I − f[AIωB]I ,
LωAρ2 = 0 ,
LωAIωBJ = −fABC(IωCJ) +
1
2
[
fB(Iω|A|J) − fA(Iω|B|J)
]− 1
2
ηABωC(If
C
J)
− ǫIJ
(
f(A
KωB)K +
1
4
ηABfC Kω
C K − 1
2
fABCKω
CK − 1
2
f[A
KωB]K
)
.
(7.58)
The final condition then is that fABC I and fAI are constant. These become the embedding
tensor of the four-dimensional half-maximal gauged SUGRA, and we see that they are automat-
ically of the most general form possible, i.e. satisfying the linear constraint of four-dimensional
half-maximal gauged SUGRA [54]. Note that we have also restricted ourselves to those gaug-
ings which have vanishing trombone, i.e. LωAρ2 = 0. This ensures that the gauged SUGRAs we
obtain admit an action principle [109].
The gaugings of half-maximal gauged SUGRA must also satisfy certain quadratic constraints
[54]. Here these follow from closure of the generalised Lie derivative. Thus, they are satisfied
automatically, if the background SO(6−N) structure satisfies the section condition.
7.4.3 Reduction of scalar potential
First we calculate the reduction of the intrinsic torsion and find
〈T1〉 = ρ−2PAB+ fAIωB I ,
〈T2u i〉 = ρ−1aiIbuAfAI ,
〈RuvM 〉 = ρ−2buAbvBP+CDfABDIωDI ,
〈Ruvw,i〉 = ρ−1buAbvBbwCaiIfABC I ,
(7.59)
with all other components, i.e. the spinorial ones, vanishing.
From this we immediately obtain
〈V |e|〉 = −1
4
|e|ρ4
[
fABC IfDEF JHIJ
(
1
12
HADHBEHCF − 1
4
HADηBEηCF + 1
6
ηADηBEηCF
)
−1
9
fABC IfDEF Jǫ
IJHABCDEF + 3
4
fA
IfB
JHIJHAB
]
,
(7.60)
where we have made use of the identity (5.37) and also defined
HABCDEF = ǫuvwxyzbuAbvBbwCbxDbyEbzF . (7.61)
This is the four-dimensional half-maximal gauged SUGRA, including SL(2) angles, with general
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gaugings and N vector multiplets [54]. Note in particular that the our Ansatz ensures that the
only dependence on Y appears in the conformal factors. This guarantees that the truncations
is consistent.
7.5 Universal consistent truncations for half-maximal AdS and Mink vacua
We can now prove the conjecture of [57] for the case of half-maximal AdS4 vacua, and the
corresponding statement for Mink4 vacua. That is, we will prove that for any warped half-
maximal AdS4 or Mink4 vacuum of type II or 11-dimensional SUGRA, there exists a consistent
truncation keeping only the gravitational supermultiplet.
The proof is completely analogous to that presented in section 5.8. As we have shown in
section 7.2, a half-maximal AdS4 or Mink4 vacuum of type II or 11-dimensional SUGRA has a
(weakly) integrable SO(6) structure, and the tensors defining the SO(6) structure, i.e. Ju i, Kij
and κ, depend only on the internal space, i.e. only on the Y coordinates. This means that we
can use these tensors as our background SO(6) structure in the truncation Ansatz (7.52), i.e.
we take
ρ(Y ) = κ(Y ) , nij(Y ) = Kij(Y ) , ωu i(Y ) = Ju i(Y ) . (7.62)
Furthermore, the weak integrability of the SO(6) structure implies that
dnij = Lωu iρ2 = 0 ,
dωuv = −R¯uvw iωw i ,
Lωu iJω j = −R¯uvw iωwj ,
(7.63)
where R¯uvw i is constant and satisfies (7.47). Comparing with (7.58) we see that we fulfil all the
conditions to a consistent truncation. The four-dimensional half-maximal gauged SUGRA that
we obtain has an embedding tensor given by
fuvw i = R¯uvw i . (7.64)
7.6 Relation to DFT at SL(2) angles
One can follow the same procedure as in section 6 to reduce the E7(7) EFT to the recently
constructed double field theory at SL(2) angles [44]. Since the procedure is fairly straightforward
we will not do this here. Nonetheless, this could be interesting, as this would, for example, show
which four-dimensional backgrounds can be obtained by a consistent truncation of both type II
(or 11-dimensional) and type I SUGRA.
Similar to our method, [44] shows how to obtain four-dimensional half-maximal gauged
SUGRAs with gaugings at SL(2) angles. These are obtained as generalised Scherk-Schwarz
reductions of their double field theory at SL(2) angles. However, exactly as for generalised
Scherk-Schwarz reductions of DFT and EFT [22–35], the procedure in [44] requires a generalised
parallelisable background in order to perform a consistent truncation [34], since the higher-
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dimensional theory only has N = 1. There may be four-dimensional gaugings which come
from truncations on backgrounds with exceptional generalised SO(6 − N) structure, and thus
these can only be captured by the methods developed here. For example, these would be any
four-dimensional half-maximal gauged SUGRAs coming from 11-dimensional SUGRA [49].
8 Six-dimensional chiral half-maximal supergravity
In six dimensions, there are two different half-maximal supergravities. One is non-chiral and we
have already described how this can be obtained from exceptional field theory in 3. The chiral
half-maximal supergravity can also be obtained from exceptional field theory, and in particular
this allows us to study consistent truncations of type II and 11-dimensional supergravity to the
six-dimensional N = (2, 0) supergravity.
8.1 SO(5) structure
We begin by describing the appropriate exceptional generalised Ghalf ⊂ SO(5, 5)×R+ structure.
From table 1, we see that
Ghalf = SO(5) ≃ USp(4) ⊂ USp(4)×USp(4) ⊂ SO(5, 5) × R+ . (8.1)
This structure can again be defined by a set of well-defined tensors which behave like differential
forms, exactly like in section 3. A SO(5) ⊂ SO(5, 5)×R+ is defined by five globally well-defined
nowhere vanishing tensors Ju ∈ Γ (R2) and a scalar density κ ∈ Γ (S), of weight 14 , which satisfy
Ju ∧ Jv = δuvκ4 . (8.2)
Here u = 1, . . . , 5 transforms under the SO(5)R R-symmetry. Using the indices I, J = 1, . . . , 10
to denote the fundamental representation of SO(5, 5) with ηIJ the SO(5, 5) metric, we can write
that above as
Ju
IJv
JηIJ = δuvκ
4 . (8.3)
Under SO(5)S × SO(5)R ⊂ SO(5, 5), where the subscripts S/R denote the structure and R-
symmetry group, respectively, the 10 representation of SO(5, 5) branches as
10 −→ (5,1) ⊕ (1,5) . (8.4)
The compatibility condition (8.3) implies that Ju’s live in (1,5) representation. It is straight-
forward to see that this breaks SO(5, 5) −→ SO(5).
Comparing to the half-maximal structures of 3 we see that we do not have an analogue of
the “dilaton” structure since SO(5) is not a subgroup of SO(4, 4). This is a manifestation of
the fact that the chiral six-dimensional supergravity does not have a scalar in its gravitational
supermultiplet.
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8.2 Intrinsic torsion
The intrinsic torsion of the SO(5) structure can be determined in the same way as we have done
in sections 3.3 and 7. First, let us use representation theory to see which components we are
expecting to find. Following [50], and using the same notation as in sections 7.1.3 and7.1.4 and
appendices A – C, we have
W = 144⊕ 16
= 2 · (4,4) ⊕ (4,16)⊕ (16,4) ,
KUSp(4) = (4,4) ⊗ (10,1) = (4,4)⊕ (16,4) ⊕ (20,4) ,
Wint = (4,4) ⊕ (4,16) .
(8.5)
The first line refers to SO(5, 5) representations while all other lines refer to representation under
SO(5)S × SO(5)R, where S/R denote the structure and R-symmetry group, respectively.
To find explicit expressions for these components of the intrinsic torsion, we make use of the
exterior derivative that we introduced in section 3.1,
d : Γ (R2) −→ Γ (R1) . (8.6)
We can use this to differentiate Ju and find the intrinsic torsion
dJu = Ju ∧ T + Su . (8.7)
Explicitly, following our conventions outlined in appendix B, we have
(dJu)
M ≡ (γI)MN ∂NJuI = 1
2
κ (γI)
MN Ju
ITN + κ
2Su
M . (8.8)
Su
M here satisfies
Su ∧ Ju = 0 , (8.9)
or, more explicitly,
Su
M
(
γI
)
MN
JuI . (8.10)
This implies that Su
M ∈ (4,16) of SO(5)S×SO(5)R. To derive (8.8), note that dJu, for fixed u =
1, . . . , 5, is at each point valued in 16 of SO(5, 5). Decomposing this under USp(4)S ×USp(4)R
and taking into account the u = 1, . . . , 5 index, we see that at each point dJu takes values in
(1,5) ⊗ (4,4) = (4,4)⊕ (4,16) . (8.11)
These two representations correspond to the intrinsic torsion components TM and Su
M . The
factors of κ in (8.8) are conventions so that TM and Su
M have weight −1 under the generalised
Lie derivative. We also see that TM and Su
M correspond to the representations expected from
8.5.
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Finally, we can use the intrinsic torsion to formulate the conditions for six-dimensional
N = (2, 0) warped Minkowski vacua. Lorentz symmetry of the external space requires the
gauge fields of the EFT tensor hierarchy to vanish. Furthermore, the SO(5) structure must be
independent of the external space. Finally, as shown in [50,88], its intrinsic torsion must vanish,
i.e.
dJMu ≡ (γI)MN ∂NJuI = 0 . (8.12)
We call these “integrable SO(5) ⊂ SO(5, 5)×R+ structures”. There can be no N = (2, 0) AdS6
vacua.
8.3 Consistent truncations
Let us show how to obtain consistent truncations of exceptional field theory which lead to the
chiral six-dimensional half-maximal supergravity. To do this, we require a background which
admits an exceptional generalised SO(5 − N) structure which is defined by 5 + N sections of
the RY2 bundle and a scalar density ρ ∈ SY of weight 14 . The Y superscript in the bundles SY
and RY2 denotes that these bundles are defined solely over the internal space, Md, excluding the
external six-dimensional spacetime. Thus ωA(Y ) and ρ(Y ) only depend on the Y
M coordinates.
These sections must satisfy the compatibility condition
ωA ∧ ωB ≡ ωAIωBJηIJ = ηABρ4 , (8.13)
where ηAB is the SO(5, N) invariant metric. We will see that N corresponds to the number of
tensor multiplets kept in the truncation.
The truncation Ansatz is to expand the SO(5) structure in terms of this background SO(5−
N) structure. Thus, we take
〈Ju〉(x, Y ) = buA(x)ωA(Y ) ,
〈κ〉(x, Y ) = ρ(Y ) .
(8.14)
In order for the SO(5) structure to satisfy the compatibility conditions (8.3), the scalars must
satisfy
bu
Abv
BηAB = δuv . (8.15)
Scalars related by SO(5)R rotations define the same supergravity background and thus we want
to identify such configurations. This can be achieved by using the SO(5)R-invariant combination
PAB− = bu
AbuB , (8.16)
where we raise/lower the SO(5)R indices with δuv. From (8.15), we see that P
AB
− is a projector
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of rank 5 and can also be expressed as
PAB− =
1
2
(
ηAB −HAB) , (8.17)
with HAB satisfying
HACHBDηCD = ηAB . (8.18)
From this we see that the scalars parameterise the coset space
Mscalar = SO(5, N)
SO(5)× SO(N) , (8.19)
which is the scalar manifold of chiral half-maximal gauged SUGRA coupled to N tensor multi-
plets.
The truncation Ansatz for the other fields of the exceptional field theory is obtained by
similarly expanding them in terms of the SO(5−N) structure. However, because the SO(5−N)
structure is defined only by sections of RY2 and SY , we have no objects in which to expand the
generalised vector fields of exceptional field theory. This means that the truncation Ansatz for
the gauge fields is
〈AµM 〉(x, Y ) = 0 ,
〈BµνI〉(x, Y ) = BµνA(x)ωAI(Y ) ,
〈CµνρM 〉(x, Y ) = 0 ,
(8.20)
and hence we will not have any 1-form or 3-form potentials in the chiral six-dimensional theory.
We do, however, obtain 5 + N tensor fields Bµν
A. This gives the correct matter content of
six-dimensional chiral SUGRA coupled to N tensor multiplets.
Finally, we need to impose a set of differential constraints on ωA and ρ in order to have a
consistent truncation. From (8.8) we see that in general the intrinsic torsion of the SO(5 −N)
structure is given by
dωA = ωA ∧ t+ sA . (8.21)
However, t and sA will source the intrinsic torsion T and Su of the SO(5) structure (8.8) and
these transform in representations which are spinors under SO(5)S . Such representations are
related to massive gravitino multiplets which we wish to truncate from our theory. Thus, we
require
dωA = 0 . (8.22)
This corresponds to the fact that chiral six-dimensional supergravity does not admit any gaug-
ings.
We can also trivially extend the proof of sections 5.8 and 7.5 to show that for any warped
N = (2, 0) Minkowski vacuum there is a consistent truncation keeping only the gravitational
supermultiplet.
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9 Half-maximal structures in DFT
So far we have described how to obtain general half-maximal gauged SUGRAs from EFT. One
may wonder how to obtain such half-maximal gauged SUGRAs from DFT. DFT is compatible
both withN = 1 [110,111], as well asN = 2 SUSY [85,112–114] in ten dimensions.10 If one starts
with N = 1 SUSY then the consistent truncation must not break any further supersymmetry.
Thus, one must perform a generalised Scherk-Schwarz Ansatz [22] on a generalised parallelisable
space [34].
However, if one started with N = 2 SUSY, one can consider truncations on backgrounds
which break half the supersymmetry. These thus have non-trivial generalised structure group.
There are however several inequivalent half-maximal structure groups in this case. Fortunately,
all these cases arise as special cases of the unique EFT set-up we just discussed. The different
scenarios arise by changing the relative embedding of the SO(d− 1, d− 1)R+ structure group of
DFT relative to the half-maximal SO(d− 1) ⊂ E(d)d × R+ structure group.
Despite the fact that all the half-maximal cases in DFT arise as special cases of what we
have considered so far, we will now discuss the particular choice of half-maximal structure group
O(d) ⊂ O(d)×O(d)×R+. We hope that this may clarify some aspects of the previous sections
and the relation of the half-maximal EFT structure groups and DFT.
9.1 DFT generalised Lie derivative and section condition
In the following we will require the generalised Lie derivative
LVWM = V N∂NWM −WN∂NV M +WN∂MVN , (9.1)
where V and W are generalised vector fields and we raise/lower indices with the O(d, d) metric
ηMN . On a scalar density e
−2d, the generalised Lie derivative acts as
LV e−2d = ∂M
(
VMe−2d
)
. (9.2)
In order for the algebra of generalised Lie derivatives to close, we must impose the so-called
“section condition”
ηMN∂M ⊗ ∂N = 0 , (9.3)
where the derivatives are taken to act on any pair of fields or on any one field twice.
9.2 O(d) ⊂ O(d, d)× R+ structures in DFT
Let us begin dy defining an O(d) ⊂ O(d, d)×R+ structure in DFT. This is equivalent to having
a well-defined nowhere-vanishing generalised tensor density e−2d and d well-defined nowhere-
10The corresponding N = 2 generalised geometry is discussed in [8].
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vanishing generalised vector fields Ju
M , u = 1, . . . , d, satisfying
Ju
MJv
NηMN = δuv . (9.4)
With respect to the O(d)S × O(d)R ⊂ O(d, d) subgroup, where the subscripts S/R denote the
structure and R-symmetry groups, the Ju’s transform in
Ju ∈ (1,d) . (9.5)
It is straightforward to see that these break O(d, d)×R+ −→ O(d) and thus define a generalised
O(d) structure. Note that on any background one can find d generalised vector fields satisfying
(9.4) – these are just the left-moving set of generalised vielbeine [8, 104] –, but in general these
are only well-defined up to O(d) rotations. Here we require the Ju’s, satisfying (9.4), to be
globally well-defined, and only then do we have a O(d) ⊂ O(D,D)×R+ structure.
Not all degrees of freedom of Ju are physical. In particular, those related by O(d)R transfor-
mations define the same background. Thus, it is natural to use the O(d)R-invariant combination
HMN = ηMN − 2JuMJv N , (9.6)
where we raise/lower the u = 1, . . . , d label by δuv and the O(d, d) indices M,N = 1, . . . , 2d with
ηMN . From (9.4), it follows that
HMPHNQηPQ = ηMN . (9.7)
Thus, HMN parameterises the coset space
HMN ∈ O(d, d)
O(d)×O(d) . (9.8)
At this point, it is clear that the Ju
M are just the left-moving frame fields of the frame-formalism
of double field theory [104].
9.3 Intrinsic torsion
Let us now find the intrinsic torsion of the O(d) structure. First, we find what representations
we expect, following [50]. The space of torsions is given by [8]
W = E ⊕ Λ3E , (9.9)
where E denotes the representation of the generalised tangent bundle. Let us decompose this
under O(d)S ×O(d)R. We find
E −→ VS ⊕ VR , (9.10)
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where VS/R denotes the vector representation of O(d)S/R. Thus,
W = Λ3VR ⊕ Λ3VS ⊕
(
VS ⊗ Λ2VR
)⊕ (Λ2VS ⊗ VR)⊕ VR ⊕ VS . (9.11)
Now consider, the space of generalised O(d)-connections. The difference between any two
O(d)-connections is a tensor, necessarily valued in E∗ ⊗ adj(O(d)) ≃ E ⊗ Λ2VS, and thus the
space of generalised O(d)-connections is given by
KO(d) = E
∗ ⊗ Λ2VS
=
(
Λ2VS ⊗ VR
)⊕ Λ3VS ⊕ Sym (Λ2VS , VS)⊕ VS , (9.12)
where Sym
(
Λ2VS , VS
)
is defined as the traceless and not totally antisymmetric part of VS⊗Λ2VS ,
such that
VS ⊗ Λ2VS = Λ3VS ⊕ VS ⊕ Sym
(
Λ2VS , VS
)
. (9.13)
Finally, we can now calculate the space of intrinsic torsion which is given by
Wint =W/KO(d) = Λ
3VR ⊕
(
VS ⊗ Λ2VR
)⊕ VR . (9.14)
Let us now find explicit expressions for the intrinsic torsion. We are looking for tensors
formed from one derivative of the O(d) structure. The only combinations we can use are
LJuJv =Wuv , LJue−2d =Wu . (9.15)
As we show in appendix F these can, in general, be written as
LJuJv = RuvM +RuvwJwM ,
LJue−2d = Uue−2d ,
(9.16)
where Ruv
M = R[uv]
M , Ruvw = R[uvw] and
Ruv
MJwM = 0 . (9.17)
Ruv
M , Ruvw and Uu are the components of the intrinsic torsion and transform in the following
representations of O(d)S ×O(d)R ⊂ O(d, d):
Ruv
M ∈ VS ⊗ Λ2VR ,
Ruvw ∈ Λ3VR ,
Uu ∈ VR ,
(9.18)
These are precisely the representations appearing in (9.14). By comparison with section 3.3, we
see that one can say that DFT always has an integrable O(d, d) structure. As we will see this
means that we cannot obtain the most general half-maximal gauged SUGRA from DFT.
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9.4 Reformulating double field theory
We will now show how to reformulate the NS-NS part of double field theory, which makes use of
the generalised metric, in terms of the O(d) structure. We will focus on rewriting the so-called
scalar potential where the generalised metric appears.
We can rewrite the scalar potential in terms of the intrinsic torsion, in an analogous way to
the so-called “flux formulation” [28, 61, 62] which rewrites the scalar potential in terms of the
torsion of the Weitzenbo¨ck connection, thus making the identity structure manifest. We begin
by writing the most general linear combination of squares of the intrinsic torsion which only
makes use of the O(d) structure, and also include a term involving the derivative of the intrinsic
torsion. Thus we write
R = a1RuvwRuvw + a2RuvMRuv,NηMN + a3UuUu + a4LJuUu , (9.19)
where the final term is just
LJuUu = JuM∂MUu , (9.20)
but we have written it in terms of the generalised Lie derivative to highlight that it is a tensor.
We can fix the coefficients appearing here, up to an overall scale which can always be absorbed
into e−2d, by requiring R to be invariant under local O(d)R transformations. This is analogous
to [61, 62] where the scalar potential was rewritten in terms of the Weitzenbo¨ck torsion by
requiring invariance under local O(d)×O(d) or SO(5) transformations, in the case of DFT and
SL(5) EFT, respectively. Here we begin by calculating the anomalous transformation of the
intrinsic torsion under O(d)R and find
∆λRuvw = 3J[u
M∂|M |λvw] ,
∆λRuv
M =
(
ηMN − JwMJw,N
)
∂Nλuv ,
∆λUu = J
v,M∂Mλuv ,
∆λLJuUu = JuM∂MJvN∂Nλuv − UuJv,M∂Mλuv .
(9.21)
Note that we can also write
∆λLJuUu =
1
2
(LJuJvM)∂Mλuv − UuJv,M∂Mλuv − 12JvN∂MJu,N∂Mλuv , (9.22)
where the final term vanishes by the section condition (9.3).
Using (9.21) and (9.22) one finds, up to the section condition,
∆λR = (3a1 − a2)JwMJwNLJuJvN∂Mλuv +
(
a2 +
a4
2
)
LJuJvM∂Mλuv
+ (a3 − a4)UuJvM∂Mλuv ,
(9.23)
and thus we find that
a4 = a3 = −2a2 = −6a1 . (9.24)
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For later convenience we choose the overall scale by setting a1 =
1
3 so that
R = 1
3
RuvwR
uvw +Ruv
MRuvM − 2UuUu − 2LJuUu . (9.25)
The full scalar potential includes a term involving internal derivatives of the external metric
[115]. This can also be rewritten using (9.6) in terms of Ju
M so that the scalar potential, up
the section condition, is given by
V = −1
4
R+ 1
2
Ju
MJu,N∂Mgµν∂Ng
µν , (9.26)
with R given in (9.25).
9.5 Consistent truncation
We will now show how to obtain half-maximal consistent truncation using the formalism de-
scribed above. These will yield half-maximal gauged supergravities in D = 10 − d dimensions,
but these are not the most general half-maximal gauged supergravities. The most general half-
maximal gauged SUGRAs are obtained by considering EFT as we have shown in sections 5, 7.4
and 8.3.
Our truncation Ansatz is based on a factorisation Ansatz for the O(d) structure in terms
of a background O(d − N) structure. This is defined by a generalised scalar density e−2λ and
d+N generalised vector fields ωA
M satisfying
ωA
MωB
NηMN = ηAB , (9.27)
where ηAB is a constant O(d,N) metric, and A = 1, . . . , d + N labels the number of vector
multiplets kept in the truncation, as we will see. This means that out of the d+N generalised
vector fields, d are sections of the VR vector bundle, while N are sections of the VS vector bundle.
The scalar Ansatz is given by
〈JuM 〉(x, Y ) = ωAM (Y ) buA(x) ,
〈d〉(x, Y ) = λ(Y ) + φ(x) .
(9.28)
In order for Ju
M to satisfy the compatibility requirement (9.4) the scalar fields bu
M (x) are
subject to the constraint
bu
Abv
BηAB = δuv . (9.29)
The truncation Ansatz for the other fields, the external metric gµν , the vector potential Aµ
M
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and the two-form potential Bµν , are given by
〈gµν〉(x, Y ) = g¯µν(x) ,
〈AµM 〉(x, Y ) = AµA(x)ωAM (Y ) ,
〈Bµν〉(x, Y ) = Bµν(x) .
(9.30)
The truncation procedure here is very similar to the generalised Scherk-Schwarz Ansatz used
to obtain maximally consistent truncation. However, there one uses the full generalised vielbein
EM¯
M , where M¯ = 1, . . . , 2d, and the twist matrix used in the truncation Ansatz is O(d, d)-
group valued. Here the analogue of the twist matrix are the d + n generalised vectors ωA
M
where A = 1, . . . , d + N and subject to (9.27). This gives more freedom than the generalised
Scherk-Schwarz Ansatz. For example, a background may admit a generalised O(d) structure
but not be generalised parallelisable.
9.5.1 Consistency conditions and embedding tensor
In order to have a consistent truncation we need to impose certain differential constraints.
These can be expressed in terms of the intrinsic torsion of the background O(d−N) structure.
Completely analogously to section 9.3, the O(d−N) intrinsic torsion is in general given by
LωAωBM = rABM + fABCωCM ,
LωAe−2λ = ξAe−2λ .
(9.31)
In order to have a consistent truncation we must impose that rAB
M = 0 and fABC and ξA
are constant. The first condition ensures that the modes kept in the truncation do not source
other modes. The second condition implies that all the Y -dependence in the action factorises.
The constants fABC and ξA can then be identified as the embedding tensor of the half-maximal
gauged SUGRA. In order for the lower-dimensional gauged SUGRA to have an action principle
we must take ξA = 0.
9.5.2 Reduction of scalar potential
Given the reduction Ansatz (9.28) and the constraints (9.31), the intrinsic torsion becomes
〈RuvM 〉 = buAbvBfABCPCD+ ωDM ,
〈Ruvw〉 = buAbvBbwCfABC ,
〈Uu〉 = e−2λbuAξA ,
(9.32)
where PAB+ =
1
2
(
ηAB +HAB) is the right-moving projector. However, recall that we must take
ξA = 0 in order for the lower-dimensional gauged SUGRA to have an action principle. Thus, we
will in the following take ξA = 0 and hence 〈Uu〉 = 0.
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Using the identity (5.37), we find that the scalar potential thus becomes
〈V 〉 = −1
4
e−2de−2λfABCfDEF
(
1
12
HADHBEHCF − 1
4
HADηBEηCF + 1
6
ηADηBEηCF
)
. (9.33)
We see that the only dependence on the internal, YM , coordinates appears through the con-
formal factor e−2d. This ensures that we have a consistent truncation. Furthermore, the scalar
potential that we have thus obtained is that of half-maximal gauged SUGRA coupled to N
vector multiplets and with only the gaugings fABC 6= 0.
In sections 5 and 7.4, we have seen how to generate more general gaugings. In particular,
by comparison with the situation here, we see that the other gaugings arise from the intrinsic
torsion of the O(d, d) structure, which in DFT always vanishes.
10 Discussion
In this paper we showed how to describe half-maximal supersymmetry in exceptional field theory
in D ≥ 4 dimensions using the language of exceptional generalised G structures. In particular,
we showed that half-maximal EFT backgrounds admit a set of globally well-defined nowhere
vanishing tensors, which can be thought of as the exceptional field theory analogue of differential
forms. We also gave explicit expressions for the intrinsic torsion of the Ghalf structures in terms
of derivatives of these tensors. This allowed us to write down the (weak) integrability conditions
which implies that we have a half-maximal warped Minkowski or AdS vacuum.
One of the main applications considered in this paper were consistent half-maximal trun-
cations of 10- and 11-dimensional SUGRA. We showed how to construct such truncations and
that these lead to the most general half-maximal gauged SUGRAs, including the complete
set of allowed gaugings and deformations of the half-maximal gauged SUGRAs. In particu-
lar, we also obtained those gaugings and deformations which are not accessible via generalised
Scherk-Schwarz reductions of double field theory, such as the de Roo-Wagemans angles in four
dimensions [116], but which are typically required for interesting phenomenology. We leave it
for future work to use this formalism to try and find new consistent truncations, for example
uplifting the gauged SUGRA in seven dimensions that contains a stable deSitter vacuum [56].
Using our set-up we showed that any warped half-maximal AdSD or MinkD vacuum, for
D ≥ 4, of type II or 11-dimensional SUGRA admits a consistent truncation keeping only the
gravitational supermultiplet. This proves the conjecture of [57] in the case of half-maximal
supersymmetry in D ≥ 4 dimensions, and extends it to include Minkowski vacua, proving a
special case of [58]. Another interesting feature we found was that it is not possible to keep
more than d−1 vector multiplets in a consistent truncation of type II or 11-dimensional SUGRA,
where d is the rank of the relevant exceptional group, Ed(d). To obtain more vector multiplets
one needs to presumably go to an effective theory. One immediate consequence of this is that
there exists a consistent truncation on K3 but with only a small number of vector multiplets.
We also showed how to reduce exceptional field theory to heterotic double field theory. This
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makes use of an Ansatz like for consistent truncations but the would-be lower-dimensional fields
are still allowed to depend on the exceptional Y coordinates, subject to certain restrictions.
These are required for consistency and compatibility with half-maximal supersymmetry and
imply that the half-maximal theory has a (d− 1 +N)-dimensional “extended space”. The gen-
eralised Lie derivative then becomes that of heterotic DFT with the gauge group defined by the
intrinsic torsion of the Ghalf structure that was used in the reduction.
This relationship between EFT and heterotic DFT makes it easy to see which lower-dimensional
theories can be obtained from truncations of both type II strings / M-theory and the heterotic
theory. For example, one can equally interpret the M-theory truncations on K3 as a heterotic
truncation on a torus, where the SO(3) structure of K3 now instead defines vector multiplets
of the 10-dimensional heterotic theory. In this sense it makes dualities between these theories
manifest.
In five dimensions, we showed that the E6(6) EFT reduces to a new SO(5, N) DFT which
has a (6 +N)-dimensional extended space. The section condition for this theory allows two
inequivalent solutions. The first allows dependence on five of the 6 + N coordinates, breaking
the SO(5, N) symmetry. This corresponds to ten dimensional N = 1 SUGRA in a 5 + 5 split.
The second solution allows dependence on a single coordinate, preserving the global SO(5, N)
symmetry, and corresponds to a 5 + 1 split of N = (2, 0) SUGRA. It would be interesting to
further study this theory. For example, one should try and understand the allowed gaugings
and deformations of this modified DFT from the perspective of the six-dimensional N = (2, 0)
theory.
Our results lead to several avenues for future study. For example, it would be interesting
to use the (weak) integrability conditions to study half-maximal AdS and Minkowski vacua
and their moduli, as was done in [87, 94, 95] for the case of N = 2 vacua. One may ask what
the appropriate notion of cohomology is that controls the deformation problem of the (weakly)
integrable Ghalf structures. One may also wonder whether one can use the integrability condi-
tions presented here to find new AdS vacua. Such results would have interesting applications in
phenomenology and holography.
It should also be straightforward to generalise our method of finding consistent truncations to
cases where different amounts of supersymmetry are preserved. This should allow one to prove
the conjecture of [57] that all supersymmetric warped AdS vacua of 10- and 11-dimensional
supergravity admit a consistent truncation keeping only the gravitational supermultiplet.
The relationship between EFT and heterotic DFT also deserves further investigation. For
example, recent work on incorporating α’ corrections of the heterotic string in generalised geome-
try [117] lend themselves to a natural interpretation as a dimensional reduction, see also [24,118].
It would be interesting to see to what extent these arise from the formalism presented here.
A drawback of the method of obtaining heterotic DFT presented here is that it only allows
one to keep a small number of vector multiplets, bounded by the rank of the relevant exceptional
group. This is because it is based on a consistent truncation Ansatz. It would be interesting
to see whether one can generalise this to an effective approach, in which one would hope to
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see the full type II / heterotic dualities. Related to this, and given the recent work on gauge
enhancement at self-dual tori [119–121] in DFT, one might wonder whether the formalism here
can capture gauge enhancements of half-maximal string and M-theory compactifications.
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A Seven-dimensional half-maximal SUGRA
A.1 Conventions
For D = 7 the relevant exceptional group is SL(5), whose generalised Lie derivative is given by
LΛV a = 1
2
Λbc∂bcV
a − V b∂bcΛac +
(
1
5
+
λ
2
)
V a∂bcΛ
bc , (A.1)
where the indices a = 1, . . . , 5 label the fundamental representation of SL(5) and V a has weight
λ.
For a generalised vector field, V ab, (recall that our conventions are that these carry weight
1
5) the generalised Lie derivative is thus
LΛV ab = 1
2
Λcd∂cdV
ab − 2V c[b∂cdΛa]d + 1
2
V ab∂cdΛ
cd . (A.2)
From this, the Y -tensor can be read off to be
Y ab,cdef,gh = 4!δ
abcd
efgh = ǫ
abcdiǫefghi . (A.3)
We follow similar conventions to [53] for the wedge products and nilpotent derivative. We let
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A1,2 ∈ Γ (R1), B1,2 ∈ Γ (R2), C1,2 ∈ Γ (R3) and D ∈ Γ (R4). The wedge product is as follows.
(A1 ∧A2)a =
1
4
A1
bcA2
deǫabcde ,
(A ∧B)a = AabBb ,
(A ∧ C)ab =
1
4
ǫabcdeA
cdCe ,
A ∧D = AabDab ,
(A ∧P D)a b = AbcDac − 1
5
δabAcdD
cd ,
(B1 ∧B2)ab = B2[aB|1|b] ,
B ∧ C = BaCa ,
(B ∧P C)a b = BbCa − 1
5
δabBcC
c .
(A.4)
Similarly, the bullet products we need are given by
• : R3 ⊗R3 −→ R1 , (C1 • C2)ab = C [a2 Cb]1 , (A.5)
• : R2 ⊗R3 −→ 1 , B • C = BaCa , (A.6)
• : R3 ⊗R4 −→ R2 , (C •D)a = CbDba , (A.7)
and the nilpotent derivatives by
(dB)ab =
1
2
ǫabcde∂cdBe ,
(dC)a = ∂baC
b ,
(dD)a =
1
2
ǫabcde∂bcDde .
(A.8)
A.2 Dilaton and SO(3) structures
With these conventions a dilaton structure is defined by
(
Ka, Kˆ
a, κ
)
, (A.9)
of weight 25 ,
3
5 and
1
5 , satisfying the compatibility conditions (3.14), (3.15)
KaKˆ
a = κ5 . (A.10)
Here κ is a scalar density of weight 15 . Under the branching, SL(5) −→ SL(4)×R+ we find that
the 5 and 5 representations decompose as
5 −→ 41 ⊕ 1−4 ,
5 −→ 4−1 ⊕ 14 .
(A.11)
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One can see that the compatibility equations (A.10) imply that
K ∈ 14 , Kˆ ∈ 1−4 , (A.12)
and are thus stabilised by SO(3, 3) ≃ SL(4) ⊂ SL(5).
An SO(3) structure is defined by a dilaton structure with three additional generalised vector
fields Ju
ab satisfying
Ju
abKb = 0 ,
1
4
ǫabcdeJu
bcJv
de = δuvKa .
(A.13)
Under SL(5) −→ SL(4)× R+, the 10 representation decomposes as
10 −→ 4−3 ⊕ 62 . (A.14)
The first equation of (A.13) can be viewed as a map from 10 −→ 5. From the R+ charges one
can see that it implies that the Ju ∈ 62 only.
Decomposing further under SO(3)S × SO(3)R ≃ SU(2)S × SU(2)R ⊂ SL(4), where the S/R
subscripts denote the structure and R-symmetry group, the 6 branches as
6 −→ (3,1) ⊕ (1,3) . (A.15)
The triplet of SU(2)S/R would appear in the second equation of (A.13) with opposite signs.
Thus we find that the triplet of generalised vectors, Ju, must live in (1,3), i.e. are a triplet of
the SU(2)R R-symmetry group. This breaks SL(5)×R+ −→ SU(2)S ≃ SO(3)S and thus defines
a SO(3) structure.
A.3 Intrinsic torsion
A.3.1 Intrinsic torsion of dilaton structure
We begin by calculating the representations expected in the dilaton structure, before giving
their explicit expressions. Recall from (3.27) that the intrinsic torsion is given by
WSL(4) =W/ImτSL(4) , (A.16)
whereW = 15⊕40⊕10 of SL(5). Decomposing these under SL(4) one finds the representations
W = 20⊕ 10⊕ 10⊕ 2 · 6⊕ 2 · 4⊕ 4⊕ 1 . (A.17)
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On the other hand, τ : KSL(4) −→ W maps from the space of SL(4) connections, KSL(4) to the
space of torsions. KSL(4) can easily be computed to be
KSL(4) = 64⊕ 36⊕ 20⊕ 10⊕ 10⊕ 6⊕ 4 , (A.18)
as representations of SL(4), see for example [50]. One can check that as a result
ImτSL(4) = 20⊕ 10⊕ 10⊕ 6⊕ 4 , (A.19)
and hence the intrinsic torsion lives in the representations
WSL(4) = 6⊕ 4⊕ 4⊕ 1 . (A.20)
One can find explicit expressions for these, using the nilpotent exterior derivative d and the
SL(4) structure, defined by K, Kˆ and κ. The only tensor combinations using these and only
one derivative are
(dK)ab =
1
2
ǫabcde∂cdKe = κ
2T˜ ab + κ−1T
[a
3 Kˆ
b] ,(
dKˆ
)
a
= ∂baKˆ
b = κ3P2 a + κKaP1 ,
(A.21)
with
T˜ abKb = 0 ,
T a3Ka = 0 ,
P2 aKˆ
a = 0 ,
(A.22)
as in (3.34) and (3.39). These imply that the irreducible components of the intrinsic torsion
transform as
T˜ ab ∈ 6 ,
T a3 ∈ 4 ,
P2 a ∈ 4 ,
P1 ∈ 1 ,
(A.23)
of SO(3, 3) ≃ SL(4) ⊂ SL(5). From the decomposition 10 −→ 6 ⊕ 4 and 5 −→ 4 ⊕ 1 as
SL(5) −→ SL(4) one can see that we have given the most general form of (A.21). Furthermore,
comparing with (A.20) we see that these indeed are all the components of the intrinsic torsion.
One can also express the irreducible components of the intrinsic torsion directly in terms of
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dK and dKˆ as follows
T a3 = 2κ
−4
(
1
2
ǫabcde∂cdKe
)
Kb ,
T˜ ab =
1
2
κ−2ǫcdefg∂efKg
(
δabcd − 2κ−5δ[a[c Kˆb]Kd]
)
,
P1 = κ
−6Kˆa∂baKˆ
b ,
P2 a = κ
−3∂baKˆ
b − κ−8KaKˆc∂dcKˆd .
(A.24)
A.3.2 Intrinsic torsion of SO(3) structure
Let us begin by calculating what representations are present in the intrinsic torsion. By repeating
the analysis of subsection A.3.1 we find in terms of SU(2)S × SU(2)R representations
KSU(2) = (1,1) ⊕ (3,1) ⊕ (5,1)⊕ (3,3)⊕ (2,2) ⊕ (4,2) ,
W = (4,2) ⊕ (2,4) ⊕ 4 · (2,2) ⊕ 2 · (3,3)⊕ 2 · (1,3)⊕ 2 · (3,1)⊕ 3 · (1,1) ,
ImτSU(2) = (4,2) ⊕ (2,4) ⊕ (3,3)⊕ (3,1)⊕ (1,1) ,
(A.25)
and hence the intrinsic torsion
WSU(2) =W/ImτSU(2)
= 4 · (2,2)⊕ (3,3) ⊕ 2 · (1,3) ⊕ (3,1) ⊕ 2 · (1,1) .
(A.26)
As discussed in section 3.3, the intrinsic torsion is given by
dKab = κ2T ab1 + κJu
ab T2
u + κKˆ [b • T a]3 ,
dKˆa = κKaP1 + κ
3P2 a ,
LJ[uJv]ab = κ2R1uvab + κR2uvwJw ab + κT2[uJv]ab − κKˆ [b
(
Juv
a]
cT
c
3
)
,
LJuKˆa = κ4S1ua + κ3JuabS2 b + κ (Uu − T2u) Kˆa ,
LJuκ5 = κ6Uu ,
(A.27)
We have already derived the right-hand side of dK, LJ[uJv] and LJuκ5 in section 3.3. dKˆ has
already been discussed in the previous section of this appendix, A.3.1. The final expansion,
LJuKˆa is easily explained. We expect the representations
[(2,2)⊕ (1,1)]⊗ (1,3) = (2,2) ⊕ (2,4) ⊕ (1,3) , (A.28)
to appear. However, we already derived the term transforming in the (1,3) in section 3.3: it
is given by (Uu − T2u) Kˆa. The (2,2) and (2,4) are then given by S2 a and S1ua, respectively
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which thus must satisfy
S1u
aKa = S1u
aJuab = 0 ,
S2 aKˆ
a = 0 .
(A.29)
B Six-dimensional non-chiral half-maximal SUGRA
B.1 Conventions
Here we give the details for the case of D = 6 with E5(5) = SO(5, 5). The generalised Lie
derivative of a section of R1, i.e. a generalised vector VM , with M = 1, . . . , 16 labelling the R1
(spinor) representation of SO(5, 5), is given by
LΛVM = ΛN∂NVM − V N∂NΛM + 1
2
(γI)
MN (γI)
PQ
V P∂NΛ
Q . (B.1)
Here I = 1, . . . , 10 represents the R2 (vector) representation of SO(5, 5) and these indices are
raised/lowered by the constant SO(5, 5) invariant metric ηIJ . Thus, the Y -tensor can be read
off as
YMNPQ =
1
2
(γI)
MN (γI)
PQ
. (B.2)
Similarly, for a section of R2, V I , the generalised Lie derivative is given by
LΛV I = ΛM∂MV I + 1
2
(
γJγ
I
)
M
NV J∂NΛ
M . (B.3)
Again, we follow similar conventions to [53] for the wedge products and nilpotent derivative
and let A1,2 ∈ Γ (R1), B1,2 ∈ Γ (R2) and C1,2 ∈ (R3). Our conventions for the wedge products
are
(A1 ∧A2)I = 1
2
(
γI
)
MN
A1
MA2
N ,
(A ∧B)M =
1
2
(
γI
)
MN
ANBI ,
A ∧ C = AMCM ,
(A ∧P C)IJ = AMCN
(
γIJ
)
M
N ,
B1 ∧B2 = BI1BJ2 ηIJ ,
(B1 ∧P B2)IJ = B[I1 BJ ]2 .
(B.4)
We also make use of the bullet product
• : R2 ⊗R3 −→ R1 , (B • C)M = 1
2
BI (γI)
MN CN . (B.5)
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The nilpotent derivative is given by
(dB)M = (γI)
MN ∂NB
I ,
(dC)I =
1
2
(γI)
MN ∂MCN .
(B.6)
B.2 Dilaton and SO(4) structure
A dilaton structure is defined by a scalar density κ of weight 14 and tensor fields K
I , KˆI of
weight 12 . These must satisfy the compatibility conditions (3.14), (3.15)
KIKJηIJ = 0 ,
KˆIKˆJηIJ = 0 ,
KIKˆJηIJ = κ
4 .
(B.7)
Under the subgroup SO(4, 4) × R+ ⊂ SO(5, 5), the 10 branches as
10 −→ 8c0 ⊕ 12 ⊕ 1−2 . (B.8)
The conditions (B.7) imply that at each point the K and Kˆ belong to the representations
K ∈ 12 , Kˆ ∈ 1−2 , (B.9)
of SO(4, 4) × R+ ⊂ SO(5, 5). It is easy to check that these, with κ are stabilised by SO(4, 4) ⊂
SO(5, 5) × R+ and thus define a SO(4, 4) structure.
The SO(4) structure is defined by the four additional nowhere-vanishing generalised vector
fields Ju
M , u = 1, . . . , 4, with M = 1, . . . , 16 denoting the R1 representation of SO(5, 5). The
compatibility conditions (3.16) are
1
2
(
γI
)
MN
Ju
NKI = 0 ,
1
2
(
γI
)
MN
Ju
MJv
N = δuvK
I .
(B.10)
Let us show that the first condition implies that at each point Ju ∈ 8v1 of SO(4, 4) × R+ ⊂
SO(5, 5). For this we decompose the 16 and 16 under SO(4, 4) ×R+ to find
16 −→ 8v1 ⊕ 8s−1 ,
16 −→ 8v−1 ⊕ 8s1 .
(B.11)
The first condition of (B.10) can be viewed as a map from 16 −→ 16, and since KI ∈ 12 its
kernel is given by 8v1. It follows that Ju ∈ 8v1.
Decomposing further under SO(4)S × SO(4)R ≃ (SU(2) × SU(2))S × (SU(2)× SU(2))R ⊂
SO(4, 4), where the subscripts S/R denote the structure and R-symmetry group, the 8v branches
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as
8v −→ (2,2,1,1) ⊕ (1,1,2,2) . (B.12)
These two representations appear in the second equation of (B.10) with opposite signs on the
right-hand side, and thus, we see that Ju
M ∈ (1,1,2,2) and thus form a quadruple of the SO(4)R
R-symmetry group. This breaks the structure group SO(5, 5) × R+ −→ (SU(2)× SU(2))S ≃
SO(4)S and thus defines a SO(4)S structure.
B.3 Intrinsic torsion
B.3.1 Intrinsic torsion of the dilaton structure
Let us first find the representations expected in the dilaton structure, before giving their explicit
expressions. The intrinsic torsion is given by (3.27), i.e.
WSO(4,4) =W/ImτSO(4,4) , (B.13)
whereW = 144⊕16 of SO(5, 5). Decomposing this under SO(4, 4) one finds the representations
W = 56v ⊕ 56s ⊕ 3 · 8v ⊕ 3 · 8s . (B.14)
On the other hand, τ : KSO(4,4) −→ W maps from the space of SO(4, 4) connections, KSO(4,4)
to the space of torsions. Following for example [50], KSO(4,4) can easily be shown to be
KSO(4,4) = 160
v ⊕ 160s ⊕ 56v ⊕ 56s ⊕ 8v ⊕ 8s , (B.15)
as representations of SO(4, 4). One can check that this implies
ImτSO(4,4) = 56
v ⊕ 56s ⊕ 8v ⊕ 8s , (B.16)
and hence the intrinsic torsion lives in the representations
WSO(4,4) = 2 · 8v ⊕ 2 · 8s . (B.17)
One can find explicit expressions for these, using the nilpotent exterior derivative d and the
SO(4, 4) structure, defined by K, Kˆ and κ. The only tensor combinations using these and only
one derivative are
dKM = (γI)
MN ∂NK
I = κ2T˜M +
1
2
(γI)
MN KˆIT3N ,
dKˆM = (γI)
MN ∂NKˆ
I = κ2P˜M +
1
2
(γI)
MN KˆIP3N ,
(B.18)
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where according to (3.34) and (3.40)
KI (γI)MN T˜
N = 0 ,
KI (γI)MN P˜
N = 0 ,
KI (γI)
MN T3N = 0 ,
KI (γI)
MN P3N = 0 .
(B.19)
This implies that
T˜N ∈ 8v ,
P˜N ∈ 8v ,
T3N ∈ 8s ,
P3N ∈ 8s .
(B.20)
To see that this is the most general form of (B.18), note that under SO(4, 4) ⊂ SO(5, 5) we have
the branching
16 −→ 8v ⊕ 8s , (B.21)
and that these are exactly the representations appearing in (B.18). Furthermore, by comparison
with (B.17) we see that we have captured all the elements of the intrinsic torsion.
B.3.2 Intrinsic torsion of the SO(4) structure
We will now repeat the above analysis for the intrinsic torsion of the SO(4) structure. We begin
by computing
KSO(4) = (1,3,2,2) ⊕ (2,3,1,2) ⊕ (3,1,2,2) ⊕ (3,2,2,1) ⊕ 2 · (2,2,1,1)
⊕ (1,2,2,1) ⊕ (2,1,1,2) ⊕ (2,4,1,1) ⊕ (4,2,1,1) ⊕ (1,4,2,1) ⊕ (4,1,1,2) ,
W = (3,1,2,2) ⊕ (1,3,2,2) ⊕ (2,2,1,3) ⊕ (2,2,3,1) ⊕ (2,1,3,2) ⊕ (1,2,2,3)
⊕ (2,3,1,2) ⊕ (3,2,2,1) ⊕ 4 · (1,1,2,2) ⊕ 4 · (2,2,1,1) ⊕ 4 · (2,1,1,2)
⊕ 4 · (1,2,2,1) ,
ImτSO(4) = (3,1,2,2) ⊕ (3,2,2,1) ⊕ (2,3,1,2) ⊕ (1,3,2,2) ⊕ 2 · (2,2,1,1)
⊕ (1,2,2,1) ⊕ (2,1,1,2) ,
(B.22)
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in terms of (SU(2)× SU(2))S × (SU(2) × SU(2))R representations. Thus, the intrinsic torsion is
given by
WSO(4) =W/ImτSO(4)
= (2,1,3,2) ⊕ (1,2,2,3) ⊕ 2 · (2,2,1,1) ⊕ 2 · (1,2,2,1)
⊕ 2 · (2,1,1,2) ⊕ 4 · (1,1,2,2) .
(B.23)
As discussed in section 3.3, the intrinsic torsion of the SO(4) structure is given by
dKM = κ2T1
M + κ2T2
uJu
M +
1
2
(γI)
MN KˆIT3N ,
dKˆM = κ2P1
M + κP2
uJu
M +
1
2
(γI)
MN KˆIP3N ,
LJ[uJv]M = κ2R1uvM + κR2 uvwJwM + κT2[uJv]M −
1
2
KˆI (γI)
MN (JuvNPT3P ) ,
LJuKˆI = κ3S1uI + κ2JuM
(
γI
)
MN
S2
N + κ (Uu − T2u) KˆI ,
LJuκ4 = κ5Uu .
(B.24)
The right-hand sides of dKM , LJ[uJv]M and LJuκ4 have already been derived in sections 3.3.
While we have discussed dKˆM in section B.3.1, we give here a slightly different expression for it.
This is simply because we have further decomposed the 8v of SO(4, 4) under SO(4)S × SO(4)R,
using Ju
M exactly as we have done for dKM in going from (B.18) to (B.24).
We are left with explaining the right-hand side of LJuKˆ. First, note that
KˆILJuKˆI =
1
2
LJu
(
KˆIKˆ
I
)
= 0 . (B.25)
Thus, for any fixed value of u = 1, . . . , 4 we are only expecting the representations
8c ⊕ 1 ∈ 10 , (B.26)
in terms of SO(4, 4) ⊂ SO(5, 5) representations. Taking now into account the various values of
u we find that we are expecting the following representations of SO(4)S × SO(4)R
[(1,2,1,2) ⊕ (2,1,2,1) ⊕ (1,1,1,1)]⊗ (1,1,2,2)
= (1,2,2,3) ⊕ (2,1,3,2) ⊕ (1,2,2,1) ⊕ (2,1,1,2) ⊕ (1,1,2,2) .
(B.27)
These are exactly the representations appearing in (B.24). We have already discussed in section
3.3 that the (1,1,2,2) is just given by the Uu − T2u. The other representations are contained
in S1u
I and S2
M since from (3.59) these satisfy
S1u
IKI = S1u
IKˆI = S1u
I (γI)
MN JˆuN = 0 ,
S2
M (γI)MN Kˆ
I = 0 .
(B.28)
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These equations imply that
S1u
I ∈ (1,2,2,3) ⊕ (2,1,3,2) ,
S2
M ∈ (1,2,2,1) ⊕ (2,1,1,2) ,
(B.29)
as required.
Finally, one can check that the torsion classes appearing in (B.24) are exactly those listed
in (B.23).
C Five-dimensional half-maximal SUGRA
C.1 Conventions
This appendix contains the details for the case of D = 5 with the relevant exceptional group
E6(6). The generalised Lie derivative of a section of R1, i.e. a generalised vector VM , with
M = 1, . . . , 27 labelling the fundamental representation of E6(6), is given by
LΛV M = ΛN∂NVM − V N∂NΛM + 10dNLP dMKPV L∂KΛN , (C.1)
where dMNP and dMNP are the symmetric cubic invariant of E6(6). They are normalised to
satisfy
dMPQd
NPQ = δNM . (C.2)
From the generalised Lie derivative, the Y -tensor can be read off to be
YMNPQ = 10d
MNKdPQK . (C.3)
Let us also give the generalised Lie derivative for a section of R2, BM ,
LΛBM = ΛN∂NBM +BN∂MΛN − 10dMLP dNKPBN∂KΛL +BM∂NΛN . (C.4)
We use the following conventions for wedge products, similar to [53]. For A1,2 ∈ Γ (R1),
B ∈ Γ (R2), C ∈ (R3),
(A1 ∧A2)M = dMNPAN1 AP2 ,
A ∧B = AMBM ,
(A ∧P B)α = (tα)M NANBM ,
(C.5)
where α = 1, . . . , 78 labels the adjoint representation of E6(6) and t
α its generators. The adjoint
indices are raised/lowered with the Cartan-Killing metric καβ = tr (tαtβ). The bullet product is
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given by
• : R1 ⊗R3 −→ R1 , (A • C)M = Cα (tα)M NAN ,
• : R2 ⊗R3 −→ R2 , (B • C)M = Cα (tα)N MBN ,
•P : R1 ⊗R2 −→ R3 , (A •B)α = AMBN (tα)N M .
(C.6)
The “exterior derivative” can only act on a section of the R2 bundle and is given by
dBM = 10dMNP∂NBP , (C.7)
as in [53].
The following identity is often useful
(tα)N
M (tα)L
K =
1
18
δMN δ
K
L +
1
6
δKN δ
M
L −
5
3
dMKRdNLR . (C.8)
C.2 Dilaton and SO(5) structure
A dilaton structure is defined by tensor fields KM , Kˆ
M and κ satisfying
dMNPKMKN = 0 ,
dMNP Kˆ
MKˆN = 0 ,
KM Kˆ
M = κ3 ,
(C.9)
where KˆM , KM and κ have weights
1
3 ,
2
3 and
1
3 respectively. To understand these conditions,
decompose E6(6) −→ SO(5, 5) × R+, under which
27 −→ 102 ⊕ 16−1 ⊕ 1−4 ,
27 −→ 10−2 ⊕ 161 ⊕ 14 .
(C.10)
It is easy to see, for example by looking at the R+ charges, that the first and second conditions
of (C.9) imply that
K ∈ 14 , Kˆ ∈ 1−4 . (C.11)
The SO(5) ⊂ SO(5, 5) ⊂ E6(6)×R+ structure is defined by further introducing five generalised
vector fields Ju
M , with u = 1, . . . , 5, satisfying
Ju
M (tα)
N
MKN = Ju
MKM = 0 ,
Ju
MJv
NdMNP = δuvKP .
(C.12)
Decomposing again under SO(5, 5) ×R+ ⊂ E6(6) the first condition implies that
Ju ∈ 102 . (C.13)
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Decomposing further under SO(5)S × SO(5)R ⊂ SO(5, 5), where the S/R subsets denote the
structure and R-symmetry groups, we find
10 −→ (5,1) ⊕ (1,5) . (C.14)
These two irreducibles would appear in the second equation of (C.12) with opposite signs. Thus,
the second condition of (C.12) implies that
Ju ∈ (1,5) , (C.15)
and hence the Ju’s form a quintuple under the SO(5)R symmetry.
It is useful to introduce
JˆuM = dMNPJu
NKˆP , (C.16)
which satisfies
JˆuMJv
M = κ3δuv , (C.17)
and
10dMNP JˆuM Jˆv N = κ
3δuvKˆ
P . (C.18)
One can express also Ju
M in terms of JˆuM and KM via
Ju
M = 10κ−3dMNKKN JˆuK . (C.19)
These follow from (C.8).
C.3 Intrinsic torsion
C.3.1 Intrinsic torsion of the dilaton structure
Let us first calculate the representations expected in the dilaton structure, before giving their
explicit expressions. Recall from (3.27) that the intrinsic torsion is given by
WSO(5,5) =W/ImτSO(5,5) , (C.20)
where W = 351⊕ 27 of E6(6). Decomposing these under SO(5, 5) one finds the representations
W = 144⊕ 120⊕ 45⊕ 2 · 16⊕ 16⊕ 2 · 10⊕ 1 . (C.21)
On the other hand, τ : KSO(5,5) −→ W maps from the space of SO(5, 5) connections, KSO(5,5)
to the space of torsions. KSO(5,5) can easily be computed to be
KSO(5,5) = 560⊕ 320⊕ 144⊕ 120⊕ 45⊕ 16⊕ 10 , (C.22)
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as representations of SO(5, 5), see for example [50]. One can check that as a result
ImτSO(5,5) = 144⊕ 120⊕ 45⊕ 16⊕ 10 , (C.23)
and hence the intrinsic torsion lives in the representations
WSO(5,5) = 16⊕ 16⊕ 10⊕ 1 . (C.24)
Let us now turn to the explicit expression of the dilaton structure. The only covariant
combinations with one derivative that we can form are given by
(dK)M = dMNP∂NKP = κ
2T˜M + κ (tα)
M
NT3
αKˆN ,
LKˆKM = κKMP1 + κ (tα)N MP2αKN ,
LKˆκ3 = P1κ4 ,
(C.25)
as well as
LKˆKˆM = 5dMNP∂N
(
dPQRKˆ
QKˆR
)
= 0 , (C.26)
due to the compatibility condition (C.9).
Let us now derive the right-hand side of (3.42). For dK we can in principle have the SO(5, 5)
representations
10⊕ 16⊕ 1 ⊂ 27 of E6(6) . (C.27)
However, the singlet component has to vanish since
KMd
MNP∂NKP =
1
2
dMNP∂N (KMKP ) = 0 . (C.28)
Similarly, consider
dMNPKNLKˆKP =
1
2
LKˆ
(
dMNPKNKP
)
= 0 . (C.29)
However, dMNPKN projects the 27 of E6(6) onto its 10 representation under the branching to
SO(5, 5). Thus, the second equation of (C.25) only has components of the intrinsic torsion in
the SO(5, 5) singlet and 16 representations. On the other hand, the singlets appearing in the
second and third line of (C.25) are equal since
P1 = κ
−4KˆMLKˆKM = κ−4LKˆ
(
KˆMKM
)
= κ−4LKˆκ3 . (C.30)
Putting all this together, we have
(tα)
M
N T˜
NKM = T˜
MKM = 0 ,
T3
α (tα)
M
NKM = T3
α (tα)
M
Nd
NPQKP = 0 ,
P2α (t
α)M NKˆ
N = P2α (t
α)M NdMPQKˆ
P = 0 .
(C.31)
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To see that the above really corresponds to the conditions (3.35) and (3.43), we need to show
that
XMN ≡ T3α (tα)M P dNPQKQ ∈ 351 , X ′MN ≡ P2α (tα)P MdNPQKˆQ ∈ 351 . (C.32)
This follows from
X(MN) =
3
2
T3
α (tα)
(M
Qd
NP )QKP = 0 ,
X ′(MN) =
3
2
P3
α (tα)
Q
(MdNP )QKˆ
P = 0 ,
(C.33)
using first that T3
α (tα)
M
NKM = P3
α (tα)
N
MKˆ
M = 0 and second that dMNP and dMNP are
E6(6) invariants. This shows that X
MQ ∈ 351 and X ′MQ ∈ 351.
Equation (C.31) implies that
T˜M ∈ 10 ,
T3
α ∈ 16 ,
P1 ∈ 1 ,
P2α ∈ 16 .
(C.34)
We see that the representations appearing in (C.25) are exactly those in (C.24).
C.3.2 Intrinsic torsion of the SO(5) structure
Let us now study the intrinsic torsion of the SO(5) structure. We again begin by finding the
representations that we expect. In terms of SO(5)S × SO(5)R representations we have
KSO(5) = (5,10)⊕ (4,20)⊕ (4,16)⊕ (4,4) ⊕ (1,35)⊕ 2 · (1,10)⊕ (1,5) ,
W = (16,4)⊕ (10,5)⊕ 2 · (10,1)⊕ (5,5) ⊕ 2 · (5,1) ⊕ (4,16)
⊕ 4 · (4,4) ⊕ 2 · (1,10)⊕ 2 · (1,5) ⊕ (1,1) ,
ImτSO(5) = (4,16)⊕ (4,4) ⊕ 2 · (1,10)⊕ (1,5) ,
(C.35)
and hence the intrinsic torsion
WSO(5) = (16,4)⊕ (10,5)⊕ 2 · (10,1) ⊕ (5,5)⊕ 2 · (5,1)⊕ 3 · (4,4)
⊕ (1,5) ⊕ (1,1) .
(C.36)
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Explicitly, the intrinsic torsion of the SO(5) structure is given by
dKM = κ2TM1 + κT2
uJu
M + κ (tα)
M
NT3
αKˆN ,
LKˆKM = κKMP1 + κ (tα)N MP2αKN ,
LKˆJuM = κ2P3uM + κP4 [uv]JvM +
1
2
κP1Ju
M
− κ−3 (tα)M NKˆNJuP
(
tβtα
)Q
PP2βKQ ,
LKˆκ3 = P1κ4 ,
LJ[uJv]M = κ2R1uvM + κR2uvwJwM + κT2[uJv]M −
1
2
KˆN [Juv , T3]N
M ,
LJuKˆM = κ2S1uM + S2α (tα)M NJuN + κKˆM (Uu − T2u) ,
LJuκ3 = Uuκ4 .
(C.37)
The expressions for dK, LJ[uJv] and LJuκ3 have been derived in section 3.3, and those for LKˆK
and LKˆκ3 in section C.3.1. Here we will derive the expressions for LKˆJu and LJuKˆ.
Let us begin with LKˆJuM . Using (C.19), we find that
KˆMLKˆJuM = 10κ−3KˆMdMNPLKˆ
(
JˆuNKP
)
= 0 . (C.38)
Thus, for each u = 1, . . . , 5 we can only have the representations
16⊕ 10 (C.39)
of SO(5, 5) appearing. Taking into account the quintuplet coming from u, we thus expect at
most the representations
(4,4) ⊗ (1,5) ⊕ (1,5)⊗ (1,5)⊕ (5,5)
= (5,5) ⊕ (4,16)⊕ (4,4)⊕ (1,14)⊕ (1,10)⊕ (1,1) ,
(C.40)
of SO(5)S × SO(5)R to appear.
Next, we look at the representations (1,14)⊕ (1,10)⊕ (1,1) which are given by
Quv = κ
−4JˆvMLKˆJuM . (C.41)
However, recall that
LKˆKˆM = 0 , (C.42)
and thus
JˆvMLKˆJuM = JvMLKˆ JˆuM . (C.43)
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As a result, the symmetric of Quv is given by
Q(uv) =
1
2
κ−4LKˆ
(
Ju
M JˆvM
)
=
1
2
δuvκ
−4LKˆκ3 =
1
2
δuvP1 , (C.44)
i.e. the (1,14) vanishes and the (1,1) is given by P1. Only the antisymmetric part gives a new
component of the intrinsic torsion and we call it P4uv = Q[uv].
Finally, we look at the representations (4,16)⊕ (4,4) which are given by
Qαu = κ
−4 (tα)
N
MKNLKˆJuM
= −κ−4JuM (tα)N MLKˆKN
= −κ−3JuM (tα)N M (tβ)P NP2βKP .
(C.45)
We see that the (4,16) vanishes while the (4,4) is given by P2
α. This leads to
LKˆJuM = κ2P3uM + κP4 [uv]JvM +
1
2
κP1Ju
M
− κ−3 (tα)M NKˆNJuP
(
tβtα
)Q
PP2βKQ ,
(C.46)
as given in equation (C.37). Here
P3 u
MKM = P3 u
M (tα)
N
MKN = P3u
M JˆvM = 0 , (C.47)
and hence P3u
M ∈ (5,5) of SO(5)S × SO(5)R. Note that one could also write the last term as
(tα)
M
N Kˆ
NJu
P
(
tβtα
)Q
PP2 βKQ = −5
3
(tα)
L
PKLP2
αdMNP JˆuN . (C.48)
Now, let us derive the right-hand side for LJuKˆM . To see why it contains only three torsion
classes consider
dMNP Kˆ
NLJuKˆP =
1
2
LJu
(
dMNP Kˆ
NKˆP
)
= 0 . (C.49)
This implies that for each fixed u = 1, . . . , 5 LJuKˆM only takes values in the representations
1 ⊕ 16 of SO(5, 5). Now, including the varying u we see that we can only have the following
representations under SO(5)S × SO(5)R
[(4,4) ⊕ (1,1)]⊗ (1,5) = (4,4)⊕ (4,16)⊕ (1,5) , (C.50)
which correspond to the intrinsic torsion given in LJuKˆ in equation (C.37). Recall that, as
shown in section 3.3, the component in the (1,5) is given by Uu − T2u. The other components
of the intrinsic torsion satisfy
S1u
M (tα)
M
N Jˆ
u
N = S1u
MKM = 0 ,
S2
α (tα)
M
N Kˆ
N = 0 ,
(C.51)
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and thus belong to
S1u
M ∈ (16,4) ,
S2
α ∈ (4,4) .
(C.52)
We see that all together we obtain precisely the intrinsic torsion as in (C.36).
D Decomposition of the intrinsic torsion
Let us derive equation (3.55). We begin with the decomposition of WK = κ2T˜ + κ6−DKˆ • T3.
Under SO(d− 1, d− 1) −→ SO(d− 1)S ⊗ SO(d− 1)R we find that
Vd−1,d−1 −→ VS ⊕ VR , (D.1)
where VS/R denotes the vector representation of SO(d− 1)S/R. Furthermore the Ju form a basis
for VR at each point and thus we can write T˜ = T1 + JuT2
u as in the first equation of (3.55)
with T1 ∈ VS and T2u ∈ VR.
For WJ uv we can instead have the following representations appearing
Λ2VR ⊗R1 = Λ2VR ⊗ VR ⊕ Λ2VR ⊗ VS ⊕ Λ2VR ⊗ φd−1,d−1 , (D.2)
i.e.
LJ[uJv] = κ2R1uv + κR˜uv,wJw + κ6−DKˆ • R˜uv , (D.3)
where
R1 uv ∈ Λ2VR ⊗ VS ,
R˜uv,w ∈ Λ2VR ⊗ VR ,
R˜uv ∈ Λ2VR ⊗ φd−1,d−1 ,
(D.4)
and thus they are given by
R˜uv,w = κ
1−DJˆw ∧ LJ[uJv] ,
R˜uv = −2κ−4LJ[uJv] ∧K ,
R1uv = κ
−2LJ[uJv] − κ−DJw
(
Jˆw ∧ LJ[uJv]
)
+ 2κ−DKˆ •
(
LJ[uJv] ∧K
)
.
(D.5)
Both R˜uv,w ∈ Λ2VR ⊗ VR and R˜uv ∈ Λ2VR ⊗ φd−1,d−1 are in principle reducible. Thus, we can
write
R˜uv,w = R2uvw + Rˆuv,w , (D.6)
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with R2uvw = R˜[uv,w] ∈ Λ3VR and Rˆ[uv,w] = 0. Thus,
Rˆuv,w =
2
3
(
R˜u(v,w) − R˜v(u,w)
)
. (D.7)
We can calculate
2κD−1R˜u(v,w) =
(LJuJ(v) ∧ Jˆw) − Jˆ(w ∧ LJv)Ju
=
(LJuJ(v) ∧ Jw) ∧ Kˆ − Kˆ ∧ J(wLJv)Ju
= Kˆ ∧
[
1
2
LJu (Jv ∧ Jw)− LJ(v
(
Jw)Ju
)
+
(
LJ(vJw)
)
∧ Ju
]
= Kˆ ∧
[
1
2
δvwLJuK − δu(wLJv)K +
1
d− 1δvw (LJxJx) ∧ Ju
]
= δvw
2
d− 1 Jˆu ∧ LJxJx −
2
d− 1δu(v Jˆw) ∧ LJxJx ,
(D.8)
which means that
Rˆuv,w =
2
d− 1κ
1−Dδw[vJˆu] ∧ LJxJx
= κ1−Dδw[vJˆu] ∧ dK
= T2[uδv]w ,
(D.9)
and
R˜uv,w = Ruvw + T2[uδv]w . (D.10)
Finally, a long but straightforward computation shows that
R˜uv = Juv · T3 . (D.11)
Thus, we find that
LJ[uJv] = κ2R1uv + κR2uvwJw + κT2[uJv] − κ6−DKˆ • (Juv · T3) . (D.12)
E SO(d− 1)R invariance of the scalar potential
Here we will show that the universal part of the scalar potential (4.6), excluding the T 21 and T
2
2
terms, is fixed by requiring invariance under local SO(d − 1)R transformations. We begin with
the Ansatz
V0 = α1κ
4−DR1uv ∧Ruv1 ∧ Kˆ + α2R2uvwRuvw2 + α3κ−2LJu (Uuκ) + α4UuUu + α5UuT u2 . (E.1)
We ignore T 21 and T
2
2 terms, because T1 and T2 are invariant under local SO(d − 1)R transfor-
mations.
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Under the SO(d− 1)R symmetry, the Ju’s transform as
δλJu = λu
vJv . (E.2)
Using (3.55) one finds the anomalous transformations
∆λR2uvw = 3κ
−1J[u
M∂|M |λvw] ,
∆λR1uv
M = κ−2
1
d− 1Y
MN
PQ J
Q
w J
wP∂Nλuv ,
∆λUu = κ
−1JvM∂Mλuv .
(E.3)
Here we will ignore the torsion classes S1u and S2 as these will vanish when we have an honestly
half-maximal theory.
Using (E.3), one finds that the terms in (E.1) transform as
∆λ (R2uvwR
uvw
2 ) = 6κ
−D
(
JˆuNLJvJwN
)
Ju
M∂Mλvw ,
∆λ
(
R1 uv ∧Ruv1 ∧ Kˆ
)
= 2κD−4RuvM2 ∂Mλuv
= 2κD−6LJuJvM∂Mλuv − 2κ−4JˆwNLJuJv NJwM∂Mλuv
− 2κD−5T2uJvM∂Mλuv ,
∆λUuU
u = 2κ−1UuJv
M∂Mλ
uv ,
∆λUuT
u
2 = κ
−1T2uJv
M∂Mλ
uv ,
∆λ (LJu (κUu)) = JuMUv∂Mλuv + κ−1JuM∂MJv N∂Nλuv
= Ju
MUv∂Mλ
uv +
1
2
κ−1LJuJvM∂Mλuv ,
(E.4)
where going to the last line we used the section condition (2.4). Thus, one finds that the scalar
potential (E.1) transforms as
∆V0 = 2 (3α2 − α1) κ−D
(
JuNLJvJwN
)
Ju
M∂Mλvw
+ 2
(
α1 +
α3
4
)
κ−1LJuJvM∂Mλuv − 2
(
α1 +
α5
2
)
κ−1T2uJv
M∂Mλ
uv
+ (2α4 − α3)κ−1UuJvM∂Mλuv .
(E.5)
Thus the scalar potential is invariant when
α2 =
α1
3
,
α3 = −4α1 ,
α4 = a5 = −2α1 .
(E.6)
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F Intrinsic torsion of O(d) ⊂ O(d, d)× R+ structure
We begin by showing that the symmetric part of the first equation of (9.15) vanishes. Using the
compatibility condition (9.4), it follows that
LJ(uJv)M =
1
2
ηMN∂N
(
Ju
PJv
QηPQ
)
= 0 . (F.1)
Thus we see that
LJuJvM = LJ[uJv]M = RuvM +Ruv,wJw,M , (F.2)
where Ruv
MJw,M = 0 and
Jw,MLJ[uJv]M = Ruv,w . (F.3)
We will now show that Ruv,w = Ruvw = R[uvw] is totally antisymmetric. We first write
Ruv,w = Ruvw + Rˆuv,w , (F.4)
where Ruvw is totally antisymmetric and
Rˆuv,w =
2
3
(
Ru(v,w) −Rv(u,w)
)
. (F.5)
However,
Ru(v,w) =
1
2
(
J(w|M |LJ|u|Jv)M − J(w|MLJv)JuM
)
=
1
4
LJu
(
Jw,MJv
M
)− 1
2
LJ(v
(
Jw)
MJu,M
)
+
1
2
Ju
MLJ(vJw)M
= 0 ,
(F.6)
using (9.4) and (F.1). As a result we see that Rˆuv,w = 0 and Ruv,w = Ruvw = R[uvw] is totally
antisymmetric.
Thus, we can write
LJuJvM = RuvM +RuvwJw,M , (F.7)
with Ruv
MJw,M = 0. Similarly we could consider
LJue−2d = Uue−2d , (F.8)
where Uu is a component of the intrinsic torsion.
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