Abstract-There is a need to develop an algorithm that can determine the relative activities of radioisotopes in a large data set of low-resolution gamma-ray spectra that contain a mixture of many radioisotopes. Low-resolution gamma-ray spectra that contain mixtures of radioisotopes often exhibit feature overlap, requiring algorithms that can analyze these features when overlap occurs. While machine learning and pattern recognition algorithms have shown promise for the problem of radioisotope identification, their ability to identify and quantify mixtures of radioisotopes has not been studied. Because machine-learning algorithms use abstract features of the spectrum, such as the shape of overlapping peaks and Compton continuum, they are a natural choice for analyzing radioisotope mixtures. An artificial neural network (ANN) has been trained to calculate the relative activities of 32 radioisotopes in a spectrum. The ANN is trained with simulated gamma-ray spectra, allowing easy expansion of the library of target radioisotopes. In this paper, we present our initial algorithms based on an ANN and evaluate them against a series of measured and simulated spectra.
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I. MOTIVATION
T HERE have been a number of papers published successfully applying artificial neural network (ANNs) to automated radioisotope identification [1] - [4] . Many of these papers rely on region of interest (ROI) methods or high-resolution gamma-ray spectrum as the input to the ANN. ANN training methods created for high-resolution gamma-ray spectra may not perform well when trained using low-resolution spectra. ANN training that relies on ROI methods may not perform well when ROIs overlap significantly with large libraries of radioisotopes. By using the gamma-ray spectrum from a lowresolution detector, it may be possible to train an ANN on the abstract shape of the spectrum rather than strictly the counts in ROIs. Using the entire spectrum has the benefit of incorporating previously difficult to incorporate features like the Compton continuum and is shown to allow for some tolerance to gain shift. Previously, it has been shown that an ANN may be trained to perform radioisotope identification and quantification using NaI gamma-ray spectrum using a library of five radioisotopes [4] . The authors are with the Department of Nuclear, Plasma, and Radiological Engineering, University of Illinois at Urbana-Champaign, Urbana, IL 61801 USA (e-mail: kamuda1@illinois.edu).
Digital Object Identifier 10.1109/TNS.2017.2693152 In this paper, we present an ANN trained to perform radioisotope identification and quantification using NaI gamma-ray spectrum with a library of 32 radioisotopes corresponding to a library identified by the U.S. Department of Homeland Security as the minimum identification standards for radioisotope identification algorithms [5] . This library would need to be recreated to include radioisotopes for specific applications, such as nuclear forensics. The truncated library is used here as a demonstration of an extension of the current state of the art for a neural network radioisotope identification algorithm.
II. NEURAL NETWORK THEORY
An ANN is a mathematical model that mimics biological neurons. ANNs have been used for diverse tasks such as identifying fingerprints, images of various objects, and stock market prediction [6] - [8] . One example of an ANN architecture is shown in Fig. 1 . This ANN has N neurons in input layer A, J neurons in hidden layer B, and K neurons in output layer C. Each neuron in the layers next to each other is connected by weights, represented in Fig. 1 by arrows connecting the nodes.
Computations are performed in each neuron. The structure and equation governing the operation of an individual neuron are shown in Fig. 2 .
As seen in Fig. 2 , each neuron operates by summing the products of the previous layer's values (A1, A2,…,AN) and each individual weight (w1j, w2j,…,wnj) connecting the nodes. This summation is then operated on by an activation function f , typically sigmoid, which is passed on to the next layer of the ANN. The ANN may be trained by setting the weights connecting the nodes so that they minimize the error between the target values in a training set and the ANN output.
ANNs learn by providing with training data that contain input values and target values for those inputs. The ANN 0018-9499 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. adjusts the value of the weights in a way that minimizes an error function. One common method of training an ANN is through error backpropagation. Error backpropagation minimizes an error function with respect to the weights connecting the nodes. Multiple techniques have been developed to efficiently perform error backpropagation [9] - [11] . Some of these algorithms have multiple parameters that need tuning before useful learning is achieved. The Adam optimizer [12] is chosen for the model presented in this paper, due to the simplicity of its simple parameter choice and overall performance. The error function used in this paper is cross-entropy, shown as
In 1, N is the total number of output nodes, y n is the ground truth of the nth output, andŷ n is the ANN output of the nth output. The cross-entropy error function expects inputs between zero and one, so it is traditionally used in classification problems.
Due to the number of free parameters in an ANN, these models have a tendency to overfit data. The two methods used to prevent overfitting in this paper are L 2 regularization and neuron dropout. Without both of these techniques, the presented ANN fails to learn on the presented data set. L 2 regularization penalizes the ANN when the magnitude of the weights, and thus the complexity of the model, increases. L 2 regularization allows the magnitude of the weights to increase only when there is a comparable reduction in the unmodified error function. The equation that describes how L 2 regularization modifies the error function is shown as
In 2, w i is the weight between each node in the ANN and λ is a tunable parameter that allows the strength of regularization to change. A larger λ will force the ANN to prefer smaller 4 . Training error curves using optimal hyperparameters found in the random search. The training data set error is shown in gray and the testing data set error is shown in black.
weights connecting the nodes. If the parameter λ is too small, it will not have a significant impact on training. If the parameter λ is too large, the ANN will ignore the error between input and output in favor of minimizing the L 2 error. In the ANN used in this paper, a λ of five works well. Further tuning of this parameter may increase the ANN performance. Neuron dropout is the process of temporarily removing a node from the ANN architecture [13] . By randomly removing neurons from an ANN during training, heavy local codependency between nodes that could lead to the ANN becoming stuck in a local minimum in the error function is discouraged. Neuron dropout is also a cost-efficient way to effectively average many different ANN architectures. Almost always, taking the average output of more than one separately trained ANN improves the performance of the ANN. By applying dropout at each node with the same probability throughout training, the ANN architecture changes every iteration. Knowing the probability of dropout, it is possible to approximate the average output of each new ANN. The ANN used in this paper uses a dropout probability of 0.5, as it was found to be close to the optimum value for several ANNs performing different tasks [13] . As with λ in the L 2 error function, the dropout rate may also be tuned to increase the ANN performance.
Google's Python package TensorFlow [14] was used to create and train the ANN used in this paper.
III. TRAINING SET CREATION
The gamma-ray spectra were simulated in MCNP6 using a model of an Ortec 905-3 NaI detector [15] . Each spectrum contains up to five random radioisotopes from the following 133 Xe. The maximum number of radioisotopes in the training set depends on the number of radioisotopes expected for a given application. An example simulated spectrum is shown in Fig. 3 . The simulation process is easily extended to include additional radioisotopes and shielding configurations.
Spectra were simulated by randomly selecting the number of gross counts in each spectrum to range between 10 3 and 10 5 . The total number of counts was randomly sampled between the chosen radioisotopes and a spectrum representing background. The simulated spectrum and the fraction of counts corresponding to each radioisotope and background are recorded. These target contributions include counts from non-photopeak features, including Compton scattering, escape peaks, and annihilation peaks. This effectively taught the ANN to recognize all features of the spectrum. To mimic gain shift due to calibration drift, a function was used to randomly linearly rebin the position of each channel in each spectrum. The new spectrum was reconstructed using spline interpolation with the new bin positions. The magnitude of this shift was randomly chosen between (0.8, 1.0). In addition to mimicking gain shift, randomizing the bins increases the generality of the neural network by inducing jitter to the inputs.
IV. NETWORK ARCHITECTURE
A two-layer ANN was trained to perform relative gross count attribution from a library of 32 radioisotopes and background using the spectrum from a 1024 channel NaI detector as input. Deeper network architectures with additional layers are prone to long training times, overfitting issues, and learning peculiarities. Because of these issues, deeper architectures were not explored in this paper. The activation functions for the hidden layers are the hyperbolic tangent function and the activation function for the output layer is the sof tmax function, shown in 3. While so f tmax is traditionally used for classification, it was observed in this paper that it performed well as a regression model. Because the so f tmax function restricts the range of output values to (0,1) and forces the output to sum to one, sof tmax matches the conditions necessary to calculate relative class contributions
V. TRAINING DETAILS AND HYPERPARAMETER SEARCH For training, the ANN was given raw spectra (1024 × 1) and target vectors containing the relative gross-count contribution from each radioisotope in the corresponding spectrum (33 × 1). In each iteration, batches of 128 randomly chosen spectra from a total of 10 5 were used to train the ANN. The ANN learned through error backpropagation using the Adam optimizer to minimize the cross-entropy error between the ANNs predictions of relative count contributions from each radioisotope and their true contributions. Training ended when the difference in mean cross entropy between the last 10 iterations and the cross entropy between the last 20 and last 10 iterations falls below 10 −3 .
The ANN presented in this paper has the following hyperparameters: number of neurons in layer one, number of neurons in layer two, initial learning rate for the Adam optimizer, L 2 regularization strength, and neuron dropout rate. A random hyperparameter search was used to jointly optimize the hyperparameters [16] . The ranges of parameters tested are shown in Table I . The ranges tested were based on a manual search performed by the authors. All ranges were sampled using a logarithmic distribution over their respective range except the dropout rate. The dropout rate was sampled using a uniform distribution over its range. It can also be shown that given 60 random samples over some space with a finite minimum, the minimum of those 60 random samples is within 5% of the true minimum with 95% probability [17] . This means that given a range of hyperparameters, the best performing hyperparameter combination out of 60 randomly sampled points is very likely to be close to optimal. Out of 60 random hyperparameter combinations, the hyperparameter combination with the lowest error is shown in Table I . The error during training for this ANN is shown in Fig. 4 . The training and testing set error do not diverge, demonstrating that the ANN did not overfit the training data.
VI. IDENTIFICATION PERFORMANCE
The performance of an ANN is shown through an analysis of the false alarm rate on a data set of simulated spectra and through model performance on a number of real and simulated spectra. Because the softmax function outputs nonzero count contributions for each radioisotope, it is necessary to determine a minimum count contribution threshold. The false alarm rate as a function of count contribution threshold for 1000 simulated gamma-ray spectra is shown in Fig. 5 . The 1000 spectra were simulated using the same method used to produce the training spectra. A false alarm is defined as the model finding a radioisotope with a count contribution higher than Fig. 11 . Simulated gamma-ray spectrum containing half its counts from background and equal count contributions from 60 Co, 133 Ba, 152 Eu, 137 Cs, and 90 Mo. There are 10 4 counts in this spectrum. Fig. 12 . Simulated gamma-ray spectrum of equal parts of background 60 Co, 152 Eu, and 137 Cs. The background used to simulate this spectrum included a natural radium source. There are 10 4 counts in this spectrum.
the threshold that was not part of the isotopes simulated in the said spectrum. Using Fig. 5 , we can determine a proper count contribution threshold given an acceptable false alarm rate. For example, given a maximum false alarm rate of 5%, all count contributions less than 0.22 can be ignored.
For the following, only the first five largest relative grosscount contributions are shown. Because the ANN inputs are in the form of channel number and not bin energy, the spectra are displayed as a function of channel. Fig. 6 shows a 60 Co spectrum and Table II shows the output from the ANN given the spectrum in 6. The ANN correctly identified 60 Co as being the predominant radioisotope in the spectrum.
The ANN also correctly identified the presence of a single radioisotope with a more complicated gamma-ray spectrum. Fig. 7 shows a 152 Eu spectrum with the output from the ANN shown in Table III . Again, despite having a more complicated gamma-ray spectrum than 60 Co, the ANN is able to correctly identify 152 Eu as the main radioisotope contributing to the counts in the spectrum.
The ANN correctly identified the presence of a single radioisotope in a poor statistics scenario with a complicated radioisotope. Fig. 8 shows a 10-s spectrum of the same 152 Eu source in the same position relative to the detector as Fig. 7 . Despite the drastic reduction in gross counts, the ANN was still able to correctly identify 152 Eu as the main radioisotope present, as seen in Table IV . The ANN also finds a similar gross count contribution between 152 Eu and background in both the 500-and 10-s spectra. This showed that the ANN learned to perform both radioisotope identification and gross count attribution across a large range of gross counts.
The ANN also demonstrated promise in resolving mixtures of more than one radioisotope. Fig. 9 shows a 60-s spectrum Co. The two radioisotopes were set at distances such that the relative count rate associated with each radioisotope was approximately the same. As seen in Table V , the ANN correctly identified both 133 Ba and 60 Co as the main radioisotopes present, and correctly calculated that they have approximately the same total count contribution to the detector. Differences in the count contributions may be due to the fact that the simulated Compton continuum differed between the simulation and the measurement. This problem may be addressed by adding scattering material to the simulations or teaching the ANN to ignore the Compton continuum and only focus on photopeak areas. The ANN also showed promise in identifying larger mixtures of radioisotopes. Fig. 10 shows a simulated gammaray spectrum of 5 radioisotopes. The largest six count contributions are shown in Table VI . While the ANN did not find the correct relative count contributions for each isotope, it did find four of the five simulated radioisotopes in the six largest outputs. The ANN did not find 133 Ba in the 10 largest count contributions. This may indicate that additional training examples, training examples with a higher number of maximum isotopes, or a larger ANN are necessary to identify spectra containing five or more radioisotopes.
To demonstrate the ability for the ANN to identify radioisotope mixtures with poorly defined photopeaks, the simulated Each spectrum contains a total of 10 3 counts. The top and bottom spectrum were rebinned to mimic a 730-and 765-V PMT setting, respectively. spectrum in Fig. 11 is considered. The spectrum in Fig. 11 contains half of its counts from background and the remainder of counts from an equal contribution from the radioisotopes used in Fig. 10 . Note, the photopeaks are dramatically less defined with the increase in background contribution and decrease in counts. Despite these obstacles, the ANN was able to identify three of the five simulated isotopes in the top five largest count contributions, as seen in Table VII. To demonstrate the ANNs' ability to identify a spectrum using a different background than the one used to train the ANN, Fig. 12 is considered. Fig. 12 is a simulated mixture 137 Cs in a background that included natural radium. The natural radium source was placed 100 cm from the detector. Despite the perturbed background, the ANN found all simulated sources in the top five count contributions, shown in Table VIII .
VII. MEASUREMENT OF SENSITIVITY TO GAIN SHIFT
The ANN also demonstrated some degree of gain invariance. Sixty-second spectra of 60 Co were taken within a range of biases between 730 and 765 V in steps of 5 V applied to the PMT. The photopeak channels shifted by an average of 19.4 channels between each 5-V change. Fig. 13 shows the difference in detector response at the largest and smallest voltage tested. Table IX shows the 10 largest ANN outputs from the 60 Co source taken in a range of applied voltages. In the range between 740 and 755 V, the ANN finds very similar contributions between 60 Co and background. At 730, 735, and 760 V this ratio starts to change significantly, but 60 Co and background are still found by the ANN to be the main count contributors. At 765 V, 60 Co and background are found as the highest count contributors below 40 K. This shows that an ANN can be taught to be gain invariant within a range of applied PMT voltages.
To investigate how well the ANN identifies gain shifted spectra without obvious photopeaks, mixtures of 60 Co, 133 Ba, and 152 Eu containing a total of 10 3 counts were simulated. Fig. 14 shows two example spectra at the extremes of effective PMT bias. Note that these spectra would be very difficult to analyze without previously knowing the component isotopes and the detector calibration settings. Also, the gain setting for 730, 735, and 765 V are outside of the range of effective PMT voltage used to train the ANN. Table X shows averaged ANN outputs for the same effective gain setting as Table IX . The outputs of 100 simulated spectra were averaged for each PMT voltage setting. Despite a lack of obvious photopeaks, some degree of gain invariance is also displayed here. The presence of the simulated isotopes in many of the effective PMT settings shows promise for a range of gain invariances in cases where photopeaks are not obvious. Improvements are necessary to improve the count contributions calculated by the ANN, which are incorrect here.
VIII. CONCLUSION A method to perform radioisotope identification and quantification based on NaI gamma-ray spectra using an ANN has been demonstrated and evaluated. This method is flexible enough to be extended to a variety of detection scenarios. In this paper, it has been shown that an ANN may be trained to perform radioisotope quantification in a mixture of radioisotopes with some level of detector gain invariance.
Future work will compare the k algorithm in this paper with existing radioisotope identification algorithms
The future work will analyze the ANNs' confidence with its predictions. The future work will also include analyzing the ANNs' performance with more complicated mixturesof radioisotopes, and creating ANNs to address shielded scenarios.
