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1. INTR~DUOTI~N 
With n and N as fixed positive integers, n< N, let & and ZT, re- 
spectively, denote the sample sums obtained when drawing a sample of 
size n with or without replacement, respectively, from a population 
1 al, a~, . .., UN} of N not necessarily distinct real numbers. 
In the present paper we will make a closer study of the moments of 
.& and their relation to the corresponding moments of ZR. As a very 
central result, it was shown by HOEFFDING [lo] that for each continuous 
convex function f one has 
P-1) Ef(zT) <Ef(zk). 
In such a case one calls ZE a dilatation of ET, see Theorem 2. The proof 
of (1.1) given in [lo] p. 29 amounts to a sketch of a joint distribution 
for zs and ZT, which is compatible with the natural (marginal) distri- 
butions of ZR and ZT, and has the additional property that E(ZR]ZT) = &. 
In Section 3 we present a much more explicit construction of this joint 
distribution, and then proceed with a deeper study. For instance, if one 
imposes a natural symmetry condition, and provided the sums 
are all distinct, this joint distribution turns out to be unique. 
The construction also throws much light on the intuitive idea that 
sampling without replacement is often more efficient than sampling with 
replacement. As a further byproduct, one obtains inequalities such as 
(3.16) and identities such as (3.22). 
In the Sections 4 and 5 we study some of the moment problems which 
arise when one imposes upon {al, . . . . a~) the restrictions that ]a,] < 1 
(v= 1, . . . . N) and 2 a, = Nol, with 01 as a given number. For instance, 
the largest possible value of ~!#(e”~~) and E(eazr) are uniquely achieved 
by the same (so-called principal) population {al*, . . ., a~*). 
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In Section 5, for the special case where a=0 and N is even, we derive 
upper bounds such as (5.22) and (5.36) on the exceedance probability 
Pr(&>n~). They cannot be greatly improved, compare (4.23). For the 
special case on hand, they considerably sharpen the analogous result 
(4.19) due to SERFLING [17], [18]. 
In Section 6, we briefly touch upon the higher moments of ZT. In 
particular, we find the largest possible third moment E(Zg) when the 
moments E(Ci,) (i = 1, 2) and further b= max, a, are given. 
Added in proof: In the final version (dated September 1972) of 
the paper [17] Serfling succeeded in proving (4.22) below with e=O, 
A = 1 and B= l/[l-(n--1)/N] which is a considerable improvement of 
(4.19). When 01= 0 this result is about optimal and in fact slightly better 
than Theorem 10 below. Also related to the present work is the paper 
“On an inequality of Hoeffding”, Annals of Math. Statist. 38, 382-392 
(1967), by Bengt Rosen. 
2. NOTATIONS AND BACKGROUND 
In the sequel n and N will denote fixed positive integers with n< N. 
Further Q={wi, . . . . WN} will be a fixed finite population consisting of N 
objects. We denote by r=r, and t = tn, respectively, a generic unordered 
sample of size n obtained by sampling from D with or without replacement, 
respectively. The set of all possible r, will be denoted by W, and the 
set of all possible tn by Yn. 
It is convenient to represent an element r E 9, as a formal linear 
combination 
r= $’ r(~)co. with r(y) E Z+; 5 T(Y) =n. 
v-1 v-1 
Here, Z+ denotes the set of all nonnegative integers. Further T(Y) represents 
the multiplicity of o, in the sample. If an experimenter happens to draw 
the sample T and o, is such that r(y)>0 then the experimenter can in 
principle determine the value X(mV) for any function X on Q. 
Altogether % has (“‘I-‘) elements. The natural probability 
measure on W, is given by 
(2.2) Pn(r)=n! N-n{ fJ r(v)!}-1. 
Let R denote a random sample of size n drawn from Q with replacement. 
Then Pr(R=r) =P%(r) for all r E 3%. 
A generic element t E J rm may be regarded as a subset of D of size n 
and will be represented as a formal linear combination 
(2.3) t= $ t(v)q with t(v) E (0, l}; $, t(v) =n. 
v-1 
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Altogether Yn has 
(7 
elements. The natural probability measure on 
Tn is given by n 
(2.4) Q%(t) = (3-l for all t E Fn. 
Let T denote a random sample of size n drawn from Sz without replacement. 
Then Pr(T=t)=&,(t)= f -I 
0 
for all t E .Fn. One has T= zv T(Y)w,, 
where the coefficient T(v) is a random variable which corresponds to 
the function t -+ t(y) on the probability space (Yn, Qn). Similarly, 
R= 2,s R(v)w where the coefficient R(v) is a random variable which 
corresponds to the function T -+ r(v) on the probability space @,, P,J. 
Let X(w) be a real-valued function on Q. The number X(o) could 
represent a characteristic of the object cr) E D which can be measured. 
We shall be interested in the corresponding sample sums defined by 
(2.5) Z,.= 5 r(v)X(~,) and & = 5 t(v) X(0,), 
v-1 v=1 
respectively. It is in principle known to the experimenter. Observe that 
a knowledge of .& for all functions X on Q is equivalent to a full knowledge 
of the corresponding unordered sample r. 
The function Z,. on the probability space (W,, Pn) corresponds to the 
random variable 
zk = 5 R(v) X(q) 
v=1 
which is merely a linear combination of the basic random variables R(v) 
(V’l, . . . . N). Similarly, the random sample sum when sampling without 
replacement 
&= f T(v) x(04 
v-1 
may be defined as the random variable which corresponds to the function 
& on the probability space (Fm, Qn). The following important result is 
due to HOEFFDING [lo] p. 28. 
THEOREM 1, (Hoeffding). One has 
P-6) E[f(.cR)l >fl[f(zT)l 
for any choice of the function X on L? and the real-valued continuous and 
wnvex function f. 
Naturally, f needs to be defined only on some interval containing the 
N numbers nX(m”). If f is linear then (2.6) must hold with the equality 
sign. In fact, E(zR)=E(zr)=?Z&, where LY= i $ X(0,). Applying (2.6) 
.l 
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with f(x)=%2 one sees that Var (CR) > Var (ET). Naturally, it is well- 
known that in fact 
(2.7) 
Here, 
Var (Es) = ncr2 ; Var (&) = n& 
&= $ ,tl X(0,)2---012. 
As a further consequence of (2.6) we have that 
(2.8) Eegzp < Eeaxz, 
for any real number 8. Certain refmements of (2.8) will be derived in 
Sections 4 and 5. 
Let N be any integer with 0 Q M Q N. Applying (2.6) to the function X 
defined by X(w,,)=l for ~=l, . . . . M; x(0,)=0 for v=M+l, . . . . N, one 
obtains that 
for each continuous convex function on [0, n]. This means, see below, 
that the binomial distribution with parameters n and up= M/N can be 
obtained as a dilatation of the hypergeometric distribution occurring in 
the left hand side of (2.9). 
DEFINITION. Let K be a convex and compact metrizable subset of a 
locally convex topological space, such as a Euclidean space. Let il and ,u 
be given probability measures on K. 
One calls ,o a dilatation of Iz (and writes ;1< p) if there exists a Markov 
kernel P(y, A) with y E K, A C K such that 
p(A)= S P(y, A)A(dy) for all measurable A C K 
and 
y= J zP(y, ok) for all y E K. 
This amounts to a transformation of the I-mass distribution into the 
pmass distribution by spreading out a unit mass at y E K to a mass 
distribution ~(A)=p(y, A) having its center of gravity at y. Using 
Jensen’s inequality, we have that A < ,u implies that 
(2.10) S #YWY) < S ~(YWY) for au 4 E r(K). , 
Here, y(K) denotes the collection of real-valued continuous and convex 
functions on K. 
If Y and 2 are random variables taking values in K we write Y < 2 
if the relation R < p holds for the corresponding probability measures 
I(A)=Pr( Y E A) and ,u(A)=Pr(Z E A); (a joint distribution need not be 
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defined, that is, Y and 2 could be measurable functions on different 
probability spaces). It follows that 
(2.11) E& Y)<E$(Z) for each $ E y(R). 
THEOREM 2. Condition (2.10) is not only necessary but also sufficient 
in order that I < ,u. Similarly, condition (2.11) is both necessary and sufficient 
in order that Y < 2. 
The special case, where (2.10) takes the form xW, #at)< xB, $(bs) 
(with a$ and bt real) is due to HARDY, LITTLEWOOD and P~LYA [7] p. 89. 
For the special case where K is a subset of a Euclidean space the result 
is due to BLACKWELL [2], [3]. The general case is due to Cartier, compare 
[20] p. 426 and [13] p. 234. A generalization to the non-compact case was 
given by STRASSEN [20] p. 434. In the present paper we shall only need 
the case where both measures 3, and ,u have finite support. A separate 
proof for this case can be found in [3] p. 267 and [19]. 
It is a consequence of (2.9) and Theorem 2 that, for each choice of the 
integers 1 <n<iV and O<M<N, there must exist numbers 
satisfying 
ntj(i=O, 1, . . . . n; j=O, 1, . . . . n) 
(2.12) mjso; ptJ=l; ~(ncj)i=& 
f i 
(i, j=O, 1, . . . . n; nm=7tlIn= 1) and 
(for i=O, 1, . . . . n). Note that the left hand side when regarded as a 
function of M is essentially a Krawtchouk polynomial. 
Moreover, we shall see (compare Theorem 5) that these nonnegative 
numbers ntj can be chosen so as to be independent of dl. Applying (2.13) 
for j fixed and M=O, 1, . . . . n, it follows that these numbers nip can then 
be computed in a recursive manner. In particular they are unique. An 
explicit ‘formula for ~$1 is given by (3.25). 
Suppose our population Q = ((01, . . . , WN} contains Jf objects of a special 
kind, where M is unknown. Drawing a sample of size n with or without 
replacement and counting the number of special objects is the same as 
measuring the sample sums 2s and Zr relative to the function X on 
9 with X(0,) = 1 or 0 depending on whether or not cu, is a special object. 
Relation (2.13) can now be written as 
where the mu are independent of M. Consequently, as to the unknown 
parameter M, Zr is more informative than ZR in the sense of BLACKWELL 
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121, [31, ( w o h d oes not require the last condition (2.12)). An experimenter 
who knows ,ZT but not M can always produce a random variable with 
the same distribution as ZR, namely, by selecting j with probability ntj 
in case Zr=i. 
That sampling with replacement tends to waste information as com- 
pared with sampling without replacement is obvious in the special situ- 
ation, where somehow it is known that either M = MO or M= Xi with 
MO and Ml as given nonnegative integers satisfying 
(2.15) (N-n)+(Mo+l)<Ml<N-1, 
(such as n= 2, MO= 0, Ml =N- 1). In this case one can decide without 
error on the true value of M if one knows a single sample of size n without 
replacement. Namely, select MO if Zr< MO and select Ml if ,Zr> MO. 
On the other hand, in sampling with replacement, no matter how large 
the sample size, there must be a positive probability of error under at 
least one of the hypotheses. 
3. COMPARINO SAMPLES WITH AND WITHOUT REPLACEMENT 
The central result of the present section is Theorem 3 below. As a co- 
rollary one obtains Theorem 4 below which is a generalization of Theorem 1 
due to HOEFFDING [lo]. 
In the sequel, the unspecified summations I7 and Et will be over 
all r E W, and all t E F,,, respectively. Further, if r E W, its support is 
defined as 
supp (r)=(?J=l, . ..) N: T(Y) #O>. 
Similarly supp (t) if t E Tn. 
THEOREM 3. There exists a unique nonnegative function n,,(t, r) on 
Fn x 9& having the following properties. 
(i) We have zr nCn(t, r) = 1 for all t E Fn and further 
(3.1) 7 Qn(t) nn(t, r) =P,(r) for all r E 9%. 
(ii) We have for all ~=l, . . . . N and all t EYn that 
(3.2) 2 44 r) r(v) = t(v). 
c 
In particular, if zn(t, r) > 0 then r(v) > 0 implies that t(v) > 0, equivalently, 
supp (4 C supp (0. 
(iii) If t is any permutation of (1, 2, . . ., N} then 
(3.3) Q% zr) =n& 9% 
for all t E .Yn, r E 92%. Bere, (d)(v) = t(tv) and (zr)(v) =r(tv), (v= 1, . . . . N). 
REMAFCE. Note that (i) and (ii) together imply that the probability 
measure P,, is a dilatation of the probability measure Qn, provided we 
regard 9*= {(r(l), . .., r(N))} and YB = ((t(l), . . . . t(N))} as subsets of N- 
dimensional Euclidean space EN. 
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As will be seen from the proof, the unique function n,(t, r) of the 
Theorem is given by 
N 
(3.4) 7cdn(t, r) =n! n+[ JJ r(v)!]-lb(r) 
v-1 
if supp (T) C supp (t) ; otherwise, 7ccn(t, T) = 0. Here, 
j h(r)= ($(:Iy(g = ($(;)-l(T) 
(3*5) ( =(;)n[(l-~)(l-~)...(l-~)]-l, 
with d =d(r) as the number of elements in supp (r). Heuristically, one 
could describe z&, T) as the probability of obtaining r from t when taking 
a sample of size n with replacement from the given sample t, except that 
one must apply a correction factor h(r) to the corresponding probability. 
This correction factor h(r) decreases when the “multiplicity” n-d = 
= I&“) >2 (r(y) - 1) increases. It reflects the fact that on the average the 
multiplicity of T would tend to increase when r is selected from a popu- 
lation of size n instead of a population of size N. 
PROOF OF THEOREM 3. Starting from a sample r (of size n with 
replacement) containing d different elements w E Q, one can form a 
sample t (of size n without replacement) by ignoring the multiplicities 
of r and adding n-d further elements selected from the N-d elements 
in Q which are not in r, all 
N-A 
( > n-A 
sets being equally probable. 
More formally, this construction suggests that we introduce the Markov 
kernel 7~~*(r, t) on L?& x F, defined by 
(34 nn*(r, t) = 0 if supp (r) $ supp (t) ; 
and 
(3.7) if supp (r) C supp (t). 
Here, A denotes the number of elements in supp (r). It is clear from this 
definition that 
(3.8) 7cCn*(tr, zt) =~~*(r, t) for all r E B?%, t f5 Fn, 
and any permutation z of (1, 2, . . . . N}. Moreover, we assert that 
W) 2 PTa(r) d (r, t) = (g-l = Q?&(t), 
r 
for all t E Fn. Namely, let y(t) denote the left hand side of (3.9). Using 
(3.7) and P%(W) =P&), it follows that y(@ = y(t) for any permutation t 
which shows that y is a constant function on Fn. Using zt y(t)= 
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= G P,(r)= 1 one obtains (3.9). It follows that 
(3.10) Pn(r, q =Pn(h*(r, t) 
makes 5% x.Y, into a probability space with the correct marginal 
measures P, on 9& and QA on Tn. Therefore, we may regard P,(r, t) 
as the joint distribution 
(3.11) Pr(R=r, T=Q=P,(r, t) 
of a random sample R of size n with replacement (taking values in 9,) 
and a random sample T of size n without replacement (taking values 
in S,,). We now define 
(3.12) ?c&, r)=Pr(R=rlT=t). 
In other words, 
In view of (2.2), (2.4), (3.6) and (3.7) this leads precisely to formula (3.4) 
for nn(t, r) with h(r) as in (3.5). 
We now claim that the function n,,(t, r) defined by (3.13) has all the 
properties mentioned in the statement of Theorem 3. 
That zr z,&, r)= 1 is obvious from (3.12). Also (3.1) is obvious in view 
of (3.13) and x t ~~*(r, t) = 1 (as follows from (3.6) and (3.7)). The symme- 
try property (3.3) follows immediately from (3.8), P*(zr)=P,(r) and 
&&) = f&(t), holding for any permutation z. 
It remains to prove (3.2). Because of (3.6) only the r E 9, with supp (r) C 
C supp (t) make any contribution to the left hand side of (3.2). For such 
r we have r(y) = 0 as soon as t(y) = 0. It remains to prove (3.2) for the case 
t(y)= 1, that is, v E supp (t). 
Let y”(t) denote the left hand side of (3.2) so that y”(t)= 0 when 
v $ supp (t). Using (3.3), we see that yy(tt)=y&). If we restrict z to the 
permutations which leave supp (t) invariant (and hence t invariant), we 
conclude that y,,(t)=c(t)=constant for v E supp (t). We must prove that 
c(t)= 1. In fact 
w(t) = 2 y#) = Z: 46 r) n = n, 
Y c 
where we used that 2 t(v) = zV r(v) = n. 
As to the stated uniqueness property, suppose x&, r) is a function on 
.Yfi x 9,, satisfying (3.1), (3.3) and such that n& T) = 0 whenever supp (t) $ 
$ suPP (r). 
Let T E SJ?,, be fixed, and let d denote the number of elements in supp (r). 
There are exactly elements t E 9% for which supp (t) 3 supp (r). 
Consider tl, ts E YnV such. that supp (4) 3 supp (r), (i = 1, 2). Then there 
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exists a permutation z of (1, 2, . . . , N} such that tr=r and tti=12. Using 
(iii), we conclude that 
7d?$2, r)=n,(th, tr)=%&, r). 
That is, the numbers nn(t, r) with supp (t) 3 supp (r) all have the same 
value p(r). It follows from (3.1) (where &(t) is constant) that 
showing that I)(T) is completely determined, (namely, exactly as in (3.13)). 
This completes the proof of Theorem 3. 
From now on, in this Section, we will assign to the pair (R, T) in 
9, x Yn the joint distribution (3.11), which allows us to define zn(t, r) 
as in (3.12). 
Let d be a positive integer and let X: 9 -+ Ed be any function on Q 
taking values in Ea. Let CR and Zr denote the sample sums corresponding 
to X (see (2.5)), both taking values in Ed. 
THEOREM 4. We have 
(3.14) E(ii’~jT=t)=& for each t E ,Tn. 
Consequently, if f is any real-valued continuous and convex function (on a 
convex subset of Ed containing the range of nX) then 
(3.15) E[f(~d>E[f(~,)l* 
Moreover, if d = 1 and f has a second derivative then 
(3.16) E[f(~R)]-~[f(L1T)]>t~(n~2).Inff”(x). 
Here, a2 is as in (2.7). Further x ranges over an interval containing the 
range of nX. 
PROOF. In view of (3.2) and (3.12), we have 
E(~R I T=t) = z 44 r) G) = I: n& r) ( 2 r(v) x(04) 
= ;; t(v)x(w,)=z;,’ ” 
which proves (3.14). If f is convex, it follows from Jensen’s inequality 
that 
E(f(~R)iT)>f(E(Zk[T))=f(~T), 
using (3.14). This in turn yields (3.15). If d=l one has that 
f(~R)-f(&‘)>f’(-%‘)(~R-&‘)+@nff”)(~R-&’)2. 
Taking expectations, first conditional on T-t, and using (3.14), it follows 
that 
E[f(.cR)] - E[f(&)] > #(Id f”)E(zR - ZT)~. 
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Moreover, 
hence, 
E(&-21T)2=E(&p-E(&n)2= sW2), 
in view of (2.7). This proves (3.16). 
Observe that (3.16) holds with the equality sign when f(z) = 22. Applying 
it with f(z) = l/ x and assuming that Xg 1 one has, for instance, 
One may also regard (3.15) as a special case of (2.10). Namely, regard 
B& and F7a as subsets of EN. Then the probability measure P, on &%$ 
is a dilatation of the probability measure Qn on Tn. Now apply (2.10) 
with 31 replaced by Qn, ,u replaced by P, and + as the function on EN 
defined by 
(3.17) 
thus 4(R) =~(.ZR) and 4(T) = f(Zr). The following Lemma will be needed 
in proving the assertion following (2.13). 
LEMMA 1. Let i, and jp (p=l, . . . . q) be nonnegative integers such that 
Zip=n, Zjp=n. Consider t E T and let supp (t) be partitioned into disjoint 
sets AI, . . . . A, such that A, contains i, elements, (p = 1, . . ., q). We assert 
that the conditional probability 
(3.18) nn(il, . . . . i,; jl, . . . . jg)=Pr( 1 R(y)=jp,p=l, . . . . qlT=t) 
vtA$) 
depends only on the i, and jp (and not on t or the particular choice of the 
sets Ap). Moreover, for any fixed choice of il, . . . . i, and p = 1, . .., q, we 
have that 
(3.19) Il,~jnn(il, ---, ig; il, . . . . id jp=h, 
‘I 
where we sum over all sets (jl, . . . . jg). 
PROOF. The right hand side of (3.18) is equal to 1 nn(t, r), where we 
sum over all r E R for which supp (r) C supp (t) and further CEAP r(y) = jp, 
(p= 1, . ..) q). The first assertion is now an immediate consequence of the 
symmetry property (3.3). Moreover, the left hand side of (3.19) is equal to 
“2 112 ~& r) WI = 3 W = h, 
‘p r PC 9 
where we used (3.2). This proves Lemma 1. 
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In view of (3.4), an explicit formula for the quantity (3.18) would be 
Here, we sum over all the ordered sets {ri, . . . , rn} of nonnegative integers 
r1, a**, r, such that ri+...+r,=n and &sP rk’jp, @= 1, . . . . q). Further 
{&, ***,&) is a convenient partition of (1, 2, . . . , n> such that BP has i, 
elements, (p = 1, . . . , q). Finally, h(r) is defined as in (3.5) with A as the 
number of indices k with rk> 0. 
In many applications, one is confronted with a partition of Q = {oi, . . . , 
. ..) ON} into q disjoint sets Q,. Let N, denote the number of elements 
in Q,, thus, N=Ni + . . . + Np. Often the partition is unknown to the 
experimenter, in particular, the integers N, may be unknown. 
For a random sample from D of size n with replacement, let YP denote 
the number of sample elements located in 9,, (p = 1, . . . , q). The Y, have 
a joint multinomial distribution of the form 
(3.20) Pr( Y1=j1, . ..) Yq=jq)= 
(ii + . . . + jcr = n). For a random sample from Q of size n without replacement, 
let 2, denote the number of sample elements in 52,, (p = 1, . . . , q). Then 
the 8, have a joint hypergeometric distribution of the form 
(3.21) Pr(Z1=i1, . ..) Zq=i,) = 
(3’p1 (2) 9 
(il+...+i,=n). 
If we regard the q-tuples (ii, . . . . &) and (ii, . . . . &) as points in Eg then 
the distributions (3.20) and (3.21) become probability measures on E,. 
We assert that then the distribution (3.20) is in fact a dilatation of the 
distribution (3.21) by means of a Markov transformation which is inde- 
pendent of the integers Nr, . . . , N*. Compare the comments following (2.13). 
THEOREM 5. Let n,(il, . . . . i,; jl, . . . . j*) denote the kernel mentioned in 
Lemma 1, which does depend on n and N, (but not on the Np). We assert 
that, for each choice of the decompositions n = il + . . . + ig and N = Nl+ . . . + NQ 
into nonnegative integers, one has 
(3.22) 
where we sum over all the ordered sets {il, . . ., iq) of nonnegative integers 
with il+ . . . +i,=n. 
PROOF. Let us give R and T the usual joint distribution (3.11). Then 
one can interpret the Y, and Zp as 
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where &=(v=l, . . . . N: w,E~&), (p=l, . . . . q). In view of (3.20), (3.21), 
we must prove that 
Pr(Y1=j1, . . . . Y*=jJ= 2 Pr(Z1=i1, . . . . Z*=i,)n,(i1, ..*, ig;j1, . . . . jg). 
4p.dp 
Let t E r% be fixed such that, for p = 1, . . ., q, Cc,,, t(y) =i,. It suffices 
to prove that 
(3.23) B(Yl==jl, . ..) Yg=jqjT=t)=n,(il, . . . . i,; jl, . ..) j-g). 
Here, the left hand side is equal to & n,(t, r), where we sum over all 
r E W, with &, T(Y) = jP (p = 1, . . ., q) and supp (r) C supp (t). Hence, 
the summation zr E& r) above can be rewritten as a sum over all r E 9?,, 
satisfying &+, r(v) = jr, (p = 1, . . . , q), where 
A,={v=l, . . . . N: t(v) > 0, v E AD) 
has ip elements, (p= 1, . . . . q). Also note that {Al, . . . . A*} is a partition 
of supp (t). But now (3.23) follows immediately from Lemma 1. 
COROLLARY. Relative to any finite collection of hypotheses Ht 
involving different partitions of Q, the random variables 21, . .., 2, (ob- 
tained by sampling without replacement) are always more informative 
in the sense of BLACKWELL [Z], [3] than the random variables Yl, . . . . Yp 
(obtained by sampling with replacement). 
Moreover, we have for any continuous convex function f on the simplex 
{(Ul, ***, up): u,z 0, .&,=n} that 
(3.24) W(Y1, *a*, Y,)>Jv(&, **-, 2,). 
The latter result follows from (3.19), (3.22) and Jensen’s inequality. In 
view of Theorem 2, property (3.24) is equivalent to the fact that the 
distribution (3.20) is a dilatation of the distribution (3.21). 
The special case q= 2, Nr =.M, Na =N- M of (3.22) yields that (2.13) 
holds with 
ldfj=nn(i, n-i; j, n-j). 
It follows, compare the remark following Lemma 1, that 
(3.25) ?iq= Z” n! r1! . ..rn! N-$)-l (2) ) 
where we sum over the ordered sets {ri, . . ., rm> of nonnegative integers 
with ri+...-trr=j; rc+l+... +m=n- j. Further, d =d(r) denotes the 
number of indices k = 1, . . ., n with rx> 0. It follows, for instance, that 
%8-{,n-j = n#j. 
If n=l one has noo=~~~l=l; xol=mo=O. If n=2 one has noo=n~a=l 
1 
(nol=rc,~~=O; 7c20=7d21=0) and z10=z12= - 
N-1 
2N’ 
ml= -. And so on. 
N 
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Using a result in FELLER [6] p. 69, one can simplify (3.25) 
sum 
to a double 
Here, the af,, denote the nonnegative real numbers defined by 
q,, = [A”z&~= 5 ( - l)u-k 
t-o 
So far, we restricted our attention to sample sums corresponding to 
samples of a fixed size. It might be interesting to compare (unordered) 
samples of different sizes drawn from a fixed population Q of size N. 
Suppose one is interested in measuring a partition Q = 91 u . . . u L$ of Q ; 
(for instance, Q, could be the set of elements w ED at which a given 
k-dimensional random variable X has a given value X(w)=q,). Let Ynp 
denote the number of sample elements in s2, when taking a sample from 
D of size n with replacement, (I, = 1, . . . , q; & Ynp =n). Similarly, let Zap 
denote the number of elements in Q, when taking a sample of size n 
without replacement, (I, = 1, . . . , q; & ZnP = n). Thus ( Ynr, . . . , Y,J has a 
multinomial distribution as in (3.20), while (&I, . . . . Z,,) has a hyper- 
geometric distribution as in (3.21). Here and below, NP is the number of 
elements in Qr, (p= 1, . . . . p). One can also regard these q-tuples as sample 
sums 
&p=(Y,1, . . . . Yng); z!P’n’=(Znl~ . . . . Gg), 
compare (2.5), namely, relative to a random variable X which takes 
valuesinE,andhasvalue(l,O ,..., O)onQ~;value(O,l,O ,..., O)onQa;...; 
value (0, . . . , 0, 1) on Q,. 
DEFINITION. Consider a sample sum Z(m) = (Ur, . . . , U,) of size m (such 
aa J&(m) or CT@)) and a sample sum Z(n) = (VI, . . ., V,) of size n (such 
as Z’s(n) or Z+)). We will say that Z(m) is m,ore informative than Z(n) 
(and we will write Z(m) + Z(n)) if there exists a transformation of the 
type (3.22) from Z(m) to Z(n). More precisely, there must exist nonnegative 
numbers n,&il, . . . . icr; jr, . .., j@) (ip E Z+, 2&=m; jp E Z+, .&=n) inde- 
pendent of Nl, . .., Ng (but dependent on m, n, N and q) satisfying 
(3.26) 2 nm,n 819 (’ . . . . ip; jl, . . . . jg=l, 
11.....f, 
further, 
(3.27) 
and finally, 
2 nrn,r(il, . . ., 61; il, . . ., id (h/n) = i,/m, ,l 
, . ..J. 
(3.28) ( 
Pr(V1=j1, . . . . v,=j&=‘l 2 Pr(U1=i1, . . . . U,=i,) 
*..Ag 
These relations must hold irrespective of the sizes NP of the sets QP, 
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(p= 1, . ..) q; CN,=N). We require (3.26) and (3.27) for each choice of 
the i, E 2, with Zi, = m ; the summations are over the sets {ji, . . ., jp} 
with jr, E Z+, L’jP=n. Similarly for (3.28). 
Note that the relation Z(m) + Z(n) is transitive. Condition (3.28) says 
that one can define a joint distribution for L?(m) and E(n) in such a way 
that 
(3.29) Pr(T1=j1, . ..) V*=j*lU1=i1, . . . . U*=i*)=nm,(il, . ..) iq;jl, . ..) j*). 
Relative to this joint distribution, condition (3.27) can be written as 
It follows from Jensen’s inequality that 
(3.31) 
for each continuous convex function on the simplex ((~1, . . . . x~) : z,> 0, 
ZX,= 1). Thus (3.31) is a necessary condition in order that Z(m) + Z(n). 
We now claim that one has the following scheme. 
(3.32) f t 
t 
,zjp) t Z,(2) t.. . t L-i&l) t z#Q f. ..t &p c &(N+l) t... 
t t t f 
2&(l) t J&(2) t.. . t &(n-1) t EC,(n) t...t zp). 
Theorem 5 says precisely that Z:,@) --f .Z#), thus, it remains to show 
that 
(3.33) 
and 
2$(n) -+ XT@-l), (n = 2, . . ., N), 
(3.34) ,jy#) -+ &.pl), (n=2, 3, . ..). 
As to (3.33), one simply notes that a sample from Q of size n- 1 without 
replacement can be obtained from a similar one of size n by omitting 
at random one element. More formally, for ii, . . ., i, E Z+ with E,=n 
and jr, . . . . jg E Z+ with ZjP=n- 1, define ~,,,+r(ii, . . . . i,; jr, . . . . j@) to be 
equal to zero unless jP <iP for all p. In the latter case there is a unique 
index t with jt #it (in fact jt = it- 1) and one defines 
(3.35) r~~,~--l(il, . . . . i,; jl, . . . . j*)=it/n. 
This kernel is independent of Nr, . . ., Ng. As is easily verified, it satisfies 
(3.26), (3.27) and (3.28), (the latter with PP=Zn-r,p; Up=Zn,p). 
As to (3.34), if we had an ordered set of n independent observations 
on Sz then we could simply delete the last observation so as to obtain 
an ordered set of n- 1 observations. In reality, Z#) corresponds to an 
unordered sample and is described by the q-tuple ( Y,,r, . . . . Y,,) with Y,, 
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as the number of observations located in QP among n independent obser- 
vations on 9. This suggest that instead we delete at random one of the 
n observations, which amount to using exactly the same kernel as in 
(3.35). As is easily verified, this kernel satisfies (3.28) also with VP= Y+l,r 
and UP= Y,,, (p=l, . . . . q). 
REMARK 1. None of the arrows in the scheme (3.32) can be reversed. 
For instance, the relation ,ER@) -+ &r(n) holds for no choice of the integers 
2 Q n Q N ; q > 2 and m > 1. It suffices to show that the relation ZR(~) + Zr(a) 
does not hold (no matter how large m). And this follows immediately 
from the example given at the end of Section 2. Namely, Zr(s) can dis- 
tinguish with certainty between the hypotheses Ni= 0 and Ni = N - 1, 
while &(m) cannot. It is trivial that &r(N) -+ &&fi) no matter how 
large n is. 
REMARK 2. As a byproduct of (3.33), we see that, the transformations 
%,?a-1, 7h-l,n-2, * * .P 7~2~ (defined in (3.35)) can be used to define a joint 
distribution for &r(i), . . . , ,Z’C,@) in such a way that the reversed sequence 
{Z+)/n, Z~(~-l)/(n- l), . . . . &r(l)} is a martingale. Similarly, these trans- 
formations make also the sequence 
into a martingale. It is well-known, see [4] p. 13, that the latter sequence 
is a martingale when &(m) is regarded as the m-th cumulative sum 
relative to an infinite sequence of i.i.d. observations. 
Using the scheme (3.32), one can also make the sequence 
( f 2$(n) , , . ., --& .&(n-l), . ..,i &(m), i ,&(m), -.& ,&m-l), . . . . &cl)) 
into a martingale, (any 1 <m <n Q N). One would use the above transfor- 
mations nk,k-i and further the Markov transformation of Theorem 5 and 
Lemma 1 which is associated with the property Z,(m) -+ ZR@). 
It is not difficult to construct a natural joint distribution for all the 
random variables occurring in the scheme (3.32), which exhibits all the 
above martingale sequences and Markov transformations (the latter as 
conditional distributions). We shall restrict ourselves to an intuitive 
description involving an assistant A and two experimenters B and C. 
The assistant A draws repeatedly an object at random from Q, shows 
it to B and C, and then puts it back into Q. The experimenter B studies 
each object drawn; after A makes his n-th drawing B produces the sample 
sum Zn(n), (n= 1, 2, . . . ). The experimenter C pays attention only to those 
objects he has not seen before; right after A draws the n-th new object C 
produces the sample sum &(n), (n= 1, . . . . N). More explicitely, 
ZIP)= 5 X(0,); 
5=1 
Jw”) = i: X(w,), 
k-l 
164 
(m=l, 2, . . . . n=l, . . . . N). Here, U, denotes the index of the j-th object 
drawn by A while 7, is the k-th new index in the sequence {Ud. The U, 
are i.i.d., each uniform in (1, 2, . . . . N). Further V~=U~(L) with j(k)= 
min [i: Uj $ {VI, . . . . Vk-I}], (k-l, . . . . N ; Vi = VI). One easily establishes 
relations of the type 
In this way, one obtains a new proof of the different inequalities (3.31) 
(such as (3.15)) which are implied by the scheme (3.32). Moreover, it 
is in principle possible to prove in an analogous way the scheme (3.32) 
in its full strength and to rederive our explicit descriptions of the 
dilatations involved. 
(To be continued) 
