In this paper, we introduce the notion of DTM-signature, a measure on R+ that can be associated to any metric-measure space. This signature is based on the distance to a measure (DTM) introduced by Chazal, Cohen-Steiner and Mérigot. It leads to a pseudo-metric between metric-measure spaces, upper-bounded by the Gromov-Wasserstein distance. Under some geometric assumptions, we derive lower bounds for this pseudo-metric.
Introduction
Among the variety of data available, from astrophysics to biology, including social networks and so on, many come as sets of points from a metric space. A natural question, given two sets of such data is to decide whether they are similar, that is whether they come from the same distribution, whether their shape are close, or not. This comparison may be compromised when the data are not embedded into the same space, or if the two systems of coordinates in which the data are represented are different. To overcome this issue, a natural idea is to forget about this embedding and only consider the set of points together with the distances between pairs. A natural framework to compare data is then to assume that they come from a measure on a metric space and to consider two such metric-measure spaces as being the same when they are equal up to some isomorphism, as defined below.
Definition 1 (mm-space).
A metric-measure space (mm-space) is a triple (X , δ, µ), with X a set, δ a metric on X and µ a probability measure on X equipped with its Borel σ-algebra. Shape signatures are widely used for classification or pre-classification tasks; see for instance [25] . With a more topological point of view, persistence diagrams have been used for this purpose in [10, 12] . But, as far as we know, the construction of well-founded statistical tests from signatures to compare mm-spaces has not been considered among the literature. This is the second problem focussed in this paper.
Definition 2 (Isomorphism between mm-spaces).
Recall that a statistical test is a random variable φ N taking values in {0, 1}. More precisely φ N is a function of N random data from a distribution L θ depending on some unknown parameter θ in some set Θ. It is associated to two hypotheses H 0 "θ ∈ Θ 0 " and H 1 "θ ∈ Θ 1 " with Θ 0 and Θ 1 disjoint subsets of Θ. Ideally, we would like the test φ N to be equal to 1 if θ is in Θ 1 and to be 0 if θ is in Θ 0 .
The quality of a statistical test is measured in terms of its type I error, that is the function defined for all θ 0 in Θ 0 by P θ0 (φ N = 1), the probability of pretending θ to be in Θ 1 when θ = θ 0 is actually in Θ 0 . Moreover, a test is of level α ∈ (0, 1) if its type I error is upper-bounded by α, that is P θ0 (φ N = 1) ≤ α for all θ 0 in Θ 0 . Two statistical tests with a fixed level α ∈ (0, 1) can be compared through their type II error, that is the function defined for all θ 1 in Θ 1 by P θ1 (φ N = 0), the probability of pretending θ to be in Θ 0 when θ = θ 1 is actually in Θ 1 . See [4] for a reference on statistical tests.
In this article, we build a test of asymptotic level α, that is a test φ N such that for any θ 0 in Θ 0 , P θ0 (φ N = 1) → α when the size of the sample N goes to ∞. Moreover, the set Θ we consider is the set of couples of mm-spaces ((X , δ, µ), (Y, γ, ν)). The set Θ 0 is the subset of Θ made of couples of two isomorphic spaces: Θ 0 = {((X , δ, µ), (Y, γ, ν)) ∈ Θ | (X , δ, µ) and (Y, γ, ν) are isomorphic}, and Θ 1 = Θ\Θ 0 . Such a test generalises two-sample tests, from the precursor Kolmogorov-Smirnov test to the more recent tests in [18] or [9] . Our test does not depend on the embedding of the data and keeps a track of the geometry in some way, a point of view that has already been taken in the context of density estimation [21] . Thus, it could be of interest for proteins, 3D-shape comparison, etc.
Concretely, in this paper, we propose a new signature based on the distance to a measure (DTM) introduced in [11] , the DTM-signature. This signature is invariant under isomorphism and easy to compute. We prove its stability with respect to the socalled Gromov-Wasserstein and Wasserstein distances with parameter p = 1. It leads to a stability under sampling, at least for the Euclidean space R d . After deriving frameworks under which the knowledge of the distance to a measure determines the measure, we prove discriminative properties for the DTM-signature by deriving lower bounds for the L 1 -Wasserstein distance between two such signatures, under various assumptions. Finally, from two N -samples, we derive a statistical test, based on bootstrap methods, to reject or not the hypothesis of equality of the two underlying metric-measure spaces, up to a measure-preserving isometry. This test comes with an easy-to-implement algorithm, and a strong theoretical justification.
The DTM-signature depends on some parameter m ∈ (0, 1). It thus offers a variety of new fictures, as well as new lower-bounds for the Gromov-Wasserstein distance. As for the statistical test, it presents the advantage of not depending on the embedding of the data, only the knowledge of the distances between points is required. In this sense, it is new. The justification of the valitidy of the test with the use of the Wasserstein distance is quite new as well, and still poorly used; see [14] for another use.
The paper is organized as follows. Section 2 is devoted to the distance to a measure. An accent is put on its discriminative properties. The DTM-signature is then introduced in Section 3. The question of discrimination of two mm-spaces is also discussed. For this purpose, we derive lower bounds for our pseudo-distance, the L 1 -Wasserstein distance between the two DTM-signatures. Finally, in Section 4 we introduce the test of isomorphism, propose an algorithm for its implementation and then give some theoretical results to ensure the validity of the procedure. Numerical illustrations are given in Section 5.
The function distance to the measure µ with mass parameter m and denoted d µ,m is then defined for all x in X by:
The distance to a measure is a generalisation of the function distance to a compact set; see [11] . This function is continuous with respect to the mass parameter m, and Lipschitz with respect to µ.
Proposition 5 (Stability, in [11] for R d , in [7] for metric spaces). For two mm-spaces (X , δ, µ) and (Y, δ, ν) embedded into the same metric space, we have that
Moreover, for some empirical
δ Xi on a metric space (X , δ), the distance to the measureμ N with mass parameter
where
The distance to the measureμ N is thus equal to the mean of the distances to k-nearest neighbours. In particular, in this case, the computation of the DTM boils down to the computation of the first k-nearest neighbours.
The question of determining if the knowledge of the distance to a measure leads to the knowledge of the measure itself is a natural question. Some work has been done in this direction for discrete measures; see [7] . In the following, we propose results in different settings.
Proposition 6.
Let (X , δ) be a metric space, and M 1 (X ) be the set of Borel probability measures over (X , δ). We define the maps φ and ψ for all µ in M 1 (X ) by:
Then, the map φ is injective if and only if the map ψ is injective.

Proof
From the definition of δ µ,m (x), we have:
Moreover, since m → δ µ,m (x) is right-continuous, after the differentiation the distanceto-a-measure function with respect to m, we have:
It means that in spaces on which measures are determined by their values on balls, the measures are determined by the knowledge of the distance-to-a-measure functions for all parameters m in [0, 1], on all x in X . Remark that the Euclidean space R d satisfies such a condition, but this is not the case of every metric space, as explained in [8] .
Under the following specific framework, we will establish a stronger identifiability result.
For O a non-empty bounded open subset of R d , we define the uniform measure
with Leb d the Lebesgue measure on R d . We also define the medial axis of O, M(O) as the set of points in O having at least two projections onto ∂O. That is,
Its reach, Reach(O), is the distance between its boundary ∂O and its medial axis
If K is a compact subset of R d , it is standard to define its reach as Reach (K c ), the reach of its complement in R d . See [16] to get more familiar with these notions.
Proposition 7.
Let 
,
Proof
This is a straightforward consequence of Proposition 26, in the Appendix. The proof relies on the fact that the set of points in R d minimizing the distance to the measure The DTM-signature turns out to be stable in the following sense.
Proposition 9.
We have that:
Proof
Proof in the Appendix, in Section B. The proof is relatively similar to the ones given by Mémoli in [23] for other signatures.
It follows directly that two isomorphic mm-spaces have the same DTM-signature. Whenever the two mm-spaces are embedded into the same metric space, we also get stability with respect to the L 1 -Wasserstein distance.
Proposition 10.
If (X , δ, µ) and (Y, δ, ν) are two metric spaces embedded into some metric space (Z, δ), then we can upper bound
and more generally by
Proof
First remark that:
Then, for all π in Π(µ, ν):
Thus, since d ν,m is 1-Lipschitz:
We use Proposition 5 to conclude.
The DTM-signature is stable but unfortunately does not always discriminates between mm-spaces. Indeed, in the following counter-example from [ Nevertheless, the signature can be discriminative in some cases. In the following, we give lower bounds for the L 1 -Wasserstein distance between two signatures under three different alternatives.
When the distances are multiplied by some positive real number λ
Let λ be some positive real number. The DTM-signature discriminates between two mm-spaces isomorphic up to a dilatation of parameter λ, for λ = 1.
Proposition 12.
Let (X , δ, µ) and (Y, γ, ν) = (X , λδ, µ) be two mm-spaces. We have
for X a random variable of law µ.
3. 
Proof
If the set O (m,O) is non-empty, then the minimal value of the distance to a measure is given by:
Moreover, the points at minimal distance are exactly the points of O (m,O) . This is Proposition 25 in the Appendix. So, 
We can consider the λ-super-level sets of the function f denoted by {f ≥ λ}. As for the previous part, we will denote by {f ≥ λ} the set of points belonging to {f ≥ λ} whose distance to ∂{f ≥ λ} is at least . Then we get the following lower bound for the L 1 -Wasserstein distance between the two signatures:
Proposition 14.
Under these hypotheses, a lower bound for
) is given by:
dλ.
Proof
Proof in the Appendix, in Section A.2.
When the density f is Hölder
We assume that f is Hölder on O, with positive parameters χ ∈ (0, 1] and L > 0, that is:
We also assume that Reach(O) > 0 . Then for m small enough, the DTM-signature is discriminative.
Proposition 15.
Under the previous assumptions, if one of the following conditions is satisfied, then the quantity
Moreover, under any of these conditions, we get the lower bound for the quantity
Proof
The previous examples provide several relevant cases where the DTM-signature turns out to be discriminative. It is thus appealing to use it as a tool to compare mm-spaces up to isomorphism. against its alternative:
The mm-spaces (X , δ, µ) and (Y, γ, ν) are not isomorphic".
The algorithm
The test we propose is based on the fact that the DTM-signatures associated to two isomorphic mm-spaces are equal. If so, it leads to a pseudo-distance
Let consider, in this part, a N -sample P from the measure µ, and a N -sample Q from the measure ν. A natural idea for a test is to approximate the pseudo-distance by
, where 1 P is the uniform probability measure on the set P , and to reject the hypothesis H 0 if this statistic is larger than some critical value. The choice of the critical value should rely on some parameter α ∈ (0, 1) and lead to a level α for the test. It strongly depends on the measures µ and ν that are unknown. Nonetheless, there exist classical ways of approximating a critical value, one is to mimic the distribution of the statistic by replacing the distribution µ with the distribution 1 P and ν with 1 Q . Unfortunately, this standard method known as bootstrap fails theoretically and experimentally for our framework.
Thus, we propose another kind of bootstrap. For this purpose, we need to take P a subset of P and Q a subset of Q. The statistic we focus on is
It turns out that in this case, the critical value associated to this statistic can be well approximated from the samples P and Q, for a suitable size of P and Q with respect to N .
This approach leads to the following algorithm.
Algorithm 1: Test Procedure
Input : P and Q N -samples from µ (respectively ν), N , n, m, α, N M C even ; # Compute T the test statistic Take P a random subset of P of size n ; Take Q a random subset of Q of size n ;
Let dtmP 1 and dtmP 2 be two independent n-samples from 1 dtmP ; Let dtmQ 1 and dtmQ 2 be two independent n-samples from 1 dtmQ ;
Recall that the L 1 -Wasserstein distance W 1 is simply the L 1 -norm of the difference between the cumulative distribution functions. It can be implemented by the R function emdw from the package emdist. To compute the distance to an empirical measure at a point x, it is sufficient to search for its nearest neighbours; see section 2. This can be implemented by the R function dtm with tuning parameter r = 1, from the package TDA [15] .
Validity of the method
In order to prove the validity of our method, we need to introduce a statistical framework.
First of all, from two N -samples from the mm-spaces (X , δ, µ) and (Y, γ, ν), we derive four independent empirical measures,μ n ,μ N −n ,ν n andν N −n . We also denotê µ N (respectivelyν N ) the empirical measure associated to the whole N -sample of law µ
Nμ N −n . Then, we define the test statistic as:
Its law will be denoted by L N,n,m (µ, ν).
Remark that for two isomorphic mm-spaces (X , δ, µ) and (Y, γ, ν), the distribution of
For some α > 0, we denote by
where µ * n and µ * n are two empirical measures from independent n-samples of lawμ N .
The test we deal with in this paper is then:
The null hypothesis H 0 is rejected if φ N = 1, that is if the L 1 -Wasserstein distance between the two empirical signatures dμ N ,m (μ n ) and dν N ,m (ν n ) is too high.
A test of asymptotic level α
In this part, we prove that the test we propose is of asymptotic level α, that is such that:
For this, we prove that the law of the test statistic
weakly to some fixed distribution when n and N go to ∞. In order to adopt a nonasymptotic and more visual point of view, we also derive upper bounds in expectation for the L 1 -Wasserstein distance between these two distributions.
Remark that it is sufficient to prove weak convergence for
This is a straightforward consequence of the definition of the L 1 -Wasserstein distance with transport plans. Thus, this is also sufficient to derive upper bounds in expectation for the quantity 
when N goes to infinity. Moreover, if n is chosen such that
e., we have that for almost every sample
when N goes to infinity; with G µ,m and G µ,m two independent Gaussian processes with
Proof
Proof in the Appendix, in Section C.3. 
Proposition 17.
If the two weak convergences in lemma 16 occur, and if the
And, 
Here 
Proof
This proposition is based on rates of convergence for the infinity norm between the distance to a measure and its empirical version; see [13] . Proof in the Appendix, in Section C.5.
Remark that we can achieve a rate close to the parametric rate for Ahlfors regular measures, whereas for general measures, the rate gets worse when the dimension increases. Anyway, we need ρ to be as big as possible for the bootstrapped law to be a good enough approximation of the law of the statistic, that is to have a type I error close enough to α; keeping in mind that n should go to ∞ with N .
The power of the test
The power of the test
is defined for two mmspaces (X , δ, µ) and (Y, γ, ν) by:
If the spaces are not isomorphic, we want the test to reject the null with high probability. It means that we want the power to be as big as possible. Here, we give a lower bound for the power, or more precisely an upper bound for P (µ,ν) (φ N = 0), the type II error.
Proposition 21.
Let µ and ν be two Borel measures supported on X and Y, two compact subsets of R d . We assume that the mm-spaces (X , δ, µ) and (Y, γ, ν) are non-isomorphic and that the DTMsignature is discriminative for some m in (0, 1] , that is such that
Then for all positive , there exists n 0 depending on µ and ν such that for all n ≥ n 0 , the type II error
is upper bounded by
with D µ,m , the diameter of the support of the measure d µ,m (µ).
Proof
Proof in the Appendix, in Section C.6.
In order to have a high power, that is to reject H 0 more often when the mm-spaces are not isomorphic, we need n to be big enough, that is ρ small enough. Recall that n has to be small enough for the law of the statistic and its bootstrap version to be close. It means that some compromise should be done. Moreover, the choice of m for the test should depend on the geometry of the mm-spaces. The tuning of these parameters from data is still an open question.
Numerical illustrations
Let µ v be the distribution of the random vector (R sin(vR) + 0.03N, R cos(vR) + 0.03N ) with R, N and N independent random variables; N and N from the standard normal distribution and R uniform on (0, 1). With the notation given in the Introduction, we consider the sets Θ 0 = {(µ 10 , µ 10 )} and Θ 1 = {(µ 10 , µ p ) | p = 10}. We sample N = 2000 points from two measure, choose α = 0.05, m = 0.05, n = 20, and N M C = 1000. We give an example under which our test (DTM) is working and more powerful than (KS), which consists in applying a Kolmogorov-Smirnov test to N 2 -samples from L(δ(X, X )) and L(γ(Y, Y )) with X and X (resp. Y and Y ) independent from µ (resp. ν). The experiments are repeated 1000 times to approximate the type I error for our test and the power for both tests. 
This is the radius of a ball included in O, with µ O measure equal to m. For some positive , O stands for the set of points in O which distance to ∂O is not smaller than :
A.1 The distance to uniform measures
Here, we derive some properties of the spaces (O, · 2 , µ O ). We give a lower bound for the minimum of the distance to the measure µ O and give a description of the points attaining this bound. Then, we use such considerations to prove identifiability of the measure µ O from its distance-to-a-measure function. That is, to prove Proposition 7 of the paper. First, we state some technical lemma proposed by Lieutier in [20] .
Lemma 22.
If we define the skeleton Sk(O) of the open set O as the set of centres of maximal balls (for the inclusion) included in O, then we get:
M(O) ⊂ Sk(O) ⊂ M(O).
Now we can formulate some technical lemma:
Lemma 23.
For any x in O, there exist a maximal ball for the inclusion, included in O and containing x.
Proof
Let us consider the class S = {B(y, r) | r > 0 and x ∈ B(y, r) ⊂ O} of all non-empty open balls included in O and containing x. We are going to show that this class contains a maximal element by using the Zorn's lemma. For this, we need to show that the partially-ordered set S is inductive, which means that any non-empty totally-ordered subclass T of S is upper bounded by some element of S. Let T be a non-empty totallyordered subclass of S. Set R = sup{r > 0 | ∃ y ∈ O, B(y, r) ∈ T } the supremum of the radii of all balls in T . Since T is non-empty and O is bounded, R if positive and finite.
Let (y k ) k∈N be a sequence of centres of balls in T converging to a point y in R d such that the sequence of associated radii (r k ) k∈N is non decreasing with R as a limit. Since T is totally-ordered and the radii non decreasing, the union k∈N B(y k , r k ) is non decreasing, equal to B(y, R). Thus, B(y, R) belongs to S and upper bounds T . So the class S is inductive and thanks to the Zorn's lemma, it contains a maximal element. It follows that:
Proof of Example
So, for r ≤ 2Reach(O), since 2Reach(O) ≤ D(O) by considering a point on Sk(O), we get:
The choice of a in the lemma is thus relevant.
We now focus on the set of points in R d minimizing the distance to the measure µ O . For this, we need some lemma.
Lemma 24.
If 
the set of points attaining this bound is exactly O (m,O) .
Proof
Remark that for all positive l smaller than m, we have:
Moreover, these inequalities are equalities for all points x in O (m,O) . By integrating, we get the lower bound d min for x → d µ,m (x), and it is attained on O (m,O)
.
In particular we get for these values of l that:
= m, and thanks to Lemma 24, we get that x ∈ O (m,O) .
Proposition 26. If Reach(O) ≥ (m, O), then:
where for any set A, the notation A stands for x∈A B(x, ), the -offset of A.
Proof
Remind thanks to Proposition 25 that {x ∈ R A.2 The DTM-signature to discriminate between uniform and non uniform measures.
Proof of Proposition 14:
As for Proposition 25, we get that for any point x in O:
We will lower bound the
equals zero on this interval. We thus need to lower bound F dν,m (ν) (t) for all t ≤ d min .
As for Proposition 25, for λ ≥ 1, any point x of {f ≥ λ}
. Thus,
And we get by denoting λ(t) the real number λ satisfying
, that:
Since a cumulative distribution function in non decreasing, we get:
Now we assume that the density f is Hölder over O with parameters χ in [0, 1] and
Proof of Proposition 15:
First remark that for all positive λ, with (λ) = λ
According to Proposition 14, the aim is thus to show that for some λ bigger than 1,
is non-empty. We thus focus on the supremum of f over O (λ) , which we denote by f ∞, (λ) .
Remind that if Reach(O) ≥ (λ), then thanks to Proposition 26, the set O (λ) (λ) equals O. Since f is Hölder, we can thus build some sequence (
χ . Finally we get:
) is positive whenever:
With λ 1 satisfying (λ 1 ) = Reach(O), we have:
We also have that
It proves the first part of the proposition. The second part is a straightforward consequence of the proof of Proposition 14.
B Stability of the DTM-signature
Proof of Proposition 9:
The proof is relatively similar to the ones given by Mémoli in [23] for other signatures. For any map plan π between µ and ν Borel measures on (X , δ) and (Y, γ), we get:
which concludes.
C The test C.1 A lemma
Lemma 27 (Equality of empirical signatures under the isomorphic assumption).
If (X , δ, µ) and (Y, γ, ν) are two isomorphic mm-spaces, then the distributions of the random variables
are equal. Here the empirical measures are all independent and the measuresμ N andμ n are from samples from µ.
Proof
Remark that for (X 1 , X 2 , . . . , X N ) a N -sample of law µ and φ an isomorphism between (X , δ, µ) and (Y, γ, ν), the tuple (φ(
. It follows that the distances and the nearest neighbours are preserved. Thus, the distributions of (dμ N ,m (X i )) i∈[ [1 ,n] ] and (dν N ,m (Y i )) i∈[ [1 ,n] ] are equal.
The lemma follows from the equality:
C.2 L 1 -Wasserstein distance between the laws of interest
. . X N ) be a N -sample of law µ, andμ N the associated empirical measure. We can upper bound the L 1 -Wasserstein distance between the bootstrap law
We bound the term 1 by:
and the term 3 by
This is proved in the three following lemmata.
Lemma 29 (Study of term 3).
We have
Proof
To bound this L 1 -Wasserstein distance, we choose as a transport plan the law of the random vector
withμ n ,μ n ,μ N −n andμ N −n independent empirical measures of law µ. Then the L 1 -Wasserstein distance is bounded by:
which is not bigger than:
We bound the term
Lemma 32.
Lemma 30 (Study of term 2).
Proof
Let π be the optimal transport plan associated to
; see the definition of the L 1 -Wasserstein with transport plans. From a n-sample of law π, we get two empirical distributions d µ,m (μ n ) and d µ,m (µ * n ). Independently, from another n-sample of law π,
1 n δ Zi , we have:
So, the L 1 -Wasserstein distance is not bigger than
of law π, so we get the upper bound:
Lemma 31 (Study of term 1).
Thanks to Proposition 5 and to the fact that the distance to a measure is 1-Lipschitz, we can derive another upper bound depending only on the L 1 -Wasserstein distance between the measure µ and its empirical versions:
The rates of convergence of the L 1 -Wasserstein distance between a Borel probability measure on the Euclidean space R d and its empirical version are faster when the dimension d is low; see [17] . Thus, we prefer to use the first bound for regular measures. In this case, we use rates of convergence for the distance to a measure, derived in [13] . For regular measures, in some cases, the bound in Lemma 28 is better than the bound in Corollary 33.
C.3 An asymptotic result with the convergence to the law of
G µ,m − G µ,m 1
Proof of Lemma 16: The random function
for s ≤ t; see [3] or part 3.3 of [6] . Thanks to Theorem 2.8 in [5] , since L 1 × L 1 is separable andμ n andμ n are independent, the random vector
converges weakly to (G µ,m , G µ,m ) with G µ,m and G µ,m independent Gaussian processes.
Since the map (x, y) → x − y is continuous in L 1 , the mapping theorem states that √ n F dµ,m (μ n ) − F dµ,m (μn ) converges weakly to the Gaussian process G µ,m − G µ,m in L 1 . Once more we use the mapping theorem with the continuous map x → x 1 and the definition of the L 1 -Wasserstein distance as the L 1 -norm of the cumulative distribution functions to get that:
We then get the convergence of moments following the same method as for Theorem 2.4 in [3] . We have the bound
converges weakly to the gaussian process 
We deduce that:
Moreover, we have the bound:
Finally, with the same arguments as for Lemma 28, we get that:
Proof of Proposition 17: Let < α and η be two positive numbers.
The probability P (µ,ν) (φ N = 1) is upper bounded by
With a drawing, we see that P (q α < q α+ − η) is upper bounded by
Thanks to the weak convergences in Lemma 16 of the paper and the Portmanteau lemma, lim sup N →∞ P (µ,ν) (φ N = 1) is thus upper bounded by
We now make η and go to zero and under the continuity assumption, lim sup N →∞ P (µ,ν) (φ N = 1) ≤ α.
As well, we get that lim inf N →∞ P (µ,ν) (φ N = 1) ≥ α.
C.4 The case of measures supported on a compact subset of R d
Proof of part 2 of Proposition 18:
We may assume that the diameter D µ of the support of the measure µ equals 1. Indeed, if we apply a dilatation to the measure to make the diameter of its support be equal to 1, then the quantity
is simply multiplied by the parameter of the dilatation. By using Corollary 33 and Theorem 1 of [17], we have a bound for the expectation:
for some positive constant C depending on µ.
Proof of part 3 of Proposition 18:
First remark that for λ > 1,
under the assumption D µ = 1. We thus focus on values of λ not bigger than 1. In this case, with the Theorem 2 of [17], we get easily that:
for some positive constants C, C and C depending on µ.
We conclude the proof with the Borel-Cantelli lemma.
Proof of part 1 of Proposition 18:
We need to show that under the assumption ρ > max{d, 2} 2 , the following properties are satisfied:
and 
We use this inequality with x = 
2 ). Thanks to the Borel-Cantelli lemma, under the assumption ρ > 1, the a.e. convergence to zero of
C.5 The case of (a, b)-standard measures
Let µ be a Borel probability measure supported on a connected compact subset X of R d . We assume this measure to be (a, b)-standard for some positive numbers a and b. In this part, we derive rates of convergence in probability and in expectation for the quantity dμ N ,m − d µ,m ∞,X . Thanks to these results, we can derive upper bounds and rates of convergence in expectation for ,m (μ N ,μ N ) . We finally propose a choice for the parameter N depending on n for which the weak convergences
C.5.1 Upper bounds for P(
We use the bounds given in Theorem 1 of [13] , with the bound for the modulus of continuity given by Lemma 3 in [13] :
We directly get the following lemma:
Let x be a fixed point in X and λ a positive number. We have,
In order to derive an upper bound for dμ N ,m − d µ,m ∞,X , like in [13] , we use the fact that the function distance to a measure is 1-Lipschitz and that X is compact, which means that we can compute a bound by upper-bounding the difference |dμ N ,m (x) − d µ,m (x)| over a finite number of points x of X . Thanks to the following lemma, the minimal number of points needed for this purpose is not bigger than
Lemma 35.
Let µ is a measure supported on X a compact subset of R d , and for λ > 0 denote
Then, we have:
Proof
The idea is to put a grid on the hypercube containing X with edges of length D µ . The grid is a union of small hypercubes with edges of length equal to
, so that the number of such small hypercubes into which the big one is split is not superior to
Then, we decide that each time the intersection between X and some small hypercube is non-empty, we keep one of the elements of the intersection. We denote x i the element associated to the i-th hypercube. Finally, each point x in X belongs to a small hypercube, and its distance to the corresponding x i is smaller than
We thus derive upper bounds for
Proposition 36 (Upper bound for
We have,
λ .
Since the function distance to a measure is 1-Lipschitz, we get that:
for the family (x i ) i associated to a grid which sides are of length equal to
. We can thus bound the probability P(
with N µ,
thanks to Lemma 35.
C.5.2 Upper bounds for the expectation
In order to get upper bounds for
, we use the same trick as used in [13] , which is:
Lemma 37. Let X a random variable such that:
for some integers q and s and some D > 0.
We have: 
Finally, if we choose K = c q s , we get:
From this lemma, we can derive the following lemma.
Lemma 38.
for some constants depending on a and b. 
C.5.3 Upper bounds for the expectation of
W 1 L N,n,m (µ, µ), L * N,n,m (μ N ,μ N ) ProofE W 1 L N,n,m (µ, µ), L * N,n,m (μ N ,μ N ) ≤ 1 n 1 2 (N ) 1 2 m b−1 b log N m 2b−2 b n 1 2 + 2 n 1 2 (N ) b+1 2b m log N b+1 2 m b n b 2 1 b + 3 n 1 2 (N )
C.6 The power of the test
Proof of Proposition 21
Lemma 39. Let α, κ be two positive numbers and L and L * two laws of real random variables. We denote q α (respectively q *
Proof
With a drawing, since the L 1 -norm between F L and F L * is smaller than κ, we have:
In this part we assume that m is fixed in [0, 1] and N = cn ρ for some ρ > 1 and c > 0.
Recall that our aim is to upper bound the type II error, that is:
For some κ = n γ with γ in 0, 1 2 to be chosen later, we first upper bound the quantilê q α with high probability.
As noticed in the proof of Lemma 16, the law of
to L( G µ,m − G µ,m 1 ), there is also the convergence of the first moments. So, for n big enough, we have:
Then, under the assumption We need to remark that with similar arguments as for Lemma 28, we have: For all positive , for n big enough, remark that the sum of the last two terms can be bounded thanks to the DKW-Massart inequality 
C.7 Numerical illustrations
In this section, we give details on the simulations presented in Section 5. Recall that we consider the measure µ v , that is, the distribution of the random vector (R sin(vR)+0.03N, R cos(vR)+0.03N ) with R, N and N independent random variables; N and N from the standard normal distribution and R uniform on (0, 1).
From the measure µ 10 we get a N -sample P = We plot the empirical cumulative distribution function associated to this N -sample. As well, from two fixed N -samples from the law µ 10 , P and Q, we generate a set boot of N M C random variables, as explained in the Algorithm in Section 4.1, and we plot its cumulative distribution function. Remark that the too cumulative distribution functions are close. It means that the α-quantile of the distribution of the test statistic is well approximated by the α-quantile of the bootstrap distribution.
The Figure 5 is obtained by applying the test DTM and the test KS to two independent N -samples, 1000 times independently, and by averaging the number of rejections of the hypothesis H 0 . For the type-I error, the N -samples are both from µ 10 , as for the power, a sample is from µ 10 and the other one from µ v .
