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Abstract
We give a new definition of Levi-Civita connection for a noncommutative pseudo-Riemannian
metric on a noncommutative manifold given by a spectral triple. We prove the existence-uniqueness
result for a class of modules of one forms over a large class of noncommutative manifolds, including
the matrix geometry of the fuzzy 3-sphere, the quantum Heisenberg manifolds and Connes-Landi
deformations of spectral triples on the Connes-Dubois Violette-Rieffel-deformation of a compact
manifold equipped with a free toral action. It is interesting to note that in the example of the
quantum Heisenberg manifold, the definition of metric compatibility given in [22] failed to ensure
the existence of a unique Levi-Civita connection. In the case of the matrix geometry, the Levi-Civita
connection that we get coincides with the unique real torsion-less unitary connection obtained by
Frolich et al in [22].
1 Introduction
The concepts of connection and curvature occupy a central place in any form of geometry, classical or
noncommutative. In noncommutative geometry (NCG for short) a la Connes, there have been several
attempts over the last few years to formulate and study analogues of curvature. There seem to be mainly
two different approaches to this problem so far:
(a) formulating an analogue of Levi-Civita connection and computing the corresponding curvature op-
erator, in particular scalar and Ricci curvatures (see, e.g. [22], [10] );
or
(b) defining Ricci and scalar curvature directly through an asymptotic expansion of the noncommutative
Laplacian (see [13], [15], [16], [18], [19], [20], [12], [26], [27], [14], [21] etc. ).
In the classical case, at least for a compact Riemannian manifold, these two approaches turn out to
be equivalent. In the first approach, one gets the Levi-Civita connection and the full curvature operator,
which are important in their own right. In NCG, the definition of Levi-Civita connection given in [22]
seemed to face an obstacle because it was not possible to get a unique Levi-Civita (i.e. both torsion-less
and metric-compatible in a suitable sense) connection in some standard examples such as the fuzzy 3-
sphere and the quantum Heisenberg manifolds. We refer to [22], [7] as well as the appendix B of [24] for
results regarding such non-existence/non-uniqueness. In a recent article, J. Rosenberg ([32]) proposed an
alternative definition giving an existence and uniqueness theorem for some noncommutative manifolds
including the noncommutative tori. This has been followed by several computations of scalar curvature
by a number of authors (e.g. [29], [1]). In [1], the definition of Rosenberg has been extended to the case of
(noncommutative) pseudo-Riemannian metrics as well. The aim of this article is to give a new definition of
Levi-Civita connections for the space of one forms of a spectral triple. The underlying pseudo-Riemannian
metric is a bilinear version of the sesquilinear form constructed in Theorem 2.9 of [22]. In fact, there
are two points of departure of this article from the existing literature on Levi-Civita connections on
spectral triples. Firstly, as opposed to the approach taken in [1], [29], [32] etc., we use one forms instead
of derivations. Indeed, spaces of vector fields in NCG are not as well-behaved as in the case of classical
geometry. In fact, they do not form a module over the underlying ( noncommutative) smooth algebra.
The simple description of vector fields, i.e. derivations of the smooth algebra of the noncommutative tori,
which played a crucial role in the success of Rosenberg’s approach for such noncommutative manifolds,
hold only for spectral triples equivariant w.r.t. a toral action which is also ergodic on the underlying C∗
algebra. On the other hand, the space of one forms is quite well-behaved in NCG and it does have a
natural module structure over the noncommutative algebra of smooth functions. In algebra and algebraic
geometry, including noncommutative algebraic geometry, the notion of connections on the module of one
forms of a differential calculus is quite familiar and standard (See [22], [24], [25] etc.). The second point
of departure is the definition of metric compatibility of a connection. For a spectral triple (A,H, D) and
Ω1D(A) as the associated space of one forms (see Subsection 2.2), we work with an A-bilinear map from
Ω1D(A)⊗A Ω1D(A) to A as the candidate for a pseudo-Riemannian metric. This is sharp contrast to the
approach taken in [22] where the authors had worked with a sesquilinear form. As a result, we work
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with a different definition of metric compatibility of a connection (see Subsection 4.1) compared to that
in [22]. In some sense, we have combined the approaches of [22] and [32] as we work in the setting of
one forms instead of vector fields but define a pseudo-metric to be a symmetric, bilinear non-degenerate
form instead of a sesquilinear inner product. Under some assumptions on the space of one forms of a
spectral triple, we prove the existence and uniqueness of a Levi-Civita connection.
Our assumptions are satisfied by a large class of noncommutative manifolds, which do include all
the Rieffel-deformations of classical compact Riemannian manifolds obtained by isometric and free toral
actions. Moreover, our existence-uniqueness result covers the case of quantum Heisenberg manifold for
which the approach of [22] did not succeed. Interestingly, it turns out that the Levi-Civita connection
for the Heisenberg manifold as obtained from this article has constant negative scalar curvature (see
Section 6). For the matrix geometry on the fuzzy 3-sphere, the authors of [22] prove that there exists a
family of torsion-less and unitary connections. Uniqueness can be obtained if in addition, one assumes
that the connection is real. With our definition of metric compatibility, we get a unique torsion-less and
metric compatible connection in this example which coincides with the unique real torsion-less unitary
connection obtained in [22].
The results of this article apply to a class of pseudo-Riemannian bilinear metrics on the space of one
forms of a spectral triple (A,H, D) satisfying certain assumptions discussed in this article. Our results
do not cover the examples of the conformal perturbations of a Riemannian bilinear metric which is the
subject of study of a number of recent works ([12], [14], [15], [16], [18], [19], [20], [21], [26], [27]). However,
in a companion article ([5]), it is proven that under the same set of assumptions on the spectral triple as
in this paper, there exists a unique Levi-Civita connection for any pseudo-Riemannian metric (which is
only right A-linear as opposed to being both left and right A-linear.) Thus one can compute the Ricci
and scalar curvature for the conformal perturbation of the canonical metric on the noncommutative
2-torus (see [5]). Although the existence and uniqueness theorem of [5] hold under weaker assumptions,
the novelty of this article based only on the spectral triple framework is twofold. Firstly, given a spectral
triple, we provide a natural candidate for the Riemannian metric on the space of one forms and then
check that our candidate indeed satisfies the required properties ( see Definition 3.1 ). The second novelty
is in the proof of Theorem 4.13 which nicely adapts the classical proof of existence and uniqueness of
Levi-Civita connections by exploiting the bilinearity of g and the isomorphism
(Psym)12 : Ω
1
D(A)⊗A (Ω1D(A) ⊗symA Ω1D(A))→ (Ω1D(A) ⊗symA Ω1D(A))⊗A Ω1D(A).
Here, the symbols Psym and ⊗symA are as in Subsection 2.3.
It should also be mentioned that there is a very different approach by S. Majid, E. Beggs and their
co-authors ([28], [3], [4], [2] etc. and references therein). We think our approach needs to be modified,
by replacing the symmetric tensor product used here with something like a more general braided tensor
product, to include some of the examples considered by them. We hope to look into this in future.
Let us discuss the plan of the article. We begin with some generalities on bimodules and spectral
triples. In particular, we focus on a certain class of bimodules called ‘centered bimodules’ and the
flip map on the tensor product of two copies of such bimodules. In Section 3, we start by discussing
pseudo-Riemannian metric. Then we recall the A′′-valued sesquilinear form on the bimodule of forms
for a spectral triple (A,H, D) constructed in [22] and show that under some regularity assumptions on
the spectral triple, one can construct an A-valued pseudo-Riemannian bilinear metric. In Section 4, we
define the metric compatibility of a connection on Ω1D(A) for a class of spectral triples and then state
and prove the main result giving the existence and uniqueness of the Levi-Civita connection. The rest
of this article deals with examples. In Section 5 and Section 6, we apply our results to spectral triples
on the fuzzy 3-sphere and quantum Heisenberg manifold defined and studied in [22] and [7] respectively.
Finally, Section 7 is devoted to the verification of our assumptions for the one forms of the Connes-Landi
spectral triples on a large class of noncommutative manifolds obtained by Rieffel deformation of classical
Riemannian manifolds.
We fix some notations which we will follow. Throughout the article, A will denote a complex unital
∗-subalgebra of a C∗ algebra. Z(A) will denote the center of A. For a subset S of a right A module
E , SA will denote span{sa : s ∈ S, a ∈ A}. For right A modules E and F , HomA(E ,F) will denote the
set of all right A-linear maps from E to F . The tensor product over the complex numbers C is denoted
by ⊗C while the notation ⊗A will denote the tensor product over the algebra A.
If E and F are bimodules, HomA(E ,F) has a left A module structures given by left multiplication
by elements of A, i.e, for elements a in A, e in E and T in HomA(E ,F), (aT )(e) := aT (e) ∈ F . The
right A module structure on HomA(E ,F) is given by Ta(e) = T (ae). Lastly, for a linear map T between
suitable modules, Ran(T ) will denote the Range of T.
2
2 Preliminaries
In the first subsection, we recall some concepts about centered bimodules. Then we discuss some gen-
eralities of the flip map on vector spaces (and bimodules) and the space of forms Ωk(A) on spectral
triples (A,H, D). Finally, we discuss a certain bilinear splitting of Ω1D(A) ⊗A Ω1D(A) and some of its
consequences.
2.1 Centered bimodules
We recall the concept of centered bimodules.
Definition 2.1. The center of an A − A-bimodule E is defined to be the set Z(E) = {e ∈ E : ea =
ae ∀ a ∈ A}. E is called centered if Z(E) is right A-total in E, i.e, the right A-linear span of Z(E) equals
E .
It is easy to see that Z(E) is a Z(A)-bimodule.
For a related notion of central bimodules, we refer to the paper [17] of Dubois-Violette and Michor.
It is easy to see that a centered bimodule in the sense of Skeide ( [33] ) is a central bimodule in the sense
of Dubois-Violette and Michor ( [17] ), i.e, if E is a centered module in the sense of Definition 2.1, then
e.a = a.e for all e in E and for all a in Z(A).
Example 2.2. If A = C∞(M) for some compact manifold M, and Γ(E) the A−A-bimodule of sections
of some smooth vector bundle E on M, then Γ(E) is centered. In particular, the A−A-bimodule Ωk(M)
of k-forms on M is centered.
If E is free as a right A module of the form A⊗CCn such that a(b⊗C v) = ab⊗C v for all a, b ∈ A and
v ∈ Cn, then E is centered with Z(E) = {a⊗C ei : i = 1, 2, ·, · · n, a ∈ Z(A)}, where {ei : i = 1, 2, ..., n}
is the canonical basis of Cn.
We record the following well-known facts without proofs.
Proposition 2.3. 1. Let S be a right A-total subset of a right A module E. If T1 and T2 are two
right A linear maps from E to another right A module F such that they agree on S, then they agree
everywhere on E.
2. Let E and F be A-A bimodules which are finitely generated and projective as both left and right A
modules. Then for elements ei ∈ E, f ∈ F and φi ∈ F∗, the map ζE,F : E ⊗A F∗ → HomA(F , E)
defined by ζE,F(
∑
i ei ⊗A φi)(f) =
∑
i eiφi(f) defines an isomorphism of A bimodules.
Let us prove the following result which will be used later:
Proposition 2.4. Suppose E is an A-A-bimodule such that the map uE : Z(E)⊗Z(A) A → E defined by
uE
(∑
i
e′i ⊗Z(A) ai
)
=
∑
i
e′iai
is an isomorphism of vector spaces. Then we have the following isomorphism of A bimodules:
E ∼= A⊗Z(A) Z(E) ∼= Z(E)⊗Z(A) A.
In particular, the right A-linear span of Z(E) is total in E , i.e, E is centered.
Proof: It is clear from the definitions that the map uE is left Z(A), right A-linear. Let us define a
left A, right Z(A)-linear map vE : A⊗Z(A) Z(E)→ E by
vE
(∑
i
ai ⊗Z(A) e′i
)
=
∑
i
aie
′
i.
Consider the map p : Z(E) × A → A ⊗Z(A) Z(E) given by (e, a) 7→ (a ⊗Z(A) e). It is clear that
p(ea′, a) = p(e, a′a), so that we get a well-defined map p : Z(E) ⊗Z(A) A → A ⊗Z(A) Z(E) given
by (e ⊗Z(A) a) 7→ (a ⊗Z(A) e). It is in fact an isomorphism, with the inverse map, say q, given by
(a ⊗Z(A) e) 7→ (e ⊗Z(A) a). Observe that vE = uE ◦ q, hence vE is an isomorphism as well. Thus, the
map vE is also a vector space isomorphism as well.
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Next, we endow Z(E)⊗Z(A) A with an A−A bimodule structure defined by
b(e⊗Z(A) a)c = e ⊗Z(A) bac,
where e ∈ Z(E), a ∈ A, b, c ∈ A. Then it is easy to see that uE defines an A−A bimodule isomorphism.
The other isomorphism follows by using the map vE . ✷
The following theorem is of crucial importance in the sequel.
Theorem 2.5. (Theorem 6.10, [33]) Let E be an A-A bimodule which is centered. Then there exists an
unique A-A bimodule isomorphism σcan : E ⊗A E → E ⊗A E such that σcan(ω ⊗A η) = η ⊗A ω for all
ω, η ∈ Z(E). Moreover, (σcan)2 = id so that P cansym := 1+σ
can
2 : E ⊗A E → E ⊗A E is an A-A bilinear
idempotent map.
Proof: We only need to remark that the equation (σcan)2 = id is derived in the proof of Theorem 6.10,
[33]. Indeed, since E is centered, E ⊗A E = Span{e⊗A fa : e, f ∈ Z(E), a ∈ A} and (σcan)2(e ⊗A fa) =
σcan(σcan(e⊗A fa)) = σcan(f ⊗A ea) = e⊗A fa.
Let us make the following observation:
Lemma 2.6. We have σcan(ω ⊗A e) = e⊗A ω and σcan(e⊗A ω) = ω ⊗A e for all ω ∈ Z(E) and e ∈ E .
Proof: Since E is centered and σ is right linear, it is enough to prove the lemma for elements e of
the form ηb where η ∈ Z(E) and b ∈ A.
We compute σcan(ω⊗A ηb) = σcan(ω⊗A η)b = (η⊗A ω)b = η⊗A ωb = η⊗A bω = ηb⊗A ω = e⊗A ω.
The other equality follows similarly. ✷
We will end this subsection with Lemma 2.8. But before that, we want to state and prove Proposition
2.7 whose proof is basically a reformulation of the proof of the existence and uniqueness of Levi-Civita
connections for pseudo-Riemannian manifolds.
Let V be a complex vector space and σC denotes the map from V ⊗C V → V ⊗C V defined on simple
tensors by the formula σC(v ⊗C w) = w⊗C v. We will use the maps σC12 := σC ⊗C idV , σC23 := idV ⊗C σC
and σC13 := σ
C
12σ
C
23σ
C
12.
Then the map PC := σ
C+1
2 is an idempotent. We will denote Ran(P
C) by V ⊗sym
C
V. We will need the
maps PC12 := P
C ⊗C idV and PC23 := idV ⊗C PC. Thus, for elements v1, v2, v3 in V, PC12(v1 ⊗C v2 ⊗C v3) =
1
2 (v1 ⊗C v2 + v2 ⊗C v1)⊗C v3 and PC23(v1 ⊗C v2 ⊗C v3) = v1 ⊗C 12 (v2 ⊗C v3 + v3 ⊗C v2).
Proposition 2.7. If V is a vector space, then each of the following maps is an isomorphism of vector
spaces.
PC12|Ran(PC23) : Ran(P
C
23) = V ⊗C (V ⊗symC V )→ Ran(PC12) = (V ⊗symC V )⊗C V
PC23|Ran(PC12) : Ran(P
C
12) = (V ⊗symC V )⊗C V → Ran(PC23) = V ⊗C (V ⊗symC V )
Proof: We prove the statement about the first of the two maps since the proof for the other map is
similar. Let us begin by proving that the first map is one-one. Let X ∈ Ran(PC23) such that PC12(X) = 0.
That is, σC23(X) = X and σ
C
12(X) = −X. Now, it is easy to verify the following braid relations:
σC12σ
C
23σ
C
12 = σ
C
23σ
C
12σ
C
23. (1)
But we have σC12σ
C
23σ
C
12(X) = −σC12σC23(X) = −σC12(X) = X . On the other hand, σC23σC12σC23(X) =
σC23σ
C
12(X) = −σC23(X) = −X. This implies, X = −X, i.e. X = 0. Thus, the map PC12|Ran(PC23) is
injective.
Now we come to surjectivity. If V is finite dimensional, surjectivity follows since Ran(PC23) and
Ran(PC12) are of the same dimension. In the general case, given any ξ ∈ (V ⊗symC V )⊗CV such that σC23(ξ) =
ξ, there exists a natural number n and linearly independent elements e1, e2, ..., en of V such that ξ belongs
to (K ⊗sym
C
K)⊗C K, where K := span{e1, e2, ..., en}. If PCK,12 denotes the map PC12|K⊗CK⊗CK , then by
the surjectivity of PC12|Ran(PC23) for finite dimensional vector spaces, there exists η ∈ K ⊗C (K ⊗
sym
C
K)
such that PCK,12(η) = ξ. Since ξ is arbitrary, the proof of surjectivity is complete. ✷
Lemma 2.8. Let P canij :=
1
2 (1 + σ
can
ij ), (i, j) = (12), (13), (23). Then the following maps are bimodule
isomorphisms:
P can12 |Ran(P can23 ) : Ran(P can23 )→ Ran(P can12 ), P can23 |Ran(P can12 ) : Ran(P can12 )→ Ran(P can23 ).
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Proof :We begin by noting that since σcan is a bimodule map, the maps σcan12 , σ
can
23 , σ
can
13 : E ⊗A
E ⊗A E → E ⊗A E ⊗A E defined as σcan ⊗A idE , idE ⊗A σcan, σcan12 σcan23 σcan12 respectively are well defined
bimodule morphisms, the proof of injectivity can be given by verbatim adaptation of the arguments of
Proposition 2.7, as the braid relations (1) do hold for the maps σcanij as well. For surjectivity, we also use
Proposition 2.7. Indeed, the C-vector spaceW := Z(E)⊗CZ(E)⊗CZ(E) is right A-total in E ⊗A E ⊗A E .
As each of the maps P canij is right A-linear and leaves W invariant, Ran(P canij ) is the right A-linear span
of the image of W under P canij for all i, j. Now, the restriction of P canij to W is nothing but the map
PCij as in the statement of Proposition 2.7, with V = Z(E) as vector spaces. By Proposition 2.7, we
get P can12 P
can
23 (W) = P can12 (W). Taking the right A linear spans on both sides, we get the surjectivity of
P can12 |Ran(P can23 ). The surjectivity of the other map follows in a similar way. ✷
2.2 Generalities on spectral triples
We begin this section with the definition of a spectral triple (see [8]).
A spectral triple on a unital *-algebra A is given by (A,H, D) where H is a separable Hilbert space
admitting a representation of A and D is a (possibly unbounded) self adjoint operator on H such that
[D, a] has bounded expansion for all a ∈ A.
Let (A,H, D) be a spectral triple of compact type. Let dD denote the canonical derivation on A
defined by
dD(·) =
√−1[D, ·].
We fix the spectral triple and henceforth denote dD simply by d. We refer to [8], [22], [25] for definition
and detailed discussion on the bimodule of noncommutative differential forms. However, we only need
to consider the spaces of one and two forms, to be denoted by Ω1D(A) and Ω2D(A) respectively. They are
defined as follows. The space Ω1D(A) is the linear span of elements of the form a[D, b], a, b ∈ A, in B(H). It
is clearly a rightAmodule. As any element ω is an element of B(H), we have a natural multiplication map
m0 : Ω
1
D(A)⊗A Ω1D(A) ∋ (ω ⊗A η) 7→ ωη ∈ B(H). Let J be the module of junk forms, defined to be the
right A-submodule of the Im(m0) spanned by elements of the form
∑
i[D, ai][D, bi] (finite sum) such that∑
i ai[D, bi] = 0 (ai, bi ∈ A). We define Ω2D(A) = Im(m0)/J and let m : Ω1D(A) ⊗A Ω1D(A) → Ω2D(A)
be the composition of m0 and the quotient map from Im(m0) to Ω
2
D(A).
Lemma 2.9. m is an A-A bilinear map.
Proof: Clearly, the map m0 is a bilinear map, so we have to prove that the quotient map from
Im(m0) to Ω
2
D(A) is bilinear. Again, for this it is enought to prove that J is closed under left A module
multiplication since by definition, J is closed under rightAmultiplication. To this end, let∑i ai[D, bi] =
0 be a finite sum, where ai, bi ∈ A. For c ∈ A, c
∑
i[D, ai][D, bi] =
∑
i[D, cai][D, bi]− [D, c]
∑
i ai[D, bi] =∑
i[D, cai][D, bi], as
∑
i ai[D, bi] = 0. But since
∑
i cai[D, bi] = 0, we have
∑
i[D, cai][D, bi] ∈ J which
implies that c
∑
i[D, ai][D, bi] ∈ J . This proves the claim. ✷
Definition 2.10. Let (A,H, D) be a spectral triple. A (right) connection on Ω1D(A) is a C-linear map
∇ : Ω1D(A) → Ω1D(A) ⊗A Ω1D(A) such that ∇(ωa) = ∇(ω)a+ ω ⊗A da for all ω in Ω1D(A) and a in A.
The torsion of a connection ∇ is defined to be T∇ := m ◦ ∇+ d.
2.3 A natural splitting of Ω1
D
(A)⊗A Ω1D(A)
For a Riemannian manifoldM with Ω1(M) as the space of one forms, we have the following decomposition
of C∞(M) bimodules:
Ω1(M)⊗C∞(M) Ω1(M) = Sym2(Ω1(M))⊕F ,
where Sym2(Ω1(M)) := Span(ω ⊗C∞(M) η + η ⊗C∞(M) ω : ω, η ∈ Ω1(M)) is the space of all symmetric
2-tensors and F is isomorphic to Ω2(M). If ∧ : Ω1(M)⊗C∞(M) Ω1(M)→ Ω2(M) denotes the canonical
map, then Sym2(Ω1(M)) is nothing but Ker(∧). The aim of this subsection is to discuss an analogous
decomposition of Ω1D(A)⊗A Ω1D(A) and some of its consequences.
Definition 2.11. Let (A,H, D) be a spectral triple such that Ω1D(A) is finitely generated and projective
as a right A module. Assume that
Ω1D(A) ⊗A Ω1D(A) = Ker(m)⊕F (2)
as right A modules, and moreover the idempotent Psym ∈ HomA(Ω1D(A)⊗A Ω1D(A),Ω1D(A)⊗A Ω1D(A))
onto Ker(m) is an A-A bimodule map. Then we will denote Ker(m) by the symbol Ω1D(A)⊗symA Ω1D(A).
Moreover, σ will denote the map 2Psym − 1.
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Lemma 2.12. Let (A,H, D) be a spectral triple as in Definition 2.11. then we have the following
1. Ω1D(A)⊗symA Ω1D(A) =: Ker(m) and Im(m) are A bimodules.
2. σ is an A-A bimodule map.
3. P 2sym = Psym and σ
2 = id.
Proof: By Lemma 2.9 the map m is bilinear, hence Ker(m) and Im(m) are A bimodules. This gives
us the first claim. The second claim, i.e the A - A-bilinearity of σ follows from the A-A-bilinearity of
Psym. The third claim follows from the fact that Psym is an idempotent. ✷
Let us recall that a connection ∇ on Ω1D(A) is said to be torsion-less if T∇ = 0. we have the following
result as a consequence of the assumptions made in Definition 2.11.
Lemma 2.13. For a spectral triple as in Definition 2.11, there is a torsion-less connection on Ω1D(A).
Proof: We have a sub-bimodule F := Im(1−Psym) of Ω1D(A)⊗AΩ1D(A) and a bimodule isomorphism,
say Q, from F to Im(m) = Ω2D(A), satisfying Q((1 − Psym)(β)) = m(β) for β ∈ Ω1D(A) ⊗A Ω1D(A).
Moreover, as Ω1D(A) is finitely generated and projective, we can find a free rank n ( right ) module
A ⊗C Cn containing Ω1D(A) as a complemented right submodule. Let p be an idempotent in Mn(A) ∼=
HomA(A ⊗C Cn,A ⊗C Cn) such that Ω1D(A) = p(A ⊗C Cn). . Let ei, i = 1, . . . n, be the standard basis
of Cn and define ∇˜0 : A⊗C Cn → Ω1D(A)⊗A Ω1D(A) by
∇˜0(eia) := −Q−1(d(pei))a+ pei ⊗A da, i = 1, . . . , n, a ∈ A.
Then ∇0 = ∇˜0|Ω1
D
(A) (3)
defines a connection on Ω1D(A) Note that, as mPsym = 0 by definition, we have
mQ−1(m(β)) = mQ−1(Q(1− Psym)β) = m((1 − Psym)β) = mβ ∀ β ∈ Ω1D(A)⊗A Ω1D(A),
i,e, mQ−1 : Im(m) → Im(m) is the identity map. Since d(p(ei)a) belongs to the image of the map m,
we can write
m ◦ ∇0(p(ei)a) = −m(Q−1(d(p(ei))a)) +m(p(ei)⊗A da)
= −d(p(ei))a+m(p(ei)⊗A da)
= −d(p(ei)a).
Therefore, ∇0 is a torsion-less connection on Ω1D(A). ✷
3 Pseudo-Riemannian metrics on a spectral triple
Next, we want to introduce a noncommutative analogue of pseudo-Riemannian metrics. In classical
differential geometry, a Riemannian metric on a manifold M is a smooth, positive definite, symmetric
bilinear form on the tangent (or, equivalently, co-tangent) bundle. One can extend it to the complexifica-
tion of the tangent/cotangent spaces in two ways: either as a sesquilinear pairing (inner product) on the
module of one forms, which is conjugate-linear in one variable and linear in the other, or, as a complex
bilinear form, i.e. a C∞(M)-linear map on Ω1(M) ⊗C∞(M) Ω1(M). Somehow, the first of these two
alternatives seems to be more popular in the literature so far to formulate a noncommutative analogue
of metric, with some exceptions like the formulation in [24] in the framework of bicovariant differen-
tial calculi on quantum groups. One advantage of defining a (Riemannian) metric for noncommutative
manifold as a non-degenerate sesquilinear pairing (i.e. inner product) taking value in the underlying C∗
algebra is that one can use the rich and popular theory of Hilbert modules. However, when one wants
to deal with pseudo-Riemannian metrics, there is no assumption of positive definiteness and the relative
advantage of sesquilinear extension over the bilinear extension no longer exists. Moreover, the existence
and uniqueness of classical Levi-Civita connection for a classical manifold do not need any positive defi-
niteness and hold for an arbitrary pseudo-Riemannian metric. For this reason, it makes sense to consider
bilinear non-degenerate forms as pseudo-Riemannian metrics in the noncommutative set-up. However,
in classical case there is no difference between right module maps or bimodule maps, as the left and
right C∞(M)-actions on the module of forms coincide. This is no longer true in the noncommutative
framework. In fact, as we will see, requiring a pseudo-metric to be a bimodule map restricts the choice
of metrics. It is reasonable to require one-sided (right/left) A-linearity only. For this reason, we give the
following definition:
6
Definition 3.1. Let (A,H, D) be a spectral triple and let E := Ω1D(A) be the A-A bimodule of one
forms. Let us assume that E satisfies the conditions of definition 2.11 and let σ be as in that definition.
A pseudo-Riemannian metric g on E is an element of HomA(E ⊗A E ,A) such that
(i) g is symmetric, i.e. g ◦ σ = g,
(ii) g is non-degenerate, i.e, the right A-linear map Vg : E → E∗ defined by Vg(ω)(η) = g(ω ⊗A η) is
an isomorphism of right A modules.
We will say that a pseudo-Riemannian metric g is a pseudo-Riemannian bilinear metric if g is an A-
A bimodule map. It is called a Riemannian metric if for all ω1, ω2, . . . , ωn ∈ E, the matrix ((g(ω∗i ωj)))i,j
is a positive element of Mn(A).
Remark 3.2. Our definition of nondegeneracy of g is stronger than the definition given by most authors
who require only the injectivity of Vg. However, in the classical situation, i.e, when A = C∞(M), these
two definitions are equivalent as Vg is a bundle map from T
∗M to (T ∗M)∗ ∼= TM in that case and the
fibers are finite dimensional.
To compare our definition of a pseudo-Riemannian metric with that of [22], [32] and [1], let us consider
the case when E is free ( of rank n ) as a right A module, i.e, E is isomorphic to Cn ⊗C A as a right A
module. Let ei, i = 1, . . . , n be the standard basis of C
n. A pseudo-Riemannian metric in our sense is
determined by an invertible element A := ((gij)) of Mn(A), where gij = g((ei ⊗C 1)⊗A (ej ⊗C 1)) and
g((ei ⊗C a)⊗A (ej ⊗C b)) = gijab for all a, b ∈ A. On the other hand, a pseudo-metric in the sense of [1]
corresponding to A will be given by the sesquilinear pairing << ei⊗C a, ej⊗C b >>= a∗gijb. Thus, there
is a one-to-one correspondence between these two notions of pseudo-metric at least for the case when E
is free as a right A module. In fact, they do agree in a sense on the basis elements. But their extensions
are quite different as maps.
Throughout this subsection, we will assume that (A,H, D) is a spectral triple satisfying the conditions
of Definition 2.11 so that we can freely use the notation σ introduced in that definition and the results
in Lemma 2.12.
The rest of this subsection is devoted to proving some results on pseudo-Riemannian metric on
E := Ω1D(A) which will be used in Subsection 4.2. In the next subsection, we will discuss a candidate for
a canonical pseudo-Riemannian bilinear metric on E .
Proposition 3.3. Let (A,H, D) be a spectral triple as above such that E is centered as a A-A-bimodule
and σ = σcan, where σcan is as in Theorem 2.5. If g is a pseudo-Riemannian metric on E , then we have
g(ω ⊗A η) = g(η ⊗A ω)
if either ω or η belongs to Z(E).
Proof: Let ω ∈ Z(E) and η ∈ E . Then by by Lemma 2.6, we compute
g(ω ⊗A η) = g ◦ σ(ω ⊗A η) = g(σcan(ω ⊗A η)) = g(η ⊗A ω).
✷
Lemma 3.4. Let g be a pseudo-Riemannian metric on E. Then for all T ∈ HomA(E , E) which is also
left A-linear, there exists a unique element T ∗ ∈ HomA(E , E) such that for all e, f ∈ E ,
g(T ∗(e)⊗A f) = g(e⊗A T (f)).
Proof: Suppose e ∈ E . We define an element z(e) ∈ E by the equation Vg(z(e))(f) = g(e⊗A T (f)).
The above definition is well-defined by the non-degeneracy of Vg. Clearly, the element z(e) is the unique
choice for T ∗(e).
For proving that the map e 7→ T ∗(e) := z(e) is right A-linear, we compute
Vg(T
∗(ea))(f) = Vg(ea)(T (f)) = g(ea⊗A T (f))
= g(e⊗A aT (f)) = g(e⊗A T (af)) [Since T is left A-linear]
= Vg(T
∗(e))(af) = Vg(T
∗(e)a)(f)
Since Vg is an isomorphism, we have T
∗(ea) = T ∗(e)a. ✷
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Lemma 3.5. Suppose E := Ω1D(A) is centered. Then for all a in Z(A) and ω in E, a.ω = ω.a. If g is
a pseudo-Riemannian bilinear metric on E and ω, η ∈ Z(E), then g(ω ⊗A η) ∈ Z(A). In particular, if g
is a pseudo-Riemannian bilinear metric on E and ω, η ∈ Z(E), then
g(ω ⊗A η)e = eg(ω ⊗A η) for all e ∈ E .
Proof: Let e be an element of E . Since E is centered, we can write e = ∑i eiai for some elements
ei ∈ Z(E) and ai in A. Then for all a in Z(A), we have
a.e =
∑
i
ae′iai =
∑
i
e′iaai =
∑
i
e′iaia = e.a.
This proves the first assertion. The second claim is a trivial consequence of the fact that g is an A-A
bimodule map. Indeed, since ω, η are in Z(E),
g(ω ⊗A η)a = g(ω ⊗A ηa) = g(ω ⊗A aη) = g(ωa⊗A η) = ag(ω ⊗A η).
✷
Definition 3.6. Suppose g is a pseudo-Riemannian bilinear metric on E. We define g(2) : (E ⊗A E)⊗A
(E ⊗A E)→ A by
g(2)((e ⊗A f)⊗A (e′ ⊗A f ′)) = g(e⊗A g(f ⊗A e′)f ′)
Proposition 3.7. Suppose E is centered as an A-A-bimodule and also that E is finitely generated and
projective as a right A module. Let g be a pseudo-Riemannian bilinear metric on E . Then the map
Vg(2) : E ⊗A E → (E ⊗A E)∗ defined by
Vg(2)(e ⊗A f)(e′ ⊗A f ′) = g(2)((e ⊗A f)⊗A (e′ ⊗A f ′))
is an isomorphism of right A modules. Moreover, g(2) is a pseudo-Riemannian bilinear metric.
Proof: Let us start by proving that the map Vg(2) is onto. Since E is a finitely generated projective
module over A, we can use the isomorphism of (E ⊗A E)∗ with E∗⊗A E∗.Thus, it is enough to show that
Vg(e)⊗A Vg(f) belongs to the range of Vg(2) for arbitrary elements e, f of Z(E). Indeed, if xij ∈ E ⊗A E
is such that Vg(2)(xij) = Vg(ei) ⊗A Vg(ej), then for ω =
∑
eiai, η =
∑
fjbj , where ei, fj ∈ Z(E) and
ai, bj ∈ A, we have
Vg(ω)⊗A Vg(η) =
∑
i,j
Vg(ei)ai ⊗A Vg(fj)bj
=
∑
i,j
Vg(ei)⊗A Vg(aifj)bj
=
∑
i,j
Vg(ei)⊗A Vg(fj)aibj
=
∑
i,j
Vg(2)(xij)aibj
=
∑
i,j
Vg(2)(xijaibj).
Now, for e, f in Z(E) and ω, η in E , we compute
Vg(2)(f ⊗A e)(ω ⊗A η) = g(2)((f ⊗A e)⊗A (ω ⊗A η))
= g(f ⊗A g(e⊗A ω)η)
= g(g(e⊗A ω)f ⊗A η)
= g(e⊗A ω)g(f ⊗A η)
= (Vg(e)⊗A Vg(f))(ω ⊗A η).
Hence, we have Vg(e)⊗A Vg(f) = Vg(2)(f ⊗A e).
For proving that Vg(2) is one-one, let us suppose that for i = 1, 2, · · ·n, there exist ωi, ηi in E such that
for all ω′, η′ ∈ E ,
g(2)((
∑
i
ωi ⊗A ηi)⊗A (ω′ ⊗A η′)) = 0.
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Then by the definition of g(2), we see that
Vg(
∑
i
ωig(ηi ⊗A ω′)) = 0.
By nondegeneracy of g, we conclude that∑
i
ωig(ηi ⊗A ω′) = 0.
Thus, if ζE,E is the map introduced in Proposition 2.3, then we have:
ζE,E(
∑
i
ωi ⊗A ηi)(ω′) = 0 for all ω′ ∈ E
implying that
∑
i ωi ⊗A ηi = 0.
The bilinearity of Vg(2) is easy to check and hence we omit its proof. This completes the proof of the
proposition. ✷
3.1 The canonical Riemannian ( bilinear ) metric for a spectral triple
Let (A,H, D) be a p-summable spectral triple ( [8] ) of compact type. The goal of this section is to derive
some sufficient conditions for obtaining a canonical bilinear form ( candidate of a pseudo-Riemannian
bilinear metric ) on the module E := Ω1D(A) of one forms.
Consider the positive linear functional τ on B(H) given by
τ(X) = Limω
Tr(X |D|−p)
Tr(|D|−p) ,
where Limω is the Dixmier trace as in [8] and the spectral triple is p-summable. We will denote the
∗-subalgebra generated by A∞ and [D,A] in B(H) by S0. We will assume that τ is a faithful normal
trace on the von Neumann algebra generated by S0.
Let us recall from [22] the construction of an A′′-valued inner product 〈〈· , ·〉〉 on E = Ω1D(A) defined
by the following equation:
τ(〈〈ω, η〉〉 a) = τ(ω∗ηa) ∀ a ∈ A′′ and ω, η ∈ E ⊆ B(H).
Here, ω∗ denotes the usual adjoint of ω in B(H).
As seen in Theorem 2.9 of [22], it can be proved that 〈〈ω, η〉〉 takes value in A′′ ⊆ L2(A′′, τ). We
denote by 〈 · , · 〉 the positive functional τ ◦ 〈〈 · , · 〉〉 .
Now define a natural A′′-valued bilinear form g as follows:
Lemma 3.8. Let g : E ⊗C E → A′′ be given by
g(ω ⊗C η) = 〈〈ω∗, η〉〉 .
Then for all ω, η ∈ E and a ∈ A, we have:
g(ωa⊗C η) = g(ω ⊗C aη), g(aω ⊗C η) = ag(ω ⊗C η), g(ω ⊗C ηa) = g(ω ⊗C η)a.
Proof: The proof of the above statements are straightforward consequences of the properties of an
inner product and the fact that (Xa)∗ = a∗X∗ for all a,X ∈ B(H). ✷
Thus, g descends to an A-bilinear, A′′-valued map, to be denoted by g again. The restriction of g to
Ω1D(A)⊗AΩ1D(A) is the candidate of a Riemannian bilinear metric in our sense, provided g(ω⊗A η) ∈ A
for all ω, η in Ω1D(A). However, usually one needs additional regularity assumptions to ensure this. This
is the content of the next proposition.
Proposition 3.9. Let H1D denote the Hilbert space of one forms. Suppose that the map
R→ B(H) defined by t 7→ eitDXe−itD
is differentiable at t = 0 in the norm topology of B(H), so that the map L := −d∗d makes sense. If we
moreover assume that L(A) ⊆ A, then
g(ω ⊗A η) ∈ A for all ω, η ∈ Ω1D(A).
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Proof: Let us recall that the construction of the Hilbert space of one forms from [22]. Since we
have assumed that τ is faithful on the von Neumann algebra generated by S0, the vector space Ω
1
D(A)
can be equipped with a semi-inner product defined by 〈η, η′〉 = τ(η∗η′). Then H1D is the Hilbert space
completion of Ω1D(A) with respect to this inner product. Thus, d : L2(A, τ) → H1D is a densely defined
linear map. By applying Lemma 3.1 of [23], it turns out that dD is closable and A ⊆ Dom(L). By
our assumption, we have that L maps A into A (in general, L maps A into the weak closure of A in
B(L2(A, τ)). We claim that
g(da⊗A db) = −1
2
(L(b∗a∗)− L(b∗)a∗ − b∗L(a∗)) ∀ a, b ∈ A,
where da =
√−1[D, a] as above.
Indeed, for all c in A, by using the self-adjointness of L, L(x∗) = (L(x))∗ (Lemma 3.2, [23] and
Lemma 5.1 of [23]), we have
τ(〈〈(da)∗, db〉〉 c) = τ(〈〈(da)∗, db.c〉〉)
= 〈da∗, db.c〉
= 〈a∗, d∗(db.c)〉
= −1
2
〈a∗, (bL(c)− L(b)c− L(bc))〉
= −1
2
〈L(b∗a∗)− L(b∗)a∗ − b∗L(a∗), c〉
= −1
2
τ(〈〈L(b∗a∗)− L(b∗)a∗ − b∗L(a∗), c〉〉).
Thus, by the normality and faithfulness of τ on A′′, we conclude that
g(da⊗A db) = 〈〈(da)∗, db〉〉 = 〈〈da∗, db〉〉 = −(1
2
L(b∗a∗)− L(b∗)a∗ − b∗L(a∗)).
This proves the claim. Since L(A) ⊆ A, the proof of the proposition is complete. ✷
It also follows from the definition of inner product that the map Vg is one-one. However, the invert-
ibility of Vg, which is the nondegeneracy in our sense, has to be verified case by case.
Let us recall the notation Psym and σ from Definition 2.11.
Definition 3.10. Let (A,H, D) be a spectral triple such that (2) holds and Psym is A-A bilinear. If the
A-A bilinear map g above is A-valued, Vg : E → E∗ is nondegenerate and g ◦ σ = g, then we call g to be
the canonical Riemannian bilinear metric for the spectral triple (A,H, D).
4 Levi-Civita connections on spectral triples
Let us recall the notations Psym, σ from Definition 2.11 and the map σ
can from Theorem 2.5. The goal
of this section is to prove the following theorem:
Theorem 4.1. Suppose (A,H, D) is a spectral triple such that the following conditions hold:
i. E := Ω1D(A) is a finitely generated projective right A module,
ii. The map uE : Z(E)⊗Z(A) A → E defined by
uE(
∑
i
e′i ⊗Z(A) ai) =
∑
i
e′iai
is an isomorphism of vector spaces,
iii. The equation (2) of Definition 2.11 is satisfied,
iv. σ = σcan.
If the map g as in Definition 3.10 is a Riemannian bilinear metric, then there exists a unique con-
nection on E which is torsion-less and compatible with g (in the sense to be defined in Subsection 4.1).
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In fact, it will turn out that we actually have the following stronger theorem:
Theorem 4.2. Suppose (A,H, D) is a spectral triple satisfying the conditions ( i ) - ( iii ) of Theorem
4.1, then the conclusion of Theorem 4.1 also holds if g is replaced by any pseudo-Riemannian bilinear
metric on E .
Let us make the following observation at this point:
Lemma 4.3. Suppose that (A,H, D) is a spectral triple as in Theorem 4.1. Then Psym is an A-A
bimodule map.
Proof: Since equation (2) is satisfied, Psym is a right A-linear map by definition. But as σ = σcan
and σcan is A-A bilinear by Theorem 2.5, σ is A-A bilinear. Therefore Psym = 1+σ2 is also A-A bilinear.
✷
We have already defined the torsion of a connection in Subsection 2.2. In the next subsection, we
formulate a notion of metric compatibility of a connection on the space of one forms of a spectral triple
satisfying some assumptions. We also prove (Theorem 4.13), a result which give a sufficient condition
for the existence and uniqueness of Levi-Civita connections. Subsection 4.2 is devoted to the proof of
Theorem 4.1.
Throughout this section, we will work under the assumptions of Theorem 4.1 and con-
tinue to denote Ω1D(A) by the symbol E. By the discussion made above, we are allowed to use all
results concerning centered bimodules proved before and also the A-A bilinearity of the map Psym.
4.1 The metric compatibility of a connection on Ω1
D
(A)
Throughout this subsection, (A,H, D) will be a spectral triple satisfying the conditions of Theorem 4.1
and let g be any pseudo-Riemannian bilinear metric on E ( not necessarily the canonical one ).
Definition 4.4. Let ∇ be a connection on E. Then we define Π0g(∇) : Z(E) ⊗C Z(E) → E by the map
given by
Π0g(∇)(ω ⊗C η) = (g ⊗A id)σ23(∇(ω)⊗A η +∇(η) ⊗A ω).
We have the following:
Lemma 4.5. Π0g(∇) descends to a map from Z(E)⊗Z(A)Z(E) to E, to be denoted by the same notation.
Moreover, for all a′ ∈ Z(A) and ω, η ∈ Z(E)
Π0g(∇)(ω ⊗Z(A) ηa′) = Π0g(ω ⊗Z(A) η)a′ + g(ω ⊗A η)da′. (4)
Proof: We write ∇(η) =∑i η(1)i ⊗A η(2)i , where η(1)i , η(2)i ∈ E and the sum has finitely many terms.
We have σ23(ω⊗A da′⊗A η) = ω⊗A η⊗A da′, σ23(∇(η)a′ ⊗A ω) =
∑
i η
(1)
i ⊗A ω⊗A η(2)i a′. Using these,
we get
Π0g(∇)(ωa′ ⊗C η) = (g ⊗A id)σ23(∇(ω)a′ ⊗A η + ω ⊗A da′ ⊗A η +∇(η) ⊗A ωa′)
= (g ⊗A id)σ23(∇(ω)⊗A ηa′) + g(ω ⊗A η)da′
+
∑
i
g(η
(1)
i ⊗A ω)η(2)i a′
( by Proposition 3.3)
= (g ⊗A id)σ23(∇(ω)⊗A ηa′) + g(η ⊗A ω)da′
+
∑
i
g(η
(1)
i ⊗A ω)η(2)i a′
= (g ⊗A id)σ23(∇(ω)⊗A ηa′ + η ⊗A da′ ⊗A ω +∇(η)a′ ⊗A ω)
= (g ⊗A id)σ23(∇(ω)⊗A ηa′ +∇(ηa′)⊗A ω)
= Π0g(∇)(ω ⊗C ηa′)
= Π0g(∇)(ω ⊗C a′η).
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This proves the first assertion. To prove the second assertion we make the following computation:
for a′ ∈ Z(A) and ω, η ∈ Z(E), we have:
Π(0)g (∇)(ω ⊗Z(A) ηa′) = (g ⊗A id)σ23(∇(ω)⊗A ηa′ +∇(ηa′)⊗A ω)
= (g ⊗A id)σ23(∇(ω)⊗A ηa′ +∇(η)a′ ⊗A ω + η ⊗A da′ ⊗A ω)
( since ∇ is a connection )
= (g ⊗A id)σ23(∇(ω)⊗A η +∇(η)⊗A ω)a′ + (g ⊗A id)(η ⊗A ω ⊗A da′)
( using Lemma 2.6 )
= Π0g(ω ⊗Z(A) η)a′ + g(ω ⊗A η)da′
( using Proposition 3.3 )
✷
Definition 4.6. We define a map
uE⊗AE := (uE ⊗A idE) ◦ (idZ(E) ⊗Z(A) uE) : Z(E)⊗Z(A) Z(E)⊗Z(A) A → E ⊗A E
which is an isomorphism since uE is so.
For all ω, η ∈ Z(E) and a ∈ A, define Πg(∇) : E ⊗A E → E by
Πg(∇) ◦ uE⊗AE(ω ⊗Z(A) η ⊗Z(A) a) = Π0g(∇)(ω ⊗Z(A) η)a+ g(ω ⊗A η)da
Therefore, for ω, η ∈ Z(E) and a ∈ A, we have
Πg(∇)(ω ⊗A ηa) = Π0g(∇)(ω ⊗Z(A) η)a+ g(ω ⊗A η)da
Proposition 4.7. Πg(∇) is a well defined map from E ⊗A E to E . Moreover, Πg(∇)− dg : E ⊗A E → E
is right A-linear.
Proof: Since the map uE⊗AE is an isomorphism, it is enough to check that the map
Πg(∇) ◦ uE⊗AE : Z(E)⊗Z(A) Z(E)⊗Z(A) A → E
is well defined. For ω, η ∈ Z(E), a ∈ Z(A), b ∈ A, the equalities
Πg(∇) ◦ uE⊗AE(ωa⊗C η ⊗C b) = Πg(∇) ◦ uE⊗AE(ω ⊗C aη ⊗C b) and
Πg(∇) ◦ uE⊗AE(ω ⊗C ηa⊗C b) = Πg(∇) ◦ uE⊗AE(ω ⊗C η ⊗C ab)
follow from Lemma 4.5 and (4) respectively. For proving the right A-linearity of the map Πg(∇)− dg it
is sufficient to evaluate it on ω ⊗A ηab, where ω, η ∈ Z(E), a, b ∈ A, since uE⊗AE is an isomorphism.
(Πg(∇)− dg)(ω ⊗A ηab) = Π0g(∇)(ω ⊗Z(A) η)ab+ g(ω ⊗A η)d(ab)− dg(ω ⊗A ηab)
= Π0g(∇)(ω ⊗Z(A) η)ab+ g(ω ⊗A η)(da.b + adb)− dg(ω ⊗A ηa)b − g(ω ⊗A ηa)db
= (Π0g(∇)(ω ⊗Z(A) η)a+ g(ω ⊗A η)d(a)− dg(ω ⊗A ηa))b
= ((Πg(∇)− dg)(ω ⊗A ηa)b
✷
Definition 4.8. A connection ∇ is said to be compatible with the pseudo-Riemannian metric g if
Πg(∇) = dg.
Proposition 4.9. The above definition of metric compatibility coincides with that in the classical case.
Proof: If (M, g) is a pseudo-Riemannian manifold, then a connection ∇ on Ω1(M) is said to be
compatible with g if and only if
g13(∇(ω)⊗C∞(M) η +∇(η)⊗C∞(M) ω) = dg(ω ⊗C∞(M) η),
12
for all ω, η ∈ Ω1(M), where g13 = (g ⊗C∞(M) id)σcan23 .
We have A = Z(A) = C∞(M) and E = Z(E) = Ω1(M). If ∇ is metric compatible in our sense, then for
ω, η ∈ C∞(M) we have
g13(∇(ω)⊗C∞(M) η +∇(η)⊗C∞(M) ω) = (g ⊗C∞(M) id)σ23(∇(ω) ⊗C∞(M) η +∇(η) ⊗C∞(M) ω)
= Π0g(∇)(ω ⊗C∞(M) η)
= Πg(∇)(ω ⊗C∞(M) η)
= dg(ω ⊗C∞(M) η).
Thus, our definition of metric compatibility coincides with that in the classical case. ✷
Lemma 4.10. (i) The map Πg(∇)−dg ∈ HomA(E⊗AE , E) is determined by its restriction on E⊗symA E
for any connection ∇ and can be viewed as an element of HomA(E ⊗symA E , E)
(ii) For any two torsion-less connections ∇1 and ∇2, ∇1 −∇2 ∈ HomA(E , E ⊗symA E)
Proof: By the definition of Π0g(∇) and the equality g ◦ σ = g, it follows that Π0g(∇) ◦ σ = Π0g(∇) on
Z(E)⊗Z(A) Z(E). Now for ω, η ∈ Z(E) and a ∈ A, we have
(Πg(∇) − dg) ◦ σ(ω ⊗A ηa) = (Πg(∇)− dg)(σ(ω ⊗A η)a) = (Πg(∇)− dg) ◦ σ(ω ⊗A η)a
= (Πg(∇)− dg)(ω ⊗A η)a = (Πg(∇)− dg)(ω ⊗A ηa),
since Πg(∇)− dg is right A-linear by Proposition 4.7. Therefore, Πg(∇)− dg = (Πg(∇)− dg) ◦ σ on the
whole of E ⊗A E . This proves (i).
Now we prove (ii). If ∇1 and ∇2 are two torsion-less connections, m ◦ ∇ = −d = m ◦ ∇2. Therefore,
Ran(∇1 − ∇2) ⊆ Kerm = E ⊗symA E . Moreover (∇1 − ∇2)(ωa) = ∇1(ω)a − ∇2(ω)a for ω ∈ E and for
a ∈ A. Hence, ∇1 −∇2 ∈ HomA(E , E ⊗symA E). ✷
Definition 4.11. We define a map
Φg : HomA(E , E ⊗symA E)→ HomA(E ⊗symA E , E) by
Φg(L) = (g ⊗A id)σ23(L⊗A id)(1 + σ).
Proposition 4.12. Φg is a right A-linear map.
Proof: Let ω, η ∈ Z(E), and a, b ∈ A and L ∈ HomA(E , E ⊗symA E). Then by using Proposition 3.3
and Lemma 4.3 we obtain
Φg(La)(ω ⊗A ηb) = (g ⊗A id)σ23(La⊗A id)(1 + σ)(ω ⊗A ηb)
= (g ⊗A id)σ23(La⊗A id)(ω ⊗A ηb+ η ⊗A ωb)
= (g ⊗A id)σ23(L(aω)⊗A ηb+ L(aη)⊗A ωb)
= (g ⊗A id)σ23(L⊗A id)(aω ⊗A ηb+ aη ⊗A ωb)
= (g ⊗A id)σ23(L⊗A id)(1 + σ)(a(ω ⊗A ηb))
= (Φg(L)a)(ω ⊗A ηb).
Hence we have that Φg(La) = Φg(L)a. ✷
Now we are in a position to prove the following result:
Theorem 4.13. If Φg : HomA(E , E⊗symA E)→ HomA(E⊗symA E , E) is an isomorphism of right A modules,
then there exists a unique connection on E which is torsion-less and compatible with g.
Proof: We recall the torsion-less connection ∇0 constructed in Lemma 2.13. By (i) of Lemma
4.10, dg − Πg(∇0) ∈ HomA(E ⊗symA E , E). Since Φg is an isomorphism from HomA(E , E ⊗symA E) to
HomA(E ⊗symA E , E) there exists a unique element Φ−1g (dg − Πg(∇0)) ∈ HomA(E , E ⊗symA E). Define the
C-linear map
∇ := ∇0 +Φ−1g (dg −Πg(∇0)).
We claim that ∇ is a torsion-less connection on E which is compatible with g. Indeed, if ω ∈ E and
a ∈ A, we have
∇(ωa) = ∇0(ω)a+ ω ⊗A da+Φ−1g (dg −Πg(∇0))(ω)a
= ∇(ω)a+ ω ⊗A da.
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so that ∇ is a connection. That ∇ is a torsion-less connection is verified from the following:
m ◦ ∇ = m ◦ ∇0 +m ◦ Φ−1g (dg −Πg(∇0))
= m ◦ ∇0 ( since Ran(Φ−1g )(dg −Πg(∇0) ⊆ E ⊗symA E = Ker(m) )
= −d.
We note that this in particular implies that ∇ − ∇0 ∈ HomA(E , E ⊗symA E) so that Φg(∇ − ∇0) is
well-defined. Moreover, for ω, η ∈ Z(E) and a ∈ A, we have
(Πg(∇)−Πg(∇0))(ω ⊗A ηa) = Π0g(∇)(ω ⊗Z(A) η)a−Π0g(∇0)(ω ⊗Z(A) η)a
= (g ⊗A id)σ23
(
(∇(ω)⊗A η +∇(η)⊗A ω)− (∇0(ω)⊗A η +∇0(η)⊗A ω)
)
a
= (g ⊗A id)σ23((∇−∇0)⊗A id)(1 + σ)(ω ⊗A ηa)
= Φg(∇−∇0)(ω ⊗A ηa).
Therefore, Φg(∇−∇0) = Πg(∇)−Πg(∇0). Since Φg(∇−∇0) = dg−Πg(∇0) by the definition of ∇, we
have Πg(∇) = dg. Therefore, ∇ is compatible with g.
To show uniqueness, suppose ∇′ is another torsion-less connection compatible with the metric g. Then
exactly as above, ∇−∇′ ∈ HomA(E , E ⊗symA E) and
Φg(∇−∇′) = Πg(∇)−Πg(∇′) = dg − dg = 0,
where we have used the fact that ∇ and ∇′ are compatible with g. Hence, ∇ = ∇′, as Φg is an
isomorphism. ✷
Remark 4.14. The definition and results of this subsection go through verbatim even for a right A-linear
pseudo-Riemannian ( i.e, not necessarily bilinear ) metric. This will be used in [5].
4.2 Existence and uniqueness of Levi-Civita connections for a class of spec-
tral triples
In this subsection, we prove Theorem 4.1 by utilizing Theorem 4.13. As observed before, the isomorphism
of the map uE implies that E is centered. Therefore, we will freely use the fact that E is centered
throughout this section, sometimes without mentioning. The map ζE⊗AE,E will be as introduced in
Proposition 2.3.
Lemma 4.15. Let L be an element of HomA(E , E ⊗A E) such that ζ−1E⊗AE,E(L) = ξ ⊗A η ⊗A Vg(ω) for
some ξ, η, ω ∈ E .
1. Then for all e in E , we have
L(e) = ξ ⊗A ηg(ω ⊗A e).
2. Let us define then an element L′ ∈ HomA(E , E ⊗A E) by the equation
ζ−1E⊗AE,E(L
′) = η ⊗A ξ ⊗A Vg(ω).
If L ∈ HomA(E , E ⊗symA E) and ξ, η, ω ∈ Z(E), then L = L′ as elements of HomA(E , E ⊗A E).
Moreover,
ξ ⊗A η ⊗A Vg(ω) = η ⊗A ξ ⊗A Vg(ω).
3. The set {ζE⊗AE,E(ξ ⊗A η ⊗A Vg(ω) : ξ, η, ω ∈ Z(E)} is right A-total in HomA(E , E ⊗A E).
Proof: Let e denote an element of E . By the definition of ζE⊗AE,E , it follows that
L(e) = ξ ⊗A ηVg(ω)(e) = ξ ⊗A ηg(ω ⊗A e).
Now we prove part 2. By part 1., we have
PsymL(e) =
1
2
(ξ ⊗A η + η ⊗A ξ)g(ω ⊗A e).
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Since L(e) ∈ E⊗symA E , we have PsymL(e) = L(e). Therefore, 12 (ξ⊗Aη+η⊗Aξ)g(ω⊗Ae) = ξ⊗Aηg(ω⊗Ae)
which implies that ξ ⊗A ηg(ω ⊗A e) = η ⊗A ξg(ω ⊗A e). This proves that L(e) = L′(e). Hence,
ξ ⊗A η ⊗A Vg(ω) = ζ−1E⊗AE,E(L) = ζ−1E⊗AE,E(L′) = η ⊗A ξ ⊗A Vg(ω).
Finally, for part 3., we note that since g is bilinear, the set S = {ξ ⊗A η ⊗A Vg(ω) : ξ, η, ω ∈ Z(E)} is
right A-total in E ⊗A E ⊗A E∗ and therefore ζE⊗AE,E(S) is right A-total in HomA(E , E ⊗A E). ✷
Lemma 4.16. For all ω, η ∈ E , Vg(2)σ(ω ⊗A η) = Vg(2) (ω ⊗A η)σ. In particular, Psym = P ∗sym.
Proof: By Lemma 4.3 Psym is bilinear. Therefore, the map P
∗
sym (defined as in Lemma 3.4) makes
sense. It is enough to prove that for all ω, η, ω′, η′ ∈ Z(E),
Vg(2)(σ(ω ⊗A η))(ω′ ⊗A η′) = Vg(2) (ω ⊗A η)σ(ω′ ⊗A η′).
We compute
Vg(2) (σ(ω ⊗A η))(ω′ ⊗A η′) = g(2)((η ⊗A ω)⊗A (ω′ ⊗A η′))
= g(η ⊗A η′)g(ω ⊗A ω′)
= g(ω ⊗A ω′)g(η ⊗A η′) ( by Lemma 3.5 )
= Vg(2)(ω ⊗A η)σ(ω′ ⊗A η′).
This finishes the proof. ✷
Lemma 4.17. Let L ∈ HomA(E , E ⊗A E) be such that ζ−1E⊗AE,E(L) = ξ ⊗A η ⊗A Vg(ω) for some
ξ, η, ω ∈ Z(E). Then
Φg(L) = ζE,E⊗AE(η ⊗A Vg(2)(ξ ⊗A ω + ω ⊗A ξ)). (5)
Proof: Let us observe that it is enough to prove that for all ω′, η′ ∈ Z(E),
Φg(L)(ω
′ ⊗A η′) = ηVg(2) (ξ ⊗A ω + ω ⊗A ξ)(ω′ ⊗A η′).
By using part 1. of Lemma 4.15, we compute
Φg(L)(ω
′ ⊗A η′) = (g ⊗A id)σ23(L(ω′)⊗A η′ + L(η′)⊗A ω′)
= (g ⊗A id)σ23(ξ ⊗A ηg(ω ⊗A ω′)⊗A η′ + ξ ⊗A ηg(ω ⊗A η′)⊗A ω′)
= (g ⊗A id)(ξ ⊗A η′ ⊗A ηg(ω ⊗A ω′) + ξ ⊗A ω′ ⊗A ηg(ω ⊗A η′))
= g(ξ ⊗A η′)ηg(ω ⊗A ω′) + g(ξ ⊗A ω′)ηg(ω ⊗A η′)
= ηg(ξ ⊗A η′)g(ω ⊗A ω′) + ηg(g(ξ ⊗A ω′)ω ⊗A η′) ( since g is bilinear )
= ηVg(2) (ξ ⊗A ω + ω ⊗A ξ)(ω′ ⊗A η′).
✷
Proposition 4.18. Let L ∈ HomA(E , E ⊗symA E). Then
1
2
Φg(L) = ζE,E⊗AE(id⊗A Vg(2))(Psym)23(id⊗A V −1g )ζ−1E⊗AE,E(L). (6)
Proof: Let L ∈ HomA(E , E⊗symA E) be such that ζ−1E⊗AE,E(L) = ξ⊗Aη⊗AVg(ω) for some ξ, η, ω ∈ Z(E).
Then by part 2. of Lemma 4.15, we have ξ ⊗A η ⊗A Vg(ω) = η ⊗A ξ ⊗A Vg(ω). Therefore,
ζE,E⊗AE((id⊗A Vg(2))(Psym)23(id⊗A V −1g )ζ−1E⊗AE,E(L))
= ζE,E⊗AE((id⊗A Vg(2))(Psym)23(id⊗A V −1g )(ξ ⊗A η ⊗A Vg(ω)))
= ζE,E⊗AE((id⊗A Vg(2))(Psym)23(η ⊗A ξ ⊗A ω))
=
1
2
η ⊗A Vg(2) (ξ ⊗A ω + ω ⊗A ξ) ( since ξ, ω ∈ Z(E) )
=
1
2
Φg(L) ( by Lemma 4.17 ).
Thus, we have proved (6) for all L of the above form. But since the maps ζE⊗AE,E , Φg, Vg(2) and Psym
are all right A-linear, we can conclude that (6) holds for all L in HomA(E , E ⊗symA E) by appealing to
part 3. of Lemma 4.15. ✷
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Lemma 4.19. Vg(2) is nondegenerate as a map from E ⊗symA E to (E ⊗symA E)∗.
Proof: Let us start by claiming that (E⊗symA E)∗ can be identified with the bimodule {φ ∈ (E⊗AE)∗ :
φ◦(1−Psym) = 0}. Indeed, if ψ ∈ (E⊗symA E)∗, then ψ can be uniquely extended to an element φ ∈ (E⊗AE)∗
by using the decomposition E ⊗A E = Ran(Psym)⊕Ran(1− Psym). Clearly, ψ = φ ◦ Psym. Conversely, if
φ ∈ (E ⊗A E)∗ then φ ◦ Psym defines an element of (E ⊗symA E)∗. This proves our claim.
Now we use our claim to prove that Vg(2) is one-one and onto as a map from E ⊗symA E to (E ⊗symA E)∗.
Let φ ∈ (E ⊗A E)∗ be such that φ ◦ (1 − Psym) = 0. Since Vg(2) : E ⊗A E → (E ⊗A E)∗ is non-degenerate
by Proposition 3.7, there exists ψ ∈ E ⊗A E such that Vg(2) (ψ) = φ. We claim that Psymψ = ψ. Indeed,
Vg(2)(Psymψ) = Vg(2)(ψ) ◦ Psym = φ ◦ Psym
= φ ◦ Psym + φ ◦ (1− Psym) = φ
= Vg(2)(ψ),
where we have used Lemma 4.16. By using Proposition 3.7, we conclude that Psymψ = ψ. This proves
that Vg(2) is onto (E ⊗symA E)∗.
To prove that Vg(2) is one-one as a map from E ⊗symA E to (E ⊗symA E)∗, let ψ ∈ E ⊗symA E be such that
Vg(2)(ψ) ◦ Psym = 0. Therefore, by Lemma 4.16, we have
Vg(2)(ψ) = Vg(2)Psym(ψ) = Vg(2) (ψ) ◦ Psym = 0, (7)
so that by Proposition 3.7, we have ψ = 0. ✷
Proof of Theorem 4.1: We need to prove that the map Φg is an isomorphism from HomA(E , E⊗symA
E) to HomA((E ⊗symA E)⊗A E). By Lemma 2.8, the map
(Psym)23 : (E ⊗symA E)⊗A E → E ⊗A (E ⊗symA E)
is an isomorphism of rightAmodules. Since (id⊗AV −1g )ζ−1E⊗AE,E is an isomorphism from HomA(E , E⊗
sym
A
E) to (E ⊗symA E) ⊗A E and Vg(2) is an isomorphism from E ⊗symA E to (E ⊗symA E)∗, by Lemma 4.19 we
see that ζE,E⊗AE(id⊗A Vg(2) )(Psym)23(id⊗A V −1g )ζ−1E⊗AE,E is an isomorphism from HomA(E , E ⊗
sym
A E) to
HomA((E ⊗symA E)⊗A E). Finally, the equation (6) implies that Φg is an isomorphism. ✷
Remark 4.20. We note that the proof of Theorem 4.1 goes through for any pseudo-Riemannian bilinear
metric on E . this proves Theorem 4.2.
4.3 A remark on the isomorphism of the map uE
Before going into the examples, it is worthwhile to derive a sufficient condition which ensures the iso-
morphism of the map uE , The following result will be crucially used in Section 7, where we prove the
existence of the Levi-Civita connection on the Connes-Landi isospectral deformation of classical spectral
triples.
Proposition 4.21. Suppose (A,H, D) is a spectral triple. Suppose that there exists a unital subalgebra
A′ of Z(A) and an A′-submodule E ′ of Z(E) such that E ′ is projective and finitely generated over A′. If
the map
uEE′ : E ′ ⊗A′ A → E ,
defined by
uEE′
(∑
i
e′i ⊗A′ ai
)
=
∑
i
e′iai
is an isomorphism of vector spaces, then uE : Z(E)⊗Z(A) A→ E is an isomorphism. Moreover, if Z(E)
is a finitely generated projective module over Z(A), then uE is an isomorphism if and only if there exists
E ′ and A′ such that uEE′ is an isomorphism.
Proof: If uEE′ is an isomorphism, we claim that Z(E) ∼= E ′ ⊗A′ Z(A). If our claim is true, then we
have
Z(E)⊗Z(A) A ∼= E ′ ⊗A′ Z(A)⊗Z(A) A = E ′ ⊗A′ A ∼= E ,
so that uE is an isomorphism. Thus, it is enough to prove our claim.
By a verbatim adaptation of the proof of Proposition 2.4, we have that E ∼= E ′⊗A′A as bimodules where
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the bimodule structure of E ′⊗A′ A is defined by z1(e′⊗A′ a)z2 = e′⊗A′ z1az2. Thus, {
∑
i e
′
i⊗A′ ai : e′i ∈
E ′, ai ∈ Z(A)} ⊆ Z(E ′ ⊗A′ A).
For the reverse inclusion, let us suppose that there exists a free A′ module F and an idempotent P
on F such that P (F) = E ′. Let m1,m2, · · ·mn be a basis of F . Therefore,
E ∼= E ′ ⊗A′ A = P (F)⊗A′ A = (P ⊗A′ idA)(F ⊗A′ A).
Clearly, P ⊗A′ idA is an idempotent on F ⊗A′ A and thus for all y ∈ E ′ ⊗A′ A ⊆ F ⊗A′ A, we have
(P ⊗A′ idA)(y) = y. (8)
On the other hand, Z(E ′ ⊗A′ A) is also a submodule of F ⊗A′ A and if x is an element of Z(E ′ ⊗A′ A),
there exists unique elements ai ∈ A such that x =
∑
imi⊗A′ ai. Since xb = bx for all b ∈ A, we see that
ai ∈ Z(A) for all i. Hence,
(P ⊗A′ idA)(x) =
∑
i
(P ⊗A′ idA)(mi ⊗A′ ai) =
∑
i
P (mi)⊗A′ ai ∈ E ′ ⊗A′ Z(A).
But by (8), (P ⊗A′ idA)(x) = x so that x ∈ E ′⊗A′Z(A). Since x is an arbitrary element of Z(E ′⊗A′A) ∼=
Z(E), this completes the proof. ✷
5 Levi-Civita connection for Fuzzy 3-Spheres
Let G denote the compact Lie group SU(2) and Vj , j ∈ 12N0, denote the (2j+1) dimensional irreducible
representation of SU(2). Let H0 :=
⊕
j=0, 12 ,...,
k
2
V ∗j ⊗C Vj and A := B(H0). Let W be the canonical
irreducible representation of the Clifford algebra generated by the vector space TeG with respect to the
Killing form on G. There exists a spectral triple (A,H, D), where H := H0 ⊗C W , called the “fuzzy”
or non-commutative 3-sphere. We refer to [22] for the details. It turned out (Corollary 3.8 of [22]) that
there exists a unique real unitary (in the sense of Definition 2.24 of [22]) and torsion-less for E := Ω1D(A).
In this section, we prove that with our definition of metric compatibility of a connection, there exists
a unique Levi-Civita connection and this connection coincides with the real unitary and torsion-less
connection in Corollary 3.8 of [22].
In what follows, we will denote the element ψi ∈ Ω1D(A) as in [22] by the symbol ei, so that
ejek = −ekej
and {eiej : i ≤ j} is linearly independent. Let E := Ω1D(A). We have the following result.
Theorem 5.1. ( Equation ( 3.19 ) and Theorem 3.2, [22] ) The space of forms for the spectral triple
(A,H, D) has the following description:
1. The module E is isomorphic to Span{ai ⊗C ei : i = 1, 2, 3} and thus is a free right A module of rank
three.
2. The module Ω2D(A) ∼= Span{aij ⊗C eiej : aij = −aji} is a free right A module of rank three.
Moreover, it was also proven in [22] that the space of three-forms is a free rank one module and all
the higher forms are zero. The bimodule structure for E := Ω1D(A) ( and similarly, for the higher forms
) is given by
a(b⊗C ei)c = abc⊗C ei.
Thus, we can identify E ⊗A E with Span{a⊗C ei ⊗A ej : i, j = 1, 2, 3}.
Lemma 5.2. Ker(m) is generated ( as a right A module ) by the set {ei⊗A ei, ei ⊗A ej + ej ⊗A ei : i =
1, 2, 3}.
Proof: Let ω =
∑
j aj⊗C ej , η =
∑
k bk⊗C ck be elements of E . If ǫijk denotes the Levi-Civita tensor,
i.e,
ǫijk =

0, if any two indices are repeated
1, if (ijk) is an even permutation
−1, if (ijk) is an odd permutation,
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then by equation ( 3.29 ) of [22], we have
m(ω ⊗A η) =
∑
i,j,k
(ǫijk)
2ajbk ⊗C ejek
=
∑
j,k=2,3
(ǫ1jk)
2ajbk ⊗C ejek +
∑
j,k=1,3
(ǫ2jk)
2ajbk ⊗C ejek +
∑
j,k=1,2
(ǫ3jk)
2ajbk ⊗C ejek
=
∑
j 6=k
ajbk ⊗C ejek
=
∑
j<k
(ajbk − akbj)⊗C ejek.
Therefore, we have
m(ei ⊗A ei) = 0 = m(ei ⊗A ej) +m(ej ⊗A ei).
Hence, {ei ⊗A ei, ei ⊗A ej + ej ⊗A ei : i = 1, 2, 3} ⊆ Ker(m).
Conversely, if aij ∈ A is such that m(
∑
i,j aijei ⊗A ej) = 0, then by the above computation, we
can conclude that
∑
i<j(aij − aji) ⊗C ei.ej = 0. Since {ei.ej : i < j} is linearly independent, we have
aij = aji. Therefore, Ker(m) ⊆ {ei ⊗A ei, ei ⊗A ej + ej ⊗A ei : i = 1, 2, 3}. This finishes the proof. ✷
Proposition 5.3. The bilinear form g constructed in Subsection 3.1 is a Riemannian bilinear metric.
Proof: From Equation (3.49) of [22], we see that g : E ⊗A E → A is defined by
g(ω ⊗A η) =
∑
i=1,2,3
ωiηi,
where ω =
∑
i=1,2,3 ωi ⊗C ei, η =
∑
i=1,2,3 ηi ⊗C ei.
We need to check the conditions of Definition 3.10. From the definition of g, it is clear that g is an A-
valued map. Next, we check that the map Vg is nondegenerate. Let ω ∈ Ω1D(A) be such that Vg(ω)(η) = 0
for all η. In particular, g(ω ⊗A (1 ⊗C ej)) = 0 for all j = 1, 2, 3. If ω =
∑
i=1,2,3 ωi ⊗C ei, we conclude
that ωi = 0 for all i. Therefore, ω = 0, proving that Vg is one-one.
Now we prove that Vg is onto. Let us define φω ∈ Ω1D(A)∗ by
φω(b ⊗C ei) = ωib
where ω =
∑
i=1,2,3 ωi⊗Cei. Any φ ∈ Ω1D(A)
∗
is of the form φω for some ω. Since Vg(
∑
i=1,2,3 ωi⊗Cei) =
φω , Vg is onto.
Now we prove that g satisfies the equation g ◦ σ = g. We have
g ◦ σ((1A ⊗C ei)⊗A (1A ⊗C ej)) = g((1A ⊗C ej)⊗A (1A ⊗C ei))
= δij1A
= g((1A ⊗C ei)⊗A (1A ⊗C ej)).
Since Z(E) = Span{1A ⊗C ei : i = 1, 2, 3}, g ◦ σ(ω ⊗A η) = g(ω ⊗A η) for all ω, η ∈ Ω1D(A). ✷
Theorem 5.4. There exists a unique torsion-less connection on E which is compatible with the Rieman-
nian bilinear metric g of Proposition 5.3.
Proof: We need to show that the hypotheses of Theorem 4.1 are satisfied. From the description of
Ker(m) in Lemma 5.2 and the isomorphism Ω2D(A) ∼= Span{aij ⊗C eiej : aij = −aji} ( 2. of Theorem
5.1 ), it is clear that we have a right A-linear splitting: E ⊗A E = Ker(m) ⊕ F where F ∼= Ω2D(A) is
satisfied. Moreover, it is easy to verify that for all ω, η ∈ Z(E), the map
ω ⊗A η 7→ 1
2
(ω ⊗A η + η ⊗A ω)
extends to a bilinear idempotent map on E ⊗A E with range equal to Ker(m). Thus, for all ω, η ∈ Z(E),
we have
Psym(ω ⊗A η) = 1
2
(ω ⊗A η + η ⊗A ω)
and therefore, σ = σcan.
18
Since Z(A) = C.1, Z(E) is the C-linear span of e1, e2, e3. Therefore, uE : Z(E) ⊗C A → E is an
isomorphism. ✷
The authors of [22] investigated the existence of torsion-less and unitary connections on E . While the
definition of torsion of a connection discussed in their paper is the same as that in ours, the definitions
of ”metric compatibility” of a connection are different, since the paper [22] views a Riemannian metric
as a sesquilinear form as opposed to a bilinear form like in our paper. In Proposition 3.7 of [22], it is
proven that there exists a nontrivial family of torsion-less connections which are also unitary. However,
once the additional condition of the connection to be real is imposed, then Corollary 3.8 of [22] proves
that such a connection is unique. We have the following result:
Theorem 5.5. The Levi-Civita connection of Theorem 5.4 coincides with the unique real unitary and
torsion-less connection in Corollary 3.8 of [22].
Proof: We explicitly compute the Levi-Civita connection for the Fuzzy 3-Sphere by our definition.
We take basis elements ei, ej ∈ Ω1D(A), and use the fact that ei ∈ Z(E). We denote by Γijk the Christoffel
symbols given by ∇(ei) =
∑
j,k ej ⊗A ekΓijk. Then, from the metric compatibility criterion we get
0 = d(δij) = d(g(ei ⊗A ej))
= (g ⊗A id)(id⊗A σ)(∇(ei)⊗A ej +∇(ej)⊗A ei)
= (g ⊗A id)(id⊗A σ)(
∑
k,l
ek ⊗A el ⊗A ejΓikl +
∑
k,l
ek ⊗A el ⊗A eiΓjkl)
= (g ⊗A id)(
∑
k,l
ek ⊗A ej ⊗A elΓikl +
∑
k,l
ek ⊗A ei ⊗A elΓjkl)
=
∑
l
el(Γ
i
jl + Γ
j
il)
Hence, the metric compatibility criterion gives us that Γijl = −Γjil.
The torsion-less criterion gives us that for all basis elements ei ∈ Ω1D(A),
0 = (m ◦ ∇+ d)(ei)
=
∑
j,k
m(ej ⊗A ek)Γijk −
√−1
∑
j,k
ǫijkm(ej ⊗A ek)
=
∑
j,k
m(ej ⊗A ek)(Γijk −
√−1ǫijk),
where we obtain the expression for d(ei) from Equation (3.31) of [22]. Since m(ej⊗A ek) = −m(ek⊗A ej)
and {m(ei⊗A ej) : i ≤ j} is a basis of Ω2D(A) (by 2. of Theorem 5.1), we conclude that Γijk−
√−1ǫijk =
Γikj −
√−1ǫikj , i.e Γijk − Γikj = 2
√−1ǫijk. We see that the solution Γijk =
√−1ǫijk satisfies both the
metric compatibility as well as the torsion-less criteria. Hence that is our unique Levi-Civita connection.
In [22], combining the necessary and sufficient condition for a connection to be unitary ([22] Equation
(3.51)) and to be a real connection, i.e. the connection coefficients must be anti-Hermitian, we get that
the connection coefficients must satisfy Γijk = −Γjik. We see that this is the same condition that we
arrive at for a metric compatible connection in our sense. Hence, the unique real unitary and torsion-less
connection in Corollary 3.8 of [22] and the unique Levi-Civita connection of Theorem 5.4 coincide. ✷
6 Levi-Civita connection for quantum Heisenberg manifold
In this section, we consider the examples of the quantum Heisenberg manifolds introduced in [30]. In [7],
a family of spectral triples and the corresponding space of forms were studied. However, it turned out
that with a particular choice of a metric and the definition of the metric compatibility of the connection
in the sense of [22], there exists no connection on the space of one forms which is both torsion-less and
compatible with the metric. We will see that with our definition of metric compatibility of a connection,
every pseudo-Riemannian bilinear metric on this noncommutative manifold admits a unique Levi-Civita
connection.
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The description of the Dirac operator and the space of one forms require the Pauli spin matrices
denoted by σ1, σ2, σ3 in [7]. However, in this section we will use the symbols e1, e2, e3 for σ1, σ2, σ3
respectively. In particular, we have the following relations for e1, e2, e3 :
e2j = 1, ejek = −ekej, e1e2 =
√−1e3, e2e3 =
√−1e1, e1e3 =
√−1e2. (9)
Moreover, we will denote a generic element of Ω1D(A) by
∑
j ejaj instead of
∑
j aj ⊗C σj as done in [7].
Lastly, we are going to work with right connections instead of left connections as done in [7].
The symbol A will denote the algebra of smooth functions on the quantum Heisenberg manifold. The
algebra A admits an action of the Heisenberg group. τ will denote a certain state on A invariant under
the action of the Heisenberg group. Let X1, X2, X3 denote the canonical basis of the Lie algebra of the
Heisenberg group so that we have associated self-adjoint operators dXi on L
2(A, τ)⊗C C3 in the natural
way. Then the triple (A, L2(A, τ) ⊗C C2, D) defines a spectral triple on A where A is represented on
L2(A, τ) ⊗C C2 diagonally and the Dirac operator D is defined as
D =
∑
j
dXj ⊗C γj ,
where {γj : j = 1, 2, 3} are self-adjoint 3× 3 matrices satisfying γiγj + γjγi = 2δij .
The following lemma is a direct consequence of the proof of Proposition 9 of [7].
Lemma 6.1. For all F in A,
d(F ) =
3∑
j=1
ej∂j(F ),
where ∂1(F ) =
∂f
∂x
, ∂2(F ) = −2π
√−1cpxF + ∂F
∂y
, ∂3(F ) = −2π
√−1cpαF
for some α greater than 1. The derivations ∂1, ∂2, ∂3 satisfy the following relation:
[∂1, ∂3] = [∂2, ∂3] = 0, [∂1, ∂2] = ∂3. (10)
The space of one forms and two forms for the spectral triple (A, L2(A, τ) ⊗C C2, D) are as follows:
Proposition 6.2. The module of one forms E := Ω1D(A) is a free module generated by e1, e2, e3. More-
over, e1, e2, e3 are central elements. The module J of junk forms as introduced in Subsection 2.2 is equal
to A and the space of two forms Ω2D(A) = A⊕A⊕A.
Proof: The space of one forms are described in Proposition 21 of [7]. The fact that e1, e2, e3 are
central can be easily seen from the definition of the representation of A on L2(A, τ)⊗CC2. The statement
about the two forms follow from Proposition 22 of the same paper. ✷
Proposition 6.3. The bilinear form g constructed in Subsection 3.1 satisfies the conditions of Definition
3.10, i.e, it is the canonical Riemannian bilinear metric for the spectral triple.
Proof: We need to check the conditions of Definition 3.10. This essentially follows from the results
of [7]. We will use Proposition 6.2 to identify E with A⊗C C3, the bimodule structure being defined as:
a(b⊗C σi)c = abc⊗C σi.
We will let τ denote the functional on B(H) as in Subsection 3.1. Let ψ : A → C be the faithful normal
tracial state on A′′ as in Section 2 of [7] ( denoted by τ in [7] ). By Proposition 14 of [7],
τ(X) = (
1
2
ψ ⊗C Tr)(X) for all X ∈ Ω1D(A).
since ψ is faithful on A′′, we can conclude that τ is faithful on the ∗-algebra generated by A and
{[D, a] : a ∈ A}. Moreover, by identifying A ⊆ Ω1D(A) = A⊗C C3 via a 7→ a⊗ I2, τ(a) = ψ(a) for all a
in A.
If ω =
∑3
i=1 ai ⊗C σi and η =
∑3
i=1 bi ⊗C σi are two one forms, then
1
2
(I ⊗C Tr)(ωη) =
3∑
i=1
aibi.
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Therefore, for all c in A, the formula g(ω ⊗A η) = 〈〈ω∗, η〉〉 ( Lemma 3.8 ) implies that
τ(g(ω ⊗A η)c) = τ(〈〈ω∗, η〉〉 c)
= τ(ωηc)
= (
1
2
ψ ⊗C Tr))(ωηc)
=
∑
i
ψ(aibic)
= τ((
3∑
i=1
aibi)c).
Therefore, g(ω ⊗A η) =
∑3
i=1 aibi ∈ A. The nondegeneracy of the map Vg follows just as in Proposition
5.3. ✷
Theorem 6.4. For any pseudo-Riemannian bilinear metric on E , there exists a unique Levi-Civita
connection on the module E .
Proof: We will use the fact that ei are central elements throughout the proof. Moreover, letm,m0,J ,
be as in Subsection 2.2 while F and Psym will be as in Definition 2.11. We recall that Ω2D(A) =
(Im(m0))/J . By virtue of (9) and the fact that J = A ( Proposition 6.2 ), it is easy to see that Ker(m)
is spanned by {ei ⊗A ej + ej ⊗A ei : i, j = 1, 2, 3} and F = {ei ⊗A ej − ej ⊗A ei : i < j, i = 1, 2, 3}.
Clearly, E ⊗A E = Ker(m)⊕F as right A modules.
Since e1, e2, e3 ∈ Z(E), it can be easily checked that uE is an isomorphism. In particular, E is centered.
Moreover, by the description of Ker(m) as above, we have
Psym(ei ⊗A ej − ej ⊗A ei) = 0, Psym(ei ⊗A ej + ej ⊗A ei) = ei ⊗A ej + ej ⊗A ei
and thus 2Psym(ei ⊗A ej) = ei ⊗A ej + ej ⊗A ei.
Therefore, σ(ei ⊗A ej) = (2Psym − 1)(ei ⊗A ej) = ej ⊗A ei.
Therefore, σ = σcan. Thus we have verified all the assumptions of Theorem 4.1. ✷
Remark 6.5. In [5], we have given the explicit computation of the Levi-Civita connection and associated
curvature for the Levi-Civita connection with respect to the canonical Riemannian metric g, where it has
been shown that the scalar curvature is a negative constant multiple of the identity element of A.
7 Levi-Civita connection for Connes-Landi deformed spectral
triples
Suppose M is a compact Riemannian manifold such that the maximal torus of the isometry group of
M has rank greater than or equal to 2. Then the action of the maximal torus on C∞(M) allows us to
define a deformed algebra C∞(M)θ ([31], [9]). Moreover, the torus equivariant spectral triple on M can
be deformed to a new spectral triple on C∞(M)θ([11]). The goal of this section is to prove the following
theorem:
Theorem 7.1. Suppose M is a compact Riemannian manifold equipped with a free isometric action of
Tn. Let E := Ω1(M) denote the space of one forms of the spectral triple (C∞(M),⊕k L2(Ωk(M), d+d∗)
and let Eθ be the deformation of E as in Subsection 7.2. Then for any Riemannian bilinear metric g on
Eθ there exists a unique Levi-Civita connection on the bimodule Eθ.
In the first subsection, we prove some preparatory results on the fixed point algebra under the action
of a compact abelian Lie group. In Subsection 7.2 we prove some results on generalities of Rieffel
deformations. In Subsection 7.3 we prove that there exists a Riemannian bilinear metric on Eθ and
that it is the deformation of the canonical metric on E . In Subsection 7.4, we prove that under our
assumptions, the deformed module of one forms on the Rieffel deformed manifold satisfies the conditions
of Theorem 4.1.
We recall that for any action β of Tn on a module G (or an algebra D), the spectral subspace
corresponding to a character m ≡ (m1, ...,mn) ∈ T̂n ∼= Zn, denoted by Gm ( respectively Dm ), consists
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of all ξ such that βt(ξ) = χm(t)ξ for all t = (t1, . . . , tn) ∈ Tn, where χm(t) := tm11 . . . tmnn . It is easily
seen that DmDn ⊆ Dm+n.
Suppose that G is a D bimodule. Moreover, let us assume that both D and G are equipped with
actions of Tn in such a way that G becomes an equivariant D bimodule. Then we have GmDn ⊆ Gm+n
and DnGm ⊆ Gm+n. The linear span of all the Span{Dm : m ∈ Zn} comprise the so-called ‘spectral
subalgebra’ for the action. Similarly, Span{Gm : m ∈ Zn} is called the spectral submodule of the action.
Let G be a group. Let us recall that a spectral triple (A,H, D) is called G equivariant if there exists a
unitary representation β of G on H such that βgD = Dβg. Moreover, we recall the following well known
fact ( see [9] for the details ).
Proposition 7.2. Suppose that M is a compact Riemannian manifold with an isometric action of the n-
torus Tn on M. Consider the spectral triple (C∞(M),H, d+d∗) where H is the Hilbert space of forms and
d is the de-Rham differential on H. The Tnaction on smooth forms extends to a unitary representation
β on H and the spectral triple is equivariant w.r.t this representation of Tn. In particular, if α denotes
the action of Tn on C∞(M) and δ(·) = √−1[d+ d∗, ·], then
βt(fδ(g)) = αt(f)βt(δ(g)) = αt(f)δ(αt(g)) ∀ t ∈ Tn.
In this set up, it is easy to see the following result:
Lemma 7.3. If D is a subalgebra of C∞(M) kept invariant by the action of a compact group G acting
by isometries on M, then the map m : Ω1(D)⊗D Ω1(D)→ Ω2(D) is G equivariant.
As an immediate corollary, we have
Corollary 7.4. With the notations of Lemma 7.3, Ker(m) is invariant under the action of G. Moreover,
if Ω1(D) ⊗D Ω1(D) = Ker(m) ⊕ G gives the decomposition as in Subsection 2.3, then G is also kept
invariant by G.
Proof: The G invariance of Ker(m) follows from the G invariance of m. Moreover, we have G =
Ker(1− σcan). Since σcan is G equivariant, G is G invariant. ✷
7.1 Some results on the fixed point algebra
Let us consider a compact Riemannian manifoldM with the Tn equivariant spectral triple (C∞(M),H, d+
d∗) as in Proposition 7.2. Throughout this section, we will follow the notations introduced in the following
definition.
Definition 7.5. Let E := Ω1(M) and A := C∞(M). F will denote the Tn equivariant spectral submodule
of E. The symbol Fk will denote the k-th spectral subspace of F . Thus, F = Span{Fk : k ∈ Zn}.
Similarly, we define C to be the spectral subalgebra Span{Ck : k ∈ Zn} of A where Ck is the k-th spectral
subspace of C. In particular, C0 and F0 denote the Tn invariant spectral subalgebra and the Tn invariant
spectral submodule respectively.
Remark 7.6. It is clear from the definition of spectral subspaces of algebras and modules that if Ak and
Ek denote the spectral subspaces of A and E respectively, then Ak = Ck and Ek = Fk. We will from now
on use this fact, often without mentioning.
Remark 7.7. Since the representation β as in Proposition 7.2 commutes with d + d∗, it is easy to see
that βt(F) ⊆ F for all t ∈ Tn. Moreover, it is easy to see that the space of one forms for the spectral
triple (C,H, d+ d∗) is precisely F .
The aim of this subsection is to prove that if the action of Tn onM is free, then the spectral subalgebra
C0 and the spectral submodule F0 satisfy the hypotheses of Proposition 4.21.
Lemma 7.8. Suppose that the T ≡ Tn action on M is free. Then F0 is a finitely generated projective
right module over C0.
Proof : For a module G equipped with an action of Tn, let us denote the Tn invariant submodule of
G by the symbol GTn . Since the Tn-action on M is free, M/Tn is a smooth compact manifold and M
is a principal Tn-bundle over M/Tn. Let π denote the projection map from M onto M/Tn. Given any
point in M , we can find a Tn invariant open neighborhood U which is Tn equivariantly diffeomorphic
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with U/Tn×Tn. Moreover, we can choose U in such a way that U/Tn is the domain of a local coordinate
chart for the manifold M/Tn, say U = π−1(V ), where V is the domain of some local chart for M/Tn.
This gives the following isomorphism:
Ω1(U)T
n ∼= Ω1(U/Tn)⊗C Ω1(Tn)T
n ∼= Ω1(U/T )⊗C L,
L being the complexified Lie algebra of Tn which is nothing but Cn. As U/Tn is the domain of a local
coordinate chart, the module of one forms is a free C∞(U/Tn) module, say C∞(U/Tn) ⊗C Ck, hence
Ω1(U/Tn) is isomorphic with C∞(U/Tn) ⊗C Cn+k, i.e. Ω1(U/Tn) is free. By covering M with finitely
many such neighborhoods, we can complete the proof of C∞(M/Tn) projectivity and finite generation
of Ω1(M)T
n
. ✷
Now, we will make use of the notation uFF0 : F0 ⊗C0 C → F introduced in Subsection 4.3.
Lemma 7.9. If for each m ∈ Zn, we can find a1, . . . , ak ∈ Cm and b1, . . . bk ∈ C−m (k depends on m )
such that
∑
i biai = 1, then the map u
F
F0
is an isomorphism.
Proof: We need to prove that under the above assumption, the map uFF0 has a right C-linear inverse.
However, since uFF0 is right C-linear to start with, it suffices to prove that uFF0 defines an isomorphism of
vector spaces. Hence, it is sufficient to prove that for all m, the restriction pFm of u
F
F0
to F0 ⊗C0 Cm is a
vector space isomorphism onto its image Fm.
Then the map
qFm : Fm → F0 ⊗C0 Cm defined by qFm(e) :=
∑
i
ebi ⊗C0 ai
satisfies pFm ◦ qFm = id. On the other hand, as bia ∈ C0 if a ∈ Cm, we have
qFm ◦ pFm(e ⊗C0 a) =
∑
i
eabi ⊗C0 ai = e⊗C0
∑
i
abiai = e⊗C0 a.
This finishes the proof of the lemma.✷
Now we shall identify the bimodule Fm with the bimodule of sections of a certain vector bundle over
M .
Lemma 7.10. Let M be a smooth compact Riemannian manifold equipped with a smooth and free right
action of a compact connected abelian Lie group K. Let M ×χ−m C→M/K denote the associated vector
bundle ( of M →M/K ) corresponding to the character χ−m.
Then the space of all smooth functions f on M satisfying f(x.t) = χm(t)f(x) is in one to one
correspondence with the set of all smooth sections of the vector bundle M ×χ−m C→M/K.
Proof: The elements of the total space of the associated vector bundle M ×χ−m C are given by the
equivalence class [y, λ] of (y, λ) ∈ M × C such that (y, λ) ∼ (y.t, χ−m(t−1)λ) for all t ∈ K. Now, for
f ∈ Em, we can define a section of the above vector bundle sf by
sf ([x]) = [x, f(x)],
where [x] denotes the class of the point x in M/K. We need to show that this is well defined. But for
any t ∈ K, sf ([x.t]) = [x.t, f(x.t)] = [x.t, χm(t)f(x)] = [x.t, χ−m(t−1)f(x)] = [x, f(x)]. This proves that
sf is well defined. Similarly, given a section s of the above vector bundle we can define a function fs on
M by fs(x) = λx where λx ∈ C is such that s([x]) = [x, λx]. Clearly, λx is uniquely determined, because
the K action is free. Moreover, [x, λx] = [x.t, χ−m(t)
−1λx]implies λxt = χ−m(t)λx, i.e. fs ∈ Em.
Finally, it is easy to verify that the maps f 7→ sf and s 7→ fs are inverses of one another, completing
the proof. ✷
Lemma 7.11. For a complex smooth Hermitian vector bundle over a compact manifold M there are
finitely many smooth sections si’s such that
∑
i 〈〈si, si〉〉 = 1 where 〈〈·, ·〉〉 denotes the C∞(M)- valued
inner product coming from the Hermitian structure.
Proof: Corresponding to a finite open cover {Ui, i = 1, . . . , l} choose finitely many smooth sections
γi which are non zero on Ui. Then choosing a smooth partition of unity ψi, i = 1, . . . , l, we can construct
ti = ψiγi’s so that t =
∑
<< ti, ti >> is nowhere zero. The sections si =
ti
t
1
2
satisfy the conditions of
the lemma.✷
This gives us the following:
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Lemma 7.12. Suppose M is a compact Riemannian manifold equipped with a free and isometric action
of Tn. Then the map uFF0 is an isomorphism.
Proof : Without loss of generality, we can assume M to be connected. In general, if M has k
connected components M1,M2, · · ·Mk, the module F decomposes as F1 ⊕ · · · Fk, where Fi is the linear
span of spectral subspaces of Ω1(Mi), and it is suffices to prove that for all i, u
F
F0
is an isomorphism
from (Fi)0 ⊗(Ci)0 Ci onto Fi. Since the action of Tn on M is free, M →M/Tn is a principal Tn-bundle.
Therefore, for the sections si as in Lemma 7.11, we have functions fsi in Cm by Lemma 7.10. By the
definition of fsi and the relation
∑
<< si, si >>= 1, it follows that∑
i
fsifsi = 1.
Since fsi belongs to Cm, the function fsi belongs to C−m. Thus, we can apply Lemma 7.9 to deduce the
conclusion of the theorem. ✷
Next we prove that with the hypothesis of Lemma 7.12, the map uEE0 is also an isomorphism.
Lemma 7.13. The map uEE0 : E0 ⊗A0 A → E is an isomorphism.
Proof: Let us start by proving that the map is one-to-one. Let uEE0(
∑
i e
′
i⊗A0fi) = 0, i.e.
∑
i e
′
ifi = 0.
Then each spectral projection Pm(
∑
i e
′
ifi) = 0 i.e,
∑
i e
′
iPm(fi) = 0. So, uEE0(
∑
i e
′
i ⊗A0 Pm(fi)) = 0 for
all m. But uEE0 restricted to each spectral subspace is as isomorphism as already proved in Lemma 7.12.
Hence,
∑
i e
′
i ⊗A0 Pm(fi) = 0 for all m. Thus
∑
i e
′
i ⊗A0 fi = lim
N
(
∑
i,|m|≤N e
′
i ⊗A0 Pm(fi)) = 0, where
lim denotes the limit in the Frec´het topology. Therefore, the map is one-to-one.
Now we show that the map is onto. Since the map uEE0 is right A-linear, it suffices to check that
for all f ∈ A, df has a pre-image in E0 ⊗A0 A. Consider the principal T = Tn bundle π : M → M/T .
Since M/T is compact, we can take a finite atlas (Ui, φi) on it such that the bundle π
−1(Ui)→ Ui is T
equivariantly diffeomorphic with the canonical bundle Ui × T → Ui. Let {ψi}i be a partition of unity
on M subordinate to (Ui, φi). Then f =
∑
i fψi and df =
∑
i d(fψi). Thus in particular we can assume
f is supported in π−1(Ui) or equivalently in U × T . Let {dxi} be a basis for differential forms along the
direction of U i.e. the horizontal direction of the bundle U×T → U and {ωj} be a basis of right invariant
1-forms in the vertical direction corresponding to the basis {χj} of right invariant vector fields along the
direction of T . Then df =
∑
i dxi.
∂
∂xi
(f) +
∑
j ωj .χj(f). The right action of T on U × T acts trivially
in the direction of U, hence dxi ∈ E0. Since ωj is invariant under the action induced by the right action
of T on U ×T , so ωj ∈ E0. Hence df has a pre-image
∑
i dxi ⊗A0 ∂∂xi (f) +
∑
j ωj ⊗A0 χj(f) ∈ E0⊗A0 A.
Therefore, we have that uEE0 is an onto map. This completes the proof. ✷
7.2 Some generalities on Rieffel-deformation
Our main reference for Rieffel deformation of a C∗ algebra endowed with a strongly continuous action
by Tn is [31]. However, we will also need to use equivalent descriptions of this deformation given in [9],
[11], [27].
We next define the deformation of an algebra D. We refer to [27] for details.
Definition 7.14 (Definition 2.3 [27]). Let D be a Tn smooth algebra as in Definition 2.2 of [27]. For a
skew symmetric n× n matrix θ, consider the bi-character χθ defined by
χθ(k, l) = e
pii〈k,θl〉, k, l ∈ Zn,
where the pairing 〈., .〉 is the usual dot product in Rn. The deformation of D is the algebra Dθ whose
underlying vector space is equal to D while the multiplication ×θ is deformed as follows:
a×θ b =
∑
k,l∈Zn
χθ(k, l)akbl, ∀ a, b ∈ D, (11)
where a =
∑
k ak, b =
∑
l bk are the isotypical decompositions.
Remark 7.15. By Proposition 2.1 of [27], the isotypical decompositions converge absolutely to the ele-
ment.
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Dθ turns out to be a Tn smooth algebra and the deformed product is associative.
Similarly, one can deform Tn smooth D bimodules (refer to Definition 2.2 of [27])as follows:
Definition 7.16. Let G be a Tn smooth D-D bimodule. Then the deformed bimodule Gθ is a Dθ-Dθ
bimodule whose underlying vector space is equal to G while the deformed right module action is as follows
e×θ a =
∑
k,l∈Zn
χθ(k, l)ekal, ∀ e ∈ G, ∀ a ∈ D, (12)
where e =
∑
k ek and a =
∑
l al are the isotypical decompositions, and the deformed left module action
is defined similarly.
Using the fact that Gθ is isomorphic as a vector space to G, for e ∈ G, we will denote its image under
this isomorphism in Gθ by eθ from now on.
As in the case of deformed algebras, Gθ turns out to be a Tn smooth bimodule. In particular, a
deformed bimodule admits a Tn action βθ induced from the action β on the bimodule prior to deformation
as follows:
βθt (eθ) =
∑
k
χk(t)ek ∀ t ∈ Tn. (13)
Remark 7.17. It is easy to see that (Dθ)0 ∼= D0 as algebras. Moreover, (Gθ)0 ∼= G0 as D0 bimod-
ules, since D0 and G0 are the fixed point subalgebra and the fixed point submodule under the Tn action
respectively. We also note that by (12), (Gθ)0 ⊆ Z(Gθ) and in particular (Dθ)0 ⊆ Z(Dθ).
We have the following easy consequence of the definitions above:
Lemma 7.18. Let D be a Tn smooth algebra and G1,G2 be Tn smooth D bimodules, in the sense discussed
above. Let L : G1 → G2 be a Tn equivariant continuous D bimodule map. Then the underlying vector
space map L from G1 to G2 becomes a Tn equivariant continuous Dθ bimodule map, denoted by
Lθ : (G1)θ → (G2)θ
is defined by the equation
Lθ(eθ) = (L(e))θ ∀ e ∈ G1 (14)
If L is a D-bimodule isomorphism, then Lθ will be a Dθ-bimodule isomorphism. If G1 and G2 are algebras
in particular, then Lθ is an algebra homomorphism.
Now suppose that Ker(L) is complemented as a D-bimodule in G1, i.e, there exists a bimodule M ⊆ G1
such that G1 ∼= Ker(L)⊕M. Then
1. Ker(L) is invariant under the action of Tn.
2. M ∼= Im(L).
3. If M is Tn invariant, then (G1)θ = Ker(Lθ)⊕Mθ and Mθ ∼= Im(Lθ).
4. If G2 = G1 and L is an idempotent, then Lθ is also idempotent.
The following lemma will also be of use to us.
Lemma 7.19. Let D be an algebra equipped with Tn-action and G1,G2 be equivariant D bimodules, in
the sense discussed above. Then (G1 ⊗D G2)θ ∼= (G1)θ ⊗Dθ (G2)θ as Dθ bimodules.
Now we recall the Connes-Landi deformation ( [11] ) of a spectral triple and its associated space of
forms. We will work in the set up of Proposition 7.2. In particular, A = C∞(M) and E = Ω1D(A). By
Sections 2 and 3 of [27], A and E can be deformed to the algebra Aθ and the bimodule Eθ respectively.
Moreover, we have the following:
Theorem 7.20. With the algebra structure of Aθ as in (11), we define πθ : E → B(H) by
πθ(e)(h) =
∑
m,n∈Zn
χθ(m,n)em(hn), (15)
where e =
∑
m em, h =
∑
n hn.
Then πθ(E) ∼= Eθ. (16)
We note that an analogous formula defines a representation of Aθ on H, to be denoted by πθ again. Also,
(Aθ,H, d+ d∗) defines a spectral triple.
Moreover, Ω1(Aθ) and Ω2(Aθ) are canonically isomorphic as Aθ bimodules with Eθ and (Ω2(A))θ
respectively. If δ : A → A denotes the map which sends a to [d+ d∗, a], then we have a deformed map δθ
from Aθ to Eθ.
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Proof: For the proof that (Aθ,H, d + d∗) is a spectral triple, we refer to [9]. For the isomorphism
πθ(E) ∼= Eθ, we refer to Proposition 2.8 of [27]. We refer to [27] for the fact that E = Ω1D(A) and Ω2D(A)
can be deformed. Then the isomorphism follows by using the identification of (16). The last assertion
follows by observing that the map δ is Tn equivariant. ✷
Henceforth we will make the identifications Eθ ∼= Ω1(Aθ), Ω2(Aθ) ∼= (Ω2(A))θ without explicitly
mentioning.
7.3 The canonical Riemannian bilinear metric on Eθ
In this subsection, we prove that the prescription of Subsection 3.1 is indeed a Riemannian bilinear metric
on Eθ.We prove this in two steps. In the first step, we deform the A-bilinear map g to an Aθ-bilinear map
gθ and show that gθ is a Riemannian bilinear metric. In the second step, we show that the A-bilinear
map obtained from Lemma 3.8 ( for the spectral triple (Aθ,H, D) ) coincides with gθ.
Let us recall the following definition:
Definition 7.21. Let G1 and G2 be two D bimodules admitting actions by a group Tn and denoted by
β1 and β2 respectively. Then HomA(G1,G2) admits a natural Tn action γ defined by
(γt.T )(e) = (β2)t.(T ((β1)t
−1.e)).
Here, t, T and e belong to Tn,HomD(G1,G2) and G respectively.
Lemma 7.22. In the set up of Definition 7.21, assume furthermore that D admits an action α of Tn
and β1, β2 are both α equivariant. Then, for a in D, ω in G1 and T ∈ HomD(G1,G2), we have
γt(Ta)(ω) = γt(T )(αt(a))(ω) and γt(aT )(ω) = αt(a)(γt(T )(ω))
Proof: We compute
γt(Ta)(ω) = (β2)t((Ta)((β1)
−1
t (ω))) = (β2)tT (a(β1)
−1
t (ω))
= (β2)tT ((β1)z−1((αta)ω)) = γt(T )((αta)ω)
= γt(T )(αt(a))(ω).
The other equality follows similarly. ✷
Proposition 7.23. (E∗)θ ∼= (Eθ)∗ as Aθ bimodules.
Proof: We define a map T Eθ : (E∗)θ → (Eθ)∗ by
(T Eθ (φθ))(eθ) = (φ(e))θ,
where we have used the fact that any arbitrary D-D bimodule G is isomorphic as a vector space with
the twisted bimodule Gθ, and have denoted the image of an element f in G under the isomorphism by
fθ. Let us denote the right Aθ module structure of Eθ by ×θ.
Since (T Eθ (φθ))(eθ ×θ aθ) = (T Eθ (φθ))((ea)θ) = (φ(ea))θ = (φ(e))θ ×θ aθ = (T Eθ (φθ))(eθ) ×θ aθ, we
have that (T Eθ (φθ)) ∈ (Eθ)∗. That T Eθ is right Aθ-linear can be seen from the following.
(T Eθ (φθ ×θ aθ))(eθ) = (T Eθ (φ(a))θ)(eθ)
= ((φ(a)(e))θ
= (φ(ae))θ
= (T Eθ (φθ))((ae)θ)
= (T E(φθ))(aθ ×θ eθ)
Let γ denote the action of Tn on E∗ := HomA(E ,A) defined by Definition 7.21. The Tn actions
on Eθ and (E∗)θ will be denoted by βθ and γθ respectively as in (13). Moreover, the Tn action on
(Eθ)∗ := HomAθ (Eθ,Aθ) as obtained from Definition 7.21 will be denoted by γ′. We claim that the map
T Eθ is equivariant w.r.t the T
n-action on (E∗)θ and (Eθ)∗, i.e,
T Eθ (γ
θ
t (φθ)) = γ
′
t(T
E
θ (φθ)). (17)
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Indeed, we have:
T Eθ (γ
θ
t (φθ))(eθ) = T
E
θ ((γt(φ))θ)(eθ)
= ((γt(φ))(e))θ
= (αt(φ(βz−1 (e))))θ
= αθt (φ(βz−1(e)))θ
= αθt (T
E
θ (φθ)(eθ))
= (γ′t(T
E
θ (φθ)))(eθ).
This proves (17).
Thus, we have a well defined equivariant morphism
T Eθ−θ : ((Eθ)∗)−θ → ((Eθ)−θ)∗ ∼= E∗,
and subsequently, a morphism
(T Eθ−θ)θ : (Eθ)∗ ∼= (((E∗)θ)−θ)θ → (E∗)θ.
Finally, it is easy to check that the maps T Eθ and (T
Eθ
−θ)θ are inverses of one another. This finishes the
proof. ✷
Let β denote the action of Tn on C∞(M). Since Tn acts on M by isometries, the Riemannian metric
g is equivariant under the Tn action i.e, for all ω, η in E , we have
g(βt(ω)⊗A βt(η)) = αt(g(ω ⊗A η)). (18)
By using the Tn invariance of g, it is easy to see that the map Vg : E → E∗ is Tn equivariant. Thus,
we have a Cθ-bimodule isomorphism (Vg)θ from Eθ to (E∗)θ.
We view g as an element of HomA(E ⊗A E ,A). E ⊗A E is equipped with the natural diagonal action
β × β of Tn. Therefore, by Definition 7.21, we have an action of Tn on HomA(E ⊗A E ,A). Since by
(18) g is equivariant, we have a deformed map gθ ∈ HomAθ ((E ⊗A E)θ,Aθ). However, by Lemma 7.19,
(E ⊗A E)θ ∼= Eθ ⊗Aθ Eθ. Thus, we have a map gθ ∈ HomAθ (Eθ ⊗Aθ Eθ,Aθ) which is the candidate for the
Riemannian metric on Eθ = Ω1(Cθ).
Our next result connects (Vg)θ with Vgθ .
Proposition 7.24.
T Eθ ◦ (Vg)θ = Vgθ (19)
and hence the map Vgθ : Eθ → (Eθ)∗ is an isomorphism.
Proof: By the equivariance of g, it easily follows that the map Vg is equivariant and hence the map
(Vg)θ is an element of HomAθ (Eθ, (E∗)θ). By Proposition 7.23, for all eθ ∈ Eθ, (T Eθ ◦ (Vg)θ)(eθ) = (Vg(e))θ
. For any element fθ ∈ Eθ, (Vg(e))θ(fθ) = (g(e⊗Af))θ = gθ(eθ⊗Aθ fθ) = (Vgθ (eθ))(fθ). Thus, (19) holds.
Moreover, since Vg is an isomorphism from E to E∗, Lemma 7.18 implies that (Vg)θ is an isomorphism
from Eθ to (E∗)θ. As T Eθ is an isomorphism from (E∗)θ to (Eθ)∗, the isomorphism of Vgθ follows from
(19). ✷
Proposition 7.25. gθ is a noncommutative Riemannian bilinear metric on Eθ.
Proof: Clearly, σ (= 2Psym−1) is Tn equivariant, and as g ◦σ = g, we have gθ ◦σθ = gθ too, i.e. gθ is
symmetric. It is also clear that gθ is a bimodule map. Finally, by Proposition 7.24, Vgθ is nondegenerate.
✷
Proposition 7.26. Let g′θ : Eθ ⊗Aθ Eθ → A′′θ be the Aθ-bilinear map from Lemma 3.8. Then g′θ = gθ
and hence g′θ is a Riemannian bilinear metric on Eθ.
Proof: Let ω = [D, a1]a2 and η = [D, b1]b2 be elements in E to be viewed as elements of B(H). Let
us denote the images of ω and η in Eθ by ωθ and ηθ respectively. Similarly, the representation of Aθ in
B(H) will be denoted by πθ. Finally, τθ will denote the state on B(H) (for the spectral triple (Aθ ,H, D)
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as in Subsection 3.1). Then, if p is the dimension of the manifold M , we compute
τθ(ωθηθ × θaθ) = LimωTr([D, πθ(a1)]πθ(a2)[D, πθ(b1)]πθ(b2)πθ(a)|D|
−p)
Tr(|D|−p)
= Limω
Tr([D, a1]a2[D, b1]b2a|D|−p)
Tr(|D|−p) (by Proposition 4.4.2 of [6])
= τ(ωηa)
= τ(g(ω ⊗A η)a)
= τθ(g(ω ⊗A ηθ)πθ(a)) (by Proposition 4.4.2 of [6])
= τθ(gθ(ωθ ⊗Aθ ηθ)× θaθ)
This proves that the bilinear form of Lemma 3.8 for the spectral triple (Aθ,H, D) is equal to gθ and
hence it satisfies all the conditions of Definition 3.10. ✷
7.4 Existence and uniqueness of Levi-Civita connections for the Connes-
Landi deformed spectral triple
We will continue to use the notations introduced in Definition 7.5. The goal of this subsection is to apply
the results deduced in the last two subsections for proving Theorem 7.1.
Lemma 7.27. Eθ is a finitely generated projective right module over Aθ.
Proof: By Lemma 7.8, E0 is a finitely generated projective right A0 module. Then E0 ⊗A0 A is a
finitely generated projective right A module. Since the isomorphism uEE0 : E0 ⊗A0 A → E as given by
Lemma 7.13 (and similarly the isomorphism A0 ⊗A0 A → A) is Tn equivariant, Eθ ∼= (E0 ⊗A0 A)θ ∼=
E0 ⊗A0 Aθ is finitely generated as a right Aθ module. Here, we have used the fact that (E0)θ ∼= E0 as
right A0 modules since E0 is the fixed point submodule for the action of Tn. ✷
Lemma 7.28. The map uEθE0 = (u
E
E0
)θ : E0 ⊗A0 Aθ → Eθ is an isomorphism. Moreover, the map
uEθ : Z(Eθ)⊗Z(Aθ) Aθ → Eθ is an isomorphism.
Proof: By Lemma 7.13, the Tn equivariant map uEE0 : E0 ⊗A0 A → E is an isomorphism. Hence, by
Lemma 7.18 and Lemma 7.19 the map (uEE0)θ : E0 ⊗A0 Aθ → Eθ is an isomorphism.
For the second assertion, we note that by Lemma 7.8, F0 = E0 = (Eθ)0 is finitely generated projective
over C0 = A0 = (Aθ)0. By Remark 7.17, (Aθ)0 ⊆ Z(Aθ) and (Eθ)0 ⊆ Z(Eθ). Therefore, by Proposition
4.21, we conclude that the map uEθ : Z(Eθ)⊗Z(Aθ) Aθ → Eθ is an isomorphism. ✷
Lemma 7.29. Ker(mθ) is complemented in Eθ ⊗Aθ Eθ.
Proof: This follows by applying Lemma 7.18, Lemma 7.19 and Corollary 7.4 applied to the Tn
equivariant map m. ✷
Lemma 7.30. We have σθ = σ
can where σcan is the map given by Theorem 2.5.
Proof: We begin by observing that the map σcan makes sense as Eθ is a centered bimodule since uEθ
is an isomorphism by Lemma 7.28. For the purpose of the proof of this lemma, we use an equivalent
description of Rieffel deformation as described in [9]. Let C∞(Tnθ ) be the Frec´het algebra corresponding to
the noncommutative n-torus, where the deformation parameter is given by a real, n×n skew symmetric
matrix θ = ((θkl)). We denote the canonical T
n-action on this algebra by ν and let A(Tnθ ) denote
the canonical ‘polynomial subalgebra’, i.e. the dense unital ∗-subalgebra of C∞(Tnθ )) generated by
polynomials in Ui and their inverses, where Ui, i = 1, . . . , n are the canonical unitary ‘coordinates’,
i.e. elements satisfying UkUl = exp(2πiθkl)UlUk. For m = (m1,m2, · · ·mn) ∈ Zn, we write Uθm =
Um1 · · ·Umn . Hence, Uθm are the canonical generators of (A(Tnθ ))m.
In this picture, Eθ is identified with a suitable Frec´het completion of the fixed point submodule
(E⊗CA(Tnθ ))β×ν
−1
of the module E⊗CA(Tnθ ) with respect to the action β × ν−1. We can identify an
element eθ ∈ (Eθ)m with the element e⊗C Uθm ∈ (E ⊗C A(Tnθ ))β×ν
−1
. The action of the group Tn on an
element eθ ∈ (Eθ)m is given by the formula:
βθt (eθ) = β
θ
t (e⊗C Uθm) := βt(e)⊗C Uθm.
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Therefore, if eθ ∈ (Eθ)m and fθ ∈ (Eθ)n, we have
σθ(eθ ⊗Aθ fθ) = σ(e ⊗A f)⊗C UθmUθn.
Thus, if e, f ∈ (Eθ)0, we get
σθ(eθ ⊗Aθ fθ) = σ(e ⊗A f)⊗C 1 = (f ⊗A e)⊗C 1 = σcan(eθ ⊗Aθ fθ),
since (Eθ)0 ⊆ Z(Eθ) by Remark 7.17.
Now, by Lemma 7.28, E0 is right Aθ-total in Eθ and hence {eθ⊗Aθ fθ : eθ, fθ ∈ (Eθ)0} is right Aθ-total
in Eθ ⊗Aθ Eθ. Thus, our claim follows from Proposition 2.3. ✷
Collecting the above results, we get the following:
Proof of Theorem 7.1We start by recalling that we have already proved (Lemma 7.27) that Eθ is a
finitely generated projective right module over Aθ. By Lemma 7.28, the map uEθ : Z(Eθ)⊗Z(Aθ)Aθ → Eθ
is an isomorphism. Next, Ker(mθ) is complemented in Eθ ⊗Aθ Eθ by Lemma 7.29. Lastly, the equality
σθ = σ
can follows from Lemma 7.30. Thus we have shown that all the hypotheses of Theorem 4.1 are
satisfied and this completes the proof. ✷
Remark 7.31. For the deformed spectral submodule Fθ, analogues of the results Lemma 7.27, Lemma
7.28, Lemma 7.29 and Lemma 7.30 are proved the same way. Hence the analogous result of Theorem
7.1 also holds for the deformed module Fθ.
Corollary 7.32. Under the assumptions of Theorem 7.1, the Levi-Civita connection ∇ on the bimodule
E deforms to the Levi-Civita connection ∇θ on Eθ.
Proof:Let us observe that given a C-linear map T between Tn smooth bimodules G1 and G2, there
exists a C linear deformation
Tθ : (G1)θ → (G2)θ
defined by Tθ(eθ) = (T (e))θ. Here, e ∈ G1 and eθ is the image of e in (G1)θ. Moreover, if T is Tn
equivariant, then Tθ is T
n equivariant.
Since the spectral triple (A,H, D) is Tn equivariant, the maps d : A → E and d : E → Ω2D(A) are
Tn equivariant. It is easy to see that the map Aθ → Eθ given by aθ 7→ [D, πθ(aθ)] is nothing but the
deformation of the map d : A → E . Moreover, the maps dθ : Aθ → Eθ and dθ : Eθ → Ω2D(Aθ) are Tn
equivariant.
Since the map ∇ is the Levi-Civita connection, ∇ is Tn equivariant. Thus, we have a C linear map
∇θ : Eθ → (E ⊗A E)θ ∼= Eθ ⊗Aθ Eθ and it can be easily checked that ∇θ is a connection.
By Lemma 7.3, m : E ⊗A E → Ω2D(A) is a Tn equivariant A bimodule map. Hence, mθ : Eθ ⊗Aθ Eθ →
Ω2D(Aθ) is defined, and mθ ◦ ∇θ = (m ◦ ∇)θ = −dθ. Therefore, ∇θ is a torsionless connection.
Lastly we show that ∇θ is compatible with the metric gθ. We need to show that Πgθ (∇θ) = dθgθ.
However, by Lemma 4.7, the map Πgθ (∇θ)− dθgθ is right Aθ linear. Since {ωθ ⊗Aθ ηθ : ωθ, ηθ ∈ Z(Eθ)}
is right Aθ total in Eθ ⊗Aθ Eθ, it is enough to show that for all ωθ, ηθ ∈ Z(Eθ), we have (Πgθ (∇θ) −
dθgθ)(ωθ ⊗Aθ ηθ) = 0 for all ωθ, ηθ ∈ Z(Eθ). Let ωθ, ηθ ∈ Z(Eθ). Then,
(Πgθ (∇θ))(ωθ ⊗Aθ ηθ) = (gθ ⊗Aθ idEθ )(σθ)23(∇θ(ωθ)⊗Aθ ηθ +∇θ(ηθ)⊗Aθ ωθ)
= ((g ⊗A idE) ◦ σ23)θ(∇(ω) ⊗A η +∇(η)⊗A ω)θ
=
(
((g ⊗A idE) ◦ σ23)(∇(ω)⊗A η +∇(η) ⊗A ω)
)
θ
= (Πg(∇)(ω ⊗A η))θ
= (−dg(ω ⊗A η))θ
= −dθgθ(ωθ ⊗Aθ ηθ).
Therefore, ∇θ is compatible with the metric gθ. ✷
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