Abstract -In this paper we describe two approaches developed by two research teams to address the topology identification problem in the scope of state estimation. Both approaches aim at enlarging the traditional concept of strict state estimation, assuming that the network topology is predetermined and is k e d . In fact, we are generalizing state estimation, enlarging its domain and aiming at obtaining topology information from a state estimation run. Apart from the description of those two techniques, the paper includes a'set of tests performed over the same test system in order to illustrate the interest of the approaches and to evaluate their performances.
I. INTRODUCTION
State estimation procedures became one of the most frequently used power system applications in control centers of composite generatiodtransmission systems. Regarding distribution systems, the trend to increase the automation level of distribution networks, the reregulation of the industry decoupling operation fiom commercialization of electricity, the need to monitor more closely and to price the use of networks and the pressures to increase quality of service lead to the installation of SCADA systems, in a first moment, and DMS, Distribution Management Systems, afterwards. Once again, and although conveniently adapted to the data available in distribution networks, state estimation is turning into one of the crucial applications in DMS environments.
State Estimation can be understood in a broader sense as including a set of applications globally aimed at identifying the state of the system given that, at a certain moment, there are a number of telemetered or manually entered values. In this broader sense, State Estimation can include:
-Topology Processor, which processes switching device status to obtain a simplified one-line diagram of the system; -Component Model and Measurement Allocation, whose purposes are to identify the mathematical model of the components, to get the required data from the System Database and to allocate the available K. A. Clements is with Worcester Polytechnic Institute, Worcester, MA 0 1609, USA (e-mail: clements@ece.wpi.edu).
measurements to the devices preserved in the simplified model;
-Observability Analysis, which analyzes the available measurements to check if they carry enough information to estimate the state of the system. It can also provide information about places where new measurement devices should be located;
-Strict State Estimation Procedure, which traditionally assumes that the topology of the network is fixed, and aims at identifying the values of the state variables that, according to some criterion, more adequately explain the measurements. This study can be more properly addressed as the redundancy level increases in order to deal with measurement errors, absence of measurements in certain areas or time-skew problems; -Bad Data Analysis, which evaluates the effects of large errors on measurements in order to detect and identify them. This traditional way of structuring a state estimation application relies on the basic assumption that the topology of the system is known beyond any doubt. However, in most of the real world situations, the state of some switching devices is unknown or, for some reason, the current value in the database is under suspicion. In some cases, some checks can be done to "correct" the current state of such devices, specially if a large number of analogue measurements are available around that component. In other cases that is quite difficult as, for instance, in distribution networks, since reconfiguration actions are very frequent and the number of telemetered measurements is generally very reduced.
The above reasoning leads to the conclusion that the traditional block-organized Global State Estimation procedure as described above is very fkequently of limited use. In fact, real time state estimation applications should be flexible enough so that the topology should not be required as a fixed input. On the contrary, the application should have the flexibility to admit that, for some switching devices, the current statuses are unknown or under suspicion. In this way, the Topology Processor and the Strict State Estimation Procedure would intersect themselves leading to an holistic approach to State Estimation. In this sense, one would like to consider the statuses of some switching devices as new state variables estimated along the State Estimation procedure together with other common state variables.
The need to develop new State Estimation applications in this holistic sense was recognized by several research teams. As examples, in [l] the authors use a Least Absolute Value State Estimation algorithm to compute the values of the residuals assuming the state of the unknown or under suspicion switching devices. The normalized residuals lead to the identification of suspect devices thus requiring new runs of the Estimator. In [ 2 ] , a generalized state estimation algorithm is described which explicitly includes switch modeling. These authors consider P/Q state variables for those switches, a zero-flow pseudo-measurement for an initially considered opened switch, or a zero-voltage drop pseudo-measurement for an initially closed switch. If the initial status is unknown, there is no pseudo-measurement assigned to that switch. In [5] the authors consider that a branch can be initially assigned a closed or opened situation or can be simply in an uncertain status. These situations are modeled by considering variables that can take values 0.0, 1.0 or 0.5 for each of these three situations. This modeling leads to a non-differentiable, non-linear, mixed integer programming problem. To solve this problem, the authors devised an algorithm that solves a sequence of linear programming problems by relaxing, in each iteration, the integrality constraints.
When speaking about topology identification we are also addressing island identification. An island corresponds to a set of equipments that are physically connected. When going through all the components to identify islands, one may face problems if there are two sets of equipments that can lead to two different islands or that can be merged into a single one depending on the status of some switching devices whose state is unknown or is under suspicion. In [2] the authors present the concept of Extended Island corresponding to a larger set of equipments that may be physically connected. They will actually correspond to an island if those switching devices are set to a close status or they will correspond to different islands if the status of those devices is open. This means that new State Estimation procedures should also be flexible enough to consider the possibility of system splitting, that is, the possibility of such an extended island lead in fact to different disconnected islands.
Given these concerns and the research that was done by the two involved teams, in this paper we describe two different approaches to address the topology identification problem including the possibility of system splitting in the scope of State Estimation Models. In the next sections these two approaches will be referred as Model 1 and Model 2. In brief, Model 1 uses Normalized Lagrange Multipliers and Hypothesis Testing to deal with the unknown or under suspicion status of switching devices [6], [7] . A priori information is included in the state estimation problem to circumvent the problems regarding critical sets of status information and system splitting during topology error identification. In Model 2 one includes topology variables in the state vector to represent the closedlopen status of those devices [8] . These are real valued variables but their binary nature is enforced by considering for each of them state equations having 0 and 1 as their only roots.
Apart from the detailed description of the two models presented in Sections I1 and 111, the paper includes a set of comparisons running the two applications for the same test network. This is the IEEE 24 bus test system, for which some substations are detailed at the bus section level. A set of topology errors are simulated and treated by the two referred models.
MODEL 1 -NORMALIZED LAGRANGE MULTIPLIERS AND BAYES' THEOREM

A. Restricted State Estimation
As in [2], this approach generalizes the conventional notion of state variable by considering power flows on nodal voltages. The regions of the network under suspicion are modeled at the bus section level, so that the switching branches are explicitly represented. Zero injections at bus sections are treated as equality constraints to the state estimation problem, and are referred to as structural constraints. In addition, we define operational constraints, which depend on the switch status and are based either on the power flows through or the voltage drop across the switching branches [ 2 ] .
As remarked in [6], the occurrence of critical sets formed by switching branch status data during topology error identification is in large extent dictated by network topology. Unlike analog data critical sets, status information critical sets cannot be eliminated by reinforcements of the measurement configuration. To circumvent the degrading effects caused by critical sets on the performance of error identification, a priori information regarding the state variables are used in the state estimation problem. Consider an N-bus power network monitored by m measurements. Assuming a linear (DC) model for the network, let n be the total number of (generalized) states. The state estimation problem with a priori information is then formulated as an optimization problem subject to' the above constraints and the measurement model equation, as follows:
where z, and r, are the m x l measurement vector and residual vector, respectively, 2 is the n x 1 state estimated vector, TI is the apriori information for the state estimated vector, R, and P are the covariance matrices for the measurement error and a priori states, respectively, and H, , H, and H, are the observation matrices for the measurements, operational constraints and structural constraints, respectively. Applying the Karush-Kuhn-Tucker necessary conditions to the Lagrangean function of problem (l), a linear system of equations is obtained whose unknowns are Er and the Lagrange multipliers h , , h, and h, corresponding to each set of equality constraints in (1) ~71.
B. Suspect Switching Branch Selection
As shown in [6], the Lagrange multipliers, when properly normalized by the respective variances, play the same role as the normalized residuals in bad data processing. If their magnitude is large, this is an indication of inconsistencies in the mathematical model. Therefore, the above described formulation generates real valued variables as the entries of ! is found to be larger than a prehas occurred. A typical value for o i s 3.0. In case the detection test points out the occurrence of topology errors, the absolute values of h! entries are used to select the switching branches which are suspect to be erroneously modeled. By applying statistical tests involving the suspect switching branches, it is possible to identify incorrect assumptions made about their status, as described in the next paragraphs.
C. Hypotheses Testing Identijication
The proposed hypothesis testing for topology error identification relies on Bayes' theorem [9] to compute the a posteriori probability of each possible status configuration involving the various switches under suspicion [7] . This procedure avoids costly state re-estimations that would be otherwise required to identify the correct combination of switch status.
Considering that there are n, switching branches selected as suspect, there are 2 "s possible combinations for their status. We let the basic hypothesis, denoted H, , be the combination that represents the current status of the suspect set. All other status combination are represented by the alternative hypotheses, H , i = 1 ,..., 2"s -1 .
The purpose of hypothesis testing is to establish whether the available information (measurements and constraints) support the basic hypothesis or some other alternative hypothesis. Let P(HJ be the a priori probability of the hypothesis i and P(Hilz) be the a posteriori conditional probability. The relevant form of Bayes' theorem states that [lo] :
where f(zlHj) is the conditional probability density function of z given that Hi holds.
If x and the measurement errors are assumed to be Gaussian random variables, the conditional probability density function for each alternative hypotheses i is Gaussian and can be expressed by [9] : (3) where IQi I is the determinant of the Lagrange multiplier covariance matrix. For the basic hypothesis, this matrix can be directly obtained from the Tableau algorithm solution of equation (1). It is important to remark that the calculation of f (z I H i ) for the alternative hypotheses is based solely on the state estimation results for the basic hypothesis. That is to say that no further state estimation runs for the alternative hypotheses are required. Instead, f (z I H ) is obtained from f(z I H .) by modifying the correspondent covariance matrices [7] , [lo] .
111. MODEL 2: x2 -x = 0 STATE EQUATIONS
A. General Ideas
Frequently, several algorithms are apparently very simple in their formulations. However, when passing from academic versions to real life applications, it is usually possible to detect several problems that have to be addressed before getting a realistic usable version. This is certainly the case of State Estimation algorithms in general, and the Weighted Least Squares, in particular. Traditional State Estimation formulations express each measurement in the Z vector in terms of a function h, written on the state variables X, plus an error ~( 4 ) . These formulations use voltage magnitudes and phases as state variables and aim at estimating the most adequate set of values for state variables, X. This is accomplished by computing X that better explain a set of measurements, while minimizing the weighted sum of the squares of the differences between measured values and estimated ones (5) . In this expression, R is the matrix of the variances and covariances of the errors (usually diagonal) and r represents the residuals taken as differences between measured values and estimated ones.
If one admits that the topology of the network is fixed before running the State Estimation algorithm, the problem is fairly easy and is presented and detailed in several publications. However, the complexity arises if the topology is not completely known due to the presence of suspicious information in the Database or due to the absence of information regarding some switching devices. In this case, it can be identified a number, usually large, of combinations of positions of the switching devices that might have to be analysed in order to get some insight about the topology in operation. In our approach, we considered that each switching device under suspicion or with lack of information is related to a new state variable, that has a binary nature. In order to preserve the continuous nature of the problem, we consider that these are real valued variables, but we constrain them to relations as (6). 
B. Mathematical Formulation
Let us consider that the state of the switching device installed in the sending end of branch ij is under suspicion or is unknown. This situation can be accurately modelled by considering a topology variable Di, that takes the value 0 when the device is opened and 1 if it is closed. This variable will now be considered a state variable and we aim at estimating its value assuming there is enough measurement redundancy in the system. The use of this state variable has several impacts in the traditional State Estimation Least Weighted Squares algorithm in the sense that it changes several relations usually considered in the formulation. As an example, depending on the state of that device, the active flow from node i to node j can assume any real value, including 0.0 so that expression (7) should be considered in the state function vector h(x) for a Po measurement.
The integration of Dij variables would turn the problem into a non-convex and combinatorial one turning it virtually impossible to be solved in real time. An interesting way of addressing this issue without losing the continuous nature of the problem consists of integrating in h(x) an equation as (6). This equation has 0 and 1 as its only roots so that, while x is a continuous real valued variable, its value is enforced to 0 or to 1 in the course of the State Estimation process.
Regarding the application of this techmque to a real-time State Estimation, it is important to notice that there may be some information in the Database but it can be suspicious. In this case, equation (8) is used.
This equation means that:
-the output value (0.0 or 1.0) can coincide with the input value. In this case, the error &k is zero meaning that the information in the Database is the most adjusted one to the whole set of measurements;
-if the measured value for Di, -value present in the Database -is 1.0 or 0.0 and, along the algorithm, the Dij value starts to assume values on the opposite direction of the input measured value, this is interpreted as a situation for which the state of the switching device is unknown. If a change as referred occurs, or if the state of the switching device ij is declared unknown right from the beginning of the algorithm, then equation (9) is used. In this case, as the error tends to 0.0 along the state estimation process, the value of Dij tends to 1.0 or to 0.0.
In this approach, Di, variables are not used for all branch or switching devices in the network. In our implementation, the switching devices in the SCADA Database have a field expressing the quality of the available information, in the sense it can be assigned a suspicious mark or be declared unknown. The suspicious mark can be assigned in two ways. Firstly, the current status of the switching devices is crossed with information from analogue measurements for power flows or currents. Secondly, if there are time skew problems in transmitting information to the control centers the digital and analogue measurements may display larger errors in some areas of the network.
The introduction of equations as (8) and (9) in the optimization problem (5) has an impact on the convexity of the surface to analyse. This impact can be softened by an adequate selection of the weights to assign to the corresponding topological variables.
The use of this approach corresponds to a way to turn the traditional State Estimation flexible enough to change the current data if that is more adequate given the whole set of available measurements. In other words, it is a way to cope with the problems that can be encountered in real life situations without forcing the solution to an a priori direction, that is, without fixing the topology in operation before actually running the State Estimation Algorithm.
Iv. SMULATION RESULTS
A. Test System
The IEEE 24 bus network was used to evaluate the performance of the two described approaches. The topology of the system as well as the measurement set is shown in Figure 1 . The test system data are given in references [l 11 and [12] . Reference [12] also includes the description of the system with all substations modelled at the bus section level.
We focused our attention on the substations correspondmg to buses 14, 15,16 and 24 of the original system in Figure 1 . -13
Cond.
14.
I . The simulation results are separated in two groups, A and B. Figures 2 and 3 show the detailed representation of the substation for cases A and By respectively. The criteria to select the suspect substations are discussed in [ 11 and [5] . Different types of topology errors were simulated: a) Inclusion errors, which occur when the status of switching branches responsible for connectingldisconnecting a line to the system are reported to the estimator as closed while they are actually open (that is, the line is erroneously considered to be in operation in the system model); b) Exclusion error, when the line is erroneously disconnected in the system model; c) By-pass error, when an incorrect by-pass of the substation is considered in the system model. The simulated tests considered for cases A and B are described in Table 1 . The second and third columns of Table  1 show the switching branches (SB) involved in each topology error for both cases. The correct and simulated statuses for those branches are presented in the two remaining columns of Table 1 . 
D. Remarks about the Pe~ormances ofModels 1 and 2
The method outlined in Section I1 of the paper is devised to perform topology error identification assuming that the suspect substations are modeled at the bus section level. However, this detailed representation is invoked only after an anomaly is detected at the conventional bus-branch representation level. By doing so, no extra variables are permanently included in the systemwide state estimation model, which is used most of the time. In addition, bad data localization is fully exploited, so that only a reduced subnetwork has to be represented at the more detailed bus section level, in case bad data processing is required [ 
Another peculiar feature of Model 1 is the use of a priori state variable information, which avoids definition of multiple reference angles when islanding occurs during topology error processing.
As an appraisal of the Model 1 's performance, the results presented in Section IV c o n f i i that the a posteriori probability values provided by the Bayes' theorem approach are very effective in pointing out the right combination of switching branch status. The good performance of the method based on the DC network model, as discussed above, has encouraged its extension to non-linear network models, which is currently being pursued by the authors. Table   2 . The normalized Lagrange multipliers are used to select the suspect switching branches shown in the third column of Table 2, as described in section 2 of the paper. The fourth column presents the alternative hypotheses for which the computed conditional probabilities, shown in the last column, are different fi-om zero. Note that, for all cases, the largest conditional probability is associated with the correct status combination. In the inclusion error cases, more than Table 2 .
C. Results for Model 2
Model 2 was also used to analyse the topological situations referred as Cases A and B, in each case for the three described errors. The formulation was able to detect Regarding Model 2 it should be referred in the first place that it adopts a non-linear model to represent the operation conditions of the network. Secondly, it provides a set of results for all state variables -voltage magnitudes, voltage phases and topological variables -considered more adequate given the complete set of available measurements. This means that, perhaps more than in the case of Model 1, the performance of Model 2 depends on the redundancy of the measurement vector, in general, and eventually around the physical location of the breaker under suspicion. Regarding the results in Table 3 it should be noticed that the number of iterations on the unique state estimation run that is required in each case increases when topological errors are considered. In both A and B cases, the Inclusion type errors are the most difficult to address. This is in line with the results in Table 2 considering Model 1. In this case, the Inclusion errors lead to several alternative connections having non zero conditional probabilities.
V. CONCLUSIONS
State estimation procedures became crucial applications both for composite generatiodtransmission systems and for distribution networks. Although the migration of existing EMS applications to the DMS environment is not straightforward, traditional modules assume that it is possible to determine beyond any doubt the network topology using information from switching devices and occasionally making corrections using heuristic rules. This is not always true and becomes more difficult to implement in distribution networks.
Having this in mind, the two research teams involved in this paper developed two different models to address the identification of topology errors. According to the tests that were performed and described, the two models provide interesting and remarkably in line results. These models enlarge the traditional understanding of Strict State Estimation making more evident the interface between topology identification and traditional state estimation and reducing the gap from purely academic formulations to real world applications.
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