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EINLEITUNG 
Sei G elne einfach zusammenhangende, halbeinfache algebraische Gruppe 
iiber einem Korper der Charakteristik p f 0. Es seien (w& die ~u~darne~t~~” 
gewichte des zugehijrigen Wurzelsystems R (relativ einer fest gewiihlten 
xmd es sei D, die Menge der xi riwi mit ri E und-1 <r&p-L 
Die irreduziblen Darstellungen von G werden bekan h durch die domi- 
nanten Gewichte von R klassifiziert. Wenn man diese rstellungen fur die 
dominanten Gewichte h in D, vollstandig-zum BeispieI ihren (formalen) 
Charakter xP(h)-kennt, so kennt man sie dank des Tensor~~~duktsatzes von 
Steinberg [IO] fur alle dominanten Gewichte. 
Nun kann man diese Darstellungen konstruieren, indem man 
Darstellungen der entsprechenden Gruppe in Charakteristik 
Charakter x(X) wohlbekannt ist -module p reduziert und di 
posititionsfaktoren betrachtet. Man hat eine Gleiehung der Form 
wobei tiber die dominanten Gewichte p summiert wird und d(h, p) die 
Tiielfachheit als Kompositionsfaktor der irreduziblen ~arsteli~~g zu p in 
module p reduzierten Darstellung zu h ist. Nun ist klar: Kennen wir die d(X 
fiir X E II, , so such die X&L) mit p E D, , dann alie X&L) naeh Ste 
Te~sor~~oduktsatz und daher die d(h, p) fiir alle X. Wir geben nun mit Fo 
eine Vorschrift an, die einen direkten ubergang von (*) fiir X E P), zu 
beliebige X gestattet. 
Wir erhalten daraus Aussagen iiber die Form der Dekomposition: Innerhaib 
eines gewissen ausgezeichneten Bereichs hangt ihre Form-etwa die relative 
kage der Hiichstgewichte und die Multiplizitaten der auftretenden einfachen 
Faktoren-fur p-regulares X = Ci (@I., + ri>wi mit 0 < ri < p und mi 
von den ri ab. Kennt man die Dekomposition fur em sol&es h, so fur all 
(in dem ausgezeichneten Bereich). 
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Formel (9) erlaubt noch andere Anwendungen: Es sei U die restringierte 
Einhiillende der P-Lie-Algebra von G. Jedem dominanten Gewicht X E D, ist 
ein “griii3ter U-Modul zum hiichsten Gewicht X” zugeordnet. Mit Hilfe von 
Formel (9) kijnnen wir einen expliziten Beweis eines Satzes von Verma iiber die 
Dekomposition dieser Moduln geben (Satz 6) und als Anwendung zeigen, da13 
die Vielfachheiten der Kompositionsfaktoren zumindest fiir groBe p (gr%er als 
die Coxeter-Zahl) auf oberen Abschliissen von Kammern konstant sind (Satz 8). 
1. ZUR AFFINEN WEYLGRUPPE 
Es sei R ein reduziertes Wurzelsystem in einem reellen Vektorraum V. Mit 
Q(R) bezeichnen wir die von R erzeugte Untergruppe von V und mit P(R) die 
Gruppe der Gewichte von R. Fiir jede Wurzelo1 sei OI* die duale Wurzel. 
Wir wollen im folgenden annehmen, daB R unzerlegbar ist; dadurch verein- 
fachen sich Argumente, und die Ergebnisse lassen sich in der Regel leicht auf den 
allgemeinen Fall iibertragen. 
Es sei eine Basis B von R fest gewahlt. Relativ dieser Basis sei dann R+ die 
Menge der positiven Wurzeln und P(R)+ die Halbgruppe der dominanten 
Gewichte, (q&s das System der Fundamentalgewichte und p = Cores w, die 
halbe Summe der positiven Wurzeln. Wir definieren auf V eine Ordnungs- 
relation <, und zwar sol1 h < p fiir h, p E V genau dann gelten, wenn es n, E N 
fiir 01 E B mit TV - h = Cole* n,ol gibt. 
Wir bezeichnen den Zusammenhangsindex von R mit f und die Coxeter-Zahl 
mit h; die griiBte kurze Wurzel von R heiBe a,,; es ist dann h - 1 = (p, CX,,“}. 
Fiir alle ti E R und n EZ setzen wir s,,, gleich der affinen Spiegelung mit 
s~,~(x) = x - ((x, ~1”) - n)ol fur alle x E V. Fur s~,~ schreiben wir kurz s, . Es 
sei W, fiir ein q E N die von allen s,,,, mit Y EZ erzeugte affine Spiegelungs- 
gruppe. Wir setzen W = W,; dies ist die Weylgruppe von R. Es sei ws das 
Element von W mit w$ = -B. 
Fur jede Untergruppe v’ von V sei T( V,) die Gruppe der Translationen von 
5’ urn Elemente aus v. Wir bezeichnen die von T@(R)) und W erzeugte affine 
Gruppe fur ein q E N mit wQ. Es ist nun W, (bzw. Gq) das semidirekte Produkt 
von W und T(qQ(R)) (bzw. T@‘(R))). 
Fur alle Abbildungen w von v in sich setzen wir 
w . x = w(x + p) - p fur alle x E V. 
Wenn wir im folgenden von der Operation eines W, (oder mq) auf V sprechen, 
von Stabilisatoren in W, oder unter W, konjugierten Elementen, so meinen wir 
stets diese, urn p verschobene Operation. Reden wir dagegen von W, so meinen 
wir die ursprtingliche Operation. 
Es zum Ende von Teil 1 sei q E N\O fest gewahh. Die Operation von 
auf 6’ definiert ein System von Kammern und Facetten. (Kammern sind bier 
immer offen.) Eine spezielle Kammer ist 
C, = (x E V / 0 < (x + p, cP) fiir alle a: E B, (x + p, ctov) < q). 
ere Facetten sind die Wande; das sind die Facetten, deren Trager eine 
bene (Mauer) ist. Die auftretenden Mauern sind von der Form 2ti,p2 
und a: f R, wobei wir allgemein definieren: 
Ha,, = (ix E v / (x + p, CP) = n> 
Hm AbschluD einer Kammer C sind genau dim(V) -C 1 W%nde enthaiten; sic 
heiBen die Wande von C, ihre Trager die Mauern von C. So sin 
die Mauern von Ca die H,,, mit a: E I3 und H,O,p . Gehort ein A E 1 
einer Kammer C, so wird Stab,* A, der Stabiiisator von X in 
S~iegel~~gen an den Mauern N von C mit h E H erzeugt. Ein Element aus V 
hei& q-regular, w-enn es in einer Kammer liegt. Der AbschluD einer Rammer ist 
em Fundamentalbereich fur IV, , Die Gruppe %V, fiihrt Facetten in Facetten, 
insbesondere Kammern in Kammern iiber. 
Wir setzen 
D, = (x E V ! 0 < (x + p, IX?} < q fiir aiie a: E B). 
ann ist D, ein Fundamentalbereich fur ~(~~(~~~~ aul3erdem ist Ld, eine 
Vereinigung von Facetten. Daher gibt es fur ahe ~9 E W genau em Element 
pw E P(R) mit 
w . c, + qpw c D, * 
~EAMMA 1. F& nlEe w E W ist pw die L3m.me &r w, mit a E B uad W->LX < 0. 
Beweis. Sei x E CQ; fiir alle CL E B gilt 
0 < (W(‘X f p) + qpw ) a”) = (x + p: w-la’) f g(p, ) a”) < 4~ 
Fiir wxa > 0 (bzw. a.& < 0) ist 0 < (x + p, W-%X*) < q (bzw. -q < (x + p, 
w-W) < Q), also (p, > a”) = 0 (bzw. (p,, &‘) = 1). 
tag. 
BEISPIEL. Es ist pr = 0 und pll;, = p; fur alle a E B ist psa = W, . 
Wir setzen W1 = (w E W 1 w . C, + ppw = C,). 
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Beweis. (a) Es ist w . (wl . C, + qpw,) + qpw = w . C, + qpw C D, , also 
(wwr) . C, + q(wpyl + pw) CD, . Aus der Eindeutigkeit von pw folgt die 
Behauptung. (b) gilt nach [3, Lemma 3(iii)]. 
LEMMA 3. Es gibt genau Card(W)/f Kammern C mit C C D, . Fiir jede dieser 
Kammern C ist die Abbildung 
UC: {w E w I w * c, + qppw = Cl - P(R)IQ(R) 
WHPW +c?w bzjektiv. 
Beweis. Sei C eine Kammer mit CC D, . Die Gruppe W, permutiert die 
Kammern einfach transitiv; es gibt daher genau ein w E W und TV EQ(R) mit 
w . C, + qp = C, und wegen CC D, mu0 p = pm sein. Offenbar ist nun 
{W’EWIW’.C~+qpw, = C} = wW1. Fur alle w1 E W1 gilt nach Lemma 2a: 
4~~1) =pww, + Q(R) = WP,, +P, + Q(R) = pw, + Q(R) = e,(w,). 
Es reicht also, zu zeigen, dal3 ucp bijektiv ist. Sind nun wr , ws E WI mit ho, = 
am,, so folgt, wieder mit Lemma 2a fur w’ = wrw;l 
Pwg = PWl = Pw'wz = w'pw2 +P,' = pw, +~,'mod Q(R), 
also pw’ E Q(R). Andererseits ist w’ E w1 und W, einfach transitiv auf den 
Kammern, mithin w’ = wrw;’ = 1. Daher ist uc injektiv. 
Wie wir oben sahen, haben alle uo dasselbe ‘Bild; fur C = s, . C, + qps, 
mit 01 E B ist U&S,) = pS, + Q(R) = w, + Q(R). Wegen P(R)/Q(R) = 
ha + Q(R) I 01 E Bl ist uc, such surjektiv, mithin sind alle uo bijektiv. Ins- 
besondere bestehen alle {w E W 1 w . C, + qpw = C} aus genau f Elementen. 
Daraus folgt die erste Behauptung des Lemmas. 
BEISPIEL. Eine spezielle in D, enthaltene Kammer nennen wir Cln, wir 
setzen namlich C’, = ws . 
und die H,,, 
C, + pp. Die Mauern von C’, sind dann H,0,a(n-2) - 
mit a~ B. 1st X E C4, so wird Stab, X daher von s, *(h-s) tir 
, mlt ol:B und </l+ilu>zq (h + p, q,“) = q(h - 2) und von den s, q . li 
erzeugt. 
In [6, Seite 1331 wurde zu jeder Kammer C der obere AbschluD von C 
defmiert: 1st h E C, so gehiirt h genau dann zum oberen AbschluB von C, wenn 
fur alle a E R+, Y E Z und x E C gilt: Aus (X + p, a*> = rq folgt (x + p, 01~) < rq. 
Offensichtlich ist 0, die Vereinigung der wxc, mit w E W, wahrend D, 
die Vereinigung der oberen Abschliisse dieser Kammern ist. Genauer gilt 
LEMMA 4. Sei X E P(R) n c’,. Fiir alle p E D, n wc . X gibt es ein w E W mit 
~==.~++Pw, sodaJ p im oberen AbschluJ von w . C, + qpw liegt. 
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eweis. Der Stabiiisator von C, in @Q besteht aus den Abbiidungen 
x ++ zu e x f qptG mit w E WI. Weil W, die Kammern einfach transitiv per- 
mutiert, bidden diese Abbildungen ein Reprasentantensystem fur B@J WG o 
Daher ist @, . X die Vereinigung der WQ . (w . h +- qpJ mit w E WI. Zu dem 
p im Lemma gibt es also ein w1 E W1 mit p E W, S (wl . X + qpwl). Zum anderen 
gibt es nach der Vorbemerkung ein w f W mit ptO E Q(R), soda63 p zum oheren 
AbschluO van w . C, + qpw gehort. Dann liegen p und w . (w, e h f quip,) + qpw = 
(~4 - A + qpwwl (nach L emma 2a) beide im AbschluR dieser ammer und 
sind unter W, konjugiert, also gleich. Wegen wr E Wi ist aufierdem w 6 C, + 
!TPw = Cwwd * c, + qPpwt”, * Daher erfiillt IYJ’W~ die Behauptung des Lemmas. 
Bemevkung. Wegen D, n P(R) = 0, n P(R)+ gift fur em h wie im Lemma 
D,n~~‘X=(W.X+qpw/WEWjnP( 
BEISPIEIa (a) Fiir X = -p ist w m h + qpw = qplu - p ~.ur daru~ dominx&, 
wenn pu = p, also w-IB C -Rf ist, mithin fiir w = wO und w . h + qpv; = 
(4 - lb* 
(b) 1st allgemeiner im Lemma X + p E qP(R), so ist -p E GVq g A. Bsr c”rln 
w, E W1 mit w, . h + qpwl E W, . (-p), so mu8 wr O h + qplc 1 = -p sein. Ftiir 
alle w E W ist dann 
Daher ist w S X + qppw nur fiir w = wowI dominant und dann gleich (q - ljp. 
LEMMA 5. Es seien q und f teilerf~emd. Dann gilt 
(a) P’iir a& h E P(R) und w E J&‘q mit w . h - X E Q(R) ist w E WQ m 
(b) Fiir &le X E P(R) ist Stabpa X = Stabwq h. 
Beweis. Esgibtw,EWundtr.EP(R)mitw.x=.w,.~+fQFLfiiraIlexE~~ 
Nun ist w D X--h = w,.X-A+qpEQ(R), also qpeQ(R). Weil q undp 
teilerfremd sind, folgt p e:(R), also zu E WQ . 
(b) folgt offensichtlich aus (a). 
LEMMA 6. Die Projektion l@* -+ W Gags der semidirekten ZAegung fiQ = 
W x T@‘(R)) induxiert fiir alle h E P(R) ~somoy~hisme~ 
StabeQhX -+ (w E W 1 w . h - h E qP(R)), und 
Stabw,X -+ (w E W [ w a h - h E qQ(W)). 
Dies ist ofIensichtlich. 
Fiir de X f P(R) setzen wir WA,, = (20 E W j w e A - X E qQ( 
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BEISPIEL. (a) Nach Lemma 6 und dem Beispiel zu Lemma 3 wird WA,, fur 
X E c’, n P(R) von x~, fur (A + p, c+,~) = q(h - 2) und den s, mit a: E B und 
(A + p, a”> = q erzeugt. 
(b) Fur alle X mit h + p E qP(R) ist W,,,, = W. Insbesondere gibt es 
fur alle w E W ein w’ E W, mit w’ . (A + x) = X + w(X) fur alle x E v. 
Die Gruppe W operiert such auf P(R)/qP(R); fur alle X E P(R) setzen wir 
a n,n = Card( W. (h + c@‘(R)). 
Weil P(R) n D, unter p H p + $(A) bijektiv auf P(A)/@(R) abgebildet wird, 
gilt offensichtlich: a,,, = Card(D, n mu . A). 
LEMMA 7. Es seien q und f teilerfremd. Dunn gilt fiir alle X E P(R) 
a ,%,a = w : WA,*>* 
Beweis. Offensichtlich ist ah,a g leich dem Index des Stabilisators von 
X + qP(R) in W,, , also ist 
a,,,,=(W:{wEW\w.h-hhqP(R))). 
Nach Lemma 6 und Lemma 5b ist dieser Stabilisator gleich W,,, . 
2. EINE WICHTIGE FORMEL 
Wir betrachten die Gruppenringe Z[P(R)] und Z[W]. Wahrend wir die 
kanonische Basis von Z[P(R)] mit (e(A)),,ptR) bezeichnen, schreiben wir die 
Elemente aus Z[W] in der Form C wcw a,w mit a, E Z. Der Gruppenring Z[m 
operiert auf Z[P(R)] durch (Cw,w a,w) e(X) = CweW a,e(wX) fiir alle h E P(R), 
a, EZ. Wenn Verwechselungen ausgeschlossen sind, schreiben wir T(A) statt 
Te(h) fur T EZ[W’I und h E P(R); dies geschieht insbesondere fur 5’ = CwEW w 
und A = CWsW det(w)w. Den Ring der W-Invarianten in Z[P(R)] bezeichnen 
wir mit Z[P(R)]W, Fur alle w E W und X E P(R) gilt S(wh) = S(h) = w&‘(h) und 
A(wX) = det(w) A(X) = WA(X). 
LEMMA 8. Fiir alle he P(R), alle C,n,e(p) EZ[P(R)]@’ und alle TEZ[W~ 
gilt 
TN c se(~) = c GV + P>- 
u u 
Beweis. Mit T = ztuev, a,w gilt 
was 5x1 zeigen war. 
Nach der Charakterformel von Hermann Weyl ist A(h) fiir alle X E P(R) in 
[P(R)] durch A(p) teilbar; wir setzen 
ch(X) = A(h)/&) und x(hj = ch(X + ,o> = A(A f p)/‘A(p). 
Bffensichtlich gilt ch(h), x(h) E Z[P(R#+’ sowie 
ch(wA) = det(w) ch(h) und x(w . A) = det(wf #j 
fiir alle w E W und A E P(R). 
AUS Lemma 8 folgt fiir alle h E P(R) und alle C, n,e(p) E 
W) C n,e(p) = c n, ch(X + ~1, 
II u. 
iese Formel geht auf Brauer (s. [ 1 J) zuriick. 
Es ist x(Q) = e(Q) = 1; aus (1) folgt daher fiir X = 0 und alle p E P( 
S&u) = 1 xkwL)* 
ZOEW 
Ftir aile Elemente C, q, e(p) EZ[P(R)] setzen wir 
~~e~s~cbt~ich ist b ein Homomorphismus von 
schreiben wir kurz D(h). Nun behaupten wir 
D(X) = 8 o ch(X) = 0, ftir alle x E P(R). (3) 
Nach den Bemerkungen oben kijnnen wir uns auf h E P(R)+ beschriinken, WCS vrir 
genauer zeigen: 
D(X) = 0 Q h - p $ P(R)+ -c+ ch(X) = 0, fiir alie A E P(R)“. (3’) 
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In der Tat, ist X - p $ P(R)+, so gibt es ein 01 E B mit 0 > (h - p, c~> = 
{h, a”) - 1 3 -1, also mit (h, &> = 0, mithin s,X = X und ch(X) = -ch(s,h) = 
-ch(X), folglich mit ch(h) = 0 und D(X) = 0. 1st dagegen h - p E P(R)+, so ist 
D(X) die Dimension der irreduziblen Darstellung einer einfachen komplexen 
Lie-Algebra mit Wurzelsystem R zum hiichsten Gewicht h - p, also D(X) f 0 
und ch(X) # 0. 
Fiir alle w E W setzen wir Q, = w-lfw (vgl. Lemma 1); es ist also insbesondere 
<I = 0 und Q+ = -p. Aus Lemma 2b folgt 
- %J@W + EW = w-*p, fur alle w E W. (4) 
Nun hat Hulsurkar [3] gezeigt, da8 die W x W-Matrix 
bei geeigneter Anordnung von W obere Diagonalgestalt hat. Dies trifft nach den 
ijberlegungen oben such auf die Matrix (det(w) ch( -EZOO,,, + E,))(,,,~)~~~~ zu. 
Deren Diagonalelemente sind 
det(w) ch( -EWOW + Q,) = det(w) ch(w-l(p)) = ch(p) = 1, 
wie aus (4) folgt. Daher kiinnen wir die Matrix in ZIP(R)IW invertieren; seien 
also Y~,,~’ EZ[P(R)]~ mit 
1 det(w) ch(--Ewow~ + 4 yw.wv = k,,- 
WEW 
(5) 
wobei 6 das Kroneckersymbol ist. 
BEISPIELE. (1) Fur alle w E W ist det(w) ch( --EWOWO + cW) = ch(p,) = S,,,0 . 
Daraus folgt Y~,,~ = S,O,, fur alle w E W. 
(2) Mit Hilfe von Lemma 2a zeigt man leicht, daB yl(jwl,wtwl = ~~,~t fiir 
alle w, wr 6 W, wr E W1 gilt. 
Sei wr E W fur das folgende fest gewahlt. Wir setzen plW = pWw, - wpWl und 
Ef 
. I 
w = w-lpfW = wlcWW, - pW, sowie yW,W, = Y~~,,~‘~, fi.ir alle w, w’ E W. Dann ist 
det(w) ch(--E&,OOWf + c’~> = det(w) ch(-wl~w,w~w, + wl~~,) 
= det(wwJ ch(--EWOW~WI + G,J. 
Daher folgt aus (5) 
C det(w) ch(-&,+,f + E’~) &,* = S,,,,v . 
WEW 
(5’) 
Wir setzen nun ylw = ‘JQEW det(w’)rk,,,, e(&) EZ[P(R)]. 
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SAT2 I. Die (y’W)wEW bilen eine Basis von Z[P( 
A E P(R) ist 
e(X) = c ch(h - E&w) ylu .
WtZW 
(4) 
Beetieis, Sei Q(Z[P(R)]) der Quotientenkorper van [P(R)]. Wir zeigen 
zunsichst: Gibt es c, EQ(Z(P(R)])~ mit xWEIY c,y’, = oder = e(X) fiir ein 
h E P(R), SO ist c, = 0 bzw. c, = ch(h - E ~,,). Aus dem ersten Fall folgt dann: 
da8 die Y’~ iiber Q(Z[P(R)#+’ 1 inear unabhtigig sind; da ihre Anzahl Card(W) 
Grad derKiirpererweiterung[Q(Z[P(R)]): Q(~[~(~)]~w] ist,biiden die 
asis des Erweiterungskijrpers iiber dem Grundkorper und fur alle 
X E P(R) gibt es c, wie im zweiten Fall angenommen. Aus die 
dann (6) und Satz I, weil die e(h) eine Basis iiberZ bilden. Sei also 
oder = e(X). Multiplizieren wir mit e(--EiCOW. ) fiir ein beliebiges ZO” E W und 
setzen wir fur y’2O die Definition ein, so folgt 
Auf beide Seiten wenden wir xwEW det(zu)w an 
2 c, det(w’) r6,,,,A-&,J~ + &) = 0, oder =A@ - &,,-). 
.WEW ’EW 
Teilen wir durch A(p) und benutzen (S), so ergibt sich 
C C c,, det(w’) yk~,~ c~(-E&~~,J + ~6,) = 0, 
tc’;EW 1o’tW 
und 
c c,~,-J~,, = 0, oder ==ch(X - &,a,,), also c,rl = 0; oder =ch(X - c&,,,); 
Z’E w 
vms zu zeigen war. 
Be~eyk~~ge~~. (I) Dal3 Z[P(R)] frei iiber Z[P(R)]” ist, wurde zuerst von 
Pittie [9] gezeigt. DaR die ylW (w E W) eine Basis bilden, folgt such aus [13]. 
(2.) Von Verma (siehe [ll, Footnote 21) stammt die Idee, die Matrix. 
(det(w) ch( -c+ + Ed)) und ihre Inverse zu betrachten. Er gibt eine Formel an, 
die zu (6) fur q = 1 analog ist und wie (6) bewiesen werden kann, indem man, 
(yW,~,) nicbt wie hier als rechts sondern als linksinverse Matrix a&a&. Vermas, 
Forme! gab mir den Anstof3, eine Formel wie (6) zu suchen. 
Fur alle ganzen Zahlen q EZ gibt es einen (exponentiell geschriebenen) 
Endomorphismus Fr(q) von Z[P(R)] mit e(A)Fr(*) = e(qA). Fur alle h E P(R) und 
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T EZ[W] gilt offenbar T(h) sr(a) = T(qh). Wenden wir dies auf T = A an, so 
folgt fur alle X E P(R) und q f 0 
W) m‘(4) = A(0 = 4Fv A(P) ch(q4 A(e) A(p)A( WIP) (7) 
Mit Hilfe der Definition von x(h) zeigt man nun 
xw + (4 - 1>4 = x(4Fr(q)x((Q - lb) fur alle h E P(R). (7’) 
Dies ist ein Spezialfall der allgemeineren Formel (9) unten. 
BEISPIEL. Fur q = -1 schreiben wir x statt xFr(-l) fur x GZ[P(R)]. Wegen -- 
ch(--p) = ch(w,p) = det(w,) ist ch(h) = det(w,) ch(--X) = ch(--w,X). (Dies 
folgt natiirlich such aus der Darstellungstheorie der halbeinfachen komplexen 
Lie-Algebren.) Wendet man Fr(-1) auf (5) an, so folgt nun 
YUGW = det(ww’) ~~~~~~~~~ fur alle w, w’ E W. 
SATZ 2. Fiir alle A, p E P(R), alle T E Z[Wj, w1 E W und q E Z gilt 
T($ + 4~ + P> +4PwJ 
= w,;e, (XV + ~lkwow, - G,J) w.dFr(*) Wwlw’) T(wd~ + P f QQ,,). 
Beweis. Wir definieren E’~, y;, w , relativ wr wie vor Satz 1. Dann folgt durch 
Anwenden von Fr(q) aus diesem Satz 
e(qA) = c (ch(h - &,) det(w’) yL,,JFr(q) e&h,). 
W,W’EW 
Wir schreiben kurz y’ = W,(E;L + p) + qp,,,,; multiplizieren wir nun mit e($) 
und wenden T an, so folgt 
T(qh + p’) = c (ch(X - &+,) det(w’) Y:~J,~)~~(~) T(q& + ,u’). 
W,W’EW 
Ersetzen wir nun w, w’ durch ww;‘, w’w;l, so wird T(qA + EL’) gleich 
Nun ist y~,wy~,lUIO;~ = yw’,w und -p - &,,,;I = -p + pm - W1%p = 
Wl(% w 0 I 
- c,,,) nach D e ni ion und nach Lemma 2b. Daher fo&t fi t 
T(qA +p’) = ~ ;sti (x(h +wl(~WOW1 - ~MOW))YWI,W)F*(P)det(w’wl)T(~’ + FL,~;~). ., ’ 
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~chlie~lich ist 
Durch Einsetzen erhalten wir nun die Behauptung, 
‘Dies ist nun klar. 
ur q = -1 kiinnen wir (fur alle A, p E P( vo~~~~a~~enF.. 
cl+ - A) = c ch(X - e,,) det(w’a,) yzv~,w ch(p - c,,,), 
W,W’EW 
Man kann diese Formel jedoch schneller erhalten, indem man (6) ftir p und 
wr = I ausspricht, mit e( --A) multipliziert, A anwendet, dumb A(p) teilt und 
das Beispiel vor Satz 2 beriicksichtigt. 
3. MODULN FtiR DIE GRU?PE 
Sei G eine balbeinfache, einfach zusammenhangende algebraische Gruppe mit 
Wurzelsystem R iiber einem algebraisch abgeschlossenem Kijrper der Gharak- 
teristik p f 0. Unter G-Moduln verstehen wir stets rationale, endtich dimen- 
sionale G-Moduln. 
Fur jeden G-Modul M und jedes X E P(R) bezeichne MA den Gewichtsraum 
van M zum Gewicht h. Wir nennen 
ch M = c (dim MA) e(X) 
n 
den (formalen) Charakter von M. 
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Fur alle X E P(R)+ sei L(X) der einfache G-Modul zum hijchsten Gewicht h; 
es ist chL(h) nur von p abhangig, und wir setzen x9(h) = chL(h). Die x,(X) mit 
X E P(R)+ bilden eine Basis von ZIP(R)IW. Urn spater Fallunterscheidungen zu 
vermeiden, setzen wir xs(h) = 0 fur h + p E P(R)+, h $ P(R)+. 
1st M ein G-Modul und X E P(R)+, so bezeichnen wir mit mtp,(l(h), M) die 
Vielfachheit von L(h) als irreduzibler Faktor in einer Jordan-Holder-Kerre von 
M. Diese Zahlen sind eindeutig durch 
ch M = c m%(W), M) xd9 (10) 
&P(R)+ 
festgelegt. 
Fur alle X E P(R)+ sei V(h) ein G-Modul, den man durch Reduktion modulo p 
aus einer Z-Form einer irreduziblen Darstellung zum hiichsten Gewicht X 
einer einfachen komplexen Lie-Algebra mit Wurzelsystem R erhalt. Es ist 
ch V(X) = x(h), und dies ist die einzige Eigenschaft von Y(h), die wir benutzen 
werden. Fur alle h E P(R) mit h + p E P(R)+ und X $ P(R)+ setzen wir V(h) = 0; 
such dann gilt ch I’(X) = x(h). 
Wir schreiben im folgenden kurz Fr statt Fr(p) und iibernehmen Bezeich- 
nungen wie D, und C, von Teil 1. 
Aus dem Tensorproduktsatz von Steinberg folgt fur alle X, p E P(R)+ mit 
PEDll 
XP(Ph + FL) = XzlNF’XP(P) (11) 
Fur alle w E W und 5 E P(R) setzen wir w * 5 = w([ - eWO + q,&. (Dies 
definiert im allgemeinen keine Operation von W auf P(R).) 
SATZ 3. Sei p E P(R) CT Fp . Dam gibt es fiir alle Gewichte <k P(R) und 
7 E P(R)+ n D, eine game Zahl c,(t) (gleich 0 fi% fast alle [), sodaJ fCr alle 
h E P(R) und w1 E W gilt 
x(Ph + Wl *P +PfwJ = c c xv + w1* O"'c&) xn,(rl). (12) 
~WR)+nD, laP(R) 
Beweis. Fur alle w E W, 7 E P(R)+ n D, , v E P(R)+ setzen wir d(w, v, 7) = 
mtp&(Pv + 4, VW . P + Pfd>; es gilt also 
x@ l P + PP~> = C C d(w, ~9 4 x&)~I‘ xz4~)- 
n Y 
Nach (9) ist x(pX + wr . p + ppw,) nun gleich 
Wir definieren nun n ,,,(E) fiir w E W, E E f’(R) und 17 E P(R)+ n D, durch 
C C d(w’, V, 4 Y~~,~x&) = C nw.n(5> 43 E WWIW~ 
Y W’EW e 
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Kacb (I) ist nun 
Wegen B~,~([) = PZ~,,(W& fur alle 5 kiinnen wir hier h f ZO~(E,~~~ - e,,,) $ t 
durch A + wl(~WOMz - cGeW + 5) = h + wl * (l - etDOW + c,,> ersetzen. Fiir alle 
[ E P(R) und 7j e P(R)+ n D, setzen wir nun 
Dann folgt die Behauptung. 
Bemerkungen. (1) Die 5 E P(R), fur die em c,(c) f 0 sein kann, bidden 
unabhangig von p und p eine endliche Menge. Da dies offensichtlich fur die 
G-up< - cZCO gilt, miissen wir es nur fiir die 5: E P(R) mit n,,,(t) # 0 zeigen. 
auftretenden [ sind aber Summen von Gewichten von einem yW’,W (davon gibt es 
offenbar nur endlich viele) und von einem x9(v). Wir miissen also beweisen, daR 
es nur endlich viele Y E P(R)+ gibt, sodaB ein E(+ T 7) mit 77 E P(R)+ n ~9~~ 
Kompositionsfaktor eines V(w . p + ppJ mit w E W ist. Wegen a0 E P(R)l und 
w B p + pppw E 0, gilt aber fur solche v 
also (v, CY*“) < (p, a$). Diese Ungleichung erfiilien aber nur endlich viele 
dominante Gewichte. 
Wir wollen im folgenden die Menge der 1;, fur die ~~(5) f
bezeichnen. 
(2) Haiten wir p in Satz 3 fest und lassen h E P(R)+ durch den 
laufen, wo X $ w, * 5 fiir alle 5 E P und wr E W zu P(R)+ IT 1, gehiirt. (Fur 
kleine p kann dieser Bereich natiirlich leer sein; weiter unten beschreiben wir ihn 
in einem Beispiel.) Zumindest, wenn p und f teilerfremd sind, weif3 man nun 
XV + w1 e 5) = xD(h $ w1 * lJ fur alle 5 E 2 und w1 E PI? Dann ist also 
c,(%) = mtp&(p(h + Wl * <> -f- $4 qph + WI * p t- ppwl)). 
Wir veranschaulichen uns die Zerlegung eines V(h) mit h E P(R)+ durch die 
Teilmenge von P(R) x N, die aus den Paaren (v, mtp,(L(v), V(A)) mit 1: E P( 
und (v, 0) mit v E P(R)\P(R)+ besteht. Nennen wir diesen Graphen den Zer- 
legungsgraphen von A. 
Sind nun A, h’ dominante Gewichte, fiir die alie X -+ w * <, A’ + w * 5 mit 
w E IV, [ E P zu P(R)+ n q gehijren, so gilt fiir alie ujr , w2 E -W (und p {f) 
(a) Man erhalt den Zerlegungsgraphen von ph’ + wI e p + ppmI aus dem 
von pX + w1 e ,U + p~,~ durch Translation urn ($(A’ - A), 0). 
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(b) Man erhalt den Zerlegungsgraphen von pX + ws . p + pp,, aus dem 
vonph + wl l P + PP,~, indem man jeweils den Durchschnitt des Graphen mit 
einer Menge der Form (p(h + wr c c) + I&) x N urn (p(w, * [ - w, * Q 0) 
verschiebt. 
1st f durch p nicht teilbar (oder R vom Typ A,), so folgt aus den Ergebnissen 
von Kac und Weisfeiler [8] (bzw. von Carter und Lusztig [2]): Fur alle 
v, , va E P(R)+ mit mtp,(l(v,), V(Q)) # 0 ist vr E ?V, . v, . Fur p wie in Satz 3 
gibt es dann nattirliche Zahlen d(w, v, w’) fur v E P(R)+, w’ E W mit 
x(w*E”+PpPw) = c c 4 w, v, w’) X&)F’ XB(W’ * p + PPW,). (13) 
W’EW EP(R)+ 
(Dabei kann natiirlich wr . p + pp,* = w” . p + pp,e fur w’ # ws auftreten und 
w’ . p + pp,, 6 P(R)+ ist miiglich.) Fiir alle v E P(R)+ n E gilt X(V) = x9(v); 
dies haben wir eben in der Bemerkung 2 schon benutzt. 
Es ist P(R) n C, # @ zu p > h aquivalent, und p = h kann nur fiir R Yom 
Typ A, und p = n + 1 = f auftreten. Sei nun p > h und p f P(R) n C, . 
bann ist p kein Teiler von f, die Abbildung w ++ w . p f pp, ist injektiv und ihr 
Bild ist in P(R)+ enthalten. Wir haben eine Zerlegung in der Form (13), und 
zwar ist d(w, v, w’) eindeutig als mtp,(l(pv + w’ . (1 f ppw,), V(w . p + ppw)) 
bestimmt. Nach [6, Theorem l] sind diese d(w, v, w’) unabhangig von p. Mit 
den Rechnungen des Beweises von Satz 3 kiinnen wir daher zeigen: 
SATZ 3’. Sei p > h. Dann gibt es ganze Zahlen c,(t) fiir 5 E P und w E W, 
soda&’ ft2’r ale w1 E W und alle h, p E P(R)+ mit p E C, gilt 
x(PX + Wl ’ I”. + PPW,) = c 1 x(X + w1* 5)FrG&) xzdw l P -I- PPw>- W’> 
5EP wew 
Be-merkung. Fiihrt man diese Rechnungen durch, so erhnlt man mit den 
Notationen von (13) 
zp c&J = C 2 d(w’, v, w) Ww,,~) dim-%). 
vaP(R)+ w’,w”EW 
(14) 
Wir beweisen noch zwei einfache Eigenschaften der Zahlen c,(c). 
SATZ 4. Seip > h; die c,(l) seien wie in Satx 3’. Danngilt 
(a) cw(w’ * 5) = c,,(l) fiiy alle 5 E P, w 6 W, w’ E: w1. 
(b) 1st c,(C) # 0, so ist 5 + pw eQ(R). 
Beweis. Seien w E W, w’ e w1, p E P(R)+ n C,; wahlen wir )r E P(R)+ mit 
X + 5, h + w’ * 1 E P(R)+ fiir alle < E P. Wir kijnnen x(pX + w’ . p + ppw,) 
auf zwei verschiedene Weisen durch (12’) ausdriicken: einmal, indem wir 
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w1 = xi setzen, und einmal, indem wir (12’) auf zu’ S p $ pp,, ansteile van ,p 
anwenden. Dam folgt 
Nun sind die x(A)~~x~(v) mit A, v E P(R)-+, Y E 0, linear unabhgngig iiber 
vergleichen wir nun entsprechende Koeffizienten, so erhaltcn wir c,(YJ -- 
c,,,J-I(W’ x Q, mithin (a). 
Alle Gewichte von V(ph + ~1 gehijren zu ph + ,P L Q(R). Da wir weiter 
annehmen, da8 alle h + 5 mit 5 E P dominant sind, miissen a& p(A + <) -:- 
we/J- TBPlC EPA + P t-Q(R) sein, fur die c,(j) f 0 ist, weil sonst in. (12’) 
rechts Gewichte nicht aus pX + p + Q(R) auftrHten. Die genannte 
megen zz S P - P E .Q2(@ fm PC!: + pu,) E Q(R) 5quivaIent; aus p {ffolgt dann (bl. 
)+nCDundp>h. FiirhEP(R)+rnithL~*5~~Pj~~‘n~~ 
fur alie 5 E P, w E W kann man aus (12’) die Rompositionsfaktoren van 
V(ph - zcI e p + ppwl) ftir alle 7.+ E IV ablesen; es ist 
Die hier erlaubten Hochstgewichte Y = pX + wr c p + ppUl sind die 
p-regularen Gewichte, die in C,z liegen und “weit genug” van den Wanden von 
6,~ entfernt sind. Wir sehen, daR fur s&he Gewichte die Dekomposition van 
X(V) nur davon abhangt, in welche in -I), enthaltene Kammer (bier: wr . C,, + pp,,) 
fiir IV3 man Y durch Translation mit einem Element aus pP(R) bringen karxx 
Die Anzahi der verschiedenen Dekompositionsfaktoren und &se ~~~~t~~l~~~t~ten 
sind sogar unabhangig davon. Wir nennen (15) das generische Dekompositions- 
verhalten. 
Beispiel. Sei W vom Rang 2, sei B = (LX, /3>, wobei die Mnge van [y. grijl3er 
oder gleich der LHnge von /3 ist. 1st h = Y,W, + ra~a 1 so ist h + ZD x 1 E P(R)+ 
ftir alle ,u: E IV, 5 E P genau dann, wenn 
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Damit dann alle h + w * 5 E CP sind, muf3 fiir den Typ A,: X E c,, fiir die 
Typen B, und G,: h E C, sein. (Fiir ein festes w lassen sich diese Bedingungen 
inder Regel abschwachen.) 
In diesen Fallen konnen wir das generische Dekompositionsverhalten durch 
Diagramme veranschaulichen: Wir zeichnen das Gitter der Spiegelungs- 
hyperebenen fur W, und erhalten so die Kammern relativ W, . Eine Kammer 
wird mit @ gekennzeichnet; sie heiBe C und es sei v E P(R)+ n C. Nehmen wir 
an, x(4 = CWV~ n,xs(w . V) sei das generische Dekompositionsverhalten. Dann 
tragen wir fur alle w E W, ein n, x in die Kammer w . C ein; dabei lassen wir 
0 x fort und schreiben x statt 1 X. Fur andere Gewichte mit generischem 
Dekompositionsverhalten erhalten wir das zugehijrige Diagramm aus dem 
fur v durch geeignete Translationen ahnlich denen am Ende von Bemerkung 2 zu 
Satz 3. Fur R vom Typ B, geben wir hier ein Diagramm als Beispiel an; dabei 
sind 01, /3 wie im Beispiel oben. 
Ein generisches Dekompositionsverhalten im Fall B, . 
Sind C, C’ zwei Kammern fur W, und ist s,,,~ mit CI E - und YE 
eine Spiegelung aus W, mit sU,rD . C = C’, so setzen w-k C’ f C, wenn 
(x + p, a!“> > rp fur alle x E C gilt. Ebenfails mit f bezeichnen wir die hiervon 
erzeugte Ordnungsrelation auf der Menge aller Kammern fiir FV, . Wir k&men 
das generische Dekompositionsverhalten such beschreiben, indem wir fur alle 
5 E P das Ordnungsdiagramm der in D, enthaltenen Rammern betrachten und 
dabei jeder Kammer w . C, + pp, mit w E ZjtT und pzu E -5 + Q(R) (vgl. 
Lemma 3) die Zahl cJ<) zuordnen. Die hierbei mijglichen Diagramme sind 
unten fur die Typen A, , A,, A,, B, und G, angegeben; dabei sind Xuilen 
fortgelassen, und in Klammern steht, fur wieviel verschiedene 5 man dieses 
Diagramm erhalt. (Diese Zahl ist nach Satz 4a immer durchfteilbar.) 
Al 11 Ar Al 
(29 (29 (2) (29 
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(2) (I) 
ii I 
( I) 14) 
Diese Diagramme sind (fur p > h) wie such das generische Dekompositions- 
verhalten unabhangig von p. In der Tat sind fur die betrachteten Typen (Rang 
2, As) schon die d(w, v, w’) in (13) nicht von p abhangig. Verma hat vermutet, 
dal3 dies immer so ist (Conjecture k’ in [l 11; fur kleine p mu13 es jedoch Aus- 
nahmen geben, siehe die abschliel3ende Bemerkung in [7]). 
Gehijren in (12’) nicht mehr alle X + w1 * < mit c~([) + 0 zu P(R)+ n G , 
aber noch zu W . G , so kann man an (12’) doch noch direkt die Dekomposition 
von V(pX + w1 . p + ppwl) ablesen. Dazu wahlt man fur alle 5 E P ein w1 E W 
mit wI . (h + wr + 5) E C, . Nun wird (12’) zu 
X(Ph + Wl * P + PPW,) 
= C C det(w,) x&+ . (A + w1 * 0)“’ Gm x,(w * P + PPW). (12”) 
5 wsw 
Fiir wg . (A + w1 * b) $ P(R)+ ist xp(wc . (h + w1 * 5)) = 0, sonst ist 
x&J< l (A + w1* mFrX,@ * P + PPW) = XP(P(W, * (A + w1* 0) + w - p + p&J. 
Also gibt (12”) unmittelbar die Kompositionsfaktoren an. Wir nennen (12”) 
ein ausgeartetes Dekompositionsverhalten. Ein Spezialfall von (12”) ist in der 
Regel fur h = 0 gegeben, und man erhalt dann (13) als ein besonderes aus- 
geartetes Dekompositionsverhalten. 
Setzen wir N,(R) = CWEW C 5EP c,(l) fiir p > h. Wenn Vermas Conjecture V 
gilt, ist N,(R) unabhangig von p, also eine Invariante des Wurzelsystems. Fur 
generisches Dekompositionsverhalten ist N,(R) die Anzahl der Kompositions- 
faktoren mit ihren Vielfachheiten. (Eine andere Interpretation von N,(A) geben 
wir in Teil 4). Bei den Beispieien oben ist Np(A1) = 2, N&l,) = 9, 
N,(A,) = 104, N&3,) = 20 und N,(G,) = 119. 
Wenn ein p-regullres Gewicht v = ph + t~’ (X E P(R)+, p’ = w1 . p f ppwl , 
w1 E W, TV f P(R)+ n C,) geniigend weit im Innern einer Kammer fur W,Z liegt, 
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so gibt es eine Kammer C fur W, , sod& alle h + wI * c E C (5 E P) sind. Danri 
gibt es Wi E W, ai E N, hi EQ(R) mit 
x(h + w1 * 5) = C w&i . (A + w1 * i) i- f&j) 
i 
fur alle 5 E P, also 
XiPh f $1 = T ai c c Go(l) xTz(p(p& -+wi * (A f- WI * {)) + w * p + pp*")" c WPW 
Nun ist 
eder i-Summand sieht so aus, wie das generische ~ekompos~t~ons~erh~~te~ fur
as Dekompositionsverhalten von X(V) = x(ph + ) erhahen wir also aus dem 
von x(h) so: Geht das hochste Gewicht A’ eines ekom~os~t~onsfakto~s &A’ j 
von x(X) aus h durch A’ = w . h + ph, (w E IV, A, E Q(R)) hervor, so setzen wir 
Y’ = w 1 Y + p2h, (das heiBt, wir ersetzen die Abbildung x ct w n x + pX, aus 
FVD durch die entsprechende x it w . x + p2h, aus Wpz> und nehmen fur vi das 
generische Dekompositionsverhalten von x(v’) sooft, wie x,(X) in x(h) vorlkommt. 
Dann hat X(V) genau h selber das generische ~ekompos~tionsver~a~~e~ hat, wird 
diese Anzahl N,(R)2. 
Man kann nun iterieren und sieht, daB fur hinreichend allgemeine Eagen die 
r Dekompositionsfaktoren eine Potenz v N,(R) ist. (Fiir den Fall 
tenzen sei such auf die Ph. D Thesis vo . Winter [IZ] verwiesen.) 
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4. MODULN stir DIE LIE-ALGEBRA 
Es sei U die restringierte Einhiillende der p-Lie-Algebra von G. Unter 
U-Moduln wollen wir im folgenden stets endlich dimensionale U-Mod&r 
verstehen. Jeder G-Modul ist auf natiirliche Weise ein U-Modul. Dabei bleiben 
die L(X) mit h E P(R)+ n D, such als U-Moduln irreduzibel, und jeder einfache 
U-Modul ist ein solches L(h). 1st M ein G-Modul, dessen Gewichte zu pP(R) 
gehijren (das hei&, dal3 ch M zum Bild von Fr gehort), so operiert U auf M 
trivial, und M ist fur U isomorph zu L(0) dimM. Aus Steinbergs Tensorprodukt- 
satz folgt nun, daDL(PX + p) fur alle h, t.~ E P(R)+, TV E D, als Xl-Modul isomorph 
zu einer direkten Summe von dim L(h) Kopien von L(p) ist. 
Wir betrachten den Grothendieck-Ring der U-Moduln. Fiir jeden LI-Modul 
M bezeichnen wir mit [M] das entsprechende Element in diesem Ring; fur alle 
p E P(R)+ n D, setzen wir mtp&(p), M) gleich der Vielfachheit von L(p) in 
einer Kompositionsreihe von M. Dann gilt 
Es gibt einen Homomorphismus cp von Z[P(R)] w in diesen Grothendieck-Ring 
mit y(ch M) = [M] f iir alle G-Moduln M. Offensichtlich gilt 
dXFrXPw) =~(Xu4P)l F fur alle x EZ[P(IP)]~, p E P(R)+ n D, . 
Fur alle G-Moduln M und alle p E P(R)+ n D, folgt aus den Feststellungen 
oben 
mm@(p), M) = c dim&V mtp&W f P), M). 
h&=(R)+ 
Fur alle p E P(R)+ n D, bezeichnen wir mit Q, den projektiven, unzerleg- 
baren Il-Modul mit L(p) als einzigem einfachen Restklassenmodul (und einzigem 
einfachen Untermodul, vgl. [4, R.31). Es istQ(,-,),, =L((p - 1)~) = V((p - 1)~) 
der einzige projektive U-Modul, der such einfach ist; wir bezeichnen ihn mit St. 
Ftir alle projektiven U-Moduln M und alle p E P(R)+ n D, setzen wir 
mtpu(Q, , M) gleich der Vielfachheit von Qu in einer Zerlegung von M in eine 
direkte Summe unzerlegbarer, projektiver Moduln. (Im Fall Q, = St stimmt 
dies mit der friiheren Definition tiberein.) 
LEMMA 9. Sei M ein U-MO&Z. Dann gilt 
(a) M @ St ist ein projektiver U-Modd. 
(b) Fiir alle p E P(R)+ n D, ist 
mtpdQu , M 0 St) = mtw(St, M* 0-W). 
Einen Beweis findet man in [4, p. 411. 
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Beweis. Iwl mtPxI(QW,.U+~p Y L(p + p) @ St) = I ist, wird in [4, p- 411 
bewiesen. Wir m&en also zeigen: 1st mtP~(~W.U+pp, ,L(p + p) @ 3) f 0, 
soistm.~+pp,,=w,.~~+p. 
Betrachten wir zunachst den Fall ,u + p .pP(R). Nach dem 
Lemma 4 ist w a p + pp, = (p - 1)~. Aus zuO . p + pp E P(R)+ folgt w = wg 2 
also die Behauptung. 
n’ehmen wir nun an, es sei p f p $pP(R) und es s& ein w E W mk 
p + pp, E P(R)+ gegeben, fiir das die gesuchte ~~lti~lizit~t 
= L(p $ p) folgt nun aus Lemma 9 
= c dimL(h) mtp&(pX + (p - l)p), M* @ L(ro . ,u f ppW)). 
Ad(R)+ 
Da diese Summe positiv ist, mu13 es ein X E P(R)-, ein Gewicht v van M und ein 
Gewicht V’ von L(w . p + ppW) mit 
ph f (p - 1)p = v’ - II geben. 
Weil Y (bzw. v’) ein Gewicht von M (bzw. von L(w . p -+-ppW)) ist, mui3 
4.~ + P) < v < cc + P @zw. V' + p < a+. + p) + ppW) sein, insbesondere 
(w,,(p + p), +“> < (v, ago) (bzw. (v’ + P, moo) < (4~ C P> f PP,, 3 ao”>) gelten, 
Daraus folgt 
Wegen w o p + pp, E D, ist w(p + p) + pp,= von der Form CIUEB n,w, mit 
n, s N, 0 < n, < p fur alle 01 E B; deshalb gilt 
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und Gleichheit gilt hier nur fi.ir w(p + p) +pp, = pp. Aus (16) und (17) 
folgth-2++(h,ol,0)<h-l,also(~, ao*) < 1. Ware nun h # 0, so wire 
(A, CX,,“) > 1. Dann miil3te in (17) Gleichheit gelten, also w(p + p) + pp, = pp 
sein. Das bedeutete aber p + p E pP(R) im Widerspruch zur Voraussetzung. 
Es ist nun also h = 0. Aus (16) folgt jetztp(h - 2) < (w(p + p) + pp, , 01~~); 
wegen w . p + pppw E D, mu13 genauer w . p + pp, E c gelten (vgl. das 
Beispiel zu Lemma 3). Andererseits gehijrt such wa . p +pp zu c’, = 
ws . G + pp. Modulo Q(R) gilt nun 
Aus w . p + pp, E m9 . (w. . P + pp) n (w. . I* + pp + Q(R)) folgt nach 
Lemma 5a aber w . ,U + pp, E Wp . (w,, . ,LL + pp). Da C’, ein Fundamental- 
bereich fiir W, ist, muR w . p + pp, = wa . p + pp sein, was zu beweisen war. 
Bemerkung. Sei p E P(R) n c mit ws . p + pp 6 P(R)+. Wegen w,, . TV + 
pp E FP gibt es ein m E B mit (w& + p) + pp, CX”) = 0, also (p + 01, (-wool)“) = 
p(p, CP} = p. Nun ist (p + p, c+,“) < p; daher mu8 p + p = pwPwoa und 
<Qoo, > a,,“) = 1 sein. Insbesondere ist p + p E~P(R) und (p - 1)p E W, . p. 
Es sei p kein Teiler von f. Aus den schon friiher erwahnten Ergebnissen von 
Kac und Weisfeiler folgt, dal3 jeder G-Modul M direkte Summe von Unter- 
moduln Mu mit p E P(R) n c ist, wobei alle G-Kompositionsfaktoren eines 
Mw von der Form L(h) mit h E W, . p sind. Zur Vereinfachung setzen wir 
M V.-U = M, fur alle w E W, . 1st M projektiv als U-Modul, so such jedes M,; 
als LI-Modul ist MU dann direkte Summe gewisser Q,, , fur die offensichtlich 
h E D, n mP . p, gilt. 
Im folgenden setzen wir Symm(X) = CveWn e(v) fur alle X E P(R). 
SATZ 5. Es gelte p + f. Fiir alle p E c’, n P(R)+ gibt es auf Q, eine G-Modul- 
struktur, van der die gegebene U-Modulstruktur induziert wird und fiir die gilt 
ch(Q,) = SY~~(WO(P + P> + PP> WW 
Beweis. Wir setzen ,ur = w0 . p + pp und betrachten M = St @ L(pL1 + p) 
sowie M, . Nach unseren Vorbemerkungen ist Mp als U-Modul direkte Summe 
gewisser QA mit X E D, n mP . p = fiP . pL1 . Nach Lemma 4 ist jedes solche 
X von der Form X = w . p1 + pp, fur ein w E W. Aus Lemma 10 folgt nun, 
da13 MU als u-Modul gleich 0 oder QL1 ist. Zeigen wir nun ch(M,J = 
Symm(pr + p) ch(St), so folgt M, # 0, also .M, = Q& als U-Modul und 
dann der Satz. 
Wie in [6], Satz 2 sieht man, da8 ch(M,) die Summe der dim L(pl + p>vx(v + 
(p + 1)~) tiber die v E P(R) mit (p - 1)p + v E W, . p ist. Nun ist p = 
(p - 1) p + w&r + p); weil p und (p - 1)p zu c’, gehiiren, sind nach [7], 
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Lemma 3 die auftretenden v genau die ELemenre aus I%+, + p), fur die es ein 
w E WD mit w . (p - I)p = (p - l)p und w . (w. 0 (pl + p) + (p - 1)p) r= 
v + (p - 1)~ gibt. Wegen (p - I)p + p E@(R) ist diese Menge gleich. 
W(p, - p)$ also folgt dank (1) 
cb(iVJ = x X(V + (p - 1)~) = Symm(v, + pi x((P - l1.p). 
Y-%+JI 
~~~ze~ku~g~n. (I) Fur (p + p, 01~‘“) > p(h - 2) wird dieser Satz schon vorn 
umphreys in [4, 9.2] bewiesen. 
(2) Fiir alie p E P(R)+ n D, kann man unsc er zeigen: Gibt es auf Qu 
eine G-Moduhstruktur, welche die ursprlingliche -~od~~strukt~r induziert, 
so ist ch(&) unabhangig von der Wahl dieser Struktur. Verma und Humphreys 
behaupten [S], dai3 es fur alle PI1 eine solche Struktur gibt; jedoch ist der in [4] 
gegebene Beweis hickenhaft. 
den gelte stets p rJ Fiir alie ,U E P(R)- n 0, bszeichenen wir den 
-Modul mit hiichstem Gewicht p” mit Z, (vgl. [4, 5.21.) Wir setaen 
42 = qd~(P~> TJ und schreiben kurz aiL statt aU,p (vgl. Teil I). Nach 
[4, Ted 51 giit 
dim Z, = dim St, fiir alle p E P(R)+ f? II, . 
Fur p E P(R)+ n c’, ist a, nach Lemma 7 gleich (W: pVu,u), wobei F’,,, 
(vgi. Beispiel a zu Lemma 6) von den s, mit 01 E 43 und (p + p, a”) = p und 
won snO fiir (CL f p, q,~) = p(h - 2) erzeugt wird. Wir setzen nun I%:,, gieich 
dem Erzeugnis nur der s, mit 01 E B und (p + p, a”) = p, also mit (U&C -+ p) - 
pp, (--w~cx)~) = 0. Qffenbar ist B/i,, unter zuO zum Stabilisator von 
W&L i p> + pp in T/t7 konjugiert. Nach Satz 5 ist daher dim.Q, 5 
( W : E’~,,) dim 3, nach (IS) und (20) dagegen dim Q, = ( W : W*,J & dim St. 
Es foigt 
COROLLAR. Fiir aEle p E P(R)+ IT F, ist d, = (i%‘z,D: 
Fur (,u + p, aO~) > (h - 2)p (und nur dann) ist WU,, = B’L,, , also CI, = I; 
dies zeigt schon Humphreys ([4, 9.2~1). 
Fur alle w E W setzen wir b, = zWtEW b(rzu,w,). Nach den Beispielen zur 
Definition der yW’,W gilt bWO = 1 und b,,. = b, fiir alle ZL’~ E ?P, w E W. 
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SATZ 6 (Verma). Es gelte p + f. Sei p E P(R) r\ q. Fiir alle w E W mit 
w . t.~ + pp, E P(R)+ gilt dann 
[Z,.,+,,J = c hJ~[~(w’ *P + PPd)l- 
W’EW 
Beweis. Nehmen wir zunachst p’ = ws . p + pp E P(R)+ an. Nach (19) 
reicht es, Z,, zu betrachten. Aus Satz 5 folgt 
a,d,K~l = K?,~l = v C xb + (P - 1)~). 
vaW(u+P) 
Multiplizieren wir beide Seiten mit Card (WL,,,), so erhalten wir 
Card(WWl = YJ c X(WI(P + P> + (P - 1)~) 
Wl”W 
= g, m;w X(P(P - Pw> + Wl * II + PPUJ. 
1 
Mit Hilfe von (9), Lemma 2b, und (2) ergibt sich nun 
= 9 1 S(-%,:ow)Fr Y$,*uXW * P + PPd) 
W,W’EW 
= c W(--Ewow) Yw~,wwI(w * F + PPd)l 
W,dfW 
=Zw 
Card(W) hO’(w’ . P + PP,,)~. 
Teilen wir durch Card(W), so erhalten wir die Behauptung. 
Sei nun wa . p fpp 6 P(R)+. Nach der Bemerkung zu Lemma 10 ist 
p + p epP(R). Wie das Beispiel zu Lemma 4 zeigt, gibt es genau ein w E W 
mit w . p + pp, E P(R)+, d ieses w gehijrt zu wow1 und es ist w . p + pp, = 
(P - 1)~~ also -G.,+, = St = V((p - 1)~). Fur alle anderen W‘ E W ist 
V(w’ . p + ppw,) = 0. Em den Satz zu beweisen, miissen wir nur noch b, = 1 
wissen; dies folgt aber aus bwo = 1 und w E w,Wl. 
Bemerkungen. (1) Dieser Beweis fiihrt Andeutungen von Verma [ll], 
Footnote 6 aus. Da von Verma zur Zeit noch kein Beweis erhaltlich ist und ich 
diesen Satz unten anwenden miichte, habe ich hier einen Beweis angegeben. 
(2) Fur alle w E W und p E P(R) n q mit w . p + pp, E P(R)+ gilt nach 
Satz 6 
d W.U+DPw = wzwbw ~mtpn(W $P +PP& VW' .tc +Ppd>h 
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Nehmen wir nun p E C, an und vergleichen mit der Bemerkung zu Satz 3’, so 
fokt &=u+z,p = CgEp cu;(iJ. Daher ist N,(R) = CweW dw~rr+?jp, au& die Anzahl 
ompozitionsfaktoren mit Multiplizitaten von Z, fur alle P-regularen 
SATZ I. Seien h, p. E P(R)+. Es gebe eine Kammer C mit h E C, sodaJ3 ;-L xum 
oberen AbschluJ van C gehort. Fiir alle w E W, mh w m h E P(R)” gilt dorm 
(Nach unseren Konventionen ist insbesondere die Multiplizitat links gleich Null, 
wenn w a p # P(R)+ ist.) W ir verschieben den Beweis, urn zunachst eine Anwen- 
dung zu geben. 
KATZ 8. Sei p > h. Fiir jede Kammer C C D, gibt es eine ~~at~~~i~~e Z&Z dc 
mit ds = d, fiir alle ,LL E P(R)+ im obererz AbschZ@ won C. 
Beweis. Wegen p > h kiinnen wir ein h E P(R) IT CD wtihlen. Fur w, w’ E W 
mit w . C, + pp, = w’ . C, + pp,, ist w’ E ZUW~; aus Bemerkung 2 zu Satz 6 
und aus Satz 4a folgt nun dw.h+v,p = dw,.A+Dp,, . (Man kann such mit Satz 7 
argumentieren.) Daher ist fiir jedewKammer C = w I C, + Pp, C D, die Zahl 
4 = &.~+npw ohldefiniert; wir wollen zeigen, daI3 sic die gewtinschte Eigen- 
schaft hat. 
Seien also C C D, eine Kammer uncl t.~ E P(R)+ im oberen Abschlul? van C. 
Nash Lemma 4 gibt es em CL’ E C, und ein w E W mit ,U = w e p’ + Pppw und 
C = w . C, + pp, . Wegen (21) folgt die Behauptung, wenn wir fur aile w’ E W 
und a, E P(R)+ zeigen 
mtp&( Pv + w l h + PPJ, JYw’ a h + Ppd>) 
= mtp&(pv + w - ;EL’ -l- PP& v(w’ a CL’ + PP+J)). 
Fur v $ pw - pw’ $ Q(R) sind beide Seiten offensichtlich gleich Null. Ftir 
v+pp,-pPw,~Q(R) wird pv+w.X+pp, (bnw. Pv+w~,~‘+pp,) Yn 
w’ s X +pp,, (bzw. w’ . p’ + ppw,) durch die AbbiIdung 
x b (w’w-1) . x + p(pw, - w’w-ypw + v>> 
aus Ws ubergefiihrt. Da pv + w . pFLI + ppw zum oberen AbschluD von pv +- C 
gehijrt, folgt die behauptete Gleichheit aus Satz ‘7. 
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Bemevkung. Dieser Satz beweist eine Vermutung von Humphreys [4, p. 251. 
Urn nun Satz 7 zu beweisen, erinnern wir zunlchst an die Ergebnisse von [6]. 
Es seien C eine Kammer, h E P(R)+ n C und p E P(R) n C. Es gibt a,(h) EZ 
mit u,(X) = 0 fur w . h $ P(R)+ oder w * h $ X, sodal 
gilt. Dann ist CzueW, ~(4 x(w - 4 deich x&4 wenn p zum oberen AbschluR 
von C gehijrt und gleich Null sonst. Insbesondere gilt fur eine Spiegelung s an 
einer Mauer von C mit s . h < h, da8 a,(h) + u,,(h) = 0 fur alle w E W, 
mit w . h und ws . h aus P(R)+ ist. 
LEMMA 11. Seien C eine Kummer, X E P(R)+ n C und s eine Spiegelung an 
einer Muuer von C mit s . X < A. Fiir alle w E W, mit ws . h > w . X und 
w . h E P(R)+ gilt 
mtp,(l(w . X), V(X)) = mtp,(l(w . X), T/(s . h)) fur s . X E P(R)’ 
zzz 0 sonst. 
Beweis. Die Kammer C ist durch Ungleichungen der Form 
nap < 6 + P, 4 < (n, + l)p fiir alle 01 E R+, x E C 
gegeben; wir setzen d(C) = C olsR+ ncr und benutzen Induktion iiber d(C). 1st 
d(C) = 0, also C = C, , so ist s . h $ P(R)+; fiir ein w E W, mit ws . h > w . X 
ist w # 1, mithin mtp,(l(w . h), v@(h)) = 0 wegenL(h) = V(X). Das Lemma gilt 
also in diesem Fall. 
Nehmen wir nun an, das Lemma sei wahr fur alle w’ . h E P(R)+ mit w’ E W, 
und d(w’ . C) < d(C). Mit den a, wie in (22) gilt 
x(4 + as@) x(s * 4 = xp@> - c %,@) x(w’ . X). 
W'+l,S 
Fur s . h E P(R)+ ist u,(h) = -1, f” ur s . h $ P(R)+ dagegen u,(h) = 0. 1st nun 
w E W, mit w . h E P(R)+ und ws . h > w . h, so miissen wir noch zeigen, dal3 die 
Summe der u,(h) mtp&(w . X), V(w’ . X)) iiber die w’ E W, mit w’ . X E P(R)+ 
und w # 1, s gleich Null ist. Wir konnen diese Summe aufspalten, zunachst in 
die iiber w’ mit w’s . X 4 P(R)+ und in die mit w’s . h E P(R)+. Fiir die w’ E T/v, 
mit w’ . X E P(R)+, aber w’s . X 6 P(R)+ gilt offensichtlich w’ . X > w’s . h. Die 
Summe iiber die w’ E W, mit w’ . X, w’s . X E P(R)+ (und w’ f 1, s) ist offenbar 
gleich der Summe der 
u,,(h)(mtp&(w . X), v(w’ . X)) - mtp,(l(w . h), ~(w’s . h))) 
iiber die w’ E W, mit w’ . X, w’s . h E P(R)+ und wr . h > w’s . h (und w’ # 1). 
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Betrachten wir nun ein w’ E W, mit 20’ a h > w’s . h und w’ (j X E P(R)‘, 
Setzen wir s’ = w’sw-r so ist s’ eine Spiegehmg an einer Mawr van 20' L1 C 
mit s’ . (20’ . A) = w’s . i < w’ . h. AuBerdem ist w . X = (w&r) D (w’ m X) < 
(ww’-Is’) s (w’ . X) = ws . X. Daher konnen wir fur d(w’ 1 C’) < d(C) Induktiozz 
anwenden und sehen mtp,(L(w m A), V(w’ . A)) - mtp,(L(w I A), V(w’s . A)) = 0 
ftir w’s s X E P(R)+ und mtp&(w . X), V(w’ . h)) = 0 sonst. 1st aber a,(x) + 0 
und zu f I, so folgt aus [7, Theorem 2 und Lemma 4’j, daD d(w’ m C’) < d(C) ist. 
Daraus folgt die Behauptung. 
&w&s van Satx 7. Es sei also C eine Kammer mi; A E P( 
YE )+ n c?’ im oberen Abschlufl van G, und es sei w E: W, mit 
ES genzu ein w’ E W, , sodal w . p = wi . p zum oberen 
w’ . C gehiirt. Offensichtlich ist w . p genau dann dominant, wenn w’ m X 
dominant ist. 
N&men wir fiir den Augenblick an, daf3 w’l f h E P(R)? ist. Fur alle wp E 
mit WI * h E P(R)+ setzen wir dtCI = mtp,(l(w, f h), V(zu’ e X)); es ist aiso 
x(w’ * A) = 1 dWIXd”l * 3% 
% 
wobei bier wie such gleich unten iiber die wr (bzw. WJ aus W’, mit wr I X E P(R)+ 
(bzw. w2 . h E P(R)+) summiert wird. Es folgt mit a, wie in (22) 
x(w’ * 4 = c c 4Gpw,(w1 * 3 XC% * 4 
WI w2 
Wegen der linearen Unabhangigkeit der x(zus . )\) erhaiten wir 
also 
xcw’ . p) = 2 d,,, c a&w1 m A) x(wsuB e p). 
9 % 
Nun ist C,, ce,2(w1 . h) x( w2 . p) gleich xJwI o p) fiir wr . p im oberen AbschM3 
van wr s C’ und gleich Null sonst. Daher ist &, = mtPG(k(wI a p), V(w’ e CL)) fiir 
die wr mit wI s p im oberen AbschiuB van w1 e G, Dies gilt insbesondere fiir 
wl = 1, also ist 
m~PG(-W7 VW’ . p)) = mtp,&(h), T/k’ a A)). 
Wegen w’ e p = w . p folgt nun der Satz, wenn wir zeigen: 1st w’ I) X E P( 
ist mtp,(L()\), V(w’ 1 A)) = mtp,[L(X), V(w S A)); ist 20’ e X $ P(R)+, so kt 
mtp&L(X), V(w . A)) = 0. 
zu setzen wir 5% gleich der Menge aller Kammern, zu deren AbschluB 
W gehiirt, also 53 = (wr . C \ w1 E W, , wp e p = w e p>. st w = U’I, so ist 
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nichts zu zeigen. Sonst gibt es wie beim Beweis von [7], Lemma 6 eine Mauer H 
von w . C mit w . p E H, sodal SW . h < w . h fiir die Spiegelung s an H gilt. 
Aus w . y E H folgt einerseits SW . C E R, andererseits p E w:l . H. Weil TV zum 
oberen Abschlul3 von C gehort, mul3 w-rsw . X > X fiir die Spiegelung w-rsw 
an w-r . H gelten, mithin (w%) . (w . h) > w-l . (w . X). Wenden wir nun 
Lemma 11 auf w . C an, so folgt mtp&(h), V(w . h)) = mtp,(l(h), V(sw . h)) 
fur SW . h E P(R)+ und = 0 sonst. Im zweiten Fall ist mit SW . h such w’ . X 
nicht dominant, und es ist nichts mehr zu zeigen. Im ersten Fall kijnnen wir 
wegen d(ws . C) < d(C) Induktion anwenden und der Satz folgt such in diesen 
Fall. 
Bemerkung. Sei g eine halbeinfache Lie-Algebra tiber einem KGrper k der 
Charakteristik Null mit einer zerfallenden Cartan-Unteralgebra 6, sodal R das 
zugehijrige Wurzelsystem ist. Wir tibernehmen die Notationen von [6], wobei 
wir jedoch die Indizes k fortlassen, und definieren mtp, analog zu mtp, und 
mtm. 
Sind mm /\, p E b* mit p - X E P(R), und ist C eine Kammer fur IV(“) mit 
‘%A E C und ‘$+ im oberen AbschluD von C, so gilt fur alle w E IV): 
Dies beweist man wie Satz 7; dabei tibertragt man [7], Lemma 6 von II?, auf 
IV@) und la& die besonderen Betrachtungen fiir den Fall nicht dominanter 
Gewichte fort. Die Induktion fiir das Analogon von Lemma 11 la& man in der 
Kammer C- mit (x + p, a?) < 0 ftir alle x E C- und 01 E R(“) n R+ beginnen. 
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