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Chapter 1
Introduction
Every approximation to quantum mechanics belongs to one of the following three
categories: perturbation theory, variational principles, and semiclassical approaches
[Ber 72]. Any of those approximative methods yields good results only if special cir-
cumstances are given, but cannot be applied in general. For the quantities which are
of interest perturbation theory yields power series in a variable which indicates the
variation of the given problem from an exactly solvable case. Variational methods
yield the best estimate from a given class of trial functions. Semiclassical approxima-
tions work well in the limit in which the reduced Planck’s constant h¯ is small com-
pared to the action functions of the corresponding classical problem. Furthermore
it is characteristic of a semiclassical approximation that one is able to use informa-
tion about the classical system in order to make predictions about the corresponding
quantum-mechanical one.
In the framework of his model of the atom, N. Bohr in 1913 introduced the first
semiclassical approximation which later was extended to the so-called Bohr-Som-
merfeld rule. It represents a full quantization of a system’s energies which is solely
based on the interpretation of the classical action integrals of periodic orbits as in-
teger multiples of h¯. Later this quantization procedure was extended by the works
of A. Einstein [Ein 17], M. Brillouin [Bri 26] and J. B. Keller [Kel 58] to the so-called
EBK quantization in order to take into account zero point energies. However in the
above work by A. Einstein it was emphasized that the theory can only be applied to
classically integrable systems and not to systems with irregular trajectories which
are today called chaotic. This problem as well as the invention of wave mechanics by
E. Schro¨dinger, W. Heisenberg et al. were the two main reasons why semiclassical
methods were more and more forgotten. Today this first phase in the development
of quantum mechanics is often called “Old quantum theory”.
In 1971 M. Gutzwiller, influenced by the studies of van Vleck, Dirac and Feyn-
man on the path integral formalism, realized that in the semiclassical limit quantum
mechanics is constrained to classical trajectories. The famous result he obtained
is called the Gutzwiller trace formula which approximates the quantum-mechanical
density of states by quantities related to classical periodic orbits [Gut 71]. In other
words this means that one can predict, at least approximately, a fully quantum-
mechanical property just using classical mechanics and without solving any Schro¨-
dinger equation whatsoever. Gutzwiller’s work represented the starting point of a
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renewed interest in semiclassical methods which lasts until today.
One reason for it is that exact calculations of quantum spectra are difficult to
perform for systems with more than two interacting particles. If one is interested in
large systems like quantum dots, metal clusters or highly excited atoms the usage of
semiclassical methods in connection with a mean-field approximation is often very
economic and at the same time accurate enough to reproduce qualitative features
[Bra 03, Gut 90].
However the main reason why semiclassical approximations have gained inter-
est in the last decades is due to the fact that together with the theory of random
matrices [Meh 91] it represents the most successful theoretical approach to what is
called quantum chaos. The goal of this kind of research is to find out whether the
sensitive dependence of classical trajectories on their initial conditions (chaos) has
a counterpart in the quantum world or at least influences the results of quantum
calculations [Ric 01].
Full semiclassical quantizations can be performed for integrable systems using
the EBK quantization and for fully chaotic systems using Selberg’s trace formula
which can be derived from the Gutzwiller trace formula [Cvi]. However, integrable
and completely chaotic systems represent exceptions and typically dynamical sys-
tems possess regular as well as chaotic regions in phase space. Therefore those kind
of systems are called soft-chaotic or mixed. For such systems the appearance and van-
ishing of periodic trajectories in dependence of external system parameters is char-
acteristic. It turns out that exactly at those transitions Gutzwiller’s trace formula
diverges. This is the reason why the semiclassical description of mixed systems still
remains an unsolved problem today. It represents the main topic of this work.
In chapter two the standard semiclassical approximations to the quantum level
density are derived. In the case of integrable systems the main result is the so-called
Berry-Tabor formula while for general systems it is the famous trace formula by
Gutzwiller. It will be shown that both results rely on the so-called stationary-phase
approximation which is an asymptotic approximation of an exact integral. Section 2.1
is written in more detail in order to introduce terminologies which are necessary for
the understanding of the following chapters. Finally it will be explained that due to
the stationary-phase approximation the standard semiclassical formulae diverge at
periodic-orbit bifurcations, which seriously restricts the validity of the semiclassical
standard formalism in the case of mixed as well as integrable systems.
In the third chapter it is shown how to improve the stationary-phase approxima-
tion in the vicinity of a periodic-orbit bifurcation by going to higher orders in the
phase functions of the semiclassical trace integrals. The resulting generalized action
functions are called Birkhoff normal forms. They depend on the type of the occurring
bifurcation and can be classified according to catastrophe theory. It will be explained
that the situations become more complicated if bifurcations lie very close and that
therefore new normal forms have to be constructed.
In chapter four it is described how the normal forms can be used to overcome
the divergence problem near periodic-orbit bifurcations. So-called uniform approxi-
mations will be derived which correspond to interpolations between the vicinity of
bifurcations and the asymptotic region far away from it, where the standard semi-
classical formulae hold. Uniform approximations constitute the final goal for the
3semiclassical description of the density of states. At the end of the chapter uniform
approximations for the breaking of global symmetries are introduced using semi-
classical perturbation theory.
In the fifth chapter the well-known He´non-Heiles system is studied. It represents
a paradigm of a two-dimensional mixed Hamiltonian system. Its classical dynam-
ics is examined with an emphasis on the bifurcations of the shortest periodic orbits.
Afterwards the quantum-mechanical energy spectrum is calculated and semiclas-
sical approximations to the density of states are applied. In particular for the first
time the problem is treated as an open system, quantum-mechanically as well as
semiclassically. The semiclassical approximations include several types of uniform
approximations for bifurcations of codimension one and two. Furthermore a new
type of codimension-two uniform approximation is developed, which is necessary
to improve the semiclassical result. The agreement between the exact quantum re-
sults and the semiclassical approximations turns out to be very good, even in the
energy regime where the classical phase space is non-compact.
In chapter six the He´non-Heiles Hamiltonian is modified in such a way that it be-
comes separable and therefore integrable. The bifurcation scenarios of the periodic
orbits are examined. For the bifurcations a new semiclassical uniform approxima-
tion can be constructed in analytical form, corresponding to the separable limit of
the newly developed uniform approximation for the non-integrable codimension-
two scenario of chapter five. The agreement with the exact quantum calculations
again turns out to be very satisfying. Also for this case the spectral distribution will
be considered as that of an open system. In the energy range where some classical
trajectories can leave the potential, the density of the quantum resonances can be
approximated semiclassically using real periodic orbits.
In a similar way as in the preceding chapters, in chapter seven a two-dimensional
double-well potential is studied. It represents a closed system which shows bifur-
cation scenarios to which the newly constructed uniform approximation of chapter
five can successfully be applied as well.
After giving a summary and an outlook, the appendix explains several mathe-
matical and technical concepts which were important for this study.
Chapter 2
Standard semiclassical
approximations
The spectral densities are approximated in first order of h¯ for classically integrable as
well as general systems. The final expressions depend only on quantities related to
classical periodic orbits. At the end of the chapter it is explained why their application
is seriously restricted in the case of bifurcations of periodic orbits.
2.1 EBK quantization and the formula of Berry and Ta-
bor
One of the quantization rules which have been known before the advent of wave
mechanics in the 1930s is called the torus or EBK quantization of classically integrable
systems. It was developed by A. Einstein, M. Brillouin and J. B. Keller and is based
on the fact that every trajectory of a classically integrable D-dimensional system
with Hamiltonian function H lies on a D-dimensional, torus-shaped manifold of
the full 2D-dimensional phase space. In general a D-dimensional torus has D ir-
reducible loops Ci (i  1, ..., D) which can not be contracted to a single point and
which can not be mapped onto each other. For each of these loops one quantizes the
corresponding action variable Ii as
Ii  
1
2pi

Ci
p dq  h¯
 
ni  µi  4  ni  IN0 i  1, ..., D. (2.1)
Here the Maslov index µi counts the number of conjugate points of the trajectory in
configuration space with respect to the loop Ci (for the definition of conjugate points
see e.g. section 1.6 of [Gut 90]). In the one-dimensional case it corresponds to the
number of turning points µi  2. With the quantization of the energy dependent
classical action variables, also the total energy E is quantized implicitly. It can be
characterized by D quantum numbers ni as
E  H
 
I1, I2, ..., ID   E  n1,n2,...,nD  , (2.2)
where it was used that for a classically integrable system the Hamiltonian function
H depends on the action variables Ii only. In general equation (2.1) represents an
5
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accurate approximation only for large quantum numbers ni. Now because in an
integrable system every classical trajectory ξ going from r to r’ corresponds to a
superposition of the elementary loops Ci in phase space, its action Sξ in the limit of
large quantum numbers ni follows as
Sξ   
r 
r
p dq  h¯. (2.3)
This relation which is not only given for integrable systems is generally called the
semiclassical limit. It indicates the transition regime between classical and quantum
physics.
The spectral density or density of states of a discrete quantum-mechanical en-
ergy spectrum  En  is defined as
g
 
E 
  ∑
n
δ
 
E  En  n  IN0, (2.4)
so that with (2.2) one can write in the case of a two-dimensional EBK spectrum:
g
 
E   ∑
n1  0
∑
n2  0
δ
 
E  En1,n2  . (2.5)
Applying the Poisson identity [Tic 48]

∑
n

0
f
 
n  

∑
M

	

 

0
f
 
n  exp
 
2pi iMn  dn

f
 
0 
2
, M

IN0 (2.6)
results in
g
 
E  

∑
M1,M2 	

 

0
dn1  

0
dn2 δ
 
E  E
 
n1, n2   exp
 
2pi i
 
M1n1  M2n2  

1
2

∑
M

	

 

0
dn1 δ
 
E  E
 
n1, 0   exp  2pi iMn1 

1
2

∑
M

	

 

0
dn2 δ
 
E  E
 
0, n2   exp  2pi iMn2  
δ
 
E 
4
(2.7)
with M1, M2  IN0. The first term of (2.7) is called the topological sum over the two-
dimensional grid points (M1,M2). Using (2.1) this term can be rewritten as
g  2 
 
E  
1
h¯2

∑
M1 	


∑
M2 
	

exp  i
 
M1µ1  M2µ2 
pi
2 

 

h¯µ1  4
dI1  

h¯µ2  4
dI2 δ
 
E  H
 
I1, I2   e
2pi i
h¯
 M1 I1  M2 I2  . (2.8)
In (2.8) only the combination M1  M2  0 gives a non-oscillatory function which,
in leading order of h¯, can be written as
g˜  2 
 
E  
1
 
2pih¯  2
 

0
dI1  

0
dI2  
2pi
0
dφ1  
2pi
0
dφ2 δ
 
E  H
 
I1, I2   . (2.9)
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It is called the Thomas-Fermi term which corresponds to a semiclassical approxima-
tion of the smooth average part g˜
 
E  of the density of states. As can be seen from
(2.9) it is calculated by a division of the whole energetically allowed phase-space
volume by hD. The separation
g
 
E   g˜
 
E 

δg
 
E  (2.10)
of the full density of states into a smooth part g˜
 
E  and an oscillatory part δg
 
E  is
generally given, even for non-integrable systems [Bra 03].
Using
δ
 
E  H
 
I1, I2   
1
2pih¯  

	

exp  iτ
 
E  H
 
I1, I2    h¯  dτ (2.11)
the oscillating part of the topological sum can be written as
δg  2 
 
E  
1
2pih¯2 ∑M1,M2
 
M1,M2 

 
0,0

exp

 iM  µ
pi
2 

1
h¯  

	

dτ
 

h¯µ1  4
dI1  

h¯µ2  4
dI2 e
i
h¯  2piM 	 I  τ  E 	 H  I1,I2  
 (2.12)
where the vectors M
 
 
M1, M2  , I  
 
I1, I2  and µ  
 
µ1,µ2  were introduced. The
integrals over the action variables I1 and I2 can now be calculated in stationary-phase
approximation. For this one defines the phase function

M
 
I1, I2, τ   
 
2piM  I

τ
 
E  H
 
I1, I2    (2.13)
and assumes that in the semiclassical limit

M  h¯ varies very strongly in I1 and I2
and that therefore only the stationary points of

M contribute essentially to the in-
tegrals over I1 and I2, respectively. Thus one replaces

M by its expansion in I1 and
I2 up to second order around the stationary points. The remaining integrals are of
Fresnel type and can be solved analytically using
 

	

eiaq
2
dq 
pi

a
 ei sign  a  pi  4. (2.14)
The stationary points I˜i of

M are implicitly given by the formula
2piMi  τωi  I˜1, I˜2  , where ωi  
∂H
 
I1, I2 
∂Ii
 
i  1, 2  . (2.15)
Equivalently one can write
M1 : M2  ω1 : ω2 (2.16)
which means that only tori with commensurate frequenciesωi play a role. The tra-
jectories on tori with commensurate frequencies are always periodic, which causes
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the final formula, the so-called Berry-Tabor formula, to be given by quantities which
are related to periodic orbits only:
δg  2 
 
E   
1
2h¯2 ∑M1,M2
 
M1,M2 

 
0,0

exp

 iM  µ
pi
2 
exp

 i
pi
4
 
N

 N
	



 

	

1
τ

κ
 1

2 e
i
h¯  2piM 	 I˜  τ
 
E
	
H
 
I˜1 , I˜2  
 dτ .
(2.17)
Here κ is given by
κ
 
E, τ   det

∂2 H
∂Ii∂I j  I˜1 , I˜2
(2.18)
and N

and N
	
indicate the number of positive and negative eigenvalues of the
matrix of second derivatives appearing in (2.18) respectively. The expression (2.17)
often represents a good approximation of the oscillating part δg
 
E  . The single
sums in (2.7) give corrections in higher order of h¯ and are thus often neglected. The
remaining δ-function in (2.7) contributes only to the first integral of the density of
states for spectra with energies E  0 [Bra 03].
In the case of superintegrable systems with extra dynamical symmetries, like the
harmonic oscillator, (2.17) cannot be applied due to the vanishing of κ.
2.2 Gutzwiller’s trace formula
In an autonomous quantum system with a discrete energy spectrum  En  , the den-
sity of states (2.4) can be expressed by the Green function G
 
r  , r, E  as
g
 
E   
1
pi 
m
 
dr  dr δ
 
r   r  G
 
r  , r; E  . (2.19)
The Green function corresponds to the probability amplitude of a particle with en-
ergy E to propagate from r to r  . For the case of a two-dimensional system it can be
approximated in the semiclassical limit (2.3) as [Gut 90]
Gscl
 
r  , r; E  
1
ih¯  2pi ih¯
∑
ξ 

Dξ

exp 
i
h¯
Sξ
 
r  , r; E   i
pi
2
νˆξ  . (2.20)
The sum runs over all classical pathsξ from r to r’ at energy E. Dξ is the determinant
of the matrix of second derivatives of the action Sξ along the trajectory:
Dξ
 
r  , r; E   det 	
∂2Sξ
∂r

∂r
∂2Sξ
∂r

∂E
∂2Sξ
∂E∂r
∂2Sξ
∂E2 

. (2.21)
The Morse index νˆξ counts the number of conjugate points along ξ. These are the
points of the trajectory where one of the eigenvalues of the matrix in (2.21) becomes
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zero and ξ touches a caustic in configuration space.
Using (2.19) the semiclassical approximation of the density of states can be written
as
gscl
 
E   
1
pi 
m
 
d2r  d2r δ
 
r   r  Gscl
 
r  , r; E  . (2.22)
One recognizes that due to the calculation of the trace one has r   r so that only
closed classical trajectories contribute. For the integration in (2.22) over the config-
uration space in the vicinity of ξ one goes over to a local coordinate system whose
coordinate s goes along ξ while q lies perpendicular to ξ as sketched in figure 2.1.
s
q
ξ
Figure 2.1: Local coordinate system in the vicinity of a closed (not
periodic) orbit ξ in coordinate space.
Substituting in (2.22) the δ-function with respect to q by
δ
 
q   q  
1
2pih¯  

	

dpq e
i
h¯ pq  q 	 q   (2.23)
and evaluating the integral over s  for an orbit ξ of length lξ at s   s  lξ the contri-
bution of one orbit ξ to (2.22) becomes
δgξ
 
E   
1
pih¯ 
m
1
 
2pi ih¯  3  2
 
ds dq dq  dpq


Dξ

 exp

i
h¯
Sξ
 
s  , q  , s, q, E 

i
h¯
pq
 
q  q    i
pi
2
νˆξ
 
 
 
 
s


s

lξ
. (2.24)
The integral over q can now be evaluated in stationary-phase approximation in the
way it was described in section 2.1. One obtains
δgξ
 
E  
1
2pi 2h¯2

e
 
ds dq  dpq 
 
 
 

Dξ
 
 
 
 exp 
i
h¯
S˜ξ  s  , q  , s, pq, E  
i
h¯
q  pq  i
pi
2
ν˜ξ  
 
 
 
s


s

lξ
. (2.25)
Here S˜ξ is the Legendre transform of Sξ
S˜ξ  s  , q  , s, pq, E   Sξ
 
s  , q  , s, q, E 

qpq, (2.26)
with the coordinate q evaluated at the stationary point which obeys
∂Sξ
∂q  pq  0. (2.27)
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The determinant

Dξ keeps its form of (2.21) where here now r  
 
s  , q   and r 

s, pq  have to be used [Sie 96]. After applying two more stationary-phase approxi-
mations for the integrals over q  and pq the remaining s-integral gives an expression
which is proportional to the time of one traversal of ξ [Gut 90, Bra 03]. Furthermore
the stationary point in q  obeys
∂Sξ
∂q

 pq  0. (2.28)
Together with (2.27) this yields
∂Sξ
∂q


∂Sξ
∂q  p q  pq  0. (2.29)
Thus every contributing orbit ξ must obey r  r  as well as p  p  which means
that the orbits ξ have to be periodic. The final result for the approximation of the
trace integral (2.22) is the famous Gutzwiller Trace Formula, which in two dimensions
takes the following form
δgscl
 
E  
1
pih¯ ∑
ξ
Tξ
rξ 
 
 
 
Tr

Mξ  2
 
 
 
cos

Sξ
h¯

pi
2
νξ

. (2.30)
As is the case for a typical semiclassical approximation, in (2.30) only classical quan-
tities play a role even though δgscl
 
E  is quantum-mechanical. The classical periodic
orbits ξ appear, with the rξ-th repetition of a primitive orbit counted as own orbit.
Furthermore one needs the orbit periods Tξ and the actions Sξ of the orbits. They
can easily be calculated along with the numerical integration of the orbits. The phase
correction νξ is called Maslov index. It is related to the Morse index νˆξ of (2.20) and
represents a topological constant which is not depending on the starting point on
the periodic orbit. It is not the same quantity as the index µi appearing in (2.1) even
though it carries the same name [Bra 03]. For the calculation of the Maslov index
see appendix A. The matrix

Mξ is called stability matrix. It corresponds to the non-
trivial part of the monodromy matrix Mξ which in linear approximation describes
the relation between initial variations δξ from the orbit ξ and the final variations   ξ
after one orbital period Tξ :
  ξ  Mξ δξ . (2.31)
While solving the Hamiltonian equations of motion, one additionally solves the fol-
lowing differential equation
X˙
 
t   J H  

ξ  t

X
 
t  (2.32)
with
J 

0 I2  2
 I2  2 0

H   
∂2 H
 
ξ 
∂ξ  ∂ξ X
 
0   I4  4. (2.33)
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The monodromy matrix is then the matrizant X
 
t  evaluated after one period Tξ . It
can always be transformed into the following form
Mξ 
 

1 
0 1


0

Mξ

, (2.34)
where  stands for arbitrary entries [Eke 90]. One can now recognize the relation
between the monodromy matrix Mξ and the stability matrix

Mξ which appears in
Gutzwiller’s trace formula (2.30).
In two-dimensional Hamiltonian systems the eigenvalues of

Mξ always appear
in pairs λ and λ 	 1 independent of the initial variation δξ, so that Tr

Mξ is uniquely
determined independent of the starting point on the orbit ξ. The value of Tr

Mξ
indicates the stability of a periodic orbit:
 A periodic orbit is stable, if
 
 
 
Tr

Mξ
 
 
 
2
 A periodic orbit is unstable, if
 
 
 
Tr

Mξ
 
 
 
 2.
The value Tr

Mξ  2 represents a special case. Exactly in this case the trace formula
(2.30) yields non-physical divergences, which will be the main subject of the follow-
ing chapters.
While orbit period and action multiply for higher repetitions r of a primitive
orbit, the stability trace obeys:
Tr

Mrξ  2  Tr 	
Tr

M1ξ
2


, (2.35)
where Tr is the Chebyshev polynomial with index r. The Maslov indices for higher
repetitions can be calculated as in appendix A. Their changes due to bifurcations
can always be uniquely predicted from the normal form of the bifurcation as will be
explained in section 4.1.
In general Gutzwiller’s trace formula does not converge to a reasonable function
or to the exact density of states. In fact the evaluation of (2.30) diverges in the usual
case if applied to physical systems. Furthermore the calculation of all periodic orbits
and related quantities represents a difficult task especially in the case of chaotic sys-
tems where the number of periodic orbits increases exponentially with the system
energy. Therefore if one is not interested in a full semiclassical quantization one can
determine the coarse-grained level density
gγ
 
E  
1
γ

pi
∑
i
exp   
 
E  Ei   γ 
2 	 (2.36)
which results from a Gaussian convolution of the full density of states (2.4) over an
energy range γ which should be smaller than the average level spacing. The coarse-
grained level density (2.36) is very often enough to determine a system’s gross-shell
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effects which are e.g. responsible for the stability of finite fermion systems and for
their deformation properties. The same convolution leading to (2.36) can also be
applied to (2.30) and results in [Bra 03]
δgscl
 
E  
1
pih¯ ∑
ξ
Tξ  exp  
 
γTξ  2h¯ 
2 	
rξ 
 
 
 
Tr

Mξ  2
 
 
 
cos

Sξ
h¯

pi
2
νξ

(2.37)
after evaluation of the convolution integral in stationary-phase approximation. In
(2.37) the new exponential factor forces the periodic orbit sum to converge by letting
the periodic orbits with large orbit periods contribute less than the ones with shorter
periods.
2.3 Failure of Gutzwiller’s trace formula
As explained in the previous section, Gutzwiller’s trace formula is based on two
approximations: the semiclassical approximation (2.20) of the Green function as well
as the stationary-phase approximations of the trace integral (2.25) in the coordinates
q, q  and pq. The latter ones fail if not only the first derivative but at least also
the second derivative vanishes at the stationary points because for the stationary-
phase approximation the second derivatives appear in the denominator as can be
seen from equation (2.14). Therefore in the case of stationary points with vanishing
second derivative the trace formula diverges. In general this problem appears if the
stationary points come so close that a parabolic description of the phase function is
not enough. One says that the periodic orbits belonging to those kind of stationary
points cannot be considered as isolated anymore. Periodic orbits are isolated and
the stationary-phase approximation certainly works, if the classical actions of the
periodic orbits differ by a large multiple of h¯. The range of validity of the stationary-
phase approximation is difficult to estimate, though, so that it can happen that in
special cases it works very well even if the actions of the periodic orbits participating
in the bifurcation differ just by a small multiple of h¯. In figure 2.2 (lower row) one can
see two stationary points in q which lie very close to each other for a certain external
parameter, so that Sξ
 
q; E  can not be approximated parabolically any longer. The
local Poincare´ surface of section (right parts in figure 2.2) shows two fixed points
which are lying very close to each other. The fixed points in the Poincare´ surface of
section correspond to the periodic orbits (PO’s) as well as to the stationary points in
Sξ
 
q; E  . The phenomenon at which periodic orbits approach each other and finally
fall together is called a bifurcation and in figure 2.2 this is sketched schematically for
the case of a tangent bifurcation. In two-dimensional systems a bifurcation occurs if
the stability matrix

Mξ of a primitive periodic orbit ξ obeys the following condition:
Tr

Mξ  ei2pi
n
r

e 	 i2pi
n
r
 2 cos
 
2pin

r  (2.38)
with positive integers r and n. The stability matrix of the r-th repetition of this orbit
then takes on the value

2 so that its contribution to (2.30) diverges.
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Isolated PO’s
(∆
Non-
Isolated PO’s
(∆S/h≈1)
q
q
S/h>>1)
Sξ
Sξ
Figure 2.2: Failure of the stationary-phase approximation for the example of a tan-
gent bifurcation. Top: the function Sξ
 
q; E  can well be approximated by parabolas
at the stationary points. The corresponding Poincare´ surface of section shows an
unstable and a stable fixed point far away from each other (right part). Bottom: the
function Sξ
 
q; E  should be approximated at least by a cubic polynomial. The local
Poincare´ surface of section shows the fixed points lying very close to each other.
For integrable systems Gutzwiller’s trace formula always fails because in this case
a majority of the periodic orbits appears in families which are connected by contin-
uous symmetries. This means that the action Sξ of the periodic orbits within the
family stays constant under these symmetry operations so that the orbits can not be
isolated. Consequently the trace of the stability matrix of a periodic orbit of a family
always takes on the value Tr

Mξ   2, so that the application of Gutzwiller’s trace
formula is not possible and one has to use the formula of Berry and Tabor (2.17)
instead. Due to the energy dependence of the frequenciesωi it can happen, though,
that the system’s energy is too small to support all the modes described in (2.15).
In this case at a certain value of the system’s energy a new family of periodic orbits
can be generated out of a single periodic orbit. Exactly at such a bifurcation the con-
tribution of the single periodic orbit to the Gutzwiller formula diverges. Thus the
formula of Berry and Tabor should also be improved in order to take into account
such scenarios. The methods which can be used to solve these divergence problems
will be the topic of the following chapters.
Chapter 3
Normal Forms
The general behaviour of a two-dimensional Hamiltonian dynamical system is exam-
ined in the vicinity of periodic-orbit bifurcations. It turns out that near bifurcations
the Hamiltonian function can locally be approximated on a Poincare´ surface of sec-
tion by the Birkhoff normal forms, which can be classified by catastrophe theory. From
the normal forms of the Hamiltonian a normal form for the generating function of
the Poincare´ map can be derived. It represents the generalized higher order “action
function” which is necessary to extend Gutzwiller’s trace formula. Using the normal
forms it is then possible to predict the dependence on external parameters for quantities
which are related to the bifurcating periodic orbits.
3.1 The Birkhoff normal forms
If the Hamiltonian function of a two-dimensional system is expressed in the local
coordinate system
 
q, s  of section 2.2 (see figure 2.1) as
H

ps, pq, s, q   E (3.1)
and if it can be solved for F
 
 ps then the motion can always be described in a
reduced system in which the coordinate s represents the time variable [Arn 78]:
dq
ds

∂F
∂pq
dpq
ds
 
∂F
∂q
dF
ds

∂F
∂s . (3.2)
As a consequence, in the vicinity of a periodic orbit the two-dimensional Hamil-
tonian system is reduced to a one-dimensional system with periodic s-dependence
[Sie 96].
For a further simplification one might be tempted to use a method which goes
back to Lindstedt and Poincare´ saying that the nonlinear terms of the Hamiltonian
flow vector field of a dynamical system can successively be eliminated by polyno-
mial canonical transformations [Ozo 88]. However it is easy to show that this is only
possible as long as none of the eigenvalues µ j of the linearized vector field obeys a
resonance condition of the form
µ j 
N
∑
i

1
miµi (3.3)
15
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with mi   and i, j   1, ..., N  . The order k of the resonance is defined as
k
  ∑
i
mi. (3.4)
Due to the symplectic structure of the phase space of a Hamiltonian system the
eigenvalues of the linearized vector field always appear in pairs µ and  µ. One can
now recognize with
1  µ

2 
 
 µ    µ, (3.5)
that in the case of Hamiltonian systems one always finds a third order resonance for
every pair of eigenvalues
 
µ,  µ  . Therefore, in general, Hamiltonian systems can-
not be linearized using polynomial canonical transformations. The same is true for
the system (3.2) because it is equivalent to a two-dimensional autonomous Hamil-
tonian system.
The best one can do is to approximate the Hamiltonian function F up to the first
resonant term in q and pq in a Taylor expansion as well as in a Fourier expansion in
the time s in the vicinity of a periodic orbit with orbit period Ts. Instead of perform-
ing this expansion in the full coordinate system one uses the periodicity in time and
derives the expansion on the Poincare´ surface of section with the periodic orbit in
the center corresponding to a fixed point of the Poincare´ map. The region very close
to a stable periodic orbit can then be transformed to the system
F

q, pq, s   F0 
ω
2

q2

p2q

(3.6)
by a Ts-periodic linear transformation [Sie 98a]. Here F0 is a constant andω is given
by ω  α

Ts with α being the stability angle of the central periodic orbit. One can
see that the Hamiltonian equations of motion of the system (3.6) describe the lin-
earized motion of the full system stroboscopically after intervals Ts. In the following
a parametrization is used for which s goes from 0 to 2pi .
Without any loss of generality the calculations can be continued for the case of a
stable periodic orbit only [Ozo 88]. The full Taylor-Fourier expansion describing the
vicinity of the periodic orbit can be written as
F 
ω
2

q2

p2q



∑
k

l

3

∑
n

	

Fkln qk plq e
ins (3.7)
with real coefficients Fkln. Using complex coordinates
z
 
pq  iq z    pq  iq (3.8)
it follows
q 
1
2i
 
z  z   pq 
1
2
 
z

z   (3.9)
so that the Hamiltonian can be expressed as
 2iF
 
p
 
z, z   , q
 
z, z   , t    iωzz 


∑
k

l

3

∑
n

	

fkln zk z  l eins (3.10)
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where now the expansion coefficients fkln are real or imaginary.
As mentioned earlier it is not possible to remove all nonlinear terms in (3.10) by
polynomial canonical transformations. Nevertheless one can canonically transform
it onto coordinates
 
v, v

 in which all non-diagonal terms, i.e. all terms where v and
v

appear with different exponents, are eliminated up to the highest possible order.
This form will then be called Birkhoff normal form. The generating function for the
transformation
 
z, z   
 
v, v   (3.11)
is chosen as
S
 
v, z  , s   vz 


∑
k

l

3

∑
n

	

Sklnvkz  l eins (3.12)
with complex coefficients Skln. The equations which belong to (3.12) are given by
(e.g. see [Jel 87])
z 
∂S
∂z

v  
∂S
∂v  2iF˜
 
v, v  , s    2iF
 
z
 
v, v   , z 
 
v, v   , s 

∂S
∂s . (3.13)
With this transformation the Hamiltonian turns into (see the calculations on p. 80 of
[Ozo 88])
 2iF˜
 
v, v  , s    iωvv 


∑
k

l

3

∑
n

	

 
fkln    iω
 
l  k 

in

Skln  vkv 
leins. (3.14)
By choosing now the coefficients Skln of the generating function as
Skln 
 i fkln
ω
 
l  k   n
(3.15)
all terms with
 
k, l, n  of the Hamiltonian (3.14) can be eliminated except the diago-
nal ones with
l  k and n  0. (3.16)
The terms that remain yield the Birkhoff normal form
 2iF˜   iωvv 

f2
 
vv   2

f3
 
vv   3

... , (3.17)
where the definition fi   fii0 with i  2, 3, ... was used. The Hamiltonian has now a
simple form depending only on powers of the product vv

.
This simple Hamiltonian is only possible, though, ifω does not meet the resonance
frequency
ω 
n
m
, m  l  k (3.18)
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in which a bifurcation occurs. Exactly at the bifurcation the normal form transfor-
mation blows up so that one has to use the resonant normal form
 2iF˜   iωvv 

f2
 
vv   2

f3
 
vv   3

...

fm0nvmeins  f0m,
	
nv 
me 	 ins (3.19)
instead. Here the elimination procedure is performed up to the order m  l 
k at which the leading order resonant term appears. It corresponds to the most
important resonant term near the bifurcation.
Finally applying the time-dependent canonical transformation
ξ  v ei
n
m s ξ   v  e 	 i
n
m s (3.20)
with the generating function
σ
 
v,ξ  , s   vξ  exp
 
ins

m  (3.21)
transforms the Hamiltonian into a rotating coordinate system (the meaning of this
transformation will become clearer below). Using now (3.13) for σ yields the time-
independent form
 2iF˜   iξξ 

f2
 
ξξ  
2

f3
 
ξξ  
3

...

2i

m
 
fm0nξm  (3.22)
where it was used that
f0m,
	
n   f m0n (3.23)
for F˜ to be real. This can be found by setting the real parts of the resonant terms in
(3.19) equal to zero. The distance to the bifurcation appears in front of the first term
as

 
ω
 
E   n

m. (3.24)
In order to obtain a real valued normal form one uses real polar coordinates
 
φ, I 
on the Poincare´ surface of section defined by
ξ   2Ieiφ ξ    2Ie 	 iφ (3.25)
and obtains the resonant normal form in its most common form:
F˜  m 
 
I,φ   I

c2 I2  ...  aIm  2 sin
 
mφ  . (3.26)
All coefficients (except ) that appear in (3.26) are real constants depending on the
bifurcation which is studied. The controlling parameter E is contained in by (3.24).
Exactly at the bifurcation one has   0. The polar coordinates are related to the
Cartesian coordinates on the Poincare´ surface of section by
q   2I sin
 
φ  pq   2I cos
 
φ  . (3.27)
These are not the same Cartesian coordinates as in (3.7) but they do not differ fun-
damentally so that the same notation is kept.
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For a better understanding of what has been derived so far, figure 3.1 (left part)
shows a schematic picture of the vicinity of a stable periodic orbit in phase space. It
is always surrounded by thin tori corresponding to invariant circles of the normal
form or Poincare´ surface of section. If the frequency of one of those invariant circles
very close to the central orbit becomes φ˙  n

m the orbits on this torus are periodic
and close after m steps of the Poincare´ map.
Figure 3.1: Schematic pictures for the understanding of the normal forms.
Left: thin torus surrounding a stable periodic orbit. Right: Mexican hat
shape of the 3D plot of the normal forms. The relative extrema which appear
at the rim correspond to the stationary points or equivalently to the periodic
orbits.
Exactly at a bifurcation the frequency ω
 
E  takes on the value n

m, the normal
form transformation blows up and the angle-dependent resonant term has to be
included. This results in the destruction of the torus in complete analogy to classical
perturbation theory.
Now going back to (3.19), Hamilton’s equations in polar coordinates yield
φ˙
 
I   ω

2c2 I  .... (3.28)
Replacing n

m on the l.h.s and using (3.24) yields the action variable In

m of the
periodic torus as
In

m  

2c2

O

2

. (3.29)
Now the meaning of the transformation (3.20) and (3.21) becomes clear. It took the
system to rotating coordinates in which the periodic torus (3.29) corresponds to a
circle of fixed points. This can be seen by calculating the derivative with respect to
I for the first two terms in (3.26).
At   0 the torus and the central orbit coalesce, so that one can imagine the
whole scenario as a torus which is destroyed immediately after its creation. The
right part of figure 3.1 shows a three-dimensional plot of the normal form. One can
see the central relative extremum which corresponds to the central stable periodic
orbit as well as the surrounding rim which represents the torus. By theφ-dependent
term in (3.26) it is broken into several extrema which correspond to the newly cre-
ated periodic orbits.
For every Hamiltonian F  m 
 
I,φ  one has a corresponding generating function
for the Poincare´ map between the successive Poincare´ sections:
Sˆ  m 
 
I,φ  , E   S0
 
E 

Iφ   F  m 
 
I,φ   , (3.30)
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where S0
 
E  is the action of the central periodic orbit. This can be seen e.g. by itera-
tively integrating the equations of motion for I andφ using F  m 
 
I,φ  up to the rel-
evant order in I [Sch 97a]. The coefficients of F  m 
 
I,φ  in (3.30) are not the same as
the ones in (3.26) but they are simply related. The generating function Sˆ  m 
 
I,φ  , E 
is now the extension of (2.26). It generates the Poincare´ map
I  
∂Sˆ
∂φ

φ 
∂Sˆ
∂I T 
∂Sˆ
∂E (3.31)
from initial coordinates
 
φ, I  to final coordinates
 
φ  , I   on the Poincare´ surface of
section.
The bifurcation scenario which is described by Sˆ  m 
 
I,φ  , E  depends on the
number of angle-independent terms which are included together with the -depen-
dent and φ-dependent (resonant) term. As will be explained more carefully in the
next section, the periodic orbits which are participating in the bifurcation are related
to the fixed points of (3.31). Thus the more terms are included in the normal form
the more relative extrema exist and the more periodic orbits are described.
The bifurcations which occur at   0 independently of other additional bifur-
cations are called generic bifurcations of codimension one. They usually occur if only
one external, controlling parameter is varied which is then contained in . In (3.26)
this parameter is the energy E. The m-fold symmetric function Sˆ  m 
 
I,φ  , E  de-
scribes the bifurcation of the central orbit with an orbit of period m. The case m  1
corresponds to an isochronous bifurcation, m  2 describes a period-doubling etc..
All generic bifurcations of codimension one were classified in [Mey 70, Bru 70, Bru].
As an example of a bifurcation of codimension one, figure 3.2 shows the essential
equipotential lines (contour plots) of the normal form of a period-doubling bifur-
cation. The corresponding normal form can be simplified in Cartesian coordinates
yielding [Sch 97a]
Sˆ  2 
 
q  , p, E   S0
 
E 

q  p 
σ
2
p2  q  2  aq  4, (3.32)
where σ can take on the values   1 depending on the bifurcation which is studied.
The fact that one does not have to include higher order terms in p and that the
whole scenario occurs on the q-axis is a result of the splitting lemma of catastrophe
theory [Pos 78]. The contour plots in figure 3.2 correspond to smooth simplified
pictures of the local Poincare´ surface of section near a period-doubling bifurcation
possessing the same topology and the same qualitative behaviour on the controlling
parameter. Furthermore the parameter a as well as the sign factor σ determine the
order in which the period-doubling bifurcation occurs in dependence of (e.g. either
the central orbit bifurcates into a new orbit with twice the orbit period or the longer
orbit vanishes by coalescing with the central orbit).
All periodic orbits which participate in the bifurcation except the central one are
called satellite orbits. In the case of (3.32) the satellite orbits are real only on one side
of the bifurcation (the “real” side). On the other (“complex”) side only the central
orbit is real while the satellites correspond to so-called complex ghost orbits. They
represent the complex continuations of the real satellites to the complex side and
can be calculated using the recipes described in appendix B.
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q"
p p
q"
Figure 3.2: Contour plots of the codimension-one normal form
Sˆ  2 
 
q  , p, E  with σ   1. Left: 

0. Right:   0.
If higher order terms of the expansion are included in the normal forms one obtains
so-called “extended normal forms” which describe more than just one generic bi-
furcation. In fact it turns out that the next stage corresponds to the bifurcations of
codimension two. They occur as sequences of two generic bifurcations of codimen-
sion one where one of them must be isochronous. It is possible to contract the bifur-
cations to one bifurcation which occurs for one special choice in a two-dimensional
parameter space [Sch 98]. In figure 3.3 the codimension-two bifurcation sequence
of an isochronous and a period-tripling bifurcation is shown. The corresponding
normal form of this case is given by
Sˆ  3 
 
I,φ    Iφ 

S0
 
E   I  bI2  aI
3
2 cos
 
3φ   . (3.33)
p
q"
p
q"
p
q"
p
q"
p
q"
Figure 3.3: Normal Form Sˆ  3 
 
I,φ   of codimension two describing the se-
quence of an isochronous and a period-tripling bifurcation.
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3.2 Properties of the satellite orbits
With the normal forms it is now possible to predict the classical quantities related to
the satellite orbits participating in the bifurcation (or the bifurcation sequences) in
dependence of the external parameter (which here is the energy E):
The periodic orbits correspond to the fixed points of the generating function of the
Poincare´ map (3.31) and are thus determined by the following equations
I 
∂Sˆ
∂φ

φ  
∂Sˆ
∂I (3.34)
while in Cartesian coordinates one obtains
p 
∂Sˆ
∂q

q  
∂Sˆ
∂p . (3.35)
If the generating function (3.30) is now used in (3.34) or a simplified Cartesian form
like (3.32) in (3.35), then one always finds (at least) m fixed points corresponding to
a new satellite orbit. Its orbital period is thus m times the period of the central orbit.
Only in Cartesian coordinates also the central orbit can be obtained as fixed point.
The generating function Sˆ
 
q  , p, E  is related to the action integral S
 
q  , q, E  by a
Legendre transformation, so that the action of a periodic orbit is given by the value
of
S
 
q  , q, E   Sˆ
 
q  , p, E   q  p (3.36)
or in spherical coordinates of
S
 
q 
 
I,φ   , q
 
I,φ   , E   Sˆ
 
I,φ  , E   Iφ  , (3.37)
for the considered periodic orbit. Thus evaluating (3.36) or (3.37) at the fixed points
of (3.35) or (3.34) respectively yields the classical action of the corresponding peri-
odic orbits.
The relation between the period T of a periodic orbit and its classical action is
given by
T 
∂S
∂E , (3.38)
so that one immediately obtains the orbital periods by evaluating (3.38) at the fixed
points.
From the definition of the stability matrix it becomes obvious that it must some-
how be related to the second derivatives of the generating function Sˆ
 
q  , p, E  . In
fact in Cartesian coordinates one obtains [Sch 97a]
Tr

M  	
∂2 Sˆ
∂p∂q



	
1
 
1

	
∂2 Sˆ
∂p∂q



2

∂2 Sˆ
∂p2
∂2 Sˆ
∂q

2

, (3.39)
which again has to be evaluated at the fixed points.
The Maslov indices of the periodic orbits can also be predicted from Sˆ
 
q  , p, E 
as will be explained in section 4.1.
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3.3 Remarks on normal forms
 Bifurcation theory is strongly related to catastrophe theory which was intro-
duced by R. Thom [Tho 75, Pos 78]. For example the codimension of a catas-
trophe gives the dimension of a Lagrangian manifold minus the dimension of
the singular sub-manifold of the catastrophe. Thus for a so-called fold catas-
trophe the codimension is one while for a cusp it is two. The “unfolding” of
the fold catastrophe is given by the nontrivial part of the normal form of the
isochronous bifurcation. Therefore this bifurcation must be of codimension
one. Similar correspondences can be done for other bifurcation types.
 The Birkhoff normal forms can also be used for systems which are not gen-
eral in the sense that they possess a finite number of discrete symmetries. If
this is the case it can happen that on the Poincare´ surface of section one finds
bifurcation scenarios which look like period-m bifurcations even though they
are isochronous. Due to an m-fold symmetry of the system the bifurcation cre-
ates a new orbit with an m-fold degeneracy. The equivalence between those
non-generic cases and the generic ones was established in [The 99].
 In mixed systems the bifurcation scenarios are often more complicated than
the cases given by the Birkhoff normal forms of codimension one or two men-
tioned above. Increasing the codimension in systems with discrete symmetries
can give rise to many highly involved bifurcation scenarios. For example it is
possible to encounter sequences of non-generic pitchfork bifurcations which
can repeat themselves infinitely often such that they are subsequently created
out of a single central periodic orbit and accumulate at one value of the con-
trolling parameter [Bra 01]. For such more delicate situations the current state
of the normal form theory is by far not developed enough, meaning that for
such cases new types of normal forms have to be constructed.
Chapter 4
Uniform semiclassical approximations
Here the general recipe of how to calculate approximations which uniformly interpo-
late between the vicinity of periodic orbit bifurcations and the asymptotic Gutzwiller
regime is explained. For some of the codimension-one bifurcations there are analytical
expressions while for bifurcations of codimension two the necessary integrals must be
worked out numerically. Finally it is shown how to derive uniform approximations for
symmetry breakings.
4.1 Uniform approximations for bifurcation scenarios
of periodic orbits
Instead of evaluating (2.25) using stationary-phase approximations one now re-
places the phase function by the normal form of the generating function (3.30):
S˜ξ  s  , q  , s, pq, E   q  p  Sˆξ
 
s  ,φ  , s, I, E 
 
 
s


s

lξ
 Iφ  . (4.1)
Replacing Sˆξ from (3.30) on the r.h.s one tries to evaluate the integrals exactly. The
angle φ is only given modulo 2pi which must result in a quantization of I. Due to
the form I 

p2q  q2


2 its spectrum must be the one of the harmonic oscillator
In  h¯
 
n

1

2  with n

IN0.
In [Ber 77] it was shown that in the semiclassical limit one can restrict φ to the
interval  0, 2pi

while replacing the integrations over I by
 
dI  h¯ ∑
In
(4.2)
where In are the quantized values of I. This way one obtains
δg
 
E   
h¯
2pi 2h¯2

e
 
lξ
m
0
ds
 
2pi
0
dφ 

∑
n

0

 
 
 
 
Dξ
 
 
 
exp 
i
h¯
Sˆ
 
In,φ  , E  
i
h¯
Inφ   i
pi
2
ν

.
(4.3)
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The determinant in (4.3) can be reduced to [Lit 90]
 
Dξ  det
 
 
 

∂2 Sˆξ
∂s

∂s
∂2 Sˆξ
∂s

∂I
∂2 Sˆξ
∂s

∂E
∂2 Sˆξ
∂φ

∂s
∂2 Sˆξ
∂φ

∂I
∂2 Sˆξ
∂φ

∂E
∂2 Sˆξ
∂E∂s
∂2 Sˆξ
∂E∂I
∂2 Sˆξ
∂E2





1
s˙

s˙
∂2S
∂φ

∂I . (4.4)
With s˙  s˙  it follows for a periodic orbit
 
lξ  m
0
ds
1

s˙

s˙

1
m
∂Sˆ
∂E 
T
 
φ  , I, E 
m
, (4.5)
where T is the time from s to s  along the orbit. Finally one applies the Poisson
summation formula (2.6) to the sum over n which leads to [Sie 96]
δg
 
E   
1
2pi 2h¯2

e

∑
L

	

 
2pi
0
dφ 
 

0
dI 
 
φ  , I  e
i
h¯ 
 φ  ,I
 	
ipi
2 ν 	 2pi i
 
I
h¯ 	
1
2  L. (4.6)
with

 
φ  , I  
1
m
∂Sˆ
∂E  
 
 
 
∂2S
∂I∂φ

 
 
 
 
1

2
and

 
φ  , I  
i
h¯
Sˆ
 
I,φ  , E  
i
h¯
Iφ  . (4.7)
This is the trace integral in normal form coordinates which represents the semiclas-
sical contribution to the density of states of an arbitrary region on the Poincare´ plane
described by the phase function

 
φ  , I  . One can see that in comparison to (2.25)
the origin is no stationary point any longer. Its Gutzwiller contribution can be cal-
culated by summing the edge corrections of the I-integration for I  0 over L. The
stationary points which correspond to the satellite orbits are included in the term
L  0. All other contributions with L  0 have no stationary point near the origin
and contribute semiclassically only with a boundary contribution.
An approximation of the integral (4.6) which was introduced by Ozorio de Al-
meida consists in including higher terms only in the phase function

 
φ  , I  but set-
ting the Jacobian in the amplitude function 
 
φ  , I  equal to unity [Ozo 87, Ozo 88].
In the limit   0 the prefactor then tends towards the orbit period T0 of the central,
primitive orbit evaluated at the bifurcation   0. In this way one obtains (with
L  0)
δg
 
E   
T0
2pi 2h¯2

e
 
2pi
0
dφ 
 

0
dI e
i
h¯ 
 φ  ,I
 	
i pi2 ν. (4.8)
This approximation in fact yields finite contributions in the vicinity of a bifurca-
tion. The parameters in

 
φ  , I  can be determined uniquely by the numerically
determined actions of the periodic orbits together with the relations of their actions
in section 3.2 (see eq. (3.36) and (3.37)). The expression (4.8) is very similar to the
first order semiclassical perturbation theory by S. Creagh [Cre 96] which says that in
first approximation in the trace integration only the action has to be modified due to
a perturbation of the system. The similarity between the semiclassical perturbation
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theory and the extension of the semiclassical trace formulae using normal forms will
show up again in a later section. Approximations of the form (4.8) are called local
approximations, because they describe δg
 
E  correctly only in the vicinity of a bifur-
cation. Asymptotically it can not be expected to deliver accurate results, though,
because it does not split up into independent periodic orbit contributions.
In order to achieve this one has to extend the normal form expansion to higher
terms and treat these terms as perturbation. Using non-canonical coordinate trans-
formations one can then recover the original normal form for the phase while the
amplitude function is modified such that it provides enough coefficients to let the
integral asymptotically split up into the Gutzwiller contributions [Sch 97c, Sie 98b].
After having derived the amplitude function  , an evaluation of (4.6) in stationary-
phase approximation gives the following contributions
δg  SP 
 
E  
1
pih¯

 

det

 


e exp

i
h¯

 i
pi
2

ν 
1
2
sign
 

 

 
, (4.9)
evaluated at the stationary points. Here the matrix of second derivatives is given by

 

 
∂2

∂q

2
∂2
∂q

∂p
∂2
∂q

∂p
∂2
∂p2

(4.10)
and the Maslov index appears as
µ  ν 
1
2
sign
 

 
 . (4.11)
Here sign
 

   corresponds to the difference between the number of positive and
negative eigenvalues of

  . One can see now that also the Maslov indices of the
bifurcating periodic orbits as well as their changes can be predicted using normal
forms.
For each periodic orbit ξ there exists a contribution of the form (4.9). The idea is
now to identify these contributions with the isolated, asymptotic Gutzwiller contri-
butions of (2.30). This immediately leads to the following relations

i  Sξ ,
 i
 

det

 i


Tξ

 
 
 
Tr

Mξ  2
 
 
 
, (4.12)
where the index i means that the corresponding functions have to be evaluated at
the fixed points (the solutions of (3.34) or (3.35)). The parameters of the ampli-
tude function 
 
φ  , I  are now determined by the Gutzwiller amplitudes. Thus the
asymptotic evaluation of (4.6) uniquely fixes its own parameters in the way that it
interpolates between the finite local approximation (4.8) and Gutzwiller’s trace for-
mula. The resulting expressions are called uniform approximations.
For the three types of codimension-one bifurcations with m  3 analytical for-
mulae could be derived as final results [Sch 97c]. For the codimension-one bifurca-
tions with m  4 only expressions using numerical integrals exist [Sie 98b, Sie 96].
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The integrals can be evaluated numerically using series representations or using the
method of steepest descent [Sch 97a].
In the case of codimension two the same recipe can be applied. The only difference
is that there are more parameters to eliminate due to the larger number of bifurcat-
ing orbits. Furthermore the normal forms of the phase and amplitude function are
polynomials of higher order for which the integrals (which are often called diffraction
catastrophe integrals) can not be solved analytically but have to be evaluated numer-
ically.
It has to be emphasized that the uniform approximations are interpolations be-
tween the regime near the bifurcation (  0) with a h¯α-dependence (α   1) and
the asymptotic limit far away from the bifurcation which corresponds to a h¯ 	 1 de-
pendence. In the transition region one could in principle obtain results which are
less accurate. The author has never encountered such a situation and also in this
study the transition region could always be approximated so that a comparison to
the quantum-mechanical curve could be made.
Furthermore, as is the case in every interpolation between limits, there is some
sort of freedom in the way the limits are connected. In the above uniformization this
freedom is contained in the choice of the functional form of 
 
φ  , I  . Even though
there exist several expressions for the amplitude functions which can be used for
the bifurcations [Sie 98b, Sie 96, Sch 98] this does not imply that they are the only
choices which yield a good interpolation (reproducing e.g. the leading semiclassical
terms). As long as the asymptotic limits are reproduced any reasonable function
could in principle be used for 
 
φ  , I  [Bar 03].
As mentioned in section 3.3 it can occur that one has to introduce new normal
forms for the phase function

 
φ  , I  itself. For such new forms the above uni-
formization procedure must then be applicable.
4.2 Uniform approximations for symmetry breakings
The uniformization procedure is slightly modified in cases of a transition from an
integrable to a mixed system. It is based on semiclassical perturbation theory which
expresses all classical quantities appearing in a trace formula in dependence of the
perturbation parameter of the system [Cre 96]. There exist analytical uniform ap-
proximations for the U
 
1  -symmetry breaking [Tom 95, Ull 96] and for special cases
of the SU
 
2  - and SO
 
3  -symmetry breaking [Bra 99].
Given a Hamiltonian H0 describing an integrable system whose periodic orbits
are degenerate, appearing in orbit families. This system may now be perturbed by
a term H1 with dimensionless    1 as
H  H0  H1, (4.13)
so that the symmetries of H0 are broken at least partially. In [Cre 96] it was proven
that in first order of  the perturbation of the action of one orbit  g
 
t  of the family
 is given by
  S 
 
E     
 
 g  t

H1 dt. (4.14)
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The integration over the group measure belonging to the symmetry group of the
periodic orbit family yields a so-called modulation factor
 



h¯
, E


1
VG
 
dµ
 
g  ei  S   E   h¯, (4.15)
where VG represents the invariant group volume. This factor now multiplies each
periodic-orbit term of the trace formula of the unperturbed integrable system. For
the calculation of higher-order action shifts one can, in general, no longer neglect the
changes of the periodic orbits themselves. The calculation of the modulation factor
becomes more tedious but stays straightforward [Cre 96, Kai 00].
For the derivation of a global uniform approximation one has to introduce an
amplitude function into the integral of the modulation factor so that asymptotically
it splits into the Gutzwiller contributions of the isolated periodic orbits. Further-
more the phase function must be derived up to the order for which the periodic
orbit actions emerge from the stationary-phase approximation of the integral. The
resulting trace integrals, which often turn out to be very similar to the integrals in
the case of bifurcations, have to be worked out exactly. At the end, the parameters
appearing in the phase are given by the classical actions of the periodic orbits while
the parameters of the amplitude function have to be eliminated using the Gutzwiller
amplitudes.
The whole procedure is thus completely analogous to the uniformization proce-
dure in the case of bifurcations with the only difference that the phase function is
not a model but exactly derived from semiclassical perturbation theory.
Chapter 5
The system of He´non and Heiles
In the following chapter the well-known system of He´non and Heiles is introduced as a
model of a continuous classical system with intricate mixed phase-space dynamics. Its
periodic orbits are calculated and their bifurcation scenarios which range from single
bifurcations of codimension one to infinite bifurcation cascades are studied in detail.
After the calculation of the quantum-mechanical spectrum, several types of uniform
approximations are used to construct the semiclassical approximation of the density of
states. For a situation where the existing formulae fail a new codimension-two uniform
approximation is developed.
5.1 Classical mechanics
5.1.1 Classical dynamics
Like the classical three-body problem the system of He´non and Heiles is known
today as a paradigm of a Hamiltonian system with a mixed phase space [Sch 94]. It
has been used as a model for various physical systems of different nature [Bra 97,
Pom 74, Efs 04]. In fact it belongs to the same class of dynamical systems with two
degrees of freedom as the collinear three-body Coulomb problem [Win 92], so that
both show similar qualitative features. The He´non-Heiles system was introduced in
1964 by M. He´non and C. Heiles in their famous study of the motion of a single star
in the potential of a disk-shaped galaxy [He´n 64]. It was argued in the following
way:
In the case of an axially symmetric galaxy the gravitational potential can be written
in cylindrical coordinates
 
R, z  as
V
 
R, z   Vg
 
R, z 

L2
2R2
. (5.1)
The function Vg
 
R, z  is arbitrary for the moment and L corresponds to the angular
momentum perpendicular to the galactic plane through the center. Due to the axial
symmetry, L is a constant of motion. Thus the dynamical system reduces to a two-
dimensional one with the Hamiltonian
H
 
pR, pz, R, z  
1
2 
p2R  p
2
z   V
 
R, z  . (5.2)
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The question which was addressed by He´non and Heiles was whether (5.2) pos-
sesses a further constant of motion besides the conserved total energy E. If this
would be the case the system were integrable having two independent constants
of motion. The stars would move on regular orbits within the galactic disc. In the
opposite case, chaos could exist in the motion of stars.
The model system for (5.2) which was proposed by He´non and Heiles has a sim-
ple polynomial form and can thus be easily studied numerically. At the same time
it is completely general which means that non-trivial orbits can exist and that no
fundamental differences are created by adding higher order terms. In Cartesian co-
ordinates it has the following form
H

px, py, x, y  
1
2

p2x  p
2
y  x
2

y2


x2y  y3

3. (5.3)
System (5.3) corresponds to a two-dimensional, isotropic harmonic oscillator (m 
ω  1) which is perturbed by cubic terms. The symmetry group of the system is
ID3 with three reflection axes at the polar angles φ  pi  2 and φ    pi  6 as well as
rotational symmetries about the angles 2pi

3. If a particle has an energy larger than
the saddle-point energy E

 1

6 it can escape over one of the three saddles which
are lying on the symmetry axes (in the radial distance one from the origin).
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Figure 5.1: The potential of He´non and Heiles. Left: 3D and contour plot of
the potential. Right: cut of the potential along the v-axis.
In order to weight the cubic terms in (5.3) relative to the harmonic oscillator part,
one often introduces a perturbation parameterα so that the Hamiltonian becomes
H

px, py, x, y  
1
2

p2x  p
2
y  x
2

y2


α

x2y  y3

3

, (5.4)
with the saddle-point energy lying at E

 1

6α2. Even though (5.4) now depends
on two external parameters E andα, one can transform the Hamiltonian back to the
form (5.3) by scaling the coordinates as
x 
u
α
, y 
v
α
. (5.5)
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The scaled Hamiltonian then reads

H
 
pu, pv, u, v  
1
2 
p2u  p
2
v  u
2

v2
 
u2v  v3

3. (5.6)
In the left part of figure 5.1 the potential part of (5.6) is shown while on the right side
one can see a cut of the potential along one of the symmetry axes (here along u  0).
An additional factor of 6 was introduced in order to fix the saddle-point energy at
the value one. Along the v-axis the potential is then given as
6V
 
v   3v2  2v3, (5.7)
with the classical turning points v1,v2 and v3 determined by 6V
 
vi   e   6α2E,
i  1, 2, 3. The scaled energy e  6α2E remains as the only controlling parameter of
the system.
The fact that the phase-space dynamics is mixed possessing regular as well as
chaotic regions and that therefore no other constant of motion besides e exists, can
be seen from the Poincare´ surfaces of section which are shown in figure 5.2 for in-
creasing energy values e. Interestingly, for energies e  1 there still exist small
islands of regular motion and within them also periodic motion, as will turn out in
the next section.
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Figure 5.2: Poincare´ sections (with u  0) of (5.6). Top left: e  0.5, top
right: e  0.8, bottom left: e  1, bottom right: e  1.05.
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5.1.2 Periodic orbits
The periodic orbits of the system (5.3) were investigated in detail in [Chu 79, Dav 92,
Vie 96]. They were calculated in dependence of the energy e using the numerical
method described in appendix B. Figure 5.3 gives an overview of all orbit periods
up to 5pi in an energy range of up to twice the saddle-point energy.
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Figure 5.3: Orbit periods T in dependence of the scaled system energy e. The dashed
arrows indicate period-doubling bifurcations while the circles mark isochronous non-
generic pitchfork bifurcations. The rectangle at e   1.179 and T   4.4pi frames
a codimension-two bifurcation. The indices of the orbits denote the Maslov indices,
which are left out in the text.
Below e   0.97 there exist only three types of periodic orbits with periods of the
order of 2pi . The librations A and B and the rotation C (see figure 5.4). Due to the
three-fold symmetry of (5.3), A and B exist in three orientations connected by rota-
tions of 2pi

3 and 4pi

3. Orbit C is two-fold degenerate because of its two possible
opposite senses of rotation.
The action SA and the period TA of the orbit A can be calculated analytically due to
its one-dimensional motion. One obtains (with v1, v2 and v3 of the preceding section)
SA
 
e   2
 
v2
v1
 e  3s2

2s3 ds 
2
5α2

6
 
v3  v1   E
 
q 

cK
 
q 

(5.8)
and
TA
 
e   2  3 
 
v2
v1
ds

e  3s2

2s3

2

6

v3  v1
K
 
q  . (5.9)
Here E
 
q  and K
 
q  are complete elliptic integrals [Abr 65] with
q  
v2  v1
v3  v1
c  
2
9
 
v3  v2 
 
2v3  v2  v1  . (5.10)
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The expansion of SA with respect to the energy e is given by
SA
 
e  
pie
3α2
 
1

5
12
 e
6  
385
432
 e
6 
2

85085
31104
 e
6 
3

...  . (5.11)
Most of the system’s other periodic orbits are created at bifurcations of these three
orbits A, B and C. In figure 5.3 the bifurcation points at which this occurs are marked
with circles as well as dashed arrows. The orbits which are isochronously bifurcat-
ing from A are rotations R and librations L. The indices correspond to their Maslov
indices. The orbits which participate in period-doubling bifurcations with A are
given the letter F. The behaviour at the bifurcation points will be described explic-
itly in the following sections. The only possibility of creating new periodic orbits out
of nothing are tangent bifurcations at which a stable and an unstable orbit are cre-
ated. Very often they are difficult to find numerically. Except the one at e  1.16718
which belongs to a codimension-two bifurcation at e  1.179 (indicated by the rect-
angle in figure 5.3) no other tangent bifurcation could be determined numerically or
found in the literature up to orbit periods of 5pi .
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Figure 5.4: Shortest periodic orbits. Left: contour plot of the potential (in-
cluding the symmetry axes) together with the periodic orbits A,B and C.
Right: one of the librating periodic orbits S at e=1.1.
At e  1 new librating orbits S appear due to a global bifurcation where the topol-
ogy of the phase space changes from compact to non-compact. They correspond to
oscillations on the three saddles of the potential. In the limit e  1 their orbital
period becomes 2pi


3. The right part of figure 5.4 shows one of the three orbits S
evaluated at an energy e  1.1.
5.1.3 A scattering experiment
The fact that the system (5.3) possesses real periodic orbits in the energy range e  1
can be illustrated by the following experiment: Starting at the origin with an arbi-
trary initial velocity v, a particle will either remain in the potential well for a long
time or leave the inner part of the potential by crossing one of the three saddles. If
the particle stays in the potential the corresponding position in the two-dimensional
space of initial velocities is colored black and otherwise by the color of the corre-
sponding exit channel (see figure 5.5).
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Figure 5.5: Scattering experiment in the He´non-Heiles potential
(shown here as contour plot). For an energy e  1 the particle starts
at the origin with initial velocity v 

vx, vy  . If it escapes from the
inner part of the potential, the point

vx, vy

in velocity space obtains
the color of the exit channel. Otherwise it is colored black.
The result of the experiment uncovers the complexity of the phase-space dynamics
of the system. In figure 5.6 the result is shown after having scanned the whole veloc-
ity space in small steps in vx an vy. One can see that the exit channel over which the
particle will escape, strongly depends on the initial velocity. This is characteristic
of a chaotic dynamics. The resulting figures have fractal properties reminiscent of
the fractal Mandelbrot set with which one could in fact find a conceptual similarity.
The right side of figure 5.6 clearly shows that even for energies e  1 trajectories
exist which are bound within the potential for a very long time. Their initial veloc-
ities correspond to the black points beyond the black disk that corresponds to the
bound dynamics for e  1. In fact for the periodic orbit D of figure 5.3 the initial
velocity lies within this black area (and correspondingly its initial coordinates lie at
the origin) for a certain range of e  1. The points on the vx-axis where this black
area becomes thin correspond to bifurcations of higher repetitions of the orbit D
[Bra 01b].
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Figure 5.6: Result of the scattering experiment. Left: scan of the whole velocity
space. Right: enlarged fraction of left figure with bound dynamics for e  1.
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5.2 The quantum-mechanical He´non-Heiles system
5.2.1 Calculation of the quantum spectrum
The quantum-mechanical version of the system of He´non and Heiles is given by the
following Hamiltonian
 
H  
h¯2
2m

∂2
∂x2 
∂2
∂y2


1
2
mω2

x2

y2
 
α

x2y 
y3
3

. (5.12)
In units with m  ω  h¯  1 it reads
 
H  
1
2

∂2
∂x2 
∂2
∂y2


1
2 
x2

y2
 
α

x2y 
y3
3

(5.13)
and in two-dimensional spherical coordinates
 
r,φ  one obtains
 
H  
1
2

∂2
∂r2 
1
r
∂
∂r 
1
r2
∂2
∂φ2


r2
2 
α
r3
3
sin
 
3φ  . (5.14)
All states of the system are non-stationary so that according to the complex rotation
method of appendix C one may now represent the non-Hermitian operator
 
H
 
θ   
1
2

∂2
∂r2 
1
r
∂
∂r 
1
r2
∂2
∂φ2

e 	 2iθ

r2
2
e2iθ

α
r3
3
sin
 
3φ  e3iθ (5.15)
in the basis of eigenstates of the two-dimensional harmonic oscillator
ψnl
 
r,φ   Nnl  il  r   l    e 	 ilφ  L  
l
 n
 mω
h¯
r2

 e 	
mω
2h¯ r
2
. (5.16)
Here the normalization constant is given by
Nnl 
n!
pi 
 
n


l

 !

 mω
h¯ 

 
l
 

1

. (5.17)
The system is not spherically symmetric so that l does not represent a good quan-
tum number. The ID3 symmetry group has three irreducible representations (which
means that in principle one could find a special basis in which the Hamiltonian ma-
trix decays into three block matrices). As a consequence only the basis states (5.16)
with  l    3 are coupled so that the following symmetry classes of basis states
exist
I : l

 ...  6,  3, 0, 3, 6, ...

(5.18)
II : l

 ...  5,  2, 1, 4, 7, ...

(5.19)
III : l

 ...  4,  1, 2, 5, 8, ...

. (5.20)
The Hamiltonian is invariant under time reversal, so that l   l. Therefore the
classes II and III produce the same spectra. This facilitates the diagonalization, be-
cause now it has to be performed only for the basis sets I and II.
Alternatively one can write the scaled Hamiltonian in Cartesian coordinates as
 
H
 
θ   
1
2

d2
dx2 
d2
dy2

e 	 2iθ

1
2 
x2

y2

e2iθ

α

x2y 
y3
3

e3iθ (5.21)
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and represent it in the corresponding harmonic oscillator basis. The matrix ele-
ments can then easily be calculated using creation- and annihilation operators (see
e.g. [Nol 92]). Even though this does not take into account the symmetries of the
system one can nevertheless achieve convergence if one uses the sparse property of
the resulting Hamiltonian matrix. This property is given because, besides the di-
agonal elements, the basis states couple only to other basis states whose quantum
numbers differ by a maximum of three units. Therefore it is obviously advantageous
to use sparse routines instead of programs which need the whole Hamiltonian ma-
trix. This procedure was performed in all complex cases using the program matlab,
while for the diagonalizations of the real Hamiltonian it was mainly worked with
the basis states (5.16).
Figure 5.7 shows the quantum resonance spectrum for the perturbation param-
eter α  0.1. It was found to be converged with an accuracy of 6 digits over an
interval of about 10 degrees, as is indicated by the example in the inset of figure 5.7.
The imaginary parts of the resonant states for e

1 are exponentially small except
very near the barrier at e  1. For the states slightly above the barrier a semiclassical
prediction of the imaginary parts was given in [Wai 81] which is in good agreement
with the numerical results. The non-resonant states were found to behave exactly
in the way described in [Yar 78] for a one-dimensional cubic potential. They do not
lie on straight lines and some of them even have positive imaginary parts. They
can clearly be distinguished from the resonances because they strongly depend on
θ. The quasi-regular pattern of the resonance spectrum observed in the region e  1
where some of the resonant states lie on almost parallel “rays” in the complex en-
ergy plane, is a reminiscence of the separable system that is obtained if one neglects
the coupling term αx2y. It will be studied in the next chapter.
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Figure 5.7: Resonances of the scaled He´non-Heiles Hamiltonian (5.21)
with α  0.1. The inset shows the dependence of the imaginary part
of one particular resonance on the rotation angle θ (its real part stays
constant at 0.928966 for the whole variation of θ).
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5.2.2 Determination of g˜   E  and δg   E 
After having obtained the complex energy spectrum one has to solve the prob-
lems of how to derive a density of states and furthermore how to extract its unique
smooth average part.
In a given spectrum the resonant states can generally be identified as lines of
finite width which are locally given by a Lorentzian-shaped Breit-Wigner distribu-
tion. Thus for a discrete spectrum which consists of bound states i and resonant
states j the expression
g
 
E   ∑
i
δ
 
E  Ei   ∑
j
1
pi

 j  2

E  E j 
2


2
j
4
(5.22)
should represent a very good approximation of the spectral density, independent
of whether the potential goes to zero asymptotically or not. This can also be seen
by considering the difference   g
 
E  of the total density of states gtot
 
E  including
resonant states and the density of states of the free case g f ree
 
E  as [Kai 03b]
  g
 
E   gtot
 
E   g f ree
 
E 
 
1
pi 
m ∑
m
1
E  Em  i  m  2

1
pi
∑
m
 m  2
 
E  Em 
2

 
 m  2 
2 . (5.23)
Since the Lorentzians on the r.h.s of (5.23) go over into delta functions for  m  0,
the contribution of the bound states is automatically included in (5.23).
As already mentioned in section 2.2 in order to obtain a coarse-grained level
density one has to perform a Gaussian convolution of the full density of states. For
(5.22) the result can be expressed analytically (using integral 7.4.13 of [Abr 65] for
the sum over j) as
gγ
 
E  
1
γ

pi
∑
i
e 	  E 	 Ei 
2

γ2

1
γ

pi
∑
j

e

w
 
z j   , (5.24)
where the function w
 
z  is the error function with complex argument [Abr 65]
w
 
z   e 	 z
2
erfc
 
 iz  (5.25)
and z j   1γ

E 

E j  i
 j
2
 
. The function w
 
z  is directly given in many mathe-
matical software libraries and algebra programs (e.g. as routine S15DDF of the NAG
library). One can see that if the spectrum consists of bound states only, equation
(5.24) can be reduced to its first sum because then the Lorentz distributions in (5.22)
turn into δ-distributions.
For the determination of the smooth average part g˜
 
E  one can apply the Struti-
nsky averaging method of appendix D. In figure 5.8 the plateau condition which
determines the smoothing width γ˜ (see appendix D) is tested at e  1.5 for a per-
turbation parameter α  0.1. Independent of the polynomial orders s, a plateau
can be found at γ˜   2.2. The quality of the plateau turns out to be dependent on
the energy for which it is tested. In figure 5.9 the smoothing value γ˜0, which obeys
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Figure 5.8: Test of the plateau condition for the Strutinsky aver-
age at the energy e  1.5 for α  0.1. The numbers in brackets
correspond to the polynomial indices s (see appendix D).
the plateau condition, is plotted in dependence of e. One can see that in the vicinity
of the saddle-point energy e  1 the value of γ˜0 decreases. For energies e

0.85
the plateaux are very pronounced so that choosing a slightly different value than
the plotted one does not result in considerable errors. Unfortunately the function
g˜
 
E  changes very abruptly near the saddle-point energy. The changes are of the
order of the variations of the oscillating part so that a clear separation of these two
parts is impossible. This becomes evident from figure 5.9 where no plateau can be
found near e  1. Even though the obtained data points were fitted by a cubic poly-
nomial there remain considerable discrepancies in this energy range. In the energy
region below e  1, it is possible to apply the Strutinsky method only to the real
energy spectrum (obtained without the complex scaling method) almost up to the
saddle-point energy due to the smallness of the level widths there [Bra 99].
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Figure 5.9: Dependence of γ˜0 on the energy e. The smooth
curve corresponds to a cubic polynomial interpolation of the
data points.
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Alternatively for energies far below the saddle-point energy, the Thomas-Fermi re-
sult of the density of states which in two dimensions [Bra 03] reads
g˜TF
 
E  

m
2pih¯2

 
d2r θ
 
E  V
 
r   , (5.26)
can in the He´non-Heiles case be simplified to the one-dimensional integral
g˜TF
 
E  

m
pih¯2

1
α
 
v2
v1
 
v1  v 
 
v2  v 
 
v3  v 
v

1
2
dv. (5.27)
It can easily be evaluated numerically. Here the vi with i  1, 2, 3 correspond to
the turning points given in section 5.1.1 and θ
 
x  is the Heaviside step function.
In particular, equation (5.27) can be preferred to the Strutinsky method for small
energies because in that regime the latter one does not work accurately due to the
energy cut-off at e  0.
5.2.3 Scaled Fourier spectroscopy of δg   E 
Gutzwillers’s trace formula (2.30) has the form of a Fourier sum over the classi-
cal periodic orbits. The Fourier spectrum of the oscillating part δg
 
E  of the exact
quantum-mechanical density of states should therefore be related to the periodic
orbits of the corresponding classical system. More precisely, the Fourier spectrum
should consist of a discrete set of peaks centered at the classical orbit periods. The
number of peaks that appear depends on the value γ used for the coarse-graining
of the exact density of states (see section 2.2). For large γ only the shortest orbits
contribute and a small number of peaks can be seen. Choosing a small γ increases
the resolution of δg
 
E  and more peaks appear.
As described in 5.1.1 the classical dynamics of the He´non-Heiles system is gov-
erned by the scaled energy e  α2E, so that this value should be kept fixed while
performing the Fourier transform in order to be able to relate the result to a given
phase-space structure. This idea of a “constant-scaled-energy-spectroscopy” was
first applied successfully to the absorption spectrum of the diamagnetic hydrogen
atom for which a complete hierarchy of states could be related to classical closed
orbits [Hol 88]. The method has contributed to the renewed interest in semiclassical
physics, because it represents an easily obtainable inverse quantum chaology. By now
it has become one of the standard tools of semiclassical physics and has successfully
been applied to various systems [Rao 01, Hu¨p 95, Ama 01].
In the case of the He´non-Heiles system one calculates the quantum spectra for a
set of perturbation parameters α. The values of fixed scaled energy e correspond to
the intersections of the spectrum with a curve given by
E  e

α2. (5.28)
Figure 5.10 shows the (real) energy spectrum for the parameters α

 0, 0.2

as well
as the curve corresponding to (5.28) with e  0.04. After having determined the
intersection points one can calculate the smooth and oscillating part of their density.
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Figure 5.10: Scaled Fourier spectroscopy of the He´non-Heiles spec-
trum. The solid hyperbolic curve is given by (5.28) with e  0.04,
the dashed curve gives the saddle-point energy E

 1

6α2.
The Fourier spectrum then yields information about the periodic orbits which are
mainly contributing to δg
 
E  for a fixed scaled energy e.
In figure 5.11 one can clearly recognize a pattern of three peaks repeating at multi-
ples of the harmonic oscillator period 2pi .
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Figure 5.11: Result of the scaled Fourier transform for e  0.04. One
can clearly see a structure of three peaks repeating at multiples of 2pi .
The averaged peak positions after division of the repetition numbers correspond
quite well to the positions determined from the classical numerical integration of
the periodic orbits A,B and C for e  0.04, as can be seen from the following table:
PeriodicOrbit Integration Fourier
C 0.9877625 0.994332
B 1.0336135 1.010495
A 1.0384698 1.020000
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5.3 Semiclassical approximations to the quantum level
density
5.3.1 Evaluation of Gutzwiller’s trace formula
In section 5.1.2 it was shown that for energies e

0.97 there are three shortest prim-
itive periodic orbits A, B and C. In the low energy range and for a large Gaussian
smoothing the coarse-grained density of states should be given by (2.37) evaluated
for these three orbits only. Using the corresponding degeneracy factors and Maslov
indices µA  5, µB  4, µC  3 in this energy regime it amounts to
δg
 
E   
1
pih¯

 
 3TA  e
 
	
γTA
2 
2

 
 
TrM˜A  2
 
 
cos

SA
h¯

5pi
2


3TB  e
 
	
γTB
2 
2

 
 
TrM˜B  2
 
 
cos

SB
h¯

4pi
2


2TC  e  	
γTC
2 
2

 
 
TrM˜C  2
 
 
cos

SC
h¯

3pi
2



. (5.29)
Figure 5.12 compares the result of evaluating (5.29) including second repetitions
with µ2A  10, µ2B  8 and µ2C  7 to the exact quantum result for α  0.03 and
γ  0.4. One can see a major discrepancy between both curves up to e   0.35 as well
as at the periodic orbit bifurcations in the region e  0.89. The quantum-mechanical
curve contains an inaccuracy above e   0.9925 because here the imaginary parts of
the quantum energies were not taken into account and due to the difficulties with
the Strutinsky method near e  1 as was explained in section 5.2.2.
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Figure 5.12: Comparison between standard semiclassical and quantum
result for α  0.03 and γ  0.4. Dashed: semiclassical (5.29) includ-
ing second repetitions, solid: exact quantum result.
In the following several uniform approximations are applied in order to improve
the semiclassical curve.
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5.3.2 The limit e   0
In the limit e  0 the He´non-Heiles system reaches the two-dimensional isotropic
harmonic oscillator potential which possesses the SU
 
2  -symmetry. This must re-
sult in a divergence of Gutzwiller’s trace formula because all periodic orbits become
degenerate under the symmetry operations of the oscillator. On the other hand the
oscillating part of the density of states for the two-dimensional harmonic oscillator
can easily and exactly be obtained as [Bra 03]
δg0
 
E   A0

∑
r

1
cos

rS0
 
E 
h¯

A0
 
E  
2E
 
h¯ω  2
S0
 
E  
2piE
ω
. (5.30)
The uniform approximation procedure for such a symmetry breaking which inter-
polates between (5.30) and Gutzwiller’s trace formula for the periodic orbits A, B
and C was outlined in section 4.2 following the prescriptions of [Bra 99].
In the He´non-Heiles case the actions of the periodic orbits A, B and C split up
only in fourth order semiclassical perturbation theory. The action shifts in first and
third order vanish while for the second and fourth order one obtains
δS2  h¯x  5  7 cos2β   6 δS4   h¯y sin3β cos
 
3γ  , (5.31)
with h¯x  e  S0
 
E 

12, y  e3 and the scaled energy e  6α2E. Using these action
shifts for the construction of the phase function and choosing an amplitude function
so that the asymptotic evaluation gives the Gutzwiller contributions of A, B and C
one arrives at a modulation factor
 

1
2piA0
 
1
0
du e
 i

h¯

 S
 
5

7
	
u2

 
2pi
0
dγ e 	
 i

h¯

δS
 
1
	
u2

3  2
cos  3γ



2

  S

h¯
ACu2  
4

  S

h¯pi 
1  u2


2pi

δS

h¯ 
A¯AB    AAB cos
 
3γ  (5.32)
with the definitions δS
 
1
2
 
SA  SB  and   S   12
 
SA  SB   SC as well as A¯AB  
 
AA  AB   2 and   AAB  
 
AA  AB   2. Approximating this for the leading terms
in h¯ yields the final analytical expression of the uniform approximation
δg
 
E   AC cos

SC
h¯ 
pi
2


 
 
 
 
2δS
  S  
 
 
 

 
A¯AB J0

δS
h¯

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
SC
h¯ 
pi
2

   AAB J1

δS
h¯

sin

SC
h¯ 
pi
2



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
  S

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4pi

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
h¯
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 
A¯AB J0

δS
h¯

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
S¯AB
h¯

   AAB J1

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
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
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
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
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
 
A¯AB J0
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δS
h¯

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
S¯AB
h¯


  AAB J1

δS
h¯

cos

S¯AB
h¯

 . (5.33)
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In figure 5.13 the result of evaluating (5.33) including second repetitions of the peri-
odic orbits is compared to the exact quantum result. The agreement is nearly perfect
(so that the curves can hardly be distinguished) and the Gutzwiller result is reached
as can be seen when comparing with figure 5.12.
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Figure 5.13: Comparison between semiclassical uniform and exact quantum result
for the SU(2) symmetry breaking of the small energy limit of the He´non-Heiles
system with α  0.03 and γ  0.4. Dashed: uniform approximation (5.33)
including second repetitions, solid: exact quantum result.
5.3.3 The bifurcation of codimension one at e   0.892
At the energy e  0.892 the orbit C undergoes a generic period-doubling bifurcation.
A new stable orbit D is created which has the shape of a double loop. In figure 5.14
one can see the shape of orbit C at an energy e  0.882 as well as the ones of the
orbits C and D at an energy e  0.90 in an equilateral triangle which corresponds
to the equipotential line of the He´non-Heiles potential for e  1. Both orbits are
doubly degenerate because they can be traversed in two opposite senses of rotation.
Figure 5.14: Bifurcation of codimension one at e  0.892. Left: orbit C at
e  0.882, right: orbits C (dashed) and D (solid) at e  0.9. Furthermore
the equipotential line for e  1 is displayed for clarity.
In figure 5.15 the periodic-orbit data necessary for a uniform approximation is plot-
ted (2C corresponds to the second repetition of C). The data possess the characteris-
tic behavior of a period-doubling bifurcation as is predicted from the corresponding
normal form in [Sch 97c]. For example the Gutzwiller amplitudes of the bifurcating
orbits coalesce in the vicinity of the bifurcation if a factor  2 is included.
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Figure 5.15: Properties of the periodic orbits 2C and D near the period-doubling
bifurcation at e  0.89 plotted versus the scaled energy e. Top left: stability traces;
middle left: action difference; bottom left: orbit periods. Right: Gutzwiller ampli-
tudes modified by a factor

2 as predicted in [Sch 97c]. The dashed portions of all
curves correspond to the complex pre-bifurcation ghost orbits.
The uniform approximation for a period-doubling bifurcation was given in [Sch 97c]
and reads (when expressed by Bessel functions J)
δg
 
E  

e
 
1
pih¯  
 
 
 
pi   S
2h¯  
 
 
 
1

2
exp

i
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S¯ 
ipi
2
ν 
ipi
4
σ




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2 
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
2 

σ2 J1

4
 
  S

h¯

eiσ1pi  8

J
	
1

4
 
  S

h¯

e 	 iσ1pi  8



A1
2

A0

2 

J3

4
 
  S

h¯

eiσ13pi  8

σ2 J
	
3

4
 
  S

h¯

e 	 iσ13pi  8


 (5.34)
with the definitions   S
 
1
2
 
S1  S0  and S¯   12
 
S1  S0  . The index zero corre-
sponds to the central bifurcating orbit (here C) while the index one belongs to the
orbit D. The Gutzwiller amplitudes are appearing as Ai (i=1,2). The parameter σ2
distinguishes between both sides of the bifurcation. It takes on the value

1 on the
real side, where both orbits are real and  1 on the complex side where the satellite
orbit D is complex. The sign of   S is indicated by σ1 and the sign factor σ can be
read off Table 2 in [Sch 97c]. Applying (5.34) to the orbits C and D and adding the
isolated contributions of the orbits A and B, including second repetitions, leads to
the result shown in figure 5.16. The orbit D will participate in a touch-and-go bifur-
cation at e  1.179. It will be studied as part of a codimension-two bifurcation in
section 5.3.6.
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Figure 5.16: Uniform approximation for the period-doubling bifurcation at e 
0.892 in the He´non-Heiles system with α  0.03 and γ  0.4. Solid: exact
quantum result, dotted: sum of isolated Gutzwiller contributions, dashed: sum of
uniform approximation (5.34) and isolated Gutzwiller contributions of orbits A
and B (including second repetitions).
5.3.4 The bifurcation cascade
The librating orbit A becomes unstable at an energy e  0.969309 creating a stable
rotating orbit R5 in a pitchfork bifurcation. The capital letters may in the follow-
ing indicate the type of the new born orbits while the subscripts give their Maslov
indices. At an energy e  0.986709 orbit A becomes stable again in an inverse pitch-
fork bifurcation creating the unstable librating orbit L6. The two pitchfork bifurca-
tions are equivalent to generic period-doubling bifurcations because the orbit A is
three-fold degenerate due to the ID3 symmetry of the system while the orbits R5 and
L6 have an additional degeneracy factor of two due to the two opposite senses of ro-
tation and the reflection symmetry respectively. The new born orbits are displayed
in figure 5.17 together with their pre-bifurcation ghost orbits.
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Figure 5.17: Orbits born in the first pitchfork-bifurcation sequence of the orbit A in
the He´non-Heiles potential. Upper row: real part (left) and imaginary part (middle)
of ghost orbit R5 at e  0.9690, and real orbit R5 at e  0.9798 (right). Lower
row: real part (left) and imaginary part (middle) of ghost orbit L6 at e  0.9864,
and real orbit L6 at e  0.9870 (right).
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In [Bra 01] it could be shown that this pattern of two subsequent opposite pitchfork
bifurcations of A is repeated infinitely often while the energy e is increased up to
the saddle-point energy e  1. In fact the infinite pitchfork-bifurcation cascade is
self-similar exhibiting scaling relations reminiscent of the famous Feigenbaum sce-
nario [Fei 78, Bou 81]. In figure 5.18 the stability traces of the orbits involved in the
bifurcation cascade of A are plotted against e for the first two pitchfork bifurcation
pairs. If n counts the pitchfork bifurcation pairs then in the limit n    the scaling
relation for corresponding bifurcation energies e

becomes
δn  
1  e
n
1  e
n

1
 e2pi 

3, (5.35)
which is the zooming factor used in figure 5.18. The Maslov index of A increases by
one unit at each of the bifurcations.
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Figure 5.18: Traces of the stability matrix near the first two pitchfork
bifurcations of the orbit A.
For one of the bifurcation pairs one can introduce the following normal form
Sˆ
 
q  , p, E   S0
 
E 

q  p 
1
2

1 p2  2q 
2


a
4

p2

q  2

2
Sˆ
 
I,φ  , E   S0
 
E 

Iφ  

1 cos2φ   2 sin2φ   I  aI2. (5.36)
The fixed point equations
 
3.34  then read
sin
 
2φ   0

1 cos2φ  2 sin2φ   2aI  0 (5.37)
which have the four solutions
 
φ1, I1  

0, 
1
2a 
 
φ2, I2  

pi
2
, 
2
2a 
 
φ3, I3  

pi , 
1
2a 
 
φ4, I4  

3pi
2
, 
2
2a

. (5.38)
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The first and third as well as the second and fourth solution have identical radial
coordinates and differ only in their angle coordinate by pi . In figure 5.19 contour
plots of the normal form (5.36) are plotted in dependence of 1 and 2. Furthermore
the corresponding local Poincare´ surface of section for v  0 of the He´non-Heiles
system is shown for three e values near the bifurcation sequence. One can recognize
that the normal form plots reproduce the topology of the Poincare´ surface of section
correctly (up to canonical coordinate transformations).
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Figure 5.19: Contour plots of the normal form
 
5.36  in dependence of the
parameters i for the case a   1. From left to right: 2

1

0, 2

0

1 and 0

2

1. Furthermore local Poincare´ sections (v  0) are
shown with (from left to right): e  0.969, e  0.982 and e  0.989.
Evaluating the normal form at the four solutions (5.38) leads to the actions of the
stationary points (see eq. (3.37))
S
 
φ1, I1   S
 
φ3, I3   S0
 
E   1 I1  aI21  S0
 
E 

21
4a
(5.39)
S
 
φ2, I2   S
 
φ4, I4   S0
 
E   2 I2  aI22  S0
 
E 

22
4a
. (5.40)
The orbit periods now follow as
Ti  T0
 
E 

i
2a
∂i
∂E i  1, 2. (5.41)
and as stabilities one obtains
Tr

M0  2  12, Tr

M1  2  212  221, Tr

M2  2  212  222. (5.42)
Evaluating the Maslov indices at the stationary points yields
µ0  ν 
 
sign
 
1   sign
 
2    2 (5.43)
µ1  ν 
 
sign
 
2  1   sign
 
1    2 (5.44)
µ2  ν 
 
sign
 
1  2   sign
 
2    2. (5.45)
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For the amplitude function the following ansatz was found to be sufficient

 
φ, I   α0  α1 I  α2 I2. (5.46)
It is only depending on the radial coordinate I but not on the angle φ. The full
density of states (4.6) can now be written as
δg
 
E  
1
4pi 2h¯2

e exp
 
i
h¯
S0  i
pi
2
ν 
 
2pi
0
dφ
 

0
dI

α0  α1 I  α2 I2 
 exp  
i
h¯  
1 cos2φ  2 sin2φ  I  aI2   . (5.47)
The parameters in (5.47) can be expressed by the periodic orbit data (see figure 5.20).
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Figure 5.20: Properties of the periodic orbits A, R5 and L6 near their bifurcations in
the He´non-Heiles system (5.6), plotted versus the scaled energy e. Top left: stability
traces, middle left: action differences, bottom left: periods. Right: Gutzwiller am-
plitudes (which coalesce after modification with a factor  2). The dashed portions
of all curves correspond to the complex pre-bifurcation ghost orbits.
For example one obtains (with σ1    1 indicating the side of the bifurcation)
i   2σ˜iσ1


  Si

, (5.48)
where it was set
a  σ˜i   sign
 
  Si  . (5.49)
The stationary-phase approximation (4.9) gives the following contribution at each
of the stationary points (denoted by i)
δg  SP 
 
E  
1
pih¯
 
α0  α1 Ii  α2 I2i 
 

det

 
 
Ii 

 cos 
1
h¯ 
S0   1 cos2φi  2 sin2φi  Ii  aI2i   . (5.50)
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With this, one can determine the coefficientsα0,α1 andα2 by identifying the Gutzwiller
Amplitudes Ai with
Ai 
1
pih¯
 
α0  α1 Ii  α2 I2i 
 

det

 
 
Ii 

. (5.51)
Defining
˜
 
φ 
 
1 cos2φ  2 sin2φ, (5.52)
the integrals in (5.47) with respect to I can be calculated analytically using
Fn    

0
dI In e 	
i
h¯  ˜
 φ

I

aI2



ih¯
∂
∂˜
 
φ 

n
 

0
dI e 	
i
h¯  ˜
 φ

I

aI2
 . (5.53)
For n=0,1 and 2 they yield:
F0
 
φ   e
i
h¯
σ˜i
4 ˜
2
 φ


pih¯
2

1

2
e 	 i
pi
4 σ˜i

σ
 
C
	

˜2
 
φ 
2pih¯


 iσ˜iS 	 
˜2
 
φ 
2pih¯


 

, (5.54)
F1
 
φ   
1
2σ˜i
 ih¯

˜
 
φ  F0
 
φ 

, F2
 
φ   
ih¯
2σ˜i
 
1 
˜
 
φ 
2σ˜i

˜2
 
φ 
2ih¯σ˜i
F0
 
φ   (5.55)
with σ
 
 σ˜i  sign
 
˜
 
φ   . The remaining φ-integral over the interval  0, 2pi

can
easily be calculated numerically. In figure 5.21 the result of the uniformization is
compared to the exact quantum-mechanical result for α  0.03 and γ  0.4. The
semiclassical result has clearly improved in comparison with figure 5.12. The uni-
form approximation reaches the asymptotic limit below e  1.
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Figure 5.21: Oscillating part of density of states in the He´non-Heiles potential. Solid
lines: quantum-mechanical results obtained for α  0.03. Dotted lines: sum of
Gutzwiller contributions of all periodic orbits of figure 5.3 (except F9). Dashed lines:
codimension-two uniform approximation for the orbits A, R5 and L6, including orbits
C and D (using the codimension-one uniform approximation of section 5.3.3) as well
as the isolated B orbit contribution. Coarse-graining with smoothing width γ  0.4.
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5.3.5 The range e   1
The question one can ask now is what meaning Gutzwiller’s sum over periodic or-
bits (2.30) has in the region e  1 or in other words on which periodic orbits the
spectral density relies in this energy regime. On the first view one could expect that
one has to use complex periodic orbits, as is the case e.g. in semiclassical tunneling.
As one can see from figure 5.3 the shortest real periodic orbit in this energy re-
gion is the saddle libration S while orbit A does not exist for e  1. The coarse-
graining γ determines the number of periodic orbits which have to be included in
the Gutzwiller Trace Formula (2.37). In figure 5.22 the orbits B,C,S,2S,3S,R5 ,L6 were
included for a smoothing width of γ  0.5 and the result was compared to the exact
quantum-mechanical spectral density obtained in the way described in section 5.2.2.
1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0
e
-0.4
-0.2
0.0
0.2
0.4
g(e
)
Figure 5.22: Energy range above the saddle up to twice the saddle-point
energy for the He´non-Heiles system withα  0.1 and γ  0.5. Solid:
exact quantum-mechanical result, dashed: semiclassical result.
For a smoothing width γ  0.25 one has to include more periodic orbits. The result
of summing up the contributions of the orbits B,C,S,2S,3S,4S,R5 ,L6,R7,L8,D,E8 and
F7 can be seen in figure 5.23.
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Figure 5.23: Same as figure 5.22 but now with γ  0.25 and using
more periodic orbits for the semiclassical curve.
The semiclassical curves correspond very well to the quantum-mechanical curves.
For γ  0.25 one can see a large discrepancy between the two curves at e   1.18.
This is due to a codimension-two bifurcation of the orbit D which will be treated in
the next section.
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5.3.6 The bifurcation of codimension two at e   1.179
At the energy e  1.16718 an isochronous bifurcation occurs in which an unstable
orbit E is created together with the stable orbit F. Both orbits are 6-fold degener-
ate, because they can be traversed in opposite directions due to the system’s time-
reversal symmetry and because additionally they map onto new orbits by reflections
on the three mirror axes of the potential.
Figure 5.24: Codimension-two bifurcation (m  3). Periodic orbits D
(solid), E (dashed) and F (heavy dashed). Left: e  1.16718, middle:
e  1.179, right: e  1.194. Furthermore the equipotential line of the
He´non-Heiles potential for e  1 is displayed for clarity.
The unstable orbit E subsequently participates in a touch-and-go bifurcation at e 
1.179 together with the orbit D. This becomes possible due to the degeneracy 2 of
orbit D (see section 5.3.3) resulting in a net degeneracy factor of 3 for the orbit E. Fig-
ure 5.24 shows the configurations of the participating orbits for three representative
values of e and in figure 5.25 the numerical data for the whole bifurcation sequence
is displayed in dependence of e.
For energies e

1.16718 the orbits E and F are complex. In contrast to the ghost
orbits of pitchfork bifurcations here also their stability traces, orbit periods, actions
and Gutzwiller amplitudes are complex. They can be found using the numerical
procedure explained in appendix B. The periodic orbit data at the isochronous bi-
furcation shows exactly the behaviour predicted in [Sch 97c] (the parts of Tr

M and T
which are symmetric to zero correspond to the imaginary parts, while the real parts
are the same for both ghost orbits).
The sequence of a tangent bifurcation and a touch-and-go bifurcation can be in-
terpreted as one bifurcation of codimension two with m  3 [Sch 98]. The normal
form of the generating function was already given in section 3.1 (equation (3.33))
together with the contour plots of the normal form.
As amplitude function 
 
φ, I  one can use

 
φ, I   T0  α I  βI
3
2 cos
 
3φ  (5.56)
so that the density of states (4.6) follows as
δg
 
E  
1
3pi 2h¯2

e
 

0
dI
 
2pi
0
dφ  T0  α I  βI
3
2 cos
 
3φ 

 exp 
i
h¯

S0  I  bI2  aI
3
2 cos
 
3φ 


ipi
2
ν

. (5.57)
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Figure 5.25: Periodic orbit data for the codimension-two bifurcation. Top
left: stability traces, middle left: action differences, bottom left: orbit periods,
right: Gutzwiller amplitudes. The dashed portions of all curves correspond to
pre-bifurcation ghost orbits.
The quantities S0
 
E  and T0
 
E  are the action and period evaluated at the origin
which in this case correspond to the action and period of the orbit D (with the de-
generacy factor included). Again for a uniformization all parameters appearing in
(5.57) have to be expressed by the periodic orbit quantities.
The integration over φ can easily be performed using the formula
 
2pi
0
dφ exp
 
iz cos
 
mφ    2pi J0
 
z  , (5.58)
where J0
 
z  is the Bessel function with index 0. Even though for the remaining in-
tegrals over I there are no simple analytical expressions, series representations exist
which are very useful because of their rapid convergence [Sch 97b]. The leading I
integral e.g. is of the type
 

0
J0

I3  2

exp

i

˜I

b˜I2

 dI  
pi
2

∑
n,m

0
 
i˜  n
n!m! 
 ib˜

	
 n

1


2

 4ib˜

	
3m

	


n

1
2  3m 
 
2m  ! 

m

1
2 


 4ib˜

	
3

2


n
2  2  3m 
 
2m

1  ! 

3
2  m 


. (5.59)
The second integral can easily be derived by using the derivative of (5.59) with re-
spect to ˜. The equations for the fixed points turn out to be
 3aI3  2 sin 3φ  0   
3a
2
I
1
2
 2bI  0. (5.60)
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From the first fixed point equation one can recognize the three-fold symmetry of the
normal form. The radial coordinates of the fixed points can be calculated from the
second equation and become
I0  0 I   
p2
 
2
, (5.61)
where p   is given by
p    
3a
4

2b
 

9a2
32b2


b
. (5.62)
The stationary point I0 can be identified with the orbit D which lies at the origin. If
a and b have the same sign, the orbit E corresponds to the stationary point I

while
it corresponds to I
	
if a and b have opposite signs. This can be seen because at the
touch-and-go bifurcation (  0) the radial coordinate of the orbit E has to vanish
so that orbit D and E coalesce.
The stationary point I0 at the origin yields for the integral (5.57) in stationary-
phase approximation the Gutzwiller contribution of the orbit D
δg  D 
 
E  
1
pih¯

1



 exp
 
i
h¯
S0  i
pi
2
 
ν

sign    . (5.63)
Now the sign of  and the Morse index ν are uniquely determined by the Maslov
index of the central orbit D and using (3.39) one obtains





2  Tr

MD. (5.64)
The parameter  is now fully determined. Using the other two fixed points I

and
I
	
one now calculates the expressions for S    Sˆ  Iφ  with Sˆ from (3.33). From
that it is possible to numerically solve for a and b uniquely because  is already
determined. The amplitude coefficients α and β result from the solutions of the
linear set of equations
AE 
T0  α I


βI2

 

det

 
 
I



(5.65)
AF 
T0  α I
	

βI2
	
 

det

 
 
I
	


. (5.66)
because with , a and b also the values of I   are given. Here the Gutzwiller ampli-
tudes AE and AF of the orbits E and F are needed, again including the degeneracies
as well as the exponential damping factors of (2.37). The matrix

  is given by (4.10)
with Sˆ from (3.33).
Finally the uniform approximation can be evaluated for the density of states. The
result for the bifurcating periodic orbits only (neglecting the isolated contributions
of all other periodic orbits) is shown in figure 5.26 together with the corresponding
result of applying the Gutzwiller trace formula. The uniform approximation is finite
56 CHAPTER 5. THE SYSTEM OF HE´NON AND HEILES
over the whole energy range and asymptotically reaches the curve corresponding to
Gutzwiller’s trace formula for



   .
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Figure 5.26: Uniform approximation of the codimension-two bifurcation
for the parameters α  0.1 and γ  0.25. Dashed: Sum of isolated
Gutzwiller contributions for the orbits D, E and F. Solid: uniform ap-
proximation (5.57).
The result after adding the isolated contributions of all other periodic orbits which
do not participate in the bifurcations but which were also included in figure 5.23 is
shown in figure 5.27. The agreement between the semiclassical curve and the exact
quantum curve is very satisfactory.
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Figure 5.27: Energy range above the saddle up to twice the saddle-point
energy for the He´non-Heiles system with α  0.1 and γ  0.25. Solid:
exact quantum-mechanical result, dashed: semiclassical result including
the uniform approximation for the codimension-two bifurcation.
In fact the good agreement is remarkable, because it appears to be sufficient to in-
clude only real periodic orbits, although the quantum-mechanical result is strongly
affected by the imaginary parts (i.e. widths) of the resonance energies. Furthermore
the inclusion of the stable orbits is indispensable for reproducing the coarse-grained
density of states. A summation only over unstable orbits would not give satisfac-
tory results.
Thus the semiclassical trace formula, evaluated using only the shortest real peri-
odic orbits, obviously represents a very economic tool for the prediction of quantum
oscillations also in continuum regions.
Chapter 6
A separable version of the
He´non-Heiles system
The He´non-Heiles system is slightly modified so that it becomes separable and thus
integrable. The classical dynamics as well as the quantum spectrum of the resulting
system are studied. Analytical expressions are derived for the uniform approximations
of the SU(2)-symmetry breaking at low energies as well as for the bifurcations of a
periodic-orbit family from a single periodic orbit.
6.1 Classical mechanics
6.1.1 Classical dynamics
The nonintegrability of the He´non-Heiles system (5.3) is caused by its non-separable
term x2y. Neglecting this term one arrives at the Hamiltonian function
H

px, py, x, y  
1
2

p2x  p
2
y  x
2

y2


y3
3
, (6.1)
which describes an integrable system, because it can be separated into
Hx 
1
2 
p2x  x
2

 Ex and Hy 
1
2

p2y  y
2


1
3
y3  Ey (6.2)
with the constants of motion Ex and Ey obeying
E  H

px, py, x, y   Hx  Hy  Ex  Ey. (6.3)
Similar to the He´non-Heiles system the cubic perturbation in (6.1) can be weighted
by a perturbation parameterα so that the Hamiltonian function becomes
H

px, py, x, y  
1
2

p2x  p
2
y  x
2

y2


α
3
y3. (6.4)
After the scaling
x 
u
α
, y 
v
α
(6.5)
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the Hamiltonian reads

H
 
pu, pv, u, v  
1
2 
p2u  p
2
v  u
2

v2


v3
3
. (6.6)
As in the He´non-Heiles case the dynamics of the system depends on the scaled
energy
e  α2E, (6.7)
which can again be multiplied by a factor 6 so that the saddle-point energy becomes
e  1. Due to the separability of (6.6) the equations of motion for u and v do not
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Figure 6.1: The separable He´non-Heiles-like potential. Left: 3D and contour plot of
the potential part of (6.6) multiplied by a factor 6, right: cut of the potential along
the v-axis.
couple and are given by
u˙ 
∂

Hu
∂pu
 pu, p˙u  
∂

Hu
∂u   u (6.8)
v˙ 
∂

Hv
∂pv
 pv, p˙v  
∂

Hv
∂v  v
 
v  1  , (6.9)
with

Hu 
1
2 
p2u  u
2

, and

Hv 
1
2 
p2v  v
2


v3
3
. (6.10)
In figure 6.1 one can see that the system has one exit channel in positive v-direction
with the saddle point at v  1. Along the v-axis the potential is identical to the cor-
responding one of the He´non-Heiles system with the classical turning points given
in section 5.1.1.
The system (6.1) is of relevance because its classical dynamics is similar to the
one of the elliptic billard which is studied in nuclear physics [Mag 01]. In contrast
to the elliptic billiard the separability of the Hamiltonian function (6.1) is immedi-
ately given without prior coordinate transformation. Furthermore it is useful due to
its relations to the full non-integrable He´non-Heiles system of chapter five, as will
become evident in the following sections.
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6.1.2 Periodic orbits
Due to the separability of the system every periodic orbit must be a superposition of
two one-dimensional periodic orbits in u- and v-direction. The orbit periods of the
primitive periodic orbits are shown in figure 6.2 for a period range of  0, 6pi

and an
energy range of  0, 2

.
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Figure 6.2: Orbit periods of the shortest primitive periodic orbits. The insets show the
orbits A and B at e  0.5 and the orbit S at e  1.1 together with the contour lines of
the potential as well as two representatives of the orbit family T2,1 at e  0.9985.
The one-dimensional libration A along the v-axis corresponds to the orbit A of the
He´non-Heiles system with the same action and period as given in (5.8) and (5.9).
The stability trace for a given repetition number r now reads [Bra 01]
Tr

MrA
 
e   2  cos
 
r  TA
 
e   . (6.11)
The one-dimensional libration B along the u-axis is a solution of the harmonic oscil-
lator (6.8) for which the period TB, action SB and stability Tr

MB are known:
TB  2pi , SB
 
e   2pie Tr

MB   2. (6.12)
For energies e  1 another one-dimensional orbit S appears in u-direction. It oscil-
lates with a period TS  2pi on the saddle. Therefore its action is SS
 
e   2pi
 
e  1 
and its stability reads [Bha 97]
Tr

MS  2  cosh
 
2pi  . (6.13)
One can recognize that at an orbit period of 4pi orbit A participates in a bifurcation
creating the family T2,1 of two-dimensional periodic orbits. In fact this bifurcation
scenario repeats itself every time the orbital period of A becomes a multiple of 2pi .
Thus A must go through an infinite bifurcation cascade because its orbit period
diverges as e  1. The indices of T will be explained in the next section.
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6.1.3 The bifurcation cascade of orbit A
Due to the separability of the system the creation of a family of two-dimensional
periodic orbits is only possible if the orbit period in v-direction is identical to the
orbit period in u-direction. In u-direction the system is harmonic so that one can
conclude that the orbit periods of the periodic orbits on the torus must stay constant
at ku  2pi . Thus for energies larger or equal to a bifurcation energy e ku,kv one must
have
kv TA  e ku,kv   ku 2pi , ku, kv  1, 2, 3, ... ku  kv (6.14)
where TA
 
e  is the orbit period of the A orbit. Exactly at the bifurcation energies
e
ku ,kv which obey (6.14), the trace of the stability matrix of orbit A, as given in (6.11),
takes on the value

2. The trace of the stability matrix of the new tori are constant
at

2 as is known from periodic-orbit families. The action of the new born tori Tku,kv
can now easily be given as
STku ,kv
 
e   kv  SA  e ku,kv   2piku  e  e ku ,kv  , (6.15)
where SA
 
e  is the action of the orbit A. In [Bra 01] it was shown that the bifurcation
cascade of the orbit A obeys a scaling law in which subsequent bifurcation energies
for fixed kv in the limit e  1 behave like
1  e
ku

1,kv
1  e
ku,kv
 δkv  e
2pi

kv . (6.16)
In figure 6.3 the traces of the stability matrix of the orbit A and of the new born tori
are displayed as a function of the scaled energy e near the first three bifurcations
with kv  1. One can see that the bifurcation scenario repeats itself in a self-similar
way if one uses δ1  exp
 
2pi  from (6.16) as zooming factor.
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Figure 6.3: Stabilities of the orbit A and of the first three tori with kv  1 (δ1 
exp
 
2pi  was used as zooming factor).
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6.2 Quantum mechanics
6.2.1 Determination of the quantum spectrum
The quantum analogue of (6.4) is given by the Hamiltonian (m  h¯  1)
 
H  
1
2

∂2
∂x2 
∂2
∂y2


1
2 
x2

y2


α
3
 y3. (6.17)
Due to the separability of the system the Schro¨dinger equation can be divided into
two independent one-dimensional equations for x and y
 
Hx ψn
 
x  


1
2
∂2
∂x2 
x2
2

ψn
 
x   En  ψn
 
x  (6.18)
 
Hy ψm
 
y  


1
2
∂2
∂y2 
y2
2

α
3
y3

ψm
 
y   Em  ψm
 
y  . (6.19)
Here n and m are the energy quantum numbers for x and y respectively. The total
energy can be written as
Enm  En  Em (6.20)
and the total wave function reads
ψnm
 
x, y   ψn
 
x   ψm
 
y  . (6.21)
Equation (6.18) is the Schro¨dinger equation of the one-dimensional, harmonic oscil-
lator which has the real eigenenergies
En  n 
1
2
, n  0, 1, 2, ... . (6.22)
For the y-equation (6.19) the complex scaling method of appendix C can be applied.
One determines the complex non-Hermitian matrix
Hm

m
 
θ  
 
m 
 
 
 
 
 e 	 2iθ 
1
2
∂2
∂y2  e
2iθ

y2
2
 e3iθ 
α
3
y3
 
 
 
 
m 
 
e 	 2iθ
2
 
m 
 
 
 
 
∂2
∂y2  
 
 
 
m 

e2iθ
2 
m 
 
 
y2
 
 
m  
α
3
e3iθ

m 
 
 
y3
 
 
m  (6.23)
in the real Cartesian basis 

m 

of the unperturbed, one-dimensional harmonic
oscillator. The matrix elements in (6.23) can easily be worked out using creation-
and annihilation operators which can be found in every quantum mechanics text
book (see e.g. [Nol 92]).
The complex eigenvalues of Hm

m
 
θ  which are stationary in θ are the resonance
energies Em. With (6.20) also the total energies become complex so that similar to
the He´non-Heiles case one does not find any stationary states but only resonances.
Figure 6.4 shows an example of the behaviour of the imaginary and real part of one
resonant eigenvalue Em in dependence of the rotation angleθ for a parameter choice
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ofα  0.1. For this parameter the saddle-point energy (which corresponds to e  1)
is E  1

6α2   16.666. The angle θ was chosen real from the interval [0, 25   ]. One
can see a clear stationarity in the same θ-interval for the imaginary and real part.
Using a larger basis set, the position of this stationarity is not altered. As in the
He´non-Heiles case the continuum threshold lies at E     , so that every positive
angleθ can uncover the resonance states [Yar 78]. Also the non-resonant states show
a similar behaviour as in the full He´non-Heiles system (see section 5.2.1).
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Figure 6.4: Example of the behaviour of the real and imaginary part of one
resonant eigenvalue Em as a function of the rotation angle θ forα  0.1.
Figure 6.5 shows the resonance spectra for the one-dimensional cubic potential of
(6.23) as well as for the full system (6.17) in the case of the parameterα  0.1.
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Figure 6.5: Resonance spectra for α  0.1. Left: resonant eigenvalues Em for
the one-dimensional potential of (6.23), right: resonant eigenvalues Enm of the full
system (6.17).
For the resonances below as well as slightly above the saddle-point energy, the dif-
ference of their real parts compared to the real energy eigenvalues obtained from
a diagonalization procedure without complex rotation is tiny. In the following sec-
tions it will turn out that therefore, in contrast to the full He´non-Heiles system, quite
good results can be achieved for the density of states slightly above e  1, by using
only this real eigenenergy spectrum. The inclusion of the complex resonances can
then improve the results for even higher energies.
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6.2.2 Determination of g˜   E  and δg   E 
With the resonance spectrum of the integrable He´non-Heiles potential from section
6.2.1 it is now possible to examine the spectral distribution. This can be done in the
same way as for the full non-integrable He´non-Heiles system using the Strutinsky
method of appendix D (modified for the complex resonance energy spectrum). Fig-
ure 6.6 shows the average part of the density of states g˜
 
e  evaluated at e  1.5 as
a function of γ˜ for the parameter α  0.1. One can clearly see that the plateau con-
dition is obeyed in the vicinity of the value γ˜   2.0 independent of the polynomial
order s.
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Figure 6.6: Test of the plateau condition for the Strutinsky averaging at e  1.5 in
the case of α  0.1. The numbers in brackets denote the polynomial indices s (see
appendix D).
For the integrable version of the He´non-Heiles potential one can also apply the
Strutinsky method using the real spectrum obtained by a real diagonalization of
the Hamiltonian matrix (as was already mentioned in the previous section). Below
e  1 and also for energies slightly above the saddle-point energy it is possible to
obtain reasonable plateaux for the average part of the level density g˜
 
e  . In figure
6.7 this is shown for the caseα  0.06 in which the plateau condition can be obeyed
for e  1.188.
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Figure 6.7: Same as figure 6.6 but now using a real spectrum for α  0.06 and
evaluating g˜
 
e  at e  1.188.
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6.3 Semiclassical approximations of δg
 
E 
6.3.1 EBK quantization and the convolution integral
Due to the separability of the system (6.17) the exact density of states corresponds
to a convolution of two one-dimensional densities
g
 
E  
 
E
0
gx
 
E  E   gy
 
E   dE  (6.24)
with
gx
 
E   ∑
n
δ
 
E  En  , gy
 
E   ∑
m
δ
 
E  Em  . (6.25)
This is of course only a reasonable assumption for the energy region far below the
saddle-point energy, where the imaginary parts of the energies Em are very small.
For the inclusion of states near e  1 or above, the expression (5.22) has to be used
instead of the second equation in (6.25).
The system is integrable so that one can perform the EBK quantization of section 2.1
with
Hi  H
 
Ii  , Ii 
1
2pi
Si 
1
2pi

pidqi  h¯
 
ni  1  2  (6.26)
where i   x, y

, nx  n and ny  m. It yields the one-dimensional semiclassical
trace formulae [Bra 03]
gi
 
E  
Ti
 
E 
2pih¯

∑
ki 	

 
 1  ki cos

ki
h¯
Si
 
E 

. (6.27)
Using (6.24) it follows
g
 
E  
1
 
2pih¯  2

∑
kx,ky

	

 
 1  kx  ky
 
E
0
Tx
 
E  E   Ty
 
E  
 cos

kx
h¯
Sx
 
E  E  

cos

ky
h¯
Sy
 
E  

dE  . (6.28)
Equation (6.28) corresponds to a trace formula which gives the full EBK spectrum
if evaluated exactly. In particular the term kx  ky  0 gives the smooth Thomas-
Fermi part of the density of states as a convolution integral over the primitive clas-
sical periods Tx and Ty of the orbits B and A of section 6.1.2 in x- and y-direction
respectively:
g˜
 
E    gTF
 
E  
1
 
2pih¯  2
 
E
0
Tx
 
E  E   Ty
 
E   dE. (6.29)
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6.3.2 The topological sum
Alternatively using the EBK spectrum (6.26) the Poisson summation of section 2.1
can be performed. One obtains the topological sum
g  2 
 
E  
1
h¯2

∑
kx,ky
	

 
Ixmax
0
dIx  
Iymax  Ix 
0
δ

E  Hx
 
Ix   Hy  Iy  
 exp

i
h¯
2pi

kx Ix  ky Iy   ipi  kx  ky 

dIy (6.30)

1
2pih¯2

∑
kx,ky

	

 
 1  kx  ky
 
Ixmax
0
Ty
 
E  Ex
 
Ix  
 exp

iky
h¯
Sy
 
E  Ex
 
Ix   
i
h¯
2pikx Ix

dIx. (6.31)
From the first to the second equation it was used that [Bra 03]
δ

E  Ey   δ  Iy  F
 
Ey  
 
 
F 
 
Ey 
 
 
with F
 
Ey   Sy
 
Ey   2pi . (6.32)
Instead of having replaced the upper integration limits by   as in (2.7) here energy
conservation was (explicitly) obeyed resulting in finite upper limits Ixmax and Iymax.
Furthermore, instead of replacing the lower limit by h¯

2 it was set to zero for reasons
which will become clear later. Using
dIi 
1
2pi
dSi 
1
2pi
Ti
 
Ei  dEi , i  x, y (6.33)
it follows
g  2 
 
E  
1
 
2pih¯  2

∑
kx,ky

	

 
 1  kx  ky
 
E
0
Ty
 
E  Ex  Tx
 
Ex 
 exp

iky
h¯
Sy
 
E  Ex  
ikx
h¯
Sx
 
Ex 

dEx. (6.34)
The terms containing the sin-function cancel pairwise in the sum from  kx up to

kx and from  ky up to  ky. With the substitution E   E  Ex one obtains
g  2 
 
E  
1
 
2pih¯  2

∑
kx,ky

	

 
 1  kx  ky
 
E
0
Tx
 
E  E   Ty
 
E  
 cos

kx
h¯
Sx
 
E  E  

cos

ky
h¯
Sy
 
E  

dE  , (6.35)
which is identical to the full semiclassical result (6.28). As a consequence the mistake
one has done due to the shift of the lower boundaries of the integral (6.31) must
cancel the remaining single-sum terms of the Poisson summation.
Using the classical actions and orbit periods of the orbits A and B one obtains as full
semiclassical formula
g
 
E  
1
2pih¯2

∑
kx,ky

	

 
 
kx

ky
 
E
0
TA  Ey  ei  kySA
 
Ey 

2pikx
 
E
	
Ey 


h¯dEy, (6.36)
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which will now serve as starting point for the derivation of the asymptotic semiclas-
sical contributions of the periodic orbits and periodic-orbit families of the system.
6.3.3 Calculation of the asymptotic semiclassical contributions
Using the analytical expression (6.11) of Tr

MA
 
E  , the semiclassical contribution of
the ky-th repetition of the orbit A according to (2.30) is given by
δg
 A

ky
 
E  
TA
 
E 
2pih¯
 
 
sin

kyTA
 
E 

2 
 
 
cos
 
ky
h¯
SA
 
E  
pi
2
σky  . (6.37)
The Maslov index here equals σky  1  4ky for small energies for which no bi-
furcation has occurred. At each bifurcation of the ky-th repetition of the A orbit it
increases by two units. Alternatively one can derive the contribution (6.37) from the
upper endpoint of (6.36) at Ey  E summed over all kx [Kai 03].
The contributions of the tori are calculated by the asymptotic evaluation of the
integral (6.36) in stationary-phase approximation. Here the stationarity condition of
the phase is identical to (6.14). Furthermore since TA  Ey   TB one has kx  ky. The
case kx  ky happens only at the harmonic-oscillator limit E  0. The result for the
torus Tkx,ky reads
δg
 
Tkx ,ky 
 
E  
2
h¯3  2
kx
ky
 


2pi
kyT A

E
kx ,ky

cos
 
1
h¯
STkx ,ky
 
E  
pi
2 
2kx  2ky  
pi
4
 ,
(6.38)
with STkx ,ky
 
e  (and thus STkx ,ky
 
E  ) given in (6.15).
The same way as the A orbit contribution corresponds to an edge correction of
(6.36) for Ey  E, the B orbit contribution corresponds to an edge correction with
Ex  E. For kx  ky  k the stationary point is given by E kx ,ky  0 yielding the
contribution
δg
 
B,kx

ky    E  
1
h¯3  2
2pi
T
A
 
0 

∑
k

1
1
 k
cos

k
h¯
2piE

pi
4

. (6.39)
One can see that even though this contribution is attributed to a single orbit, its h¯-
dependence is of the order O

h¯ 	 3  2

which is characteristic of a torus. The orbit B
must therefore be considered as a quasi-torus. For kx  ky the end-point contribu-
tions amount to
δg
 
B,kx 

ky    E  
2
pih¯

∑
kx

1
cos
 
kx
h¯
2piE 
pi
2
 
2kx  1   ∑
ky 

kx  1
 
 1  ky
kx

k2x  k2y

. (6.40)
Since this contribution is of order  h¯ relative to the diagonal quasi-torus term (6.39),
it is of minor importance as will become evident from the numerical results.
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6.3.4 The limit e   0
In the limit e  0 Gutzwiller’s trace formula diverges because the system reaches
the two-dimensional harmonic oscillator with SU(2)-symmetry whose periodic or-
bits occur in orbit families and are not isolated. One has to find a uniform approxi-
mation which interpolates between the harmonic oscillator result and the sum of the
isolated semiclassical contributions of the orbit A and the quasi-torus B. To achieve
this one can use two different but - as will turn out - equivalent approaches.
The first approach is the semiclassical perturbation theory from section 4.2 which
yields a trace formula of the form
δgpert
 
E  
2E
h¯2

e

kmax∑
k

1
 
 
ξk   e
i
h¯ 2pikE

. (6.41)
The modulation factor
 
 
ξk  must tend to unity in the limit e  0 in order to
reproduce the harmonic oscillator result. It is given by a Fresnel integral in which
the second order action shift δ2SA appears
 
 
ξk    
1
0
e
i
h¯ k 	 δ2SA 	 y
2
dy. (6.42)
The action shift turns out as δ2SA 
T A  0 
2 E
2
y so that the modulation factor becomes
 
 
ξk  
1
E

 
E
0
e
i
h¯ 	
k
2 T A  0  E
2
y dEy. (6.43)
The second possibility consists in an expansion of the action SA  Ey  around
Ey  0 up to second order in Ey
SA

Ey

  2piEy 
5pi
6
α2E2y 
1
2
T A
 
0  E2y, (6.44)
where the prime indicates the derivative with respect to energy. For small energies
Ey the period TA  Ey  is identical to the orbital period 2pi of the one-dimensional
harmonic oscillator. The bifurcation condition (6.14) yields the condition TA
 
0  
2pi only if kx  ky. In the summation of (6.36) the imaginary parts cancel so that
only the real parts contribute. With k
 

kx


 
 
ky
 
 
one obtains as result
δg
 
E   
2
h¯2

e

kmax∑
k

1
e
i
h¯ 2pikE
 
E
0
e
i
h¯ 	
k
2 T A  0  E
2
y dEy  . (6.45)
The expression (6.45) is only a good approximation for small energies E. Therefore
one needs a uniform approximation which uniformly interpolates between (6.45)
and the sum of the isolated semiclassical contribution of A and of the quasi-torus B,
valid for larger energies. One starts from the integral
δguni
 
E  

e
kmax∑
k

1
 
E
0

α0  α1Ey

e
i
h¯ aE
2
y dEy. (6.46)
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where α0,α1 and a are real constants. The construction of the uniform approxima-
tion is completely analogous to the uniformization procedure for the torus bifurca-
tion described in the following section with the quasi-torus B replacing the tori. The
uniform approximation of the symmetry breaking reads
δguni
 
E  
kmax∑
k

1
	
AA
 
E  
h¯
pi   SA
 
E 
AB
 
E 


cos

k  SA
 
E 
h¯

pi
2


 2AB

e
 
C
	

2   SA
pih¯



iS
	

2   SA
pih¯


 
e
i
h¯ 2pikE. (6.47)
with AA and AB the Gutzwiller- and Berry-Tabor amplitudes of the orbit A and
the torus B respectively. The difference of the action of orbit A and the torus B is
denoted by   SA.
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Figure 6.8: Uniform approximation of the limit e  0 for the parameters α  0.06
and γ  0.4. Solid: quantum-mechanical result, dashed: uniform approximation
(6.47), heavy dashed: sum of the contributions of the orbits A and B. The difference
between the uniform approximation and the quantum result can only be seen for small
energies due to small discrepancies of the quantum result (see section 5.2.2).
6.3.5 The bifurcations of the periodic orbit A
At the bifurcations of the periodic orbit A, new tori are created as was shown in
section 6.1.2 and 6.1.3. For one bifurcation of a torus from a single orbit the normal
form of the generating function is given by [Ozo 88]
Sˆ
 
φ  , I   S0  I  aI2  Iφ  , (6.48)
in the radial normal form coordinates of (3.27). Application of (3.34) yields one
stationary point with the radial coordinate
I1  

2a
, (6.49)
which corresponds to the torus. If I1  0 the periodic orbits on the torus are real. If
I1

0 the phase-space coordinates of the periodic orbits on the torus are imaginary,
which can easily be understood from the relation
I 
p2

q  2
2
. (6.50)
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In figure 6.9 the behaviour near the bifurcation is shown by (schematic) contour
plots of the normal form (6.48). To determine between the real side of the bifurca-
tion, where the torus is real and the side where it is complex one defines
σ
 
sign
 
I1    
1 I1  0
 1 I1

0 . (6.51)
Evaluating (6.48) at I1 gives the action S1 of the torus
S1  S0 
2
4a
. (6.52)
The difference   S between the torus action and the action of the central periodic
orbit is then given by
  S
 
S1  S0 
2
4a
. (6.53)
The sign of the action difference is defined as
σa   sign
 
  S   sign
 
a  . (6.54)
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Figure 6.9: Contour plots of the normal form (6.48). Left: I1

0, the torus is
complex, middle: I1    0, the torus and the central orbit coalesce, right: I1  0
the torus is real.
The phase function appearing in (4.6) becomes

 
φ  , I   S0  I  aI2. (6.55)
As amplitude function it is possible to choose the following form

 
φ  , I   α

βI, (6.56)
withα and β expressed byα0,α1 andα2 of (5.46) as
α  α0 , β 

α1 

2a
α2

. (6.57)
This can be seen by the following partial integration
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h¯  . (6.58)
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The second part is of the order h¯ smaller than the first one, so that (6.56) can be used
in leading order of h¯.
After having performed theφ  -integration the density of states (4.6) becomes
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e  e
i
h¯ S0 	 i
pi
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
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
. (6.59)
In (6.59) there appear two integrals which can be expressed by Fresnel functions
S
 
x  and C
 
x  :
F1    

0
e 	
i
h¯
 
I

aI2
 dI
 e
i
h¯
2
4a

pih¯
2

a



e 	 ipi4 σa

2

σ
 
C 	
2
2pih¯

a



 iσaS 	
2
2pih¯

a



 
 (6.60)
as well as
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For the density of states (6.59) one obtains
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The asymptotic evaluation of (6.62) corresponds to the approximation of the Fresnel
functions for large arguments x  1 [Abr 65]
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(6.63)
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This yields
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In (6.65) the contribution of the order h¯ 	 3  2 asymptotically vanishes on the com-
plex side if σ   1. This phenomenon of switching off a semiclassical contribu-
tion even though the isolated contributions are finite is known as Stokes transition
[Ber 89, Boa 95, Sch 97a].
It is now possible to identify the semiclassical amplitudes as well as the Morse index
as
A0 
1
pih¯

α


 (6.66)
A1 
1
pih¯3  2
 
pi

a



α 
β
2a

(6.67)
ν  µ0  sign
 
  . (6.68)
The contribution of the central orbit is of the order h¯ while that of the torus is pro-
portional to h¯ 	 3  2. Together with (6.51), (6.52) and (6.54) equation (6.62) becomes
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. (6.69)
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Figure 6.10: Properties of the periodic orbit A and the torus which is created at the
bifurcation of the ku : kv  5 : 3 resonance at e  0.987655. The central A orbit
is labeled by “0”, the bifurcated 5:3 torus by “1”.
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Figure 6.11 compares the result of the uniformization with an exact quantum calcu-
lation for the bifurcation with kx : ky  5 : 3 at e  0.987655 for a smoothing γ  0.1
(the orbital data for this bifurcation is displayed in figure 6.10 in dependence of e).
The dashed curve consists of the sum of the uniform approximation (6.69) and the
isolated contributions of all other tori (with kx, ky  8), which are not bifurcating,
as well as the contribution of the quasi-torus B. Furthermore the result of the ap-
plication of Gutzwiller’s trace formula to the orbit A, and summing up the isolated
torus contributions is shown (dotted curve). One can recognize that the result using
the uniform approximation (6.69) accurately reproduces the quantum-mechanical
curve over the whole energy range.
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Figure 6.11: Uniformization applied to the 5:3 resonance at e  0.987655
for α  0.06 and γ  0.1. Solid: exact quantum-mechanical, dotted: ap-
plication of Gutzwiller’s trace formula for A plus the isolated contributions
of the tori with ku, kv  8, dashed: uniform approximation for the 5:3 torus
plus isolated contributions of tori.
In [Kai 03] it was shown that the uniform approximation (6.69) can be summed over
many bifurcations of the separable He´non-Heiles system as long as these bifurca-
tions are not lying too close. The result can then reproduce the fine structure of
the density of states very accurately. Only the energy range very near to the saddle-
point energy can not be reproduced because there infinitely many bifurcations accu-
mulate. Furthermore the uniform approximation of the symmetry breaking at e  0
can be included so that one obtains a “grand uniform approximation”. In figure 6.12
comparisons are shown between the exact quantum result and three kinds of semi-
classical approximations. First only the contributions (6.38) of the tori are taken into
account. Even though this already gives a satisfactory result it can still be improved
by including the isolated contribution of the orbit A. Removing the divergences us-
ing the uniform approximation (6.69) leads to an almost perfect agreement between
the semiclassical and the quantum-mechanical curves.
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Figure 6.12: Oscillating part of level density coarse-grained with γ  0.1 for
α  0.06. Solid lines: quantum-mechanical result. Dashed lines: semiclassical re-
sults with ku, kv  8. Top: contributions (6.38) of the tori only. Center: sum of the
tori contributions plus Gutzwiller result for the isolated A orbit. Bottom: uniform
approximation (6.69) plus sum of contributions of other tori.
6.3.6 The range e   1
Above the saddle-point energy, formula (6.36) can not be used because the orbit
A does not exist there so that TA
 
E  is not defined in that regime. No additional
bifurcations occur in this energy range so that the coarse-grained density of states
should be given by the sum of the asymptotic contributions of the tori (6.38) and of
the quasi-torus B (6.39). Furthermore one obtains a contribution coming from the
new saddle orbit S of section 6.1.2 reading [Bha 97]
δg  S 
 
e  
1
h¯

∑
k

1
 
 1  k
sinh
 
kpi 
cos

k
h¯
2pi
 
e  1 

, e  1. (6.70)
This orbit has the same orbit period as the orbit B but a larger Lyapunov exponent so
that its amplitude can be expected to be smaller. Furthermore, in the case of a strong
coarse-graining the contributions of the tori and the higher repetitions of the B orbit
(k  2) can be neglected due to the exponentially small damping factor. In figure
6.13 the quasi-torus contribution (6.39) is calculated for α  0.06 and compared to
the corresponding exact quantum-mechanical result obtained from a diagonaliza-
tion (without complex scaling) for a Gaussian smoothing of γ  0.4. One can see
that the agreement is very good up to an energy of about e  1.2. This means that
the contribution of the quasi-torus B (with k  1) almost completely reproduces the
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quantum coarse-grained level density above the saddle-point energy. For the fine-
structure with small dampings γ  0.15 the contributions of the tori, the higher
repetitions of B as well as (6.70) become important.
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Figure 6.13: Coarse-grained density of states above the saddle-point energy for
α  0.06 and γ  0.4. Solid: quantum-mechanical result, dashed: B orbit
contribution (6.39) with k  1.
The analogous procedure was performed for a complex quantum-mechanical spec-
trum obtained using the complex scaling method of appendix C. For a parameter
α  0.1 and a smoothing value γ  0.25 figure 6.14 shows the comparison of the
exact quantum-mechanical and the semiclassical result, obtained from summing the
B orbit contribution (with k  1) and the contributions of the tori (with ku, kv  8).
The agreement is very good even though the inclusion of more tori and higher rep-
etitions of B can be expected to improve the correspondence at the maxima of the
curve. This can be inferred because for a larger value γ  0.25 the quality of the
agreement is comparable to the one of figure 6.13 for e

 0, 2

.
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Figure 6.14: Coarse-grained density of states above the saddle-point energy for
α  0.1 and γ  0.25. Solid: quantum-mechanical result, dashed: B orbit
contribution (6.39) (with k  1) plus contributions of tori (6.38) with ku, kv  8.
Chapter 7
A two-dimensional double-well
potential
In the following a two-dimensional double-well system with mixed phase-space dy-
namics is studied. The behaviour of the shortest periodic orbits is examined. Us-
ing the uniform approximation developed for the He´non-Heiles system, the quantum-
mechanical density of states is approximated semiclassically.
7.1 Classical mechanics and periodic orbits
The Hamiltonian
H 
1
2

p2x  p
2
y


1
2 
x2  y2
 
α

y4 
1
2
x2y2


1
16α
(7.1)
describes a two-dimensional non-integrable double-well system. The potential part
of it has two minima at x  0 and y    1

2

α with energy E  0, separated by a
saddle at x  y  0 with energy E

 1

16α. Using scaled variables u 

αx and
v 

αy the classical dynamics only depends on one parameter, namely the scaled
energy e
 
E

E

 16αE with the central saddle at the height e  1. The scaled
Hamiltonian reads

H 
1
2 
p2u  p
2
v  
1
2 
u2

v2



v4 
1
2
u2v2


1

16. (7.2)
At the scaled energy e  9 the system possesses four other saddles at v    1
and u   

3 over which a particle can escape. At all energies e  0 there exists
a straight-line orbit A that librates along the v-axis. It undergoes two bifurcation
cascades, one approaching the saddle at e  1 from below in one of the wells and
one approaching e  1 from above, extending itself over both wells. We consider
the system only for energies e  1 for which all periodic orbits appear twice due
to the two potential wells along the v-axis. Figure 7.1 shows a contour plot of the
potential with the two shortest periodic orbits A and B as well as a one-dimensional
cut of the potential along the v-axis.
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Figure 7.1: Scaled double-well potential. Left: contour plot together with the
two shortest periodic orbits A and B evaluated at e  0.96. Right: cut of the
potential along the v-axis.
The action as well as the orbit period of the orbit A can be given analytically in terms
of its two turning points in the well with v  0
v1 
1
2

1 

e, v2 
1
2

1


e. (7.3)
The orbit period is given by
TA
 
e  

2
v2
K
 
q  , (7.4)
with the modulus q of the complete elliptic integral K
 
q  reading
q 
1
v2

v22  v21. (7.5)
Using a further complete elliptic integral E
 
q  the action can be expressed as
SA
 
e  
2

2
3α
v2
 
1
2
E
 
q   2v21K
 
q   . (7.6)
7.2 Bifurcations of the periodic orbits
While orbit B is stable for energies e

1, the orbit A becomes unstable at the energy
e  0.91232 creating the rotational orbit R which has the Maslov index 5. At the en-
ergy e  0.94272 orbit A becomes stable again creating the unstable libration L with
the Maslov index 6. Similar to the pitchfork bifurcations of the straight-line orbit
in the He´non-Heiles system, the newly created rotation and libration are two-fold
degenerate due to time-reversal and mirror symmetry of the double-well system re-
spectively. The Maslov index of A which is µA  3 for e  0.91232 increases by
one unit at every pitchfork bifurcation. In figure 7.2 the periodic orbits R and L are
shown together with their complex predecessors which correspond to librations in
the real and imaginary parts respectively. In figure 7.3 the orbit data necessary to
evaluate the semiclassical trace formulae are plotted in dependence of the scaled
energy e. The Gutzwiller amplitudes of the orbits R and L in figure 7.3 were di-
vided by  2 so that at the pitchfork bifurcations they show the same divergences
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as the ones of the orbit A. This behaviour is known from period-doubling bifur-
cations [Sch 97c]. The two pitchfork bifurcations correspond to the first pair of an
infinite pitchfork-bifurcation cascade. The first pitchfork bifurcation of the second
pair occurs at a fairly large energy very near to the saddle at e   0.99984.
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Figure 7.2: Orbits born in the first two pitchfork bifurcations of the orbit A. Upper
row: real part (left) and imaginary part (middle) of ghost orbit R at e  0.98064,
and real orbit R at e  0.95 (right). Lower row: real part (left) and imaginary part
(middle) of ghost orbit L at e  0.94, and real orbit L at e  0.95 (right).
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Figure 7.3: Orbit data of the periodic orbits participating in the first two pitchfork
bifurcations in dependence of the scaled energy e. Top: stability traces. Middle:
action differences between the new born orbits and orbit A. Bottom: orbit periods.
Right: Gutzwiller amplitudes. The amplitudes of R and L were divided by  2 as
explained in the text. All dashed parts of the curves correspond to ghost orbits.
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7.3 Quantum mechanics
The quantum spectrum of the system (7.1) can easily be calculated in the Cartesian
basis of the two-dimensional harmonic oscillator using creation and annihilation
operators. In very good approximation the system is closed for e

1, so that the
eigenenergy spectrum can be considered as real and discrete. Using the Strutinsky
averaging method of appendix D for the determination of the smooth part of the
level density usually yields inaccuracies at small energies due to the edge of the
energy window at e  0. Therefore it is more accurate to use the Thomas-Fermi
approximation to the average level density in the low energy regime. Including a
factor 2 which accounts for the two wells this is given by the integral
g˜TF
 
E  
2

2
pih¯2

α
 
v2
v1
 
 
v22  v2 
 
v2  v21 

1  v2
dv (7.7)
which can easily be evaluated numerically. For larger energies (e  0.1) the Thomas-
Fermi result is (practically) identical to the result of the Strutinsky method.
7.4 Evaluation of Gutzwiller’s trace formula
For the semiclassical approximation of the oscillating part of the coarse-grained den-
sity of states one can evaluate Gutzwiller’s trace formula using only the orbits A,B,R
and L including their degeneracy factors:
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. (7.8)
In figure 7.4 the result is compared to the curve obtained from the exact quantum
calculation for the case α  0.0008 and γ  0.5. The agreement is perfect up to an
energy of about e  0.86 (for the range e  0.825 see upper part of figure 7.5).
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Figure 7.4: Comparison between the result using Gutzwiller’s trace formula
(dashed) and the exact quantum result (solid) forα  0.0008 and γ  0.5.
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For energies above that value the pitchfork bifurcations of the orbit A cause di-
vergences of the semiclassical curve so that a uniform semiclassical approximation
becomes necessary. Precisely, the two divergences follow each other so rapidly that
between both of them the semiclassical curve does nowhere agree with the quantum
curve. This indicates that both divergences cannot be treated separately using the
existing uniform approximations for codimension-one bifurcations, but that a uni-
form approximation of codimension two for the full pitchfork bifurcation pair must
be found instead.
7.5 Uniform approximation for a pair of pitchfork bi-
furcations
For the inclusion of the first two pitchfork bifurcations it is now possible to use
the uniform approximation which was developed for the He´non-Heiles system in
section 5.3.4. A nice property of the double-well system is that it shows an infinite
pitchfork-bifurcation cascade due to the barrier between both wells and at the same
time has a real discrete quantum spectrum. In figure 7.5 the result of the uniform
approximation including the isolated contribution of orbit B is compared to the exact
quantum curve as well as to the result of summing the Gutzwiller contributions of
the orbits A,B,R and L. One can see that the uniform approximation yields a finite
result near the bifurcations and that it reaches the asymptotic limit far away from
the bifurcations. It gives a semiclassical result which is in very good agreement with
the quantum-mechanical result for a situation where Gutzwiller’s trace formula as
well as the uniform approximations for codimension one cannot be applied.
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Figure 7.5: Oscillating part of density of states in the double-well system (7.1). Solid
line: exact quantum result obtained with α  0.0008. Dashed line: uniform approx-
imation including isolated contribution of orbit B. Dotted line: sum of Gutzwiller
contributions of orbits A,B,R and L, diverging at the two lowest bifurcations of the A
orbit. (The other bifurcations, lying at e  0.9998, cannot be seen at this resolution.)
Coarse-graining by Gaussian convolution with energy width γ  0.5.
Chapter 8
Summary and outlook
In this thesis the spectral properties of quantum systems whose classical counter-
parts have mixed phase spaces were attempted to analyze in the semiclassical limit.
The most important tool for a semiclassical description of a quantum-mechanical
spectrum is the Gutzwiller trace formula for the density of states. Unfortunately it
can not be applied to mixed systems directly, because of periodic-orbit bifurcations
at which it becomes divergent. Similarly, the formula of Berry and Tabor for inte-
grable systems fails in the case of torus bifurcations. Therefore it was tried to apply
and develop extensions of the standard semiclassical approaches with an emphasis
on mixed systems.
After having introduced the standard semiclassical trace formulae it was shown
that they rely on stationary-phase approximations and that this is the reason why
they fail at bifurcations of periodic orbits. More accurate higher expansions in the
vicinity of periodic orbits in phase space, so-called normal forms, were introduced.
Using these normal forms it became possible to improve the trace integration. Fur-
thermore the idea behind uniform approximations was explained. They represent
interpolations between the vicinity of a bifurcation and the region far away from it,
where the standard approximations can be applied.
As a model of a non-trivial system of mixed type the two-dimensional He´non-
Heiles system was studied. Its classical dynamics was characterized in detail with
an emphasis on the periodic orbits and their bifurcation scenarios. Afterwards the
quantum-mechanical spectrum consisting of a discrete set of complex resonance en-
ergies was calculated. It was shown that the main contributions to the density of
states come from the periodic orbits A, B and C. It was tried to semiclassically
reproduce the quantum-mechanical coarse-grained level density using several uni-
form approximations. For the infinite bifurcation cascade of the librating orbit A,
a new normal form could be introduced for the sequence of two pitchfork bifurca-
tions. This led to a new uniform approximation which could improve the semiclas-
sical result remarkably almost up to the saddle-point energy. For the evaluation of
the uniform approximations it was necessary to calculate complex continuations of
the periodic orbits, so-called ghost orbits. Finally the oscillating part of the density
of states could also be introduced above the saddle-point energy where the classical
phase space is non-compact. It was possible to nicely approximate it semiclassically
using the shortest real periodic orbits only.
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The He´non-Heiles system was modified so that it looses its chaoticity by ne-
glecting the non-separable term in the Hamiltonian. The classical dynamics of the
resulting integrable system was studied and it was shown that it possesses an in-
finite cascade of bifurcations as well. Different to the non-integrable He´non-Heiles
case, whole new orbit families are created out of a single periodic orbit. For the oc-
curring bifurcations a new analytical uniform approximation could be constructed
which is in good agreement with the result of exact quantum calculations. Also the
region above the saddle-point energy was studied quantum-mechanically as well as
semiclassically. The agreement of the results again turned out to be very satisfying.
The new uniform approximation for a pair of pitchfork bifurcations was further-
more applied to a two-dimensional double-well potential with real discrete quan-
tum spectrum and mixed classical phase space. Also in this case the agreement
turned out to be very good.
Even though the extensions which were used in this study were shown to be
successful, the problem of the semiclassical treatment of mixed systems is still far
from being solved completely. First of all, today uniform approximations exist only
for single generic bifurcations of codimension one as well as for sequences of two
bifurcations corresponding to unfoldings of codimension-two bifurcations and now
also, as was established in this thesis, for sequences of pitchfork bifurcations. The
approximations work well only if no further bifurcation lies close by. Again the
approximations should be valid if the actions of the periodic orbits involved in a
further bifurcation differ by a large multiple of h¯ from the actions of the periodic
orbits participating in the bifurcations which are uniformized. If they get too close
though, again new normal forms and uniform approximations have to be found.
The corresponding trace integrals will become more complicated. This problem be-
comes especially apparent in the case of infinite cascades of bifurcations where the
bifurcations lie infinitely close to each other accumulating at one parameter value.
Even though the results of treating the cascades could be improved in this thesis, a
full uniform treatment is still lacking.
An alternative approach to the problem is called the “method of replacement
manifolds” which was developed by J. Vanicek and E. Heller [Van 01]. The method
was applied to semiclassical wavefunctions whose phase functions are also related
to the classical action functions. The idea is to replace the complicated phase func-
tions which occur in mixed systems, at homoclinic tangles or infinite bifurcation
cascades, by simpler smooth ones. However, as far as to the author’s understand-
ing, up to now the method could not be used to treat a full homoclinic tangle or
an infinite bifurcation cascade uniformly. In fact the method appears similar to the
normal form theory and it seems that one does not loose any degree of difficulty by
preferring this method for the above scenarios.
A further approach was given by A. G. Magner et al. (see for example [Mag 01]).
Instead of the full trace integral which led to the Gutzwiller trace formula, in this
approach finite boundaries are used. The boundaries are derived from energy con-
servation. By performing the integration over a finite integral the divergence of the
stationary-phase approximation, the actual reason for the bifurcation problem, can
be avoided. The method is therefore called “improved stationary phase method”
(ISPM). It works successfully for several integrable systems but could not be ap-
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plied to mixed systems yet. Due to several similarities in the formalism as well as in
the results between this approach and uniform approximations which are based on
normal forms, a comparison between both approaches is in progress.
Finally it has to be mentioned that the results for the He´non-Heiles cases in the
energy range above the saddle-point energy indicate that the semiclassical formal-
ism can accurately reproduce the quantum oscillations also in a general continuum
region. This is of high importance because in this regime, phenomena of direct
transmission, like conductance fluctuations, weak localization etc. can be studied.
In this respect, the thesis can serve as a starting point to include now a transverse
magnetic field and to examine the properties of a “He´non-Heiles quantum dot”.
Chapter 9
Appendix
9.1 Appendix A: On the calculation of the Maslov in-
dex
The only classical quantity appearing in Gutzwiller’s trace formula (2.30) whose
meaning is not commonly known is the Maslov index νξ . It corresponds to a phase
correction which is essential because it determines how the periodic-orbit contribu-
tions interfere.
It differs from the Morse index νˆξ which appears in the semiclassical Green func-
tion (2.20) due to the trace integration over the Green function which has to be cal-
culated in order to obtain the density of states. The stationary-phase approximation
of this integral leads to an additional contribution µˆξ so that
νξ  νˆξ  µˆξ . (9.1)
While νˆξ and µˆξ for unstable periodic orbits may depend on the starting condition,
νξ is always a topological invariant [Cre 90].
Using methods described in the work cited above the Maslov index of a periodic
orbit with Tr

M  2 in a two-dimensional system of the form Hamiltonian=kinetic
energy+potential energy can be calculated as follows:
The Hamiltonian flow vector v
 
γ0   γ˙0 
 
x˙, y˙, p˙x, p˙y  as well as the vector
e0  
 
0, 0, 1,  x˙

y˙  if y˙
 
0   0
 
0, 0,  y˙

x˙, 1  if x˙
 
0   0 (9.2)
are propagated along one full periodic orbit according to
e
 
t   X
 
t  e0 v
 
t   X
 
t  v, (9.3)
using the matrizant X
 
t  of (2.32). The Morse index νˆξ is then given as the number
of zeros of det U
 
t  with
U
 
t 
 

e1
 
t  v1
 
t 
e2
 
t  v2
 
t 

, (9.4)
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not counting the zero at the starting point. The matrix elements ei
 
t  and vi
 
t  are
the i-th components of the vectors e
 
t  and v
 
t  respectively.
The index µˆξ is determined by the sign of the quantity
w 
Tr

Mξ  2
b
(9.5)
where b is given as upper right element of the stability matrix

Mξ 

a b
c d

. (9.6)
The rule is then
µˆξ  
0 if w  0
1 if w

0 . (9.7)
The matrix element b is given by
b 
∂r  
 
t  T 
∂p  
 
t  0 
(9.8)
so that its sign can be found by numerically determining δr  
 
t  T  and δp  
 
t  0 
for a trajectory which is slightly differing from the original periodic orbitξ in the ini-
tial velocity. For higher iterates of a periodic orbit the Maslov index is multiplied by
the repetition number only in the case of an unstable orbit, but not for a stable orbit.
The recipe above can also be generalized to higher dimensional systems [Cre 90].
Due to the fact that νξ is a topological invariant related to the stability matrix
of the periodic orbit, it can only change when the topology of its vicinity in phase
space changes. This happens at periodic-orbit bifurcations. Consequently it should
be possible to predict the changes of the Maslov indices from the higher order phase-
space approximations of the trace integral at periodic-orbit bifurcations. This can in
fact be done as was described in section 4.1 (see eq. (4.11)).
Furthermore in [Sug 00] it could be proven that in two-dimensional Hamilto-
nian systems with smooth potentials the Maslov index of an unstable periodic orbit
is always even while for periodic orbits with Tr

Mξ

2 it is always odd. A gener-
alization of the calculation of the Maslov index to momentum-dependent potentials
based on the path-integral formalism was recently given in [Plet 03].
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9.2 Appendix B: How to calculate periodic orbits and
their ghosts
As explained in section 3.2 the periodic orbits correspond to fixed points of the
Poincare´ map f of a Poincare´ plane onto itself. In general a Poincare´ map is not
stroboscopic, i.e. if one step of the map takes the trajectory starting from γ0 on the
Poincare´ plane the time T0, another trajectory starting from γ1  γ0 on the Poincare´
plane will need the time T1 with T1  T0.
If γ1 and γ0 differ only by a small amount one can write in linear approximation
f
 
γ1   f
 
γ0   M
 
γ1  γ0  , (9.9)
where M is the monodromy matrix of section 2.2 evaluated at the time T0. Using
(9.9) a first approximation of the wanted fixed point γ1  f
 
γ1  can now immedi-
ately be found as
γ1  γ0 
 
M  I  	 1
 
γ0  f
 
γ0   . (9.10)
This equation has to be modified so that the fixed point γ1 again falls on the Poincare´
plane. A system of equations which ensures that, keeping γ1 on the energy shell,
was given in [Cvi] and has the following form
 

I  M v
 
γ0  H 
 
γ0 
a  0 0
 
H 
 
γ0    0 0


 

γ1  γ0
δt
δE



 

f
 
γ0   γ0
0
0


. (9.11)
Here H   ∂H

∂γ indicates the derivative of the classical Hamiltonian function and
v
 
γ0   γ˙0 is the flow of the Hamiltonian equations of motion. The vector a is an
arbitrary vector normal to the Poincare´ plane. Even though (9.11) represents only a
linear approximation, the recursive iteration of this (2D

2)-dimensional system of
equations delivers rapid convergence against a real γ1.
For the calculation of complex periodic ghost orbits, a complex continuation of
the system (9.11) becomes necessary. The first step consists in complexifying the
phase space only, while performing the integration along real time. One obtains
equations of motion for real and imaginary parts and the system (9.11) becomes a
2  (2D

2)-dimensional one. It is then necessary to choose complex starting con-
ditions which can be found easily in the vicinity of bifurcations, because they do
not differ very much from the real starting values of the other periodic orbits in-
volved in the bifurcation or the real periodic orbits whose complex continuation
they represent. This procedure is enough to find ghost orbits which are created at
pitchfork bifurcations, because in this case their stabilities, actions and orbit periods
are always real. The pitchfork bifurcation represents an exception, though, so that
in general the ghosts which are created at other types of bifurcations are character-
ized by complex classical quantities e.g. by complex orbit periods. Therefore it is
necessary to not only generalize (9.11) to complex phase-space coordinates but also
to complex times.
To the author’s knowledge a practical recipe of how to accomplish that has not
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been written down yet, so that here is now the possibility to introduce one possible
method. First one chooses complex integration time steps as
  t  dt  eiφ (9.12)
with real dt and φ and changes the equations of motion for the real and imaginary
parts accordingly. After that one propagates the trajectory until the sign of

e
 
x 
changes at the complex time t0. For that point x0   x
 
t0  one has in general

e
 
x0   0

m
 
x0   0. (9.13)
Every other complex time t1 is then given by t1  t0  τeiθ with real τ and θ. If t0
and t1 differ by only a small amount one gets in first approximation
x1   x  t0  τeiθ    x0 
dx
dt  
 
 
 
t0
τeiθ  x0  p0τeiθ, (9.14)
with the definition p0   x˙
 
t0  . One is looking now for that x1 which lies on the
Im(t)
Re(t)
t1
t0
Re(t  )0
Im(t  )0 θτ
Re(x(t))=0
Figure 9.1: Calculation of the complex time after which the Poincare´-
plane is cut.
Poincare´ plane and therefore obeys the following two equations

e
 
x1  

e
 
x0   τ 

e

p0eiθ   0 (9.15)

m
 
x1  

m
 
x0   τ 

m

p0eiθ   0. (9.16)
From equations (9.15) it follows that
θ  arctan


e
 
p0 

m
 
p0  
. (9.17)
Equation (9.16) then determines τ as
τ   
m
 
x0 

m
 
p0eiθ 
. (9.18)
One has now obtained a better approximation to t1 so that one recursively iterates
this procedure until convergence in τ and θ is reached and a good approximation
of γ1 on the Poincare´ plane is found. After that the next iteration of (9.11) can be
performed. To sum up, the whole method of finding ghost orbits consists of two
generalized Newton-algorithms which are running in parallel.
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9.3 Appendix C: The complex rotation method
A resonant state is defined as a long-living state of a system which has enough en-
ergy to decay into two or more subsystems [Moi 98]. In the density of states they
appear as Lorentzians of finite width  centered at the resonant energies ER. To-
gether these two quantities define the complex energy
E
 
ER  i

2
. (9.19)
The width  of a Lorentzian is related to the lifetime τ of the resonant state by
τ  h¯

 . (9.20)
For a potential which asymptotically vanishes (V
 
r      0) the solution to the
time-independent Schro¨dinger equation reads
φ
 
r      A
 
k  e 	 ikr

B
 
k  e  ikr, E 
 
h¯k  2
2m
(9.21)
corresponding to an incoming plane wave with amplitude A
 
k  and an outgoing
plane wave with amplitude B
 
k  . The scattering matrix is determined as S
 
k  
B
 
k 

A
 
k  which actually amounts only to a scattering function if no angular mo-
mentum quantum numbers play a role. The resonances are known to correspond to
the complex poles kn of S
 
k  in the fourth quarter of the complex plane (

e
 
kn  
0,

m
 
kn 

0) with the energies En  n  i  n  2, where n counts the number of the
resonance [Moi 98].
For these resonances one can write the Schro¨dinger equation as
 
Hφresn
 
r  

n 
i
2
 n

φresn
 
r  . (9.22)
With kn  

kn

eiφn the resonant wavefunction asymptotically becomes
φresn
 
r      A
 
kn  e 	 i   kn   e  
iφn

B
 
kn  e  i   kn   e  
iφn
 A
 
kn  e 	 ianre 	 bnr  B
 
kn  eianrebnr (9.23)
where the coefficients are given by
an 

2m
h¯
	
2n 

 n
2

2


1

4
cos
 
φn   0 (9.24)
bn  an  tan
 
φn   0 (9.25)
φn  arctan


m
 
kn 

e
 
kn 

 arctan
 
 

 





2n 

2
n
4  n

2n 

2
n
4  n



. (9.26)
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Asymptotically the first term in (9.23) vanishes while the second one diverges caus-
ing the whole resonance wavefunction to become divergent. Therefore one can say
that the Hamiltonian
 
H in (9.22) is not Hermitian becauseφresn
 
r  is not bounded, let
alone square-integrable. Thus one can in fact obtain complex eigenvalues.
According to the complex rotation method [Moi 98, Bal 71, Sim 73, Rei 82] one should
now apply the following similarity transformation:
r  reiθ (9.27)
where the rotation angle θ can be chosen as real. Now the scaled resonance wave-
function asymptotically becomes
Sˆφres
 
r      B
 
kn  e  i   kn   exp
 i  θ
	
φn
 
r
 B
 
kn  eiαnre 	 βnr (9.28)
with the coefficients
αn  an
 
cosθ  tanφn  sinθ 
βn  an
 
sinθ  tanφn  cosθ 
φn  arctan
 
 

 




2n 

2
n
4  n

2n 

2
n
4  n



. (9.29)
One can now see that (9.28) asymptotically goes to zero if θ becomes larger than the
critical value
θcrit  arctan
 
 

 




2n 

2
n
4  n

2n 

2
n
4  n



. (9.30)
Thus Sˆφresn
 
r  becomes a normalizable function which can be expanded in Hilbert
space. The scaled Schro¨dinger equation reads

Sˆ
 
HSˆ 	 1


Sˆφresn
 
r 



n 
i
2
 n


Sˆφresn
 
r 

, (9.31)
from which it becomes obvious that among the eigenvalues of the non-Hermitian
operator

Sˆ
 
HSˆ 	 1

there are the exact scattering resonances

n 
i
2  n  .
Using the relation
arctan

2z
1  z2

 2 arctan
 
z 

z


1 (9.32)
one can show that 2θcrit  arctan
 
 n  2n  .
About the spectrum of
 
H
 
θ 
 

Sˆ
 
HSˆ 	 1

it is generally known that [Rei 82] ...
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 ... the bound-state eigenvalues of
 
H
 
0  are also eigenvalues of
 
H
 
θ  for arbi-
trary θ,
 ... the continuum eigenvalues which are not corresponding to resonances are
rotated into the lower half of the complex E-plane by an angle of  2θ (see Fig.
9.2),
 ... if θ becomes so large that one of the rotated continuum branches passes the
position of a resonance pole, a new eigenvalue of
 
H
 
θ  appears at the position
of the pole,
 ... once a resonance eigenvalue is uncovered it stays at its position independent
of a further variation of the rotation angle untilθ becomes so large that another
branch passes the pole. In this case the eigenvalue vanishes.
Im(E)
Re(E)
-2θ
bound
 states
resonances
continuum
thresholds
branch cuts
-2θ
Figure 9.2: Schematic view of the eigenvalue spectrum of a
complex scaled Hamiltonian
 
H
 
θ  . The n-th resonance is
uncovered for 2θ  2φn  arctan
 
 n  2n  .
The transformed Hamiltonian can be expressed as
 
H
 
θ  
 
T
 
θ 

V
 
θ  . (9.33)
Here
 
T
 
θ  0  and V
 
θ  0  correspond to the operators of the kinetic energy and
the potential part of the unscaled system respectively. To calculate the resonances
one represents
 
H
 
θ  in a suitably chosen finite basis set which yields the matrix
H
 
θ  and the finite-dimensional eigenvalue problem
 H
 
θ   En
 
θ  I

φn
 
θ   0. (9.34)
If one chooses the basis set independent ofθ, the eigenvalue problem (9.34) is solved
by diagonalizing the non-Hermitian matrix
H
 
θ   T
 
0   e 	 2iθ

V
 
θ  , (9.35)
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where e.g. for polynomial potentials the dependence on θ appears in V
 
θ  as com-
plex exponential factors of the unscaled terms of the potential. The matrix represen-
tations of these terms are real and independent ofθ so that they have to be calculated
only once.
The use of a finite basis set instead of an infinite one makes the resonance posi-
tions depend slightly on the angleθ. Nevertheless it is still possible to identify them
because the E
 
θ  -trajectories in the complex plane have stationary points exactly at
the positions of the resonances. This has been proven as a consequence of the com-
plex virial theorem [Yar 78, Yar 78b]. Practically one repeats the diagonalization for
different values of θ to find that value of θ for which E
 
θ  is stationary in its real
and imaginary part.
The complex rotation method was proven to work for dilatation analytical po-
tentials i.e. for potentials which go to zero at infinity [Bal 71, Sim 73] including the
many-body Coulomb and Yukawa potentials. However, the method could also suc-
cessfully be applied to systems which are not vanishing at infinity like the potential
of the Stark effect [Chu 77]. Even though to the author’s knowledge there exists no
proof of the validity of the method for arbitrary potentials, it could still be heuris-
tically shown that for simple model systems which are not dilatational analytical
the resulting resonance eigenvalues are isolated on the non-physical energy-sheets
obeying a complex virial theorem [Yar 78].
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9.4 Appendix D: The Strutinsky averaging procedure
In order to determine the average level density g˜
 
E  of a quantum-mechanical dis-
crete bound state energy spectrum  Ei  in cases in which it cannot be approximated
analytically using the Thomas-Fermi model, one can apply a numerical averaging
procedure which was introduced by V. M. Strutinsky [Str 66]. The idea is to per-
form a Gaussian convolution of the density of states (2.4) which replaces each of its
δ-functions by a Gaussian of width γ˜, where γ˜ should be at least of the order of the
average level spacing. The value of γ˜ is thus much larger than the γ which is used
for the coarse-graining of the density of states as described in section 5.2.2. Even
though a Gaussian convolution reproduces the normalization of the δ-functions it
does not yield its second and higher moments. This can be ensured though by multi-
plying each Gaussian by a Laguerre polynomial of integer order s so that the result-
ing function reproduces all moments of the δ-function up to order
 
2s

1  [Bra 73].
The average part of the density of states for a discrete spectrum of bound states i is
then approximated by
g˜
 
E   
1
γ˜

pi
∑
i
e 	  Ei 	 E 
2

γ˜2 L
1
2
s
 

Ei  E
γ˜

2
 
. (9.36)
The exact function g˜
 
E  is unique so that there should exist one parameter γ˜ for
(9.36) yielding the best approximation. This value can be found e.g. by plotting g˜
 
E 
of (9.36) in dependence of γ˜ with fixed E corresponding to the energy for which the
density of states is supposed to be given. At the best γ˜-value the curves obey a
plateau condition independent of the polynomial order s.
As was shown in [Ros 72] the Strutinsky averaged level density g˜
 
E  is modified
if the spectrum is not consisting of bound states only but if it contains also resonant
states. The fluctuations in the resonant part of the spectrum are then related to the
derivative of the scattering phase shift of the j-th partial wave with respect to the
energy. The formula for the average density of states for such cases is given by
g˜
 
E  
1
γ˜

pi
∑
i
e 	  E 	 Ei 
2

γ˜2 L
1
2
s
 

E  Ei
γ˜

2
 

1
γ˜

pi
1
pi
∑
j
 
2 j

1 
l

j

1
2∑
l

j
	
1
2
 

	

dδl, j
 
E  
dE

L
1
2
s
 

E  E 
γ˜

2
 
e 	
 
E
 
E

γ˜ 
2
dE  . (9.37)
Knowing the energy  as well as the width  of a resonance one can write its phase
shift δ as [Fey 64, Moi 98]
δ  arctan



2
E  


.... (9.38)
The derivative of (9.38) with respect to the energy yields again a Lorentzian curve
but without its normalization constant 1

pi . As final expression of the average part
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of the density of states one arrives at
g˜
 
E  
1
γ˜

pi
∑
i
e 	  E 	 Ei 
2

γ˜2 L
1
2
s
 

E  Ei
γ˜

2
 

1
γ˜

pi
∑
j
 

	

1
pi
 j  2

E

 E j 
2


2
j
4
L
1
2
s
 

E  E 
γ˜

2
 
e 	
 
E
 
E

γ˜ 
2
dE  (9.39)
which again must obey a plateau condition in γ˜. Here j indicates the number of the
resonance. One obtains the same expression as for the bound-state case except that
for the resonant states the δ-distributions are replaced by Lorentz distributions in
the convolution integral. This is in agreement with (5.23) so that the introduction of
(9.38) is justified.
For every Laguerre polynomial L
1
2
s , the integrals in (9.39) can be worked out analyt-
ically using
 

	

dE 

E 
	
E
γ˜

n
e 	
 
E

 
E
γ˜ 
2

 j
2

2
 
E j  E  
2

2pi
 
 
n
 j

e

d
n
2
dλ n2
w
	
 λ
γ˜

E j  i
 j
2
 E




λ

1
,
(9.40)
with n

IN0. The case s  0 corresponds to (5.24). The final expressions for g˜γ˜
 
E 
up to the Laguerre polynomial of 10th order read:
s
 
γ˜  pi  g˜γ˜   E 
0 ∑ j

e w

z j 
1 ∑ j

e

L
1
2
1

z2j

 w

z j  
iz j

pi

2 ∑ j

e

L
1
2
2

z2j

 w

z j  
iz j
4

pi

2z2j  9
 
3 ∑ j

e

L
1
2
3

z2j

 w

z j  
iz j
24

pi

4z4j  40z
2
j  87
 
4 ∑ j

e

L
1
2
4

z2j

 w

z j  
iz j
192

pi

8z6j  140z
4
j  690z
2
j  975
 
5 ∑ j

e  L
1
2
5

z2j

 w

z j  
iz j
1920

pi

16z8j  432z
6
j  3752z
4
j  12180z
2
j  12645
 
with w
 
z  given by (5.25) and z j   1γ˜

E 

E j  i
 j
2
 
. Again the expressions have
to be evaluated at a fixed energy in dependence of γ˜ in order to find a plateau which
is independent of s.
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