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This research involves a series of experiments, and supporting 
analysis, to relate characteristics of fuel injector geometry to the turbulence 
produced and to the resultant hydrogen-air mixing and combustion. The accom-
plishments of the research program for the period. September 1973 through 
February 1974 are described. In summary these are (1) The injector models 
are designed and fabricated; (2) The finite difference computer program for 
the flow field has been checked out; (3) Calculations for effects of turbulence 
initial conditions and of turbulence on reaction rate have been started. 
INTRODUCTION 
1.1 Background  
The problem of obtaining rapid fuel-air mixing and combustion 
a supersonic air stream is part of the larger prdblem of development of a 
supersonic combustion ramjet (scramjet) for hypersonic flight. There is °a 
need to know the relationship between heat-release distribution and fuel 
injector design, to allow optimum combustor design. There is also great 
uncertainty in predicting fuel-air mixing to molecular scales, coupled with 
the desire to achieve this as close to the fuel injector as possible. More 
background details, plus a literature review of recent experimental studies of 
scramjet injectors and related configurations, are given in Reference 1. 
As described in (1), recent studies of base flaw with mass addition 
lead to the conclusions that: 
(1) The effect of base and injection orifice geometry on 
base pressure is only partially known, and their effects 
on turbulence properties in the near field are unknown. 
(2) The base drag for single-orifice injection 
influenced by dj/dB , so that there 
effect on turbulence kinetic energy 
length scale, k
1.5 
 /e , in the near field. 
is strongly 
The above conclusions were later supported by the work of Matsumoto, 
et al( 2) , in low-speed (incompressible) air flow. They found that injector wall 
thickness has a strong influence on near field flow behavior especially as 
U and U. become more nearly equal'. They also found that mixing length is 
not constant in the near field. This is expected, because there is more than 
One length scale in the near field, and so a simple Mixing length model is not 
adequate. 
1.2 Objectives  
The overall objective is to relate characteristics of fuel injector 
geometry to the turbulence produced and to the resultant hydrogen-air mixing and 
combustion. The particular objective of this study is to determine the effect 
of dJ/dB 	the ratio of fuel jet diameter to injector base diameter 
hydrogen-air mixing and combustion. 
2.0 DESCRIPTION OF ACCOMPLISHMENTS 
2.1 Experiments  
The experimental task, as described in (1) is to perform mixing 
and combustion experiments with three single-orifice, axisymmetric injectors, 
for which dJ/dB is varied. The external geometry of the injectors is the 
same otherwise. The test gases are hydrogen-air and hydrogen-nitrogen. 
These first experiments are restricted to subsonic and sonic 
• / 	2 
hydrogen injection. mj/p oz, U., dB will be varied for each dJ/dB . The 
principal measurements will be pitot pressure profiles and mean concentration 
profiles, as well as test flow conditions. The experiments will be performed 
in the Langley Ceramic-Heated Tunnel. 
The details of the injector design are reported in (3). 
includes a description of calculations of required hydrogen mass flow rates, 
heat transfer to the injector, and test points. 
The start of the experiments has been delayed several times 
because of unavailability of certain materials for repairs to the Ceramic 
Heated Tunnel, and because of damage to the Mach 2 nozzle for the tunnel. 
Present estimates are for the experiments to begin in. May 1974. 
2.2 Analysis  
The analytical tasks as described in (1) 
(1) Evaluate effects of dJ  /d_ on lc and E in the near field, 
particularly with regard to initial 
the floW field prediction methods.- 
Evaluate proposed models of the effect of turbulence on 
reaction rate. 
These tasks are to be accomplished by comparing finite-difference computer 
conditions needed for 
calculations with the experimental data from this program. 
A simple mixing-length model is not adequate to calaulate tur- 
bulent transport in the near field of the injector. 'Convection and diffusion 
of turbulence are important here, so the turbulent length scale 
is not simply related to mean flow properties. It is necessary to use at 
least a two-equation model for k and e (i.e., two partial differential 
equations with k and e as dependent variables). 
The major effort for the period September 1973 to February 1974 
was setting up and checking out a finite difference computer program that solves 
a set of parabolic partial differential equations. The program is a modifica-
tion of that described in (4). Equations of continuity, species continuity, 
momentum, and stagnation enthalpy are solved, in addition to two equations 
for k and e describing the turbulence dynamics. These last two equations 
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In the calculations described below, Cµ = 0.09, Cel = 1.43 Ce2  = 1.92, 
uk = 1.0, ue = 1.3. References 5-7 contain detailed descriptions of the 
ccmsiderations leading to these choices. 
Recent modeling of the effect of turbulent mixing on time-average 
reaction rate has recognized the importance of concentration fluctuations in 
determining reaction rate. Thus, to make calculations of this kind, an 
has been :eqUation for mean square fuel concentration fluctuations 
included in the computer program. This equation is (6 7): 
pv a + P v 	= A -Y r. ay a 	ay 
g 
- Cg2 
In equation (4), g is fu and G is m For the 
in Figure 3, ag  = 0.7 , Cg1 = 3.0, and Cg2 
 = 0.20. 
Equation (4) can be used to compute the mean square fluctuation 
of other scalar quantities, such as oxygen concentration and temperature, by 
making appropriate identification of g and G. For example, it may be 
desirable later to add an equation like (4) for mean square oxygen concentration 
fluctuations. 
The computer program has now been checked out. This is illustrated 
in Figures 1 - 6, which show comparisons of calaulations with experimental 
data for free jets and for wall boundary layers. 
Figure 1 showns WITAxis versus rir 
0.5 
for an air jet issuing 
into quiescent air. Figure 2 shows fu fu,AXIS versus 
as air. case where the "fuel" is an inert injectant with the same properties 





versus r/r 	for the same flow as in Figures 1 0.5,fu 
These seem to be the only experimental data showing a profile of 
concentration fluctuations across the jet. It is significant that approximately 
110 jet diameters are required for the calculation to reach the self-similar 
profile shown in Figure 3, while the calculated mean flow quantities reach self-
similarity in about 10 jet diameters. This behavior is also consistent with 
experimental results (8,9). 
Figures 4-6 show some 
Although these are not of direct application to the present study, they were 
included in the program checkout. This is because it is inportant to check 
that the computer program can handle wall flows, as well as free shear flows. 
Figure 4 shows the mean velocity profile near a smooth wall for a constant 
pressure turbulent boundary layer on a smooth wall— The calculations were 
started with a power-law mean velocity profile. Initial values of k and 
were obtained by assuming p = 1000 pAIR  Then , an initial shear stress 
profile is obtained from T = p aU/ay. Finally, k = /p cµ0.5 and 
e = cp p k
2
/pt .. Figure 1  shows conditions about 30 boundary-layer thicknesses 
from the start, so the results are essentially independent of the assumed 
initial conditions. This general procedure is suitable, however, for cases 
when only the initial mean velocity profile is known. For such cases, 
assumed initial pt must be varied until there is agreement with data near 
the start of the flow (5). If alf/ay 0 k = const x U2 provides 
suitable starting value. For the calculations shown in Figures 1-3, this 
constant was chosen to be 10 -  . 
Figure 5 shows the variation of wall shear stress downstream - . 
of an abrupt change in surface roughness (smooth to rough). Figure 6 shays 
the mean velocity profiles at several locations for the same flow. This 
calculations for wall boundary layers. 
(i ) 
case is of interest because a simple mixing-length model cannot handle it. 
The turbulence structure is strongly influenced by flaw history, and not by 
local conditions alone. 
The next steps in the analytical part of the program are: 
It is planned to 
Examine the effect of changes in initial conditions for tur-
bulence energy; k, and length scale -, k37 • / . 
 Examine the behavior of proposed models 
turbulence on'reaction rate. 
perform (i) and (ii) first for the experimental Conditions of 
for the effect of 
(12 ), as both pitOt pressure and mean concentration profiles are available for 
When the chemical reaction rate is controlled by turbulent mixing, 
the chemical kinetic reaction time is much shorter than the time for large 
eddies of fuel and air to mix down to molecular scales. The latter time is 
expected to be of the same order as the characteristic time of the large eddies, 
We. This is by analogy with the transfer of energy from the large eddies to 
the microscales, when, at large Reynolds numbers, they are statistically sep-
arated, and the rate of dissipation is controlled by the rate of transfer. If 
this hypothesis is correct: 
time-average reaction rate = 
Here, Rfu is the source term in the time-average species continuity equation 
for the fuel. The Spalding (10) and Spalding-Lilley (11) eddy break-up models 
are special cases of equation (5). Both were developed for premixed fuel-air 
mixtures. 
The Spalding-Lilley model (11) is: 
/co) 
and so makes reaction rate proportional to the rms value of fuel concentration 
fluctuations. The accuracy of equation (6) for initially unmixed flows has not 
yet been determined. CEBU 
= 0.53 is recommended in (11). 
A possibly useful approach for initially unmixed fuel and air 
streams is to write: 
where Cfo  is a correlation coefficient between fuel and oxygen fluctuations, 
and 0 s Cfo s 1 . C is a positive constant, to be determined by experiment. 
Both equation (6) and the model of (10) are special cases of equation (7). Som 
of the possibilities of equation (7), and simplifications of it, will be ex- 
plored. 
3.0 SUMMARY 
The accomplishments of this research program through February 1974 
are: 
(1) The injector models are designed and fabricated, and the ex-
perimental part of the program is ready to begin. 
(2) The finite difference computer program for analysis of the 
flow field and comparison with data has been successfully 
checked out. This program uses a two-equation model for 
turbulence dynamics and an equation for concentration fluctua- 
tions. 
Calculations are now being performed for the effects of varia-
tion of initial conditions for k and e, and for cases where 
the effect of turbulence on reaction rate is included. 
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base diameter of injector 
fuel jet diameter 
mean square fluctuation of fuel mass fraction and oxygen 
mass fraction, respectively 
turbulent kinetic energy per unit mass 
mass fraction of fuel and oxygen, respectively 
fuel mass flow rate from injector, 
distance from axis of symmetry 
rate of generation of fuel (mass/volume/time) Rfu 
U 	 mean velocity in x - direction 
UJ 	 mean velocity of fuel at injection point 
Uco 	 mean velocity of undisturbed air at injection station 
mean velocity in y - direction 
distance in mainstream direction 
distance in cross-stream direction 
dissipation rate of turbulent kinetic 
time) 
energy energy mass/ 
effective viscosity for turbulent transport 
density 
density of undisturbed air at injection station 
effective Prandtl-Schmidt numbers for turbulent transport 
of k, e and g, respectively 
shear stress 
mean or time-average value 
fluctuating value; i.e. difference between instantaneous 
and mean values 
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ABSTRACT 
This research program involves a series of experiments, and support-
ing analysis, to relate characteristics of fuel injector geometry to the 
turbulence produced and to the resultant hydrogen-air mixing and combustion. 
The accomplishments of the research program for the period March through 
August 1974 are described. In summary, these are: (1) a detailed experimental 
plan has been prepared, and (2) an approximation for the effect of turbulence 




Rapid fuel-air mixing and coMbustion in a supersonic stream are 
needed for the development of supersonic coMbustion ramjet engines for hyper-
sonic flight. Optimum combustor design requires a knowledge of the relation-
ship between heat-release distribution and fuel injector design. References 
1 and 2 provide a general background for this subject. Recent experimental 
studies of scramjet injectors and related configurations are described in 
references 3-17. Related studies of base flow with mass addition 
indicate that: (1) the effect of base and injector orifice geometry on base 
pressure is only partially known, and very little is known of their effect 
on turbulence properties in the near field; (2) for single-orifice injection, 
the base drag, turbulence energy and turbulence length scale are strongly 
affected by dj/dB , the ratio of fuel jet diameter to injector base diameter. 
In the present study, a series of experiments has been planned to determine 
the effect of dj/dB on hydrogen-air mixing and combustion. Some details 
of the experimental plan are given in section 2 of this report. 
An associated analytical problem is the prediction of time-average 
reaction rate in a turbulent, reacting flow. Flows of the type being 
considered generally have high temperature, and have chemical kinetic 
reaction times that are much smaller than a characteristic time of the large-
scale turbulence. These flows are often called "diffusion-limited' flows, 
because the rate of chemical reaction is limited by the rate at which the 
fuel and air are brought together by mixing. This subject will 	discussed i  
further in section 3 of this report, where an approximation for the effect of 
turbulence on chemical reactions is proposed. 
1.2 Objective  
The overall objectiVe of this study is to relate the characteristics of 
fuel injector shape to the turbulence produced and to the resultant fuel-air 
mixing and combustion. The particular objective of this study is to determine 
the effect of d;/d.„, on hydrogen-air mixing and combustion. 
2. EXPERIMENTAL PLAN 
2.1 Apparatus and Instrumentation  
The experiments of this study will be performed in the Langley 
Ceramic-Heated Wind Tunnel, which is an open-jet tunnel. The test gas, air 
or nitrogen, is heated by a zirconia pebble bed. The maximum stagnation 
temperature is 2220 K and the maximum stagnation pressure is 40.5 atmospheres. 
Further details of this facility are given in reference 24. The stagnation 




For the present experiments, the tunnel will use an axisymmetric 
Mach 2, stainless steel, water-cooled nozzle. The exit diameter of the 
nozzle is 6.53 cm (2.57 in). The fuel injectors have an outer diameter of 
1.59 cm (5/8 in) and will be mounted along the nozzle axis. Figure 1 shows 
a sketch of the nozzle and injector. 
The stagnation pressure of the test gas will be set so that the 
nozzle exit static pressure is 1 atm. For this condition the test gas 
properties at the nozzle exit are approximately: 
1.31 kg/sec = 2.89 lbm/sec 
Toco = 2220 K 
Poco = 122 psia 
Pc 
= 2.04 
= 14.7 psia 




Three injectors will be tested. These injectors differ only in 
their values of dj/dB and in the shape of their internal nozzles. Sketches 
these injectors are shown in Figure 2. The details of the designs are 
described in reference 26. Injector 1 has no internal nozzle, so that the 
tube wall thickness gives dj/dB = 0.89. Injectors 2 and 3 have internal 
converging nozzles with dj/dE equal to 0.60 and 0.48, respectively. The 
stagnation pressure of the hydrogen supply is adjusted to give the desired 
. mj  
2.2 Types of Measurements  
Three main types of measurements will be made: pitot pressures, 
species concentrations, and shadowgraph photographs. The pitot-pressure 
probe is of the same design as that described by Beach 11. It is water- 
. 
cooled, with a 0.63 cm (1/4 in) 0.D. and a 30 tip half-angle. The 
measured pitot pressures will be recorded on magnetic tape, digitized, and 
computer-plotted. 
The gas sampling probe for concentration measurements was designed 
by H. L. Beach, Jr. of NASA Langley.It is a water-cooled wedge with nine ports, 
and can simultaneously collect nine samples. The samples will be collected 
in sample bottles and then analyzed using a gas chromatograph. The amount 
of water that condenses in the sampling system will be inferred by a mass 
balance of oxygen. This is done by assuming that at each point oxygen and 
nitrogen are in the same proportion as in air. Then a measurement of the 
amount of nitrogen at a point will also indicate the total amount of oxygen,  
at that point. The oxygen is divided among 0 2 , H2O (g), and H2O (4,). The 
first two of these are also measured. 
dy 	= 0.89 
1.59 D 
d /88 = 0.60 
U 
O 
J, /cif, — 0,46 
FIGURE a . SKETCHES OF THE THREE INJECTORS 
0 
The ,shadowgraph is a part of the TP.ngley CeraMic-Heated Wind Tunnel 
facility. These photographs will show shock waves and expansion waves and 
other regions of rapidly varying density. Some of the information that will 
be partially revealed by these shadowgraphs is: (1) regions where the 
Pressure is different from P. ; (2) the effects of combustion on wave angles 
and on the width of the mixing region; (3) the effect of changes in do./dB 
on the width of the mixing region. 
2.3 Run Schedule  
Figure 3 gives the run schedule for the experiments. Figure 4 shows 
the test points on a plot of )51J/P.U.AB versus pipalp.U. with lines of 
dj/dB equal to 0.89, 0.60 , and 0.48. Some of the experimental results that 
are expected to be significant are the effects of d /d B and ypmUmAB , 
with and without combustion , on: 
(1) Centerline variation of pitot pressure; 
(2) Variation of width of mixing region with axial distance; 
(3) Pitot pressure profiles at different axial locations; 
(4) Centerline variation of species mass fraction; 
(5) Species mass fraction profile at different axial locations. 
At the time of writing, repairs to the Langley CeramicITeated Wind 
Tunnel are nearing completion. It is now estimated that the experiments will 
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AN APPROXIMATION FOR TEE EFFECT OF  
TURBUTENCE ON CHEMICAL REACTIONS  
3.1 Background  
In the analysis of flow fields with chemical ractions, it is necessary 
to solve a species continuity equation for each specie involved in the 
reactions. For example, the general species continuity equation for specie 
f (fuel) is: 
aCf 
Ft- (pcf) 	(puicf ) 	ax. (10D f ax )  . 	f p* 
Here *f is the rate of production of specie f (negative for the fuel) 
caused by chemical reaction. Now assume that the chemical reaction is 27 . . 
, a(fuel) + b(oxidizer) 	-A-d(product). 
where a, b and d are the number of moles. The rate constant k is 
g4.Venlpy 
Then the rate of generation of product, 	is: 





The corresponding rate of depletion of the fuel f is: 
11 
(6) 
When the flow is turbulent, the usual procedure is to time-average (1). 
This introduces a term pc74-f 
, which is theoretically obtainable from (I). 
This time-averaging of (4) introduces a number of unknown correlations, 
however. Spaldin
g28-30, 
Donaldson and Hilst31, Chung27, Libby32, and 
dibson and Libby33  have treated this problem in different ways. A frequently-
used procedure in the past was to replace each quantity in (4) by its ti.me- 
average in order to form . The above authors all point out that 
this is generally inaccurate for highly turbulent flows, and that an 
approximation for Orf is needed that better represents the influence of 
the turbulent fluctuations. 
Spalding has proposed three models for P174.±. . All are directed 
toward the case where the chemical reaction time is much less than a 
characteristic time for turbulent mixing, so that ,Of is cOntr011ed by the 
rate at which the fuel and oxidizer are mixed. Spalding's first model
28 
 
was applied to the case of initially unmixed reactants which react instantly 
on contact. He assumed that the instantaneous fuel-air ratio at a point, 
f, was equal to either f = T 	(f X2) 0.5 , or f = 
F 	(f .2 ) 0.5 
and 
that f oscillated between these values. Spalding also introduCed a modeled 
differential equation for (f 12) (:).5 to be solved simultaneously with the other 
flow equations. Thus, f, 	, and f can be calculated at each point. 
For each of these, the temperature and composition for equilibrium combustion 
can be computed. The calculated results indicate a flame of finite width, 
12 
which is qualitatively correct. The model has not been extensively compared 
with experiment, however. 
Spalding's second and third models29,30 were both developed for 






 , which gives that the rate of chemical 
reaction is proportional to the rate of mixing of the larger eddies. These 
two models differ in that the first 29  has pwf proportional to the mean 
--- 
fuel mass fraction, while the second
30  has O. proportional to the root- 
mean-square value of the fluctuation of fuel mass fraction. These models 
have achieved some success when compared with data for premixed flows. 
Their method of representing the dependence of grf on the amount of each 
reactant present seems inadequate for flows that are not premixed, however, 
Donaldson and Hilst31 discuss in some detail the problem of 
representing pri, . They do not propose an approximate closure that allows 
f 
to be calculated, however. Libby 32 also discusses the problem of fast 
chemical reactions in a turbulent flaw, and emphasizes the effect of 
density fluctuations on the formulation. He also does not suggest a 
specific closure for p*f , however. 
In what follows, an approximation for 07.
f 
is proposed for the case 
where the chemical reaction time is much less than the turbulent mixing time. 
This is expected to be the usual case for the combustion of hydrogen in high-
temperature air. 
3.2 Proposed Relations between Mean Chemical  
Reaction Rate and Flow Turbulence  
In this section, Chung's
27
analysis of homologous shear floW is 
used as the basis for modeling the effect of turbulence on reaction rate. 
Flow near solid boundaries will be excluded and large Reynolds nuMber will 
u. = U. 
1 
U. 
Taking the time average of (1) gives: 
13 
be assumed, so that turbulent transport is always much larger than molecular 
transport. 
The one-dimensional flow analyzed by Chung is shown in the sketch 





U ) 	FUEL 
affected by the temperature field. Further, for this idealized flow, 
b/t = a/aix = b/z = v = w = 0. Molecular transport is also neglected 
compared to turbulent transport. 
Following the usual procedure for turbulent flow, the Reynolds 
decomposition is introduced: 
Cf = 	Cf 
	
(7) 
puic 	fawf 3 	= • (8) 
E2 ) l.5 
 exi 
P - (3/2E )
/2 + /2 
v 	w 
When (8) is specialized to the flow studied by Chung
2 
 , it becomes - .
/ 	/ . 
dy (
v C) w 
f 
= f (9) 
The details of Chung's
27 
 analysis can be found in his paper. Only the 
portions that are important for the present discussion will be repeated. 
First, the probability density f(uf , x.3.)  of the fluid elements was 3.  
represented by the sum of two half-Maxwellian functions: 
and for v < 0 , 
f1 = 0 
f2- 7 (3/ 
A moment method was then used by . Chung to solve for u1, u2 , El and E2 . 
These in turn determined mean velocity gradient turbulence energy and 
Reynolds stress. 
Now let us consider Chung's
27 
 solution for temperature and mass 
fraction when the characteristic reaction time 1/K is much smaller than the 
characteristic time of the large eddies IA. When the ratio of these times 
goes to zero, Chung s solution gives: 
15 
= (E/67 





=C + C 
fl 	f2 
and Cfl 
is zero for v < 0 and Cf2 is zero for v > 0. In the 
combustion zone, C f2 is zero and 
= 0.5 (aWf/dWp) [(mi + n2) (1 - By/L)] + constant 
where 
= (dWp/aWf) Cfl 
(dWp/bWo) CO2 
and B is a constant related to the mean velocity gradient. 
Although Chung did not explicitly do so an equation for the 
reaction rate can be obtained by substituting (13) and (14) into (9): 
- f dW ) (E/6 13 ' 5 (B/2L) (m (15) 
m
1 
	dW /aW P f
) 
= (dW 	co. 	
g 0 ' 5] 
p -0 
(B/2L) = (3/87)q/L 
0. 5 
(E/67 
The following can also be inferred for the homologous shear flow: 
Here t is the local integral scale of the turbulence. Substituting 
(16) - (18) into (15) gives: 









Equation (19) is a relation among W f , q 	, and the mass 
fractions of fuel and oxidizer. The rate qp, is consistent with the 
condition that the turbulent motion controls the reaction rate. The 
quantity in brackets provides an estimate of the effect of the amount of 
each reactant on the reaction rate. 
It is now proposed to assume that (19) is valid, at least approximately, 
for more complex flows than the one-dimensional shear flaw analyzed by Chung. 
That is, assume that (19) remains a valid relationship among the quantities it 
contains, even though these quantities may vary from point to point in a com-
plex way. 
17 
The hypothesis can be incorporated into a method of calcUlation as 
follows. First, make the approximation p = 0, So that gOf = f 
Second, use a two-equation turbulence :Model with differential equations for 
q
2 
and e, and for convenience let 
= q  ic 	 (20) 
(20) is appropriate for flows with large Reynolds numbers. With (20), (19) 
becomes: 
* = -A (e/q2 ) r + g 	+ 0.5 	bW0)( -60 + go° * 5 ) 	 (21) 
The constant A is expected to be of order 0.1, but must be determined by 
comparison with experimental data. The dependence of 1 .4
f 
on mass fraction, 
as given by the factor in brackets in (21), closely resembles a result 
derived by Gibson and Libby 33 . Their analysis was for a steady, laminar flow 
relative to a fixed flame front, with oxidizer and product on one side and 
fuel and product on the other. Thus, turbulence was not directly considered. 
Their steady, laminar solution has 
	
instead of -6f g
f
° + 	. 5 ' nd C 
instead C + g 0.5 . o 	o 
Differential equations are also needed for g f  and g
o
, as well as 
' for q2   and e. An equation for g
f 
 can be obtained as follows. First 
multiply (1) by Cf and take the time average: 
a (pu .Cf) i= a 
ac 
axi (pDf 	+ pc -a: . f f (22) 
Next, multiply (8) by C. and subtract the result frot (22): 
f 
	
bcf 	/ C 	(pu.c 	= 	T,T (PDf ET) f Pwf f 
The first two terms of (23) have been modeled previously; for example; 
• by Spalding34  . A suitable model is now needed for the last term. 
If (22) is specialized for the one-dimensional flow studied by 
Chung2 the result is: 
/2)/ay• The left-hand side of (24) can also be written as d(v f 
Using Chung's
27 
 solution to evaluate v C
f gives: 






















(26) can be used for the last term of (23) if the approximation p = p is 
azain made. This latter approximation is not generally valid for flows with 
chemical reactions, but the error introduced cannot be accurately assessed 
at present. 
3.3 Summary of Equations  
At this point it is usefUl to list the equations to be solved. The 
solution will be carried out using the modified version of the Patankar-
Spalding program35 described in reference 36. As stated above, the 
approximation p = 0 is made. 
Cont inuity 	(pur) + (pvr) = 0 	 (27) 
Conservation of x-momentum: 
- au 	au a 	au Pu = _ 	
1, 
ay clx r Tcr 
rp ay (28) 
where the eddy viscosity is given by 
=Cµ  p q
2 	
2e 	 '. (29) : 
From (34), 
/ 
Conservation of Cot  = go 
(35) 
a (rpT  ago) 
\ ag ay 
ago 	ag Tu a, + 
0.5 g /[1. + 2Pg 	*
o o T 	o 
/6 .6 
+ C p 	° ---) - C 2  T2 (q2/ gl T ay 	g2 
20 
where 





(33) is easier to use than (32) in the numerical solution. 
/2 
Conservation of a 	= g : From (23), 
.1■11 ......... 	 O. 
agf 
- gu 	+ pv
agf 
 
ad 	_ c 
(73+) + c 	
7,2q2/2 g 	
() f T 
4. 2 7, ,.... 0.5 
gl g " 	 "I' lj 6f 	1.4i. 
In (34) the first three terms on the right-hand side have been modeled in 
the form given by Spalding 
a ( T 6gf) 
337  \ag "(57/ (34) 
e 	ac a (11T ac) 7SIJ ,73-c + = 	\ ,TE 	ay 
+ C 	ep ()(q / 	/2) - Ce2 pe / k /, 
U / 2/ 	- 2/ /q2) 2/ 
el T ay 
Conservation of turbulent kinetic energy: 
41.• 	 ••■ 	 .m 	 1•1• 	 •••• 	dm, 	rm. 	••• 
21 
(q2/2) 




Conservation of e:    ----- 
Equations (36) and (37) have been modeled from the exact equations 
in the form described by Launder and Spalding37- ' ,-38 . 
The differential equations to be solved are (27), (28), (30), (31), 
(33) - k37), plus an equation for the time-average mass fraction of nitrogen 
(N2) 'ow This last equation is the same as (33), with b.0 replaced by 
This set of differential equations is supplemented by algebraic 











C 	. = ) C. pi  
p,max  (38) 
Calculations are now being made to compare the proposed model, 
equations (21) and (26), with exPerimental data. The calculations will be 
compared with the data of Cohen and Giule 5 , and with the data of the present 
investigation. 
conditions run schedule, and consideration of methods of data presentation 
and analysis. 
4. SUN NARY 
The principal accomplishments of this research program for the period 
March thrOugh August 1974 are 
(1) A detailed experimental plan has been prepared, including test 
(2) An approximation for the effect of turbulence on chemical 
reactions in flows with fast chemical reactions has been developed. Calculations 





base area of injector, equal to 74/4 m 
mass fraction of specie 
, C
e2 	
empirical constants in e-equation,approximateIy equal to 
1..43 and 1.92, respectively 
Cg2 	
empirical constants in equations for mean-square mass fraction 
fluctuations,approximately equal to 3.0 and 0.20, respectively 
empirical constant in relation among LT e and e ; 
 
base diameter of injector (m) 
dJ 	fuel jet diameter (m) 
f 	 probability - density; i.e., - the probability that a fluid element 
hasvelocitybetween.u.andu.4-du  
I 	1 	1 
g• Ci 
static enthalpy (joule/kg) 
stagnation enthalpy (joule/kg) 
heat of combustion of fuel (joule/kg) 
chemical reaction rate coefficient (1/sec) 
Mach number 
ma 	mass flow rate of test gas (air or nitrogen) through 
wind tunnel nozzle (kg/sec) 
iiiJ 	mass flow rate of fuel (hydrogen) from injector (kg/sec) 
2, P 	 pressure newton/m ) 
approximately equal to 0.09 
specific heat at constant pressure of specie i (joule/kg.K) 








u(ilf) 	, the root-mean-square of the resultant velocity 
1 1 
 fluctuation (m/sec) 
gas constant (joule/kg.K) 
universal gas constant, 8314 joule/kg-mole.K 
radial distance from the axis of symMetry (m) 
temperature (K) 
stagnation temperature (K) 
temperature at chemical equilibrium (K) 
time (sec) 
instantaneous velocity and mean velocity in i-Cartesian 
. coordinate direction (m/sec) 
instantaneous velocity in x, y, z directions 
mean velocity in x,y,z directions 
molecular weight of specie i (kg/kg-mole) 
wi 	reaction rate of specie i (1/sec) 
Cartesian coordinate in i-direction ( 
x , y, z 	Cartesian coordinates, x in general direction of flow, 
y normal to plane of shear layer (m) 
a. 
J 
AE activation energy (joule/kg) 
dissipation rate of turbulent kinetic energy (joule/kg.sec) 
eddy viscosity (newton.seclm
2  ) 
density (kg/m ) 
turbulent Prandtl-Schmidt number for transport of quantity j 
mean or time-average value of ( ) 
fluctuating part of ( ), e.g., equation (7) 
Subscripts  
f fuel 
J fuel jet at injection location 
N nitrogen 
o oxygen 
p 	 product of combustion 
mix 	mixture of gases 
free-stream conditions outside mixing region 
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ABSTRACT 
An implicit finite-difference method has been developed for computing 
the flow in the near field of a fuel injector. This work was done as part of 
a broader study of the effects of fuel injector geometry on fuel-air mixing 
and combustion. Detailed numerical results have been obtained for cases of 
laminar and turbulent flow without base injection, corresponding to the 
supersonic base flow problem. These numerical results indicated that the 
method is stable and convergent, and that significant savings in computer 
time can be achieved, compared with explicit methods. 
1 
1.0 	INTRODUCTION 
This research program involved experiments and analysis to relate 
characteristics of fuel injector geometry to the fuel-air mixing and com-
bustion. The original experimental program has been only partially completed 
at this time, because of numerous mechanical difficulties in the test facility 
and the instrumentation. References 1-3 give details of the experimental 
plan and also describe most of the experimental results and conclusions 
obtained to this point. In developing computational methods for the turbulent 
mixing and reacting flow, it became necessary to model the time-average rate 
of fuel consumption by chemical reaction at each point in the flow. References 
3 and 4 describe the main results of this effort. 
The present report is concerned with the last phase of the research 
program, which was the development of a numerical method for computing the 
flow properties in the near field of a fuel injector. This effort was a 
natural part of a study of effects of injector geometry on fuel-air mixing 
and combustion, because the principal effects of changes in injector geometry 
occur in the near field of the injector. This near field is of great interest 
for fuel injector design, because of the need for mixing and combustion of 
the reactants in minimum combustor length. Important features of the near 
field are: (1) regions of reverse flow (as at the base of an injector or down-
stream of transverse fuel jets); (2) turning of the fuel and air streams, with 
significant transverse pressure gradients; (3) shock waves and expansion waves 
(for supersonic air and/or fuel streams). It is not possible to use the boundary-
layer form of the conservation equations to compute even the qualitative flow 
behavior near the injector. This is because the boundary-layer equations tell 
nothing about the three flow features named in the preceeding. 
2 
In developing the computational method and in calculating test cases, 
attention was directed toward a fuel injector in which the fuel jet emerged 
from the base of the injector. The method is not restricted to this type of 
injection, however. For example, transverse fuel. injection into a supersonic 
stream could also be computed. No test cases have been computed for such a 
flow field as yet, however. When fuel injection is through the injector base, 
the flaw field resembles that of the well-known base flow problem, but with the 
added complications of fuel injection and subsequent mixing and combustion. 
For this reason, the numerical method was first tested against the supersonic, 
laminar base flow calculations of Allen and Cheng
5 , and then against the super-
sonic, turbulent base flow measurements of Lewis and Chapkis
13
. Both of these 
cases involve homogeneous, nonreacting flows. They serve to evaluate the 
capability of the numerical method to compute a flow with shocks, reverse flow, 
and a wide variety of boundary conditions. A sketch of this flow field is 
shown in Figure 1. 
The specific objective of the present work was to develop a finite- 
difference method for computing the flow in the near field of a fuel injector. 
The general approach was to solve the time-average conservation equations for 
mass, momentum, energy, species, turbulence energy, and turbulence dissipation, 
subject to appropriate boundary conditions. These equations were written in 
time-dependent form, and the steady-state solution was taken to be the solution 
for large time. This is usually the more convenient approach from a numerical 
viewpoint 7 . The turbulence transport model was that of Launder and Spalding
8
, 
modified for compressibility effects. The main feature of this model is that 
the turbulence velocity scale and length scale (macroscales) at each point are 
determined from modeled equations for k and e. These then yield the eddy 
viscosity (proportional to pk
2
/e) and the other turbulent transport coeffi-
cients (each proportional to eddy viscosity). 
Figure 1. 	Sketch of flow field in the absence of base injection. 
4 
A comment may be made regarding the choice of a turbulent transport 
model that requires two additional partial differential equations, instead 
of a simpler mixing-length model. The attributes and defects of these 
approaches to turbulent transport modeling have been much discussed in recent 
years. It seems worthwhile to point out that there are some tradeoffs involved. 
For the mixing-length model, initial conditions are simplified, whereas 
initial conditions for k and e are usually not available and must be 
guessed. On the other hand, it is difficult to specify an appropriate spatial 
mixing length distribution unless a great deal is already known about the flow. 
Finally, personal computational experience suggests that the e-equation is 
not very well conditioned, in the sense that a poor choice of initial condi-
tions or too coarse a grid may lead to difficulties in obtaining a numerical 
solution. 
5 
2.0 	NUMERICAL METHOD 
The numerical method used was based on that of Briley and McDonald  
As the method is implicit in time, it offers the possibility of significant 
reductions in computation time to obtain a steady-state solution. In the 
Briley-McDonald method, backward time differencing is applied to the conserva-
tion equations. Then these equations are linearized, with respect to time 
level, by a Taylor series expansion about the nth time level. (Flow properties 
are known at the nth time level from a previous calculation). Central 
differences are used to replace the spatial derivatives. The result is a 
system of simultaneous linear algebraic equations for the flow properties at 
the (n+l)th time level. An alternating direction implicit (ADI) technique is 
used to solve this system of equations. 
In the present work attention has been restricted to two-dimensional 
plane flow. This was done because, considering the complexity of the flow, 
it seemed prudent to first develop the method for the simpler two-dimensional 
case. 
Figure 2 illustrates the grid into which the flow field is subdivided 
and the corresponding nomenclature. The finite-difference forms of the 
conservation equations were derived by applying each of these equations to 
a control volume surrounding each grid point. This control volume is 
identical with the cell of dimensions £x, Ay that encloses the grid point. 
(See Figure 2). This approach has distinct advantages. First, it tends to 
force the conservation laws to be satisfied macroscopically, not only in the 
limit as Ax, Ay, At go to zero (reference 7, p. 28). Second, it greatly 
aids in formulating boundary conditions, and helps assure that physically 
meaningful boundary conditions are applied 5 . 




Figure 2. 	Flow geometry and computational field. 
Cr% 
The derivation of the finite-difference forms of the conservation 
equations is given in Appendix A. 
The linearization about time step n can be illustrated by considering 
the finite-difference equation for conservation of mass. From Appendix A, 
Eq. ( A5 ), at point ij: 
aP/at = - S x (pu) - 83, (pv) 	 (2-1) 
Backward time-differencing is then applied to ap/at, and the right-hand 
side is treated implicitly by evaluating it at the (n+1) level. Eq. (2-1) 
then becomes: 
(pn+1 	pn)..mt = 8 (non+1 - 6 (pv) n+1 
" 'ij 	Y 	ij 
(2-2) 
Eq. (2-2) is nonlinear in properties at the (n+1) level. So also are the 
remaining conservation equations after being differenced in the same way as 
conservation of mass. The full set of conservation equations in this finite-
difference form is then a set of simultaneous nonlinear difference equations 
for flow properties at the (n+1) level. The solution of this set of equations 
would require some time-consuming iterative scheme 9 . 
To avoid an iterative solution, the right hand side of eq. (2-2) is 







[(pu) n + (apu/at) n At] 
- 8y  [(pv)n + (apv/at) n At] (2-3) 
The quantity (dpu/BO n is expressed in finite-difference form as: 
opu/o n (cn+1 	n)un/t pn (un+1 un)/At
- (2-4) 





)/At = - 8x





, n+1 n 	n n+1 	n , -okp 	v+pv -pv
n
) (2-5) 
The subscript ij is to be understood in eqs. (2-3) to (2-5). 
Equation (2-5) is linear in (n+1) - level variables. The other conser-
vation equations can be treated in a similar way. This set of equations 
could be written in the form: 
an n+1 	bn on+1 	cn on+1 do 011+1 
i+l,j i,j+l ij 	i,j-1 
+ en n+1 	= f





, etc., are matrices whose order is equal to the number of 
dependent variables. 0n+1  is a column vector whose components are the 
dependent variables. fn is a column vector containing the same number of 
elements as there are dependent variables. 
A set of multidimensional equations such as (2-6) is usually very 
time consuming to solve. Considerable time savings can be realized by splitting 
the multidimensional equation into a series of one-dimensional equations. 
This was done in the present case by applying the Douglas-Gunn 9 ADI method 
to each equation to obtain the intermediate steps. Each step involves implicit 
9 
solution in one of the coordinate directions. The solution of the resulting 
system of one-dimensional linear equations then only requires inversion of a 
tridiagonal matrix 
To illustrate the ADI method, consider the conservation of mass eq. 
(2-5). For the one-dimensional equations in the x-direction (x-sweep), 
(n+1)- level quantities are evaluated at an intermediate level, denoted by *. 
The exception is that the argument of 8 is evaluated at the n - level. 
The result is: 
* 	n 

















Equation (2-7) is the x-sweep part of the conservation of mass equation. 
The y-sweep equation is formed from eq. (2-5) by evaluating (n+1)-level 
quantities at ** , except for the argument of 8 x, in which (n+1)-level 
quantities are evaluated at *. Thus: 
, 	n , 
kP










n ** 	n n, 
- 8 (p
**
vn +pv -pv) (2-8) 
Finally, it is convenient to subtract eq. (2-7) from eq. (2-8) and use the 
result as the y-sweep equation. This is: 
** 
 (P 	- p
*)/At = - 8 (p**vn + pnv** - 2 pn vn ) (2-9) 
Quantities denoted by the superscript * are intermediate results 
obtained from the solution of the set of one-dimensional (x-direction) equations 
of which eq. (2-7) is a member. The other equations in this set are formed 
10 
from the other conservation equations in a manner similar to that of eq. (2-7). 
Likewise, each of the conservation equations is used to form y-sweep equations 
corresponding to eqs. (2-8) and (2-9). The use of eq. (2-9) instead of eq. (2-8) 









, and so is taken as 0
n+1 
The complete set of x-sweep and y-sweep equations is given in Appendix B. 
The finite-difference forms of the conservation equations, such as 
eqs. (2-7) and (2-9), can be written in the following general form: 
n * 	n * 	n * 
c. O. + b. 0 + a. 0 	= d. 1 1-1,j 	1 ij 1 i+1,j 	1 
n ** 	n ** 	n ** 	* 	n 
Y + $. 	+ a j 1,j-1 j ij j i,j+1 j j 
(2-10) 
(2-11) 
Here c,b,a,y, 	, and 	are two-dimensional matrices. 0 is the 
dependent variable column matrix, and d , t , and 11 are column matrices. 
The solution procedure for a single time step is as follows. First, 
eq. (2-10) is applied to successive rows (x-direction) to generate a set 
of coupled, one-dimensional equations. These implicit equations are arranged 
into a block tridiagonal matrix for each row, and solved for 0 by a 
standard elimination technique. Second, eq. (2-11) is applied to successive 
columns (y-direction). Following the same procedure, 0
** 
is computed at each 
grid point. 
The technique used to solve these equations is the LU decomposition and 
back-substitution (LUBS) method of Isaacson and Keller
11
. A discussion of the 
application of this method to the present problem is given in reference 3. 





3.0 	BOUNDARY CONDITIONS 
The finite-difference equations have the same form for each of the 
interior grid points. These equations must be modified for cells which are 
adjacent to the boundaries of the computational field, however, to properly 
represent the physical boundary conditions. The particular boundary condi-
tions are described here relative to the injector flow field sketch in 
Figure 2. 
3.1. Upper Wall (BC) 
Consider the cell with grid point ij adjacent to wall BC. (See Figure 3). 
Because this is an impermeable wall, 
(v)
Y - 
= 0 	 (3-1) 
Also, to satisfy the no-slip condition, 
(u)
Y - 
= 0 	 (3-2) 
In the x-momentum equation, the nondimensional shear stress at the wall is 
[(PT + P/Ri )sxy] . Thus, 
Y- 
and u* is calculated from the Law of the Wall for a smooth wall: 
uij /u* = (1/x) tn [(py/p) ii u* R1] + 5 	 (3-4) 
In applying (3-4), care was taken that (py/p) ii u* R1 > 30. It was also 
assumed that eq. (3-4) was valid between (y-) and (y+). Then,au/ay = u */Ky. 
This provided a method of treating the shear stress terms in the y-momentum 
equation. Thus, 
12 
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Figure 5. 	Cell adjacent to centerline DE. 
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[(11 + P/R1 xy 	
+ P/Rdav/Bx] + (pu!) xi. 	(3-5) )s Ix+ 
x+ 
and similarly for [01 T + p/Rds,_] . 
x- 
The nondimensional pressure at the wall is equal to (pe). This 
Y - 




 = 1.5 (pe)
ij 
- 0.5 (pe i,j+1 	 (3-6) 
Because of eq. (3-2), it was also required that, 
(au/Bx)
Y- 
 = 0 
	
(3-7) 
Normal derivatives at a surface were represented by a second-order 
accurate, one-sided difference approximation 5 : 
(a0/aY)Y- 
	- 
	0.. = ( -8 0 	+ 9 0 - 0i,j+1 
 )/3 Ay 
	
Y 1  
This gives: 	 (av/by) y_ = (9 v.. - v. . )/3 13 	+1 
(3-8) 
(3-9) 
Because turbulent velocity fluctuations go to zero at a solid boundary, 
it was required that, 
and, 
) 	= 0 
T y - 




Following the approach used in eq. (3-5 	the condition, 
2 
+ 	)(au/ay)] = (Pudx+ 
x+ 
was imposed, and similarly for the value at x-. 







 = 0 	 (3-13) 
It was assumed that there is no variation in composition normal to the 
wall at the wall. Thus, 
(BCa/By) y _ = 0 	 (3-14) 
The Law of the Wall was also used to determine certain quantities at 
(ij). Thus, 












3.2 Back Wall (CD)  
Now consider the cell with grid point (ij) whose (x-) edge coincides 
with the back wall. (See Figure 4). 
For an impermeable wall, 
(u) x_ = 0 	 (3-18) 
and for no slip at the wall, 
15 
(v) x- = 0 	 (3-19) 
Also from eqs. (3-18) and (3-19): 
(aulay) x_ = 0 
(bv/By) x_ = 0 
Using eq. (3-8) for normal derivatives at the wall gives: 
(bu/bx) x- = 	
ij 	1 
(9 u - 









 - v. 	.)/3 Ax 1+1, i (3-23) 
The pressure at the back wall was obtained in the same way as on the upper 
wall by eq. (3-6). 
(pe) x_ = 1.5(pe) ij - 0.5(pe) i41,j 	 (3-24) 
For an adiabatic wall, 
(qx) x_ = - (be/Bx)x_= 0 	 (3-25) 
Because of eqs. (3-18) and (3-19), the shear-work terms are 
zero: 
(s. u.) 	= 0 	 (3-26) 
lx 1 x- 
At the wall, the turbulent velocity fluctuations are zero. Thus 
(k) x_ = 0 	 (3-27) 
and, 





Also, similar to eq. (3-14), the assumption was made that, 
(aca /bx) x- = 0 
	
(3-20) 
3.3 Centerline (DE)  
Because DE is a plane of symmetry, there is no mass flux across it. 
Figure 5 shows a typical cell adjacent to DE. 
(v) Y- = 0 
	
(3-30) 
This also gives, 
(bv/x) y- = 0 	 (3-31) 
and, 	 (bv/by) 	=(9v. - v. 	)/3Ay 
Y - ij 	1,j+1 




Combining eq. (3-32) with eq. (3-8) gives a formula for any dependent 
variable except v at (y-): 
037 _ = (9/8)0 ij - (1/8)0 i,j+1 
Equations (3-30) through (3-32) also give: 
(3-32) 
(3-33) 
(s. u) 	= 0 	 (3-34) 
ly 1 y- 
3.4 Outflow Boundary (EF)  
For this case the x+ cell boundary is located along EF. The approach 
followed here was the same as that recommended by Roache (reference 7, pp. 
279-281). Properties at (ij) are determined by a linear extrapolation 
17 
through (i-1,j) and (i-2,j), giving: 
	
0.. 	20 . - 0 1-2, ij i-1,j 	, i 
	 (3-35) 
3.5 Upper Boundary (AF)  
The cell with grid point (ij) has its y+ edge along AF. Flow 
properties at (ij) were determined by considering the straight left-running 
characteristic that passes through (ij). Properties are approximately con-
stant along this characteristic, and can be determined by suitable inter-
polation from the properties at (i-1,j-1) and (i,j-1), or (i-1,j-1) and 
(i-1,j). The procedure is described by Roache (reference 7, pp. 282-283). 
Referring to Figure 6a, when tan (pm + 8) i _ i,j _ i > Ay/Ax, then: 
0p  = 0. i • 	-I- (t/6x)(95 i,j-1 	Cb i-1,j-1 ) 
(3-36) 
By this approximation, 0 = 0... Next, let 
w = tan [900 - (1 + 0)p] 
Now, w' = (Ax-WAy by geometry. An expression for w' can also be 
obtained from eq. (3-36). Equating these two and solving for 	gives, 
= (Ax/°Y - 	 / 	 wi-1,;_i ) / Ax + 1/AY] 
(3-37) 
when tan (pm + 	 > py/px. 
Figure 6a. 	Upper boundary AF. tan (pm + 	> Ay/Ax. 
Figure 6b. 	Upper boundary AF. tan (114 + 0) i _ 1,j _ 1 < 6y/1x. 
18 
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Next, consider Figure 6b, which depicts the case when 
tan (114 + 0) i-1,j-1 
< Ay/Ax. Let, 
w = tan 01 + 
For constant properties along a left-running characteristic, 
Op = O i _ i,j _ i + 	 - Oi _ i,j _ l ) 
	
(3-38) , 
Also, by geometry, w = (Py-t)/Ax. As before, these relationships yield a 
formula for t: 
	
= (6.3r/Ax wi-1,j-1 )/ 	 wi-1,j-1)/AY + 1/Ax] 	(3-39) 
for tan 0114 + 
	
< Ay/Ax. 
Equations (3-37) and (3-39) are then used in eqs. (3-36) and (3-38), 
respectively, to compute the remaining properties at p. 
3.6 Inflow Boundary (AB)  
Flow properties at the inflow boundaries were specified and kept 
fixed as the solution developed in time. 
20 
4.0 	RESULTS 
In this section some results of computations using the present numeri-
cal method are given. Two sets of calculations are described. The first is 
for a supersonic, laminar base flow at conditions previously computed by 
Allen and Cheng5 . The second is for a supersonic, turbulent base flow at 
the conditions of the experiments of Lewis and Chapkis. 12 
The laminar flow case is simpler, as it involves fewer differential 
equations (four). These laminar flow calculations have been very important 
to the program development, because they have served to establish effects of 
variations in boundary conditions, grid size, time step, and other parameters, 
without the additional complications of turbulent flow. Some of this work is 
still continuing, as indicated in what follows. These calculations have also 
served to establish that the numerical method is stable and convergent. 
The laminar flow calculations were made for M l = 3, R1 = 550, and 
nondimensional initial boundary-layer thickness 8 = 0.41. The initial 
u-profile was the polynomial in y used by Allen and Cheng. The correspond- 
ing v was obtained from the continuity and x-momentum boundary-layer equations.
5 
e was given by the Busemann integral for an adiabatic wall, and p was uniform • 
and equal to its freestream value. The computational mesh size was Ax = 1/6 
and Ay = 1/12. This is coarser than that used by Allen and Cheng, and was 
chosen to increase economy while retaining reasonable accuracy during program 
development. The computational time step used was four times the Courant-
Friedricks-Lewy (CFL) time step, which is the maximum time step for stable 
calculation using an explicit, finite-difference method. Stable and convergent 
solutions were obtained with the larger time step using the present implicit 
method, thus demonstrating potentially large savings in computer time. 
Figures 7 - 13 show computed results for the laminar flow case 
21 
described in the preceding. Figure 7 shows the field of velocity vectors. 
All the main features of the flow are evident here, including the initial 
boundary layer, the expansion and turning at the corner, the weak recompression 
shock and turning downstream, the recirculation region near the base, and 
the retarded flow near the plane of symmetry. The location of the rear 
stagnation point is about 20% closer to the base than that calculated by 
Allen and Cheng. 5 The dividing streamline separates just below the corner, 
in agreement with previous experiments and calculations.
5 
The streamline plot of Figure 8 shows the flow turning due to expan-
sion and recompression even more clearly. Also, the recirculation region 
and the dividing streamline are indicated. The pressure contours of Figure 9 
very effectively illustrate the corner expansion and the recompression shock. 
Also note that downstream of the recirculation region there is a growing 
region where N3/by 2= 0 near the plane of symmetry. Results of this kind 
indicate the region of validity of the boundary-layer equations, which are 
usually used to describe the wake at some distance from the body. The density 
contours of Figure 10 also show the expansion and recompression. For the 
case of an adiabatic wall, the density near the wall is less than the free-
stream value, and this is indicated in the solution. Corresponding internal 
energy contours are shown in Figure 11. 
The computed centerline pressure distribution is given in Figure 12. 
Also shown are the calculated results of Allen and Cheng. 5 The two are in 
close agreement. 
Centerline Mach number distribution is shown in Figure 13. This 
figure illustrates the extent of the recirculation region and the accelera-
tion of the flow in the downstream direction. Downstream of the region of 
the present computation, the centerline Mach number will exceed one. A short 
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distance away from the centerline at the outflow boundary, the flow is already 
supersonic. It is perhaps worth noting that there is no singularity en-
countered, such as the Crocco-Lees singularity, associated with the Mach one 
condition. 
Information concerning the convergence and the computation time of 
the present method is given in Figure 14. To evaluate the degree of convergence 
of the solution, the fractional change in each variable between successive 
time steps is evaluated at each grid point. The maximum fractional change for 
each variable and its location are then printed for each time step. Experience 
with the present method indicates that the density variation is a sensitive 
measure of.convergence. Of course, by examining the changes in all the 
variables, as is being done, larger variations in some other variable can be 
easily detected. Figure 14 shows the fractional change in density plotted 
against number of time steps and against total computation time. Up to 
step 110, the maximum density change shown occurred on the centerline at the 
downstream boundary. Starting with step 111, the maximum change occurred on 
the back wall at about 0.6 H from the centerline. The maximum change remained 
close to the back wall for the rest of the computation. At step 450 the 
computation was stopped when the maximum fractional change in density had 
fallen to 0.0001. 
The computational time step was four times the CFL time step. This 
value was chosen arbitrarily, as being significantly larger than the explicit 
stability limit, yet not so large as to cause excessive problems related to 
the choice of initial conditions. Briley and McDonald
9,10 
used much larger 
time steps, but confined their attention to a much simpler flow. It is 
believed that the present resultsprovide a significant demonstration of the 
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Figure 14. Variation of maximum fractional change in density. Laminar flow. 
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use of widely varying initial conditions and different time step sizes, must 
be performed in order to develop a more complete picture of the behavior of 
the method. This work is still being performed. The present computations 
had initial p and e equal to freestream values everywhere except in the 
inflow boundary layer. For y > H, u = 1 (freestream velocity) except in 
the inflow boundary layer, and for y < H , u = 0.3. Finally, v = 0 
everywhere initially, except in the inflow boundary layer. 
The net mass flux through the field of computation was also monitored 
in these calculations. In the steady state, the net mass flux should be zero. 
At time step 450, where the calculations were halted, the total inflow differed 
from the total outflow by 1.8%. 
It seems significant that while conditions near the expansion corner 
converged most slowly, the remainder of the flow was almost unchanged after 
about time step 100. In a complex flow such as this, with a number of 
different length scales and velocity scales, different parts of the flow will 
converge to the steady state at different rates. Thus, it may be possible 
to shorten the calculation in cases where the most slowly converging portion 
is not of primary interest. 
The potential advantages in computation time of using even larger time 
steps have not yet been explored. This is now being done, as reduced compu-
tation time is probably the most attractive feature of the present numerical 
method. In this connection, the second abscissa of Figure 14 is of interest. 
Here the computation (CPU) time is indicated. For laminar flow, the method 
takes about 7 milliseconds per grid point per time step on a CDC-CYBER 74 
machine. The present grid has 10.56 points. These computation times seem 
promising, especially if significantly larger time steps can be taken. 
A calculation of a supersonic, two-dimensional, turbulent base flow 
32 
was made at the conditions of the experiments of Lewis and Chapkis. 12  These 
were Mi = 4.0, R1 = 162,000, and 8 = 0.31. The initial u-profile in the 
boundary layer at AB was a power-law profile with exponent 1/3.7. v was 
zero. e was given by the Busemann integral for an adiabatic wall. 5 The 
pressure was uniform and equal to the freestream value. As before, Ax = 1/6 
and Ay = 1/12. The time step was again four times the CFL value. In this 






, the expansion corner was preceeded by a 6 0 
half-angle wedge. This precompression was omitted from the present calcula-
tions for simplicity, so that the inflow would be parallel to x. Thus, 
the 2% loss in stagnation pressure across the bow shock was not simulated. 
Figure 15 shows the field of mean velocity vectors for this turbulent 
flow case. All the qualitative features of the flow are present, including 
the initial boundary layer, the turning by the corner expansion, the turning 
by the recompression shock, the recirculation near the base, and the retarded 
viscous wake. The streamlines are shown in Figure 16. Again the flow 
turning because of expansion, recompression, and recirculation is evident. 
The streamline spacing increases during expansion and decreases during com-
pression. The extent of the recirculation region is too small, however, 
compared with the experimental data. Also, the dividing streamline is not 
clearly shown. This may be partly due to the pressure wiggles that appear 
in Figures 17 and 22. 
Figures 17, 18, and 19 show the contours of pressure, density, and 
internal energy, respectively. These all show the correct qualitative 
behavior, in that the expansion, recompression shock, and recirculation 
are clearly shown. Figures 20 and 21 show the k and e contours, respec-
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Figure 17. Pressure contours. Turbulent flow. 
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Figure 21. TurbulenCe dissipation rate contours. 
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computed values. k and e take on their largest values where the shear 
stresses are largest. 
The centerline pressure distribution is shown in Figure 22, along 
12 
with the data of Lewis and Chapkis. 	The calculation is fairly consistent 
with the experimental data, except that it does not show the sharp rise in 
pressure near x/H = 2. This result, plus the smaller computed recirculation 
region, may be caused by the turbulence model. The effect of the turbulence 
model on mean flow properties such as these would seem to be a useful area 
for further research. 
Figure 23 shows the corresponding Mach number distribution. 
Figure 24 is a plot of I Ap/pi max versus time step, showing the 
approach of the solution to convergence. The flow field was virtually unchanged 
after step 150. Between steps 156 and 254, 1 ,6p/pi max occurred close to the 
back wall, about halfway up. From steps 255 to 300, the location shifted 
among four places in or near the recirculation region. The calculation was 
stopped at step 300 where I '
6.P/P
lmax = 0.0002. Also, at this step the net 
mass inflow differed from the net mass outflow by 2.3%. 
Careful examination of the calculations makes it clear that the pressure 
wiggles originate at the outflow boundary near the recompression shock. 
Similar behavior was previously encountered with the laminar flow calculations, 
when the condition .4.0/x = 0 was imposed along EF. This condition, when 
combined with either a linear or a quadratic variation of 0(x), produced 
wiggles that had their largest amplitude near the back wall. Use of equation 
(3-35) eliminated the wiggles for the laminar flow case. Further study of the 
outflow 	boundary condition is needed, in particular to determine whether 
the turbulence model has any effect on the appearance of wiggles. 
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Figure 22. Centerline pressure distribution. Turbulent flow. 
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Figure 24. Variation of maximum fractional change in density. Turbulent flow. 
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= 129,000, and 
8 = 0.55. The calculated results showed a much larger rise in pressure in the 
down-stream direction than did the experimental data. Because of the value of 
M
1 
and the grid dimensions, the recompression shock passed through the upper 
boundary AF near F, instead of through EF as in the preceding cases. 
After studying the results, it became apparent that the higher pressures were 
associated with the simple-wave boundary conditions along AF. The left- 
running compression waves near the shock intersected near AF, in violation of 
the simple-wave condition. Numerical compression waves were reflected toward 
the centerline, producing an artificial pressure rise. A possible solution 
for this is to move AF upward, so that the shock exits through EF. The 
obvious disadvantage is that more grid points would be required. Alternate 
boundary conditions are also being considered. 
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5.0 	CONCLUSIONS 
(1) The present numerical method computed all of the main features 
of the supersonic base flows examined, for both the laminar and turbulent cases. 
These included the corner expansion, the recompression shock, the recircula-
tion region near the base, and the viscous wake near the centerline. 
(2) The flow calculations provided a demonstration of the basic 
stability and convergence of the numerical method. 
(3) The numerical results suggest that significant savings in 
computer time can be achieved, compared with explicit methods, by taking 
large time steps. 
(4) Further study is required to evaluate the effect of the particular 
two-equation turbulence model being used on the accuracy of the solution. In 
this connection other turbulence models should also be evaluated. 
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LIST OF SYMBOLS 
A 
	
empirical coefficient in reaction-rate eq. (A20), 






	mean mass fraction of specie a 
C
f 
	mean mass fraction of fuel 
C
N 	








	mean mass fraction of reaction product 
C 
	
empirical coefficient in eq. (A9), approximately 0.09 





empirical coefficients in e eq. (A16), approximately 
1.44 and 1.92, respectively 
D
a 
	molecular diffusion coefficient of specie a 
e 	 mean internal energy per unit mass, made nondimensional by e l 
h
R 	
heat of reaction per unit mass of fuel, made nondimensional by e l 
 
H 	half-height of base 













Mach number, u 1/ [Y(Y- 1)e ll 
p 	 mean static pressure, made nondimensional by p l 
Pr 	Prandtl number 
- Be/ac. 
qi 	 1 
R1 	
Reynolds number, 
5.. 	see eq. (A7) 
t 
ij 
time, made nondimensional by Hiu l 
u, v 	mean velocity in x - and y -directions, respectively, made 
nondimensional by u l 
 
u. 	mean velocity vector, made nondimensional by u l 
u* 	friction velocity, made nondimensional by u l 
*a 	
mean reaction rate of specie a, made nondimensional by u l /H 
x,y,z 	Cartesian coordinates, made nondimensional by H 
x. 	x,y,z for i = 1,2,3, respectively 
x+ , x- 	right and left edges, respectively, of cell containing grid point ij 






ratio of specific heats 
Kronecker delta 
(8 x 0) ij = (0i41,j 	Oi _ i,j )/2Ax = (0x+ - 0x_)/Ax 
( 8 3,0) ij = (0i,j+1 - 0i,j _ 1 )/263, = (0y+ - Oy _)/Ay 
computational time step, made nondimensional by H/u 1 
50 
Ax, Ay, Az dimensions of cell containing grid point ij, 
made nondimensional by H 
e 	 dissipation rate of turbulent kinetic energy per unit mass, 
made nondimensional by u/H 
1 
K 	 von Karman constant, approximately 0.43 
4 
	 molecular viscosity, made nondimensional by p i 
PT 
	eddy viscosity, made nondimensional by 
p 
	 mean density, made nondimensional by p l 
a 	 turbulent Schmidt number, approximately 0.7 
ah 
	turbulent Prandtl number, approximately 0.7 
a
k 
	empirical coefficient in k-eq., approximately 1.0 
empirical coefficient in e - eq., approximately 1.3 
0 	any dependent variable 
Subscript  
1 	 denotes free stream conditions 
Superscripts  
n 	 known time level 
n+1 	unknown time level 
intermediate time level after x-sweep 
** 	time level after y-sweep, taken to be the same as n+1) 
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APPENDIX A. Finite Difference Forms of the Conservation Equations 
Conservation of Mass  
The differential equation for conservation of mass is, using Cartesian 
tensor notation: 
bp/at + 	 = 0 	 (Al) 
This equation is then integrated over a control volume (CV) which is a cell 
of dimensions Ax, Ay, Az. Thus, 
r‘i (ap/at) dV = - 	(apuiRxi ) dV 
CV 	 CV 
- 7 pu n dA O. 	i i 	 (A2) 
CS 
using Gauss' theorem. For two-dimensional flaw, the area integral over the 
control surface (CS) becomes: 
pu.n.dA = 	pu dy dz + SS pu(-1) dydz 
CS 	 x+ 	 x- 
Is pv dx dz + SI pv(-1) dxdz 	 (A3) 
Y+ 	 Y - 
Next, the following approximations are made: 










(2/3)pk 8iil 	(A6) 










. - (2/3) pk 8. 
, 
where 
PT = Cp 
pk
2  /e 
Here, 
+ 
s. = 	+ au./ax. - (2/3)8.. au 
ij 1 	j 	j 	1 	13 
and the Reynolds stress tensor is modeled by: 
e 
Equation (A2) then becomes: 
(ap/b0.
j 









ac)/at = - 8x (pu) - 5y (pv) 	 (A5b) 
Conservation of Momentum: 
The differential equation is: 
3 (Pui )/3 t = - way ipuju j + (1/Y1421 )pe b ij - OIT + p/RdP ii 
Equation (A6) is next integrated over the control volume that is the cell 
surrounding grid point (ij). After applying Guass' theorem and making approxi-
mations like those in eqs. (A4), the resulting equations for x- and y-momentum 
are: 
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x -momentum:  
bpu/bt = - 5x f  Lpu2  + pe/YM 1
2 
 - GI T + P/Rdsxx + (2/3)pkt 
- by {puv - (pT + p/111 ) sxy} 	 (A10) 
y-momentum:  
li)v/bt = - 8x {puv - ( 1T + p/R1 ) sxyl 
- by ipv 2 + pe/YM 1
2 
  - (P T + P/R1 ) syy + (2/3) pk} 
(All) 
From eq. (A7), 
sxx = (4/3) au/ax - (2/3) bv/aY 
sxy = bu/by + av/bx 
sYY = (4/3) av/by - (2/3) au/ax 
Conservation of Energy 
The differential equation is: 
(a/at) Lpe + p C f hR  + (K/2) puiuil 
- (albx
J
) {Pu. [Ye + C
f 
h
R 	 11 




 + p/Pr.R 	
q J 
. 
- K(p T + phi]. .ui + (2/3)K p k u 
+ Kpe - KL sij aui /axj + (2/3) Kpk bu i /bxi 	 (Al2) 
Equation (Al2) can be put into finite-difference form by following 
the same sequence of steps used for conservation of mass and momentum. The 
result is as follows: 






















+ 4/R1l  ) six  ui 












- K(4,2 + p/R1 ) s iy ui + (2/3) K pkv} 
+ Kpe - K4T s ij bui /axj + (2/3) Kpk (au/ax + av/by) (A13) 
In equation (A13), the following have been used: 
qx 
- ae/ax 
q = - ae/ay 
s.
lx 1 	L. 





(4/3) bv/by - (2/3) au/ax] v + (au/by + av/ax) u 
j 
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2 s i b 	1 	j = (4/3) (au/ax)
2 
- (bufax)(avOy) + (bv/bY) 
+ (au /ay + av/ax) 2 
Conservation of k 
The differential equation is: 
(pk)/bt = - (a/bx j ) [pup - ( 1 T /6k)(bkOxpl - Pe 









After following the sequence of steps described in the preceding, the 
corresponding finite-difference form is: 
b(pk)ibt = - 6x [puk - (pT /uk)(ak/bx)] 
- 8 [pvk - (11,1 /ok)(ak/by) ...j - pe 
+
T 
 si b 	
1 	j - (2/3)pk (au/ax + by/by) (A15) 
Conservation of e  
The differential equation is: 





 s ib 'au./bx.
j 
 - (2/3)pk bu.




The corresponding finite-difference equation is: 












Conservation of Chemical Specie m 
The differential equation is: 
	
b(pCm)/bt = - 
(bibxj ) L Pu j Cm 	(1T/ac 	Ppm)(bcm/bxj ) ] 	P'1771m 	
(A18) 
The corresponding finite-difference equation is: 
b(PCm)/bt = - 8 x [PuCrn - (11 T/ac + pDm)(bCm/bx)] 
- 8y [pvCiri - (µT/ac 

















is Co , then Wf is zero. 
C
o 
is then computed from: 
C 0 = C
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X = b 1^4
o
/a of 	 (A22) 
and a and b are stoichiometric coefficients for the reaction: 
a (Fuel) + b (Oxygen) -' c (Product) 	 (A23) 
For example, for the H
2 
- 0 2 reaction, X = 8. 
When the oxidizing medium is air, CN can be computed from: 
C
N 
= 1.88 N [(1 - C f - Co ) o + 2 Co  a 1/ a 	1.88 	) p 	o 
(A24) 
Then, C 	is given by: 









APPENDIX B. The Form of the Conservation Equations for the Alternating 
Direction Implicit (ADI) Solution 
Conservation of Mass  
A backward time-difference approximation is applied to equation (A5), 

















6 y(H,nvn+1 	pn+lvn 	pnvn) 	
(B1) 
This result is also given as equation (2-5). 
For the x-sweep equations, (n+l)th level quantities are evaluated at 
an intermediate time level, denoted by * , except for arguments of 6 . 




Here and in what follows, quantities without a superscript are understood to 
be at the nth level. 
The y-sweep equation is formed from equation (B1) by evaluating (n+l)th 
level quantities at ** , except for arguments of
x 
, in which (n+1) level 
quantities are evaluated at * . 
** 	 ** 	** 
(P - p)/At = - O x (p u + pu - pu) - 5 (p v + pv 	- pv) 	(B3) 
The final y-sweep equation is obtained by subtracting equation (B2) from 
equation (B3). 
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** 	 ** 	** 
(p - p )/At = - 8 (p v + pv 	- 2pv) 
(y-sweep) 
Equations (B2) - (B4) also appear as equations (2-7) - (2-9), respectively. 
Quantities with superscript ** are considered to be the same as the 
corresponding quantities at the (n+l)th level. 
Conservation of x-Momentum 
After time differencing and time linearization, equation (A10) 
becomes: 
n+1 
(p ,u + pu
n+1 
- 2 pu)/At 
	
2 	n+1 

















n+1 n+1 	n+1 	 , 	11+1] 
- 8
y 
[p 	uv + puv + puv - 2puv - (µT + P/Ri )s xy (B5) 
Note that pT and p are evaluated at the nth level, and thus treated 
explicitly rather than implicitly. The x-sweep equation is: 
* 
(p u + pu* - 2 pu)/At 
{
* 	 * 	* 	 2 2 
2 puu - 2 pu + (pe + pe - pe)/yM i = - 8
x 
p u + 





- (2/3)8 v)] + (2/3)(p *k + pk*  - pk) 





Mixed derivatives 8 5 	are treated explicitly at the nth level, 
x y 
because they are awkward to treat implicitly. The y-sweep equation is: 
**  











 v +puv - 3puv - (IT + µ/R1 ) 8 y (u
** 
 - u)] 	(B7) 
Conservation of y-Momentum 
The time-linearized difference equation is: 
n+1 
(P v + pv
n+1 
- 2pv)/Et 






- 2 puv -(µT + p/R 1 ) sxy] 
- 5 [pn+1v2 + 2 pvv I-1 - 2 pv2 + (pn+1e + pen+1 - pe)/"YM
2 
1 




- pk)] 	(B8) 
yy 
The x-sweep equation is: 
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* 
(p v + pv - 2 pv)/At 
6x [p uv + pu v + puv - 2 puv - (pT 
+ µ/R1)(6 + 6 
x
v*) 1 
- 6 Ipv2 + pe/YM
2 
 - T + p/R1  )[(4/3)6 v - (2/3)6 x
u] 1  
	
+ (2/3)0(1. 	(B9) 
The y-sweep equation is: 
** 	** 
(p v + pv 	- p v - pv*)/At 
** 	 2 = - 6y  [p**v
2 




 e + pe
** 
 - 2 pe)/yM 1 
- T + P/R1 ) (4/3) 8 (v
** 
 - v) + (2/3)(p
** 
 k + pk
** 
 - 2 pk) 
(B10) 
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Conservation of Energy 
The time-linearized difference equation is: 
p(en+1 	e 


















+ (K/2) (u 2 + v2 )] 


















+ p/Pr.11 ) y o x e 
n+1 
1 
- K(pi, + p/R1 ) s ix u i + (2/3) K pku} 







+ v 2 )] 









- pv [2 (ye + C f hR) + (3/2)K (u 2 + v2 )] 
- (P T /ah + p/pr•R1 ) T  8 en+1 y 
- K(pT + P/R1 ) s iy ui + (2/3) K pkv} 
+ Kpe - K 1.1 1, s ij bui /bxj + (2/3) Kpk (8 xu + 8yv) 	 (B11) 
The production and dissipation terms have been treated explicitly at 
the nth level. 
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The x-sweep energy equation is: 
* 
(1/At) {p * [e + C f hR + (K/2) (u 2 + v2 )] + p (e
* 
 + C f hR) 
+ Kp (uu
* 




) - (3/2) Kp(u 2 + v2 )}  
= - 5x  {(P *u + 




+ (K/2)(u 2 + v2 )]  
* 	* 
+ pu(ye + C
f 
h
R + Kuu + Kvv ) 
- pu [2(ye + C
f 
hR) + (3/2)K (u
2 + v2 )]  





- K(IT + P/ 1) s ix u i + (2/3) KpkUl 
-Sy C f hR + (K/2)(u 2 + v2 )] 
- (µT /6h 	P/2r•R1 ) 'Y Sy e 
- K(LT + P/R) s. u.1 
 + (2/3) Kpkvl iy  
+ Kpe - 141,T sib bu i/xj + (2/3) Kpk (S xu + 5 37y) 	(B12) 
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The y-sweep energy equation is: 
** 	 * 
(1/At) 	- p
* 








 )] + p(e
* 
 - e* ) 
** 	* 	 ** 
** + p(C f - C f ) hR + Kp iu(u 	- u + v(v - v)11 
= - S y {. (p
** 
 v + pv
** 
 ) [ye + C f hR + (K/2) ( u 2 + v2 )]  
** 	** 	** 	** 
+ pv(ye + C
f hR  + Kuu + Kvv ) 
- pv[3(ye + C f hR) + 2K(u2 + v2 )] 




Conservation of k 
The time-linearized difference equation is: 
(pn+1 k pkn+1 
2pk)/At 





- 8 	n+1 [p 	vk + pvn+1k + pvkn+1 - 2pvk - (1.1, T/ak ) Sy k 
n+1  I y 
- Pe 	PT 
	bu.
1 /bx. - (2/3)pk (6u + Sy  v) 	 (B14) 
r. 
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The x-sweep k-equation is: 
* 	* 
(p k + pk - 2pk)/At 
= -
x 





- Sy  [pvk 	(µT/ak ) 	- pe +
T  s
ib  Bu./x. j 	1 	j 
- (2/3) pk (8 x  u + 8 y  v) 	 (B15) 
The y-sweep k-equation is: 
[ (p** - p * 
 )k + p(k
** 
 - k)]/At 
* 
= - 8 [p ** vk + pv
** 
 k + pvk
** 
 - 3pvk - (IT/ck )S y (k
** 
 - k)] 	(B16) 
Conservation of e  
The time-linearized difference equation is: 
(p
n+1 e + pen+1 - 2pc)/At 
8 [p n+l 	n+1 	n+1 	 n+1





8 [p ri+1 	n+1 	
p 
n+1 
 - 2pve - 	T 
/a ) 8 en+1] 
	
ve + pv 8 4- ve e y 
r 
+ c





u + 8 v)] - C e2 pe
2 /k 	(B17) 
L  
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= - 8x 













+ C e 
(e/k) [4
T  s . bu./bx. - (2/3)pk (8 x
u + 8 v) 









) e + p(e
** 




[p ve + pv
**
e + pve 
	








- e)] 	(B19) 
Conservation of Species  






C + pC 	- 2 Ca)/At 
a 	a 
n+1  
r  = - 8
X 




 + pu C
a
n+1 





+ p Da) Sx Can+1 I 
6 [n+1 v ca pvn+1 	 n+11 
P Ca 
+ pv Ca 
	
- 2 pv C
a - (µ T /ac 




The x-sweep species conservation equations is: 
(p
* 





*  u C
a 

















The y-sweep species conservation equation is: 
[(P ** - p *) Ca 
+ p (C
a









** - 3 pvC
a 
- (PT/ac + p Da ) Sy (Ca 	- Ca)] 
(B22) 
_ 8 
