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Introduction
One of the well-known consequences of financial crises is a collapse in international trade flows owing to the shortage of trade finance and the slowdown in import demand.
For instance, the Great Depression of 1930 led to a demand-driven collapse in trade flows and an introduction of various protectionist measures. A similar effect was observed during the financial crises of the 1980s in some emerging market economies. Indeed, this has led to a decline in trade credit by as much as 50 percent and a stagnation of trade in goods in the following years (Wang and Ronci, 2006) . Once again, the recent global financial crisis has been associated with the first time collapse in global trade flows since 1982 (IMF, 2009 ). Furthermore, a firm-level survey commissioned by the World Bank shows that the 2008 global financial crisis has constrained trade finance for both exporters and importers in developing countries (Malouche, 2009 ). These declines in trade flows may be even more pronounced than slowdowns in economic growth during financial crises (see, for instance, Chor and Manova, 2012 ).
There are two main alternative but not mutually exclusive channels through which banking crises affect trade flows : supply-side shocks and of demand-side shocks. 1 The first one relates to the credit crunch channel and suggests that banking crises, by reducing the availability of external finance, disproportionately hurt firms typically dependent on external funding in production, notably in export-oriented sectors. The second argument is that banking crises generally lead to a slowdown in economic growth which in turn translates into collapses in the aggregate demand, in general, and notably, in imports. In this regard, banking crises occurring outside the domestic market might lead to substantial declines in import demand from trading partners.
Although most empirical studies agree on the negative effect of financial crises on international trade, the mechanisms through which crises are transmitted to trade flows continue to be widely debated. On the one hand, the conventional wisdom predicts that financial crises may hurt trade flows through demand-side shocks (see, for instance, Levchenko, Lewis and Tesar, 2010 ; Eaton, Kortum, Neiman and Romalis, 2011 ; Bems, Johnson and Yi, 2010 ; Abiad, Mishra and Topalova, 2011b). On the other hand, the second strand of the literature has found evidence for supply-side shocks, suggesting that financial crises are associated with significant reductions in the availability of external finance in 1 . A third argument is related to the rise in protectionism during financial crises (Evenett, 2009 and Manova, 2012) . This leads to a collapse in exports of the crisis country.
Further, it is still unclear in the theoretical literature how supply-side and demand-side shocks influence bilateral trade. Ma and Cheng (2005) provide an attempt to understand this issue but their predictions are sensitive to the degree of international capital mobility.
They recognize that their framework does not work well in the real world, notably when developed countries are able to defend their banking systems in the face of systemic crises or when developing countries fail to attract a lot of foreign capital. In addition, despite the recognition of a possible heterogeneity of resilience in the face of financial crises, little emphasis has been placed on the differential effect of crises across countries with different levels of economic and institutional development and sectors with varying levels of external financial dependence.
Our study revisits this debate and attempts to make some contributions to the literature. We first develop a simple open economy model in which a banking crisis in the exporting country translates into a negative liquidity shock that reduces the availability of external finance and leads to declines in exports. Similarly, a banking crisis in the importing country is associated with a demand-side shock in the sense that it generates a collapse in demand for imports. To empirically assess the implications of the model, we
build upon a gravity model while focusing on both supply-side and demand-side shocks and their interaction. We use recent data on both developed and developing countries and estimation methods allowing us to properly identify the effect of banking crises on trade flows. By taking into account the interaction between the banking crisis in the exporting and importing countries, our empirical approach allows for capturing the impact of global and regional financial crises like the one of 2008. In such situations, banking crises hit both exporter and importer countries and this may exacerbate the overall detrimental effect.
Moreover, we stress the need to focus on differential effects across countries with different levels of economic development. The underlying idea is that developing countries are mostly characterized by a fragile environment, including weak institutional capacity and poor governance, and therefore will tend to be less resilient to crises. For example, Berman and Martin (2012) examine the vulnerability of sub-Saharan African countries to financial crises and find that the disruption effect (the supply-side shock) is much larger and long-lasting for these countries than for other countries. Similarly, Levchenko (2007) Etudes et Documents n o 13, CERDI, 2013 provides empirical evidence of "institutional content of trade", suggesting that countries with low-quality institutions might be less resilient to banking crises.
There are also concerns about between-sector and within-sector differences in resilience to financial crises. Indeed, although access to external funding is a common concern for all exporting sectors, the external financial dependence can be stronger in some sectors (or industries) (Rajan and Zingales, 1998 ; Manova and Wei and Zhang, 2011 ; Chor and Manova, 2012) . This is particularly the case in developing countries where primary commodity exports are generally made by state-owned enterprises or foreign-owned firms that benefit from strong financial positions and do not rely heavily on the domestic credit market for their external funding. We first follow Beck (2002) and the standard assumption in international trade theory to assume that unlike primary commodities, manufactured products exhibit increasing returns to scale. Therefore, these products are relatively more credit intensive and will be likely to be disproportionately hurt by banking crises. 2 We then build on the Rajan and Zingales (1998)'s measure of financial dependence to check if manufacturing industries relying more heavily on external funding experience lower levels of bilateral exports during banking crises as suggested by Dell'Ariccia, Detragiache and
Rajan (2008).
This study relates closely to two recent empirical work on the impact of financial crises on international trade. First, Abiad et al. (2011b) study the extent to which financial crises influence trade dynamics and find that such crises are associated with sharp collapses in trade flows. Their study differs from ours in two aspects. While they consider both banking and sovereign debt crises we focus only on banking crises, consistent with the arguments developed in our theoretical framework. Furthermore, while they properly document how long-lasting is the effect of financial crises on trade flows, we focus on the heterogeneity of resilience between countries with different levels of development and industries with varying degrees of external financial dependence.
Second, Chor and Manova (2012) investigate the impact of the recent global financial crisis on trade flows, with a focus on the credit channel as in this paper. Using data on monthly US imports, they find that countries with higher interbank rates exported relatively less in financially vulnerable sectors and that this effect intensified during the peak crisis months. This suggests that credit conditions represent an important channel Our findings mainly suggest that banking crises negatively and robustly affect bilateral exports, particularly in developing countries. On average, supply-side shocks are found to be relatively more detrimental than demand-side shocks and these transmission channels reinforce each other when banking crises occur simultaneously in both exporter and importer countries. In developing countries, manufacturing exports prove to be relatively less resilient to banking crises. More interestingly, in the manufacturing sector, it turns out that industries with higher levels of external financial dependence experience lower levels of bilateral exports during banking crises.
In the remaining part of this paper, we start by reviewing the main findings of the existing empirical literature in Section II. The theoretical framework is described in Section III. In Section IV, we present the empirical strategy and the data used, and then, we discuss the main results in Section V. We explore the robustness of our findings to a number of sensitivity checks in Section VI. Lastly, we present some concluding remarks in Section VII.
Empirical Literature
The issue of the impact of financial crises on trade flows has been recently raised by the "The Great Trade Collapse" (Baldwin, 2009 (2011b) find that financial crises are associated with substantial collapses in imports in the crisis country. Imports are found to persistently fall short of their gravity-predicted levels in the years following a financial crises but there is a small decline in exports in the crisis inception year, with a quick recovery.
The other strand of the literature highlights the importance of the credit channel.
Here, the idea is that the credit crunch during financial crises is likely to be more marked for trade finance because foreign-oriented activities are relatively more risky than In addition, this negative effect is likely to be stronger for firms exporting goods with increasing returns to scale that are relatively more credit intensive (Beck, 2002 ). Chor and 3. Banking Crises, Liquidity Shocks, and Trade Flows :
A Simple Model
Model Setup
We consider two small open economies (Home and Foreign), with one factor K (capital), two goods (Tradable and Nontradable) and two periods. 4 The time horizon consists of intervals [t, t + 1], with production taking place at t and consumption taking place at t + 1. Our framework accounts for both supply-side and demand-side shocks to explain the theoretical connections between banking crises and trade flows. The representative household consumes both tradable and nontradable goods in the second period only, following a Cobb-Douglas utility function, U :
where X T and X N are consumptions of tradables and nontradables, respectively.
The household's budget constraint is given by :
The consumer maximizes (1) subject to (2) and the equilibrium price of tradables is given by :
The equilibrium quantities of tradables and nontradables are respectively given by :
Firms
The representative firm purchases capital (K) in the first period in order to produce Y T and Y N , with s being the share of capital that needs to be financed externally. 6 Consistent with Chaney (2005) , there is a dichotomy between tradables and nontradables, the latter being the domestic good. While the nontradable good does not rely on external finance in production, the tradable good is assumed to be a financially dependent good. 7 This assumption can be justified by the fact that unlike the Modigliani and Miller (1958) 's theorem, internal and external funds are not perfect substitutes because of the existence of substantial transaction costs, agency problems, and asymmetric information in the credit market. This influence of the firm's financial condition on its investment decisions is more important for export activity due to substantial sunk costs of starting exporting.
6. The firm has access to two alternative sources of financing, namely internal and external. 7. This assumption is consistent with the large literature on the relevance of financial structure for firm investment decisions. Further, there is a large body of empirical evidence showing that financial constraints importantly determine firms'export behavior (see, for instance, Bellone et al., 2010 ; Greenaway et al., 2007) . o 13, CERDI, 2013 In the first period, the production of the tradable good, that relies on external funding, is given by :
where A, α, and s are positive parameters, with α, s ≤ 1.
Nontradables are produced with a linear technology, with constant returns to scale, requiring one unit of K to produce one unit of X N so that :
The firm's budget constraint in the first period can be expressed as follows : 
with 0 < θ < 1.
Any negative liquidity shocks will increase the cost of external finance (r) and the spread between r and the cost of internal finance (r), all things being equal. In each time interval [t, t+1], a banking crisis (Crisis) could arise with a probability of ω and translates into a negative liquidity shock :
In the absence of the banking crisis (Crisis = 0), the firm experiences a positive liquidity shock and the external liquidity need is fulfilled. Hence, the price of external funds is equal to that of internal funds so that external funds provide a perfect substitute for internal capital. In this case :
In the face of a banking crisis (Crisis = 1), however, the firm experiences a negative liquidity shock and the price of external funds becomes higher than that of internal funds. o 13, CERDI, 2013
In such a case, internal and external capital are no longer perfect substitutes and therefore :
with ψ = r/r ≥ 1.
The higher the magnitude of the negative liquidity shock, the wider is the spread (ψ) between the prices of external and internal funds.
The expected value of the proportion of K that is financed with external funding (s)
is therefore given by :
Lemma 1 :
It is clear from Equation (14) that negative liquidity shocks lead to limited access to external finance through a tightening of the credit constraint. The share of the capital financed externally is relatively lower in the face of a banking crisis. On the other hand, positive liquidity shocks translate into a loosening of the credit constraint.
Lemma 2 :
and
This suggests that the fraction of K financed externally (s(ψ, θ)) is a decreasing function of the spread (ψ).
9
The maximization of the profit by the firm gives the equilibrium price of tradables as follows :
The demand for capital as a function of the optimal output of tradables is given by :
8. See the appendix for more details. 9. See the appendix for more details.
Etudes et Documents n o 13, CERDI, 2013
Autarky Equilibrium
In a closed economy, the equilibrium, given by the market clearing, implies that the output is equal to the consumption of tradables and nontradables.
(
Following the assumptions above, the allocation of production is given by :
This indicates that the share of the capital used to produce the tradable good equals the fraction of this good in the total consumption.
Trade Equilibrium
Let us consider that Home and Foreign are endowed with K and K * units of capital, respectively. s and s * are the shares of the capital that need to be financed by external funding in Home and Foreign, respectively. Given the financial sector's function to channel funds from savers to firms, s and s * can be considered as the quality of the financial system in Home and Foreign, respectively.
The equilibrium defined in Equations (20) and (21) now gives world consumption values that are equal to the sum of consumption of tradables and nontradables in Home and Foreign.
The export supply of tradables from Home country to Foreign country (E) is given by the positive difference between the production of tradables (Y T ) and the consumption of tradables (X T ).
Equation (25) links the exports from Home country to Foreign country to the proportion of K that is financed with external funding (s).
On the other hand, the Foreign demand for tradables (I * ) is given by :
This gives the link between the imports of Foreign country from Home country (I *  ) and the proportion of K * that is financed with external funding (s * ).
Similarly, the allocation of production is given by :
Thus, the sum of the capital used to produce the tradable good in Home and Foreign equals the sum of the shares of tradables in the total consumption.
The supply-side shock is given by the marginal effect the spread (ψ) in Home country has on the level of exports from Home country to Foreign country.
This implies that :
On the other hand, the demand-side shock is given by the marginal effect of the spread in Foreign country on the level of demand for imports in Foreign country. Unlike the supply-side shock, this demand-side shock occurs through the revenue channel. Indeed, a banking crisis in Foreign leads to declines in its GDP and contractions in aggregate demand in general, and for imports in particular.
and ∂s
implying that :
Equations (31) and (36) clearly indicate that banking crises hurt bilateral trade through both supply-side and demand-side shocks.
Empirical Strategy

Econometric Approach
Banking crises are expected to be associated with declines in bilateral exports. In our baseline specification, we estimate the following gravity model :
where E ijt represents the measure of the country i's exports to country j in period t.
Crisis i and Crisis j stand for dummy variables taking 1 for the banking crisis inception year as well as the two following years, and 0 otherwise, in country i and j, respectively (see, for instance, Dell'Ariccia et al., 2008). Indeed, considering such a crisis window allows us to account for the long-lasting effects of crises. Crisis ij is the interaction term between
Crisis i and Crisis j that captures the effect of simultaneous crises in both countries and, more broadly, accounts for the impact of regional or international banking crises. µ ij and λ t denote country-pair fixed effects and time fixed effects, respectively, whereas ijt is the idiosyncratic error term. X ijt indicates a set of conditioning information to control for other factors associated with export flows.
Using bilateral instead of aggregate data helps account for bilateral time-invariant characteristics. We introduce the level of GDP of the exporter and importer, the bilateral distance, and dummies for common border, common language, common currency, and freetrade agreement. Moreover, since banking crises often coincide with currency crises (see, 12 This allows to capture the competitiveness effect. We estimate the specification (37) as a log-linearized gravity equation.
Consistent with our analytical framework, we assume that banking crises may hurt bilateral exports in different ways. Firstly, banking crises experienced by the exporting country is a source of collapses in its export volumes. This supply-side shock is mainly due to the reduction in trade credit in the face of a banking crisis that exacerbates the problem of sunk costs of entry into foreign markets. Secondly, financial distresses in the importing country (country j) is likely to have a negative effect on the country i's exports mainly because of the demand-side shocks and sometimes because crisis-hit countries are tempted to implement protectionist measures. Thirdly, the negative effect of a crisis on export flows is likely to be exacerbated when the exporting and importing countries experience the crisis simultaneously. In sum, the coefficients on the banking crisis dummies are expected to have a negative sign :
A potential concern with estimating a log-linearized gravity equation by ordinary least squares (OLS) is the bias of the estimated elasticities in the presence of heteroskedasticity. As shown by Silva and Tenreyro (2006) , the Jensen's inequality (E(lny) = lnE(y))
suggests that the presence of heteroskedasticity in the basic gravity equation in levels leads to inconsistency in OLS estimates when using the log linear specification, even after controlling for fixed effects. We also have concerns about the zero observations in the bilateral trade matrix. These zeros occur mainly because some pairs of countries did not trade in a given time period. 13 Since we estimate the gravity specification (Equation (37)) in log-linear form, the existence of zero observations on the dependent variable is obviously problematic.
To deal with this issue, we use the logarithm of (1 + E ijt ) as the dependent variable. 14 The estimation is made using the well-known 12. An increase in the real exchange rate denotes an appreciation of the exporter vis a vis the importer. 13. These zero observations may also result of rounding errors. For example, if trade volumes are expressed in thousands of dollars, their values will tend to be registered as zero for pairs of countries that do not experience a certain minimum level of bilateral trade.
14. This is a common approach in the literature. Frankel (1997) describes the methods dealing with the zero observations problem.
by Silva and Tenreyro (2006) . This estimator helps address the problem of heteroskedasticity. As a consistency check, we also use the threshold tobit (ET-Tobit) estimator
proposed by Eaton and Tamura (1994) . The ET-Tobit estimator tackles the heteroskedasticity bias problem and the limited dependent variable problem associated with the presence of a large number of zero observations (Martin and Pham, 2008) . We perform a heteroskedasticity-robust RESET test to detect general functional form misspecification (Ramsey, 1969) . This simply consists of checking the statistical significance of an additional nonlinear function of the regressor variables. 15 The idea underlying this test is that if our baseline specification is correctly specified, no nonlinear functions of the regressor variables should be statistically significant when added to this equation.
Data
Our sample consists of 75 developed and developing countries over the period 1988-2010. Data on bilateral exports are obtained from the United Nation's COMTRADE database. We first use the total bilateral exports and then these trade flows are disaggregated at 2 and 4-digit of ISIC (Revision 3), 16 which allows us to explore the heterogeneity in the effect of crises across sectors and industries. 17 Information on banking crises is given by the newly updated banking crises database of Laeven and Valencia (2012).
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Detailed variable definitions and sources are presented in Table 8 (Appendix). Correlations between bilateral exports and banking crises are reported in Table 1 .
Consistent with earlier findings, banking crises are negatively and significantly correlated with bilateral exports. The correlation coefficients between bilateral exports and the exporter and importer crisis dummies are 0.81 and 0.60 and statistically significant at 1
15. This additional nonlinear function takes the form X β, where X refers to the vector of explanatory variables.
16. ISIC stands for International Standard Industrial Classification. 17. The sector level of aggregation includes Agricultural products, Mineral commodities, Manufactured commodities, and Other commodities, whereas the industry level of aggregation consists of 28 manufacturing industries as presented in Table 9 (Appendix). 18. This database includes all systemic banking crises during the period 1970-2011 around the world. The authors also compile data on currency and sovereign debt crises as well as the policy responses to resolve crises. o 13, CERDI, 2013 and 5 percent, respectively. Interestingly, the correlation between the exporter and importer crisis dummies is positive, but only significant at 10 percent. Finally, as indicated in summary statistics (Table 10 in 
Main Results
Our empirical strategy is to estimate the extent to which banking crises hurt bilateral exports in four steps. First, we estimate the overall effect of banking crises on export flows. Second, we check whether this effect is heterogeneous at different levels of economic and institutional development. Third, we allow for cross-sectoral differences in resilience
in the face of banking crises. Fourth, we answer the question whether the effect of crises on bilateral exports is more pronounced in more financially dependent industries. Table 2 reports the estimates of our baseline specification using the two estimators previously mentioned (ET-Tobit and PPML) along with the FEVD estimator with and without accounting for zero observations. 19 The coefficients on the banking crisis in both countries are negative and statistically significant at conventional levels, when controlling for the existence of zeros in trade data. This suggests a detrimental effect of banking crises on bilateral exports.
Banking Crises and Bilateral Exports
We also control for the interaction between the exporter and importer crisis dummies to properly distinguish between the effect of supply-side shocks and that of demand-side shocks (columns 2, 4, 6, and 8). Considering the coefficient estimates using the FEVD estimator in column 4, a banking crisis in exporter is associated with a roughly 3.5 percent decline in bilateral exports. The decline is quite similar for a banking crisis in the importer country. These declines are substantial and correspond to about one-quarter of the standard deviation of bilateral exports. Not surprisingly, the coefficient on the interaction between the importer and exporter crisis dummies is negative and statistically significant, indicating that the negative effect of banking crises on export flows is exacerbated during crises affecting both countries. Even after controlling for this interaction, the coefficients on banking crisis dummies in both exporter and importer countries remain negative and statistically significant. In addition, the effect of the banking crisis in exporter is higher than that of the banking crisis in importer, reflecting the importance of supply-side shocks.
Regarding the control variables, it is clear from these results that the level of GDP per capita in both exporter and importer, a proxy for the level of economic development, is associated with higher levels of bilateral exports. Similarly, the results point out the importance of exchange rate shocks in international trade. Indeed, we find that an appreciation of the real exchange rate is associated with lower levels of exports. Further, we In sum, the regression results in Table 2 indicate that both supply-side and demandside shocks discourage trade flows and that such shocks amplify each other when banking crises occur simultaneously in both the exporter and importer. However, an interesting question is whether these negative effects differ in magnitude across countries with different levels of economic development and belonging to different regions, which is the purpose of the next subsection.
20.
Results not reported, but available upon request.
Differences in Resilience Across Countries and Regions
Previous studies have paid little attention to the fact that country's resilience to crises can vary with the level of economic development. The vulnerability to crises may differ across countries depending on the level of economic development in opposite directions.
On the one hand, there are good reasons to postulate that developing countries are less resilient to financial crises than developed countries. Indeed, developing economies face severe challenges including weak institutional capacity and poor governance, and therefore are likely to experience low resilience and capacity to cope with adverse shocks (see, for To answer this question, we follow the World Bank income group classification and estimate the baseline specification by differentiating between developed and developing exporters (columns 1 and 2 of Table 3 ). 21 Consistent with our baseline results in Table   2 , these results indicate that, on average, crisis-hit countries experience lower levels of bilateral exports. This negative effect appears to be stronger for developing countries than for developed countries. The coefficients on the exporter and importer crisis dummies are higher in developing countries, suggesting significant differential effects across countries with different levels of economic development. The magnitude of demand-side shocks is about four times higher in developing countries than in developed countries. However, the coefficient on the banking crisis in the exporter is statistically insignificant for developed countries. This suggests that supply-side shocks are not as important in developed countries as in developing countries, probably because credit market imperfections, which constrain firms' access to working capital, are relatively more important in developing countries.
We also look at cross-region differences in resilience by estimating our baseline specification for each region, using the World Bank geographic region classification. 22 The 21. In unreported regressions, we also use the Log of GDP per capita and dummies indicating the level of economic development of the exporter country to account for the heterogeneity of resilience. We find that this does not affect our main findings. 
In this classification, the region is either East Asia & Pacific (EAP), Europe & Central Asia o 13, CERDI, 2013
0.106
Notes : Heteroskedasticity-robust standard errors are reported in parentheses. ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively. o 13, CERDI, 2013 results are reported in columns 3-8 of Table 3 . 23 The coefficients on banking crisis dummies in the importer and exporter countries are negative and vary across regions. With the exception of EAP, demand-side shocks are statistically significant. The coefficient on the crisis in the exporter is insignificant in ECA.
Considering the magnitude of the impact of banking crises, these results suggest that supply-side shocks are relatively more important in all regions but ECA and SA. As previously found, the coefficient on the banking crises interaction indicates, in most cases, an exacerbating effect when the crisis occurs in both exporter and importer countries.
Overall, MENA, LAC, and SSA regions prove to be relatively less resilient compared to EAP, ECA, and SA regions. Furthermore, results on the control variables are robust to controlling for the heterogeneity of resilience. Overall, the results in Table 3 suggest that there are substantial cross-country and cross-region differences in resilience in the face of banking crises.
Emphasizing the Role of Institutions
In this subsection, we argue that countries with better institutions will likely experience a relatively lower negative effect of banking crises on exports, all things being equals (see, for instance, Levchenko, 2007 ; Allen and Giovannetti, 2011). The rationale is that countries with strong institutions will tend to have better and healthier financial systems which can quickly recover from a banking crisis, with a mild impact on the real economy.
Thus, countries with strong institutions will tend to be more resilient to banking crises. We empirically investigate this hypothesis by introducing interactions between the banking crisis in exporter and measures of institutional quality in our baseline specification.
We use three measures of institutional quality, namely : (i) the International Country Risk Guide (ICRG) indicator of quality of government, 24 (ii) the Revised Combined Polity Score (Polity) from the Center for Systemic Peace (CSP), 25 and (ii) the Civil Liberties Index (CLI) from Freedom House.
26
The results in Table 4 are quite intuitive. It is clear that high-quality institutions are 24. This composite index is the mean value of the ICRG variables "Corruption", "Law and Order", and "Bureaucracy Quality", scaled 0-1, with higher values indicating better quality of government.
25. This score is between -10 (strongly autocratic regime) and 10 (strongly democratic regime). 26. For this measure, countries are graded between 1 (most free) and 7 (least free).
Etudes et Documents n o 13, CERDI, 2013 Notes : ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively. Having shown that developing countries and countries with lower institutional quality are more vulnerable, we would like to assess the way the negative impact of banking crises on bilateral exports can differ across sectors in the developing world. This issue is investigated in the next subsection.
Cross-Sectoral Differences in Resilience in Developing Countries
One of the shortcomings of the existing empirical literature is the lack of evidence on the cross-sectoral differences in resilience to banking crises. As previously indicated, we consider three exporting products, namely manufacturing exports, exports of agricultural products, and exports of mineral commodities. Services exports are not consider here because our focus in this subsection is on developing countries that do not significantly export services. 27 Here, the idea is that manufacturing exports should be more sensitive to banking crises than other sub-categories of exports.
Consistent with the standard analytical framework of international trade theory, the underlying assumption is that manufactured goods are goods with increasing returns to scale (see, for instance, Krugman and Obstfeld, 2009, chapter 6) . This suggests that manufacturing industries benefit more from a higher level of external finance than other sectors. Accordingly, manufacturing exports are likely to suffer more from financial crises than other sub-categories of exports, especially in developing countries.
Overall, the regression results reported in Table 5 suggest that there are significant differences in resilience across sectors exporting different products. As anticipated, exports of manufactured goods tend to suffer relatively more than exports in other sectors in developing countries. 28 The coefficients on the importer and exporter crisis dummies are negative and vary significantly across sectors. Both supply-side and demand-side shocks are significantly higher for exports of manufactured commodities (column 3).
This signals the relevance of economies of scale for the structure of trade. The manufacturing sector exhibits high scale economies, and therefore relies relatively more on external financing. Exports of mineral commodities have the particularity of being relatively more 27 . Indeed, most of the services produced in these countries are likely to be nontradable services. However, such countries are found to be exporters of agricultural and natural resources, and to a lesser extent, exporters of manufactured goods.
28. Very similar results are found when using sectoral dummies to control for this differential effect of banking crises across sectors. o 13, CERDI, 2013 resilient (column 2). Exports of agricultural products are hit by demand-side shocks but are relatively resilient to supply-side shocks (column 1). Concerning the exports of other commodities, the coefficients on the banking crisis in exporter and importer are negative but the latter is insignificant (column 4). Regarding the banking crises interaction, its coefficient indicates that the exacerbating effect of banking crises is only significant for exports of other commodities. Notes : Heteroskedasticity-robust standard errors are reported in parentheses. ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively. Regressions are run using data for each sector (Agricultural products, Mineral commodities, Manufactured commodities, and Other commodities) and for each country-pair. "Other" stands for the remaining categories of exports.
These results suggest that exports of manufactured goods are relatively less resilient to banking crises in developing countries. However, it would be more interesting to explore differences in resilience to banking crises within the manufacturing sector. This issue is tackled in the next subsection.
Cross-Industry Differences in Resilience
This subsection is concerned with industry-level channels through which banking crises affect bilateral exports. More specifically, we want to test if the negative effect of banking crises on export flows is likely to be higher in some industries than in others. Indeed, banking crises would disproportionately hurt manufacturing industries that rely more on external financing. We therefore include interactions between the Rajan and Zingales index of external financial dependence and banking crisis dummies.
29 Table 6 -Crises and Bilateral Exports : Cross-Industry Differences in Resilience 29. This strategy is close to that used by Rajan and Zingales (1998) to estimate the impact of financial dependence on industry-level growth. By allowing us to account for both country and industry characteristics, the regression results from this strategy are likely to be better corrected for omitted variable bias and model misspecification problem. Here, the banking crisis plays the role of financial development in Rajan and Zingales (1998).
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The regression results are reported in Table 6 . 30 These results clearly indicate that the negative effect of banking crises on manufacturing exports is more pronounced in industries that are relatively more dependent on external funding. The coefficient on the interaction between banking crisis dummies and the external financial dependence is negative and statistically significant. Table 9 in the appendix reports the distribution of the Rajan and Zingales index of external financial dependence across industries. This table
shows that in the most financially dependent industry (Plastic products) the index of external dependence is 1.14, while this index equals 0.01 in the least financially dependent industry (Nonferrous metal). With a banking crisis in exporter, these results predict that, ceteris paribus, exports of plastic products would fall more rapidly than exports of nonferrous metals, compared to non-crisis periods. Considering the demand-side shock, during banking crises in importer, exports in the plastic products industry will decrease faster than exports in the nonferrous metal industry relative to non-crisis times, all else equal.
This differential effect of banking crises across manufacturing industries with varying levels of financial vulnerability is exacerbated when exporter and importer are both in crisis.
The results on the control variables remain broadly similar to the previous ones.
In short, the regressions results in Tables 2-6 support the hypothesis that banking crises exert a negative impact on bilateral exports. On average, supply-side shocks are found to be relatively more detrimental than demand-side shocks and these transmission channels reinforce each other when the crisis occurs simultaneously in exporter and importer countries. As expected, developing countries and countries with low-quality institutions appear to be relatively less resilient to banking crises. In developing countries, manufacturing exports prove to be relatively more vulnerable to banking crises, particularly for industries with higher levels of external financial dependence.
These results complement earlier work on the issue of the impact of financial crises on trade flows. Our result on supply-side shocks is comparable to the contemporaneous effect of financial crises on exports found by Abiad et al. (2011b) , although they do not find evidence for significant supply-side shocks in the medium term. Moreover, our result on the importance of supply-side shocks is consistent with the findings of Chor and Manova (2012) . Interestingly, our results reconcile the two existing opposite views, since accounting for the heterogeneity of resilience allows to understand that both supply-side and demand-side shocks are important in developing countries, whereas only demand-side 30 . As before, results in the bottom line of Table 6 show that the diagnostic statistics are valid. o 13, CERDI, 2013 shocks appear to be significant in developed countries.
Robustness Checks
In this Section, we carry out two consistency checks for our baseline results obtained in Table 2 . We first look at an alternative estimation method dealing with the problem of endogeneity bias and then we test the sensitivity of our results to influential observations and to the number of importer countries considered.
Controlling for Endogeneity
In this subsection we deal with the endogeneity bias that may affect the coefficient of banking crisis dummies, due to omitted variables. For example, the probability of a banking crisis may be positively influenced by financial openness because of the increased exposure to international financial contagion. In addition, the same shocks affecting the health of the banking sector might also affect bilateral trade, notably when the share of the export sector in the portfolio of banks is high. To properly isolate the exogenous variations in banking crises, we follow a procedure to estimate the impact of endogenous treatments (See, for instance, Vella and Verbeek, 1999 ; Keen and Lockwood, 2010) . Here, the banking crisis is considered as a treatment that is driven by a number of factors. We therefore estimate the following mixed system of both continuous and discrete dependent
variables :
with k = i, j and Z a vector of explanatory variables. is first estimated using a probit specification and the coefficient estimated are then used to construct the so-called Inverse Mills Ratio (IMR) :
, Crisis kt = 0
IM R kt are then included in the export equation along with their interaction term. Notes : ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively.
IMR stands for Inverse Mills Ratio.
For the banking crisis equation, we follow the empirical literature on the determinants of banking crises to choose the explanatory variables (see, for instance, Demirgüç-Kunt and Detragiache, 1998). We first include the growth rate of real GDP, the growth rate of terms of trade, and the real interest rate to capture adverse macroeconomic shocks (Table 11 in the appendix). We also include the growth rate of real private credit as a
Etudes et Documents n o 13, CERDI, 2013 proxy for credit cycles. In addition, inflation is introduced to control for the quality of the macroeconomic environment that affects the banking system. Consistent with earlier findings, the results show that low growth rates of real GDP and terms of trade are associated with a higher probability of a banking crisis. On the other hand, the growth rate of real private credit, the real interest rate, and inflation have a positive impact on the likelihood of a banking system crisis but the coefficient on the latter is statistically insignificant.
Turning to the export equation, the regression results reported in Table 7 suggest that our conclusions remain unchanged even after controlling for the endogeneity of the banking crisis variable. Interestingly, the coefficients on the exporter's IMR and importer's IMR as well as their interaction are statistically insignificant, suggesting that there is no evidence that the errors in the probit and export equations are correlated.
Alternatively, we use the System-GMM estimator developed by Blundell and Bond (1998) to correct for endogeneity for all right-hand side variables and account for trade dynamics by including the lagged dependent variable as a regressor (Bun and Klaassen, 2002) . 31 Once again, these results confirm that our main findings are robust to corrections for endogeneity (Table 12 in the appendix).
Controlling for Outliers
We use the regression diagnostics to make sure that our results are not driven by influential observations (see, for instance, Belsley, Kuh and Welsch, 1980 ; Cook and Weisberg, 1982). In testing for outliers, we use the jack-knifed residual and test if the i-th observation follows the same model as the rest of the data. We start from our baseline regression and add a dummy variable allowing a location shift for the i-th observation.
We then run regressions omitting identified outliers.
The regression results reported in Table 13 of the appendix indicate that our main findings are not significantly sensitive to the presence of outliers. The coefficients on the importer and exporter crisis dummies continue to be negative and significant. On average, the magnitude of the impact of banking crises is even slightly higher than that found in Table 2 , when comparing to the corresponding results in columns 3 and 4. Moreover, the coefficient on the banking crises interaction indicates that the negative effect of banking crises is exacerbated when the crisis occurs in both exporter and importer countries. With
31.
Here, all bilateral time-invariant characteristics are taken as strictly exogenous. o 13, CERDI, 2013 regard to control variables, these results suggest that, with very few exceptions, the results found in Table 2 are not influenced by the presence of outliers.
Sensitivity to the Number of Importers
In this subsection, we examine whether the relationship between banking crises and bilateral exports depends on the number of importer countries considered. The results for a number of top importers (50, 40, 20 , and 10) for a given country are presented in Table   14 
Concluding Remarks
This paper addresses the issue of the effects of banking crises on bilateral trade using a gravity model and a sample of developed and developing countries over the period 1988-2010. We examine the effect of banking crises occurring in exporting and importing countries, while considering cases of simultaneous banking crises in both countries.
The results suggest that banking crises exert a negative impact on bilateral exports.
Supply-side shocks are found to be relatively more detrimental that demand-side shocks and this negative effect of banking crises on trade flows is exacerbated when the banking crisis occurs in both exporting and importing countries. In addition, developing countries appear to be less resilient to banking crises than developed countries. Moreover, in developing countries, exports of manufactured goods are disproportionately hurt by banking crises and this effect is more pronounced in industries that rely more on external finance.
These findings suggest that the effects of banking crises can be sizable on both the o 13, CERDI, 2013 domestic and foreign economies due to substantial international spillovers. On the one hand, at the country level, this highlights the importance financial stability should have on policymakers' agendas, and the need to improve the access to trade finance, while also taking structural measures to strengthen domestic banking systems. Furthermore, the evidence of differential effects of banking crises on export flows suggests that no common export policy can be effective for all sectors and industries. Policies to improve the resilience of the export sector to banking crises should therefore be targeted and tailored for more financially dependent sectors and industries. In addition, improving the quality of institutions, for example, by strengthening governance can help mitigate the negative effects of banking crises on bilateral exports. On the other hand, at the international and regional levels, further coordination and better supervision and regulation are needed to mitigate the negative spillovers generated by banking crises.
Proof. of Lemma 2 :
Proof. of Equation 36 :
since profit maximization in the tradable and nontradable sectors implies that the price of each good is equal to the price of the input : P T = r and P N =r, respectively. o 13, CERDI, 2013 Notes : These estimates are obtained by using our sample of 75 countries over the 1988-2010 period. Standard errors are reported in parentheses. ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively. Pseudo R-squared denotes unity minus the ratio of the maximized log likelihood to the log likelihood when only a constant term is included. Notes : We use the small sample correction of Windmeijer (2005) . Heteroskedasticity-robust standard errors are reported in parentheses. ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively. The lagged dependent variable is instrumented by its first difference lagged one period. However, we use second lagged values in levels of the other regressors as instruments in the equations in differences and their second lagged values in differences as instruments in the equations in levels. Bilateral time-invariant characteristics are considered as strictly exogenous. o 13, CERDI, 2013 Notes : Heteroskedasticity-robust standard errors are reported in parentheses. ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively. Notes : Heteroskedasticity-robust standard errors are reported in parentheses. ***, **, and * denote significance at the 1-percent, 5-percent, and 10-percent levels, respectively.
