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Résumé – Le développement des drones et les menaces qu’ils représentent pour les sites sensibles rendent critiques leur localisation et iden-
tification. Plusieurs modalités sont disponibles pour traiter ce problème comme l’imagerie optique ou radar, la détection de communications
radio-fréquence ou encore l’acoustique. C’est sur cette dernière modalité que ce travail se base en utilisant l’antennerie acoustique combinée à
l’apprentissage supervisé pour respectivement localiser une source de bruit puis l’identifier comme étant un drone ou non en la catégorisant selon
deux classes Drone ou Bruit. Cette contribution présente la méthodologie développée pour les étapes de localisation et d’identification. La créa-
tion de la base de données, constituée en intérieur dans des conditions contrôlées, est décrite, puis des résultats de localisation et d’identification
sont discutés. Une erreur moyenne de 3,7◦ est obtenue en élévation sur une trajectoire représentative et une précision de 99,5 % est atteinte en
identification Drone contre Bruit.
Abstract – Both drone development and threats they represent for sensitive areas make their localization and identification critical. Several
modalities are available to cope with this problem as optic or radar imagery, radio-frequency communications detection or acoustics. This work
is based on this last one using acoustic array signal processing combined with supervised learning to localize a noise source and then identify
it as a drone categorizing it among two classes Drone or Noise, respectively. This contribution presents the developed methodology for the
localization and identification steps. The database creation, produced in monitored and indoor conditions, is described, then localization and
identification results are shown. A 3.7◦ elevation angle average error is obtained on a representative trajectory and a 99,5 % precision is achieved
for the identification Drone against Noise.
1 Introduction
Comme le montrent des exemples récents de survols d’aé-
roports ou de sites sensibles, la détection de drones, jusqu’à
récemment essentiellement étudiée pour des applications mili-
taires, devient un enjeu civil important. Il est ainsi nécessaire de
développer des solutions robustes, fiables et peu onéreuses pour
localiser et identifier ces drones. Plusieurs modalités sont alors
envisageables. La détection par vidéo est possible mais rapi-
dement limitée par les conditions expérimentales particulières
[14]. Des caméras très hautes performances spécialement dé-
diées à cette tâche sont développées mais nécessitent une étape
initiale de localisation pour pouvoir cibler le drone au préalable
[2]. L’imagerie radar révèle des performances limitées à cause
d’une trop faible partie de signal radar réfléchie [15]. L’in-
terception de communications radio-fréquence est également
utilisée mais de nouveaux drones programmés sans besoin de
communication existent déjà [5].
La dernière méthode, envisagée pour la présente étude, uti-
lise l’acoustique et possède l’avantage de palier aux limitations
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des méthodes précédemment citées car un drone silencieux sera
forcément moins puissant [10]. Plusieurs approches sont ac-
tuellement proposées dans la littérature. En utilisant un seul
microphone une détection peut être faite en utilisant l’appren-
tissage supervisé [1]. D’autres approches exploitent l’antenne-
rie acoustique pour localiser et traquer les drones potentiels
mais n’assurent pas l’identification [7, 16]. Enfin des études
réunissent les deux aspects comme par exemple [3]. La variété
des méthodes utilisées dans ces récentes contributions indique
qu’aucune de ces pistes n’est actuellement privilégiée.
Le présent travail propose une nouvelle façon de localiser et
identifier un drone. Une antenne est d’abord utilisée pour loca-
liser l’angle d’arrivée d’une source de bruit. Un filtrage spatial
est ensuite effectué dans cette direction afin d’augmenter le rap-
port signal sur bruit (RSB) en vue de l’étape d’identification.
Celle-ci est réalisée en utilisant un modèle d’apprentissage su-
pervisé appris au préalable sur des données mesurées et basé
sur des caractéristiques particulièrement adaptées aux signaux
acoustiques [8]. L’ensemble est validé sur des données acadé-
miques acquises en intérieur pour des sources uniques de bruit
représentatives de la présence ou de l’absence de drone.
La contribution est organisée comme suit : la section 2 ex-
plique les méthodes utilisées pour la localisation et l’identifi-
cation, puis la section 3 détaille la constitution de la base de
données utilisée pour établir les résultats illustrés en section 4.
2 Méthodologie
Le processus global d’identification de drone est décrit dans
le schéma bloc donné en Fig. 1.
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FIGURE 1 – Schéma bloc du traitement global.
Les signaux reçus sur l’antenne sont d’abord utilisés afin de
localiser angulairement la source de bruit potentielle. Grâce à la
localisation obtenue, un filtrage spatial est effectué pour obtenir
un signal focalisé dans la direction d’arrivée de la source. Ce
signal est ensuite classé dans une catégorie Drone ou Bruit par
l’utilisation d’un modèle appris préalablement avec des don-
nées labélisées. La section 2.1 détaille les étapes nécessaires à
la localisation de la source de bruit puis la section 2.2 donne
les caractéristiques de la méthode d’apprentissage utilisée.
2.1 Localisation
L’objet d’étude étant le drone, objet aérien évoluant selon
des trajectoires extrêmement variées, l’espace à couvrir par la
méthode d’imagerie acoustique est vaste. Une méthode utili-
sant une grille de calcul 3D pour le trouver rend ainsi le traite-
ment coûteux en temps de calcul. Par conséquent la localisation
est envisagée de manière angulaire, ce qui suffit en pratique
pour les cas d’applications visés où la détection rapide et fiable
prime sur la trajectographie 3D précise. L’imagerie par forma-
tion de voies est sélectionnée pour sa rapidité de calcul et sa ro-
bustesse, utile au vu de l’environnement acoustique complexe
où ont eu lieu les essais (salle sans traitement acoustique).
Les signaux mesurés par les microphones sont découpés en
séquences de 0,2 s avec un recouvrement de 50 % ce qui permet
une bonne discrétisation de la trajectoire d’un drone survolant
l’antenne. Pour une séquence donnée, une localisation par for-
mation de voies est effectuée à la fréquence qui correspond au
maximum d’énergie du spectre. Les angles d’arrivée en élé-
vation et en azimut (θd, ϕd) sont ainsi déterminés et un filtrage
spatial est effectué dans cette direction afin d’améliorer le RSB.
L’opération est ensuite répétée pour toutes les séquences de 0,2
s qui sont sommées avec recouvrement [13]. Un exemple de ré-
sultat de localisation est donné en Fig. 2 avec le trait plein rouge
représentant l’angle d’arrivée obtenu par formation de voies et
le trait pointillé noir celui donné par le système de localisation
indépendant de la salle, qui constitue la vérité terrain.
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FIGURE 2 – Exemple de carte de localisation angulaire obte-
nue. • : position du drone par le système de localisation de la
salle, - : position par formation de voies.
2.2 Identification
Modèle L’algorithme Support Vector Machine (SVM) linéaire
de scikit-learn [12] est utilisé. Le coefficient C de régularisation
du modèle SVM est réglé à 1.
Caractéristiques Des caractéristiques dédiées à l’acoustique
ont été développées par Malfante et al. [8, 9]. Au nombre de
32, elles permettent de décrire la forme des signaux temporels
et leurs propriétés statistiques et entropiques, le tout dans trois
domaines différents : temporel, spectral et cepstral. L’utilisa-
tion des trois domaines permet d’obtenir des meilleurs résultats
de classification des signaux acoustiques [8] en les décrivant de
manière exhaustive. Pour la suite de ce papier, une observation
est représentée par une séquence de 0,2 s de signal focalisé ob-
tenu après filtrage spatial. Une minute de signal focalisé fournit
donc 60/0, 2 = 300 observations.
Utilisation des données Deux jeux de données indépendants
sont constitués : un jeu d’apprentissage et un jeu de test. Le
modèle est d’abord construit grâce au jeu d’apprentissage puis
le jeu de test est utilisé pour analyser ses performances en uti-
lisant comme métrique la précision : # Obs. bien classées# Obs. total .
3 Constitution de la base de données
Les données utilisées pour ce travail ont été acquises avec
une antenne LMS Sound Camera équipées de 81 microphones
MEMS, déjà utilisée pour des applications de quantification
acoustique avancée [6]. Trois drones ont servi à la génération
de données. Leurs vols sont enregistrés par 12 caméras VICON
T40S [11]. Le matériel d’acquisition est illustré en Fig. 3.
FIGURE 3 – Matériel utilisé pour l’acquisition de données.
L’utilisation de trois drones permet d’obtenir une classeDrone
avec une plus grande variété étant donné qu’ils ne sont pas
tous basés sur la même technologie de moteur et n’ont pas les
mêmes longueurs de pales et fréquences fondamentales. Ces
drones ont volé selon deux trajectoires asservies numérique-
ment avec des distances à l’antenne variant de 50 cm à 1,1 m.
La vérité terrain est assurée par les caméras VICON.
Concernant la classe Bruit, elle est contituée de 8 sons dif-
férents de 30 s chacun : sinus à 1 et 3 kHz, bruit blanc, chirp
de 0 à 12 kHz, perceuse, moteur et deux hélicoptères. Ils sont
créés synthétiquement ou proviennent de la base de données de
sons de la BBC [4]. Ces sons sont joués par un haut-parleur
positionné à trois endroits différents.
Le Tableau 1 reprend le nombre de vols utilisables (trajec-
toires 1 et 2) provenant des données acquises avec les drones,
le nombre de bruits et de positions associés au haut-parleur et
une estimation du nombre d’observations (Obs.) que cela en-
traine pour chaque classe, que ce soit pour l’étape d’apprentis-
sage (App.) ou celle de test (Test). Pour les drones la trajectoire
1 est utilisée en apprentissage alors que la 2 est utilisée en test,
pour les sons seuls les deux hélicoptères sont isolés pour la
phase de test, tous les autres servent à l’apprentissage.
TABLE 1 – Données acquises.
Drone Bruit
# trajectoire 1 / 2 15 / 11
# bruits / # positions 8 / 3
# Obs. (App. / Test) 4500 / 3300 2700 / 900
4 Résultats
4.1 Localisation
Seuls les résultats de localisation du drone sont présentés ici
étant donné que le haut-parleur est resté fixe durant ses phases
d’enregistrement. La Fig. 4 illustre la variation de l’angle d’élé-
vation θ en fonction du temps pour une trajectoire de type 1
effectuée par le petit drone. Les variations de l’angle azimutal
ne sont pas étudiées ici car les deux trajectoires sont asservies
dans le plan ϕ = 0◦.
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FIGURE 4 – Angle θ estimé par le système VICON et par for-
mation de voies en fonction du temps pour la trajectoire 1.
Ces résultats montrent un bon accord entre l’estimation de
l’angle d’arrivée en élévation par formation de voies et par le
système VICON, ce qui valide la méthode. L’erreur moyenne
sur toute la trajectoire est de 3,7◦. Cependant deux régimes sont
observés, un premier correspondant aux angles θ = 90◦ (à la
verticale de l’antenne) où l’erreur observée est très faible et un
second pour les angles θ = 45◦ où le décalage entre l’estima-
tion et la vérité terrain est plus forte. Cet écart est certainement
dû à des effets de réflexion et de diffraction qui ont un impact
plus important dès que la source de bruit se décale vis-à-vis de
l’antenne. Des résultats similaires sont observés sur les diffé-
rentes répétitions de vols avec des erreurs plus faibles.
4.2 Identification
Les données de test sont classées dans les deux catégories
suivant le modèle appris au préalable avec l’ensemble du jeu
d’apprentissage. Les résultats de classification associés sont
donnés dans le Tableau 2.
TABLE 2 – Matrice de confusion.
Classe prédite
Vraie classe
Drone Bruit
Drone 3058 19
Bruit 0 953
Les résultats de classification sont concentrés sur la diago-
nale avec une précision calculée de 99,5 %. Seul un très faible
nombre d’observations de la classe Drone est mal classé. Ces
mauvais classements peuvent être expliqués par l’absence de
pré-traitement des données mises en phase de test, or des sons
parasites peuvent avoir lieu lors des vols (bruit de chaise, voix
...). Le système ainsi implémenté classe donc, sur 10 s consé-
cutives de signal contenant un drone, 9,94 s de ce signal dans
la classe Drone contre 0,06 s dans la classe Bruit. Ceci permet
d’identifier le drone de manière fiable en utilisant des critères
de continuité sur la totalité du signal observé.
5 Conclusion
La localisation et l’identification de drones devient un en-
jeu majeur du fait de leur développement rapide. L’acoustique
est une modalité adaptée pour traiter ce problème car conci-
lier puissance et silence est difficile dans ce domaine. Dans ce
contexte, ce travail détaille une solution de surveillance des-
tinée à localiser une source de bruit et à identifier s’il s’agit
d’un drone on non par l’utilisation combinée de l’antennerie et
de l’apprentissage supervisé. Par des mesures microphoniques
et un calcul de formation de voies, la source de bruit en pré-
sence est tout d’abord localisée angulairement. Un filtrage spa-
tial dans la direction d’arrivée est ensuite effectué afin d’ex-
traire un signal focalisé avec un bon rapport signal à bruit.
Celui-ci est catégorisé selon deux classes,Drone ou Bruit, grâce
à un modèle d’apprentissage supervisé appris préalablement
sur des données extraites similairement. Les résultats obtenus
sur les données acquises montrent que dans un environnement
académique contrôlé, les erreurs de localisation restent en moyenne
bornées en-dessous de 3,7◦ en élévation et la précision atteinte
en identification est de 99,5 %.
Ces méthodes validées dans un contexte académique seront
ensuite confrontées à des configurations réelles en extérieur où
le cas multi-sources sera intrinséquement présent dégradant le
rapport signal à bruit. Les améliorations envisagées pour ré-
pondre à cette complexité supplémentaire se portent sur l’uti-
lisation de méthodes haute résolution pour la localisation du
drone ou l’implémentation d’un modèle SVM à une classe (One-
Class SVM) pour son identification, ce qui permettrait de lever
le problème délicat de la constitution de la classe Bruit.
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