For a finite connected graph ¡
Introduction
For a connected graph
be the eigenvalues of its adjacency matrix, and define , and a well known result of Alon and Boppana ( [11] or [2] ) states that for any sequence of . There are known constructions [7, 8, 9] for infinite families of is the spectral radius of its adjacency operator as an operator from . It is well known (see [6] . It turns out that there is an analogue for Alon Boppana also for non-regular graphs. A theorem due to Greenberg [4] states that if
is a family of graphs of size , covered by the same universal cover
This theorem was the motivation for generalizing the definition of Ramanujan graphs to non-regular graphs. A Ramanujan graph is a graph satisfying
One should note that for a non-regular graph # it is not obvious how to calculate
. Recently Nagnibeda [10] was able to give an algorithm to calculate
The main result in this paper is , where
A straight forward calculation can verify that the function 
The above results may be used to generalize the Alon Boppana bound to irregular graphs when the graphs # 6 do not share the same universal cover. The first generalization that suggests itself is that for any sequence of graphs # 6 with average degree ' B and growing diameter,
. However, such a statement is not correct. Consider the following graph 
We prove in the appendix that . Then
Note that this is indeed a generalization of the Alon Boppana bound for regular graphs, because for any sequence of One more result we present here is an improvement upon Theorem 1 for bipartite graphs. If The rest of the paper is organized as follows. In section 2 we prove Theorem 1, which is our main result. The proof is based on the methods developed in Alon, Hoory and Linial [1] , and Hoory [5] . In section 3 we prove Theorem 3, and in section 4 we handle the bipartite case and prove Theorem 4.
The main theorem
As a warmup, we start with the regular case first. choices. Therefore
Before proceeding to the general case, we define the non-backtracking walk on a graph # . This is a walk
on the vertices of # that satisfies
To be able to formulate this concept algebraically, note that at any step of a walk one has to know only the current and previous vertices. We represent this by a directed edge (we regard each edge of the undirected graph # as two directed edges). We say that the walk is at the edge We also consider the non-backtracking random walk, where at each step the next vertex is chosen uniformly at random among the available choices. The transition matrix of this walk is:
It is easy to verify that the uniform distribution on directed edges
is a stationary distribution for this walk, i.e. 
where
is an allowed transition
2. Otherwise,
It is not difficult to see that the walks . The only reason this is not an equality, is that in the steps taken from we exclude one choice. It is analogous to the fact that in the regular case we regarded steps in which the walk is at the origin as having 
Therefore it suffices to prove a lower bound on as the probability that the procedure defined above will produce the walk £ , when we start at and choose 
We rewrite (6) as
Since for all
we can use the (weighted) arithmetic vs. geometric mean inequality to obtain
where the equality is obtained by rewriting § 
Alon Boppana
Before proving Theorem 3, we prove a lemma. 
Lemma 6. Let
Proof. As we have seen in the proof of Theorem 1,
Therefore there exists a vertex satisfying (11) .
Proof. (of Theorem 3)
Let the graph is the adjacency matrix of
where ¦ is an absolute constant.
Bipartite graphs
As before we start by proving Theorem 4 for the bi-regular case, but first we need some definitions and a Lemma.
We regard a type is odd § even
We extend these definitions to general walks on © in the obvious manner, and we define the weight of a set as the sum of the weights of its elements. ¨ a nd equip it with the probability measure § defined by (7) . We would like to obtain a lower bound on
is defined by (10) . Therefore
and by Lemma 7 
