Abstract-In this paper we investigate connected cruise control in which vehicles rely on ad hoc wireless vehicle-to-vehicle communication to control their longitudinal motion. Intermittencies and packet drops in communication channels are shown to introduce stochastic delays in the feedback loops. Sufficient conditions for almost sure stability of equilibria are derived by analyzing the mean and covariance dynamics. In addition, the concept of nσ string stability is proposed to characterize the input-output response in steady state. The stability results are summarized using stability charts in the plane of the control gains and we demonstrate that the stable regimes shrink when the sampling time or the packet drop ratio increases. The mathematical tools developed allow us to design controllers that can achieve plant stability and string stability in connected vehicle systems despite the presence of stochastically varying delays in the control loop.
I. INTRODUCTION
T RAFFIC congestion [1] and road safety [2] are increasing concerns for governments due to the increasing number of vehicles. This demands for new technologies that can improve mobility, fuel economy, and safety of intelligent transportation systems. Due to the limited perception range and large reaction time of human drivers, it is difficult for drivers to maintain smooth traffic flow in a certain density range, which often leads to congestion [3] . A solution to this problem is the development of better longitudinal controllers that can attenuate fluctuations coming from the vehicles ahead, i.e., ensure string stability [4] . This can be achieved by using adaptive cruise control (ACC) [5] - [7] that utilizes a range sensor (radar, camera, or lidar) to measure the inter-vehicle distance and the relative velocity, and actuates the vehicle to maintain a velocity-dependent distance from the vehicle ahead. A limitation of ACC is that only the motion of the vehicle immediately ahead is monitored which requires a relatively large penetration of ACC vehicles to keep the traffic flow smooth [8] , [9] . However, mainly due to the cost of range sensors, the penetration of ACC vehicles is still very low. By exploiting wireless vehicle-to-vehicle (V2V) communication technologies like dedicated short range communication (DSRC) [10] , [11] , one may construct cooperative adaptive cruise control (CACC) [12] - [16] to overcome the perception limitation of ACC systems. The idea is to create a platoon, where each vehicle monitors the motion of the preceding vehicle by a range sensor as well as the motion of a prescribed platoon leader by V2V communication. The first experimental trial integrating ACC with wireless communication dates back to the PATH program [17] in the US, which was followed by the SARTRE project [18] and the grand cooperative driving challenge [19] , [20] in Europe. CACC was shown to be able to improve traffic throughput with a high enough penetration rate [21] . However, requiring all vehicles to be equipped with range sensors and DSRC devices hinder the deployment of CACC vehicles in real traffic, while the need for a specific connectivity structure with a prescribed leader may limit modularity in the entire transportation system.
To resolve these limitations, connected cruise control (CCC) was proposed in [22] [23] which, instead of relying on a prescribed leader, exploits all the available information broadcast by multiple vehicles ahead to achieve a more accurate perception of the surrounding traffic. CCC does not require all vehicles to be equipped with range sensors and/or communication devices, but allows for human-driven vehicles in the system that may or may not broadcast their kinematic data. CCC can be used to assist the human driver, to supplement sensor based control algorithms, or to automatically control the longitudinal motion of the vehicle. Thus, one may incorporate vehicles of different levels of autonomy (from human driven to fully autonomous) in the traffic flow and improve the systemlevel performance while preserving modularity.
However, relying on wireless communication when controlling the motion of vehicles brings some challenges. In order to avoid channel congestion as the number of communicating vehicles increases, data cannot be exchanged too frequently. In particular, the data exchanging rate is 10 Hz for basic safety messages according to the current DSRC standards [11] . This, combined with digital control, leads to periodically varying time delays in the control loop [24] , [25] . Moreover, the delay may increase further due to packet losses in a random manner 1524-9050 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. [26] . In [27] digital effects were taken into account and necessary conditions of stability were provided based on the mean dynamics while assuming delays of equal probability. (Here, the mean dynamics refer to the time evolution of the expected value of the state.) In [28] a continuous time approximation was taken and sufficient conditions of stability were provided while taking into account the uncertainties in the delays. However, the stochastic processes describing the delay variations have not yet been incorporated in the control loop and string stability has not yet been characterized in the presence of stochastically varying time delays. In this paper we target these challenging problems.
Evaluating the response of dynamic systems subject to stochastic delay variations depends on how convergence and stability are defined. In engineering applications we are particularly interested in conditions that ensure almost sure stability since it allows for the design of controllers that ensure convergence of almost all trajectories despite having stochastic delay variations in the control loop. While Lyapunov stability theorems are often used to obtain stability conditions for continuous and discrete time systems [29] - [32] , these typically lead to very conservative stability conditions. However, for discrete-time linear systems with stochastic delays the second moment dynamics may be analyzed [33] - [36] to ensure almost sure stability. Here we consider this approach to analyze the stability of the equilibrium, often referred to as plant stability, in connected vehicle systems.
On the other hand, no mathematical tools exist that can ensure the desired frequency response under stochastic delay variations. This is needed to evaluate disturbance attenuation about the equilibrium and often referred to as string stability connected vehicle systems. To handle this problem we analyze the covariance dynamics and establish the concept of nσ string stability. This allows us to design controllers that can ensure attenuation of perturbations despite stochastically varying time delays. We demonstrate the developed mathematical techniques on a simplified vehicle model regulated by a simple controller while using a Bernoulli process to describe the delay variation. Nevertheless, our method can be applied when considering higher fidelity vehicle models, more sophisticated controllers, and different stochastic processes.
The layout of this paper is as follows. Some preliminaries are provided in Section II regarding the Kronecker product formulation and definitions for stability of stochastic systems. In Section III we provide a dynamic model to describe stochastic delay variations and present the connected cruise controller used in the rest of the paper. In Section IV we assume a simplified delay evolution and use the dynamics of the mean to derive necessary conditions of plant stability and string stability. We also determine the covariance dynamics and derive sufficient conditions for plant stability and nσ string stability. The stability results are presented in a concise manner using stability diagrams on the plane of gain parameters for different values of packet delivery ratio and sampling time. In Section V we present the results subject to the true delay dynamics while in Section VI numerical simulations are used to demonstrate the implications of the stability charts at the nonlinear level. Finally, conclusions are drawn and future research directions are laid out in Section VII.
II. PRELIMINARIES
In this section we define the notation and state some theorems regarding stability of stochastic systems used in the rest of the paper.
A. Kronecker Product and vec Operator
In this paper, we use the Kronecker product and vectorization of matrices when expressing the dynamics of the k-th moment of vector-valued quantities. We recall the following definitions and theorems from [37] .
inserts the columns of the matrix below each other. Theorem 1: For matrices A ∈ R m×n , B ∈ R n×l , C ∈ R p×q , and D ∈ R q×r , we have
where ⊗ denotes Kronecker product.
Theorem 2: For any three matrices A, B and C for which the matrix product ABC is defined, we can write
Definition 2: For a random variable X ∈ R n , the mean and second moment are defined as E[X] ∈ R n and E[XX T ] ∈ R n×n , where E denotes the expected value. Similarly, the second central moment or covariance matrix is defined as
T ] ∈ R n×n . Using Definition 1 and Theorem 2, one may show that
B. Stochastic Stability
There are many different types of stochastic stability defined in the literature, and their relationships and properties can be found in [38] - [42] . Here we are only interested in certain notions of stochastic stability and we will develop theorems using the following definitions.
Definition 3: A random sequence {X(k) ∈ R n } +∞ k=0 converges to X * almost surely if
If sequences generated by a stochastic dynamical system converge to X * almost surely, then the solution X(k) ≡ X * is almost surely asymptotically stable.
Note that almost sure convergence is also called convergence with probability one.
If sequences generated by a stochastic dynamical system converge to X * in the p-th moment, then the solution X(k) ≡ X * is asymptotically stable in the p-th moment. It can be shown that stability in the second moment implies stability in the first moment (often called mean stability). In general there is no relationship between almost sure stability and moment stability but based on [43] (Theorem 8 in Chapter 8) we can state the following theorem.
Theorem 3: For the discrete-time linear stochastic system X(k + 1) = A(k)X(k), where A(k) are mutually independently identically distributed matrices, asymptotic stability in the second moment implies almost sure asymptotic stability.
In the following sections we will investigate the covariance dynamics so we state the following theorem.
Theorem 4: For a discrete-time stochastic system, the second moment 
The proof can be constructed by exploiting the relationship between the mean, the second moment and the covariance; see Definition 2. Also, using the definitions and theorems above we can state the following theorem.
Theorem 5: For the discrete-time linear stochastic system X(k + 1) = A(k)X(k), where A(k) are mutually independently identically distributed matrices, if the system is stable in the first moment, then asymptotic stability in covariance implies asymptotic stability in the second moment and almost sure asymptotic stability.
III. CONNECTED CRUISE CONTROL WITH STOCHASTIC DELAYS
In this section we present our connected cruise control design while incorporating stochastic delay variations in the communication links. Fig. 1 shows a vehicle chain where each vehicle is using the information received from the car immediately ahead. This can be viewed as the concatenation of leader-follower pairs. We consider a nonlinear controller that acts on the intervehicle distance h (called distance headway), the leader's velocity v L , and the vehicle's own velocity v. We assume that the distance headway can be calculated from GPS coordinates of the vehicle with adequate accuracy. For simplicity, we assume that the clocks of the leader and follower are synchronized. This assumption may not hold in real DSRC networks and may lead to a change of the time delays. However, as will be shown below, delays vary more due to packet drops than due to asynchrony of the clocks, so we focus on the former effects in this paper.
We assume that the leader broadcasts its kinematic information intermittently with the sampling time Δt, which results in the time mesh t k = kΔt for k = 0, 1, 2, . . .; see Fig. 2(a) . According to the IEEE802.11p protocol, the sender is unaware whether a broadcasted packet has been successfully delivered and no packets are resent. We assume that at time instant t k , previous τ (k) − 1 packets have been dropped consecutively. Thus, the last packet successfully received was at time instant t k−τ (k) . The controller outputs a command based on this information at t k−τ (k)+1 that is kept constant until t k+1 using a zero-order hold (ZOH), since no new packet is delivered successfully until t k ; see Fig. 2(b) . We assume that the packet drop dynamics is governed by a stochastic process, that is, the digitally controlled system is forced by piecewise constant inputs of stochastically varying length.
The methods developed below can be applied to any carfollowing model subject to digital control under any (stationary) stochastic process describing the packet drop dynamics. However, in order to make the problem tractable we assume that the parameters of the stochastic process (e.g., packet delivery ratio) are constant (or vary much slower than the vehicle dynamics). In reality such assumptions may not hold as the state of vehicles (speed and distance) as well as the environment (geography, buildings, weather) may influence the packet drop dynamics. Studying such effects requires real data [44] and is left for future research.
To further simplify the matter we model the packet drop dynamics using Bernoulli trials [45] . That is, the time evolution of τ (k) can be formulated as
According to the Bernoulli process we assume that the successful delivery of a packet is independent of whether other packets are delivered and we denote the packet delivery ratio by p. To avoid infinitely long delays, we also assume that the maximum of τ (k) is N , i.e., τ (k + 1) = 1 if τ (k) = N . This yields the probability density function (PDF)
where δ( * ) denotes the Dirac delta function, and the w r − s are defined as (10), (11).
(e) Corresponding delays in the discrete-time system (15).
We remark that N is chosen such that
r=1 w r ≥p holds wherep is the critical cumulative delivery ratio. For example, considering p = 0.6 and settingp = 0.99, the maximum value is N = 6. These assumptions are confirmed by the experimental results in [46] .
Notice that even though the probability distribution of τ (k + 1) is not independent of τ (k), i.e., (7) describes a non-Markovian stochastic process, the probability distributions are still identically geometrically distributed for each discrete time k. In Section IV we will simplify the analysis by using the distribution (8), (9) while substituting the non-Markovian stochastic process (7) with a Markovian one. In Section V we will return to the original problem and demonstrate that the mathematical tools developed can be extended to a general stationary stochastic process. Finally, we emphasize that while the packet drop dynamics are described in discrete time due to the intermittent communication, the dynamics of the vehicles still evolve in continuous time; see Fig. 2 (c). The corresponding effective delay increases from τ (k)Δt to (τ (k) + 1)Δt linearly during each sampling interval, as shown in Fig. 2 
(d).
As mentioned above, vehicle models of different levels of fidelity and controllers of different levels of complexity may be considered. For simplicity we consider zero inclination and omit the rolling resistance and air drag effects in the physicsbased model [23] , which leads to the simplified dynamicṡ
for t ∈ [t k , t k+1 ). Moreover, we choose a simple nonlinear controller
that was constucted in [47] . This is a generalization of the linear controller that is widely used in the literature [12] , [15] , [48] . The range policy V (h) gives the desired velocity as a function of the distance headway h, and it is • continuous and monotonously increasing (the more sparse traffic is, the faster the vehicle intends to run); • zero for h ≤ h st (vehicles intend to stop within a safety distance); • maximal for h ≥ h go (vehicles want to travel fast in sparse traffic-often called free flow).
Here we choose the continuously differentiable range policy (12) shown in Fig. 3(a) . Moreover, the saturation function (10), (11) possesses the equilibrium
Our goal is to design the control gains K p , K v to ensure that the system can reach this equilibrium (i.e., plant stability is satisfied) and also attenuate perturbations introduced by the leader (i.e., string stability holds) in the presence of stochastic communication delays.
A. Discretization and Linearization
Solving the differential equation (10), (11) with input v L (t) along the time interval t ∈ [t k , t k+1 ), one may derive the discrete-time nonlinear map. Following the process in Appendix A, we obtain:
where τ (k) plays the role of a discrete stochastic delay; see Fig. 2 
(e). Note that (15) is a nonlinear stochastic difference equation since the stochasticity in τ (k) leads to stochasticity in h(k) and v(k).
In order to characterize the stochastic dynamics one may derive deterministic equations that describe the time evolution of the moments. However, for a nonlinear system the time evolution of the lower moments are influenced by the higher moments and "moment closure" may not be achieved in general. To simplify the matter, we first linearize the stochastic system (15) and then derive the equations describing time evolution of the first and second moments. In this case the dynamics of the first moment is self contained while the dynamics of the second moment is driven by that of the first moment. In order to linearize (15) about the equilibrium (14),
Moreover, Fourier's theory states that periodic signals can be represented as a countable sum of sines and cosines, which can also be extended to absolutely integrable non-periodic signals using Fourier transform. Henceforth, we assume sinusoidal variations of the leader's velocity, i.e.,
By defining the state, the input and the output as
the linearization of (15) becomes
with matrices
where
e l s e w h e r e (21) cf. (12) . Notice that the scalar sinusoidal input (16) that drives the continuous-time system (10), (11) results in the vectorvalued input (17) for the discrete-time system (19) , although the two inputs are not independent. Also, notice that the input satisfies
Defining the augmented state, the input and the output as
. . .
respectively, (19) can be written as
for r = 1, . . . , N; cf. (20) . Here, δ sr denotes the Kronecker delta, while I ∈ R 2×2 and 0 ∈ R 2×2 denote the identity and zero matrices, respectively. Also we have
IV. MEAN AND COVARIANCE DYNAMICS-IID APPROXIMATION
In order to find the stability condition, the mean, the second moment, and the covariance dynamics shall be derived. In (25) , A τ (k) depends on A τ (k−1) according to (7) , which is also the case for B τ (k) and B τ (k−1) , implying that (25) describes a nonMarkovian stochastic process. In order to simplify the analysis, instead of using (7) we assume that τ (k)-s are independently identically distributed (IID) while still keeping the probability density function (8), (9) which results in Markovian dynamics. In Section V, we will demonstrate that this gives a good approximation of the true stability.
With the IID assumption of τ (k), one can obtain the joint PDF of A τ (k) and B τ (k) from (8) as
From this, the marginal PDF-s of A τ (k) and B τ (k) can be obtained as
respectively. Notice that A τ (k) and X(k) are mutually independent, which is also the case for B τ (k) and X(k). Let us define the deterministic variables
By taking expectations of both sides in (25) and using independency between state variables and the PDF-s (29), one can derive the mean dynamics
where the matrices arē
Notice that the mean dynamics (30)- (32) can be rewritten for the mean of the variables used in (19) as a deterministic distributed delay difference equation with delay distribution (8), i.e.,x
wherex
Let us define the second momentŝ
By taking expectations and using independency between variables and the PDF-s (28), (29), one can obtain the second moment dynamicŝ
Moreover, the covariance can be defined as
and it can be shown that
Thus, using (31) and (36), one can obtain the covariance dynamics 
cf. (31), (32) . The time evolutions of the mean and the covariance are described by the nonlinear system (31), (39) so that (39) is driven by (31) .
A. Plant Stability
Plant stability is achieved when the follower's velocity asymptotically approaches a constant reference velocity dictated by the leader. In other words, the system is plant unstable if the follower's velocity diverges in an oscillatory or non-oscillatory way when the leader's velocity is set to be constant. To test plant stability, we set v amp L = 0 in (16) and (18) or u(k) = 0 in (17) . First, we investigate the plant stability of the mean dynamics (31) , which means the mean value of the follower's velocity approaches the leader's velocity. Then we study the plant stability of the second moment dynamics (36) [or equivalently the covariance dynamics (39)], which means that the variance of the follower's velocity converges to zero. The plant stability for the mean dynamics is a necessary condition for the plant stability of the stochastic system (25) . On the other hand, the plant stability of the second moment dynamics (36) [or the covariance dynamics (39)] provides a sufficient condition for the (almost sure) plant stability of the stochastic system (25) according to Theorem 5. For plant stability of the mean dynamicsX(k + 1) = AX(k) (cf. (31) with U (k) = 0), all the eigenvalues z ∈ C of the matrixĀ must lie within the unit circle in the complex plane. These eigenvalues are given by the characteristic equation
whereĪ ∈ R 2(N +1)×2(N +1) is the identity matrix. There are three different ways in which the system can lose stability [49] : (i) One real eigenvalue crosses the unit circle at 1, which corresponds to non-oscillatory divergence of the solution; (ii) One real eigenvalue crosses the unit circle at −1, which corresponds to oscillatory divergence of the solutions with (the highest possible) angular frequency π/Δt allowed by the discrete time steps; (iii) A pair of complex conjugate eigenvalues crosses the unit circle at e ±jθ , θ ∈ (0, π), which corresponds to oscillatory divergence of the solutions with angular frequency θ/Δt ∈ (0, π/Δt). By substituting the critical eigenvalue(s) into the characteristic equation (41), one can obtain the stability boundaries represented in the parameter space (K p , K v , v * , w, Δt), where w denotes all the w r -s for r = 1, . . . , N in (9). In case (iii), one needs to separate the real and imaginary parts and equate both of them to zero to obtain the stability boundary parameterized by θ.
While explicit solutions for parametric curves are difficult to obtain analytically, the boundaries can be found via a bisection method combined with continuation [50] . First, a trust region is created in the parameter space (e.g., in the (K v , K p )-plane) and a mesh grid is generated inside it. By checking the stability criterion at each grid point, we divide the trust region into stable and unstable regions that are separated by coarse boundaries. Then, bisection is used to refine the boundaries. Finally, interpolation-correction procedure can be applied repeatedly to further smooth the stability boundaries until the required accuracy and smoothness are achieved. The advantage of this method is that it works for a wide variety of problems, including non-smooth boundaries and non-convex stability domains.
Theorem 4 implies that stability of the second moment dynamics and the stability of the covariance dynamics are equivalent when the mean dynamics are stable. Consequently, only the plant stability for the second moment dynamics is discussed here. Similar to the mean dynamics, to ensure plant stability of the second moment dynamicsX(k + 1) =ĀX(k) [cf. (36) with U (k) = 0 andĀ as defined in (40)], all the eigenvalues z ∈ C of the matrixĀ must lie within the unit circle in the complex plane. These eigenvalues are given by the characteristic equation
2 is the identity matrix. The corresponding stability boundaries can be obtained as explained above for the three different kinds of stability losses. Fig. 4(a) shows the plant stability diagram in the (12), (14)], which will be kept the same throughout the whole paper. Here, we also consider the packet delivery ratio p = 0.8 and the sampling time Δt = 0.1 [s] . For the mean dynamics (31), the horizontal red line and the red curve correspond to the critical cases (i) and (iii), respectively. The oscillation frequency is zero along the horizontal red line while the frequency θ/Δt increases monotonously along the red curve, that is, the further we are from the origin (along the curve), the higher the frequency of the arising oscillations is. The region enclosed by these curves, i.e., the union of the red and purple shaded regions, is the mean plant stable region. For the second moment dynamics (36), the purple horizontal line and purple curve both correspond to the critical case (i). The purple shaded region enclosed by these two curves is the second moment plant stable region. In this case the oscillation frequency is zero along the horizontal purple line as well as along the purple curve, implying that the covariance can only lose plant stability via non-oscillatory divergence.
The root loci for the points A-D marked in Fig. 4 (a) are plotted in Fig. 4(b) -(e). Blue stars indicate the roots of (41) for the mean while red crosses indicate the roots of (42) for the second moment. In case A, there are two eigenvalues located outside the unit circle for the mean dynamics and four for the second moment dynamics. As K p decreases, the eigenvalues of the mean dynamics move inside the unit circle while there is still one eigenvalue outside the unit circle for the second moment dynamics, as shown in case B. Decreasing K p further, the eigenvalues of the second moment dynamics also move inside the unit circle as shown in case C and the system becomes stable. Decreasing K p even further, a pair of complex conjugate eigenvalues "meet" at the real axis for the mean dynamics and then they split into two real eigenvalues. One of them crosses the unit circle at 1 and moves outside as shown in Case D. Meanwhile, an eigenvalue for the second moment dynamics also moves outside the unit circle at 1.
B. String Stability
String stability is achieved when the follower is capable of attenuating the fluctuations of the leader's velocity. For deterministic linear systems string stability is equivalent to the attenuation of sinusoidal signals at all frequencies, which can be evaluated using transfer functions [27] , [51] . However, an equivalent notion of string stability does not exist for stochastic systems. One may use the mean dynamics (31) to characterize string stability as this provides a necessary condition for the string stability of the stochastic system (25) . However, this may still allow a large fraction of trajectories to be string unstable.
To resolve this issues we use the covariance dynamics (39) to establish the concept of nσ string stability. This guarantees that all trajectories within a neighborhood of radius n times the standard deviation about the mean are string stable (i.e., the amplification ratio is less than 1 for trajectories within this set). This characterization allows us to design controllers that are robust against stochastic delay variations to a given degree.
We consider the periodic inputṽ L (t) given in (16) and the outputṽ(t). After discretizing time [cf. (17) , (19)], we obtain two discrete inputsṽ L (k) andṽ ⊥ L (k), and one discrete output v(k). However, the inputs are not linearly independent, so their effect has to be summed up.
To evaluate the string stability of the mean dynamics, we apply Z transform to (31) , to obtain the transfer function between the input U (k) and the outputȲ (k) as
To simplify the notations,γ 1 andγ 2 will be used in lieu of γ 1 (e jωΔt ) andγ 2 (e jωΔt ), respectively. In linear time invariant systems, the steady state output ofȲ (k) can be expressed as the summation of the contribution of each individual input. By applying trigonometric identities and Euler's formula, the steady state output can be written as
where the amplification ratio and phase lag are given bȳ
respectively, and * denotes the complex conjugate. Thus
wherē
The condition for mean string stability is given by
yielding the string stability boundaries
for the critical excitation frequencyω cr > 0, where prime denotes differentiation with respect to ω. Note thatM also depends on the parameters (K p , K v , w, v * , Δt). Similarly to the plant stability boundaries, the parametric string stability boundary (50) cannot be obtained analytically but can be found using the bisection method. Finally, one may show thatM (0) = 1,M (0) = 0 always hold. Therefore, string stability requires M (0) < 0 and the corresponding boundary is given bȳ
Equation (39) describing covariance dynamics is nonlinear and also contains terms driven by the mean dynamics (31) . For determining nσ string stability only the steady state dynamics of the mean and the covariance are needed, but the covariance dynamics (39) do not provide a direct input-output relationship like the mean dynamics (31) do. To simplify the analysis, we assume that the mean dynamics are plant stable and already at steady state. In this case, the steady state response shares the same form with the input, i.e., it is a sinusoidal signal. Thus, at steady state, one can assumē
Substituting this into the mean dynamics (31) and using the property (22) , one can get
which can be rewritten into the form
with the help of property (2) . We remark that Q can also be obtained by using transfer functions, cf. (43), (44) . Substituting equation (52) into (39) yields the simplified covariance dynamicsX
whereŪ
andĀ andC are given by (40) , whilē
By substituting the input (17) into (56), one may notice that the inputŪ (k) can be separated into a constant part and a harmonic excitation part, i.e.,
According to superposition principle, the particular solution of the linear system (55) is the sum of particular solutionȲ 0 tō U 0 and particular solutionȲ 1 (k) toŪ 1 (k). For inputŪ 0 , the response of the system (55) is given bȳ
ForŪ 1 (k), similar to mean dynamics, taking the Z-transform of (55) and summing the contributions of each individual inputs of u 1 (k) in (60). Thus, we obtain the corresponding steady state output
whereΓ
(65)
Therefore, the superposition principle yields that the steady state response to (58) is
Recall thatȲ
2 ∈ R and define
respectively, as the mean and variance ofṽ(k) at steady state. Note that the varianceȲ (k) is non-negative, and thus, (67) impliesM 0 (ω) ≥M 1 (ω).
From Chebyshev's inequality [52] , we know that the probability ofṽ(k) being outside the window [μ − nσ, μ + nσ], n ∈ R + is rather small when n ≥ 1. Therefore, using (44) and (67), we calculate
which is a periodic function with period T = 2π/ωΔt. Thus, the total amplification ratio becomes
Definition 5: The system is said to be nσ string stable if the amplitude of the inputṽ L (k) is attenuated such that |μ ± nσ| < v amp L , i.e., the oscillations are constrained in the interval
Henceforth, the condition for nσ string stability is given by
and the corresponding boundaries can be found by bisection. Note that when n = 0, the nσ string stability gives the mean string stability. Fig. 5(a) shows the nσ string stability diagram in the (K v , K p )-plane for packet delivery ratio p = 0.8 and sampling time Δt = 0.1 [s] for different values of n. The green curve and the green straight lines correspond to the mean string stability boundaries (50) and (51), respectively. The union of the green and blue shaded regions enclosed by these curves is the mean string stable region. The blue curves correspond to the nσ string stability boundaries for n = 1, 2, 3, respectively. The blue shaded region corresponds to the 1σ string stable region. For the mean dynamics, the critical frequencyω cr is zero along the straight lines but positive along the curve, and similar behavior occurs for the covariance dynamics.
The amplification ratios for the mean and covariance dynamics are plotted in Fig. 5(b) -(e) for n = 1 corresponding to the points E-H marked in Fig. 5(a) . In case E, the system is mean string unstable for 0 < ω <ω and 1σ string unstable for 0 < ω <ω, but string stable in both sense for larger frequencies. As K v is increased, the amplification ratios (45), (70) go below 1 for all frequencies, leading to mean string stability and nσ string stability as shown in case F. However, as K v is increased further, another peak of the amplification ratio (70) arises, resulting in the system being 1σ string unstable in the frequency domain ω < ω <ω as shown in case G. As K v is increased , and IID delay assumption. Green and blue curves correspond to changes in mean string stability and nσ string stability, respectively. Green shaded and blue shaded regions correspond to mean string stable and 1σ string stable regions, respectively. (b)-(e) Blue and red curves represent the amplification ratios (45) and (70) for n = 1 as functions of the excitation frequency ω corresponding to the points E-H marked in (a). even further, a similar peak of the mean amplification ratio (45) appears, and the system becomes mean string unstable for ω < ω <ω. Fig. 6 shows the stability charts in the (K v , K p )-plane for different values of the packet delivery ratio p and sampling time Δt. The inlets show the probability distribution of the discrete stochastic delay given by (8) . The same color scheme is used as in Figs. 4(a) and 5(a) . The mean string stable domains and the 1σ string stable domains are embedded in the corresponding plant stable regions. We remark that there are some other string stable domains outside the plant stable domain which are not shown here. For plant stability, both the mean and covariance plant stable domains shrink as the packet delivery ratio p decreases and as sampling time Δt increases. Similar behavior can be observed for the mean string stable and 1σ string stable domains. When exceeding critical values, the string stable domains disappear, in which case there exist no gain combinations that can maintain string stability. Table I shows the approximate critical packet delivery ratio p cr for different sampling time Δt. 
C. Stability Charts

V. REAL STOCHASTIC DELAY DYNAMICS
So far the stability condition for the stochastic system (25) have been derived while having the simplifying assumption of IID delay variations. However, as mentioned above, considering the stochastic delay dynamics (7), the system (25) describes a non-Markovian stochastic process, since A τ (k) and B τ (k) depends on A τ (k−1) and B τ (k−1) . To handle this problem, here we select a subsequence from the dynamics (25) such that the new stochastic variable is IID and the resulting dynamics are described by a Markovian stochastic process. Then we apply the tools developed in Section IV to analyze the dynamics.
Let us consider the subsequence of states X(k l ), inputs U (k l ) and outputs Y (k l ) at time instants k l where τ (k l ) = 1, cf. Fig. 7(a) , that is, where new packets are delivered successfully, and denote them
Also, defineτ (l) = τ (k l − 1), cf. Fig. 7(c) , which is the maximum delay in the time interval
. This construction implies thatτ (l)-s are independently, identically distributed with the probability distribution function
where w r is given by (9) . The counter k l and the delayτ (l) are shown in Fig. 7(b) and (c), respectively. Using system dynamics (25) recursively between k l and k l+1 and exploiting the input property (22), we can obtaiñ
Here,Ãτ (l) are independently, identically distributed, which is also the case forBτ (l) , meaning that system (74) describes a discrete-time Markov process and stability in the second moment implies almost sure stability, cf. Theorem 5. Also, for Aτ (l) andBτ (l) , the joint PDF and the marginal PDF-s have the same form as (28) and (29), respectively. Finally, notice that Aτ (l) andX(l) are mutually independent, which is also the case forBτ (l) andX(l). Now we can state that the stochastic system (25) subject to stochastic delays described by (7) is stable if and only if system (74) subject to (73) is stable in the same sense. This is because there are finitely many jumps between time instants l and (l + 1), since (k l+1 − k l ) ≤ N and because during each jump, the matrix A r has a finite norm for any r ∈ {1, 2, . . . , N}. Thus, the stability of the subsequence (at time instants k l ) ensures the stability of the whole sequence (at time instants k). Henceforth, the stability of the system (74) gives us the same stability as the original system. Following the same method as in Section IV, one can obtain the mean dynamics:
by redefining the state and output as
and the matrices as
cf. (30)- (32) . Also, the covariance dynamics under the assumption that the mean is in steady state is given bȳ where the states are defined as
the matrices are given bȳ
andQ is the solution ofĀQ
cf. (38) , (40), (53), (55)- (57). Following the same method as in Section IV-A, one can obtain the mean and covariance plant stability boundaries based on the characteristic equations (41) and (42), whereĀ andĀ are given by (78) and (81), respectively. Fig. 8(a) shows the plant stability diagram in the (K v , K p )-plane for the mean and covariance dynamics. The same color scheme is used as in Fig. 4(a) . The stability domains in Fig. 8(a) are similar to those in Fig. 4(a) except that the size difference between the mean and covariance plant stable domains is larger. The root loci for points marked A-D in Fig. 8(a) are plotted in Fig. 8(b) -(e). Note that the locations of these points are the same as in Fig. 4(a) . Comparing the corresponding panels in Figs. 4 and 8 , one may notice that there are more zero eigenvalues in the second case, which is caused by the singularities inĀ and A given in (78) and (81) coming from the singularity ofÃ r -s in (75).
Similarly, following the same method as in Section IV-B, the mean and covariance string stability boundaries can be obtained based on the amplification ratios (45) , (70), where (Ā,B,C) and (Ā,B,C) are given in (78) and (81). Fig. 9(a) shows the nσ string stability diagram in the (K v , K p )-plane, using the same color scheme as in Fig. 5(a) . One may notice that the mean string stable domain is larger in Fig. 9(a) , but the domain shrinks much faster as the value of n increases. In particular, the nσ string stable domain disappears for n = 3 whereas it is still present in Fig. 5(a) . This justifies that considering the correct stochastic delay dynamics is important. The amplification ratios for the mean and covariance dynamics are plotted in Fig. 9(b) -(e) corresponding to the points E-H marked in Fig. 9(a) that are at the same locations as those in Fig. 5(a) . The curves look qualitatively similar to those in Fig. 5 , except the height difference between the mean and the second moment amplification ratio curves. Fig. 10 shows the stability charts in the (K v , K p )-plane for different values of the packet delivery ratio p and sampling time Δt. The same notations are used as in Fig. 6 . The mean string stable domains and the 1σ string stable domain are embedded in the corresponding plant stable regions. In general, they look similar to those in Fig. 6 , but one may also notice some , without IID delay assumption. The same color scheme is used in Fig. 5(a). (b) -(e) Blue and red curves represent the amplification ratios (45) and (70) for n = 1, respectively, as functions of the excitation frequency ω corresponding to the points E-H in (a).
differences. On one hand, the differences between mean plant stable domains and the covariance plant stable domains become larger compared to Fig. 6 , and this also holds for the differences between the mean string stable domains and 1σ string stable domains. Moreover, the covariance stability domains shrink faster in Fig. 10 than in Fig. 6 . Finally, there is an intersection between covariance plant stable domain and mean string stable domain in panel (e). These differences again justify that considering the correct stochastic delay dynamics is important.
In Section III, the geometric distribution was truncated with the maximum delay N based on a critical cumulative packet delivery ratio. To validate this truncation, stability diagrams for different N -s in the same parameter space can be compared to check whether the results converge to a certain limit as N increases. Our results show that for realistic values of the packet delivery ratio, the stability domains converge so fast that there is almost no difference between plant stability boundaries for N = 3 and N ≥ 4, and between string stability boundaries for N = 6 and N ≥ 7. This justifies our truncation method and validates our stability analysis for large N .
VI. SIMULATIONS
In this section, we use numerical simulation to demonstrate the stability results generated above for the real stochastic delay dynamics discussed in Section V. We show that the conditions of linear plant and string stability obtained above can give a guidance when selecting control gains to achieve desired behavior. Fig. 11 shows the mean and 1σ window of 1000 numerical simulations for the linear stochastic system (19) on the left and for the nonlinear stochastic system (15) on the right, subject to the inputs (16) . Cases A-D correspond to the cases in Fig. 8 . In case A, there are eigenvalues located outside the unit circle for the mean and covariance dynamics, and simulation results show that both the mean and variance of the velocity diverge in an oscillatory way. As K p decreases, the mean dynamics become stable while the variance still diverges as shown in case B. Decreasing K p more, the covariance dynamics are also stabilized as shown in case C, and both the mean and the variance converge to the equilibrium. Decreasing K p even further, both the mean and the variance lose stability in a non-oscillatory way corresponding to the positive real roots outside the unit circle.
The linear system and nonlinear system show similar behavior in terms of plant stability, implying that the linear system can predict the stability of the nonlinear system in the neighborhood of the equilibrium. However, the linear system diverges faster than the nonlinear system, since the nonlinear system has some saturations that prevent the system from diverging to infinity. Most importantly, in case C, one can observe that (19) and nonlinear system (15) the mean of the follower's velocity converges to the leader's velocity while the 1σ window converges to the mean, yielding that the variance converges to zero. Thus, the system in case C is almost surely stable even though it is subject to stochastic delay variations, which is our ultimate goal when designing a controller for a stochastic system. Fig. 12 shows the mean and 1σ window of 1000 numerical simulations for the linear stochastic system (19) on the left and for the nonlinear stochastic system (15) on the right, subject to sinusoidal input (16) with v amp L = 5 [m/s]. Cases E-H correspond to the cases in Fig. 9 . In case E, the system is mean string unstable and 1σ string unstable for lower frequencies. The corresponding simulations show that amplification indeed happens for excitation frequency ω = 2 [rad/s]. As K v is increased, the system becomes both mean string stable and 1σ string stable as shown in case F, and the amplitude of the sinusoidal input is attenuated for the mean as well as for the 1σ window. However, as K v is increased further, the system becomes 1σ string unstable for higher frequencies as shown in case G. The corresponding simulations show amplification in the 1σ window but attenuation in the mean for the sinusoidal input with excitation frequency ω = 6 [rad/s]. As K v is increased even further, the system becomes string unstable both in terms of mean and covariance dynamics at higher frequencies and the corresponding simulations show amplification both in the mean and in the 1σ window as depicted in case H.
One may notice that there is not too much difference between the simulations of linear stochastic system and nonlinear stochastic systems, which again validates the use of the linearized system to test string stability. For larger variations, some discrepancies appear between them due to the saturation in the nonlinear stochastic system. Furthermore, corresponding to the stochastic nature of packet drops, simulations show amplitude variations which are "not uniformly" string unstable. We emphasize that in case F we achieve our design goal since we achieve string stability for a system subject to stochastic delay variations. Finally, we remark that in some cases simulations show string stable behavior where analytical results predict high frequency (ω ≥ 6 [rad/s]) string instability. This is because high frequency signals are filtered by the low sampling rates (Δt ≥ 0 .1 [s] ). Investigating such effects is left for future research.
VII. CONCLUSION
In this paper, the effects of stochastic delays on the dynamics of connected vehicles were studied by analyzing both the mean and covariance dynamics. Plant stability and nσ string stability conditions were derived and it was shown that almost sure plant stability and nσ string stability could be achieved up to a certain level of stochastic delay variations. We also demonstrated that the stability domains shrink when the packet drop ratio or the sampling time increases and above a critical limit string stability cannot be achieved by any gain combinations. This gives requirements for the sampling frequency and reliability of DSRC devices.
In the future we will pursue multiple research directions based on the results obtained in this paper. First of all, to fully exploit the advantages of CCC we will include information from vehicles beyond the line of sight [51] and will include information that is not attainable by range sensors (like acceleration) [22] . Moreover, we will consider higher fidelity vehicle models [23] and more sophisticated controllers [53] . Moreover, we will examine the Safety Pilot data [44] in order to extract the packet drop dynamics in real DSRC networks. Finally, we are planning to build a scaled experimental test bed that allows us to realize the controllers in practice.
APPENDIX
A D eriva tio n o f E q u a tio n ( 1 5 )
By noticing that in the time interval t ∈ [t k , t k+1 ), u(t k−τ (k) ) is a constant, one can solve the differential equation (10) directly with initial values h(t k ), v(t k ) given at time instant t k , which results in
Then by calculating the values at time instant t = t k+1 and substituting u(t k−τ (k) ) using (11), one can get the nonlinear map (15) .
