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Abstract
The up-to-date development of computer technology has enabled wider use of three-dimensional
computer graphics (3D CG) in creating chinemas and computer games. While in the past 3D
CGs were manually created by creators from scratch, methods of measuring images and depth
information with sensors and estimating shapes of people and objects have become used widely
in recent years. Similar techniques are also applied to various problems in other fields such
as terrain surveying and pose estimation of mobile robots. In addition to such applications for
high-end users, recently, there are increasing demands for consumer-oriented applications, as
good-quality images can be easily acquired with smartphones. An example is augmented re-
ality (AR) that superimposes the image of a virtual object created by CG on real images. It is
expected that display of additional information on the image of a real scene improves the us-
ability and widening of playing range etc. In such AR applications, it is necessary to calculate
the relative pose between the camera and the target object from its acquired images. Although
in some of these applications, depth sensors are mainly used to obtain geometric information, it
is possible to compute camera poses and shapes of target objects only from images captured by
a camera. In the field of computer vision, this problem is referred to as structure from motion
(SfM), which has been studied for many years as a major research subject in the field.
The fundamental theory of SfM has been well established owing to a large amount of previ-
ous studies, some of which has also been used in practice. However, SfM has not been fully
used to solve problems to which it can potentially be applied. There are many cases where
computational pipeline of SfM fails due to lack of proper modeling of imaging systems. Thus,
existing methods and systems can work properly in a laboratory environment but often cannot
in real-world environments. Solving this problem is indispensable for expanding the application
range of SfM.
i
Methods for SfM can be roughly classified into two categories. One is the feature-based
methods, which first extract features such as points from images and then use them to compute
geometry. The other is the direct methods, which solve the optimization problem ’directly’
using the images in particular image brigntness of each individual pixel. As the advantages
and disadvantages of these two classes of methods are complementary, there are appropriate
problem settings for each. In this research, we aim to develop methods to deal with various
problems that are obstacles to expand the application range of SfM by using the advantages of
the feature-based methods and direct methods separately.
In this thesis, we first focus on the problem of rolling shutter (RS) in feature point based SfM.
Employing an RS camera model with linearized pure rotation, we show that the RS distortion
can be approximately expressed by two internal parameters of an “imaginary” camera plus one-
parameter nonlinear transformation similar to lens distortion. We then reformulate the problem
as self-calibration of the imaginary camera, in which its skew and aspect ratio are unknown
and varying in the image sequence. In the formulation, we derive a general representation of
CMSs. We also show that our method can explain the CMS that was recently reported in the
literature, and then present a new remedy to deal with the degeneracy. Our theoretical results
agree well with experimental results; it explains degeneracies observed when we employ naive
bundle adjustment, and how they are resolved by our method.
We next consider a direct method for tracking a planar surface in the scene, which can be
used as a building-block of SfM. We show that eective degradation of image resolution will
deteriorate the performance of tracking algorithms. This eective degradation of image reso-
lution means that, when the size of the image region corresponding to the target planar surface
becomes small in some cases, such as the plane moves to a distant location or the orientation
of the plane has a very oblique angle toward the direction of the camera, the resolution of the
obtained image will be seriously degraded. In these cases, the tracking performance deteriorates
for feature-based methods as well as for appearance-based methods. Already, it is pointed out
that there are several factors making tracking accuracy reduced, such as illumination changes
and motion blurs for them, some eective solutions have been proposed. However the reso-
lution degradation that we point out here has not been well recognized. In order to deal with
this problem, we first model the process of image formation, specifically the sampling and the
reconstruction processes in the imaging system of cameras. We then discuss how the resolution
degradation aects the tracking performance. Then, we present a method that can minimize
the influence of the resolution degradation. To be specific, employing a similar strategy to the
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methods to deal with motion blurs, we propose to modify the template being tracked depend-
ing on the pose of the target plane during tracking. We introduce a few approximations to this
model of the image formation process and the modification of the template in order to minimize
the resulting increase in computational complexity. We show the eectiveness of the proposed
approach through several experiments.
Finally, we consider a direct method that tracks points and lines. In recent years, the direct
methods has made remarkable progress, which include those using various geometric entities
such as point, single/multiple planes. In particular, the point model was able to overcome some
of the diculties with the direct methods based on planes, which has made it possible to ex-
pand the range of SfM application. However, in the case where only two images are given,
it was impossible to simultaneously determine camera motion and object shapes in this ap-
proach. To overcome this problem, we extend the existing approach that tracks scene points
and propose a new method that solves the problem by optimizing a cost function with respect
to straight lines along with points. Considering application to general SfM, we propose a feasi-
ble optimization-based method in which points and linear elements are simultaneously treated.
We show that spatial position estimation of linear part can be estimated simultaneously in our
proposed method.
In summary, this paper proposes three methods. That is, the principle and method for correct-
ing rolling shutter distortion, a method for overcoming the adverse eect of resolution reduction
caused by various reasons in planar tracking, and a new direct method using points and straight
lines at the same time. Through several experiments it is concluded that all these methods are
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カメラモデルで表現される Fig.1.6．まず空間上のある 1点をX = (x; y; z)T とし，それに対
応する画像上の点を p = (u; v)T，カメラの焦点距離を f，xと y方向の画像中心をそれぞ
れ (cx; cy)と置くと，これらの対応関係は






























X0 = RX + t (1.4)















X0 = [Rjt]X: (1.7)
これを前節の内部パラメータを使うと，1番目のカメラ座標から見たときのXと 2枚目の
画像座標 p0の関係は以下の形で表すことができる．
p0 / PX: (1.8)










P11x + P12y + P13z + P14
P31x + P32y + P33z + P34
P21x + P22y + P23z + P24
P31x + P32y + P33z + P34
1CCCCCCCCCCCA (1.9)
となる．1点につき 2つの方程式が立ち，なおかつ Pの自由度は定数倍の不定性を除いて
11であるため n > 6を与えれば，最小二乗法などを使ってパラメータを決めることがで
6
きる．こうして求まった Pを内部パラメータの逆行列を使って，K 1P = [Rjt]と分解すれ
ば，カメラの回転行列と平行移動ベクトルを得ることができる．




























明する．画像 1の任意の点 (u; v)は，画像 2の上でどのように振る舞うかを見るために，
(a; b; c)T = Fp1と置いて Eq.(1.10)に p1を代入をすると
au0 + bv0 + c = 0 (1.12)
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Fig. 1.8: エピポーラ幾何．




















を n（長さ 1の単位法線ベクトル），Oから平面へ下ろした垂線の長さを dとすると
nTX = d: (1.14)
が成り立つ．nTXd = 1の条件を使い Eq.(1.4)に代入すると




となる．X = zm，X0 = z0m0であることと，Eq.(1.3)を使うこと以下の式が導かれる．
z0
z




p0 / Hp (1.17)















H11u + H12v + H13
H31u + H32v + H33
H21u + H22v + H23








前節までは 2視点における SfMを取り扱ったが，ここではカメラ数が 3，4…，nと増え
ていった場合の計算手法について述べる．まず最も単純なケースとしてカメラ数の増加に













Pi(i = 0; :::; n)とすると
Pi = K[Rijti] (1.20)
Pi = P(K;Ri; ti) (1.21)
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と書ける．ここで観測点の番号を j = 0; :::;mと置き，各点の画像上の座標をpi j = (ui j; vi j)T ,
空間上の座標をX j = (x j; y j; z j)T とすると，画像座標と空間上の座標の関係は以下の通り
になる． 0BBBBBB@pi j1










(ui j u(K;Ri; ti;X j))2+ (vi j  v(K;Ri; ti;X j))2 (1.23)

























し，これらに基づいて平面を追跡するものである（代表的なものに [37, 48, 28, 52]）．
Fig. 1.10: SIFT特徴量を用いた画像間の点の対応付け．
もう一つは，そのような特徴抽出を行わず，平面の見えを直接用いる方法である（[7,
41, 8, 9, 44, 15, 16, 13]）．こちらは，Lucas-Kanade法に見られるように，濃淡の差の二乗

















































がある．計算速度の面では，Bakerらの提案した Inverse Compositional法が Forward法に
比べてはるかに良く，[43]の報告によると，評価関数が SSDの場合，約 2倍程度速くなっ
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テンプレート Iとそれを撮影した画像 Iに対し，Fig.1.4.4のように Iの点 pを Iの
点 pに写す変換（warp）を





p = w(p;H) / Hp (1.25)
























ここで増分Hは 3  3行列で 9成分あるが，スケール倍の不定性があるため，その自由
度は 8しかなく，パラメータの取り方が重要である．よい方法は，Hが特殊線形群 SL(3)







と表現することである（[8, 9]）．ここでG j ( j = 1; : : : ; 8)はリー代数の生成作用素となる




































x   I(pi )
#2
(1.31)
となる．rI(w(pi ; Hˆ))は，初期値 Hˆをつかってテンプレートの形に戻した画像I(w(pi ; Hˆ))
を，画像座標 u，vで空間微分したベクトルである．
17































I(pi )   I(w(pi ; Hˆ))
i
(1.34)










































































y(x)を，FC法における画素ごとの輝度値の差分を格納した q  1のベクトルとすると
y(x) = [y1(x) y2(x) : : : yq(x)]> (1.41)
と置くことができる．
x = 0の近傍で二階のテイラー展開をすると




となる．ここで J(x)は q  8のヤコビ行列 Eq.(1.43)，M(x1; x2)は以下のような q  8の行
列で定義される．
J(x) = 5xy(x) (1.43)





jjy(0) + J(0)x + 1
2
M(0; x)xjj2 (1.45)
とすると，この関数を最小にする x = x0は，ニュートン法では
x0 =  S 1J(0)Ty(0) (1.46)












S = I　 　 > 0 (1.48)
・ ガウス-ニュートン法
S = J(0)TJ(0)　 (1.49)
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・ レベンバーグ・マルカート法




J(x) = J(0) +M(0; x) (1.51)
y(x) = y(0) +
1
2
















































指数写像の性質により，Eq.(1.52)の J(0)+ J(x)に，真の解 x = xoを代入したものは，以
下のように変形することができる．














jjy(0) + Jesmxjj2 (1.55)
これを最小にする x = xoは
xo =  J+esmy(0) (1.56)
と求まる．J+esmは Jesmの擬似逆行列である．
ここで ESMの立式で FC，ICにおける最小となる解 xoを記述すると，FC，ICの順に
xo =  (JIJwJH)+y(0) (1.57)
xo = (JIJwJH)+y(0) (1.58)
となる．ただし，ホモグラフィの更新規則は FCで Hˆ  HˆH(x)，ICで Hˆ  HˆH(x) 1で
ある．
Eq.(1.58)の解を更新する際，特殊線形群の性質である (w(H)) 1 = w(H 1)を用いること
で，Eq.(1.59)のように IC型から FC型の更新規則に書き換えることができる．





























割分の の n，そして環境光とカメラバイアスの影響を考慮した の 1，合計して n+9で




(w(pi j;H);  j; ) =  jI(w(p














 j(JI + JI)JwJH I1 j + I1 j 2
 j(JI + JI)JwJH I2 j + I2 j 2
:::













1 j   I1 j
I
0












1(JI + JI)JwJH I11 + I11 0    0 2
1(JI + JI)JwJH I2 j + I21 0    0 2
:::
1(JI + JI)JwJH Ik1 + Ik1 0    0 2
2(JI + JI)JwJH 0 I12 + I12    0 2
2(JI + JI)JwJH 0 I22 + I22    0 2
:::
2(JI + JI)JwJH 0 Ik2 + Ik2    0 2
:::
:::














新される（ここで の初期値は 1，の初期値は 0である）．
ˆ j  ˆ j + ˜ j














































(I(pi)   I(pi ))2: (1.71)
これらは，値が小さいほど画像間が類似していると考えている．SSDの場合，誤差が二
乗で効いてくるため，SSDに比べて誤差に敏感である．









i=0(I(pi)   Imean)(I(pi )   Imean)pP












fMI = H(I) + H(I)   H(I; I): (1.74)






fPOC = F  1
266664 F(k1; k2)G(k1; k2)jF(k1; k2)G(k1; k2)j
377775 : (1.75)





































つつあり，様々な異なる問題設定でRS歪みに対処する方法が提案されてきた [19, 3, 24, 5]．
最も一般的な問題解決の仕方は，ローリングシャッターに対応したバンドル調整 (RSBA)
を用いる方法であり，これはRS歪みを仮定した上で，バンドル調整の枠組みを使い通常
























た．既存研究は，問題の種類で分類すると，絶対姿勢 [3, 40, 5, 54]，相対姿勢 [12]，複数



































X  [X;Y;Z]>と x  [x; y; z]>をそれぞれワールド座標とカメラ座標とする．これら二つ
の座標変換は次のように与えられる．








377777777777775 / R(r)RfX   (p + rv)g; (2.2)
ここで cと rはそれぞれ，列 (x)と行 (y)の座標になっており，カメラシャッターは rの小
さい方から大きい方へ向かって閉じている．R(r)と vはカメラモーションの回転行列と
平行移動ベクトルで， = [1; 2; 3]>は回転軸角度表現になっている．ここで注意なの

















































x0   r3y0 + r2
r3x0 + y0   r1
1
377777777777775 : (2.6)







Eq.(2.6)は f : [x0; y0] 7! [c; r]の変換を与えており，この f は 2つの変換によって近似す
ることができる．
Proposition 1. 1, 2, 3が小さい時, f : [x0; y0] 7! [c; r]は以下のように近似できる．
f  fp  fd; (2.7)
ここで fd : [x0; y0] 7! [x00; y00]の定義は
x00 = x0   3y02; (2.8a)
y00 = y0 + 3x0y0; (2.8b)















Proof. (2.7)の近似が正しいことを，1, 2, 3の 1次近似用い，左辺と右辺が等しいこと
で示す．右辺において，Eqs.(2.8)を Eq.(2.9)に代入し，1,2, 3の 2次の項を無視するこ
とで
c = x0 + 2y0   3y02; (2.10a)
r = y0   1y0 + 3x0y0: (2.10b)
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となる．左辺において，Eq.(2.6)の右式の第二要素である r = r3x0 + y0   r1を第一要素










Proof. f = fp  fdで与えられる 2ステップモデルの最初の要素である fd はレンズ歪みと
解釈することができる．最もよく用いられるレンズ歪みのモデルは以下である．
x00 = x0 + x0(k12 + k24) + 2p1x0y0 + p2(2 + 2x02) (2.11a)
y00 = y0 + y0(k12 + k24) + p1(2 + 2y02) + 2p2x0y0; (2.11b)
ここで x0  x=z, y0  y=z, 2  x02 + y02である. 右辺の第 2項は radial distortion(放射状の歪
み)であり，第 3項は tangential distortion( 円周方向の歪み)である．Eq.(2.8)の変換 fdは
同様の形をしており，2次の項である y02と x0y0は tangential distortionの項に現れている．













































f 2 f u0



































をカメラの数，nkを既知である内部パラメータの数，そして n f を未知の内部パラメータ
の数すると．必須条件 [22]は以下のようになる．
mnk + (m   1)n f  8: (2.13)




























射影復元が fPi;X jgであると想定する．ここで，Piは射影行列，X jは空間状の点であ
る．Pi = [Ai j ai]とし，カメラ 1の座標系を A1 = I, a1 = 0と仮定する．カメラ iの
内部パラメータをKiと置くと，画像 iの DIAC(dual image of the absolute conic)は !i =
KiKi>で与えられる．射影復元 (projective reconstruction)fPi;X jgから3次元形状復元 (metric
reconstruction)fPiH;H 1X jgに変換する3次元射影変換Hは以下のように置くことができる．
H =
26666664 K1 0 p>K 1
37777775 : (2.14)

















f i si f i 0




!i = KiKi> =
266666666666664
f 2 + s2 f 2 s f 2 0










2 + !i212 ; (2.18a)
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が得られる．(1; 3)と (2; 3)要素は
!i13 = !
i
23 = 0: (2.18b)













的にわかりやすい CMSの 1事例（[6]に出てくる CMSと一致）について導出する．
Proposition 3. すべての画像がカメラの y軸に対して平行に撮影された場合，このカメラ
モーションは CMSである．カメラの平行移動成分については任意の値で良い．
















f (X cos' + Z sin' + tX) + f s(Y + tY)
f(Y + tY)
 X sin' + Z cos' + tZ
377777777777775 ; (2.19)
KはEq.(2.16)でパラメータ化されたものである．ここで Y座標に kをかけたものと，sと































Fig. 2.1: 画像点の例. 青がオリジナル画像．赤が RS歪みを加えたシミュレーション画像.
Table 2.1: 実験に用いた画像セット.





















の値がガウス分布 N(0; 2rot)に従うように生成したものを使った．ここで rmaxと rminは画
像の上部と下部の行の値になっている．平行移動ベクトルに関しては，それぞれの 3成分
がN(0; (transt¯)2)に従うように生成した．ここで，t¯はシーケンス上で連続するカメラ位置
の平均移動距離になっている．この実験では，rot = 0:05ラジアン，trans = 0:05に設定
し，内部パラメータに関しては，復元の際に用いたものを使用した．さらに，画像上の点









化したものになっており（w/ RS)，3つ目のほうは，11 = 0と固定して，他のパラメータ










トに対して最も良い性能を示したことである．唯一，Herz-Jesu-P8において “w/ RS”と “w/

















































































































































































































fountain-P11 Herz-Jesu-P8 castle-P19 Temple
Fig. 2.2: 推定されたカメラの回転・平行移動，復元された形状の累積誤差ヒストグラムの
結果．“w/o RS”が通常のBA．“w/ RS”と “w/ RS*”が提案したRSカメラモデルを使った
BA (後者のほうは 11を 0に固定している)．“w/ RS(r[]])”がオリジナルの RSモデルを
使った BA2.5)．






















ランダムなRS歪みを与え，Visual SFMで 3次元復元をし，それを “w/o RS”とした．RS
歪みのせいで特徴点マッチングに誤差が出てるが，特に外れ値外れ値処理は行なっていな
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Fig. 2.4: 典型的な復元例：Herz-Jesu-P8. (a) w/o RS. (b) w/ RS. (c) w/ RS* (11 fixed).


















Fig. 2.5: 典型的な復元例：castle-P19. (a) w/o RS. (b) w/ RS. (c) w/ RS* (11 fixed).
ある近似して簡略化した RSモデルの妥当性について実証できた．
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Fig. 2.6: 典型的な復元例：Temple. (a) w/o RS. (b) w/ RS. (c) w/ RS* (11 fixed).












































































































fountain-P11 Herz-Jesu-P8 castle-P19 Temple







































































































およびテンプレート I(p)（テンプレートは上下段で同一）．画像の画素数は 640  480，









が低下する．仮にH1 = H0であったとしても，それは I(p)とは一致しなくなる．実際，
このような場合には頻繁に追跡性能の低下が見られる．








対象とする平面パタン（=テンプレート）上の点 pが写像 p / H0pによって画像の点
pに写るとする．ここでH0は真の射影変換である．今，画像撮影時の空間方向の標本化
を無視したときの撮影画像を I0(p)と書くと，これは単に
I0(p) = I(H 10 p) (3.1)
と与えられる．標本化を前提とすると，撮影画像は，プレフィルタ f (p)をこのI0(p)に適
用した連続関数
I00(p) = I0(p)  f (p) = I(H 10 p)  f (p) (3.2)
を，標本化したものとしてモデル化できる．その標本値は，撮影画像の各画素p j ( j = 1; : : :)





I00j h(p   p j) (3.3)
と表す．
Fig.3.3のように，撮影画像I(p)は，テンプレートI(p)と比較すべく変形される．こ
の変形を与える写像を p / H1pとする．追跡中，H1はH0となる．変形後の画像を I˜(p)
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とすると，これは I˜(p)  I(H1p)によって与えられ，Eq.(3.3)より
I˜(p) = I(H1p) =
X
j






I(H 10 p j)  f (p j)
i





I(pj)  f (H0pj)
i
h(H1p  H0pj) (3.5)






























これからフィルタ gを求めていく．テンプレートIが離散データであり，各画素 pi (i =





Ii h(p   pi ) (3.8)
と表せる．この式と Eq.(3.5)を Eq.(3.6)に当てはめて，pi を pjと近似的に同一視すると
h(p   pi )  g(p; H˜) = h(H˜(p   pi )) (3.9)









とする．ここで exp関数内の pは，非同次座標のベクトル（i.e., p = [x; y]>）である．
次に，H˜のアフィン近似し，左上 2 2の部分行列を H˜Aとする．そのときEq.(3.9)の右辺
h(H˜(p   pi ))は，


























































用した）．そして，HˆAをアフィン変換の左上 2  2行列とするとし，gを















うにした．まず，Hˆ 1A Hˆ >A   I = 1e1e>1 + 2e2e>2 と固有値分解し






max(1; ")e1e>1 +max(2; ")e2e
>
2
 1 p : (3.16)






る．フィルタのサイズが 49  49と比較的大きいため，テンプレートの畳み込みは，FFT
によって周波数領域に変換してから計算している．我々は計算の大部分をGPU上で行う






















その他の装置は次の通りである．毎秒 60フレームでサイズ 640  480の画像を撮影す














の点 (u; v)への投影を [u; v; 1]> / K(Rx + t)と書くと，H / K[r1; r2; t]を得る．ここでK
は，校正したカメラの内部パラメータからなる 3 3行列で，r1および r2は，回転行列R
の 1，2列ベクトルである．この関係から，K 1Hを計算し，その 3  3行列の第 3列ベク











































































示す．Fig.3.8は，Fig.3.7中の 3つの時点（第 400, 527, 547フレーム目）におけるスナッ
プショットである．テンプレートサイズは 160  160画素である．図は，上述のように計
算した平面の姿勢 Rおよび tのうち，特に提案手法と従来手法との間で差が顕著に現れ
るRの時間変化を示す．図の左の 3つのプロットは，各方法で推定したRを回転軸・角































































(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 3.8: Fig.3.7の画像系列の追跡結果のスナップショット． 上段，中段，下段はそれぞ





ンプレート (160 160 pixels;上中下段で同一)． (f)収束後のI(Hˆp)．(g)提案手法による
修正後のテンプレート． (h)テンプレートの修正に用いたフィルタ (49  49 pixels)．
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 3.10: Fig.3.9の画像系列の追跡結果のスナップショット．上段，中段，下段はそれぞ
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J1x(0) J1n(0) 0 0 0
J2x(0) 0 J2n(0) 0 0
::: 0 0 : : : 0


















T  TT(x) (3.25)





意の 6点を中心とする (6060)ピクセルのパッチを約 160フレームに渡って追跡を行なっ
た (Fig.3.19)．シミュレーション画像のサイズは (640480)ピクセルとなっており，各平面
には特定の軸周りに回転するような変形を与えて往復運動させている．最初の画像に与え
る初期値は，T = I; nˆ = (0; 0; 1)T とし，法線方向に関しては真値から外れた適当な初期値
になっている．最適化計算をするときに全ての法線の自由度を 3にすると全体のスケール








































































 初期化キーフレームから追跡するピクセル piを選択し，深度 diとその分散 Viの初
期化をする．



















セルを pi = (ui ; vi ; 1)T，入力画像上でそれに対応するピクセルを piと置く．画像上で対応
する点の濃淡が不変であると仮定すると

















pi = (K(RxK 1dipi + tx)): (4.3)

















rIu fx rIv fy
 0BBBBBBBBBBBBB@



















yi(0) = I(w(pi ; di;K;T(0)T))   I(pi ):





















さを l，探索する深度の範囲の長さを dとすると， = d=lになっている．
この 3つの要素をまとめると


















































































間上にm本の直線がある状況を想定し，その j番目の直線 l jにおいて，キーフレームのカ
メラ原点から見たときの始点と終点の深度をそれぞれ  j;  jとする．l jが画像上で n j個の
ピクセルを持ち，その i番目の要素を pjiと置き，それに対応する空間上の深度を，l jを
(1-s:s)に内分する点とすると
d ji = (1   s) j + s j (4.10)
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Table 4.1: 直接法の分類
[47, 17] [18, 10] [32, 58, 43] 提案手法
計算に必要な画
像の最低枚数
複数 (2 <) 2 2 2
追跡するシーン
の形状











p ji = (K(RxK 1d jipji + tx)): (4.11)
が成り立つ．反復解法の初期値を (ˆ j; ˆ j;T)とすると最適化の評価関数は







(I(w(pji; d ji;K;T(x)T))   I(pji))2 (4.13)










rIu fx rIv fy
 0BBBBBBBBBBBBBBB@
1 0   x ji
z ji
















v ji1 = RK 1(1   s)pji + t:
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Fig. 4.6: 直線追跡のモデル．





rIu fx rIv fy
 0BBBBBBBBBB@
1 0   x ji
z ji




v ji1 v ji2

:
y j(row(i)) = I(w(pji; d ji;K;T(0)T))   I(pji):
26666666666666666666664
J1x J1(;) 0 0 0
J2x 0 J2(;) 0 0
::: 0 0 : : : 0



















要がある（l1の を 1にするなど）．以上で求められた x; ; によって，1反復ごとの更
新規則は以下のようになる．
T T(x)T: (4.15)
ˆ  ˆ + : (4.16)













(I(w(pji; d ji;K;T(x)T))   I(pji))2 (4.18)
4.10 混合モデルの実験
TUMデータセット [62]を用いて提案した手法のSfMを行なった．この実験では，(640480)
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Ix(i; j) = Ix(i; j + 1)   Ix(i; j) (A.1)






ンプレート画像の i番目のピクセルの座標を pi = [ui ; vi ; 1]T とすると Jwは以下のように
定義される．
Jw =
26666664 pi T 0  ui pi T0 pi T  vi pi T
37777775 (A.3)



















Iを手に入れ，空間微分画像 JI と時間微分画像 y(0)を求める．その後，Eq.(1.54)のよう































(JI(i) + JI(i))xJwJH1 j(i) +
1
2
(JI(i) + JI(i))yJwJH2 j(i) (A.5)

























の積を足し合わせた形となり，並列計算が可能となる．以上によって求められた 8  8の
正規方程式は対称行列となるため，その特性を生かし Cholesky分解で求解を行った．
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int row = threadIdx.x%8;
int col = threadIdx.x/8;
//(8*BLKHEIGHT)行列と (BLKHEIGHT*9)行列の積を取り
//グローバルメモリ格納
if (col < 9) {
float val = 0.;










sumJtJy_kernel( int nblks, float *sub_abs, float *res )
{
float sum = 0.0;
for (int i = 0; i<BLKSIZE; i++)
sum += sub_abs[i*SUBMAT_SIZE+blockIdx.x*8+threadIdx.x];
res[blockIdx.x*8+threadIdx.x] = sum;
}
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