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SHORTFALL MINIMIZATION FOR GAME OPTIONS IN
DISCRETE TIME
YURI KIFER
INSTITUTE OF MATHEMATICS, HEBREW UNIVERSITY OF JERUSALEM
Abstract. We prove existence of a self-financing strategies which minimize
shortfall for game options in discrete time.
1. Definitions and results
We consider here Israeli (game) contingent claims introduced in [3].
1.1. Definition. Let ℓ be a convex increasing function equal zero on {x ≤ 0}, N
be a positive integer and H(m,n) = UmIm<n +WnIn≤m, Uk ≥Wk ≥ 0 ∀k ≥ 0 be
a payoff function satisfying Eℓ(Un) <∞ for n = 0, 1, ..., N . The shortfall risk r(π)
for a game contingent claim given a self-financing strategy π is defined by
r(π) = inf
σ∈T0N
sup
τ∈T0N
Eℓ(H(σ, τ) −Xpiσ∧τ ) = inf
σ∈T0N
sup
τ∈T0N
Eℓ((H(σ, τ) −Xpiσ∧τ )
+)
where T0N is the set of all stopping times τ taking values between 0 and N .
In the game contingent claim case a self-financing portfolio strategy is called ad-
missible if the corresponding portfolio valueXpin is nonnegative for all n = 0, 1, ..., N .
The set of admissible strategies with Xpi0 ≤ x will be denoted by Πx. The ex-
istence of an admissible portfolio strategy π∗ such that r(π∗) = infpi∈Πxr(π) for
x > 0, x < infσ∈T0N supP˜∈P(P ), τ∈T0N EP˜ (H(σ, τ)) for markets defined on a finite
probability space is not difficult to obtain. Indeed, for any σ ∈ T0N and π ∈ Πx set
r(σ, π) = sup
τ∈T0N
Eℓ(H(σ, τ) −Xpiσ∧τ ).
Then, in the same way as in the American contingent claims case we can find
πσ ∈ Πx such that
r(σ, πσ) = inf
pi∈Πx
r(σ, π).
Taking into account that there exist only finitely many stopping times in T0N when
the sample space Ω is finite (or when the filtration consists of finite σ-algebras) we
obtain that there exists π∗ ∈ Πx such that
r(π∗) = min
σ∈T0N
r(σ, πσ) = inf
pi∈Πx
r(π).
For general markets the existence of such π∗ is a more difficult question due, in
particular, to the fact that r(π) defined above is not a convex function of π in this
case. Still, it turns out that the question can be answered affirmatively also for
game contingent claims which will extend the results of Section 6 in [1].
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We consider a discrete time market on a general probability space (Ω,F , P ) with
discounted quantities so that the bond price Bn ≡ 1, ∀n ≥ 0 stays constant while
the stock price at time n has the form
Sn = S0
n∏
k=1
(1 + ρk)
where S0 is a positive constant and ρ1, ρ2, ... is a sequence of random variables with
values in (−1,∞). We assume also that the market admits no arbitrage.
Next, consider a game contingent claim with the horizon N <∞ and the payoff
function
H(m,n) = UmIm<n +WnIn≤m
where Uk = fk(ρ1, ..., ρk) ≥ Wk = gk(ρ1, ..., ρk) ≥ 0 for some measurable functions
fk = fk(x1, ..., xk) ≥ gk = gk(x1, ..., xk) on Rk, k = 1, ..., N . We assume that
Eℓ(Uk) <∞ for all k = 1, 2, ...N .
1.2. Theorem. Under the above conditions for any x > 0 there exists a stopping
time σ∗ ≤ N and an admissible self-financing portfolio strategy π∗ such that
r(σ∗, π∗) = inf
σ∈T0N ,pi∈Πx
r(σ, π).
2. Proofs
Proof. Set ρ(k) = (ρ1, ..., ρk) and denote by µ
(k) the distribution of the random
vector ρ(k) on (−1,∞)k ⊂ Rk. Let F0 = {∅,Ω}, Fk = σ{ρ1, ..., ρk}, k = 1, 2, ...
be σ-algebras generated by ρ1, ρ2, .... It is well known (see, for instance, Theorems
10.2.1 and 10.2.2 in [2]) that in this circumstances for each x(k) = (x1, ..., xk) ∈
(−1,∞)k there exists a probability measure µ
(k+1)
x(k)
on (−1,∞) such that for any
Borel set Γ ⊂ R,
µ
(k+1)
x(k)
(Γ) = P{ρk+1 ∈ Γ|Fk} P − a.s.
and for any Borel set Q ⊂ Rk+1,
µ(k+1)(Q) =
∫
Rk
µ
(k+1)
x(k)
(Qx(k))dµ
(k)(x(k))
where Qx(k) = {x ∈ R : (x
(k), x) ∈ Q}. Such measures µ
(k+1)
x(k)
are called regular
conditional probabilities or disintegrations of the measure µ(k+1). Observe that if
ρ1, ρ2, ... are independent then µ
(k+1)
x(k)
does not depend on x(k) and it is equal to
the distribution νk+1 of ρk+1, so that in this case µ
(k+1) = ν1 × ν2 × · · · × νk+1.
Recall, that the discounted portfolio value at time n corresponding to a self-
financing portfolio strategy π = (βn, γn), n ≥ 0 can be written in the form
Xpin = βn + γnSn = X
pi
0 +
n∑
k=1
γk∆Sk.
Since the market admits no arbitrage then,
µ
(n+1)
x(n)
(0,∞) < 1 for µ(n)-almost all x(n)
since for otherwise we could make a riskless profit on (n+1)-stage by buying stocks
on the n-th stage when ρ(n) equals x(n) satisfying µ
(n+1)
x(n)
(0,∞) = 1 and selling
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them on the next stage. Thus for µ(n)-almost all x(n) either
(2.1) suppµ
(n+1)
x(n)
∩ (−∞, 0) 6= 0 or suppµ
(n+1)
x(n)
= {0}
where supp denotes the support of a measure, i.e. the complement of the union of
all open sets of zero measure. Let
an+1(x
(n)) = inf(suppµ
(n+1)
x(n)
).
If π is admissible then with probability one
(2.2) Xpin+1 = X
pi
n + γn+1∆Sn+1 = X
pi
n + γn+1Snρn+1 ≥ 0,
and so
(2.3) Xpin + γn+1Snan+1(ρ
(n)) ≥ 0.
By (2.1) and (2.3) with probability one either −∞ ≤ an+1(ρ(n)) < 0 and
γn+1 ≤
Xpin
Sn(−an+1(ρ(n)))
where
C
−∞
= 0,
or an+1(ρ
(n)) = 0 and then suppµ
(n+1)
ρ(n)
= {0} and any choice of γn+1 ≥ 0 will
preserve admissibility.
Next, set
bn+1(x
(n)) = sup(suppµ
(n+1)
x(n)
).
and observe that for µ(n)-almost all x(n) either
suppµ
(n+1)
x(n)
∩ (0,∞) 6= 0 or suppµ
(n+1)
x(n)
= {0}
since for otherwise we could make a riskless profit on the (n+ 1)-th stage by short
selling the stocks on the n-th stage when µ
(n+1)
ρ(n)
(−∞, 0) = 1 and closing these
positions on the next stage. By (2.2),
Xpin + γn+1Snbn+1(ρ
(n)) ≥ 0.
Hence, with probability one either 0 < bn+1(ρ
(n)) ≤ ∞ and then
γn+1 ≥ −
Xpin
Snbn+1(ρ(n))
where
C
∞
= 0,
or bn+1(ρ
(n)) = 0 and then suppµ
(n+1)
ρ(n)
= {0} and any choice of γn+1 ≤ 0 will
preserve admissibility. The above conditions on γn+1 are the only constraints which
keep the portfolio value nonnegative on the next (n+ 1)-th stage. This discussion
motivates to consider the set An(X, ρ(n)) of all possible portfolio values at the time
n+1 provided that the portfolio value at the time n was X which is a nonnegative
Fn-measurable random variable. Hence,
An(X, ρ(n)) =
{
Y : Y = X + α∆Sn+1 for −
X
Snbn+1(ρ(n))
≤ α ≤ − X
Snan+1(ρ(n))
if 0 > an+1(ρ
(n) ≥ −∞ and 0 < bn+1(ρ(n) ≤ ∞
while Y = X if an+1(ρ
(n)) = 0 or bn+1(ρ
(n)) = 0
}
.
Next, we introduce the following optimal stopping (Dynkin’s) game. For each
admissible portfolio strategy π ∈ Πx, x > 0 set
Qpi(m,n) = ℓ(Um −X
pi
m)Im<n + ℓ(Wn −X
pi
n )Im≥n
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where, as before, ℓ is a convex increasing loss function equal zero on {x ≤ 0}
and such that Eℓ(Un) < ∞ for all n ≥ 0. Define by the backward induction
ΨpiN = ℓ(UN −X
pi
N ) and for n = N − 1, N − 2, ..., 0,
Ψpin = min
(
ℓ(Un −X
pi
n ), max(ℓ(Wn −X
pi
n ), E(Ψ
pi
n+1|Fn))
)
,
where, recall, Un = fn(Sn) and Wn = gn(Sn). Then by the results on Dynkin
games discussed in Lecture 3 we obtain that
Ψpi0 = inf
σ∈T0N
sup
τ∈T0N
EQpi(σ, τ) = r(π).
Moreover, there exists σ = σ(π) such that
r(π, σ) = sup
τ∈T0N
EQpi(σ, τ) = r(π).
In what follows we are going to construct π∗ ∈ Πx and σ∗ ∈ T0N such that
(2.4) r(π∗, σ∗) = inf
pi∈Πx
r(π).
Recall that if f : [0,∞) → [0,∞) is a lower semi-continuous function, i.e.
lim infz→z0 f(z) ≥ f(z) for any z0, then
arg min
0≤z≤a
f(z) = min{0 ≤ z˜ ≤ a : f(z˜) = min
0≤z≤a
f(z)}
is well defined. We will need the following functions defined by the backward in-
duction. First, we put IN (x
(N), y, z) = JN (x
(N), y) = ℓ(fN(x
(N)) − y), x(N) ∈
(−1,∞), y ≥ 0 and then for any n < N , z ∈ (−∞,∞), y ≥ 0 and x(n) =
(x1, ..., xn) ∈ (−1,∞)
n we set
In(x
(n), y, z) = min
(
ℓ(fn(x
(n))− y),
max(ℓ(gn(x
(n))− y),
∫∞
−1 Jn+1((x
(n), u), y + zuκn(x
(n)))dµ
(n+1)
x(n)
(u)
)
and
Jn(x
(n), y) = inf
z∈Gn(x(n),y)
In(x
(n), y, z)
where κn(x
(n)) = S0
∏n
k=1(1 + xk) and
Gn(x
(n), y) = {z ∈ R : −y(κn(x(n))bn+1(x(n)))−1 ≤ z ≤ −y(κn(x(n))an+1(x(n)))−1
if 0 > an+1(x
(n)) ≥ −∞ and 0 < bn+1(x(n)) ≤ ∞
while z is arbitrary if an+1(x
(n)) = 0 or bn+1(x
(n)) = 0}.
In order to use the above argmin notion we will need to show that In(x
(n), ·, ·) and
Jn(x
(n), ·) are lower semi-continuous in the arguments denoted by dots.
Since ℓ is a continuous function, IN (x
(N), ·, ·) = JN (x(N), ·) are continuous, and
so they are lower semi-continuous. Suppose that the lower semi-continuity is es-
tablished for In and Jn with n = N,N − 1, ...,m + 1 and we prove it for n = m.
Let limk→∞ yk = y and limk→∞ zk = z. Since Jm+1((x
(m), u), ·, ·) is lower semi-
continuous we obtain by the Fatou lemma that
Fm(x
(m), y, z) =
∫∞
−1
Jm+1((x
(m), u), y + zuκm(x
(m)))dµ
(m+1)
x(m)
(u)
≤
∫∞
−1 lim infk→∞ Jm+1((x
(m), u), yk + zkuκm(x
(m)))dµ
(m+1)
x(m)
(u)
≤ lim infk→∞
∫∞
−1
Jm+1((x
(m), u), yk + zkuκm(x
(m)))dµ
(m+1)
x(m)
(u)
= lim infk→∞ Fm(x
(m), yk, zk),
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and so Fm(x, y, z) is lower semi-continuous in y and z. Since ℓ is a continuous
function we obtain that Im(x
(m), y, z) is lower semi-continuous in y and z, as well.
Next, let limk→∞ yk = y be such that limk→∞ Jm(x
(m), yk) exists. If
am+1(x
(m)) 6= 0 and bm+1(x(m)) 6= 0 then since Im(x(m), y, z) is lower semi-
continuous in z, for each y and x(m) ∈ (−1,∞) there exists zk ∈ Gm(x(m), yk) such
that Jm(x
(m), yk) = Im(x
(m), yk, zk). When am+1(x
(m)) 6= 0 and bm+1(x(m)) 6= 0
then the sequence {zk}k≥1 stays in a compact region, and so we can choose a
convergent subsequence zki → z as i→∞ with z ∈ G(x
(m), y). Then
Jm(x
(m), y) ≤ Im(x(m), y, z) ≤ lim infi→∞ Im(x(m), yki , zki)
= lim infi→∞ Jm(x
(m), yki) = limk→∞ Jm(x
(m), yk).
Since for any sequence yk → y we can choose a subsequence yki such that
lim inf
k→∞
Jm(x
(m), yk) = lim
i→∞
Jm(x
(m), yki)
we obtain that
Jm(x
(m), y) ≤ lim inf
k→∞
Jm(x
(m), yk)
completing the induction step when am+1(x
(m)) 6= 0 and bm+1(x(m)) 6= 0.
If am+1(x
(m)) = 0 or bm+1(x
(m)) = 0 then µ
(m+1)
x(m)
{0} = 1, and so
Fm(x
(m), y, z) = Jm+1((x
(m), 0), y)
does not depend on z, whence Im(x
(m), y, z) does not depend on z in this case,
as well. Then Jm(x
(m), y) = Im(x
(m), y, 0) and since Im(x
(m), y, 0) is lower semi-
continuous in y we obtain that Jm(x
(m), y) is also lower semi-continuous in y,
completing the induction step in this case, as well.
Now we can construct π∗ ∈ Πx and σ
∗ ∈ T0N so that (2.4) holds true with such
π∗ and σ∗. Set Xpi
∗
0 = x and inductively
Xpi
∗
n+1 = X
pi∗
n + λn(ρ
(n), Xpi
∗
n )∆Sn+1,
where
λn(x
(n), y) = argminγ∈Gn(x(n),y)In(x
(n), y, γ)
if an+1(x
(n)) 6= 0 and bn+1(x(n)) 6= 0 while
λn(x
(n), y) = In(x
(n), y, 0)
if an+1(x
(n)) = 0 or bn+1(x
(n)) = 0, recalling that in this case In(x
(n), y, z) does
not depend on z. Thus, we set γn+1 = λ(ρ
(n), Xpi
∗
n ) and βn+1 = X
pi∗
n+1− γn+1Sn+1.
Define also
σ∗ = min{0 ≤ n ≤ N : ℓ(Un −X
pi∗
n ) = Ψ
pi∗
n }.
Verifying (2.4) we prove by the backward induction that
(2.5) Jn(ρ
(n), Xpi
∗
n ) = Ψ
pi∗
n
and that for any π ∈ Πx,
(2.6) Jn(ρ
(n), Xpin ) ≤ Ψ
pi
n.
By the definition JN (ρ
(N), XpiN) = Ψ
pi
N for any admissible self-financing strategy
π, and so (2.5) and (2.6) are trivially satisfied for n = N . Suppose that (2.5) and
(2.6) hold true for all N ≥ n ≥ m+ 1 and prove them for n = m. Relying on the
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properties of regular conditional probabilities discussed above we can write that
with probability one,
E
(
Jm+1(ρ
(m+1), Xpim+1)|Fm
)
= E
(
Jm+1((ρ
(m), ρm+1), X
pi
m
+γm+1ρm+1κm(ρ
(m))|Fm
)
=
∫∞
−1
Jm+1((ρ
(m), u), Xpim + γm+1uκm(ρ
(m)))dµm(u).
It follows from the definition of Ψpim, Im(ρ
(m), Xpim, γm+1) and Jm(ρ
(m), Xpim) that
with probability one,
Ψpim ≥ Im(ρ
(m), Xpim, γm+1) ≥ Jm(ρ
(m), Xpim)
for any admissible self-financing strategy π, completing the induction step for (2.6).
On the other hand, if we choose γ∗m+1 = γm+1 = λ(ρ
(m), Xpi
∗
m ) ∈ G(ρ
(m), Xpi
∗
m )
then by the construction of π∗,
Im(ρ
(m), Xpi
∗
m , γ
∗
m+1) = Jm(ρ
(m), Xpi
∗
m ).
By the induction hypothesis with probability one,
Im(ρ
(m), Xpi
∗
m , γ
∗
m+1) = min
(
ℓ(fm(ρ
(m))−Xpi
∗
m ),max(ℓ(gm(ρ
(m))−Xpi
∗
m ),
E(Jm+1(ρ
(m+1), Xpi
∗
m+1)|Fm))
)
= min
(
ℓ(fm(ρ
(m))−Xpim),
max(ℓ(gm(ρ
(m))−Xpim), E(Ψ
pi∗
m+1|Fm))
)
= Ψpi
∗
m .
Hence, Jm(ρ
(m), Xpi
∗
m ) = Ψ
pi∗
m completing the induction step for (2.5).
Observe that π∗ = (β∗n, γ
∗
n)
N
n=1 with β
∗
n = X
pi∗
n − γ
∗
nSn. The formula for the
optimal stopping time σ∗ follows from the standard results about Dynkin’s games
which were discussed in Lecture 3. Finally,
r(π∗, σ∗) = r(σ∗) = Ψpi
∗
0 = J0(S0, x) ≤ Ψ
pi
0 = r(π)
for any admissible self-financing portfolio strategy π ∈ Πx, and so (2.4) holds true,
completing the proof of the theorem. 
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