Abstract. We classify actions of discrete abelian groups on some inclusions of von Neumann algebras, up to cocycle conjugacy. As an application, we classify actions of compact abelian groups on the inclusions of AFD (approximately finite dimensional) factors of type II 1 with index less than 4, up to stable conjugacy.
Introduction
In this paper, we classify actions of compact abelian groups on the inclusions of AFD (approximately finite dimensional) factors of type II 1 with index less than 4, up to stable conjugacy (Theorem 31). This work is a natural continuation of classification of group actions on the single AFD factors. Classification of group actions was first studied by Connes [1] . He has shown the uniqueness of the outer actions of the integer group Z on the AFD factor of type II 1 , up to cocycle conjugacy. His theorem is not only very beautiful but also quite non-trivial. Indeed, there are many ways of constructing outer actions of Z on the AFD factor of type II 1 , most of which are mutually non-conjugate. However, by his theorem, when we consider classification up to cocycle conjugacy, all of them are the same. Hence classification of group actions attracts many researcher's attention, and actions of discrete amenable groups on the AFD factors are completely classified, up to cocycle conjugacy (See Ocneanu [18] and Katayama-Sutherland-Takesaki [6] ). One of the next problems is to classify actions of continuous groups. For this direction, actions of compact abelian groups are completely classified, up to stable conjugacy (See Jones-Takesaki [5] and Kawahigashi-Takesaki [10] ). In general, actions of continuous groups are not easy to classify. However, duals of compact abelian groups are discrete. By making use of this fact, they classify actions of compact abelian groups. Here, we consider a generalization of their results for another direction. We consider actions on subfactors.
Group actions on subfactors themselves have been studied by many hands. Constructing invariants for actions of discrete amenable groups and classifying them by these invariants have intensively been studied in 1990's and early 2000's (See Loi [13] , Kawahigashi [9] , Popa [21] and Toshihiko Masuda [15] ). Hence as a next problem, we consider a classification of actions of continuous groups.
Our main theorem is Theorem 31, which is a complete classification of actions of compact abelian groups on the inclusions of AFD factors of type II 1 with index less than 4. The theorem provides a complete list of obstructions for stable conjugacy. As we have explained, this result has two aspects. One is that this theorem is a subfactor counterpart of the results of Jones-Takesaki [5] and Kawahigashi-Takesaki [10] . The other is that this theorem is the first result about classification of actions of continuous groups on subfactors.
In order to classify actions of compact abelian groups on subfactors, we need to investigate actions of discrete abelian groups on inclusions of von Neumann algebras which may not be factors. It is possible to construct invariants by the same method as that in the case of actions of discrete amenable groups on subfactors (Section 4 of Masuda [15] ). We will try to prove the classification theorem by the same line as that of the case of single factors (Jones-Takesaki [5] , Kawahigashi-Takesaki [10] ). In order to achieve this, we will make use of a similarity between factors of type III and subfactors. In the case of factors of type III, a modular automorphism group plays an important role. Instead, in the case of subfactors, we use a centrally trivial action of a finite abelian group. However, still some technical parts are different from that of the case of single factors. We need to handle these problems.
This paper is organized as follows. In Section 2, we will explain basic facts about subfactors and their automorphisms. We will also introduce some propositions which are necessary for our classification. In Section 3, we will construct the invariants for the classification. This part is essentially the same as Section 5 of Loi [13] and Section 4 of Masuda [15] . In Section 4, we will show a classification theorem for actions of discrete abelian groups on some inclusions of von Neumann algebras. The outline of the proof is the same as that of the case of single factors (Jones-Takesaki [5] or Kawahigashi-Takesaki [10] ). However, some parts are technically different (For example, the proof of Lemma 23) . We will handle these problems. In Section 5, by taking the dual, we will show the classification theorem of actions of compact abelian groups on the inclusions of AFD factors of type II 1 with index less than 4, up to stable conjugacy. In Section 6, we will further investigate actions of one dimensional torus on subfactors. In general, it is not easy to compute the invariants introduced in Theorem 31 of Section 5. However, for actions of one dimensional torus, to some extent, it is possible to compute these invariants and the principal graphs of the crossed products. Section 6 is based on the argument of Section 6 of Loi [13] .
− −−− → N. Furthermore, if the von Neumann algebra k (M k ∩ M ′ ) is a factor, then the inclusion M ⊃ N is said to be strongly amenable.
Strong amenability is important for classification. Indeed, Popa [20] has shown that the strongly amenable subfactors of type II 1 are completely classified by their standard invariants (See Section 5 of Popa [20] ).
Extremality.
(See Pimsner-Popa [22] ). An inclusion M ⊃ N of semifinite factors is said to be extremal if the conditional expectation with respect to the trace is minimal. If the index is less than 4, then this condition is automatically satisfied. An inclusion M ⊃ N of the form A ⊗ (P ⊃ Q) is said to be extremal if P ⊃ Q is extremal, where A is an abelian von Neumann algebra and P ⊃ Q is an inclusion of semifinite factors.
2.3.
Automorphisms and group actions of inclusions. In this subsection, we explain basic facts about automorphisms and group actions on inclusions of von Neumann algebras. A basic reference is Section 4 of Loi [13] . Let M ⊃ N be an inclusion of von Neumann algebras. Set
Then this is a closed subgroup of Aut(M ) with respect to the u-topology, that is,
Let G be a locally compact group. A continuous group homomorphism from G to Aut(M, N ) is said to be an action of G on the inclusion M ⊃ N . Two actions α and β of G are said to be mutually cocycle conjugate if there exist an α-cocycle {u g } of N and an automorphism θ ∈ Aut(M, N ) with
for any g ∈ G. An automorphism α is said to be inner if there exists a unitary u of N with α = Adu. We denote the set of all inner automorphisms by Int(M, N ), which is a normal subgroup of Aut(M, N ). Let ω be an ultrafilter of N. Set
Then I ω is a closed ideal of the C * -algebra C ω . Let C ω (M, N ) := C ω /I ω be the quotient C * -algebra. Denote the quotient C ω → C ω (M, N ) by π. Then C ω (M, N ) has a von Neumann algebra structure (See Section 4 of Loi [13] ). An automorphism
An automorphism α is said to be centrally trivial if α ∈ Aut(C ω (M, N )) is identity. We denote the set of all centrally trivial automorphisms by Cnt(M, N ), which is a normal subgroup of Aut(M, N ).
2.4. Probability index. Let M ⊃ N be an inclusion of von Neumann algebras with a conditional expectation E from M to N . Then the probability index of E is defined by the following (See Section 2 of Pimsner-Popa [22] ).
When M ⊃ N is an inclusion of factors, the probability index coincides with the usual index defined by Jones [4] , Kosaki [11] (See Theorem 2.2 of Pimsner-Popa [22] and Theorem 4.1 of Longo [14] ). Let G be a locally compact group. Let α be an action of G on the inclusion M ⊃ N . Then it is possible to consider the crossed product (M ⊃ N ) ⋊ α G. Let φ 0 be a normal faithful state of N . Set φ := φ 0 • E. Then the modular automorphism group {σφ t } t∈R of the dual weight φ is of the following form. 
Hence the action {σφ t } preserves N ⋊ α G globally. In the following, we assume that the action α commutes with the expectation E. Under this assumption, by Takesaki's criterion, there exists a conditional expectationẼ from M ⋊ α G to N ⋊ α G with respect to the dual weight (See Lemma 1.4 of Kawahigashi [7] ). Probably, the following proposition is well known for specialists. Proposition 2. In the above context, assume that G is abelian and the action α commutes with the expectation E and α fixes a normal faithful state φ 0 of N . Then the probability index ofẼ is the same as that of E.
Proof. SinceẼ commutes with the dual actionα, there exists a conditional expectationẼ from M ⋊ α G⋊αĜ to N ⋊ α G⋊αĜ with respect to the double dual weightφ. By using Takesaki's duality theorem, it is possible to think thatẼ is an expectation
Since α fixes the state φ := φ 0 • E, the double dual weight corresponds to φ ⊗ Tr. Hence by the uniqueness of the conditional expectation,Ẽ corresponds to E ⊗ id B(L 2 G) . Hence we have Ind(E) = Ind(Ẽ).
2.5. Ergodicity of crossed products. We will classify actions of compact abelian groups. In order to achieve this, we need to classify actions of discrete abelian groups on the crossed products. The following theorem is useful for investigating the crossed products. Theorem 3. Let N ⊂ M be an inclusion of semifinite von Neumann algebras with its probability index less than 4. Let A ⊂ Z(M ) be an abelian von Neumann subalgebra. Identify A with L ∞ (Γ, µ). Let
be the direct integral decomposition of M ⊃ N over Γ. Let θ be an action of a locally compact group G on the inclusion M ⊃ N which is ergodic on A. Then there exists an inclusion of von Neumann algebras
Proof. Let T be the action of G on (Γ, µ) defined by
We consider the Effros Borel structure of W (For the definition, see Subsection V.6 of Takesaki [24] ). By replacing H by H ⊗ H, if necessary, we may assume that there exists a subfactor B of B(H) satisfying the following three conditions.
(1) We have M (γ) ⊂ B for almost every γ ∈ Γ.
(2) The commutant B ′ is properly infinite. (3) The factor B is of type I ∞ .
Set
Then W B is the inverse image of the diagonal set of W × W by the Borel map W ∋ R → (R ∩ B, R) ∈ W × W (See Corollary IV 8.6 of Takesaki [24] ). Hence W B is Borel.
Since M and N are semifinite, there exists a semifinite von Neumann algebra P with M (γ) ∼ = P for almost every γ ∈ Γ. Hence by removing a null set, we may assume that M (γ) ∼ = P for all γ ∈ Γ and the map γ → M (γ) is Borel measurable. Since the commutants of M (γ) and P are properly infinite, M (γ) and P are spatially isomorphic. Hence for almost every γ, there exists a unitary u γ of B(H) satisfying u γ M (γ)u * γ = P . We will show that it is possible to choose the map γ → u γ so that it is µ-measurable. Claim 1. There exists a µ-measurable map γ → u γ ∈ U(B(H)) with u γ M (γ)u γ = P for every γ ∈ Γ.
Proof of Claim 1. Set
We first show that the set A is Borel. Since the map γ → M (γ) is Borel, by Corollary IV 8.3 of Takesaki [24] , there exists a sequence {f n : Γ → B(H)} of Borel maps such that for each γ ∈ Γ, the sequence {f n (γ)} is dense in the unit ball of M (γ). Then the map (γ, u) → uf n (γ)u * is Borel and the sequence {uf n (γ)u * } is dense in uM (γ)u * . Hence by Corollary IV 8.3 of Takesaki [24] , the map (u, γ) → uM (γ)u * is Borel. Hence the set A is Borel. On the other hand, the map A ∋ (γ, u) → γ ∈ Γ is surjective. Hence by Borel cross section theorem, there exists a µ-measurable map γ → u γ such that (γ, u γ ) ∈ A for almost every γ ∈ Γ.
Hence by removing a null set, we may assume that the maps γ → u γ and γ → N (γ) are Borel. Hence the map γ → (N (γ), u γ ) → u γ N (γ)u * γ (a composition of Borel maps) is also Borel. Set
Then W P is the inverse image of the diagonal set of W × W by the Borel map W ∋ Q → (Q ∩ P, Q) ∈ W × W (See Corollary IV 8.6 of Takesaki [24] ). Hence W P is Borel.
Proof of Claim 2. Since the map W P ∋ Q → Q ∈ W P is Borel, by Corollary IV 8.3 of Takesaki [24] , there exists a family of Borel maps {f n :
such that for any Q ∈ W P , the set {f n (Q) | n = 1, 2, · · · } ⊂ Q 1 is weak* dense. Here, P 1 and B(H) 1 are the unit balls of P and B(H), respectively. Set
Then the map g n is Borel measurable because the map Aut(P ) × P 1 ∋ (σ, x) → σ(x) ∈ P 1 is continuous with respect to the weak* topology. On the other hand, for any (σ, Q) ∈ Aut(P ) × W P , the set {g n (σ, Q) | n = 1, 2, · · · } ⊂ σ(Q) 1 is weak* dense. Hence by Corollary IV.8.3 of Takesaki [24] , Φ is Borel measurable. Now, we return to the proof of the theorem. For Q ∈ W P , the set
is Borel by Claim 2. Hence by Corollaries A.8, A.10 of Takesaki [24] , the set
is a Souslin set. Hence by Theorem A.13 of Takesaki [24] , the set B Q is µ-measurable. For any g ∈ G, the set T g (B Q ) △ B Q is a null set. This is because for almost every γ ∈ Γ, the inclusion
. Let G 0 be a countable dense subgroup of G. Identify W P with [0, 1), as Borel spaces. By using Ocneanu's classification or Popa's classification, the number of the isomorphism classes of subfactors of type II 1 with index less than 4 is at most countable (See, Ocneanu [19] or Section 5 of Popa [20] ). Hence it is possible to divide Γ into at most countably many B Q 's. Hence by the ergodicity of T , there exists Q ∈ W P with µ(B Q ) = 1.
3. Invariants for actions 3.1. Approximate innerness of actions. Let M ⊃ N be an inclusion of von Neumann algebras. Assume that there exists a finite index normal faithful conditional expectation E from M to N . We investigate when an automorphism α ∈ Aut(M, N ) is approximated by elements of Int(M, N ) (approximately inner). When M ⊃ N is a strongly amenable inclusion of AFD factors of type II 1 , approximate innerness is characterized by using the Loi invariant (See Theorem 5.4 of Loi [13] ). Here, we extend his result for inclusions of non-factors (See also Winsløw [26] , [27] ). Since the expectation E : M → N has finite index, it is possible to construct the Jones tower N ⊂ M ⊂ M 1 ⊂ M 2 ⊂ · · · and the family of Jones projections Kosaki [12] ). Assume that the center Z(M ) of M is the same as that of N . This condition implies that Z(M k ) = Z(M ) for all k ≥ 1 because we have
Here, J M is the modular conjugation. By the same argument as in Lemma 5.1 of Loi [13] or Lemma 1.4 of Kawahigashi [7] , any automorphism
. The sequence Φ(α) is said to be the Loi invariant of α. The set
If we assume that all fibers (M (x) ⊃ N (x) are mutually isomorphic to a subfactor P ⊃ Q, then each Φ(α) ∈ G defines a homomorphism from X ⋊ α Z to Φ(P, Q) by the following way.
Φ(α) n,x := Φ(α n,x )
for n ∈ Z, x ∈ X.
We have the following proposition.
Proposition 5. Let M ⊃ N be an inclusion of semifinite von Neumann algebras. Assume that the inclusion is of the form (P ⊃ Q) ⊗ Z(M ) for a strongly amenable inclusion P ⊃ Q of semifinite AFD factors. Then we have the following two statements.
(1) An automorphism α ∈ Aut(M, N ) is approximately inner if and only if Φ(α) = id and the automorphism α admits an invariant trace τ of N .
(2) Let α, β be two actions of a discrete group G on the inclusion M ⊃ N such that Φ(α) is conjugate to Φ(β) in G. Assume that they have invariant traces τ α , τ β of N , respectively. Then there exists an automorphism
Proof.
is trivial. Hence we may assume that the automorphism α| Z(M) is trivial. Let
be the direct integral decomposition. Then by the same argument as in the proof of Theorem 9.4 of Masuda-Tomatsu [17] , we have α ∈ Int(M, N ) if and only if α| Z(M) is trivial and α γ ∈ Int(P, Q) for almost every γ ∈ Γ. On the other hand,
We have Φ(α) = id if and only if α| Z(M) = id and Φ(α) γ = id for almost every γ ∈ Γ. Hence by Theorem 5.4 of Loi [13] , we have Φ(α) = id and mod τ (α) = 1 if and only if α ∈ Int(M, N ).
(2) Since the map Φ :
We need to replace σ so that it satisfies that mod τ (σ
, where, mod τ (α) is the unique positive operator affiliated with Z(M ) satisfying 
By the same argument as in the proof of Theorem XVIII.2.1 (i) of Takesaki [25] (p.315), there exists an automorphism ρ ∈ Aut(R 0,1 ⊗ A) such that we have
and the automorphism ρ is trivial on A. Since Φ(id P0⊃Q0 ⊗ ρ) = id, we have the desired conclusion.
Remark 6. Similar results hold when we have one of the following.
3.2. Centrally trivial part. In this subsection, we always assume that the inclusion M ⊃ N is isomorphic to A ⊗ R 0,1 ⊗ (P ⊃ Q). Here, P ⊃ Q is a strongly amenable extremal inclusion of factors of type II 1 satisfying Int(P, Q) = Aut(P, Q), A is an abelian von Neumann algebra and R 0,1 is the AFD factor of type II ∞ .
Lemma 7. Let P ⊃ Q be a strongly amenable inclusion of subfactors of type II. Then Cnt(P, Q) is a Souslin subset of Aut(P, Q).
Proof. Let Q ⊂ P ⊂ P 1 ⊂ P 2 ⊂ · · · be the Jones tower of the inclusion P ⊃ Q and {x n } be a dense sequence of the unit ball S(P ) of P . We define a function
Then this map is continuous. By Popa's characterization of central triviality (See Theorem 2.14 (6) of Popa [21] ), α ∈ Aut(P, Q) is centrally trivial if and only if there exists k ∈ N and a ∈ S(P k ) \ {0} with F k n (a, α) = 0 for any n. On the other hand, the set
is a Borel subset. Hence the set
with F k n (a, α) = 0 for any n} is a Souslin set by Corollary A.10 of Takesaki [24] . Hence Cnt(P, Q) = ∞ k=1 A k is also a Souslin set.
Let G be a discrete abelian group and α be a centrally ergodic action of G on
, and for each x ∈ X, we set
Then the central ergodicity of α and the Souslinness of Cnt(P, Q) implies that N (α, x) does not depend on the choice of x ∈ X, except for a null set. Hence we set
Theorem 8. (Theorem 3.1 of Masuda [15] ) Let P ⊃ Q be an extremal strongly amenable inclusion of factors of type II 1 with Aut(P, Q) = Int(P, Q). Then for σ ∈ Cnt(P, Q) and θ ∈ Aut(P, Q), there exists a unique unitary u(θ, σ) of N with the following two properties.
For any a ∈ P k with σ(x)a = ax for any x ∈ M , we have θ(a) = u(θ, σ)a. This u(θ, σ) has the following properties.
In our setting, we need to consider automorphisms which may not preserve the center.
Lemma 9. Let θ be an automorphism of M ⊃ N which preserves a trace τ . Then there exists an automorphism θ of M ⊃ N which satisfies the following conditions.
(1) The automorphism θ preserves the trace τ .
(2) The automorphism θ is of the form θ 0 ⊗ id P , where we identify M ⊃ N with (A ⊗ R 0,1 ) ⊗ (P ⊃ Q). In particular, θ commutes with any automorphism of the form id A ⊗ id R0,1 ⊗ α for some α ∈ Aut(P, Q).
Lemma 10. Let θ be a trace-preserving automorphism of M ⊃ N and σ be a centrally trivial automorphism of P ⊃ Q. Set
Then there exists a unique unitary u(θ, σ) of N which satisfies the following two conditions.
(
Proof. Choose an automorphism θ as in the previous lemma. Set
Then β is trivial on the center and preserves a trace. Hence there exists a unitary u of N such that the automorphism α := Adu • β preserves A ⊗ C ⊗ (P ⊃ Q) globally. Hence by Theorem 8, there exists a unitary u(α, σ) of N such that
We will show that this u(θ, σ) satisfies the desired conditions. Condition (1) is shown by
Let a 0 ∈ P ; \ {0} be an element satisfying σ 0 (x)a 0 = a 0 x for any x ∈ P . Set
and the central support of a is 1. We need to show condition (b). This is shown by
Next, we show the uniqueness. Assume that another unitary v(θ, σ) satisfies the above two conditions. Then by the first condition, there exists a unitary c of A with v(θ, σ) = cu(θ, σ). However, by the second condition, this c should be 1.
For an automorphism ρ of M ⊃ N which is trivial on A, it is possible to construct a unitary u(ρ, σ) of N in the following way. Let
Then the automorphism ρ • ρ −1 is trace-preserving. Hence by using the above lemma, we obtain a unitary u(
x ⊗ id Mx commutes with σ x , this u(ρ, σ) satisfies the following conditions.
By using this unitary, it is possible to show the following result.
Corollary 11. Let θ be a trace-preserving automorphism of M ⊃ N and σ 0 be a centrally trivial automorphism of P ⊃ Q. Then for any automorphism ρ of M ⊃ N which is trivial on A, we have
Proof. This corollary is shown by the uniqueness of u(θ, σ).
Characteristic invariants.
In this subsection, we always assume that the inclusion M ⊃ N satisfies the same assumption as that of the previous subsection. Set
If we identify A with L ∞ (X, µ), it is possible to think of χ(M, N ) as the set of all µ-measurable functions from X to χ(P, Q). In this subsection, we also put the following assumption.
Assumption.
(1) The group χ(P, Q) is a finite abelian group. (2) There exists a unique right inverse σ 0 : χ(P, Q) → Cnt(P, Q) of the quotient, up to cocycle conjugacy.
Remark 12.
(1) A right inverse σ 0 is outer, as an action on Q. Hence it is minimal because χ(P, Q) is a finite group. Hence the uniqueness up to cocycle conjugacy implies the uniqueness of up to conjugacy.
(2) Under this assumption, any action σ : χ(P, Q) → Cnt(M, N ) with the following ( * ) satisfies the assumption in Lemma 10.
( * ) For any s ∈ χ(P, Q), we have [σ s ] = s (a constant function from X to χ(P, Q)).
(P, Q).
Proof. By assumption, we have Aut(P, Q) = Int(P, Q). Hence for any g ∈ G, we have
In the first equation, we used Theorem 8. This computation shows that the map
Thus by the ergodicity of α| A and the Souslinness of Cnt(P, Q), the map is a constant function. N ) . By the above lemma, it is possible to think that the range of the map ν α is contained in χ(P, Q). For each h ∈ N (α), set
Proof. This is shown by the equation
Lemma 15. For each n, m ∈ N (α), we have
Proof. This is shown by α n α m = α nm .
Proposition 16. The above λ α and µ α satisfy the following equations.
Proof. This is shown by the same method as that of Section 4 of Masuda [15] .
We introduce an equivalence relation on Z(G, N (α), κ α ) by the following way.
if there exists a function c : N (α) → U(A) with c 1 = 1 satisfying the following two equations.
Proposition 17. Let α, β be two actions of a discrete abelian group G on M ⊃ N which preserve traces τ α , τ β , respectively. Assume that there exists an automorphism θ of M ⊃ N and an α-cocycle
Proof. Since α and β are mutually cocycle conjugate, we have N (α) = N (β). By the same argument as that just after Lemma 10, there exists an automorphism θ of M ⊃ N which satisfies the following conditions.
(1) The automorphism θ preserves τ β .
(2) We have θ| A = θ| A .
The automorphism θ commutes with σ να(h) for any h ∈ N (α).
Then for each h ∈ N (α), we have θ
On the other hand, it is possible to choose a ∈ M k with the following properties.
(1) We have θ(a) = a. Then by the uniqueness of u(θ • β g • θ −1 , σ να(h) )), we have
Hence we have [(λ
Hence we may assume that α| A = β| A and there exists an automorphism ρ of M ⊂ N which is trivial on A and satisfies Adu g • α = ρ • β • ρ Remark 18. We will classify actions of compact abelian groups on subfactors with index less than 4, and our strategy is to classify dual actions. However, some crossed products by actions of compact abelian groups are not of the above form (for the proof, see Section 5). We need to handle inclusions of the form A ⊗ R ⊗ (P ⊃ Q), where A is abelian, R is a semifinite factor and P ⊃ Q is an inclusion with one of the following properties.
(1) The inclusion P ⊃ Q is a subfactor of type II 1 which satisfies Aut(P, Q) = Int(P, Q) and there exists a unique right inverse σ 0 : χ(P, Q) → Cnt(P, Q). (2) The inclusion P ⊃ Q is a strongly amenable, extremal subfactor of type II 1 which satisfies Cnt(P, Q) = Int(P, Q).
(3) The inclusion P ⊃ Q is a strongly amenable, extremal subfactor of type II 1 with its principal graph of type D 4 .
(4) Q is a finite factor and P = Q ⊗ C p , where p = 2 or 3.
p where R is a finite factor and p = 2 or 3, P = R ⊗ M p (C). In case (1) and R is of type II 1 , invariants are constructed by the same way. A proposition corresponding to Proposition 17 is also shown by the same way. In cases (2)-(5), any centrally trivial automorphism of P ⊃ Q is implemented by a unitary of P or P 1 , where P 1 is the basic extension of P ⊃ Q. Hence by using these unitaries, it is possible to construct characteristic invariants by the same argument as that of the constructions in Jones-Takesaki [5] .
Classification of actions of discrete abelian groups
In this section, we always assume that M ⊃ N is an inclusion of the form A ⊗ B(l 2 ) ⊗ (P ⊃ Q), where A is abelian, B(l 2 ) is a type I factor and P ⊃ Q is an inclusion of factors of type II 1 which is strongly amenable and extremal. We also assume that the inclusion P ⊃ Q satisfies one of the following conditions.
(1) Any automorphism of P ⊃ Q is approximately inner and there exists a unique right inverse from χ(P, Q) to Cnt(P, Q), up to (cocycle) conjugacy.
(2) Any centrally trivial automorphism is inner.
Theorem 19. Let α and β be two centrally ergodic actions of a discrete abelian group G on M ⊃ N . Assume that they preserve traces, respectively. Then they are mutually cocycle conjugate if and only if there exists an automorphism
The "only if" part has been shown in the end of the previous section. Hence we will show the "if" part. As we will explain in Remark 29, the second case can be shown by the same argument as that of the proof of Theorem 2.1.14 of JonesTakesaki [5] . Here we show the theorem when the inclusion P ⊃ Q satisfies the first condition. The outline of the proof is the same as that of the case of single factors (Theorem 2.1.14 of Jones-Takesaki [5] and Theorem 2.2 of KawahigashiTakesaki [10] ). In order to imitate their proof, the basic strategy is to use analogies between automorphisms of single factors of type III and those of subfactors of type II 1 (See Section 3 of Kawahigashi [8] or Section 3 of Masuda [15] ). In particular, we use the right inverse σ 0 : χ(P, Q) → Cnt(P, Q) instead of modular automorphism group {σ φ t } t∈R . Although the outline of the proof is similar to that of the case of single factors, some parts are technically different. In particular, the proof of Lemma 23, which corresponds to Lemma 2.5.6 of Jones-Takesaki [5] , Lemma 2.4 of Kawahigashi-Takesaki [10] , is difficult. Hence we explain how to deal with these problems.
Let α and β be actions of a discrete abelian group G on M ⊃ N satisfying assumptions in Theorem 19. Assume that there exists an automorphism θ of M ⊃ N with Φ(θ
instead of considering θ, we may assume that θ preserves the trace which is fixed by α (Here, T is a transformation of X induced by θ|A). Then θ • α • θ −1 preserves a trace. Hence by considering θ • α • θ −1 instead of considering α, we may assume that α and β have the same invariants. By the same argument as that of the proof of Theorem XVIII.2.1 (i) of Takesaki [25] (p.315), there exists an automorphism ρ of M ⊃ N such that ρ • α • ρ −1 and β preserve the same trace. Hence we may assume that α g • β g −1 is approximately inner for any g ∈ G.
Set
Then by Lemma 2.2.11 of Jones-Takesaki [5] , we have [23] ). There exists an action l of H(α)×K on the AFD factor R 0 of type II 1 with χ l = 1 ∈ Λ(H(α)×K, N (α), T) such that for each homomorphism q : K →Ĥ, there exist a Borel map ρ : X ∋ x → ρ x ∈ Aut(R 0 ) and Borel cocycles {u k } k∈K , {v h,x } (x,h)∈X×H(α) with the following conditions.
Then m defines an action m of G on M ⊃ N .
Lemma 21. Let α and m be as above. Then we have
Proof. The only non-trivial assertion in the lemma is that we have
. By the uniqueness of σ 0 , we may assume that σ is of the form σ ⊗ id R0 , where σ = id A⊗B(l 2 ) ⊗ σ 0 (See also Proposition 17). Then by the uniqueness in Theorem 8, we have
Hence by the uniqueness in Theorem 8, we have
For each h ∈ N (α), it is possible to choose u m h so that
Hence we have
Since χ l = 1, we get the conclusion.
Hence it is enough to show that the action m is cocycle conjugate to the action β, and in the rest of this section, we will show this cocycle conjugacy.
Lemma 22. The action m| H(α) is cocycle conjugate to the action β| H(α) .
Proof. This follows from a classification theorem of actions on subfactors (Theorems 5.1 and 6.1 of Masuda [15] or Section 8 of Masuda [16] ).
By this lemma, we may assume that there exists an m-cocycle {v h } h∈H(α) of N such that β h = Adv h • m h for h ∈ H(α).
Let
be the direct integral decomposition. Set
Then as in subsection 2.5 of Jones-Takesaki [5] , it is possible to introduce a Polish group structure on A 0 (x). The product is defined by the following.
(ρ
). For the meaning of this group structure, see Section 2 of Kawahigashi-Takesaki [10] . A sequence {(ρ Since H(α) is a commutative group, it is possible to think ofĤ as a subgroup of A 0 (x) by the following way.
, by the same computation as that preceding Lemma 2.4 of Kawahigashi-Takesaki [10] , we have
Then the map h → w k h is an m h,y -cocycle. By construction, we have [(n k , w k h )] ∈ A(y). We will show the following lemma, which corresponds to Lemma 2.5.6 of Jones-Takesaki [5] or Lemma 2.4 of Kawahigashi -Takesaki [10] .
Lemma 24. Lemma 23 implies Theorem 19.
Proof. This is shown by the same argument as that of the proof of Theorem 2.1.14 of Jones-Takesaki [5] or Theorem 2.2 of Kawahigashi-Takesaki [10] . Lemma 20 is used here.
Hence in the rest of this section, we will show Lemma 23. Proof. This is trivial.
for some unitary v of N y (and by the above lemma), we may assume that the automorphism n k is of the from n ′ k ⊗ id B(l 2 ) , where we identify M y ⊃ N y with (P ⊃ Q) ⊗ B(l 2 ). By Theorem 6.1 of Masuda [15] , the automorphism n k is cocycle conjugate to n k ⊗ id R0 , where R 0 is the AFD factor of type II 1 . Hence by considering (Adu • n k , uw k h m h,y (u) * ) for some unitary u of N y (and by the above lemma), we may assume that n k is of the form θ
As we have explained, in order to show the classification theorem, we will consider a subfactor of type II 1 as a similar object to a single factor of type III. In this viewpoint, the right inverse σ 0 : χ(P, Q) → Cnt(P, Q) corresponds to a modular automorphism group. In the case of factors of type III, any automorphism extends to the crossed product by a modular automorphism group, which is said to be the canonical extension (See Section 12 of Haagerup-Størmer [3] ). In the case of subfactors, any approximately inner automorphism extends to the crossed product by σ 0 (See Proposition 3.2 of Masuda [15] ). We will use this extension. [15] ). Let P ⊃ Q be a strongly amenable, extremal inclusion of factors of type II 1 such that any automorphism of P ⊃ Q has trivial the Loi invariant. Assume that there exists a right inverse σ 0 : χ(P, Q) → Cnt(P, Q). Then any approximately inner automorphism n of P ⊃ Q extends to an automorphismñ of the crossed product (P ⊃ Q) ⋊ σ 0 χ(P, Q) by λ s → u(n, σ s )λ s for s ∈ χ(P, Q). The extension α →α has the following properties.
Proposition 26. (Proposition 3.2 of Masuda
(1) For any unitary u of Q, we haveÃdu = Adu.
(2) The map α →α is a continuous group homomorphism.
Proof. All the statements except for property (2) are shown in Masuda [15] . Here, we show property (2) . By Theorem 8, for any a ∈ P k with σ(x)a = ax, the map
is continuous, where E k : P k → P is the conditional expectation. Thus we are done.
We apply the above result for our setting. Let σ : χ(P, Q) → Cnt(M, N ) be the action with [σ s ] = s for any s ∈ χ(P, Q). Then by assumption, we may assume that the action σ is of the form σ 0 ⊗ id B(l 2 )⊗A , where σ 0 : χ(P, Q) → Cnt(P, Q) is the right inverse. For y ∈ X, the fiber σ s,y of σ s is of the form σ 0 s ⊗ id B(l 2 ) . For simplicity, in the rest of this subsection, we denote σ 0 s ⊗ id B(l 2 ) by σ s , if there are no danger of confusion. Since n k is of the form n
Sinceñ k commutes with the dual actionσ, the automorphismñ k extends to (M y ⊃ N y ) ⋊ σ χ(P, Q) ⋊σχ(P, Q) byñ k (λ p ) = λ p for p ∈χ(P, Q). By using the above proposition again, we have Ad(v ′ n ⊗ 1) →ñ k . By Theorem 8, the map s → u(n k , σ s ) is σ-cocycle. Since σ is a right inverse of the quotient, it is outer, as an action on N k . Hence it is minimal because the group χ(P, Q) is a finite group. Hence any cocycle is a coboundary. Hence there exists a unitary w of N y with u(n k , σ s ) = w * σ(w). The automorphism Adw •ñ k is of the following form.
for p ∈χ(P, Q). Note that Adw • n and σ commute. Hence by Lemma 13.3 of Haagerup-Størmer [3] (See also Lemma 13.2 of Haagerup-Størmer), if we identify
We also have
where α ∼ β means that two actions α and β are mutually conjugate. Hence there exists an automorphism θ of (M y ⊃ N y ) ⊗ B(l 2 (χ(P, Q))) satisfying
Lemma 27. Let θ, m h,y andm h,y be as above. Assume that automorphisms ρ,ρ and a unitary v of N y satisfy θ
The converse is also true.
Then the family {w ′ h } is anm n,y -cocycle and we havẽ n
The following is a slight modification of the proof of Lemma 2.4 of KawahigashiTakesaki [10] . Since n ′ k preserves a trace and has the trivial Loi invariant, the automorphism n ′ k is approximately inner. Hence there exists a sequence of unitaries {v n } of N y with lim n→∞ Adv n = n 
In the fourth equality, we used the fact thatñ
, we may assume that c k = 1. Now, we havẽ
andm h,y is centrally trivial, the sequence
Thus rest of the proof is the same as that of Lemma 2.4 of Kawahigashi-Takesaki [10] . Now, we return to the proof of Lemma 23. In the above, we have only considered the case when Aut(P, Q) = Int(P, Q). We need to consider other cases in Remark 18. However, other cases are shown by the same argument as that of the proof of the case of single factors (Theorem 2.1.14 of Jones-Takesaki [5] ). The following two observations are crucial.
(1) Actions of discrete abelian groups on inclusions of semifinite factors satisfying Int(P, Q) = Cnt(P, Q) have been classified, up to cocycle conjugacy (Theorem 5.1 of Masuda [15] ). Actions of discrete abelian groups on inclusions of the form P = Q ⋊ Z/pZ ⊃ Q are classified, up to cocycle conjugacy. This can be achieved by the same argument as that of Sections 3-6 of Masuda [16] (Sections 3, 4 and 6 are completely same. For Section 5, the important observation is that we have Z(Q) ∩ C ω (P, Q) = C. Hence it is possible to show a lemma similar to Lemma 5.2 of Masuda [16] (See also Lemma 5.2 of Masuda-Tomatsu [17] )). Hence it is possible to show a lemma corresponding to Lemma 22. (2) Any centrally trivial automorphism of P ⊃ Q is implemented by a unitary u of P or P 1 , where P 1 is the basic extension of P ⊃ Q. Hence it is possible to show the statement corresponding to Lemma 23 by the same argument as that of the proof of Lemma 2.5.6 of Jones-Takesaki [5] . Proof. By Proposition 2, the crossed product (M ⊃ N ) ⋊ α A has the same probability index as that of the original inclusion M ⊃ N . By the central ergodicity ofα and Theorem 3, the crossed product inclusion is isomorphic to an inclusion of the form A ⊗ B(l 2 ) ⊗ (P ⊃ Q), where A is an abelian von Neumann algebra and B(l 2 ) is a type I factor and P ⊃ Q is an inclusion satisfying one of the following conditions.
(1) The inclusion P ⊃ Q is a subfactor of type II 1 such that we have Aut(P, Q) = Int(P, Q) and there exists a unique right inverse σ 0 : χ(P, Q) → Cnt(P, Q), up to (cocycle) conjugacy.
(2) The inclusion P ⊃ Q is a subfactor of type II 1 satisfying Cnt(P, Q) = Int(P, Q).
(3) The inclusion P ⊃ Q is a subfactor of type II 1 with its principal graph is of type D 4 .
where R is a finite factor and p = 2 or 3, P = R ⊗ M p (C). Hence it is possible to apply Theorem 19 and Remark 29 of the previous section. Hence by the same argument as that of the proof of Theorem 3.1.3 of Jones-Takesaki [5] or Theorem 3.1 of Kawahigashi-Takesaki [10] , we are done.
5.2.
Classification up to conjugacy. In this subsection, we explain a classification theorem up to conjugacy. The following argument is completely the same as that of Subsection 3.2 of Jones-Takesaki [5] . Let A be a compact abelian group and M ⊃ N be a subfactor with a normal faithful conditional expectation E : M → N . 
Then as shown in Subsection 3.2 of JonesTakesaki [5] , θ(p) ∈ H s,M⊃N . The orbit of θ(p) in P s,M⊃N does not depend on the choice of θ. Let ι(α) be the orbit of θ(p) in P s,M⊃N , which is said to be the inner invariant of α. We have the following proposition. Proof. This is shown by completely the same argument as that of the proof of Proposition 3.2.2 of Jones-Takesaki [5] .
Actions of T
In many cases, invariants of Theorem 31 are difficult to compute. Although Theorem 31 provides a list of obstructions for stable conjugacy, it may not be better to think that it is useful for actual computation. However, for an action α of the one dimensional torus T, the invariants are turned out to be easy because N (α) is trivial. 
Here, A m , D 2n , E 6 and E 8 denote the inclusions of factors with their principal graphs of type A m , D 2n , E 6 and E 8 , respectively.
In the following, we will show Theorem 33. In order to achieve this, the following proposition, which is similar to Proposition 7 of Choda-Kosaki [2] , is important. 
Proof. The inclusion "⊂ " is trivial. We show the opposite direction. Choose
′ . Let x = n∈Z x n λα n be the Fourier expansion. Since x commutes with any y ∈Ñ , we have yx n = x nαn (y) for any y ∈Ñ , n ∈ Z. Case 1. The case whenα| Z(M) is free.
Assume that x n = 0 for some non-zero n. Sinceα| Z(M) is free, there would exist a non-zero central projection z such thatα n (z)z = 0, and z ≤ (central support of x n ). Then we have
On the other hand, since z ≤ (central support of x n ), we would have zx n = 0, which would be a contradiction. Hence we have x n = 0 for all n = 0. Case 2. The case whenα| Z(M) has a non-zero period L. In this case we have
Cp l for the minimal central projections {p l }. We show that for each l = 1, · · · , L, the family {α Ln } n∈Z defines a strongly outer action ofM p l ⊃Ñ p l . This is shown by the following way. Assume that {α Ln } n∈Z were not strongly outer. Then by Corollary 4 of Choda-Kosaki [2] , there would exist a positive integer n > 0 and a unitary u ∈ U(Ñ p1 ) withα Ln |M
, there would exist a complex number γ with |γ| = 1,
Then v is a unitary ofÑ . Let {λα n } n∈Z be the unitaries ofM ⋊α Z satisfying λα n xλα −n =α n (x) for x ∈M . Then we have 0 = vλα Ln 2 ∈ Z(M ⋊α Z), which would contradict to the fact thatM ⋊α Z ∼ = M ⊗ B(L 2 T) is a factor. Hence for each l = 1, · · · , L, the family {α Ln } n∈Z defines a strongly outer action ofM p l ⊃Ñ p l . Hence we have x Ln = 0 for any non-zero n = 0. On the other hand, by the same argument as that in Case 1, we have x j = 0 for j ∈ LZ. Proof. By the proof of Proposition 34, for any action α of T on M ⊃ N , we have N (α) = {0}. Hence by Theorem 31, we get the conclusion.
By the same argument as that of Proposition 6.2 of Masuda-Tomatsu [17] , it is possible to show that stable conjugacy implies cocycle conjugacy under the assumption that Connes spectra are non-zero. Hence what we need to do in the following is to show that the list of the crossed products in Theorem 33 is correct.
Proposition 36. Let M ⊃ N be an inclusion of AFD factors of type II 1 with index less than 4 and α be an action of T on M ⊃ N . Assume that the Connes spectrum of α is not zero. SetM ⊃Ñ := (M ⊃ N ) ⋊ α T. Assume that Z(M ) = Z(Ñ ). Then the following two conditions are equivalent.
(a) The inclusion M ⊃ N is isomorphic to any direct summand P ⊃ Q of the inclusionM ⊃Ñ .
(b) The action α is cocycle conjugate to an action of the form id M⊃N ⊗ σ for an action σ on the AFD factor R 0 of type II 1 .
Proof. We denote M k ⋊ α T byM k . Then by Proposition 3.13 of Kosaki [12] , the sequence {M k } is the Jones tower of the expectationẼ :M →Ñ with respect to a trace. By Popa's classification theorem (Theorem 5.1.1 of Popa [20] ), the implication (b) ⇒ (a) is trivial. We show the opposite direction. It is enough to show that when the standard invariant of M ⊃ N is isomorphic to that of P ⊃ Q, then condition (b) is satisfied. Let {p l } L l=1 be the minimal projections of Z(M ) = Z(Ñ ). There exists a natural embedding
They are finite dimensional. By condition (a) and Proposition 34, we have (M k ∩ N ′ )αp l ∼ = P k ∩ Q ′ . Hence we have (M k ∩Ñ ′ )αp l = (M k ∩Ñ ′ )p l . This means that the Loi invariant ofα L is trivial. Hence the Loi invariant ofα is conjugate to that of the following action.
id P ⊃Q ⊗β ∈ Aut((P ⊃ Q) ⊗ (R 0 ⋊ β T)).
Here, β is the (unique) action of T on R 0 with Connes spectrum LZ. Hence by the above lemma, the action α is cocycle conjugate to β.
Lemma 37. Let M ⊃ N be an inclusion of AFD factors of type II 1 and α be an action of T on the inclusion M ⊃ N . Assume that the inclusionM ⊃Ñ := (M ⊃ N )⋊ α T is of the form C L ⊗(C p ⊃ C)⊗B(l 2 )⊗R or C L ⊗(M p (C) ⊃ C p )⊗B(l 2 )⊗R, where R is a finite factor, L ∈ N and p is a prime number. Then there exists an action β of Z/pZ on N satisfying M = N ⋊ β Z/pZ.
Proof. We consider the case whenM ⊃Ñ := (M ⊃ N ) ⋊ α T is of the form C L ⊗ (C p ⊃ C) ⊗ B(l 2 ) ⊗ R. The other case is shown by a similar way. Let λα n , n ∈ Z be an implementing unitary ofα and u be a unitary of C L ⊗ C p ⊗ C ⊗ C be a unitary satisfyingα(u) = e 2πi/p u. Note that this u exists becauseα acts ergodically on C L ⊗ C p ⊗ C ⊗ C. Then we have λα 1 u = e 2πi/p uλα 1 . Hence Adu preservesÑ ⋊α Z globally. We also have u p = 1 and that Adu preserves the trace ofÑ ⋊α Z. Hence we have (Ñ ⋊α Z) ⋊ Adu (Z/pZ) =M ⋊α Z.
SinceM ⋊α Z is a factor, p is a prime number, by the uniqueness of the outer action of Z/pZ, the action Adu is cocycle conjugate to an action of the form β ⊗ id B(L 2 T) , where β is an outer action of Z/pZ on N , by an identification through Takesaki's duality. Hence we get the conclusion.
Lemma 38. Let M ⊃ N be an inclusion of AFD factors of type II 1 with index less than 4 and α be an action of T on the inclusion M ⊃ N . Assume that the inclusionM ⊃Ñ is isomorphic to C L ⊗ D 2n . Then the principal graph of the inclusion M ⊃ N is of type A 4n−3 or of type D 2n .
Proof. The following is argument is essentially the same as that of the proof of Proposition 6.2 of Loi [13] . We need to exclude the possibility that the principal graph of M ⊃ N is of type E 6 or E 8 . Let k be the depth ofM ⊃Ñ . Then the central support of the Jones projection e k inM k ∩Ñ ′ is 1. By Proposition 34, the central support of e k in M k ∩ N ′ is also 1. Hence the depth of M ⊃ N is not greater than k. On the other hand, by Proposition 2, the index of M ⊃ N and that of any direct summand ofM ⊃Ñ are same. Recall that when the index is less than 4, the index is given by the norm 4 cos 2 (π/h) of the principal graph, where h is the Coxeter number of the principal graph (h = m + 1 for A m , h = 4m − 2 for D 2m , 12 and 30 for E 6 and E 8 , respectively). Comparing indices and depth of M ⊃ N and direct summands ofM ⊃Ñ , if the principal graph of M ⊃ N were of type E 8 , then we would have 15 = 2m − 1 ≥ 6, which would be a contradiction. The case E 6 is excluded in a similar way.
Proof of Theorem 33. Let α be an action of T on M ⊃ N . Set
Assume that Connes spectrum of α (as an action on N ) is LZ. Case 1. Assume that the principal graph of a direct summand ofM ⊃Ñ is of type D 2n . By Remarks 6.5 of Loi [13] , the number of candidate for cocycle conjugacy classes ofα is at most 2. By Lemma 38, the principal graph of M ⊃ N should be of type D 2n or of type A 4n−3 .
Case 2. Assume that the center Z(N ) of N does not coincide with Z(M ). Then by Lemma 37, the principal graph of M ⊃ N is of type D 4 or A 3 .
Case 3. Assume that the principal graph of a direct summand ofM ⊃Ñ is of type A m , E 6 or E 8 . By lines 1-3 of p.288 of Loi [13] , and Proposition 36, (M ⊃ N ) ⊗ B(l 2 ) is isomorphic to a direct summand ofM ⊃Ñ .
