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Finite translation surfaces can be classified by the order of their singular-
ities. When generalizing to infinite translation surfaces, however, the notion
of order of a singularity is no longer well-defined and has to be replaced by
new concepts.
This article discusses the nature of two such concepts, recently introduced
by Bowman and Valdez: linear approaches and rotational components. We
show that there is a large flexibility in the spaces of rotational components
and even more in the spaces of linear approaches. In particular, we prove
that every finite topological space arises as space of rotational components.
However, this space will still not contain enough information to describe an
infinite translation surface. We showcase this through an uncountable family
with the same space of rotational components but different spaces of linear
approaches.
Additionally, we study several known and new examples to illustrate the
concept of linear approaches and rotational components.
Perhaps the first appearance of translation surfaces was in the context of dynamics
in [FK36], more specifically in the context of billiards. The unfolding construction for bil-
liards leads to the most visual way to describe translation surfaces: they can be obtained
by gluing polygons in the Euclidean plane along parallel edges of the same length.
Since the seminal works of Earle, Gardiner, Kerckhoff, Masur, Smillie, Veech, Vorobets,
and many more, starting in the 80’s, the interest in this field of research has grown and
different aspects have been studied. One aspect is the study of the geometry of moduli
spaces of finite translation surfaces which can be broken down into strata (see [Zor06] for
a survey). For these strata, for example, the number and type of connected components is
known since [KZ03]. Nowadays, dynamics on strata is a rich theory and its examination
has recently lead to the breakthrough result on orbit closures in [EMM15].
Within the last few years, translation surfaces of infinite topological type have come
into the focus of research. Many results have been obtained for infinite coverings of
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finite translation surfaces (e.g. [DHL14], [HHW13], and [FU14]). Furthermore, unfamiliar
behaviours of the dynamics in the infinite case have been found in [Hoo14], [Tre14], and
[LT16], for example.
One of the prominent aims in this young area of research is to extend the classical
theory of dynamics on strata to the world of infinite-type surfaces. In the finite-type
case, neighborhoods of singularities are simply covers of the punctured disk, and we
can use the degree of these covers to define strata. In order to define an analog to
strata in the general case, it is natural to first study which properties neighborhoods of
general singularities can have. This was first undertaken in [BV13], where the authors
studied the germs of geodesic rays starting at singularities, called linear approaches (see
Definition 1.1). All linear approaches of a singularity σ together form a space L(σ). This
space can be seen as the tangent space at the singularity σ and so it helps to extend the
unit tangent bundle to the singularities of the translation surface.
If two linear approaches differ by a rotation centered at the singularity, we say they
are in the same rotational component (see Definition 1.2). Being in the same rotational
component constitutes an equivalence relation ∼ on L(σ). For regular points and for the
well-known kinds of singularities, there is only one rotational component.
The rotational components are for example useful as a tool to study the dynamics of
a translation surface. This is done in a book in preparation by Delecroix, Hubert, and
Valdez and in an unpublished article by Rafi and Randecker.
One can also study the set L˜(σ) = L(σ)/ ∼ of all rotational components, equipped
with the quotient topology. This space captures how rotational components “fit together”.
When looking at known examples of singularities of translation surfaces and their spaces
of rotational components, it seemed reasonable to conjecture that they have properties
such as being locally compact or having Lebesgue covering dimension 1. It could have
been even possible that a space of rotational components is always Hausdorff, inheriting
this property from the corresponding space of linear approaches.
Quite in contrast, we show in the present paper that there is a large variety of spaces
that can occur as spaces of rotational components. In particular, a space of rotational
components does not need to be Hausdorff and the Lebesgue covering dimension can be
arbitrarily high. This follows from Theorem 4.1.
Theorem 4.1 (Every finite space occurs as L˜(σ))
Let Y be a non-empty topological space of finite cardinality. Then there exists a compact
translation surface (X,A) with a wild singularity σ so that the space L˜(σ) of rotational
components carries the same topology as Y .
This theorem implies, moreover, that L˜(σ) can be non-T0, T0 but not T1, T1 but not T2,
or T2. Examples in Section 2 illustrate these different possibilities and Example 4.3 gives
an instance of a non-locally compact space of rotational components. On the other hand,
Example 2.7 shows that the space of rotational components can also be homeomorphic
to S1.
In general, it is unlikely that a space of rotational components inherits properties of
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the corresponding space of linear approaches. This is because we lose a large amount of
information when passing to the quotient as we show in Theorem 5.1.
Theorem 5.1 (L˜(σ) does not determine L(σ))
There are uncountably many translation surfaces (Xr,Ar) with exactly one singularity σr,
with pairwise non-homeomorphic spaces of linear approaches L(σr), but with homeomor-
phic spaces of rotational components L˜(σr).
Furthermore, we investigate relations between the behaviour of the rotational com-
ponents as points in L˜(σ) and a natural metric that we can put on each rotational
component. In Proposition 3.1 and Proposition 3.3, we prove that the length of a rota-
tional component is related to whether it defines an open point in L˜(σ). With similar
arguments as in these proofs, we can also show a constraint on the spaces of rotational
components: In Corollary 3.5, we verify that L˜(σ) has to be separable.
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1 Definitions
A translation surface (X,A) is a two-dimensional connected manifold X equipped with a
translation structure A, i.e. a maximal atlas whose transition functions are translations.
We can pull back the Euclidean metric to the translation surface via the charts. When
passing to the metric completion we possibly have additional points which are called
singularities.
For a long time, only finite translation surfaces were studied. A finite translation
surface comes from a compact Riemann surface with a holomorphic 1–form. The 1–form
induces a translation structure on the surface without the zeros of the 1–form. Here,
the singularities are points where curvature is concentrated and which are cone points
with cone angle 2πk for a k ≥ 2. These points are called cone angle singularities of
multiplicity k. They have a punctured neighborhood which is a cyclic translation covering
of a once-punctured disk of degree k.
We say that a translation surface is of infinite type if its metric completion has singu-
larities that are not cone angle singularities. By small abuse of notation we often identify
a translation surface with its metric completion. For example we say a translation surface
(X,A) is compact if the metric completion X is compact.
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An infinite-type translation surface can have singularities for which the corresponding
cyclic translation covering is infinite (these are called infinite angle singularities). Even
more, an infinite-type translation surface can also have singularities that do not have a
neighborhood which is a cyclic translation covering of a once-punctured disk. The latter
singularities are called wild singularities. They incorporate most of the complication
inherent to infinite-type translation surfaces. Therefore, even when statements are true
for all types of singularities, we will mainly be interested in the case of wild singularities.
In [BV13], Joshua Bowman and Ferrán Valdez initiated the classification of wild sin-
gularities by studying their spaces of linear approaches. We recall the definitions that
we will use here.
Definition 1.1 (Space of linear approaches)
Let (X,A) be a translation surface. For every ǫ > 0, we define the space
Lǫ(X) := {γ : (0, ǫ) → X : γ is a geodesic curve} .
On
⊔
ǫ>0
Lǫ(X), we have the following equivalence relation R: γ1 ∈ L
ǫ(X) and γ2 ∈ L
ǫ′(X)
are called R–equivalent if γ1(t) = γ2(t) for all t ∈ (0,min{ǫ, ǫ
′}). The space
L(X) :=
⊔
ǫ>0
Lǫ(X)/R
is called space of linear approaches of X and the R–equivalence class [γ] of γ ∈ Lǫ(X) is
called linear approach.
For a point x ∈ X, we define the subspace Lǫ(x) :=
{
γ ∈ Lǫ(X) : lim
t→0
γ(t) = x
}
and
L(x) as before. The R–equivalence class [γ] of γ ∈ Lǫ(x) is called linear approach to the
point x.
Before specifying the topology on L(X) and L(x), we define rotational components
as classes of linear approaches. We also define the translation structure on a rotational
component.
Following [BV13], by an angular sector we mean a triple (I, c, ic) such that I is a
non-empty generalized interval (i.e. a connected subset of R), c ∈ R and ic is an isometry
from {x + iy : x < c, y ∈ I} ⊂ C with metric defined by ezdz to X. Given any angular
sector (I, c, ic) with z := limx→−∞{ic(x + iy)}, there is a map f(I,c,ic) : I → L(z) which
sends an element y ∈ I to the linear approach that is represented by the ray ic(t + iy)
for t < c.
Definition 1.2 (Rotational component)
We define an equivalence relation ∼ on L(X) as follows: two linear approaches [γ1]
and [γ2] are ∼–equivalent if there is an angular sector (I, c, ic) and i1, i2 ∈ I such that
f(I,c,ic)(i1) = [γ1] and f(I,c,ic)(i2) = [γ2].
An equivalence class under ∼ is called a rotational component. We write [γ] for the
equivalence class of a linear approach [γ].
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Definition 1.3 (Translation structure on rotational components)
The image of f(I,c,ic) is always contained in a single rotational component, hence the
map f(I,c,ic) gives a chart of a translation structure with boundary for every rotational
component that contains more than one linear approach.
We now describe the topology with which we endow L(X).
Definition 1.4 (Topology on L(X))
We equip Lǫ(X) with the topology induced by the metric
dǫ(γ1, γ2) = sup
t∈(0,ǫ)
d(γ1(t), γ2(t)).
For every ǫ > 0, we can embed Lǫ(X) in L(X) so that we obtain a direct system. Then
we define the topology on L(X) as the colimit topology with respect to the embeddings
Lǫ(X) →֒ L(X). On Lǫ(x) and L(x) for x ∈ X, we consider the subspace topology as
subspaces of Lǫ(X) and L(X).
This definition of the topology on L(X) is quite abstract so we recall a characterization
from [BV13, Proposition 2.3] which is easier to use in our concrete examples. For every
x ∈ X, r > 0, and t > 0, the set
B˜(x, r)t = {[γ] : γ ∈ Lǫ(X) for some ǫ > t, d(γ(t), x) < r}
is an open set. In fact, the collection {B˜(x, r)t} forms a subbasis for the previously
described topology on L(X).
In particular, this leads to a characterization of the topology on the space L(x) of
linear approaches of x ∈ X which we will often use in proofs and computations.
Lemma 1.5 (Subbasis for the topology on L(x)). Let (X,A) be a translation surface. For
every geodesic curve γ ∈ Lǫ(x), r > 0, and t ∈ (0, ǫ), the set
B(γ, t, r) := B˜(γ(t), r)t ∩ L(x) =
{
[γ′] : γ′ ∈ Lǫ
′
(x) for some ǫ′ > t, d(γ(t), γ′(t)) < r
}
is an open neighborhood of [γ] in L(x). In fact, the collection {B(γ, t, r)} forms a subbasis
for the topology on L(x) as a subspace of L(X).
Proof. The first statement is clear by the definition of the topology on L(x) and by
[γ] ∈ B(γ, t, r).
To prove the second statement, let x′ ∈ X, r′ > 0, and t′ > 0. For every linear
approach [γ] ∈ B˜(x′, r′)t
′
∩ L(x), we specify a neighborhood from the given collection
which is contained in B˜(x′, r′)t
′
∩L(x): Let γ be a representative of [γ] and define t := t′
and r > 0 small enough so that B(γ(t), r) ⊆ B(x′, r′). Then we have
B(γ, t, r) ⊆ B˜(x′, r′)t
′
∩ L(x)
which shows that {B(γ, t, r)} is a subbasis for the topology on L(x).
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As a direct consequence of the definitions, we have the following very useful lemma
(see [BV13, Corollary 2.2]).
Lemma 1.6 (Directions of linear approaches are varying continuously). Let (X,A) be a
translation surface. Then the map L(X) → S1 that associates to a linear approach its
direction is continuous.
The space of rotational components can now also be provided with a topology.
Definition 1.7 (Space of rotational components)
We define the space of rotational components as L˜(X) := L(X)/ ∼ endowed with the
quotient topology.
Furthermore, we define L˜(x) as L˜(x) := L(x)/ ∼, and give it the topology induced by
the inclusion into L˜(X).
2 Examples
Many interesting examples of spaces of rotational components arise from starting with
a translation surface with desirable properties, cutting it along geodesic segments and
regluing the segments in a different way. By performing this operation carefully, we are
able to control some of the properties of the resulting translation surface, for example
compactness or finite area. This method is also used in [PSV11] to construct a translation
surface with a given Veech group.
Let (X1,A1), (X2,A2) be translation surfaces (not necessarily different). A slit m
on (X1,A1) is an open geodesic segment in X1 with an orientation. When we consider
the metric completion of X1 \m equipped with the path-length metric, we obtain two
copies m′ and m′′ of m, with endpoints identified. If m1 is a slit on (X1,A1) and m2 is
a slit on (X2,A2) with the same holonomy vectors then we can “glue the slits together”.
For instance, we can identify m′1 with m
′′
2 or m
′′
1 with m
′
2 by a translation and we will
describe this visually as “gluing the upper part of m1 to the lower part of m2”. If we
glue both m′1 with m
′′
2 and m
′′
1 with m
′
2, we just say that we glue m1 and m2 together.
Another possibility is to consider one slit and divide it into several segments which we
reglue in an order that differs from the original order.
As a first example, we decorate the Euclidean plane using this construction. The space
of rotational components of the resulting surface is just a singleton, so the topology is
already determined.
Example 2.1 (Harmonic series decoration). Consider the Euclidean plane R2 with a hor-
izontal slit starting from (0, 0) going to the right forever. We choose a sequence (an) in
R+ such that limn→∞ an = 0 and
∑∞
n=1 an =∞, e.g. the harmonic series. We divide the
upper and the lower part of the slit into segments. For the upper part the segments are
I1 of length a1, I2 of length a2, and so on inductively, for the lower part the segments
are J2 of length a2, J1 of length a1, then J4, J3, J6, and so on (see Figure 2.1). Then we
glue each In with Jn.
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I1 I2 I3 I4 I5 I6
J2 J1 J4 J3 J6 J5
Figure 2.1: Harmonic series decoration: segments Ii and Ji are glued.
All the endpoints of the segments are identified via the gluings, so there is only one
singularity σ, which is obviously not a cone angle singularity. Also, σ cannot be an infinite
angle singularity as for every ǫ > 0 there exists a saddle connection of length smaller
than ǫ starting and ending at σ. Thus, σ is a wild singularity. It has exactly one rotational
component which is isometric to R as a class of linear approaches (see Definition 1.3).
So L˜(σ) is the one-point space equipped with the unique possible topology.
The following is a refinement of the previous example with non-trivial space of rota-
tional components.
Example 2.2 (Geometric series decoration). Consider a translation surface with a slit of
finite length. We choose a sequence (an) in R+ for which the corresponding series is
converging to the length of the slit, e.g. a geometric series. We divide the upper and the
lower part of the slit into segments of length an and identify the segments of same index.
We will describe two different procedures how to do the construction.
(i) First we can choose to assign a segment I1 (resp. J1) of length a1 at the left (resp.
right) of the upper (resp. lower) part. Then assign a segment I2 (resp. J2) of
length a2 at the right of I1 (resp. at the left of J1), and so on inductively (see
Figure 2.2).
In this case we obtain one singularity σ with two rotational components, both
isometric to (0,∞). Let [γ1] be the vertical linear approach starting on the far
right of the slit and going upward. Its corresponding rotational component shall
be [γ1]. Then every vertical linear approach starting at the right endpoint of I2n for
n ≥ 1 and going upward is contained in the other rotational component, called [γ2].
Thus there is a sequence of vertical linear approaches belonging to [γ2] converging
to [γ1] in the topology on L(σ). We can conclude that any open set in L˜(σ)
containing [γ1] also contains [γ2], and by symmetry we see that the topology of
L˜(σ) is {
∅, {[γ1], [γ2]}
}
.
(ii) A different topology on a two-element space of rotational components can be ob-
tained in the following way. Similar to Example 2.1, we first assign a segment I1 of
length a1 at the left of the upper part of the slit and assign successive segments I2
of length a2 and so on inductively on its right. For the lower part, we assign a
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I1 I2 I3 I4
J1J2J3
J4
γ1
Figure 2.2: Geometric series decoration with segments going from left to right on the
upper part and going from right to left on the lower part.
I1 I2 I3 I4
J2 J1 J4 J3
γ0 γ1
Figure 2.3: Geometric series decoration with segments going in the same direction on the
upper and the lower part of the slit.
segment J2 of length a2 at the left, a segment J1 of length a1 on its right, then J4
of length a4, J3 of length a3, and so on. Then we glue the segments of the same
length (see Figure 2.3).
Again we have one singularity σ with two rotational components. For the vertical
linear approach [γ0] that is starting on the left endpoint of the slit and going upward,
the rotational component [γ0] is isometric to (−∞,∞). On the other hand, for
the vertical linear approach [γ1] that is starting on the right endpoint of the slit
and going upward, the rotational component [γ1] has length 2π. With a similar
argument as in (i) we can see that there are linear approaches in [γ0] converging
to a linear approach in [γ1]. However, there is no sequence in [γ1] converging to a
linear approach in [γ0]. Therefore, the topology of L˜(σ) is{
∅, {[γ0]}, {[γ0], [γ1]}
}
.
The following example can be found in [Bow12] and will be very useful in the proof of
Theorem 5.1.
Example 2.3 (Stack of boxes). Choose two sequences H = {hn} and W = {wn} of
positive real numbers so that H is bounded away from 0 (for instance hn ≥ 1), W is
strictly decreasing, and
∑∞
n=1 hnwn < ∞. Now, an infinite sequence of rectangles with
height hn and width wn is stacked on top of each other as shown in Figure 2.4. The
bottom of the first rectangle is divided into segments of length wn − wn+1 for every
n ≥ 1. By gluing the opposite sides, all corners of the rectangles and the points Ai
are identified. Hence, this surface has only one singularity with exactly one rotational
component which is isometric to (0,∞).
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A0 A5 A4 A3 A2 A1
B1
B2
B3
B4
B5
C1
C2
C3
C4
C5
D1
D2
D3
D4
Figure 2.4: Stack of boxes: opposite sides are glued.
We can specify this isometry by starting with a linear approach which starts at the left
lower corner A0 of the first rectangle and stays in the first rectangle for some time. When
rotating this linear approach counterclockwise around A0, we obtain linear approaches
that start at A1, then at B1, C1,D1, A2, B2, . . . When we do the rotation clockwise we
cannot rotate further than to an almost horizontal linear approach which corresponds to
a number almost 0.
It is worth noting that the space L(σ) is Hausdorff in general (see [BV13, Corollary
2.9]). On the other hand, we have the following proposition.
Proposition 2.4 (L(σ) is in general not metrizable)
For the singularity σ of the stack of boxes, the space L(σ) of linear approaches is not T3,
hence not metrizable.
Proof. For a fixed ǫ′ > 0, we define the set
F = L(σ) \
(⋃
ǫ>ǫ′
Lǫ(σ)
)
.
Here the spaces Lǫ(σ) are identified with their images under the embedding Lǫ(σ)→ L(σ)
defined in Definition 1.4. The set F is closed as [BV13, Corollary 2.5] shows that its
complement is open in L(σ).
For ǫ′ small enough, the linear approach [γ] starting in the lower right corner A1 and
going left toward A2 is not contained in F . On the other hand, given a point γ(t) and
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a b c d
abcd
a′
b′
c′
d′
a′
b′
c′
d′
[γ1]
[γ2]
[γ3]
Figure 2.5: Chamanara surface: segments with the same letters are glued. The linear
approach [γ1] belongs to a rotational component of length π/2, while [γ2] and
[γ3] each belong to one of the two infinite-length rotational components.
an r ∈ (0, t), there exists an n ∈ N such that the line segment A0An in Figure 2.4 has
length less than min{ r2 , ǫ
′}. Let θ > 0 be sufficiently small, then the linear approach [γθ]
starting at An in the direction of π − θ lies in B(γ, t, r). As θ decreases, [γ
θ] converges
to a point in F . This shows that any open set containing F has non-empty intersection
with any open set containing [γ].
Before investigating more systematically translation surfaces with finite spaces of rota-
tional components in Section 4, we now look at examples of translation surfaces (X,A)
with singularities σ for which L˜(σ) is infinite. The first is from [Cha04] and is often called
the baker’s map surface. The number of rotational components of finite and of infinite
length was described in [BV13]. We add a description of the topology of the space L˜(σ)
to that discussion.
Example 2.5 (Chamanara surface). Consider a square where the sides are split in seg-
ments and glued crosswise: The right half of the top is glued to the left half of the
bottom, the right half of the remaining part of the top is again glued to the left half of
the remaining part of the bottom, and so on as in Figure 2.5. The same kind of gluing
is also performed at the right side and the left side of the square.
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The Chamanara surface has exactly one singularity. From the gluings we can see that
every second split point is identified, so it admits at most two singularities. Now the
distance of these two points in the metric completion of the surface is 0, so they are
equal. The unique singularity σ has two rotational components that are isometric to R
and infinitely many of finite length (see [BV13]). In Figure 2.5, representatives for three
of these rotational components are shown. One more rotational component is easy to
see in the figure whereas the others are easier to describe in a systematic way: All of
the finite-length rotational components are images of each other by affine orientation-
preserving homeomorphisms on the surface whose existence is guaranteed by the study
in [Cha04]. Furthermore, no two linear approaches in different finite-length rotational
components have the same direction in S1 = R/2πZ. This and the discreteness of the
Veech group (see [Cha04, Theorem 3]) imply by Lemma 1.6 that the subspace of L˜(σ)
of all finite-length rotational components is endowed with the discrete topology. An
argument similar to the one in Example 2.2 shows that any open set containing a finite-
length rotational component contains both of the infinite-length rotational components
as well. For instance, the linear approaches [γ2] and [γ3] are close to [γ1] in Figure 2.5.
Moreover, each of the singletons consisting of an infinite-length rotational component is
open. That can be proven directly from the definition of the topology on L˜(σ).
We just proved the following characterization for the open sets of L˜(σ): A non-trivial
set in L˜(σ) is open if and only if it is a singleton containing an infinite-length rotational
component or if it contains both infinite-length rotational components.
Note that the two rotational components of length π2 are readily visible in the represen-
tation of the Chamanara surface with a square, as in Figure 2.5. The other finite-length
rotational components are harder to see in the figure, and in fact any linear approach in
a rotational component of length less than π2 intersects the sides of the square infinitely
often. As we will see in the following examples, avoiding this type of behaviour simplifies
the analysis of the space of rotational components. Therefore, we introduce the notion
of a good cellulation.
Definition 2.6 (Good cellulation)
Let (X,A) be a translation surface and S a union of saddle connections. We say S is a
good cellulation if any geodesic γ which is not in S satisfies that {t ∈ R : γ(t) ∈ S} is a
discrete set of the real line.
To be of interest, a good cellulation S of a translation surface (X,A) should also satisfy
that each component of X \ S is a piece of the Euclidean plane or of a cylinder.
As we already noted, the sides of the square in Figure 2.5 are not a good cellulation.
Example 2.7 (Star decoration). Let (X,A) be a translation surface and x ∈ X. By a star
decoration of X in x we mean the result of cutting open all line segments starting at x,
of length 2−n and in the direction mπ2n such that n ≥ 1 and m is odd when n > 1 (see
Figure 2.6). We will describe two ways to glue the branches of the star (the second will
involve additional cylinders) which result in translation surfaces with non-homeomorphic
spaces of rotational components.
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Figure 2.6: Star decoration without indications on the gluing.
(i) The first kind of gluing we consider is the following: For each branch, glue the
right side to the left side of the antipodal branch and vice versa. Then all tips
of the branches will be identified with the center and there is only one singularity
which is wild. For every branch, we have a rotational component which is isometric
to [0, 2π]. Also, for every non-dyadic direction, i.e. for every direction not of the
form mπ2n for some m,n ∈ Z, we have a linear approach starting in the center of the
star. The corresponding rotational component consists only of this point.
The problem with this gluing is that the union of all the branches is not a good
cellulation. In fact, there are additional rotational components that are not easy
to see in the figure. It is possible to find such a rotational component by starting
with any point not on a branch, and considering geodesics passing through that
point. One can then inductively find nested open sets Un of directions for which the
geodesics intersect n smaller and smaller branches. By construction the intersection
of these nested open intervals is a singleton, containing a direction for which the
geodesic reaches the center of the star in finite time (i.e. defines a linear approach)
while passing through infinitely many branches (see Figure 2.7).
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Figure 2.7: In the star decoration without additional cylinders, the geodesic curve starts
in the center of the star and intersects infinitely many branches.
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b a d c e g f i h
ihgfedcba
Figure 2.8: Segments with the same letters are glued.
(ii) We now want to turn the surface with the star decoration into a surface with a
good cellulation. For every branch, consider a rectangle as in Figure 2.8, rotate it
so that the former vertical sides are parallel to the branch and glue these sides to
the sides of the branch. This rectangle consists of 2n+1 squares of side length 2−n,
with the tops and bottoms of the squares glued crosswise, except for the middle
square where top and bottom are identified.
Now the metric completion of the resulting surface is compact if the star decoration
is performed on a compact surface. This is because any ǫ–neighborhood of the
center of the star must contain all but finitely many branches and the rectangles
glued to them. Let S be the union of all the branches of the star. By construction,
S is a good cellulation.
As in the previous case, we have exactly one singularity σ as all tips of the branches
are identified with the center as well as the vertices of the squares in the additional
rectangles.
Whereas for the star decoration without additional cylinders, the space of rotational
components is very complicated to describe, it is more feasible for the star decoration
with additional cylinders. In fact, the space of rotational components is more handsome
than the construction suggests.
Proposition 2.8 (Space of rotational components for star decoration)
For a translation surface with a star decoration with additional cylinders and singular-
ity σ, the space L˜(σ) of rotational components is homeomorphic to S1.
Proof. Because S is a good cellulation, we see that there are exactly four types of linear
approaches:
a) rays γ starting from the center of the star going in a non-dyadic direction, and such
that γ(t) is not in the interior of a rectangle for small t,
b) rays γ starting from the center of the star going in a dyadic direction, and such
that γ(t) is not in the interior of a rectangle for small t,
c) rays γ starting from the tip of a branch of the star, and such that γ(t) is not in the
interior of a rectangle for small t,
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d) rays γ starting at a vertex of a square in a rectangle and such that γ(t) stays in the
interior of this rectangle for small t.
Now there are two types of rotational components:
A) singletons consisting of a linear approach of type a),
B) finite-length rotational components isometric to [0, (2n + 2) · 2π] via a map φ such
that φ(0) and φ((2n + 2) · 2π) are of type b) and go in the same (dyadic) direction,
φ(x) is of type c) for x ∈ [(2n + 1) · π, (2n + 3) · π] and of type d) otherwise.
Therefore, we can define a one-to-one map P from L˜(σ) to S1 that associates to a
rotational component the direction of its element of type a) or b). We will now show
that P is a homeomorphism by proving that it is open and continuous.
To prove that P is open, we show that for every rotational component c (seen as a
class of linear approaches in L(σ)), the image of any neighborhood of c in L(σ) is a
neighborhood of P (c) in S1. Assume first that c is a singleton consisting of a linear
approach [γ] of type a). Any neighborhood of [γ] contains some open set B(γ, t, r) as we
have shown in Lemma 1.5. Let θ be the direction of [γ], that is γ(t) = teiθ. Choose ǫ
and η small enough such that
{(t+ ρ)ei(θ+ϕ) : ρ ∈ [0, η], ϕ ∈ (−ǫ, ǫ)}
is contained in the disk with center γ(t) and radius r. By decreasing ǫ if necessary, we
can assume that no branch with direction in (θ− ǫ, θ+ ǫ) is longer than η. Then any ray
of type a) with direction in (θ−ǫ, θ+ǫ) is in B(γ, t, r), as is any ray of type c) in direction
ϕ ∈ (θ − ǫ, θ + ǫ) starting on a branch with the same direction ϕ. Thus P (B(γ, t, r))
contains (θ − ǫ, θ + ǫ) so it is a neighborhood of θ = P (c). If P (c) is a dyadic direction,
we can conclude with a similar argument for the two linear approaches of type b) in c.
To prove that P is continuous, we show that its pre-composition with the quotient map
L(σ) → L˜(σ) is continuous. Denote the composition as P ′ : L(σ) → S1. Let [γ] ∈ L(σ)
and γ a representative of [γ]. We have to show that there exist ǫ > 0, t > 0, and r > 0 so
that for any [γ′] ∈ B(γ, t, r), the image P ′([γ′]) is contained in (P ′([γ]) − ǫ, P ′([γ]) + ǫ).
As this is done by a case-by-case analysis depending on the type of both [γ] and [γ′], we
will not carry this out completely but give instructions how to choose ǫ, t, and r.
For the fixed [γ] ∈ L(σ), choose ǫ > 0 but very close to 0. Furthermore, choose
t > 0 small enough so that there is a branch of length greater than 10t in a direction in
(P ′([γ])−ǫ, P ′([γ])), and so that there is a branch of length greater than 10t in a direction
in (P ′([γ]), P ′([γ]) + ǫ). This choice of t will prevent the images of linear approaches of
type c) to be in (P ′([γ])− ǫ, P ′([γ])+ ǫ) when the corresponding branch on which tip the
linear approach is starting does not already have a direction in (P ′([γ])− ǫ, P ′([γ]) + ǫ).
Moreover, let r ∈ (0, 110t) be small enough such that B(γ(t), r) does not intersect any
branch except possibly the one γ lies on. By these conditions it follows that for any
[γ′] ∈ B(γ, t, r), the image P ′([γ′]) is contained in (P ′([γ]) − ǫ, P ′([γ]) + ǫ).
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Figure 2.9: Shrinking star decoration.
For example, suppose both [γ] and [γ′] are of type a) but P ′([γ′]) is not contained in
(P ′([γ])− ǫ, P ′([γ]) + ǫ). Then by the choice of t there must be a branch of length more
than 10t which intersects the geodesic from γ(t) to γ′(t). Hence the distance between
the points γ(t) and γ′(t) must be greater than r, which is a contradiction. Therefore, P
is a homeomorphism as was to be shown.
A modification of the previous example will be very helpful in Section 4 so we introduce
it here. It will serve as a building block in the proof of Theorem 4.1.
Example 2.9 (Shrinking star decoration). Consider R2 with geodesic segments ln from the
origin (0, 0) to (2−n sin( π2n ), 2
−n cos( π2n )) for n ≥ 1 as in Figure 2.9. Make a slit along
each ln, glue the two sides to the two smaller sides of a (1 + 2
−n)–by–2−n rectangle as
in Figure 2.8 and then glue the other sides of the squares in this rectangle in a crosswise
way as before.
In this case, we have one wild singularity with one rotational component, whose trans-
lation structure is isomorphic to [0,∞).
3 Relations between the translation structure on
rotational components and the topology on L˜(σ)
In this section we describe relations between two topologies that are associated to the
rotational components of a singularity σ. These are
(i) the translation structure on rotational components, seen as classes of linear ap-
proaches, and
(ii) the topology on L˜(σ), coming from the uniform metric on the spaces Lǫ(X).
We start with a topological property of a rotational component in L˜(σ) that can be
concluded from a property of the translation structure on this rotational component.
Proposition 3.1 (Rotational components isometric to R are open points)
Let (X,A) be a translation surface with discrete singularities and σ be a wild singularity
of (X,A). If c is a rotational component of σ which is isometric to R then {c} is open
in L˜(σ).
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γσ
Figure 3.1: The set iln ǫ((−∞, ln ǫ)× (−π, π)) with γ and the shaded region B(γ(
ǫ
4 ),
ǫ
4 ).
Proof. Let c ∈ L˜(σ) be a rotational component whose one-dimensional translation struc-
ture is isometric to R. The set {c} is open in L˜(σ) if the set of linear approaches contained
in c is open in L(σ). To prove the statement of the proposition, we give an open neigh-
borhood for every linear approach contained in c that does not contain linear approaches
from other rotational components. The union of these neighborhoods is then an open
set in L(σ).
Let [γ] be a linear approach in c with γ ∈ Lǫ(σ) a representative for a suitable ǫ > 0.
Because c is isometric to R, there exists an angular sector ([−2π, 2π], ln ǫ, iln ǫ) such that
iln ǫ((−∞, ln ǫ)× {0}) = γ((0, ǫ)).
By Lemma 1.5, B(γ, ǫ4 ,
ǫ
4 ) is an open neighborhood of [γ] in L(σ). Recall that it is the
set of all linear approaches with a representative γ′ for which γ′( ǫ4 ) is contained in the
disk around γ( ǫ4) of radius
ǫ
4 . We will show that the linear approaches in B(γ,
ǫ
4 ,
ǫ
4) are
also contained in c.
The set
iln ǫ((−∞, ln ǫ)× (−π, π))
in X is isometric to an open ǫ–disk in R2 with a slit removed (see Figure 3.1).
Let s : (0, ǫ4 ] → X be a geodesic curve with s(
ǫ
4) ∈ B(γ(
ǫ
4 ),
ǫ
4). Then the image of s
either intersects the slit or it is contained in iln ǫ((−∞, ln ǫ)× (−π, π)).
In the first case, it can hit the slit only at the dashed segments
iln ǫ((−∞, ln
ǫ
4
)× {−π}) or iln ǫ((−∞, ln
ǫ
4
)× {π})
in Figure 3.2.
If it hits iln ǫ((−∞, ln
ǫ
4)× {−π}) or iln ǫ((−∞, ln
ǫ
4 )× {π}), consider
iln ǫ((−∞, ln ǫ)× (−2π,−π)) or iln ǫ((−∞, ln ǫ)× (π, 2π)),
which are open half disks with radius ǫ as in Figure 3.2.
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σγ
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Figure 3.2: From left to right, we have the three sets iln ǫ((−∞, ln ǫ) × (−2π,−π)),
iln ǫ((−∞, ln ǫ)× (−π, π)) and iln ǫ((−∞, ln ǫ)× (π, 2π)).
A geodesic segment shorter than ǫ4 starting on either of the dashed segments, heading
inwards, has its endpoint in the interior of this half disk, hence s cannot start in a
singularity. This means that s is not contained in L
ǫ
4 (σ) and does not define a linear
approach to σ.
In the second case, if the geodesic segment s stays in iln ǫ((−∞, ln ǫ) × (−π, π)) and
cannot be extended, it can only define a linear approach of σ if it starts at the center.
Hence, it must represent a linear approach in the same rotational component c as [γ].
Note that in the proof of the previous proposition, the condition on the rotational
component being isometric to R was only used to ensure that for each linear approach
there exists an angular sector (I, c, ic) with sufficiently large interval I. We extract this
as a separate lemma on linear approaches as we will use it in the proof of Theorem 5.1.
Lemma 3.2 (Neighborhoods of linear approaches with distance greater π to the boundary).
Let (X,A) be a translation surface with discrete singularities, σ be a wild singularity
of (X,A), and [γ] ∈ L(σ) a linear approach that has distance greater than π to the
boundary of the rotational component [γ] with the translation structure.
Then [γ] has an open, path-connected neighborhood in L(σ) which is entirely contained
in [γ].
Proof. Let γ ∈ Lǫ(σ) be a representative of [γ] for a suitable ǫ > 0. As the distance
of [γ] to the boundary is greater than π, there exists a δ > 0 and an angular sector
([−π − δ, π + δ], ln ǫ, iln ǫ) such that
iln ǫ((−∞, ln ǫ)× {0}) = γ((0, ǫ)).
We follow the same proof as in Proposition 3.1 but replace the open half disks in
Figure 3.2 by sectors of central angle δ. Furthermore, we replace B(γ, ǫ4 ,
ǫ
4) by B(γ,
ǫ
4 , ǫ
′)
with ǫ′ ∈ (0, ǫ4) small enough so that B(γ(
ǫ
4 ), ǫ
′) is contained in iln ǫ((−∞, ln ǫ)× (−δ, δ)).
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γ
σ
δ
σ
Figure 3.3: The dotted line indicates that in this variation of the proof no segment s can
start outside of the sectors.
This implies that no geodesic s as in the proof of Proposition 3.1 can start outside of the
sectors (see Figure 3.3).
As before, B(γ, ǫ4 , ǫ
′) is an open neighborhood of [γ] which is entirely contained in [γ].
The explicit description of the linear approaches in B(γ, ǫ4 , ǫ
′) shows that this neighbor-
hood is even path-connected.
In general, the converse statement of Proposition 3.1 is not true. The stack of boxes
from Example 2.3, for instance, has a wild singularity σ with exactly one rotational
component c. Hence, {c} is open in L˜(σ) = {c}. On the other hand, the rotational
component c has a one-dimensional translation structure which is isometric to (0,∞).
However, a slightly weaker statement than the converse of Proposition 3.1 is true.
Proposition 3.3 (Open rotational components have infinite length)
Let (X,A) be a translation surface with discrete singularities and σ be a wild singularity
of (X,A). If c is a rotational component such that {c} is open in L˜(σ) then it is isometric
to an interval in R of infinite length.
Proof. Consider a rotational component c of finite length. We show that there exists
a sequence of linear approaches not contained in c that converges to a linear approach
contained in c. This implies that {c} is not open in L˜(σ).
As c is of finite length, it is isometric to an interval with endpoints a, b ∈ R (the
interval can be open, closed or half-open, half-closed). Choose a linear approach [γ]
which corresponds to a point in the interval that differs at most π4 from a. Choose a
representative γ of [γ], a regular point γ(t0) on it, and an ǫ1 > 0 small enough so that
B(γ(t0), ǫ1) ⊆ X is isometric to a flat disk of radius ǫ1 (see Figure 3.4 for a sketch).
Let
t1 := inf{t > 0 : B(γ(t), ǫ1) is isometric to a flat disk of radius ǫ1}.
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σσ
γ(t1)
γ(t0 − t1)
γ(t0)
γ
γ1(t0 − ǫ1)
γ1
ǫ1
Figure 3.4: For the linear approach [γ] there exists a linear approach [γ1] so that the
representatives γ and γ1 are parallel with distance at most ǫ1.
By definition, we have t1 ≤ t0 but we also have t1 ≥ ǫ1 > 0. Indeed, the disk B(γ(ǫ1), ǫ1)
cannot be isometric to a flat disk since the point corresponding to [γ] in the interval
isometric to c would have distance at least π2 from a.
By definition of t1, the boundary of the disk B(γ(t1), ǫ1) contains a singularity. As the
set of singularities of (X,A) is discrete, for t0 and ǫ1 small enough it is the singularity σ
which must be contained in the boundary of the disk B(γ(t1), ǫ1). This determines a
geodesic curve γ1 in X starting at σ on the boundary of B(γ(t1), ǫ1) going in the same
direction as γ. By definition of t1, the curve γ1 can be defined at least for times in
(0, t0 − t1) (see Figure 3.4). Therefore the distance between γ and γ1 in L
t0−t1(σ) with
the uniform metric is no more than t1 + ǫ1.
Repeat this construction with t′1 ≤ t1 and ǫ2 > 0 small enough so that γ1 is not
contained in the (t′1 + ǫ2)–neighborhood of γ in L
t0−t1(σ). We get a different linear
approach [γ2] closer to [γ]. By repeating this construction, we iteratively obtain infinitely
many different linear approaches ([γn])n≥1 which all have the same direction. Only
finitely many of them can be contained in c as c is of finite length. Thus there is a
number N ≥ 1 for which [γn] is not contained in c for n > N , and ([γn])n>N converges
to [γ] in c. Therefore {c} is not open in L˜(σ).
The proofs of Proposition 3.1 and Proposition 3.3 suggest that the interesting linear
approaches – in terms of the topology of a rotational component as subspace of L(σ) –
are the linear approaches that differ at most π from the boundary of the rotational
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component with the translation structure. We will use this insight in the constructions
in the proofs of Theorem 4.1 and Theorem 5.1.
The statements in the last two propositions are on rotational components of infinite
length. Note that not all singularities have a rotational component of infinite length.
For example the singularity of the star decoration in Example 2.7 (ii) has infinitely many
rotational components but all of them are of finite length. However, it is not possible
that all rotational components are shorter than π as we will see in the next proposition.
Proposition 3.4 (Rotational components of length no less than π are dense)
Let (X,A) be a translation surface and σ a wild singularity. Then the set of rotational
components of length greater than or equal to π is dense in L˜(σ).
Proof. Let S be the set of rotational components that contain a linear approach γ, such
that for some small t > 0, d(γ(t), σ) = t. With similar arguments as before, it is clear
that all elements of S have length at least π. We show that S is dense in L˜(σ).
Let c ∈ L˜(σ) \ S be a rotational component with a linear approach [γ] ∈ c. Then
the argument in the proof of Proposition 3.3 shows that any neighborhood of [γ] must
contain some linear approach from a rotational component in S. Hence S is dense.
A consequence of the fact that the set S from the preceding proof is dense is that the
space of rotational components is separable.
Corollary 3.5 (L˜(σ) is separable). Let (X,A) be a translation surface and σ a wild
singularity of (X,A). Then the space L˜(σ) of rotational components is separable.
Proof. Because X is separable, there exists a dense, countable subset Y of X. Further-
more, for every x ∈ Y , consider the set of linear approaches [γ] ∈ L(σ) with representa-
tive γ such that γ(d(σ, x)) = x. This set has a dense, countable subset Lx ⊆ L(σ). Now
let SY be the set of rotational components that contain a linear approach [γ] ∈ L(σ) such
that there exist a representative γ and t > 0 with γ(t) ∈ Y and d(γ(t), σ) = t. With S
as in the proof of Proposition 3.4, we have
∪x∈Y Lx ⊆ SY ⊆ S ⊆ L˜(σ).
By definition, the countable set ∪x∈Y Lx is dense in SY and we also know from the
previous proposition that the set S is dense in L˜(σ). It remains to show that SY is dense
in S.
By definition, for any c ∈ S, there exists a [γ] ∈ c and t > 0 such that d(γ(t), σ) = t.
Choose a flat local coordinate system such that γ(t) has coordinate (0, 0) and γ(s) =
(0, s − t), and let {xi} be a sequence in Y ∩ {(x, y) : y < 0, |x| < e
1/y} converging to
γ(t) = (0, 0) and {γi} the sequence of geodesic segments from σ to xi. Then the sequence
{[γi]} of linear approaches converges to [γ] in L(σ), hence {[γi]} ⊂ SY converges to c.
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4 What kind of topologies are possible for L˜(σ)?
This section is devoted to the proof of Theorem 4.1 asserting that any finite topological
space is the space of rotational components of a translation surface.
So far, we have already seen in Section 2 that L˜(σ) can be different topological spaces of
cardinality 1 or 2 (see Examples 2.1, 2.2 (i), and 2.2 (ii)). However, the space of rotational
components does not have to be finite. For example, the singularity of the star decoration
in Example 2.7 (ii) has a space of rotational components which is homeomorphic to S1.
As in this example of the star decoration, the space L˜(σ) can be Hausdorff but it does
not have to be Hausdorff (cf. Example 2.5 and Example 2.7 (i)).
We will show now that there is indeed a large variety in spaces that can occur as a
space of rotational components.
Theorem 4.1 (Every finite space occurs as L˜(σ))
Let Y be a non-empty topological space of finite cardinality. Then there exists a compact
translation surface (X,A) with a wild singularity σ so that the space L˜(σ) of rotational
components carries the same topology as Y .
Proof. Topologies on a finite set are in one-to-one correspondence with preorders “≤”
defined by x ≤ y if and only if x is in the closure of {y}. So, let n ≥ 1 and Y = {y1, . . . , yn}
be a topological space of cardinality n and “≤” the corresponding preorder.
We construct the translation surface (X,A) explicitly starting with a torus with n
shrinking star decorations. Then we glue slits to additional tori to identify the singular-
ities of all different shrinking star decorations to the desired singularity σ. We obtain
n rotational components. In a last step, we introduce more gluings for the rotational
components that shall be comparable under the preorder to obtain that L˜(σ) is homeo-
morphic to Y .
At the beginning, let us state the setting:
• Consider a flat torus with sufficiently large injectivity radius and with n copies of
the shrinking star decoration as in Example 2.9, labeled with 1, 2, . . . , n. The ith
shrinking star decoration corresponds to yi ∈ Y .
• For now, the shrinking star decoration labeled i has one wild singularity σi with
one rotational component ci which is isometric to [0,∞). The linear approach that
is corresponding to 0 is called [γi] with representative γi.
• For the ith copy of the shrinking star decoration and every k ≥ 1, let the kth disk
be the disk with center γi(
4
k ) and radius 2
−k as shown in Figure 4.1. This gives us
an infinite sequence of disjoint disks for every shrinking star decoration.
• For the kth branch of each copy of the shrinking star decoration, we glue in a cross
as in Figure 4.2 instead of the rectangle. The arms of the cross are each glued in
a similar way as the rectangle before. By the slit in the kth cross, we mean the
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D6
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D9
Figure 4.1: The ith shrinking star decoration with additional disks. The kth disk is
denoted Dk.
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Figure 4.2: All segments labeled with a letter are of length 1 whereas the other four
segments are of length 2k. Segments with the same letters are glued. The
left and the right side are glued to the kth branch of a copy of the shrinking
star decoration. The top and the bottom are glued together and define the
slit in the kth cross.
geodesic segment which corresponds to the top and bottom of the horizontal arms
of the cross (indicated by a dashed line in Figure 4.2). We will cut open and reglue
along some of these slits later.
• Let Tk be a torus, glued from a square of side length 2
−k for each k ≥ 1.
• For given i, j ∈ {1, . . . , n} define ai,jk = kn
2 + in+ j for every k ≥ 1. This gives n2
infinite sequences in N \ {0} so that no two sequences have a common element.
Now we glue the copies of the shrinking star decoration in such a way that all sin-
gularities σi are identified to one singularity σ. For this recall that for every copy of
the shrinking star decoration and every choice of i, j ∈ {1, . . . , n}, there is an infinite
sequence of disks, consisting of the ai,jk th disk for all k ≥ 1. Similarly, there is also the
infinite sequence of the slits in the ai,jk th cross for all k ≥ 1. For every singularity σi, we
use the sequence of the slits in the ai,ik th crosses of the ith shrinking star decoration to
reduce the distance to the prospective singularity σ to 0. Furthermore, if the closure of
the corresponding rotational component ci shall contain another rotational component cj
then we use the sequence of the slits in the ai,jk th crosses of the jth shrinking star dec-
oration and the sequence of the ai,jk th disks of the ith shrinking star decoration. Note
that this means that not all disks are used and not all slits of crosses are cut open and
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reglued. However, the different sequences ai,jk for given i, j are still useful because the
disjointness of the sequences releases us from checking that no glued slits intersect.
Let us now formally state the construction: For every k ≥ 1 and every i ∈ {1, . . . , n},
glue the slit in the ai,ik th cross of the ith shrinking star decoration to a suitable slit, i.e.
a slit with the same holonomy vector, on the kth torus. As the side length 2−k of the
tori is shrinking, the n slits for a given k come the closer to each other the larger k is.
This makes sure that d(σi, σj) = 0 and hence σi = σj for all i, j ∈ {1, . . . , n}. The
resulting singularity is called σ. Note that the additional gluings extend the length of
the rotational components but the topology of L˜(σ) is the discrete topology for now (cf.
the arguments in the proof of Proposition 3.1).
We have to do more gluings to provide L˜(σ) with the topology of Y . If i 6= j and
yi ≤ yj, i.e. if every open set in Y containing yi contains yj, then we glue the slit in
the ai,jk th cross of the jth shrinking star decoration to a suitable slit in the interior of
the right half of the ai,jk th disk on the ith shrinking star decoration for every k ≥ 1.
These gluings extend the length of the rotational component cj but do not change the
length of the rotational component ci. More important, for every t > 0 and r > 0 there
exists a linear approach contained in B(γi, t, r) which starts at the end point of the slit
in the ai,jk th disk for some k ≥ 1. This linear approach is contained in the rotational
component cj and hence every open neighborhood of [γi] has nonempty intersection with
the set of linear approaches contained in cj. This means that every open neighborhood
of ci in L˜(σ) contains cj.
This ends the construction and all in all, we have shown that L˜(σ) is homeomorphic
to Y as was to be proven. The translation surface (X,A) that we constructed has a
compact metric completion and finite area.
To emphasize that we can realize topological spaces of different kinds as spaces of
rotational components, we use the notion of dimension (see [Eng78] for definitions).
The Lebesgue covering dimension of L(σ) is 1 if σ is a regular point or a cone angle
singularity. So it is interesting that the Lebesgue covering dimension of the quotient
space L˜(σ) is not bounded if σ is a wild singularity.
Corollary 4.2 (Every Lebesgue covering dimension can be realized). For every n ∈ N,
there exists a compact translation surface with one wild singularity σ so that L˜(σ) has
Lebesgue covering dimension n. However, the small inductive dimension of the considered
examples is always 1.
Proof. Take a set of points p1, . . . , pn+1, p with the topology characterized in the following
way: a set is open if and only if it contains p. We can realize this as a space L˜(σ).
When we choose the open sets {p1, p}, . . . , {pn+1, p} as an open cover, there is no
refinement of this cover and p is contained in n + 1 sets. So the Lebesgue covering
dimension of L˜(σ) is n.
Similarly to the construction in the proof of Theorem 4.1, we can build an example
where the space L˜(σ) of rotational components is not locally compact.
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Example 4.3 (A translation surface with non locally compact L˜(σ)). Consider a rooted
tree of countably infinite valence. We label the vertices in the following way. The root
shall be labeled by 1. For each vertex with number n, the children shall be labeled by n ·q
where q runs through all primes that are greater than all prime factors of n.
Now we build a translation surface by decorating a plane with a shrinking star for
each vertex. Note that the shrinking star decorations as well as the vertices of the tree
are labeled by the set N of natural numbers with distinct prime factors. As before, we
consider an infinite sequence of disks and an infinite sequence of slits in the crosses for
every shrinking star decoration.
Again, we glue the copies of the shrinking star decoration in such a way that all
singularities are identified to one singularity σ. In this example, we use infinitely many
additional planes instead of infinitely many additional tori. For every k ≥ 2 and every
n ∈ N we glue the slit in the 2kth cross of the shrinking star construction with number n
to a suitable slit on the kth plane. This is done in a way so that for fixed n1, n2 ∈ N
the slits in the planes have shrinking distance. This ensures that all singularities are
identified to one singularity σ with infinitely many rotational components.
Furthermore, for every shrinking star decoration with number n ∈ N and for every
prime number q which is greater than all prime factors of n, we glue a suitable slit in the
right half of the qth disk to the slit in the qth cross of the shrinking star decoration with
number nq. Note that the star decoration with number nq corresponds to a child of the
vertex that corresponds to the star decoration with number n.
To study the topology of the space of rotational components, we identify each vertex of
the tree with its corresponding shrinking star decoration and its corresponding rotational
component for convenience. As a consequence of the gluings, every neighborhood of a
vertex contains all but finitely many of its children. In particular, any neighborhood of
the root must contain a tree of infinite height. Let U be such a neighborhood of the root
and {vi}i∈N ⊂ U an infinite sequence of vertices where vi+1 is a child of vi. Note that the
subspaces Uk = U \ {vi : i > k} are open in the subspace topology on U . Then {Uk} is
an open cover of U without finite subcover, hence U cannot be compact. Therefore, the
root and its corresponding rotational component do not have a compact neighborhood.
5 Topology of L˜(σ) does not determine topology of L(σ)
When we pass from the space L(σ) of linear approaches to the quotient space L˜(σ) of
rotational components, we apparently lose information. It is a natural question to raise
how much information we lose. In Theorem 5.1 we show that there are uncountably
many translation surfaces with non-homeomorphic spaces of linear approaches but with
homeomorphic spaces of rotational components.
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Theorem 5.1 (L˜(σ) does not determine L(σ))
There are uncountably many translation surfaces (Xr,Ar) with exactly one singularity σr,
with pairwise non-homeomorphic spaces of linear approaches L(σr), but with homeomor-
phic spaces of rotational components L˜(σr).
Proof. Let K = {0, 1}N and consider the equivalence relation on K defined by r ∼ r′ if
and only if some shifts of r and r′ are equal, i.e. if the tails of r and r′ agree up to shift.
We define a translation surface (Xr,Ar) for every r ∈ K but not in the equivalence
class of (0, 0, 0, . . .) by modifying the stack of boxes from Example 2.3. The translation
surface (Xr,Ar) will have exactly one singularity σr and this singularity will have one
rotational component. Then we show that if L(σr) and L(σr′) are homeomorphic then
r and r′ are in the same equivalence class. This proves the statement since there are
uncountably many equivalence classes in K.
Let r = (rn) ∈ K but not in the equivalence class of (0, 0, 0, . . .). Recall the stack of
boxes from Example 2.3 and choose the two sequences H andW by hn = 1 and wn = 2
−n
for every n ∈ N. We modify the stack of boxes by gluing in additional rectangles,
depending on r: Consider vertical geodesic segments vn of length 2
−2n starting at each
An for n ≥ 2 (see Figure 5.1). For each n ≥ 2 with rn = 1, we cut open along vn and
glue the two sides of the slit vn to the two vertical sides of a rectangle of width 1, then
we identify the top and bottom of the rectangle. We call the resulting translation surface
(Xr,Ar). As in Example 2.3, it has one singularity σr and one rotational component
isometric to (0,∞). Hence the spaces L˜(σr) are homeomorphic for all r.
However, each geodesic segment starting at A0 or A1 defines a linear approach whose
neighborhoods change drastically with each slit vn that is glued to the sides of a rectangle.
We use this to elaborate tools to recover the equivalence class of r intrinsically from the
topology of L(σr) for an r ∈ K. Let c be the unique rotational component of σr with the
one-dimensional translation structure as in Definition 1.3. Then there exists an isometry
(0,∞) → c. As c is the only rotational component of σr, we also have a bijective map
(0,∞) → L(σr). Let R
r
+ be the set (0,∞), equipped with the pullback of the topology of
L(σr). In the following, we use the parameter x ∈ R
r
+ to represent linear approaches in
L(σr) and we let x run through R
r
+, i.e. the linear approach is rotating counterclockwise
around the singularity.
To record when the rotated linear approach is contained in an additional cylinder, we
use four distinguished neighborhoods in L(σr) (see Figure 5.1). Let
Ur = B(γ1, t1, ρ1), U
′
r = B(γ2, t2, ρ2), Vr = B(γ3, t3, ρ3), V
′
r = B(γ4, t4, ρ4),
where for i ∈ {1, . . . , 4}, γi is a representative of a linear approach that is represented by
some xi with 0 < x1 < x2 <
π
2 < x3 < x4 < π and ti > 0, ρi > 0 are small enough so
that the B(γi(ti), ρi) are disjoint from all slits vn, from the edges of the boxes, and from
each other.
Now let n ≥ 2 be large enough and let yn be the number which corresponds to the
horizontal linear approach starting at An and going to the right. For y ∈ R
r
+ with y > yn
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Figure 5.1: Stack of boxes with additional vertical slits (not to scale in vertical direction).
28
but sufficiently close to yn, y is in neither of Ur, U
′
r, Vr, or V
′
r. When y is increased and
gets closer to yn + x1 we eventually have y ∈ Ur. When y increases further, it leaves Ur
to enter U ′r. Now there are two cases to consider.
Case 1: If rn = 1, when increasing y further the linear approach will eventually be
contained in the cylinder attached to vn (starting at the lower right corner of the glued-in
rectangle), and after additional time π will not be contained in the cylinder any more
but starting at the tip of the slit vn. After running for about another
π
2 + x1, y will
reenter Ur. Then it will enter U
′
r, Vr, V
′
r, to finally enter the same cylinder attached to
vn from the left side. After running for another π, y will exit the cylinder and enter Vr
and V ′r again. When y reaches yn + 5π, the linear approach will leave the first box and
enter the nth box from the upper right corner at Bn.
Case 2: If rn = 0, after going through Ur and U
′
r, y will simply go through Vr and V
′
r
and then starts at Bn when reaching yn + π.
By recording the successive passages in each of the four neighborhoods, writing 1 when
seeing (Ur,U
′
r,Ur,U
′
r,Vr,V
′
r,Vr,V
′
r) and 0 when seeing (Ur,U
′
r,Vr,V
′
r), we record a
sequence in K that eventually agrees with r up to shift. Note that the exact values of
0 < x1 < x2 <
π
2 < x3 < x4 < π (and also of the t1, . . . , t4 and ρ1, . . . , ρ4) do not
matter for this argument. We could even choose neighborhoods of [γ1], . . . , [γ4] that are
not of the same form as the elements of the subbasis defined in Lemma 1.5. In the latter
case, we have to be careful to record the neighborhoods only up to multiple leavings and
reentries in one neighborhood before we enter the next neighborhood.
To finish the proof, let ϕ be a homeomorphism between L(σr) and L(σr′). Then ϕ
induces a homeomorphism f : Rr+ → R
r′
+. We want to show that the tails of r and r
′
agree up to shift by looking at the recorded sequences. Hence we have to examine the
images of the sets Ur,U
′
r,Vr,V
′
r under ϕ.
By Lemma 3.2 we have that all elements of L(σr) or R
r
+ in (π,∞) have a path-
connected neighborhood. On the other hand, a close look reveals that the elements
in (0, π] do not have arbitrarily small path-connected neighborhoods. As a homeomor-
phism must preserve the set of points that have path-connected neighborhoods, we have
f((0, π]) = (0, π]. Furthermore, we can distinguish the neighborhoods of π2 in R
r
+ and
R
r′
+ from the neighborhoods of other points in (0, π]: The linear approach corresponding
to π2 has the same direction as the slits. Then again the lengths of the linear approaches
defined by the slits tend to 0. This implies that the linear approaches corresponding to
the slits cannot be contained in a small neighborhood of the linear approach correspond-
ing to π2 . This makes the neighborhoods of
π
2 in R
r
+ and R
r′
+ distinguishable from the
neighborhoods of other points. Hence, f(π2 ) =
π
2 .
We show next that the map f : Rr+ → R
r′
+ is monotone. Let Ir be an open interval in
(0,∞) of length shorter than π which does not end at 0 and so that the open interval
f(Ir) is also of length shorter than π. Equip Ir with the subspace topology from R
r
+. We
show that this subspace topology is the same as the Euclidean topology of Ir. For this,
choose a linear approach [γ] representing a point in Ir. It does not lie at an endpoint
of Rr+ resp. of the rotational component, equipped with the translation structure with
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boundary as in Definition 1.3. Hence, given a representative γ of [γ] and a t > 0 such
that γ(t) is defined, γ((0, t]) lies in the image of an angular sector centered at σr. This
means that any neighborhood of [γ] in Ir under the subspace topology must contain a
neighborhood under the Euclidean topology. On the other hand, there is an embedded
open sector centered at σr such that all linear approaches on it are represented by points
on Ir, and any open subinterval of Ir corresponds to an open sub-sector, hence must be
open in the subspace topology. The map f|Ir : Ir → R
r′
+ is homeomorphic to its image
and so it is monotone due to the argument above. This means that f : Rr+ → R
r′
+ is
locally monotone and so it is monotone.
As a consequence of the monotonicity, we can choose x1, x2, x3, x4 with 0 < x1 < x2 <
π
2 < x3 < x4 < π and 0 < f(x1) < f(x2) <
π
2 < f(x3) < f(x4) < π.
When choosing the ρi sufficiently small, the discussion above shows that the recorded
sequences for y in L(σr) and in L(σr′) consisting of 0’s and 1’s agree up to shift, hence
r and r′ agree up to shift and so they are in the same equivalence class, as was to be
shown.
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