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Abstract
Two new denitions are given for cup products in the cohomology of sheaves on an arbitrary
Grothendieck topology. These products are shown to have the usual properties. The existence
of pure injectives is shown under very general conditions and it is shown how to do many
constructions involving projective resolutions under more general conditions when there may not
be enough projectives. c© 1999 Elsevier Science B.V. All rights reserved.
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0. Introduction
Since the beginning of the subject it has been known how to construct cup products in
the cohomology of sheaves on a topological space [10]. The construction uses special
properties of the canonical abby resolution. A similar construction works in etale
cohomology [7, p. 131, 15]. In the general case a simplicial construction for these
products was given by Jardine [13]. The object of the present paper is to give two new
denitions for these products using only standard techniques of homological algebra:
resolutions and derived functors. Hopefully, these constructions will prove useful in
dening products in other situations. As an illustration, we dene products for Ext in
the category of sheaves and cup products for Hochschild cohomology with coecients
in a sheaf.
The rst denition directly addresses the source of the diculty, namely, the non-
exactness of the tensor product and the resulting failure of the tensor product of two
resolutions to be a resolution. The second denition follows the denition of products
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for Ext in [5, XV]. Since the category of sheaves usually does not have enough pro-
jectives, we give a substitute for the denition of Ext by projective resolutions inspired
by Verdier’s theory of hypercoverings and by Buchsbaum’s paper [4]. We also show
that the usual spectral sequences are compatible with cup products.
1. Relative homological algebra
We recall here some basic facts of relative homological algebra. Details of proofs
are omitted since this material is well known and because the classical proofs in the
absolute case apply with only trivial modications [5, 11, 14, 18].
We assume familiarity with the basic properties of abelian categories [9, 16]. In
particular, we use the embedding theorem for abelian categories without comment to
assure that the usual facts about exact sequences hold. The terminology will for the
most part follow [16].
Remark. By using sheaf theory it is possible to simplify considerably the proof of
the embedding theorem. Let A be a small abelian category. Dene a Grothendieck
topology on A by taking all epimorphisms fV !Ug as the coverings. The Yoneda
embedding A 7!Hom(−; A) is a full faithful embedding of A into the category of
presheaves. One checks easily that the image lies in the category S of sheaves and
that the resulting functor h :A!S is exact. Sheaf theory shows that S is an abelian
category with a generator and with exact ltered colimits. Therefore [11, Theorem
1.10.1] it has enough injectives and hence an injective cogenerator [9, 16]. Dualizing,
we see that any small abelian category can be embedded in an abelian category with a
projective generator P. Composing with Hom(P;−) gives the embedding theorem and
Mitchell’s proof of the full embedding theorem [9, 16] works with no change.
Let A be an abelian category and let M be a specied class of monomorphisms
with the following properties:
(1) All isomorphisms and maps of the form 0!A lie in M.
(2) f2M and g2M imply fg2M (if dened).
(3) f2M and g2M imply f g2M.
It follows that all split monomorphisms lie in M. I will say that a sequence
X1
f1−! X2 f2−!   !Xn fn−! Xn+1
is M-exact if it is exact and the monomorphisms imfi!Xi+1 lie in M for i=1; : : : ; n.
(If necessary, I will say that a sequence A
f−!B g−!C is M-exact at B if it is exact
at B and ker g!B lies in M.) Following [11] we dene an M--functor to be a
sequence of functors T n :A!B together with a map E : T n(A00)! Tn+1(A0) for each
M-exact sequence E : 0!A0!A!A00! 0 such that  is natural with respect to maps
of short M-exact sequences and such that the compositions in the sequence
()   !Tn−1(A00) −! T n(A0)! T n(A)! T n(A00) −! Tn+1(A0)!   
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are all 0. We say that T is an exact M--functor if () is always exact and we call
T cohomological (relM) if it is exact with T n=0 for n<0 and such that T n is M-
eaceable for n>0 i.e. for each A there is a monomorphism A!B in M such that
T n(A)! T n(B) is 0. As in [11, Proposition 2.2.1] we see that cohomological M--
functors have a universal property. If we are considering functors to a category of
modules, this theorem can be strengthened as follows.
Denition. We call a functor F weakly M-eaceable if for each element x2F(A)
there is a monomorphism A!B in M such that x maps to 0 in F(B).
We call an M--functor T weakly cohomological if it is M-exact with T n=0 for
n<0 and such that T n is weakly M-eaceable for n>0.
Theorem 1.1. Let T be a cohomological M--functor and let S be any M--functor.
Then any natural map T 0! S 0 extends uniquely to a map of M--functors T! S.
If S and T take values in a category of modules; the same conclusion holds if T is
only weakly M-eaceable.
The proof is essentially the same as that of [11, Proposition 2.2.1]. Only trivial
changes are required. For the second statement we construct the maps Sn! T n one
element at a time as in [4, Proposition 4.2].
It follows that a cohomological M--functor T is determined up to a canonical
isomorphism by T 0.
In order to construct such functors we assume that A has enough M-injectives. An
object I is called M-injective if for any monomorphism A!B in M, and any map
f :A! I , there is an extension of f to a map B! I . We say that A has enough
M-injectives if for any object A of A there is a monomorphism A! I in M, with I
M-injective. Assuming this we dene anM-injective resolution of A to be anM-exact
sequence
0!A! I 0! I 1! I 2!   
with all I n M-injective. Note that an ordinary injective resolution need not be M-
injective since it may not be M-exact.
If F :A!B is an additive functor, we dene its right M-derived functors to be
RnMF(A)=H
n(I). The usual comparison theorem applies to show that this is well
dened up to canonical isomorphism. To make RMF into an M--functor we want to
construct an M-injective resolution of 0!A0!A!A00! 0 in the category of chain
complexes in A with M extended in the obvious way: a chain map C!D is in
M if and only if all Cn!Dn are in M. In this generality, there is some diculty
in showing that the monomorphisms obtained lie in M. This is overcome by the fol-
lowing classical trick [8]: Let M0 be the class of all monomorphisms A!B such that
Hom(B; I)!Hom(A; I) is onto for all M-injectives I . Then M0 satises the condi-
tions (1){(3) and the M0-injectives coincide with the M-injectives. In particular, A
has enough M0-injectives. It will clearly suce to make RMF into an M
0--functor.
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Here the usual arguments work without diculty since we can test a monomorphism
for M0-injectiveness by applying Hom(−; I) for all M-injectives I . Explicitly, given
0!A0!A!A00! 0, chooseM-injective embeddings i0 :A0! I 0 and i00 :A00! I 00. Ex-
tend i0 to A! I 0 and form
0 −−−−−! A0 −−−−−! A −−−−−! A00 −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0−−−−−! I 0 −−−−−! I 0 I 00 −−−−−! I 00 −−−−−! 0:
Applying our test, we see that the middle map lies in M0 and the cokernel of this map
of short exact sequences isM0-exact. It is trivial to check that 0! I 0! I 0 I 00! I 00! 0
is M0-injective in the category of chain complexes.
The map A! I 0 also gives us a natural map  :F(A)!R0MF(A).
Theorem 1.2. RMF is a cohomological M--functor and the map  is universal for
maps F!G where G is M-left exact.
In other words, if 0!A0!A!A00! 0 isM-exact, then 0!G(A0)!G(A)!G(A00)
is exact. Note that R0MF is M-left exact by the long exact sequence. In particular, if
F is M-left exact then R0MF=F .
Remark. By applying this theory to the opposite category Aop we obtain a dual theory
in which the class M of monomorphisms is replaced by a class E of epimorphisms,
injective is replaced by projective, and right-derived functors are replaced by left-
derived functors.
2. Pure monomorphisms
Suppose now that we are given by a biadditive functor ⊗ :AA!A with natural
isomorphisms A⊗BB⊗A and (A⊗B)⊗C A⊗ (B⊗C). Suppose also that this
functor has a right adjoint hom(A; B) so that Hom(A⊗B; C)’Hom(A; hom(B; C)).
I will simply say that A is a category with ⊗ and hom. Note that ⊗, being a coadjoint,
preserves all colimits and, in particular, is right exact. It is well known that such
functors exist in the category of sheaves on any site [15, II, Section 3].
Denition. A monomorphism A
f−!B in A is called pure if A⊗C f−!B⊗C is a
monomorphism for all C.
The class of pure monomorphisms clearly satises the conditions (1){(3) of
Section 1 and so can be used to dene relative derived functors if there are enough
pure injectives. Note that if a sequence
A1
f1−!A2 f2−!  !An fn−!An+1
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is pure exact, so is
A1⊗X !A2⊗X !  !An⊗X f−!An+1⊗X
for any X provided we dene pure exactness as in Section 1 to mean exactness with
all the monomorphisms im [Ai!Ai+1]!Ai+1 being pure. This follows from the asso-
ciativity of ⊗.
Denition. I will say that A is a Baer{Grothendieck category (or BG category) if it
has a generator and if ltered colimits exist in A and are exact.
The term Grothendieck category is sometimes used for this but the term has also
been used with other meanings [9]. The Baer{Grothendieck theorem [11, Theorem
1.10.1], [9, 16] assets that every Baer{Grothendieck category has enough injectives.
Theorem 2.1. Let A be a BG category with ⊗ and hom. Then A has enough pure
injectives.
We rst construct a single test object for pure monomorphisms.
Lemma 2.2. Let A be a BG category with ⊗ and hom. Then A has a generator E
with the following property: A map A
f−!B in A is a pure monomorphism if and
only if f and f⊗E are monomorphisms.
Proof. Let G be a generator and let Gn denote the direct sum of n copies of G.
Let G be the set of quotient objects of the Gn for nite n. Then a monomorphism
A
f−!B is pure if and only if f⊗C :A⊗C!B⊗C is a monomorphism for all C
in G: Assuming the condition is satised we must show that f⊗D :A⊗D!B⊗D
is a monomorphism for all D. Since G is a generator, some direct sum G maps
onto D which is clearly the ltered colimit of the images of nite subsums of G
in D. Since these images lie in G and ltered colimits are exact, we are
done.
Now let E=C over all C in G. If f⊗E :A⊗E!B⊗E is a monomorphism,
so are all f⊗C :A⊗C!B⊗C for all C in G, since f⊗C is a direct summand of
f⊗E.
Proof of Theorem 2.1. Let A be any object of A and choose injective embeddings
i :A I and j :A⊗E J . By adjointness j corresponds to a map k :A! hom(E; J ).
The required pure injective embedding is now given by ‘ :A!L= Ihom(E; J ). To see
that L is pure injective, note that I is and so is hom(E; J ) since Hom(X; hom(E; J ))
=Hom(X ⊗E; J ) is exact on pure exact sequences. Clearly ‘ is a monomorphism
174 R.G. Swan / Journal of Pure and Applied Algebra 144 (1999) 169{211
since i is. By Lemma 2.2 we must show that ‘⊗E is a monomorphism. This is clear
since the composition A⊗E! L⊗E! hom(E; J )⊗E! J is the monomorphism j by
standard properties of adjoint functors.
If A is a BG category with ⊗ and hom and F :A!C is an additive functor
we can now dene the pure derived functors RPF where P is the class of pure
monomorphisms. We write PnF =RnPF for simplicity.
Recall that if F is a left-exact functor, an object A is called F-acyclic if RnF(A)= 0
for all n>0. (If F is not left exact we should also require that  :F(A)!R0F(A) be
an isomorphism).
Corollary 2.3. Let A be a BG category with ⊗ and hom. Let F be a left-exact
functor on A. If all pure injectives are F-acyclic; then PnF =RnF as P--functors.
Proof. The ordinary derived functors clearly form an exact -functor with respect to
pure exact sequences. If pure injectives are F-acyclic then RpF is also pure eaceable
for p>0 by Theorem 2.1, showing that PF =RF .
3. Cup products
Let A be a BG category with ⊗ and hom and let C be an abelian category with ⊗
and hom. Let F;G; L :A!C be left-exact functors. Suppose we are given a natural
map F(A)⊗G(B)! L(A⊗B). We can then dene a cup product for the pure derived
functors. Let
0!A! I0! I 1! I 2!   
and
0!B! J 0! J 1! J 2!   
be pure injective resolutions. Then the total complex of I⊗ J  is a pure, but not
necessarily injective, resolution of A⊗B since, by pure exactness, HII(I⊗ J ⊗E)=
I⊗B⊗E and HIHII(I⊗ J ⊗E)=HI(I⊗B⊗E)=A⊗B⊗E. Let
0!A⊗B!K0!K1!K2!   
be a pure injective resolution of A⊗B and choose a map of resolutions I⊗ J !K
over A⊗B. The map F(I)⊗G(J )! L(I⊗ J )! L(K) now induces the required
cup product PpF(A)⊗PqG(B)!Pp+qL(A⊗B). If we are given a map A⊗B!C, we
get a product PpF(A)⊗PqG(B)!Pp+qL(C).
Theorem 3.1. Let F;G; L :A!C be left-exact functors. Then the product PpF(A)⊗
PqG(B)!Pp+qL(A⊗B) is well dened; natural and agrees with the given pro-
duct F ⊗G! L for p= q=0. If 0!A0!A!A00! 0 is pure exact sequence then
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0!A0⊗B!A⊗B!A00⊗B! 0 is pure exact and the diagram
PpF(A00)⊗PqG(B) −−−−−! Pp+qL(A00⊗B)
⊗ 1
?
?
?
?
?
y

?
?
?
?
?
y
Pp+1F(A0)⊗PqG(B) −−−−−! Pp+q+1L(A0⊗B)
commutes. If 0!B0!B!B00! 0 is pure exact; the diagram
PpF(A)⊗PqG(B00) −−−−−! Pp+qL(A⊗B00)
1⊗ 
?
?
?
?
?
y

?
?
?
?
?
y
PpF(A)⊗Pq+1G(B0) −−−−−! Pp+q+1L(A⊗B0)
commutes up to the sign (−1)p.
These properties characterize the products uniquely.
Proof. Given maps f :A!A0 and g :B!B0, choose pure injective resolutions A! I;
B! J ; A⊗B!K; A0! I 0; B0! J 0; A0⊗B0!K 0 and extend f; g; f⊗ g to maps
I! I 0; J ! J 0; K!K 0: The diagram
I⊗ J  −−−−−! K
?
?
?
?
?
y
?
?
?
?
?
y
I 0⊗ J 0 −−−−−! K 0
commutes up to homotopy since the two maps I⊗ J !K 0 both extend A⊗B!
A0⊗B0. Applying the functors F , G, and L to this we get
F(I)⊗G(J ) −−−−−! L(I⊗ J ) −−−−−! L(K)
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
F(I 0)⊗G(J 0) −−−−−! L(I 0⊗ J 0) −−−−−! L(K 0);
where the right-hand square commutes up to homotopy. Taking cohomology, we see
that the products are natural and (by taking f=1A and g=1B) uniquely dened.
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Applying our functors to the diagram
A⊗B −−−−−! I⊗ J 
=
?
?
?
?
?
y
?
?
?
?
?
y
A⊗B −−−−−−−! K
gives
F(A)⊗G(B) −−−−−! F(I)⊗G(J )
?
?
?
?
?
y
?
?
?
?
?
y
L(A⊗B) −−−−−−−! L(K):
It follows that
F(A)⊗G(B) −−−−−! R0F(I)⊗R0G(J )
?
?
?
?
?
y
?
?
?
?
?
y
L(A⊗B) −−−−−−−−−−−! R0L(K)
commutes, showing that  is preserved. For the last part, nd a resolution of 0!A0!
A!A00! 0 of the form 0! I 0! I! I 00! 0 with each 0! I 0n! I n! I 00n! 0
split. Then 0! I 0⊗J ! I⊗ J ! I 00⊗ J ! 0 is a pure resolution of 0!A0⊗B!
A⊗B!A00⊗B! 0. We can map it to a pure injective resolution 0!K 0!K!K 00
! 0 of this sequence and the result follows from the next lemma. This generalizes
[5, IV, Proposition 7.1] which covers the case where the vertical maps are isomor-
phisms.
Lemma 3.2. (1) Let C be an abelian category with ⊗ and hom. Let 0!C0!C
!C00! 0 and 0!E0!E!E00! 0 be short-exact sequences of cochain com-
plexes in C and suppose we have a commutative diagram
C0⊗D −−−−−! C⊗D −−−−−! C00⊗D −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−−−! E0 −−−−−−−! E −−−−−−−! E00 −−−−−−−! 0:
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Then
Hp(C00)⊗Hq(D) −−−−−! Hp+q(E00)
⊗ 1
?
?
?
?
?
y

?
?
?
?
?
y
Hp+1(C0)⊗Hq(D) −−−−−! Hp+q+1L(E0)
commutes.
(2) If 0!D0!D!D00! 0 is exact and we have a commutative diagram
C⊗D0 −−−−−! C⊗D −−−−−! C⊗D00 −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−−−! E0 −−−−−−−! E −−−−−−−! E00 −−−−−−−! 0
then
Hp(C)⊗Hq(D00) −−−−−! Hp+q(E00)
1⊗ 
?
?
?
?
?
y

?
?
?
?
?
y
Hp(C)⊗Hq+1(D0) −−−−−! Hp+q+1(E0)
commutes up to the sign (−1)p.
This is well known and easy for modules. Due to the lack of a form of the embedding
theorem which applies to tensor products, we cannot deduce the general case from this.
Instead we resort to diagram chasing.
Lemma 3.3. Let 0!C0 i−! C j−! C00! 0 be a short-exact sequence of cochain
complexes. Suppose we have a commutative diagram
Zp+1(C0)  −−−−−−−−−−− P −−−−−! Zp(C00)
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
C0p+1 −−−−−!
i
Cp+1
d −−−−− Cp j−−−−−! C00p:
(1)
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Then the diagram
P
=−−−−−! P
?
?
?
?
?
y
?
?
?
?
?
y
Hp(C00)
−−−−−! Hp+1(C0);
obtained by composing the top maps with the canonical maps Z!H; commutes.
Furthermore; there exists a diagram of the form (1) in which P! Zp(C00) is an
epimorphism.
Proof. This is easy for modules and we apply the embedding theorem. For the last
statement choose P to be the pullback of the right-hand square of (1).
Proof of Lemma 3.2. Choose a diagram (1) with P! Zp(C00) an epimorphism, tensor
it with Z = Zq(D) and apply the maps in Lemma 3.2 to get
Zp+1(C0)⊗Z  −−−−−−−−−−−−−− P⊗Z −−−−−! Zp(C00)⊗Z
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
E0p+q+1−−−−−!
i
Ep+q+1
d −−−−− Ep+q j−−−−−! E00p+q
and observe that the vertical maps on the ends factor through Zp+q+1(E0) and
Zp+q(E00). Applying Lemma 3.3 we get
P⊗Z =−−−−−−−−−−−! P⊗Z
?
?
?
?
?
y
?
?
?
?
?
y
Hp(C00)⊗Hq(D) ⊗ 1−−−−−! Hp+1(C0)⊗Hq(D)
?
?
?
?
?
y
?
?
?
?
?
y
Hp+q(E00)
−−−−−−−−−! Hp+q+1(E0);
where the top and outer squares commute. Since P⊗Z!Hp(C00)⊗Hq(D) is an epi-
morphism, the bottom square also commutes.
The proof for the other case is the same except that d in Zp(C)⊗D is (−1)p⊗d.
It follows as usual [5] that the products are uniquely determined by these properties:
if PpF(A)⊗PqG(B)!Pp+qL(A⊗B) is unique then, using a pure injective embedding
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0!A!E!D! 0, we get
PpF(D)⊗PqG(B) −−−−−! Pp+qL(D⊗B)
⊗ 1
?
?
?
?
?
y

?
?
?
?
?
y
Pp+1F(A)⊗PqG(B) −−−−−! Pp+q+1L(A⊗B);
showing that Pp+1F(A)⊗PqG(B)!pp+q+1L(A⊗B) is unique since the left vertical
map is an epimorphism.
Remark. Similar arguments [5, XI, Section 2] also show that the products are asso-
ciative and (skew) commutative in the obvious sense. More precisely, suppose we are
given products F1⊗F2!G1; F2⊗F3!G3; G1⊗F3! L, F1⊗G3! L such that
F1(A)⊗F2(B)⊗F3(C) −−−−−! G1(A⊗B)⊗F3(C)
?
?
?
?
?
y
?
?
?
?
?
y
F1(A)⊗G3(B⊗C) −−−−−−−−−−−! L(A⊗B⊗C)
commutes. Then
PaF1(A)⊗PbF2(B)⊗PcF3(C) −−−−−! Pa+bG1(A⊗B)⊗PcF3(C)
?
?
?
?
?
y
?
?
?
?
?
y
PaF1(A)⊗Pb+cG3(B⊗C) −−−−−−−−−−−! Pa+b+cL(A⊗B⊗C)
also commutes.
Since ⊗ is assumed to be commutative, we are given an isomorphism T :A⊗B
B⊗A. If  :F ⊗G! L is a product, let [ :PpF ⊗PqG!Pp+qL denote the corres-
ponding cup product. Then if
F(A)⊗G(B) T−−−−−! G(B)⊗F(A)

?
?
?
?
?
y

?
?
?
?
?
y
L(A⊗B) L(T )−−−−−−−! L(B⊗A)
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commutes, so does
PpF(A)⊗PqG(B) T−−−−−! PqG(B)⊗PpF(A)
[
?
?
?
?
?
y
[
?
?
?
?
?
y
Pp+qL(A⊗B) PL(T )−−−−−! Pp+qL(B⊗A)
up to the sign (−1)pq.
In order to dene cup products for the ordinary derived functors, we need an addi-
tional assumption.
Theorem 3.4. Let F;G; L :A!C be left-exact functors with a product F ⊗G! L.
Suppose that all pure injective objects of A are acyclic for F;G; and L. Then PF =
RF; PG=RG; and PL=RL so we can dene a product RpF(A)⊗RqG(B)!
Rp+qL(A⊗B) satisfying the conditions of Theorem 3:1: In addition these products
satisfy the following conditions. Let 0!A0!A!A00! 0 and 0!C0!C!C00! 0
be exact sequences and suppose we have a commutative diagram
A0⊗B −−−−−! A⊗B −−−−−! A00⊗B −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−! C 0 −−−−−! C −−−−−! C00 −−−−−! 0:
Then the diagram
RpF(A00)⊗RqG(B) −−−−−! Rp+qL(C00)
⊗ 1
?
?
?
?
?
y

?
?
?
?
?
y
Rp+1F(A0)⊗RqG(B) −−−−−! Rp+q+1L(C0)
commutes. If 0!B0!B!B00! 0 is exact and
A⊗B0 −−−−−! A⊗B −−−−−! A⊗B00 −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−! C 0 −−−−−! C −−−−−! C00 −−−−−! 0:
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commutes; then the diagram
RpF(A)⊗RqG(B00) −−−−−−−! Rp+qL(C00)
1⊗ 
?
?
?
?
?
y

?
?
?
?
?
y
RpF(A)⊗Rq+1G(B0) −−−−−! Rp+q+1L(C0)
commutes up to the sign (−1)p.
These properties characterize the products uniquely.
Proof. If pure injectives are F-acyclic then PF =RF by Corollary 2.3. The rest
of the theorem is true for pure exact sequences by Theorem 3.1. In particular, the
uniqueness is clear and the above remarks on associativity and commutativity apply.
Let 0!A0!A!A00! 0 and 0!C0!C!C00! 0 be as above. We rst consider
the case in which 0!A0!A!A00! 0 is pure exact. Then 0!A0⊗B!A⊗B!
A00⊗B! 0 is pure exact so the theorem is true if 0!C0!C!C00! 0 is replaced
by this sequence. The required result then follows by composing the resulting diagram
with the diagram:
Rp+qL(A00⊗B) −−−−−−−! Rp+qL(C00)

?
?
?
?
?
y

?
?
?
?
?
y
Rp+q+1L(A0⊗B) −−−−−! Rp+q+1L(C0)
obtained from the exact ladder associated with the diagram
0 −−−−−! A0⊗B −−−−−! A⊗B −−−−−! A00⊗B −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−! C 0 −−−−−! C −−−−−! C00 −−−−−! 0:
In the general case, choose a pure injective embedding A0! I; let E=A I , and let
E00 be the cokernel in 0!A0!E!E00! 0. Projecting E on A gives
0 −−−−−! A0 −−−−−! E −−−−−! E00 −−−−−! 0
=
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−! A0 −−−−−! A −−−−−! A00 −−−−−! 0:
(2)
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The top sequence is pure exact. We have
0 −−−−−! A0⊗B −−−−−! E⊗B −−−−−! E00⊗B −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
A0⊗B −−−−−! A⊗B −−−−−! A00⊗B −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−−−! C0 −−−−−−−! C −−−−−−−! C00 −−−−−−−! 0
and get
RpF(E00)⊗RqG(B) −−−−−−−! Rp+qL(C00)
?
?
?
?
?
y
?
?
?
?
?
y
RpF(A00)⊗RqG(B) −−−−−! Rp+qL(C00)
⊗ 1
?
?
?
?
?
y

?
?
?
?
?
y
Rp+1F(A0)⊗RqG(B) −−−−−−−! Rp+q+1L(C0);
(3)
where the outside square commutes by the special case previously considered. Applying
the snake lemma to (2) gives us an exact sequence 0! I!E00!A00! 0 so that
RpF(E00)!RpF(A00) −! Rp+1F(I)= 0 for p 0. Therefore, RpF(E00)⊗RqG(B)!
RpF(A00)⊗RqG(B) is an epimorphism and it follows that the bottom square of (3)
also commutes.
We now need a criterion for pure injectives to be F-acyclic. As always, we are in
a BG category with ⊗ and hom. The following simple observation may prove useful.
Lemma 3.5. Suppose that F is left exact. If RpF(hom(E; I))= 0 for all E; all injective
I; and all p>0; then all pure injectives are F-acyclic.
Proof. If A is pure injective, we can nd a pure embedding of A in some I  hom(E; J );
with I and J injective, as in the proof of Theorem 2.1. Since A is pure injective, this
embedding splits. But RpF(I  hom(E; J ))= 0 for p>0 under the hypothesis.
Recall that a sheaf S is called abby if Hp(U; S)= 0 for all objects U of the site
and all p>0 or, equivalently, if the Cech cohomology Hp(U; S)= 0 for all coverings
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U and all p>0 [15, III, Proposition 2.12]. This result is valid for sheaves on any
site.
Lemma 3.6. Let S be the category of sheaves of modules on a site C. Then all pure
injectives of S are abby.
Proof. Let U= fUi!U ) be any covering. As in the proof of [15, III, Lemma 2.4] we
construct a chain complex C(U) of presheaves such that C(U; Q)=Hom(C(U); Q)
for any presheaf of O-modules Q: Let PU (V ) be the free O(V )-module with
basis Hom(V;U ). Then HomO(PU ; Q)=Q(U ) and we set Cn(U)=
L
Pi0in over all
i0; : : : ; in. Let ~C(U) be the augmented complex
   !Cn(U)!Cn−1(U)!    !C1(U)!C0(U)!H0(C(U))! 0:
For  2Hom(V;U ), let S( )= f(i; f) jf : V !Ui lifts  g. Let SX ( ) be the (abstract)
simplex with vertex set S( ). As in the proof of [15, III, Lemma 2.4] we see that
C(U)(V )=C(SX ( )) over  2Hom(V;U ). Since the chain complex of a simplex
has a contracting homotopy, we see that ~C(U)(V ) is split exact over O(V ). Therefore,
~C(U)⊗O E is exact for any E so ~C(U) is pure exact. If I is pure injective, it fol-
lows that Hom( ~C(U); I) is exact so C(U; I)=Hom(C(U); I) is acyclic in positive
dimensions and Hp(U; I)= 0 for p>0.
Another proof not depending on Cech cohomology will be given at the end of
Section 7.
Corollary 3.7. Cup products can be dened for the category of sheaves of modules on
any site C. They are natural maps Hp(U; A)⊗Hq(U; B)!Hp+q(U; A⊗B) satisfying
the conclusions of Theorems 3:1 and 3:2 and are associative and (skew) commutative.
If the site has suciently many points so that the construction of [15, V, Section 1]
can be applied, the resulting cup products agree with those dened here. This follows
from the uniqueness statement in [15, V, Proposition 1.16] together with Theorem 3.4.
Recall that a morphism of sites f :C!D is dened to be a functor in the opposite
direction f−1 :D!C which preserves pullbacks and coverings. If S is a sheaf on C
then f(S)= S f−1 is a sheaf on D. The derived functors Rnf(S) can be obtained as
the associated sheaves of the presheaf U 7!Hn(f−1U; S) [15, III, 1.13]. (It is sucient
to observe that these associated sheaves give us a cohomological -functor with the
correct R0f(S)=f(S).) It follows that pure injectives are acyclic for f so we also
get cup products Rpf(A)⊗Rqf(B)!Rp+qf(A⊗B) with the expected properties. Of
course, we can also obtain these products by considering those on the Hp(f−1U;−)
and taking the associated sheaves.
There is no diculty in dening cup products for Cech cohomology. We dene a
pairing of cochain complexes Cp(U; A)⊗Cq(U; B)!Cp+q(U; A⊗B) using the classi-
cal Alexander{ Cech{Whitney formula: u⊗ v 7!w where wi0 :::ip+q = u0i0 :::ip ⊗ v0ip:::ip+q with
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u0 and v0 being the restrictions of u and v to Ui0 U    U Uip+q . There is a spectral
sequence Hp(U;Hq(S)))Hp+q(U; S) where U is a covering of U and Hq(S) is the
presheaf V 7!Hq(V; S) [15, III, 2.7].
Recall that a pairing of spectral sequences E0pq2 )H 0p+q and E00pq2 )H 00p+q to
Epq2 )Hp+q means a collection of maps satisfying the usual conditions of [5, XV,
Ex1,2] or [3, App., Section 3], i.e. ’r :E0abr (A)⊗E00cdr (B)!Ea+cr b+d(C) for 2  r 
1, and  :H 0p⊗H 00q!Hp+q such that ’r preserves dr , ’r induces ’r+1, colim’r =’1
and ’1= gr  .
Suppose we have a spectral sequence Epq2 (S))Hp+q(S) which depends functo-
rially on an object S and suppose the E2 term has the form E
pq
2 (S)=F
p(Gq(S)).
Suppose further that H, F, and G have cup products i.e. if A⊗B!C then we
have Hp(A)⊗Hq(B)!Hp+q(C), etc. I will say that the spectral sequence has cup
products if, given A⊗B!C, there is a natural pairing of the spectral sequences for
A and for B to that for C and, in addition, the cup product on H is the given
one while that on the E2 term is induced from the cup products on F and G.
More precisely A⊗B!C induces Gb(A)⊗Gd(B)!Gb+d(C) which in turn induces
FaGb(A)⊗FcGd(B)!Fa+cGb+d(C). This map is then multiplied by (−1)bc in accor-
dance with the usual conventions for commuting elements which ensure that construc-
tions like C(U; I) yield bicomplexes.
Theorem 3.8. For every covering U= fUi!Ug; the spectral sequence Hp(U;Hq(S))
)Hp+q(U; S) has cup products.
Proof. The spectral sequence is constructed by taking a abby resolution 0! S! I0!
I 1! I 2!    for S, regarding it as a complex of presheaves, and forming the spectral
sequence of the bicomplex C(U; I). Choose pure injective resolutions
0!A! I 0! I 1! I 2!   
0!B! J 0! J 1! J 2!   
and then
0!C!K0!K1!K2!   
such that we have a diagram
A⊗B −−−−−! I⊗ J ?
?
?
?
?
y
?
?
?
?
?
y
C −−−−−! K:
Form the map of double complexes Cp(U; I)⊗Cq(U; J )!Cp+q(U; K) and apply
[5, XV, Exercise 4]. It is clear that the products on Hq are the correct ones.
Corollary 3.9. The spectral sequence H
p
(U;Hq(S)))Hp+q(U; S) has cup products.
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This follows immediately by taking the colimit over coverings. The edge homomor-
phisms for these sequences give us the usual natural maps from Cech cohomology to
Grothendieck cohomology.
Corollary 3.10. The natural maps H(U; S)! H(U; S)!H(U; S) preserve cup
products.
In particular, in those cases where it is known that Cech and Grothendieck coho-
mology agree, the cup products are the same.
A similar argument can be given for the Cartan{Leray spectral sequence of a galois
covering. (The terminology does not seem to be standarized. This sequence appears
in [15, III, 2.20] under the name \Hochschild{Serre spectral sequence".) Suppose our
site has the following property:
() The coproduct U = `Ui of any nite collection of objects fUig exists and
fUi!Ug is a covering.
A galois covering with nite galois group G is dened to be a covering fU!Vg
with an action of G on U over the trivial action on V such that U V U =
`
G U by
the canonical map. Assuming (), the proof of [15, III, 2.20] applies with no change
to produce the sequence Hp(G;Hq(U; S)))Hp+q(V; S).
Corollary 3.11. The Cartan{Leray spectral sequence has cup products.
Proof. We just observe that the proof works using abby instead of injective resolu-
tions and use pure injective resolutions as in the proof of Theorem 3.8. We construct
the sequence using the bicomplex HomG(W;  (U; I)) where W is a free resolution
of Z over ZG.
In attempting to give a similar proof for the Leray spectral sequence of a map we
run into the diculty that there are no projective resolutions to replace W above. One
could try to nd a pure injective Cartan{Eilenberg resolution of f(I) but I do not
know how to do this at present. Instead, I will develop, in the next few sections, a
method for avoiding the assumption of projectivity in dealing with resolutions. Us-
ing this I will show in Corollary 8.8 that the Leray spectral sequence also has cup
products.
4. Derived functors
We give here a method for constructing derived functors without the use of injectives
which is closely related to the procedure of Buchsbaum [4]. Our main application will
be to the functor Hom(−; A) so I will describe the procedure for a contravariant additive
functor F :Aop!Mod R to a category of modules over a ring R. Given A in A we
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consider resolutions i.e. exact sequences of the form
   !X2!X1!X0!A! 0:
Our aim is to dene RnF(A) as the colimit of Hn(F(X)) over such resolutions. If
A has enough projectives, a projective resolution will be conal and our denition
will agree with the classical one. The main idea is as follows: Whenever the classical
construction requires us to lift a map
P?
?
?
?
?
y
A−−−−−!B
to P!A, we instead form the pullback
E −−−−−! P?
?
?
?
?
y
?
?
?
?
?
y
A −−−−−! B;
choose a convenient epimorphism QE and replace P by Q, thus passing to a \ner"
resolution. Our rst two lemmas also work in the relative case where we are given
a class of epimorphisms E which is closed under nite direct sums, composition and
pullback and which contains all split epimorphisms. For this case we require all resolu-
tions to be E-exact as in Section 1. This method is closely related to Verdier’s theory
of hypercoverings [1, V, Section 7]. In Verdier’s theory the resolutions are obtained
as the chain complexes of contractible simplicial sheaves of sets. This can be used to
dene other invariants such as homotopy groups [2] but this more detailed procedure
will not be needed in the present paper.
Lemma 4.1. Given a resolution
   !Y2! Y1! Y0!B! 0
and a map f :A!B; there is a resolution X of A and a map
  −−−−−! X2 −−−−−! X1 −−−−−! X0 −−−−−! A −−−−−! 0?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
f
  −−−−−! Y2 −−−−−! Y1 −−−−−! Y0 −−−−−! B −−−−−! 0:
Moreover, suppose we are given a subclass G of obj A such that every A2 objA
admits an epimorphism GA with G 2G. Then we can choose all Xi in G.
R.G. Swan / Journal of Pure and Applied Algebra 144 (1999) 169{211 187
We can, for example, take G to be the class of projectives if A has enough of
these. Another example occurs in Lemma 5.1.
Proof. Write X−1 =A and Xn=0 for n<− 1. Suppose we have constructed X up to
degree n. As usual let Zn(X )= ker[Xn!Xn−1]. Form the pullback
E −−−−−! Zn(X )?
?
?
?
?
y
?
?
?
?
?
y
Yn+1 −−−−−! Zn(Y )
and choose an epimorphism Xn+1E with Xn+1 in G.
Lemma 4.2. Suppose we have two maps f; g of resolutions
  −−−−−! X2 −−−−−! X1 −−−−−! X0 −−−−−! A −−−−−! 0?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
  −−−−−! Y2 −−−−−! Y1 −−−−−! Y0 −−−−−! B −−−−−! 0
over the same map A!B. Then we can nd a resolution W of A and a map
k :W!X over 1 :A =−! A such that fk and gk are chain homotopic. If G is
as in Lemma 4:1; we can choose all Wi in G.
Proof. Write X−1 =A, Y−1 =B and Xn= Yn=0 for n<− 1. We start with Wn=0 for
n<− 1, W−1 =A, and S =0 :W−1! Y0. Suppose we have constructed W and k up to
degree n, with a homotopy S :Wi! Yi+1 such that fk − gk =dS + Sd up to degree n.
As in the proof of Lemma 4.1 nd W 0n+1 and maps making
W 0n+1
d′−−−−−! Zn(W )
k′
?
?
?
?
?
y
?
?
?
?
?
y
Xn+1 −−−−−! Zn(X )
commute. Then =fk 0 − gk 0 − Sd0 :W 0n+1! Zn+1(Y ) as in the classical proof and we
can let Wn+1 2G map to the pullback W 00n+1 in
W 00n+1 −−−−−! W 0n+1
S
?
?
?
?
?
y

?
?
?
?
?
y
Yn+2 −−−−−! Zn+1(Y ):
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Denition. I will say that a category C is left ltered if it satises the following two
properties:
(1) If a and b are objects of C, there are maps c! a and c! b.
(2) If we have two maps a b there is a map c! a such that the compositions
c! a b are equal.
Remark. It would be more consistent with the limit{colimit terminology to describe a
left-ltered category as ltered and to say that C is coltered if Cop is ltered. Since
a right-ltered category is usually described as ltered, the above denition seems less
confusing.
Corollary 4.3. The category of resolutions of A and homotopy classes of maps is left
ltered.
Proof. If X and Y are resolutions of A then XY is a resolution of AA: Applying
Lemma 4.1 to the diagonal map A!AA gives us a resolution Z of A which maps
to X and Y: Given two maps of one resolution into another, Lemma 4.2 provides the
map which equalizes them up to homotopy.
We are not yet ready to take the colimit of F(X) since the category of Corollary 4.3
may not be small.
Denition. A functor F :A!B between left-ltered categories is nal if
(1) For each object b of B there is a map F(a)! b:
(2) If F(a) b there is a map a0! a such that the compositions F(a0)!F(a) b
are equal.
Remark. If F is the inclusion of a full subcategory A in a left-ltered category B
and (1) is satised, then A is left ltered and (2) is automatically satised so that A
is nal in B:
Lemma 4.4. Let F :A!B be a nal functor between left-ltered categories. Let
G :Bop!C: Then colimG=colimGF :
Proof. It is trivial to check that for any object C of C; Hom(G; 1C)=Hom(GF; 1C)
i.e. Hom(colimG;C)=Hom(colimGF; C):
Lemma 4.5. Suppose A is cocomplete and has a generator. Then the category of
Corollary 4:3 has a small nal subcategory.
Proof. Let G be a generator. Let A be an object of A and dene N0 = jHom(G; A)j
to be the number of elements of Hom(G; A): Let G(N ) be the direct sum of N copies
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of G and let Nn+1 = jHom(G;G(Nn))j: Then the resolutions of the form
   !G(kn)!G(kn−1)!    !G(k2)!G(k1)!G(k0)!A! 0
with knNn for all n span a full nal subcategory. To see this we must show that
such a resolution maps to any given resolution.
   !X2!X1!X0!A! 0:
Find
L
I GX0: There is a subset J of I with jJ j N0 such that
L
J G!X0!A is
onto. Choose G(k0)=
L
J G: If G(kn) has been dened, form the pullback
E −−−−−! Zn(G())
?
?
?
?
?
y
?
?
?
?
?
y
Xn+1 −−−−−! Zn(X );
nd
L
I GE; and replace I by a subset J such that
L
J G!E! Zn(G()) is onto.
Note that Zn(G())G(kn) so jJ j  jHom(G;G(kn))jNn+1:
Denition. If F :Aop!Mod R is a contravariant additive functor and if A is cocom-
plete and has a generator, we dene RnF(A) to be colimHn(F(X)) over all resolutions
of A.
It will suce to take the colimit over a small nal subcategory and it is clear that
the result will be well dened up to a canonical isomorphism. If we have a map
A!B, we get well-dened maps RnF(B)!RnF(A) by using Lemmas 4.1 and 4.2. It
is clear that RnF is a contravariant functor. In the next section I will show that the RnF
form an exact -functor. We are considering the absolute case here so we will have a
long-exact sequence for any short-exact sequence of objects of A: Note that we are
considering contravariant functors here. Such a functor G is called weakly eaceable if
for any x2G(A) there is an epimorphism BA such that x maps to 0 under G(A)!
G(B):
Lemma 4.6. RnF is weakly eaceable for n>0:
Proof. Let x2RnF(A) be represented by a cocycle z of F(X). Then X0A eaces
x because we have a map of resolutions
   −−−−−! 0 −−−−−! 0 −−−−−! X0
1−−−−−! X0 −−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
   −−−−−! X2 −−−−−! X1 −−−−−! X0 −−−−−! A −−−−−! 0:
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5. Chain complexes
Let A be, as in Section 4, a cocomplete abelian category having a generator G. Let
C be the category of positively graded chain complexes inA: Then C is also an abelian
category. Let E be the class of epimorphisms AB such that H(A)!H(B) is
also an epimorphism.
Then, all split epimorphisms belong to E and E is closed under nite direct sums,
composition and pullback. We refer to the elements of E as Cartan{Eilenberg (or CE-)
epimorphisms. This class of epimorphisms satises the dual of the conditions (1){(3)
of Section 1 so the remark at the end of Section 1 applies. A Cartan{Eilenberg (or
CE-) resolution as dened in [5] or [18] can be dened to be an E-projective resolution
cf. [17]. We consider here resolutions which are E-exact but not necessarily projective.
To avoid any confusion I refer to these as ce-resolutions with a lower case ‘ce’.
Denition. A ce-resolution of A is an E-exact sequence in C of the form
   !X2!X1!X0!A! 0:
If P is an object of A and n>0, let P(n) denote the chain complex 0!P 1−!P! 0
having P in degrees n and n−1 and 0 elsewhere. Let P((n)) denote the chain complex
0!P! 0 having P in degree n and 0 elsewhere. If n=0 we dene P(0)=P((0)):
It follows from Lemmas 4.1 and 4.2 that the ce-resolutions of A form a left-ltered
category. If A has enough projectives then CE-resolutions exist and any such resolu-
tion will be nal in the category of resolutions of A and homotopy classes of maps
[5, 18]. Therefore, in this case, the hyperderived functors dened below will agree with
the classical ones.
Lemma 5.1. If A is any object of C there is a ce-epimorphism X!A with X of
the form
L
n0 Pn(n)
L
n0Qn((n)):
Proof. One checks easily that Hom(P(n); A)=Hom(P; An) and Hom(Q((n)); A)=
Hom(Q; Zn(A)): It will suce to take epimorphisms PnAn and Qn Zn(A): These
induce the required map.
Lemma 5.2. The left-ltered category of ce-resolutions of A has a small nal sub-
category.
Proof. Construct a ce-resolution
   !X2!X1!X0!A! 0 (1)
by successive applications of Lemma 5.1. In the proof of Lemma 5.1 we can obviously
choose Pn and Qn to be direct sums of copies of the generator G. By the argument
used to prove Lemma 4.5 we can then give a priori bounds for the number of copies
of G needed for each term of resolution (1).
R.G. Swan / Journal of Pure and Applied Algebra 144 (1999) 169{211 191
Denition. If F :Aop!Mod R is a contravariant additive functor, we dene RnF(A)
to be colimHn(F(X)tot) over all ce-resolutions X of A. As in Section 4 we can
take the colimit over the small subcategory given by Lemma 5.2. By ltering F(X)
by each of the indices we get two spectral sequences and we dene the hyperhomology
spectral sequences of F to be the colimits of these. It is clear that the terms of either
sequence from E2 on are homotopy invariant so this denition makes sense.
If A is an object of A let R(A) be the category of resolutions of A and homo-
topy classes of maps. If A is an object of C let Rce(A) be the category of ce-
resolutions of A and homotopy classes of maps. We have restriction functors from
Rce(A) to R(An) sending X to Xn, and from Rce(A) to R(Hn(A)) sending X to
H IIn (X):
Lemma 5.3. The restriction functors Rce(A)!R(An); Rce(A)!R(Hn(A)) and
R(A)!R(An) are nal.
Proof. There are two conditions to check.
(1) Let W be a resolution of An: We need to nd a ce-resolution X of A and a
map Xn!W: Suppose we have found Xi for i k: Find E=
L
n0 Pn(n)
L
n0
Qn((n)) as in Lemma 5.1 with a ce-epimorphism E Z Ik(X)= ker[Xk!Xk−1]: In
degree (; n) we have
En −−−−−! Z Ik(Xn)
?
?
?
?
?
y
Wk+1 −−−−−! Zk(W)
and we must nd Xk+1E such that Xk+1nEnZ Ik(Xn)!Zk(W) lifts to
Xk+1n!Wk+1. Now En is the sum of Pn+1; Pn, and Qn: We can nd an epimorphism
P0n+1Pn+1 such that P
0
n+1Pn+1!En Z Ik(Xn)! Zk(W) lifts to P0n+1!Wk+1 and
similarly for P0n ; and Q
0
n. Dene E
0
 by replacing Pn+1; Pn; and Qn by P
0
n+1; P
0
n , and Q
0
n.
Then E0E is a ce-epimorphism and we can take Xk+1=E
0
: The same resolution
works for R(A)!R(An):
For the case of R(Hn(A)); W is a resolution of Hn(A) and we need H IIn (X)!W:
Proceeding as above we get
Hn(E) −−−−−! Z IkH IIn (X)
?
?
?
?
?
y
Wk+1 −−−−−! Zk(W)
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and we must nd Xk+1E such that Hn(Xk+1)Hn(E) Z IkH
II
n (X)!Wk lifts
to Hn(Xk+1)!Wk+1: Since Hn(E)=Qn; the above argument applies.
(2) Suppose now that W is a resolution of An and we have a ce-resolution Y of
A and two maps f; g : YnW: We need to nd a ce-resolution X of A and a map
h :X! Y such that the compositions Xn! YnW are homotopic. Suppose we
have found Xi for i k and a homotopy S between fh and gh up to degree k. Find
d0 :E Z Ik(X) with a map h
0 :E! Yk+1 by Lemma 4.1. As above we can assume
that E=
L
n0 Pn(n)
L
n0Qn((n)): Now fh
0−gh0−Sd0 :En! Zk+1(W): As above,
nd a ce-epimorphism E0E such that E
0
nEn! Zk+1(W) lifts to S :E0n!Wk+2
and we let Xk+1=E0: A similar argument works for R(A)!R(An): Note that in
this case h0; which is obtained by a pullback, need not be a ce-epimorphism.
For the case of R(Hn(A)); W is a resolution of Hn(A) and we have a ce-resolution
Y of A and two maps f; g :Hn(Y)W: We need to nd a ce-resolution X of A
and a map h :X! Y such that the compositions fh; gh :H IIn (X)!H IIn (Y)
W are homotopic. Suppose we have found Xi for i k and a homotopy S between fh
and gh up to degree k. Find d0 :E Z Ik(X) with a map h
0 :E! Yk+1 as above
with E=
L
n0 Pn(n)
L
n0Qn((n)): Now fh
0
 − gh0 − Sd0 :Hn(E)! Zk+1(W).
Since Hn(E)=Qn; we can nd a ce-epimorphism E0E such that Hn(E
0
)Hn(E)
! Zk+1(W) lifts to S :Hn(E0)!Wk+1 and we let Xk+1=E0:
Corollary 5.4. The hyperhomology spectral sequences of F have the form E0pq2 =
RpF(Hq(A)))RnF(A) and E00pq2 =Hp(RqF(A)))RnF(A): Also RnF(A) =
colimH n(F(X)tot) over all (not necessarily ce) resolutions of A.
Note that RqF(A) denotes the complex
  !RqF(Ap+1)!RqF(Ap)!RqF(Ap−1)!  
obtained by applying the functor RqF to A and should be distinguished from the
hyperderived functor RqF(A).
Proof. If
  !X2!X1!X0!A! 0
is a ce-resolution then, by Lemma 5.3, E00pq1 = colimH
q
I (F(X))=R
qF(A). The same
is true if we use all resolutions of A. Therefore, we get the same second spectral
sequence and, in particular, the same RnF(A).
For the rst spectral sequence we can choose a conal set of ce-resolutions
  !X2!X1!X0!A! 0
in which each term has the form given in Lemma 5.1. For these it is clear that
H qII (F(X))=F(H
q
II (X)). Now E
0pq
2 = colimH
p
I (H
q
II (F(X))) and by Lemma 5.3,
the colimit taken over the resolutions H qII (X) is the same as that taken over all
resolutions of Hq(A) so that E
0pq
2 =R
pF(Hq(A)).
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A short-exact sequence 0!A0!A!A00! 0 can be thought of as a chain complex
A in degrees 0; 1; and 2. We say that an epimorphism (or a resolution) Y!A is
dominated by X!A if there is a map X! Y over 1A.
Lemma 5.5. Let A be a short-exact sequence. Then any epimorphism Y!A in C
is dominated by X!A with X of the form 0!X 0!X 0  X 00!X 00! 0.
Proof. Choose X 0= Y2 and X 00= Y1 with the map to Y given by the identity maps
and the maps d : Y2! Y1 and d : Y1! Y0.
Corollary 5.6. Any resolution of a short-exact sequence A is dominated by a reso-
lution X!A in which each Xk is a split short-exact sequence.
Note that such resolutions are automatically ce since all homology is 0.
Theorem 5.7. Suppose A is a cocomplete abelian category with a generator. Let
F :Aop!Mod R be an additive contravariant functor. Then the RnF form a weakly
cohomological -functor.
Proof. We have checked the weak eaceability in Lemma 4.6. If A : 0!A0!A!A00
! 0 is a short-exact sequence, choose resolutions as in Corollary 5.6. We get a short-
exact sequence of cochain complexes 0!F(X2)!F(X1)!F(X0)! 0. Taking the
long-exact cohomology sequence and passing to the colimit gives the result. Lemma 5.3
shows that colimH n(F(Xi))=RnF(Ai). Since Lemmas 4.1 and 4.2 apply to C, it is
clear that the resulting exact sequence is well dened and natural.
Lemma 5.8. Let 0!F 0!F!F 00! 0 be a short-exact sequence of additive func-
tors. Then there is a natural long-exact sequence
  !RnF 0!RnF!RnF 00 −! Rn+1F 0!   :
This is clear. Apply the functors to resolutions and take the colimit.
Lemma 5.9. If F is weakly eaceable then RnF =0 for all n.
Proof. Let x be an element of RnF(A). It is represented by a cycle z in F(X) for
some resolution X of A. Since F is weakly eaceable, we can nd an epimorphism
YnXn such that z maps to 0 in F(Yn). Let Yi=Xi for i<n and extend Y to a
resolution of A using Lemma 4.1. Then z maps to 0 in F(Y).
The following observation will be useful in verifying that a given resolution is ce.
Lemma 5.10. A sequence
  !X2!X1!X0!A! 0
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is a ce-resolution of A if and only if it is exact and
  !H(X2)!H(X1)!H(X0)!H(A)! 0
is also exact.
Proof. A ce-resolution clearly has these properties. For the converse, split the sequence
into short-exact sequences 0! Zn!Xn! Zn−1! 0 where we write A=X−1. We
must show that the maps H(Xn)!H(Zn−1) are epimorphisms or, equivalently,
that the sequences 0!H(Zn)!H(Xn)!H(Zn−1)! 0 are exact. This is true for
n<−1 since all terms are 0. Suppose it is true for n  m. Then, since 0!H(Zm−1)
!H(Xm−1) and 0!H(Zm)!H(Xm)!H(Zm−1)! 0 are exact, so is
0!H(Zm)!H(Xm)!H(Xm−1) and the hypothesis shows that H(Xm+1)!
H(Zm) is an epimorphism.
6. Ext and Tor
We now specialize the results of Section 5 to the case in which F(−)=Hom(−; B).
Let A be, as in Sections 4 and 5, a cocomplete abelian category having a genera-
tor G. As usual write Extn(−; B)=Rn Hom(−; B). By Theorem 5.7 this is a weakly
cohomological -functor in the rst variable.
Theorem 6.1. Extn is also a weakly cohomological -functor in the second variable.
In particular, if A has enough injectives, Ext as dened above agrees with the
classical Ext.
Proof. We must show Extn(A;−) is a weakly cohomological -functor. Suppose 0!B0
!B!B00! 0 is a short-exact sequence. From the left exact sequence of contravariant
functors
0!Hom(−; B0)!Hom(−; B)!Hom(−; B00)
we get two short-exact sequences
0!Hom(−; B0)!Hom(−; B)!F! 0 (2)
and
0!F!Hom(−; B00)!Q! 0 (3)
where F is the image of Hom(−; B)!Hom(−; B00) and Q is its cokernel.
Lemma 6.2. If BB00 is an epimorphism and Q is the cokernel of Hom(−; B)!
Hom(−; B00) then Q is weakly eaceable.
R.G. Swan / Journal of Pure and Applied Algebra 144 (1999) 169{211 195
Proof. An element x of Q(A) is represented by an element f of Hom(A; B00). Form
the pullback
E −−−−−! A
?
?
?
?
?
y
?
?
?
?
?
y
B −−−−−! B00:
Then x maps to 0 in Q(E) since EA
f−! B00 factors through B.
It now follows from (2) and Lemmas 5.8 and 5.9 that RnF =Extn(−; B00) and
Lemma 5.8 applied to (1) gives the required exact Ext sequence. It is clearly nat-
ural. This argument is based on the classical construction of the cohomology sequence
of Cech cohomology.
It remains to show that Extn(A;−) is weakly eaceable for n>0. Let x be an
element of Extn(A; B) represented by a cocycle f in Hom(X; B) for some resolution
X of A so f :Xn!B and the composition Xn+1!Xn!B is 0. Let C be the cokernel
of Xn+1!Xn. Then 0!C!Xn−1 and f :C!B. Form the pushout
C  Xn−1
f
?
?
?
?
?
y
?
?
?
?
?
y
B  D:
Then Xn!BD factors through Xn−1 so x maps to 0 in Extn(A;D).
We now turn to the denition of Tor. Suppose that A has ⊗ and hom.
Denition. An object A of A is at if A⊗− is an exact functor. We say that A has
enough at objects if for any A in A there is an epimorphism FA with F at.
Remark. If A is a BG category with a at generator G, then A clearly has enough
at objects since any G is at. Moreover, the resolutions constructed in Lemma 4.5
will all be at. We will see below that this is the case for sheaves. More generally,
if A has enough at objects, Lemma 4.1 shows that any resolution is dominated by a
at resolution.
Let A and B be objects of A and choose at resolutions
  !X2!X1!X0!A! 0
and
  !Y2! Y1! Y0!B! 0:
We dene Torn(A; B)=Hn(X ⊗ Y).
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Lemma 6.3. If X and Y are at resolutions of A and B then Hn(X ⊗ B)=
Hn(X ⊗ Y)=Hn(A⊗ Y).
Proof. This follows immediately from the spectral sequences of the double complexes
involved.
All the usual properties of Tor follow immediately from this, i.e. it is well dened
and is a homological @-functor in each variable. The usual arguments show that A is
at ,Tor1(A;−)= 0,Torn(A;−)= 0 for all n>0.
Lemma 6.4. Suppose A has enough at objects. Let 0!A0!A!A00! 0 be a
short-exact sequence.
(1) If A00 is at then 0!A0!A!A00! 0 is pure exact.
(2) If A and A00 are at then so is A0.
This is clear from the exact Tor sequence.
Corollary 6.5. An exact sequence
  !X2!X1!X0! 0
of at objects is pure exact.
This follows immediately by splitting the sequence into short-exact sequences.
Lemma 6.6. Let O be a presheaf of commutative rings on a site. Let P be the
category of presheaves over O. Then P has a at generator.
Proof. For each object U of the site let PU (V ) be the free O(V ) module with base
Hom(V;U ). Then Hom(PU ; Q)=Q(U ) so G=
L
U PU is a generator [15]. Since G(V )
is a free O(V )-module, it is at.
Lemma 6.7. Let O be a presheaf of commutative rings on a site. If P is a presheaf
at over O then the associated sheaf aP is at over aO.
Proof. If P and Q are presheaves over O then aP⊗aO aQ= a(P⊗O Q) [1, IV, 12.10].
(This is quite easy to see directly. Without O just observe that a bilinear map PQ!S,
where S is a sheaf, is the same as a bilinear map aP aQ! a(PQ)! S. Then
use the fact that P⊗O Q is the coequalizer of P⊗O⊗QP⊗Q.) Let S T be a
monomorphism of sheaves. Then P⊗O SP⊗O T is also a monomorphism. Since a
is exact, the result follows.
Corollary 6.8. The categories of presheaves of O-modules and of sheaves of
aO-modules have at generators.
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7. Products
Using the above results we can now copy much of [5, Ch. XI] to dene products
for Ext and Tor. I will only discuss the case of Ext here. Let A be a BG category
with ⊗ and hom having a at generator G. Suppose that Torn(A; B)= 0 for n>0. Let
X!A and Y!B be at resolutions. Then X⊗Y!A⊗B is again a at resolution.
For any C and D we have a map Hom(X; C)⊗Hom(Y; D)!Hom(X⊗Y; C⊗D).
Since we have a nal subcategory of at resolutions by Lemma 4.5, we can take the
colimit to get
Extp(A; C)⊗Extq(B;D)!Extp+q(A⊗B; C⊗D):
Given maps F!A⊗B and C ⊗D!E, we get
Extp(A; C)⊗Extq(B;D)!Extp+q(F; E):
If A has enough projectives, we can choose X and Y to be projective resolutions.
Therefore, the product on Ext dened here clearly agrees with that of [5, Ch. XI] in
this case.
Theorem 7.1. This product is natural and satises the following conditions: Given
F!A⊗B; with Torn(A; B)= 0 for n>0;
(1) If 0!C0!C!C00! 0 and 0!E0!E!E00! 0 are short-exact sequences
and we have a commutative diagram
C0⊗D−−−−−!C ⊗D−−−−−!C00⊗D−−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−! E0 −−−−−! E −−−−−! E00 −−−−−! 0
then
Extp(A; C00)⊗Extq(B;D) −−−−−! Extp+q(F; E00)
⊗ 1
?
?
?
?
?
y

?
?
?
?
?
y
Extp+1(A; C0)⊗Extq(B;D)−−−−−!Extp+q+1(F; E0)
commutes.
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(2) If 0!D0!D!D00! 0 is exact and we have a commutative diagram
C ⊗D0−−−−−!C ⊗D−−−−−!C ⊗D00−−−−−! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0 −−−−−! E0 −−−−−! E −−−−−! E00 −−−−−! 0
then
Extp(A; C)⊗Extq(B;D00) −−−−−! Extp+q(F; E00)
1⊗ 
?
?
?
?
?
y

?
?
?
?
?
y
Extp(A; C)⊗Extq+1(B;D0)−−−−−!Extp+q+1(F; E0)
commutes up to the sign (−1)p.
Proof. The naturality is clear. In the situation of (1) let  be the cokernel of
Hom(−; C0)!Hom(−; C). As in the proof of Theorem 6.1 we see that Rp=
Extp(−; C00). Similarly, let 	 be the cokernel of Hom(−; E0)!Hom(−; E). The exact
sequences
0!Hom(−; C0)!Hom(−; C)!! 0
and
0!Hom(−; E0)!Hom(−; E)!	! 0
give rise to a diagram
Hom(X; C0)⊗ −−−−−!Hom(X; C)⊗−−−−−! (X)⊗
Hom(Y; D) Hom(Y; D) Hom(Y; D)! 0
?
?
?
?
?
y
?
?
?
?
?
y
?
?
?
?
?
y
0!Hom(Z; E0)−−−−−! Hom(Z; E) −−−−−! 	(Z)! 0;
where X; Y, and Z are resolutions of A; B; and F . Now apply Lemma 3.2 and take
the colimit.
Suppose now that A is a BG category with ⊗ and hom having a at generator G.
Write Pextn(A;−)=PnHom(A;−), the pure derived functors of Hom(A;−).
Lemma 7.2. If A is at then Pextn(A;−)=Extn(A;−) as a -functor.
R.G. Swan / Journal of Pure and Applied Algebra 144 (1999) 169{211 199
Proof. By Corollary 2.3 it will suce to show that Extn(A;−) is pure eaceable for
n>0. Let I be pure injective. Let X!A be a at resolution. By Corollary 6.5, the
sequence   !X2!X1!X0!A! 0 is pure exact so
0!Hom(A; I)!Hom(X0; I)!Hom(X1; I)!Hom(X2; I)!  
is exact and the result follows.
Corollary 7.3. If A; B; and F are at and we are given F!A⊗B and C ⊗D!E;
then the products Extp(A; C)⊗Extq(B;D)!Extp+q(F; E) dened above agree with
those dened by the method of Section 3 applied to the functors Hom(A;−);
Hom(B;−); and Hom(F;−).
This is clear from Theorem 7.1, Lemma 7.2, and the uniqueness statement in
Theorem 3.1.
In the case of sheaves over O we have  (U; S)=Hom(aPU ; S) where PU is dened
in the proof of Lemma 6.6. By that lemma and Lemma 6.7, aPU is at. We have
a map PU !PU ⊗PU dened as follows: PU (V ) is the free O(V ) module with base
Hom(V;U ) and we send each f2Hom(V;U ) to f⊗f. This map represents the natural
map  (U; S)⊗ (U; T )! (U; S ⊗T ). Applying Corollary 7.3 to aPU ! aPU ⊗ aPU
and a pairing C ⊗D!E of sheaves shows that the product Hp(U;C)⊗Hq(U;D)!
Hp+q(U; E) dened using Ext agrees with the cup product dened in Section 3.
Remark. If I is pure injective and A is at, Lemma 7.2 shows that Extn(A; I)= 0 for
n>0. Taking A= aPU , we get a new proof of Lemma 3.6.
8. Spectral sequences
Let A be a BG category. Let A be a positively graded cochain complex. For any
object B we dene the hyperext Extn(B; A) to be the colimit of Hn(Hom(X; A)tot)
over resolutions X of B. There are two associated spectral sequences.
Theorem 8.1. The hyperext spectral sequences have the form E0pq2 =Ext
p(B;Hq(A))
) Extp+q(B; A) and E00pq2 =Hp(Extq(B; A))) Extp+q(B; A).
Proof. The second sequence has E00pq1 = colimH
q
I (Hom(X; A
p))=Extq(B; Ap) and E2
clearly has the required form. In computing the rst spectral sequence we have the
problem that Hom(X;−) is not exact. It is, however, exact modulo the Serre sub-
category of weakly eaceable functors. The following is the precise result we need.
Lemma 8.2. Let A be a cochain complex. Then there is a natural transformation
 :Hn Hom(−; A)!Hom(−; Hn(A)) and ker  and ckr  are weakly eaceable.
Proof. Write Hn for Hn(A); Zn for Zn(A), etc. Let F be an additive functor. If
F preserves the exact sequences 0!Bn! Zn!Hn! 0 and 0! Zn!An!Bn−1! 0
we conclude that Zn(F(A))=F(Zn(A)); Bn(F(A))=F(Bn(A)) and Hn(F(A))=
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F(Hn(A)). This will be the case if F is exact or if A is split, i.e. a direct sum of
complexes of the form P(n) and Q((n)) as in Lemma 5.1. Suppose that we only have
0!F(Bn)!F(Zn)!F(Hn) and 0!F(Zn)!F(An)!F(Bn+1) exact. This will be
the case if F is left exact, e.g. F =Hom(C;−). Then 0!F(Zn)!F(An)!F(An+1) is
exact showing that Zn(F(A))=F(Zn). Since An−1! Zn factors through Bn we see that
Bn(F(A))= im[F(An−1)!F(Zn)] lies in F(Bn) so we get 0!	!Hn(F(A))!
F(Zn)=F(Bn)! 0 where 	=F(Bn)=Bn(F(A)) is the cokernel of F(An−1)!F(Bn).
Let  be the cokernel in 0!F(Bn)!F(Zn)!F(Hn)!! 0. Then we have
an exact sequence 0!	!Hn(F(A)) −!F(Hn)!! 0. In case F =Hom(C;−);
Lemma 6.2 shows that (C) and 	(C) are weakly eaceable functors in C.
To compute the E2-term of the rst spectral sequence of Theorem 8.1, we con-
sider  :HnIIHom(X; A
)!Hom(X; Hn(A)) and split this into short exact sequences
0!	(X)!HnIIHom(X; A)!(X)! 0 and 0!(X)!Hom(X; Hn(A))!
(X)! 0. Taking the colimit over X of the cohomology sequences and applying
Lemma 5.9, we get the required result.
Corollary 8.3. If A!B is a cohomology equivalence between positively graded
cochain complexes; then Extn(C; A)! Extn(C; B) is an isomorphism.
This is immediate from the rst spectral sequence. We will also need the following
standard observation.
Lemma 8.4. Let J  be a positively graded injective cochain complex and let X! Y
be a homology equivalence between positively graded chain complexes. Then
Hom(Y; J )tot!Hom(X; J )tot is a cohomology equivalence.
We lter by the degree of J  and observe that the E1 terms are isomorphic.
Since A has enough injectives, we can give a dierent denition of Ext(B; A)
by taking an injective CE-resolution A! I, forming Hom(B; I), and taking its
cohomology. There are two associated spectral sequences with the same E2 terms as
those considered above. These are the usual hypercohomology spectral sequences of
A with respect to the functor Hom(B;−).
Theorem 8.5. The two denitions of Ext(B; A) agree and the associated spectral
sequences are the same.
Proof. For any resolution X of B form the complex Hom(X; I) and bigrade it by
Hom(X; I)pq=
L
i+j=p Hom(Xi; I
jq). Bigrade Hom(B; Ipq) and Hom(Xp; Aq) in the
obvious way (i.e. with bidegree (p; q)). Then the maps Hom(B; I)
f−!Hom(X; I)
g −Hom(X; A) are maps of bicomplexes and induce maps of both spectral sequences.
It will suce to show the maps of E2 terms are isomorphisms. We rst consider the
map f. If we lter with respect to q, Lemma 8.4 shows that f induces an isomor-
phism of the E1-terms. For the other ltration, since I j is split, the map of E1-
terms is Hom(B;H qII (I
))!Hom(X; H qII (I)) which is a cohomology equivalence
by Lemma 8.4.
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Now consider g and lter with respect to q. The colimit of the map HpI (Hom(X; A
q))!
HpI (Hom(X; I
q)) is Extp(B; Aq)= Extp(B; Aq)! Extp(B; Iq) which is an isomorphism
by Corollary 8.3. For the ltration with respect to p, we use the map of Lemma 8.2
to get a diagram
H qII (Hom(X; A
))
−−−−−! Hom(X; H q(A))
?
?
?
?
?
y
?
?
?
?
?
y
H qII (Hom(X; I
))
−−−−−!Hom(X; H qII (I)):
The bottom map is an isomorphism since I j is split. Now apply HpI and take the
colimit. The proof of Theorem 8.1 shows that the top map induces an isomorphism.
We get
E0pq2 (Hom(X; A
))
−−−−−! Extp(B;H q(A))= Extp(B;H q(A))
?
?
?
?
?
y
?
?
?
?
?
y
E0pq2 (Hom(X; I
))
−−−−−−−−−−−−−−−−−−! Extp(B;H qII (I))
and the right-hand map is an isomorphism by Corollary 8.3.
Now let A be a BG category with ⊗ and hom having a at generator G. Sup-
pose we are given A!B⊗C and a map of complexes D⊗E!F. Suppose also
that Torn(B; C)= 0 for n>0. As in Section 7 let Y!B and Z!C be at resolu-
tions. Then Y⊗Z!B⊗C is again a at resolution. Let X!A be a at resolution
mapping to Y⊗Z over A!B⊗C. We get a map of bicomplexes Hom(Y; D)⊗
Hom(Z; E)!Hom(Y⊗Z; D⊗E)!Hom(X; F). Since the at resolutions are
nal by the proof of Lemma 4.5, we can take the colimit getting a cup product
Extp(B;D)⊗ Extq(C; E)! Extp+q(A; F):
Similarly taking the colimit of the resulting pairings of spectral sequences gives pairings
of the hypercohomology spectral sequences.
Theorem 8.6. Given A!B⊗C such that Torn(B; C)= 0 for n>0; and a map of
complexes D⊗E!F; we get pairings of spectral sequences
(1) Extp(B;H q(D))) Extp+q(B;D) and Extp(C;H q(E))) Extp+q(C; E) to
Extp(A;H q(F))) Extp+q(A; F)
and
(2) Hp(Extq(B;D))) Extp+q(B;D) and Hp(Extq(C; E))) Extp+q(C; E) to
Hp(Extq(A; F))) Extp+q(A; F);
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where the cup product on the Ext term is the one just dened and that on the E2
term is induced by that for Ext.
In (2) it is clear that the product on the E2-terms is the correct one. For (1) we
have to check that for X ! Y ⊗Z , the diagram
Hp(Hom(Y; D))⊗Hp(Hom(Z; E))−−−−−!Hp+q(Hom(X; F))
⊗
?
?
?
?
?
y

?
?
?
?
?
y
Hom(Y; Hp(D))⊗Hom(Z; Hp(E))−−−−−!Hom(X;Hp+q(F))
commutes where  is as in Lemma 8.2. Since Zp(Hom(Y; D))⊗Zp(Hom(Z; E)) maps
onto Hp(Hom(Y; D))⊗Hp(Hom(Z; E)), it is sucient to check the corresponding
assertion with H replaced by Z which is a triviality.
As in Section 7 we can dene sheaf cohomology as Hp(U; S)=Extp(aPU ; S). Since
aPU is at by Lemmas 6.6 and 6.7, we can apply the theorem to the map aPU ! aPU ⊗
aPU .
Corollary 8.7. The hypercohomology spectral sequences Hp(U;H q(A)))Hp+q(U;
A) and Hp(H q(U; A)))Hp+q(U; A) have cup products.
Suppose that f :C!D is a morphism of sites. By [15, III, 1.19] f preserves
abby sheaves. The Leray spectral sequence Hp(U; Rqf(S)))Hp+q(f−1U; S) can be
dened as the hypercohomology sequence of f(I) for a abby resolution I of S
[15, III, 1.18]. Given a pairing S1⊗ S2! T of sheaves, choose pure injective reso-
lutions with a pairing I1 ⊗ I2 ! J . Then f(I1 )⊗f(I2 )!f(J ) induces the cup
product Rpf(S1)⊗Rqf(S2)!Rp+qf(T ). Since Ii and J  are abby by Lemma 3.6,
these pairings induce cup products in the Leray spectral sequence.
Corollary 8.8. The Leray spectral sequence has cup products.
9. Unbounded complexes
The results of Section 8 can be extended to the case of unbounded complexes pro-
vided a suitable hypothesis of nite cohomological dimensionality is satised. For ordi-
nary hypercohomology, the method is well known [15, Appendix C, 18, Cor. 10.5.11].
Let F be a left-exact functor on a BG category A such that RpF =0 for p>N . Let
A be a cochain complex and let A! J  be an injective CE resolution. Let I be
the good truncation of J  at p=N , i.e. Ipq= Jpq for p<N , Ipq=0 for p>N and
I Nq= im[J N−1q! J Nq]. Then all Ipq are F-acyclic. We set RFn(A)=H n(Tot(I))
and get two convergent spectral sequences E0pq2 =R
pF(H q(A)))RnF(A) and
E00pq2 =H
p(RqF(A)))RnF(A). The only non-trivial step is given by Lemma 9.2.
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We rst verify that the present denition of CE-resolutions agrees with the traditional
one [5].
Lemma 9.1. (1) Let 0!C0 i−!C!C00! 0 be exact with i a ce-monomorphism.
Then the sequences 0!H 0!H!H 00! 0; 0! Z 0! Z! Z 00! 0; and 0!B0
!B!B00! 0 of cohomology; cocycles; and coboundaries are also exact.
(2) If C is CE-injective then C is a direct sum of complexes of the form
0! I! I! 0 and 0! I! 0 with I injective; as in the dual of Lemma 5.1.
Proof. (1) The exact cohomology sequence shows that 0!H 0!H!H 00! 0 is
exact. Since B!B00 and H!H 00 are epimorphisms, we see that Z! Z 00 is also
an epimorphism and therefore 0! Z 0! Z! Z 00! 0 is exact. The 33-lemma [18]
now shows that 0!B0!B!B00! 0 is also exact.
(2) By the dual of Lemma 5.1, C has a ce-monomorphism into a complex of
the required form. Since C is CE-injective, this monomorphism splits. Therefore C,
being a direct summand of a split complex, is split, i.e. Bn and Z n and direct summands
of Cn. It is clear that any split injective complex has the required form.
Lemma 9.2. Let F and I be as above. Then H qII (F(I
p))=F(H qII (I
p)).
Proof. This is clear for p 6=N since Ip is then split. It follows from Lemma 9.1
that H qII (I
), BqII(I
), and Z qII(I
) are truncated injective resolutions of H q(A),
Bq(A), and Z q(A). Therefore, H qII (I
N), BqII(I
N), and Z qII(I
N) are F-acyclic which
shows that F preserves the exact sequences 0!BqII(I N)! Z qII(I N)!H qII (I N)! 0
and 0! Z qII(I N)! INq!Bq+1II (I N)! 0. The result follows immediately from this.
It is easy to see that RF and the spectral sequences are independent of the choice
of CE-resolution and of N , and that they have the expected functorial properties. Apply
the comparison theorems for resolutions, truncate, and apply the comparison theorem
for spectral sequences.
Remark. If F is not left exact we can apply the above construction to R0F to get the
same results since R0F has the same derived functors as F .
When F =Hom(B;−) a similar method can be used on resolutions of B. Let R(B)
be the category of resolutions of A and homotopy classes of maps (over 1B) as in
Section 5. Let RN (B) be the full subcategory category of resolutions X!B such that
Xi=0 for i>N .
Lemma 9.3. If Extp(B;−)= 0 for p>N; then RN (B) is nal in R(B).
Proof. By Corollary 4.3 and the remark preceeding Lemma 4.4, we need only show
that if Y!B is any resolution of B we can nd X!B in RN (B) with a map
X! Y over 1B. Let Y 0 be the resolution 0!K! YN !    !Y0!B! 0, where
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K is the kernel of YN ! YN−1. If N =0, we set Y−1 =B. Then 1K 2Hom(Y 0N+1; K)
represents an element of ExtN+1(B; K)= 0. Therefore, there is a resolution W!B and
a map f :W! Y 0 over 1B such that fN+1 :WN+1!K is cohomologous to 0 so we can
write f= S@, where S :WN !K . Let g=fN − @S. Then g@=0, so g factors through
WN=@WN+1. Let X be the resolution 0!WN=@WN+1!WN−1!  !W0!B! 0 and
map X to Y by g in dimension N and by fi in dimensions i<N .
Remark. (1) Since R(B) has a small nal subcategory by Lemma 4.5, so does RN (B):
For each D in the subcategory of R(B) we choose E in RN (B) with a map E!D.
(2) If A has a at generator, we can choose W to be at. Therefore X will be
at in all dimensions except N and such resolutions will be nal in RN (B).
(3) If Extp(B;−)= 0 for p>N , the lemma shows that for any contravariant ad-
ditive functor F; RpF =colimHp(F(X)) over X in RN (B). Therefore, RpF =0 for
p>N .
Corollary 9.4. Let Extp(B;−)= 0 for p>N . Let Y!C be a complex such that
YN ! YN−1!  !Y0!C! 0 is exact. If f :B!C; we can nd X in RN (B) and
a map X! Y over f. If we have two such maps; we can nd Z!X in RN (B)
such that the compositions Z!X Y are homotopic.
Proof. Replace Y by Y 0 as in the proof of Lemma 9.3, nd X
0
! Y 0 over f by
Lemma 4.1 and apply Lemma 9.3. For the second part, nd Z 0!X by Lemma 4.2
and apply Lemma 9.3.
Now let A be any cochain complex in A. If Extp(B;−)= 0 for p>N , we con-
sider the double complexes Hom(X; A) with X in RN (B). These have convergent
spectral sequences and the proof of Theorem 8.1 applies to give hyperext spectral
sequences having the usual form E0pq2 =Ext
p(B;Hq(A)))Extp+q(B; A) and E00pq2 =
Hp(Extq(B; A))) Extp+q(B; A).
Theorem 9.5. Ext(B; A) and the above spectral sequences are the same as those
obtained from a CE-resolution of A.
Proof. The proof of Theorem 8.5 applies except for two points. Lemma 8.4 no longer
applies since I is no longer injective. Instead we use the following.
Lemma 9.6. Let Extp(B;−)= 0 for p>N and let J  be a complex of B-acyclic
objects; i.e. Extp(B; J q)= 0 for p>0 and all q. Then
H(Hom(B; J )) −! Ext(B; J )= colimH(Hom(X; J )) over X in RN (B):
Proof. Consider the map Hom(B; J )−!Hom(X; J ), lter on the degree of J ,
and take the colimit. The map of E1 terms is Hom(B; J q)
−!Ext0(B; J q) on E0q1 and
Epq1 = 0 for p 6=0.
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Note also that Corollary 8.3 holds for unbounded complexes provided that
Extp(C;−)= 0 for p>N .
The other point is that HqII(Hom(−; I)) 6=Hom(−; HqII(I)) in general since IN
may not be split. By Lemma 9.2, HqII(Hom(B; I
)) −!Hom(B;HqII(I)). For X the
following lemma gives us what we need.
Lemma 9.7. Let I be a double complex such that Ipq=0 unless 0pN . Bi-
grade Hom(X; I) as in the proof of Theorem 8.5. Then  :H
q
II(Hom(X; I
)!
Hom(X; H
q
II(I
)) induces an isomorphism colimHpI H
q
II(Hom(X; I
) −! colimHpI
Hom(X; H
q
II(I
)); the colimit being taken over X in R(B). The same conclusion
holds if I is unrestricted and RN (B) is nal in R(B).
Proof. Let 	n(X) and n(X) be the kernel and cokernel of  in total degree n.
Then 	n(X)=
L
i+j=n−q 	
jq(Xi) and n(X)=
L
i+j=n−q 
jq(Xi) where 	jq(X ) and
jq(X ) are the kernel and cokernel of  :HqII(Hom(X; I
j)!Hom(X;HqII(I j)). By
Lemma 8.2, 	jq and jq are weakly eaceable. The argument of Lemma 5.9 shows
that for any z in 	jq(Xi) or jq(Xi) we can nd Y!X so that z 7! 0 in 	jq(Yi)
or jq(Yi). Since for given n and q, there are only a nite number of (i; j) to con-
sider, we see that colimHn((X))= 0= colimHn(	(X)) and the result follows as
in Theorem 8.1.
Now let A be a BG category with ⊗ and hom having a at generator G. Suppose
we are given A!B⊗C and a map of complexes D⊗E!F where (D⊗E)n=
L
p+q=n (D
p⊗Eq). Suppose also that Torn(B; C)= 0 for n>0 and that Extp(A;−)=
Extp(B;−)=Extp(C;−)= 0 for p>N . By Remark 2 above we can choose resolu-
tions Y!B in RN (B) and Z!C in RN (C) which are at in dimensions <N .
Then Y⊗Z!B⊗C is exact in dimensions <N . By Corollary 9.4, we can nd
X!A in RN (A) mapping to Y⊗Z over A!B⊗C. We get a map of bicom-
plexes Hom(Y; D)⊗Hom(Z; E)!Hom(Y⊗Z; D⊗E)!Hom(X; F). As in
Section 8, we can take the colimit getting a cup product
Extp(B;D)⊗ Extq(C; E)! Extp+q(A; F):
Similarly, taking the colimit of the resulting pairings of spectral sequences gives pair-
ings of the hypercohomology spectral sequences and the analogue of Theorem 8.6 holds
with the extra hypothesis that Extp(A;−)=Extp(B;−)=Extp(C;−)= 0 for p>N . In
particular, the analogue of Corollary 8.7 holds if U has nite cohomological dimension
i.e. Hp(U;−)= 0 for p>N .
10. Hochschild cohomology
In [17] Hochschild cohomology for sheaves of O-modules on a ringed space (X;O)
over a eld k was dened as follows: HHn(X;S)= Extn(C;S)=Hn(HomO(C;I))
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where I is an injective resolution of S and C is the chain complex of sheaves
associated to the complex of presheaves U 7!C( (U;O)). Here  (U;O) is considered
to be an k-algebra and C(A) is the Hochschild complex of the k-algebra A. As another
application of the theory developed above we will show how to dene cup products
for this theory for the case in which X is a smooth scheme over k.
The above denition makes sense if the eld k is replaced by any commutative ring
R. It turns out, however, that if X is at and ane over R, the cohomo-
logy obtained agrees with the old denition of Hochschild cohomology [5], namely,
Hn(A;M)=ExtnAe(A;M) where A
e=A⊗R Aop and M is any A-module. More recent
treatments [14, 18] dene Hn(A;M) as the relative Ext: Hn(A;M)=ExtnAe=R(A;M)=
Hn(HomA(C(A); M)). It is not clear how to adapt this denition to the case of sheaves.
If R is a eld, of course, the two denitions agree.
Before giving the denition of cup products, we verify the assertion made above.
Let A be an R-algebra. To avoid any possible confusion, I will denote the \old"
Hochschild cohomology of an A-bimodule M by Hhn(A;M)=ExtnAe(A;M). We will al-
ways assume here that A is commutative and that M is an A-module, the left and right
A-module structures being the same. If A is projective over R it is well known that this
cohomology can be computed as Hn(HomA(C(A); M) where C(A)=A⊗Ae B(A) is
the usual Hochschild complex, B(A) being the bar construction. This follows from the
fact that B(A) is always a resolution of A over Ae and is projective if A is projective
over R. This construction can be extended to the case where A is at over R by follow-
ing the method of Grothendieck and Loday used in [17]. Choose an injective resolution
0!M! I 0! I 1!   over A and let HHn(A;M)=Hn(HomA(C(A); I)):
Lemma 10.1. If A is at over R; then HHn(A;M)=Hhn(A;M).
Proof. Let P!A be a projective resolution of A over Ae and choose a map P!B(A)
over A. Let M be the mapping cone of this map. Then M is at and H(M)= 0.
It follows that H(A⊗Ae M)= 0 showing that P=A⊗Ae P!C(A) is a homology
equivalence. Since I is injective, HomA(C(A); I)!HomA( P; I) is a cohomology
equivalence. But Hn(HomA( P; I))=Hn(HomAe(P; I))=ExtnAe(A;M).
We now consider the case where X =SpecA. As usual ~M denotes the sheaf on
SpecA associated to an A-module M .
Proposition 10.2. If X =SpecA is at over R; and if M is an A-module; then
HHn(X; ~M)=Hhn(A;M)=ExtnAe(A;M).
To prove this we recall a few elementary facts.
Lemma 10.3. The map C(A)~!C is a homology equivalence.
This follows from the fact that Hochschild homology commutes with localization
[18, 9.1.8(3)] so the map of presheaves C(A)s!C(As) is a homology equivalence
on the basic open sets SpecAs [17, Lemma 2.4].
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Lemma 10.4. Let I be an injective sheaf of O-modules on SpecA. Then  (I) is an
injective A-module.
Proof. HomA(M; (I))=HomO( ~M;I) is an exact functor in M .
Corollary 10.5. If 0! ~M!I0!I1!   is an injective resolution over O; then
0! ~M! (I0)! (I1)!   is an injective resolution over A.
Proof of Proposition 10.2. By denition HHn(X; ~M)=Hn(HomO(C;I)). Since I
is injective, Lemma 10.3 shows that HomO(C;I)!HomO(C(A)~;I) is a coho-
mology equivalence. But Hn(HomO(C(A)~;I))=Hn(HomA(C(A);  (I)))=
HHn(A;M) using Corollary 10.5.
In order to dene cup products for this theory, we will rst show that the type
of hyperext used in the above denition of HHn(X;S) can also be dened using
ce-resolutions.
Let A be a BG category. If A is a positively graded chain complex we dene
Extn(A; C)= colimHn(Hom(X; C)) over ce-resolutions X of A. There are two as-
sociated spectral sequences. By Lemma 5.1 we can choose Xp to be split. We then have
HqII(Hom(X; C))=Hom(H
II
q (X); C) and, since H
II
q (X) is a resolution of Hq(A)
we get, using Lemma 5.3, E0pq2 = colimH
p
I (Hom(H
II
q (X); C)=Ext
p(Hq(A); C). For
the other sequence Lemma 5.3 shows that colimHqI (Hom(Xp; C))=Ext
q(Ap; C) so
E00pq2 =H
p(Extq(A; C)).
Since A has enough injectives we can alternatively dene the hyperext by taking
an injective resolution I of C and forming Hn(Hom(A; I)). This was the version
used above to dene HHn(X;S).
Theorem 10.6. The two methods give the same Extn(A; C) and the same spectral
sequences Extp(Hq(A); C)) Extp+q(A; C) and Hp(Extq(A; C))) Extp+q(A; C).
Proof. We consider Hom(X; I) bigraded by Hom(X; I)pq=
L
i+j=p Hom(Xiq; I
j).
Bigrade Hom(Aq; Ip) and Hom(Xpq; C) in the obvious way. There are maps of double
complexes Hom(A; I)
f−!Hom(X; I) g −Hom(X; C) and it will suce to show
that these induce isomorphisms of the E2 terms. We rst consider the map f. If we lter
with respect to q, Lemma 8.4 shows that f induces an isomorphism of the E1-terms.
For the other ltration the map of E1-terms is Hom(Hq(A); I)!Hom(H IIq (X); I)
which is a cohomology equivalence by Lemma 8.4.
Now, consider g and lter with respect to q. The colimit of the map
HpI (Hom(Xq; C))!HpI (Hom(Xq; I)) is Extp(Aq; C)= Extp(Aq; C)! Extp(Aq; I)
which is an isomorphism by Corollary 8.3. For the ltration with respect to p, we get
Hom(H IIq (X); C)!Hom(H IIq (X); I), since Xi is split. Applying HpI and taking the
colimit gives, by Lemma 5.3, Extp(Hq(A); C)= Extp(Hq(A); C)! Extp(Hq(A); I)
which is an isomorphism by Corollary 8.3.
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Now, let A be a BG category with ⊗ and hom having a at generator G. In order
to construct products using the above results we need to know that, under certain
conditions, the tensor product of ce-resolutions is again a ce-resolution.
Remark. The natural map  :
L
p+q=n Hp(Y)⊗Hq(Z)!Hn(Y⊗Z) is an isomor-
phism if Y and Z are split complexes. It is sucient to check this in the trivial case
where Y and Z are elementary complexes of the form P(n) or Q((n)). We will also
need the following (presumably well known) version of the Kunneth theorem.
Theorem 10.7. Let A and C be at chain complexes which are positively graded.
Suppose that Torn(Hi(A); Hj(C))= 0 for n  2 and all i; j. Then there is a natural
exact sequence
0 ! L
p+q=n
Hi(A)⊗Hj(C)!Hn(A⊗C)
! L
p+q=n−1
Tor1(Hi(A); Hi(C))! 0:
Proof. Suppose we are given an object M such that Torn(Hi(A); M)= 0 for n  2
and all i. By induction on i using the sequences 0! Zi(A)!Ai!Bi−1(A)! 0
and 0!Bi(A)! Zi(A)!Hi(A)! 0 one checks that Torn(Bi(A); M)=Torn
(Zi(A); M)= 0 for n  1 and all i. Applying this argument to M =C and to
M =Hi(C), and then repeating it, replacing A by C and M by Bi(A) and Hi(A),
we nd that Tor1(Bi(A); Bj(C))=Tor1(Bi(A); Zj(C))=Tor1(Hi(A); Bj(C))=Tor1
(Hi(A); Zj(C))= 0 for all i; j. Therefore, the version of the Kunneth theorem given
in [5, VI, Theorem 3.1] applies and yields the required result.
Weibel points out that this theorem is an immediate consequence of [18, 3.6.3] and
[18, Ex. 5.7.5] (where the spectral sequence degenerates).
Remark. The atness hypothesis can be weakened to the assumption that Torn(Ai; Cj)=
Torn(Ai; Hj(C))=Torn(Hi(A); Cj)= 0 for all n>0, and all i; j. This is all that is used
in the proof. The same applies to Lemma 10.8 and to Theorem 10.9.
Lemma 10.8. Let B and C be at chain complexes which are positively graded.
Suppose that Torn(Hi(B); Hj(C))= 0 for n  1 and all i; j. Let Y!B and Z!
C be ce-resolutions which are at and such that Yp and Zp are split for all p. Then
Y⊗Z!B⊗C is again a ce-resolution. The left side is graded by (Y⊗Z)pq
=
L
i+j=p k+l=qYik ⊗Zjl.
Proof. Since Torn(Bi; Cj)= 0 for n>0, it is a resolution. Since Yp and Zp are split,
we see that H II(Y⊗Z)=H II(Y)⊗H II(Z) and H II(Y)⊗H II(Z)!H (B)⊗
H (C) is a resolution since H II(Y)!H (B) and H II(Z)!H (C) are at resolu-
tions and Torn(Hi(B); Hj(C))= 0 for n  1. We then note that H (B)⊗H (C)=
H (B⊗C) by Theorem 10.7. The result now follows from Lemma 5.10.
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Theorem 10.9. Let B and C be at chain complexes which are positively graded.
Suppose that Torn(Hi(B); Hj(C))= 0 for n  1 and all i; j. Given a map of pos-
itively graded complexes A!B⊗C and a map D⊗E!F; we get a product
Extp(B; D)⊗ Extq(C; E)! Extp+q(A; F) with pairings of spectral sequences
(1) Extp(Hq(B); D)) Extp+q(B; D) and Extp(Hq(C); E)) Extp+q(C; E) to
Extp(Hq(A); F))Extp+q(A; F) and
(2) Hp(Extq(B; D)) Extp+q(B; D) and Hp(Extq(C; E)) Extp+q(C; E) to
Hp(Extq(A; F)) Extp+q(A; F)
Proof. Choose ce-resolutions Y!B and Z!C as in Lemma 10.8. Then Y⊗
Z!B⊗C is again a ce-resolution and we can therefore choose a ce-resolution
X!A with a map X! Y⊗Z over A!B⊗C getting a pairing of double
complexes Hom(Y; D)⊗Hom(Z; E)!Hom(X; F) and therefore pairings of spec-
tral sequences. There is no diculty in checking that the products on the E2-terms are
the correct ones.
Corollary 10.10. Let (X;O) be a smooth scheme over a noetherian ring R. Given
A⊗ OB!C; we get cup products HHp(X; A)⊗HHp(X; B)!HHp(X; C). Moreover;
the spectral sequence ExtpO(HHq; A))HHp(X; A) has cup products.
Here HHq is the sheaf associated to the presheaf U 7!HHq( (U;O)). Since X is
at over R; C( (U;O)) will be at. Therefore C is at by Lemma 6.7. The smooth-
ness implies that HHq is locally free [12, Theorem 3.1] and so at. We use the
classical diagonal map r :C(R)!C(R)⊗C(R) given by r[a1j    jan] =
[a1j    jap]⊗ [ap+1j    jan] over 0  p  n [14]. This induces the required map C!
C⊗C.
11. Cyclic cohomology: a correction and example
It is natural to ask if the construction of Section 10 can also be applied to cyclic
cohomology. There are diculties, however, in dening cyclic cohomology with co-
ecients in a sheaf.
The denition given in [17] for this cohomology is incorrect. The complex D(A) is
only a complex of k-modules, not A-modules so the denition can only be applied to
the case of a sheaf of k-modules, not a sheaf of O-modules. The deductions made in
[17] on the basis of this erroneous denition, namely the IBS-sequence (2.1) and the
niteness of HCn(X;F) in Corollary 2.2 are therefore invalid and should be deleted.
We can try to correct the denition by recalling that in the ane case the cyclic
cohomology of a k-algebra A is dened to be HCn(A)=Hn(Homk(D(A); k)) where
D(A) is the usual b; B-bicomplex [6]. Connes IBS-sequence
   !HCn−2(A) S−!HCn(A) I−!HHn(A; A) B−!HCn−1(A) S−!   :
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is obtained from the short-exact sequence 0!C(A)!D(A)!D(A)[−2]! 0 where
C(A) is the Hochschild complex, using the fact that Hn(Homk(C(A); k))=Hn(HomA
(C(A); A)=HHn(A; A) where A=Homk(A; k).
This suggests the following approach. Let X be a scheme over a eld k. Let D
be the sheaf associated to the presheaf U 7!D(O(U )) and let C be the sheaf as-
sociated to the presheaf U 7! C(O(U )). Let G be a sheaf of k-modules on X and
let G!J be an injective resolution of G. Dene HC0n(X;G)=Hn(Homk(D;J))
and HH 0n(X;G)=Hn(Homk(C;J)). Sheafying the short-exact sequence above and
using the injectivity of J we get an IBS-sequence
   !HC0n−2(X;G) S−!HC0n(X;G) I−!HH 0n(X;G) B−!HC0n−1(X;G) S−!   :
It turns out, however, that this denition is still incorrect since it does not agree with
the usual one in the ane case. We begin by calculating HH 0n(X;G). Let C(A) be
the complex of sheaves associated to the complex C(A) of A-modules. Since J is in-
jective, Lemma 10.3 shows that Homk(C;J)!Homk(C(A);J) is a cohomology
equivalence. Since C(A) is a sheaf of O-modules, we can write Homk(C(A);J)=
HomA(C(A); homk(O;J))=HomA(C(A);  (homk(O;J)))=HomA(C(A);
Homk(O;I)). By ltering on the degree of C(A) we get a spectral sequence HHp(A;
Extqk(O;G)))HH 0p+q(X;G). In particular, HH 00(X;G)=Homk(O;G) and HC00(X;G)=
HH 00(X;G) by the IBS-sequence.
When G= k, we expect that HC0n(X; k)=HCn(A) and HH 0n(X; k)=HHn(A; A) but
this is not the case in general. We have HC0(A)=HH 0(A; A)=A while HC00(X; k)=
HH 00(X; k)=Homk(O; k). As an example take k =C and X =A1 =SpecA where A=
C[x]. We have a map HomC(O;C)!C(x) by evaluation at the generic point. This
map is an isomorphism with inverse given by sending ’2C(x) to the map which
sends O(Xs)=As to C by ’jO(Xs). Now, C(x) has dimension c=2X0 as a vector space
over C since the functions 1=(x− a), a2C are linearly independent over C. Therefore
C(x) has cardinality cc>c= jAj so the expected isomorphisms cannot hold.
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