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Resum
A molts ens agrada intentar fer les coses el millor possible, pero` a vegades hi ha
condicions o circumsta`ncies que no ho permeten. Quan parlem de tractar i
interpretar dades, sempre ens agrada tenir-ne quantes me´s millor per tal de que
les nostres conclusions sigui me´s acurades i que consequ¨entment les nostres
decisions siguin me´s encertades.
Tot i aixo`, tinguem me´s o menys recursos al nostre abast, aquests mai so´n
il·limitats, de forma que a vegades les quantitats de dades al nostre abast ens
desborden. Aleshores e´s quan hem de prendre una decisio´.
En aquest treball s’ha proposat utilitzar el mostreig estad´ıstic per intentar
resoldre aquest problema, me´s concretament s’ha estudiat la viabilitat d’aplicar
la te`cnica de mostreig a una eina de Big Data anomenada Hadoop. Diverses
estrate`gies de mostreig han estat provades sobre Hadoop i avaluades sobre
diferents tipus de problemes.
Abstract
There are people which is always trying to do the things the better possible. In
terms of data, we always want bigger amounts that makes us able to get better
conclusions and consequently it makes us able to choose better decisions.
However, both If we have more or less resources, there are never unlimited,
which implies that sometimes the amounts of data that we have overwhelms us.
In these situations is when we have to take a decision.
In this work, we proposed to use sampling to resolve this kind of problems,
concretly we have studied the viability of the application of sampling on a Big
Data framework called Hadoop. We have studied different kinds of sampling on
Hadoop and its application on different kinds of problems.
I´ndex
I´ndex de figures vii
I´ndex de taules x
1 Context i abast del projecte 1
1.1 Introduccio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Problema`tica . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Estat de l’art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Solucions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Objectius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Abast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Eines de desenvolupament . . . . . . . . . . . . . . . . . . . . . . . 5
1.7 Me`todes de validacio´ . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7.1 Benchmarking . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 MapReduce 10
2.1 Map i reduce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 Reduce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Exemple: WordCount . . . . . . . . . . . . . . . . . . . . . . . . . 12
3 Hadoop 14
3.1 Que` i com? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.1 Simplicitat . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.1.1 Emmagatzemament distribu¨ıt . . . . . . . . . . . . 14
3.1.1.2 Processament distribu¨ıt . . . . . . . . . . . . . . . 15
3.1.2 HDFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.3 MapReduce . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.4 Proce´s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 MRv1 vs MRv2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Configuracio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4 Entorn de treball 24
4.1 Nodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2 Sistema de cues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
iv
I´NDEX GEI - TFG
4.3 Execucions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5 Mostreig estad´ıstic 27
5.1 Mostra parcial fixada des de l’inici . . . . . . . . . . . . . . . . . . . 28
5.2 Un percentatge P dels splits totals . . . . . . . . . . . . . . . . . . 29
5.3 Un percentatge P de cada split . . . . . . . . . . . . . . . . . . . . 29
5.4 Un percentatge P de les parelles clau-valor totals . . . . . . . . . . 30
5.5 Valoracions globals . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6 Resultats 33
6.1 Workloads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.2 Mostreig manual . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.3 Estrate`gia 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.4 Estrate`gia 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.5 Estrate`gia 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.6 Estrate`gia 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.7 Valoracions dels resultats . . . . . . . . . . . . . . . . . . . . . . . . 41
7 Planificacio´ 43
7.1 Metodologia de treball . . . . . . . . . . . . . . . . . . . . . . . . . 43
7.2 Tasques a realitzar . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
7.2.1 Contextualitzacio´ de l’entorn real del problema . . . . . . . 44
7.2.2 Aprenentatge de les eines . . . . . . . . . . . . . . . . . . . . 44
7.2.3 Aprenentatge de l’entorn de treball . . . . . . . . . . . . . . 45
7.2.4 Proves de concepte: entorn-eines . . . . . . . . . . . . . . . 45
7.2.5 Ana`lisi de les condicions . . . . . . . . . . . . . . . . . . . . 45
7.2.6 Iteracio´ reiterativa . . . . . . . . . . . . . . . . . . . . . . . 46
7.2.6.1 Pressa de dades inicial . . . . . . . . . . . . . . . . 46
7.2.6.2 Modificacio´ del core de Hadoop . . . . . . . . . . . 46
7.2.6.3 Pressa de dades final . . . . . . . . . . . . . . . . . 46
7.2.6.4 Ana`lisi dels resultats . . . . . . . . . . . . . . . . . 46
7.2.7 Conclusions i redaccio´ . . . . . . . . . . . . . . . . . . . . . 47
7.3 Planificacio´ inicial . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.4 Riscos i continge`ncies . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.4.1 Eines al nu´vol . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.4.2 Control de versions . . . . . . . . . . . . . . . . . . . . . . . 48
7.4.3 Clu´ster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.4.4 Altres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.5 Desviacions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.6 Imprevistos i solucions . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.6.1 Execucions incorrectes . . . . . . . . . . . . . . . . . . . . . 49
7.6.2 Configuracio´ de l’entorn espec´ıfica . . . . . . . . . . . . . . . 49
7.6.3 Porta`til avariat . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.7 Planificacio´ final . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.8 Recursos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
v
I´NDEX GEI - TFG
7.8.1 Recursos materials i de sistemes . . . . . . . . . . . . . . . . 51
7.8.2 Recursos per documentar i de comunicacio´ . . . . . . . . . . 51
7.8.3 Recursos de desenvolupament . . . . . . . . . . . . . . . . . 51
7.8.4 Recursos de seguiment . . . . . . . . . . . . . . . . . . . . . 51
7.8.5 Recursos humans . . . . . . . . . . . . . . . . . . . . . . . . 52
8 Ana`lisi econo`mic i de sostenibilitat 53
8.1 Identificacio´ dels costos . . . . . . . . . . . . . . . . . . . . . . . . . 53
8.2 Estimacio´ dels costos . . . . . . . . . . . . . . . . . . . . . . . . . . 55
8.3 Avaluacio´ dels costos . . . . . . . . . . . . . . . . . . . . . . . . . . 56
8.4 Sostenibilitat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
8.4.1 Sostenibilitat econo`mica . . . . . . . . . . . . . . . . . . . . 57
8.4.2 Sostenibilitat social . . . . . . . . . . . . . . . . . . . . . . . 58
8.4.3 Sostenibilitat ambiental . . . . . . . . . . . . . . . . . . . . 58
9 Conclusions 60
9.1 Valoracio´ personal . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
9.2 Possibles ampliacions . . . . . . . . . . . . . . . . . . . . . . . . . . 61
A Execucions amb mostreig manual 62
B Execucions amb l’estrate`gia 1 69
C Execucions amb l’estrate`gia 2 73
D Execucions amb l’estrate`gia 3 77
E Execucions amb l’estrate`gia 4 81
F Diagrama de Gantt 85
vi
I´ndex de figures
2.1 Exemple del proce´s de WordCount amb el paradigma MapReduce. . 13
3.1 Arquitectura del sistema de fitxers HDFS. . . . . . . . . . . . . . . 16
3.2 Exemple de la replicacio´ de les dades entre els Datanodes. . . . . . 17
3.3 Representacio´ gra`fica del proce´s d’execucio´ d’una tasca de Hadoop. 19
3.4 L´ınies de desenvolupament de Hadoop. . . . . . . . . . . . . . . . . 20
3.5 Comparacio´ de les dues versions principals de Hadoop. . . . . . . . 20
3.6 Arquitectura de les dues versions. MRv1 (esquerra) i MRv2 (dreta) 21
4.1 Taula amb les diferents cues disponibles a Arvei. . . . . . . . . . . . 25
5.1 Dades tractades amb l’estrate`gia 1 i amb un P de 0.2 . . . . . . . . 29
5.2 Dades tractades amb l’estrate`gia 2 i amb un P de 0.2 . . . . . . . . 29
5.3 Dades tractades amb l’estrate`gia 3 i amb un P de 0.2 . . . . . . . . 30
5.4 Dades tractades amb l’estrate`gia 4 i amb un P de 0.2 . . . . . . . . 31
6.1 Gra`fica dels temps d’execucio´ amb el mostreig manual. . . . . . . . 36
6.2 Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.3 Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.4 Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.5 Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.6 Gra`fiques comparatives dels temps d’execucio´ del k-means amb to-
tes les estrate`gies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.7 Gra`fiques comparatives dels temps d’execucio´ del wordcount amb
totes les estrate`gies. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
A.1 Gra`fica dels temps d’execucio´ amb WordCount i el mostreig manual. 62
A.2 Gra`fica dels temps d’execucio´ amb PageRank i el mostreig manual. 63
A.3 Gra`fica dels temps d’execucio´ amb Sort i el mostreig manual. . . . . 64
A.4 Gra`fica dels temps d’execucio´ amb Nutch i el mostreig manual. . . . 65
A.5 Gra`fica dels temps d’execucio´ amb Bayes i el mostreig manual. . . . 66
A.6 Gra`fica dels temps d’execucio´ amb K-means i el mostreig manual. . 67
vii
I´NDEX DE FIGURES GEI - TFG
B.1 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
B.2 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.3 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
B.4 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
B.5 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
B.6 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
C.1 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
C.2 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
C.3 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
C.4 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
C.5 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
C.6 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
D.1 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
D.2 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
D.3 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
D.4 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
D.5 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
D.6 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
E.1 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
E.2 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
E.3 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
viii
I´NDEX DE FIGURES GEI - TFG
E.4 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
E.5 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
E.6 Gra`fica comparativa dels temps d’execucio´ amb el mostreig manual
i l’estrate`gia 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
F.1 Planificacio´ del 22-06-15 al 12-07-15 . . . . . . . . . . . . . . . . . . 86
F.2 Planificacio´ del 13-07-15 al 19-08-15 . . . . . . . . . . . . . . . . . . 87
F.3 Planificacio´ del 20-08-15 al 28-09-15 . . . . . . . . . . . . . . . . . . 88
F.4 Planificacio´ del 30-09-15 al 07-11-15 . . . . . . . . . . . . . . . . . . 89
F.5 Planificacio´ del 08-11-15 al 17-12-15 . . . . . . . . . . . . . . . . . . 90
F.6 Planificacio´ del 18-12-15 al 24-01-16 . . . . . . . . . . . . . . . . . . 91
ix
I´ndex de taules
8.1 Ana`lisi dels costos per recurs huma` del projecte . . . . . . . . . . . 53
8.2 Ana`lisi dels costos associats al programari . . . . . . . . . . . . . . 54
8.3 Ana`lisi dels costos de la infraestructura . . . . . . . . . . . . . . . . 55
8.4 Ana`lisi dels costos del projecte . . . . . . . . . . . . . . . . . . . . . 56
8.5 Taula de sostenibilitat del projecte . . . . . . . . . . . . . . . . . . 57
A.1 Taula resum dels resultats de les execucions amb el mostreig manual
i el workload WordCount. . . . . . . . . . . . . . . . . . . . . . . . 63
A.2 Taula resum dels resultats de les execucions amb el mostreig manual
i el workload PageRank. . . . . . . . . . . . . . . . . . . . . . . . . 64
A.3 Taula resum dels resultats de les execucions amb el mostreig manual
i el workload Sort. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
A.4 Taula resum dels resultats de les execucions amb el mostreig manual
i el workload indexing Nutch. . . . . . . . . . . . . . . . . . . . . . 66
A.5 Taula resum dels resultats de les execucions amb el mostreig manual
i el workload Bayes. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
A.6 Taula resum dels resultats de les execucions amb el mostreig manual
i el workload K-means. . . . . . . . . . . . . . . . . . . . . . . . . . 68
x
Cap´ıtol 1
Context i abast del projecte
1.1 Introduccio´
Des dels inicis de la informa`tica, hem fet u´s de la tecnologia per a resoldre pro-
blemes que sense aquesta serien impossibles de resoldre (o que el seu cost seria
massa elevat). Aquest fet s’ha vist influenciat de ple pels avenc¸os tecnolo`gics, els
quals han perme`s resoldre problemes cada vegada me´s complexos, alhora que han
perme`s reduir-ne el cost de les consequ¨ents resolucions. I aix´ı com el potencial de
ca`lcul dels computadors, ha augmentat cada vegada me´s permetent aquesta evo-
lucio´, ara ens trobem en un punt, on tenim dues l´ınies ascendents que ens porten
a descobrir nous a`mbits, que fins ara, ni per una ni per l’altra eren possibles.
En aquest cas estem parlant de la computacio´ d’altes prestacions, com ho so´n els
grans supercomputadors d’avui en dia, i del gran volum de dades que generem en
l’actualitat, gran volum produ¨ıt pel boom d’Internet, conjuntament amb l’avenc¸
de les tecnologies abans esmentat.
1.1.1 Context
Aix´ı doncs, ens trobem en una situacio´ on la quantitat de dades que generem e´s
exageradament gran, i aixo` ens obre la porta a la resolucio´ de nous problemes, o
a la recerca de noves resolucions per a problemes pre`viament solucionats. Aqu´ı e´s
on entra en joc aquest nou moviment que anomenem Big Data, e´s a dir, la forma
en que tractem aquestes immenses quantitats de dades per treure’n profit.
1
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Despre´s d’uns quants anys d’estudis, s’ha pogut concloure amb que en alguns
a`mbits de la informa`tica i de la recerca en general, la forma d’obtenir millors
resultats, e´s augmentant la quantitat de les dades que tractem. E´s per aixo`, que
tal com comenc¸a`vem parlant al principi, avui dia ens e´s possible resoldre amb
molta me´s exactitud alguns problemes, o fins i tot resoldre problemes que abans
eren impossibles d’imaginar, com per exemple estudiar les tende`ncies i opinions
de la gent fent u´s de les dades que generen les xarxes socials.
1.1.2 Problema`tica
Avui dia ja existeixen moltes empreses que utilitzen el que s’anomena Data Driven[1][2],
e´s a dir, que a l’hora de prendre determinades decisions i de realitzar determinades
accions, es basen la informacio´ que ens proporcionen les dades. E´s per aixo`, que
contra me´s dades tinguem a l’abast, me´s informacio´ tindrem, i consequ¨entment
millors decisions prendrem, d’aqu´ı sorgeix el fenomen del Big Data i el que ho
fa possible. Ara be´, com acostuma a passar en la majoria d’a`mbits, el mo´n real
presenta un conjunt de condicions i variables que fan que la teoria no sigui 100%
aplicable a la realitat.
En aquest cas, el que succeeix en determinades ocasions, e´s que el temps que tenim
per obtenir un resultat no e´s il·limitat, i per tant, el que hem d’intentar trobar e´s
un o`ptim entre la qualitat de la solucio´ que busquem i la quantitat de dades que
podem tractar en el temps que tenim.
En el cas del tractament de dades, una te`cnica que ens pot ajudar a obtenir una
part del total de dades (univers) e´s el mostreig estad´ıstic[3].
Per tant el nostre objectiu en aquest projecte sera` observar la viabilitat d’aplicar
aquesta te`cnica en el mo´n del Big Data, concretament a una eina determinada
anomenada Hadoop[4].
1.2 Estat de l’art
Pel que fa a l’estat actual d’aquesta recerca, cal remarcar que aquest treball pren
com a punt de partida un altre treball[5] realitzat pre`viament a la mateixa Fa-
cultat d’Informa`tica de Barcelona, el qual tenia com a objectiu fer una primera
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aproximacio´ del mostreig a Hadoop, pero` sense entrar en detall.
E´s per aixo`, que el que s’intentara` en aquest treball e´s, partint d’aquesta base,
intentar entrar me´s en detall en les diferents formes d’aplicar el mostreig a l’eina
i observar en profunditat les implicacions i els seus resultats.
A me´s a me´s tambe´ s’intentara` millorar el disseny de la implementacio´ de les
te`cniques de mostreig realitzada anteriorment.
D’altra banda, tambe´ cal mencionar que actualment al mercat es poden trobar
alternatives relacionades amb la problema`tica que aquest treball intenta resoldre,
pero` fora de l’abast d’aquest. Solucions com:
1. Apache Storm & Apache Spark
2. IBM InfoSphere Streams
3. TIBCO StreamBase
1.3 Solucions
Com ja hem introdu¨ıt a l’apartat anterior, la solucio´ proposada en aquest tre-
ball per a aquest tipus de problema`tica e´s l’aplicacio´ de la te`cnica estad´ıstica de
mostreig.
Concretament se’n proposen quatre de diferents, de menys a me´s granularitat, de
forma que un cop finalitzada la recerca en aquest treball puguem extreure unes
conclusions significatives que ens permetin decidir si aquesta solucio´ proposada
pot ser va`lida, i per tant te´ sentit seguir investigant-hi, o si per contra, no e´s una
solucio´ reals al problema.
1.4 Objectius
De forma orientativa i a grans trets, s’han prefixat els principals objectius per a
aquest treball els quals es consideren els necessaris per a poder extreure’n conclu-
sions va`lides.
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Aquest objectius poden ser classificats en dos conjunts, els primers, me´s relacionats
amb l’aspecte formatiu necessari per a poder dur a la pra`ctica els aspectes teo`rics,
i els segons, me´s relacionats amb la part pra`ctica en si que es realitzara` sobre
l’eina.
Els objectius pertanyents al primer grup so´n:
• Adquirir els coneixements necessaris per a l’u´s de l’eina Hadoop.
• Adquirir els coneixements necessaris per a poder estendre i modificar de
forma correcta el codi font de Hadoop.
• Adquirir els coneixements necessaris de HiBench per a poder avaluar de
forma significativa els canvis realitzats sobre Hadoop.
• Adquirir els coneixements necessaris sobre l’entorn de treball per poder tre-
ballar amb la suficient soltesa i de forma correcta.
i els pertanyents al segon grup so´n:
• Obtenir una mesura de refere`ncia que ens permeti avaluar les diferents es-
trate`gies de mostreig.
• Desenvolupar sobre el codi font de Hadoop cadascuna de les quatre es-
trate`gies.
• Obtenir resultats significatius per a cadascuna de les estrate`gies.
• Interpretar els resultats i extreure’n conclusions per valorar si la solucio´ e´s
viable o no.
No obstant aixo`, cal tenir en compte que com aquest es tracta d’un treball de
recerca, e´s possible que els objectius canvi¨ın al llarg del desenvolupament d’aquest.
1.5 Abast
Despre´s d’haver proposat una solucio´ per a la problema`tica i d’haver fixat uns
objectius, el segu¨ent pas e´s definir exactament quin sera` l’abast d’aquest treball.
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Donat que en aquest treball intervenen un conjunt de variables molt gran, el que
s’ha intentat e´s acotar-les de forma que puguem obtenir uns resultats significatius.
Comenc¸ant pels aspectes me´s importants, cal tenir clares quatre coses:
1. Tot i que la problema`tica tractada i la respectiva solucio´ proposada poden
ser aplicades a diferents tecnologies, en el nostre cas ens centrarem u´nica i
exclusivament a l’eina Hadoop.
2. Com ja s’ha introdu¨ıt, i detallarem me´s endavant, nome´s avaluarem quatre
te`cniques de mostreig, que han estat les que hem considerat me´s significati-
ves.
3. Tal i com veurem, l’entorn ha estat escollit respecte els recursos disponibles
i la necessitat sorgida, tot i aixo` cal ser conscients de que l’avaluacio´ es
realitzara` al clu´ster del DAC i que per tant els resultats seran, com a mı´nim,
relatius a la seva arquitectura.
4. Tot i que els problemes que es poden resoldre fent u´s de Hadoop so´n infinits, i
que segurament hi ha casos molt particulars, per aquest treball s’han escollit
sis dels exemples que formen la suite de benchmarking HiBench.
A me´s a me´s tambe´ cal aclarir el segu¨ent:
Dins de la configuracio´ i les possibilitats de Hadoop, hi ha un munt de variables
que poden influir en els resultats de les execucions, pero` com el nostre principal
objectiu e´s avaluar els resultats d’aplicar mostreig a Hadoop, el que farem sera`
definir uns valors suficientment gene`rics perque` els resultats que obtinguem siguin
representatius. Entre aquestes variables podem trobar la mida de les dades, el
nombre de nodes, la mida dels splits, el nombre de mappers i reducers per node,
etc.
1.6 Eines de desenvolupament
A continuacio´ es fa una petita mencio´ de les principals eines utilitzades per a dur a
terme la realitzacio´ d’aquest treball. Juntament amb cadascuna d’elles es presenta
una petita explicacio´/justificacio´ del seu u´s i del que ens aporta.
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Abans d’entrar en me´s detall, cal tenir en compte que aquest treball es realitza al
Departament d’Arquitectura de Computadors (DAC), fet que ha motivat o inclo`s
ha forc¸at la presa d’algunes de les decisions.
Linux x64
Com hem mencionat pre`viament, s’ha pres la decisio´ de treballar al clu´ster que ens
ofereix el DAC. En aquest cas ens trobem que el sistema operatiu que utilitzen les
ma`quines del clu´ster e´s un Linux de 64 bits. Davant d’aixo` no hem pogut prendre
cap decisio´ ja que aquesta condicio´ ens venia donada.
Grid Engine
De nou ens trobem davant d’un requisit fruit del que implica treballar en un clu´ster
on hi treballa molta me´s gent. Les tasques processades pels nodes del clu´ster han
de tenir algun tipus de control i regularitzacio´, de forma que la disponibilitat de
recursos sigui aproximadament equitativa per a tots els usuaris en funcio´ de les
necessitats. E´s per aixo` que l’administracio´ del clu´ster utilitza un sistema de cues
de treball, en aquest cas ja ens venia donat el programari a utilitzar.
Hadoop
E´s el core del treball. Mentre que la resta del programari utilitzat s’ha decidit
d’utilitzar-lo en funcio´ d’un conjunt de requisits o necessitats, en aquest cas el
programari Hadoop[4] e´s la base dels objectius i les finalitats del projecte.
HiBench
Com que durant el desenvolupament d’aquest treball el que farem sera` realitzar
diverses modificacions al codi font de Hadoop per tal d’estendre la forma en que
aquest tracta les dades, necessitarem algun mitja` que ens permeti comprovar quins
han estat els resultats d’haver realitzat cadascun d’aquests canvis.
Pel que fa al benchmarking com a me`tode de validacio´, s’ha escollit un programari
s’anomenat HiBench[6], desenvolupat per Intel. Aquest programari esta` composat
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d’un extens ventall de mo`duls que ens permeten realitzar un munt de proves de
rendiment sobre l’ecosistema de Hadoop.
Git
S’ha escollit Git[7] com a sistema de control de versions[8] de les modificacions que
es faran sobre el programari Hadoop. S’ha triat aquesta alternativa per coneixe-
ment previ per part de l’autor.
IntelliJ Community
Com que hi ha una part del treball que e´s de desenvolupament, s’ha escollit una
eina (IDE[9]) que ens facilite´s al ma`xim aquesta tasca. En aquest cas s’ha escollit
la versio´ gratu¨ıta d’una eina molt completa: IntelliJ IDEA[10].
Trello
Per a la gestio´ i la definicio´ de les tasques del projecte, s’ha decidit fer u´s de l’eina
online i gratu¨ıta Trello[11]. Aquesta eina permet classificar en agrupacions (pen-
dents de realitzar, en proce´s, realitzades, etc) les tasques mitjanc¸ant un ”sistema
de cartes”on podem definir exactament cadascun dels objectius i les accions a re-
alitzar en elles. En aquest cas tambe´ s’ha escollit l’eina per coneixement previ per
part de l’autor.
Gantter
De la mateixa manera que e´s necessari anar definint de forma acurada les tasques
a realitzar durant la realitzacio´ del treball, tambe´ e´s necessari fer una planificacio´ i
estimacio´ temporal d’aquestes. Per a facilitar aquesta tasca s’ha escollit una altra
eina online i gratu¨ıta: Gantter[12].
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LaTeX
Per a la redaccio´ d’aquest document s’ha escollit treballar amb un programari de
LateX per a facilitar la redaccio´. Concretament s’ha decidit treballar amb una
versio´ online que s’anomena Sharelatex[13] per a evitar perdre el menor temps
possible en instal·lacions, compilacions, etce`tera a me´s de fer que el document
sigui accessible i modificable des de qualsevol entorn amb acce´s a Internet.
Com s’ha pogut observar, en la majoria de programari escollit, sempre s’ha intentat
fer u´s d’eines gratu¨ıtes i disponibles a Internet, d’aquesta forma en podem treure
el ma`xim profit en dos aspectes:
1. El cost del programari e´s molt redu¨ıt o nul i consequ¨entment el cost del
treball e´s me´s baix.
2. Pra`cticament qualsevol entorn de treball amb acce´s a Internet ens serveix
per a realitzar el treball, a me´s de que la majoria d’eines ofereixen co`pies de
seguretat.
1.7 Me`todes de validacio´
Donat que el que volem realitzar en aquest treball e´s fer un estudi de la viabilitat
d’aplicar la te`cnica de mostreig estad´ıstic a una eina de Big Data, necessitarem
realitzar un munt de proves que ens validin els resultats i ens permetin extreure’n
conclusions.
Per tal de que aquest conjunt de proves siguin va`lides i significatives, hem decidit
realitzar-les amb una eina de benchmarking
1.7.1 Benchmarking
L’eina de benchmarking mencionada a l’apartat anterior (HiBench) ens permetra`
realitzar un conjunt de proves, pre`viament definides, despre´s de cadascuna de les
modificacions realitzades sobre el programari, de manera que d’una forma signifi-
cativa en puguem extreure conclusions.
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Aix´ı doncs, amb aquesta eina podrem provar quins so´n els resultats de l’execucio´
de diversos tipus de problemes, amb diferents quantitats de dades i amb diferents
percentatges de mostreig.
A me´s a me´s, HiBench tambe´ ens facilitara`, gestionara` i agilitzara` tot el procedi-
ment de generacio´ de les dades necessa`ries per cadascuna d’aquestes proves.
Abans de poder parlar de Hadoop, de veure com funciona i de veure com aplicarem





El MapReduce e´s un model de programacio´, e´s a dir, una forma d’enfocar la
resolucio´ dels problemes, que ens permet implementar solucions amb un algorisme
paral·lel i distribu¨ıt.
Pero`, que vol dir aixo`?
2.1 Map i reduce
Els mots map i reduce fan refere`ncia a dues funcions d’ordre superior que s’acos-
tumen a utilitzar a la programacio´ funcional[14].
En aquest cas so´n considerades funcions d’ordre superior perque` tenen una funcio´
com a para`metre d’entrada.
2.1.1 Map
La funcio´ map[15] te´ dos para`metres d’entrada,
1. una funcio´
2. una col·lecio´ d’elements
de forma que la sortida d’aquesta sera` la col·lecio´ d’entrada despre´s d’aplicar-ne
la funcio´ donada a cadascun dels seus elements.
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Veiem un exemple per clarificar-ne el seu funcionament:
1. Donada una funcio´ ’quadrat de x’, que retorna el valor de x elevat al quadrat,
2. i donada una col·lecio´ que conte´ els nu´meros de l’1 al 5: [1,2,3,4,5]
La sortida de la funcio´ map amb la funcio´ i la col·lecio´ anteriors com a para`metres
d’entrada seria: [1,4,9,16,25], que e´s l’equivalent a aplicar la funcio´ a cadascun
dels elements de la col·lecio´.
2.1.2 Reduce
La funcio´ reduce[16], tambe´ coneguda amb el nom de fold te´ dos para`metres d’en-
trada:
1. una funcio´
2. una col·lecio´ d’elements
De forma que la sortida d’aquesta sera` una ’reduccio´’ de la col·lecio´ d’entrada
despre´s d’aplicar-ne la funcio´ donada a cadascun dels seus elements.
Veiem un exemple per clarificar-ne el seu funcionament:
1. Donada una funcio´ ’suma de x i y’, que retorna el valor: x + y,
2. i donada una col·lecio´ que conte´ els nu´meros de l’1 al 5: [1,2,3,4,5]
La sortida de la funcio´ reduce amb la funcio´ i la col·lecio´ anteriors com a entrada,
seria: 15, que e´s l’equivalent a fer la suma dels elements de la col·leccio´: 1 + 2 +
3..
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2.2 Exemple: WordCount
Despre´s de veure que e´s el MapReduce i com funcionen cadascuna d’ambdues
funcions, veurem un exemple de quina aplicabilitat tenen aquestes per a problemes
reals habituals en el mo´n del Big Data.
Per tal de que aquest sigui significatiu i entenedor, s’ha escollit un exemple senzill.
En aquest cas estem parlant d’un problema de WordCount, e´s a dir, un problema
de comptar paraules.
Imaginarem que tenim en un conjunt de fitxers tot el contingut de tots els llibres
de la biblioteca de la Facultat i que el que volem fer e´s saber quantes vegades es
repeteixen cadascuna de les paraules per veure quins so´n els termes me´s utilitzats.
Per descomptat, seria absurd intentar fer front a aquest problema d’una forma
iterativa tradicional, ja que el temps que podr´ıem trigar en processar totes les
dades que tenim a l’abast seria molt elevat. Per tant, el que farem sera` donar-li
un enfoc seguint el paradigma MapReduce.
El procediment seria el segu¨ent:
1. Dividir tot el contingut en petits trossos de text, e´s a dir, formar col·leccions
amb un nombre redu¨ıt de paraules.
2. Executar una funcio´ map sobre cadascuna de les col·leccions, per obtenir
una col·leccio´ de parelles clau-valor, amb el nombre de repeticions (valor) de
cada paraula (clau) dins de la col·leccio´.
3. Formar col·leccions amb petits conjunts de les parelles clau-valor anteriors.
4. Executar una funcio´ reduce sobre cadascuna de les col·leccions, per obtenir
el nombre total de repeticions per paraula.
A la figura 2.1 podem veure una il·lustracio´ gra`fica d’aquest proce´s.
Posteriorment veurem com aquest procediment es reprodueix dins de l’eina Hado-
op.
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Ara que ja hem vist me´s en detall que e´s el MapReduce, podem passar a veure
que e´s i com funciona Hadoop.
3.1 Que` i com?
3.1.1 Simplicitat
Com ja hem introdu¨ıt als cap´ıtols anteriors, Hadoop e´s un framework de Big
Data enfocat al emmagatzemament i al processament distribu¨ıt, pero` la principal
caracter´ıstica clau que ens aporta Hadoop e´s la simplicitat en la gestio´ d’aquestes
tasques.
3.1.1.1 Emmagatzemament distribu¨ıt
Abans de Hadoop, emmagatzemar i distribuir les dades en un clu´ster ja era possi-
ble, pero` aquesta tasca tenia un gran handicap, i e´s que era un procediment molt
manual i adequat per a cada problema, el que provocava que a l’hora d’enfocar un
problema, gran part de la dedicacio´ es perde´s en aquesta gestio´.
Amb Hadoop i el seu sistema de fitxers HDFS, el procediment e´s molt me´s simple
i considerablement generalitzable per a qualsevol treball.
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3.1.1.2 Processament distribu¨ıt
Pel que fa al processament distribu¨ıt, tampoc e´s cap novetat que ens aporti Ha-
doop, ja que aquesta gestio´ abans ja era possible amb tecnologies com OpenMP o
MPI, pero` igual que amb l’emmagatzemament distribu¨ıt, en aquest cas tambe´ ens
aporta molta simplicitat i generalitzacio´.
El proce´s tradicional t´ıpic consistia en agafar un programa que no fos paral·lel i
adaptar-lo mitjanc¸ant l’u´s de tecnologies de programacio´ paral·lela, com les abans
mencionades. Per tant, era una feina manual molt farragosa i totalment espec´ıfica
per a cada programa.
Amb l’arribada de Hadoop, les regles del joc es simplifiquen i e´s redueixen a nome´s
una:
”El programa ha d’estar dissenyat amb un algorisme de MapReduce,
e´s a dir, ha de constar d’una funcio´ map, i d’una funcio´ reduce”
Un cop ja tenim el nostre algorisme dissenyat de la manera apropiada, utilitzar 1,
10, 100 o 1000 nodes ens sera` gairebe´ totalment transparent.
3.1.2 HDFS
Un dels principals components de l’ecosistema de Hadoop e´s el seu sistema de fit-
xers, anomenat Hadoop Distributed File System (HDFS[17]). Es tracta d’un sis-
tema de fitxers que inicialment va ser dissenyat per al projecte Apache Nutch[18],
que e´s un buscador open-source.
Entre les seves caracter´ıstiques es pot destacar que:
• e´s altament tolerable a fallades.
• esta` dissenyat per funcionar en maquinari de baix cost.
• relaxa alguns requisits de POSIX per permetre l’acce´s en streaming.
• esta` basat en l’arquitectura master/slave[19].
A me´s a me´s, al estar desenvolupat en Java, aquest es pot desplegar en qualsevol
entorn on es pugui executar aquesta tecnologia.
15
Hadoop GEI - TFG
La seva estructura habitual, consta de:
1. un node master, anomenat Namenode.
2. diversos nodes esclaus, anomenats Datanodes.
Dins d’aquesta estructura, e´s el node master l’encarregat de tota la gestio´ del
sistema de fitxers.
Els fitxers, un cop so´n copiats al sistema, so´n dividits en petits trossos anomenats
splits (per defecte de 64MB) i distribu¨ıts per tots els Datanodes. Aix´ı doncs, e´s
el Namenode qui realitza tota aquesta distribucio´ i qui conte´ tota la informacio´
relacionada amb els fitxers del sistema i a on es troben cadascun dels splits. Tambe´
sera` ell qui organitzi els accessos a aquests splits.
Per la seva part, els Datanodes so´n els encarregats de gestionar l’emmagatzema-
ment de cadascun dels nodes on so´n executats.
Podem veure un esquema gra`fic d’aquesta estructura a la figura 3.1.
Figura 3.1: Arquitectura del sistema de fitxers HDFS.
Com ja s’ha comentat, un dels avantatges que ens aporta Hadoop e´s el fet de ser
tolerant a les fallades. Aix´ı doncs, cal destacar dos dels principals me`todes de
continge`ncia que s’utilitzen principalment de cara a l’usuari:
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1. secondary namenode
2. replication factor
El primer me`tode consisteix en la possibilitat de configurar un Namenode substi-
tut, que sera` un node que cada un cert temps s’anira` copiant tots els canvis que
va enregistrant el Namenode principal, de forma que, en cas de caiguda d’aquest,
o en cas de pe`rdua de les dades, pugui entrar en funcionament per tal d’evitar una
caiguda del sistema. Aquest segon Namenode e´s opcional, ara be´, e´s recomanable
configurar-lo ja que sino´ el nostre sistema estara` exposat, sent aquest un punt de
fallada u´nic.
Cal recordar que com el Namenode e´s el node que conte´ tota la informacio´ relativa
als splits i a la seva distribucio´ entre els nodes del clu´ster, en cas de que aquest
caigui, tot i que les dades seguirien persistint als DataNodes, els efectes serien com
els d’haver perdut totes les dades del sistema.
D’altra banda, el segon me`tode mencionat e´s una te`cnica de replicacio´ de dades que
ve configurada per defecte al sistema. Aquest para`metre de configuracio´ anomenat
replication factor e´s el nu´mero de vegades que sera` replicat cadascun dels splits
en el sistema. Aixo` ens garanteix que en cas de caiguda d’un o me´s nodes, les
probabilitats de seguir tenint acce´s a totes les dades siguin molt altes.
Aquest valor pot ser configurat a nivell d’arxiu/split o de forma gene`rica per tot
el sistema. El valor per defecte e´s 3, e´s a dir cada split estara` replicat tres vegades
entre els nodes del clu´ster. A la segu¨ent figura podem veure un exemple d’un
replication factor diferent per cada split.
Figura 3.2: Exemple de la replicacio´ de les dades entre els Datanodes.
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3.1.3 MapReduce
Al cap´ıtol anterior hem vist en detall com e´s i quines so´n les caracter´ıstiques
principals del paradigma MapReduce, ara be´, com esta` implementat aquest dins
de Hadoop?
Primer de tot, haurem de suposar que el programa que es vol executar en una tasca
de Hadoop esta` dissenyat seguint l’estructura MapReduce, e´s a dir que consta
d’una funcio´ de map i una de reduce.
Com veurem me´s en detall en aquest mateix cap´ıtol, el que tindra` cadascun dels
Datanodes sera` un conjunt de processos que seran els corresponents als mappers i
als reducers, e´s a dir els encarregats d’executar la funcio´ map i/o reduce respecti-
vament.
Per poder fer aquest procediment cal una gestio´ pre`via de les dades, que no nome´s
consistira` en la divisio´ dels fitxers en splits sino´ que a me´s tambe´ sera` necessari
obtenir, a partir d’aquests, els conjunts de parelles clau-valor que formaran part
de l’entrada dels mencionats processos.
3.1.4 Proce´s
Ara que ja hem detallat totes les parts que composen el core de Hadoop, podem
definir l’esquema del proce´s que segueix un job de Hadoop:
1. El Namenode fa la gestio´ dels fitxers que s’utilitzaran per a l’execucio´, els di-
videix en splits i aquests els replica tantes vegades com defineixi el replication
factor.
2. El Namenode gestiona la distribucio´ de tots els splits entre els Datanodes
disponibles.
3. Els splits d’un Datanode so´n tractats per els mappers d’aquest generant una
sortida*.
4. Les sortides dels mappers so´n tractats per un proce´s de shuﬄe, e´s a dir, es
mesclen i es tornen a repartir.
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5. Les sortides pre`vies, un cop repartides, so´n tractades pels reducers dels nodes
on so´n*.
6. Les sortides dels reducers so´n escrites localment a cadascun dels nodes que
els ha executat.
7. Finalment es fa una recol·leccio´ (unio´) de totes les sortides que conformen
la sortida definitiva de l’execucio´.
* sempre s’intenta aprofitar la localitat, de forma que, en la mesura de lo possible,
un split e´s tractat per algun dels nodes que el conte´.
A la figura 3.3 podem veure gra`ficament aquest proce´s.
Figura 3.3: Representacio´ gra`fica del proce´s d’execucio´ d’una tasca de Hado-
op.
3.2 MRv1 vs MRv2
Si observem en detall la l´ınia de desenvolupament de Hadoop, podem observar
com va haver-hi un punt (versio´ 0.20.0) en que el desenvolupament es va dividir
en dues l´ınies de desenvolupament divergents. Aquestes dues l´ınies han acabat
convertir-se en Hadoop 1.0 i Hadoop 2.0 respectivament.
19
Hadoop GEI - TFG
Figura 3.4: L´ınies de desenvolupament de Hadoop.
Entre molts altres aspectes, la principal difere`ncia entre aquestes dues versions e´s
la forma en que Hadoop gestiona els recursos. Pel que fa a Hadoop 1.0, el mo`dul
que realitza la gestio´ dels recursos e´s el mo`dul MapReduce. En canvi, l’encarregat
de realitzar aquesta gestio´ a Hadoop 2.0 e´s el mo`dul YARN. Tambe´ se’ls coneixeix
com MRv1 i MRv2 (MR de MapReduce).
Figura 3.5: Comparacio´ de les dues versions principals de Hadoop.
Un dels avantatges que ens proporciona el mo`dul YARN e´s que amb la incorporacio´
d’aquest, Hadooop tambe´ permet ejecutar altres tipus de treballs que no siguin del
tipus MapReduce. En aquest cas aixo` queda fora de l’abast del treball, no obstant
aixo`, el que si que hem de considerar so´n els canvis entre ambdues versions de
MapReduce.
Al MRv1 els actors implicats en el proce´s d’una execucio´ so´n:
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• El JobTracker, que e´s l’encarregat de gestionar totes les tasques de l’execucio´.
Pot estar al mateix node que el Namenode.
• Els TaskTrackers, situats a cadascun dels Datanodes, so´n els encarregats de
gestionar cadascuna de les tasques.
• Els MapTasks i ReduceTasks, executats pels TaskTrackers i encarregats de
gestionar els Mappers i els Reducers de cada node
En canvi, al MRv2 aquests actors canvien, tot i que l’estructura e´s una mica
similar:
• El ResourceManager, que e´s l’encarregat de gestionar els recursos de l’exe-
cucio´. Sera` qui executi l’AppMaster.
• L’AppMaster, que sera` l’encarregar de gestionar els NodeManagers.
• Els NodeManagers, que de forma similar als TaskTrackers, estaran situats
als Datanodes i gestionaran les tasques d’aquests.
• Els MapTasks i ReduceTasks, aquest cop executats pels NodeManagers.
Figura 3.6: Arquitectura de les dues versions. MRv1 (esquerra) i MRv2
(dreta)
En el nostre cas treballarem amb la versio´ 1.2.1 de Hadoop ja que aquesta e´s la
versio´ me´s recent que funciona amb el sistema MRv1, objectiu del nostre estudi.
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3.3 Configuracio´
Com que el nostre objectiu sera` aplicar diverses te`cniques de mostreig estad´ıstic a
Hadoop, haurem de buscar alguna forma de notificar-li quina sera` la te`cnica que
volem aplicar.
A l’hora d’indicar quin e´s el tipus de mostreig que aplicara` l’eina, ho pod´ıem fer
a dos nivells:
1. a nivell de treball (job)
2. a nivell d’entorn
Finalment hem considerat me´s adequat fer-ho a nivell d’entorn per dos motius:
1. la gestio´ era molt me´s senzilla, mitjanc¸ant arxius de configuracio´.
2. e´s me´s apropiat que aquesta lo`gica no formi part dels jobs, ja que considerem
que aquesta hauria de ser transparent a aquests, de forma que un mateix job
es pugui executar amb o sense mostreig.
Per tant, un cop decidit a quin nivell indicarem el tipus de mostreig, el que hem
de fer e´s veure com realitzar aquest tipus de configuracio´.
En el cas de Hadoop hi ha res arxius XML[20] principals que determinen quina e´s




Com es pot intuir pel seu nom, el primer (hdfs-site.xml) esta` enfocat als para`metres
de configuracio´ relacionats amb el sistema de fitxers HDFS, el segon (mapred-
site.xml) esta` enfocat als para`metres relacionats amb els mappers, els reducers
i la seva gestio´, finalment el tercer (core-site.xml) esta` enfocat als para`metres
relacionats amb els ambdos anteriors o amb cap dels dos.
En el nostre cas, com que el mostreig s’aplica a la gestio´ dels mappers i els reducers,
utilitzarem el fitxer mapred-site.xml, on hi afegirem dos nous para`metres:
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1. sampling.strategy: amb el que determinarem el tipus de mostreig.
2. sampling.percentage: amb el que determinarem el percentatge de la mostra
total que s’utilitzara`.
Posteriorment aquests para`metres de configuracio´ seran interpretats pels compo-
nents que conformen Hadoop i actuaran de la forma esperada en funcio´ del valor





Pel tipus de treball en el que ens trobem, tindrem unes necessitats a nivell de
recursos computacionals considerablement elevades. E´s per aixo` que no ens sera`
suficient un entorn muntat en un ordinador personal convencional, sino´ que sera`
necessari un clu´ster amb uns recursos mı´nims.
En aquest cas, com ens trobem en un entorn acade`mic, tindrem la possibilitat
de tenir acce´s al clu´ster d’un dels departaments de la universitat, concretament
un clu´ster del Departament d’Arquitectura de Computadors (DAC[21]) anomenat
Arvei[22].
4.1 Nodes
Arvei es tracta d’un clu´ster que ha anat creixent de forma incremental amb el pas
dels anys. E´s per aixo` que en ell ens podem trobar amb diferents tipus de nodes.
En el nostre cas, com que els resultats de totes les execucions hauran de ser com-
parables entre s´ı, sera` molt important que totes les execucions siguin realitzades
amb el mateix tipus de node.
Concretament utilitzarem l’u´ltim tipus de nodes que van ser afegits l’any 2014
i que concretament so´n nodes Xeon E5-2630L v2 a 2.40GHz[23] amb 128GB de
RAM i un disc de 1TB SATA-3.
A me´s dels diferents conjunts de nodes, tots els usuaris del clu´ster tenen disponible
l’acce´s a un NAS muntat mitjanc¸ant el protocol NFS[24].
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4.2 Sistema de cues
La utilitzacio´ dels recursos del clu´ster esta` gestionada amb un sistema de cues de
treball i el programari Grid Engine comentat al primer cap´ıtol.
Els recursos de cadascun dels nodes d’Arvei estan dividits en diferents slots, e´s
a dir, els nodes estan dividits en diferents unitats de treball. Aquest aspecte e´s
molt important, ja que quan reservem un conjunt de nodes al sistema de cues,
per defecte, ho estem fent amb una granularitat d’slot, el que implica que a un
node on s’esta` realitzant la nostra execucio´, hi poden haver-hi execucions d’altres
usuaris.
Les cues del sistema estan classificades segons dues caracter´ıstiques:
1. el nombre d’slots per node segons el tipus de node
2. el nombre ma`xim d’hores de temps de CPU per proce´s
De la documentacio´ del clu´ster podem extreure’n la taula de la figura 4.1.
Figura 4.1: Taula amb les diferents cues disponibles a Arvei.
A me´s de poder escollir entre les diferents cues disponibles tambe´ tindrem l’opcio´
d’escollir a quin tipus de node volem enviar la nostra tasca.
4.3 Execucions
El proce´s per enviar una nova tasca al sistema de cues e´s bastant senzill. Primer
haurem de definir el nostre script d’execucio´ i posteriorment haurem d’executar
una comanda similar a:
qsub -l nom cua -l tipus node=1 script.sh
Quan el tipus d’execucio´ que volem enviar a la cua es tracta d’una execucio´ pa-
ral·lela (que utilitzara` me´s d’un node), com e´s el nostre cas, el procediment intern
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del sistema e´s una mica diferent ja que requereix una gestio´ pre`via. Per aixo`, la
forma d’enviar les execucions canvia una mica.
Per fer-ho haurem d’afegir els segu¨ents para`metres a la comanda d’execucio´ ante-
rior:
-pe genericpe num nodes -l genericpe master=1
on el segon para`metre controlara` que cap dels slots demanats coincideixi al mateix
node.
Ara be´, com en el nostre cas el que farem sera` executar jobs de Hadoop, cada
execucio´ requerira` d’una gestio´ inicial per tal d’iniciar i configurar aquest sistema,
com per exemple definir quin o quins nodes seran els ma`sters i quins seran els
esclaus.
Com que aquest tipus d’execucions e´s habitual a Arvei, l’equip de sistemes ha
facilitat la tasca als usuaris definint un tipus d’execucio´ paral·lela que ja realitza, de
forma impl´ıcita, tota aquesta gestio´, de forma que aquesta e´s totalment transparent
per l’usuari
Aix´ı doncs, per indicar que la nostra e´s un tasca de tipus Hadoop, en comptes
d’afegir els para`metres vists anteriorment, haurem d’afegir els segu¨ents:
-pe hadoop num nodes -l hadoop master=1
on el segon para`metre, de forma similar al cas anterior, controlara` que no s’executin
dues tasques de tipus Hadoop al mateix node.
Finalment tambe´ tenim la possibilitat de realitzar execucions de forma exclusiva,
e´s a dir, que mentre s’esta` realitzant la nostra execucio´ no entri cap altre execucio´






Com ja s’ha introdu¨ıt pre`viament, el mostreig[3] e´s una te`cnica estad´ıstica que ens
ajuda a fer la seleccio´ d’una mostra a partir d’una poblacio´. E´s a dir, en el nostre
cas, fer una seleccio´ parcial del total de les dades que disposem per tal de fer un
tractament significatiu d’aquestes.
Vegem un petit exemple:
Quan en un estat democra`tic hi ha eleccions, durant les setmanes pre`vies a aques-
tes, molts mitjans de comunicacio´ realitzen enquestes a la poblacio´ per tal de noti-
ficar quina e´s la previsio´ dels resultats. Per raons obvies, amb aquestes enquestes
no es pot cobrir el total de la poblacio´ de l’estat, i e´s per aixo` que s’ha de fer una
seleccio´ d’aquesta.
En aquesta situacio´, si les organitzacions que realitzen les enquestes volen pu-
blicar resultats que realment siguin significatius i orientatius respecte als que se-
ran els resultats reals, han de tenir cura a l’hora de fer aquesta seleccio´, ja que
per exemple els resultats poden diferir molt si el total dels enquestats prove´ de
la mateixa poblacio´, o si per contra s’ha enquestat gent de totes les poblacions.
A l’hora de fer aquesta seleccio´ e´s on entra en joc el mostreig.
De tipus de mostreig n’hi ha molts, com per exemple:
• estratificat
• sistema`tic
• per estadis mu´ltiples
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• per conglomerats
• etc
pero` no entrarem en el detall de cadascun d’ells.
En el nostre cas hem definit quatre estrate`gies diferents de mostreig en base als
tipus habituals anterior pero` en funcio´ de com tracta les dades Hadoop, vist a
l’anterior cap´ıtol.
Aix´ı doncs, veiem en detall cadascuna d’aquestes estrate`gies.
5.1 Mostra parcial fixada des de l’inici
La primera de les estrate`gies de mostreig que s’han utilitzat en aquest treball ha
estat la me´s similar a aplicar mostreig de forma manual.
E´s a dir, donada una quantitat de dades Q i una mostra d’un percentatge P de Q,
el procediment e´s el segu¨ent:
1. si encara no s’ha tractat un percentatge de dades major a P, s’agafa el segu¨ent
split
2. mentre no es superi el percentatge, es van tractant totes les parelles clau-
valor de l’split
3. en cas de que s’arribi al percentatge P, el tractament de dades s’atura
4. si es tracta tot l’split sencer sense superar el percentatge P, aleshores es
repeteix el proce´s des del punt 1.
La representacio´ gra`fica de les dades tractades amb aquesta estrate`gia, seria la que
podem observar a la figura 5.1.
Pre`viament de`iem que aquesta te`cnica e´s molt similar a fer mostreig de forma
manual, ja que els resultats serien pra`cticament ide`ntics al cas en que l’usuari
directament nome´s afeg´ıs el percentatge P inicial de les dades com a entrada de
l’execucio´.
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Figura 5.1: Dades tractades amb l’estrate`gia 1 i amb un P de 0.2
5.2 Un percentatge P dels splits totals
Per a la segona estrate`gia, la seleccio´ de la mostra sera` d’una forma me´s distribu¨ıda
que la primera, i en aquest cas, es realitzara` a nivell de les unitats de dades amb
les que treballa Hadoop, anomenades splits.
El que farem en aquest cas, e´s tractar un split de cada N, on el nombre N dependra`
del percentatge P de dades que volem tractar respecte del total.
Per exemple, si volem tractar un 25% del total de les dades, e´s a dir, que tenim
un P de 0.25, aleshores agafarem un split de cada quatre ( 1 / 4 = 0.25 ).
Com podem observar a la figura 5.2, la mostra obtinguda amb aquesta estrate`gia
e´s molt me´s distribu¨ıda que en el primer cas.
Figura 5.2: Dades tractades amb l’estrate`gia 2 i amb un P de 0.2
En aquesta figura d’exemple, s’ha representat cada 10% de la mostra amb tres
splits, pero` cal clarificar que el nombre d’splits que formen un percentatge de la
mostra e´s relatiu a la mida dels splits i a la mida total de les dades, aquest e´s
nome´s un simple exemple.
5.3 Un percentatge P de cada split
Pel que fa a la tercera estrate`gia, la mostra que obtindrem encara estara` me´s
distribu¨ıda que en el cas anterior, ja que en aquest cas no tractarem nome´s un
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percentatge P d’splits sino´ que els tractarem tots, pero` en aquesta ocasio´ no els
tractarem en la seva totalitat, sino´ que a difere`ncia de l’estrate`gia anterior, nome´s
tractarem un percentatge P de cadascun d’ells.
A la figura 5.3 podem observar amb claredat que en aquest cas hi ha una gran
difere`ncia respecte a la distribucio´ de la segona estrate`gia.
Figura 5.3: Dades tractades amb l’estrate`gia 3 i amb un P de 0.2
En aquesta ocasio´, igual que a la figura anterior, tambe´ cal tenir en compte que la
relacio´ entre el nombre d’splits i el percentatge de les dades e´s nome´s un exemple.
5.4 Un percentatge P de les parelles clau-valor
totals
Com hem vist al cap´ıtol anterior, les dades a tractar dins de cadascun dels splits
estan definides per un conjunt de parelles clau-valor, les quals so´n tractades en el
proce´s de MapReduce.
En el cas d’aquesta quarta, i u´ltima, estrate`gia, tindrem el cas amb la granularitat
me´s gran de totes, ja que aquesta treballara` a nivell de les parelles clau-valor.
Me´s concretament, el que farem sera` tractar, d’una forma aleato`ria, un percentatge
P del total de parelles clau-valor que formen part de les dades.
Aix´ı doncs, no nome´s tindrem una mostra me´s distribu¨ıda respecte al cas anterior
a nivell d’split, sino´ que tambe´ ho sera` a nivell de tot el conjunt de dades, ja
que no nome´s el percentatge de cada split sera` aleatori dins d’aquest, sino´ que el
percentatge aplicat a cadascun dels splits tambe´ sera` diferent i aleatori.
No obstant aixo`, el nombre de dades tractades respecte el total Q, seguira` sent un
percentatge P.
Finalment a la figura 5.4 podem observar una mostra representativa de les dades
que es tracten en el cas d’aplicar aquesta quarta i u´ltima estrate`gia.
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Figura 5.4: Dades tractades amb l’estrate`gia 4 i amb un P de 0.2
Com es pot observar, el percentatge P de dades de mostra escollit per als exemples
de cadascuna de les estrate`gies ha estat el mateix, de forma que es pogue´s apreciar,
d’una forma significativa, la difere`ncia entre cadascuna d’elles. Per tant aixo` ens
permet poder comparar les quatre gra`fiques (5.1, 5.2, 5.3, 5.4) entre si.
5.5 Valoracions globals
Com hem vist a les seccions pre`vies, cadascuna de les estrate`gies plantejades va
de menor a major granularitat, entrant cada vegada me´s en detall. Pel que fa a la
seva valoracio´, hi ha dos aspectes a tenir en compte:
1. la reduccio´ del temps d’execucio´ respecte al temps de tractar el total de les
dades
2. la qualitat de la solucio´ obtinguda
De forma que, a mesura que augmenta la granularitat s’espera que la reduccio´
dels temps d’execucio´ sigui menor pero` que aleshores cada vegada augmenti me´s
la qualitat de la solucio´ obtinguda, e´s a dir, que es mouen en direccions inverses.
Pel que fa a la reduccio´ dels temps, lo esperat seria que els dos extrems estiguessin
en la primera i la u´ltima estrate`gia. Aixo` e´s degut a:
• la primera estrate`gia treballa a una granularitat de fitxer, per tant les ges-
tions a realitzar so´n mı´nimes i per tant lo esperat e´s que la reduccio´ dels
temps d’execucio´ sigui molt similar a la reduccio´ amb mostreig manual.
• la u´ltima estrate`gia treballa a una granularitat de parella clau-valor, per tant
s’han de gestionar totes i cadascuna d’elles per decidir si so´n tractades o no,
la qual cosa implica un cost encara que les dades no siguin tractades.
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D’altra banda s’espera que la reduccio´ del temps d’execucio´ de les altres dues es-
trate`gies estigui en un terme mig entre les dues anteriors, ja que aquestes treballen
amb una granularitat d’split, e´s a dir, un terme mig en relacio´ a les anteriors. Tot
i aix´ı, s’espera que l’estrate`gia que agafa un percentatge de cadascun dels splits
tingui una reduccio´ dels temps d’execucio´ menor respecte l’altra ja que haura`
de pagar el cost de no nome´s gestionar uns quants splits, sino´ que els haura` de
gestionar tots.
Pel que fa a la qualitat de la solucio´ obtinguda, lo esperat seria que contra me´s
distribu¨ıda estigui la mostra, major sigui la qualitat de la solucio´ en mitja, no
obstant aixo`, aquest indicador seria relatiu al problema, i en aquest cas queda fora
de l’abast del treball.
El segu¨ent pas e´s validar que les nostres hipo`tesis so´n correctes i veure’n quina e´s
la proporcio´ entre les estrate`gies, de forma que en un futur, quan hagem d’aplicar
mostreig tinguem una refere`ncia que ens permeti valorar fins a quin punt estem




Al segu¨ent cap´ıtol veure’m tot el conjunt de proves que s’han realitzat per obte-
nir els suficients resultats que ens permetin obtenir una conclusio´ va`lida. Abans
d’entrar-hi pero`, farem un petit repa`s de tots els tipus de problema avaluats.
Per tal de que el document sigui me´s pra`ctic, en aquest cap´ıtol nome´s s’inclouran
algunes de les gra`fiques que ens permetin veure’n les tende`ncies dels resultats
obtinguts, tot i aixo` als annexes d’aquest treball es podran trobar la resta de
gra`fiques i taules amb els resultats.
6.1 Workloads
A continuacio´ es fa una petita explicacio´ del funcionament de cadascun dels tipus
de problems de HiBench utilitzats per a les proves.
Sort
El problema de sort consisteix en un problema que te´ com a dades d’entrada
un text, e´s a dir un conjunt de paraules. La seva finalitat e´s ordenar totes les
paraules per ordre alfabe`tic, de forma que la sortida d’aquesta sera` el llistat ordenat
alfabe`ticament de totes les paraules del text d’entrada.
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Wordcount
De forma similar al problema anterior, les dades d’entrada del wordcount tambe´
so´n un conjunt de paraules (text), en aquest cas pero`, la finalitat sera` comptabilit-
zar quantes vegades esta` repetida cadascuna de les paraules. Finalment es retorna
un llistat amb totes les paraules del text d’entrada i el nombre de vegades que hi
apareixen en aquest.
PageRank
L’algorisme de pagerank que es prova en aquest workload, e´s un algorisme utilitzat
sovint als motors de cerca com Google amb la finalitat d’obtenir una puntuacio´
que faci refere`ncia a la relleva`ncia de cadascun dels enllac¸os que indexen. En
aquest cas les dades d’entrada so´n el conjunt d’enllac¸os indexats i la seva relacio´
entre ells. La sortida d’aquest e´s un llistat de cadascun dels enllac¸os amb la seva
puntuacio´ de PageRank.
Nutch indexing
De la mateixa manera que l’algorisme anterior, aquest tambe´ esta` pensat per als
motors de cerca i la seva indexacio´, concretament aquest e´s utilitzat per al motor
de cerca de codi lliure Apache Nutch[18].
Els dos segu¨ents problemes fan u´s d’Apache Mahout[25], que e´s una eina d’a-
prenentatge automa`tic molt lligada a Hadoop. En aquest cas, el propi HiBench ja
l’incorpora internament per poder-lo utilitzar en l’execucio´ d’aquests benchmarks.
Mahout Bayesian classification
Aquest workload aplica sobre un conjunt de dades l’algorisme de naive bayes que
e´s un classificador basat en el Teorema de Bayes[26]. E´s molt habitual als sistemes
de deteccio´ d’spam. Tant l’entrada com la sortida so´n en fitxers amb un format
espec´ıfic per a aquesta utilitat.
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Mahout K-means
Aquest sise` i u´ltim algorisme que provarem serveix per agrupar objectes. La
seva entrada sera` un fitxer amb tots els objectes que es volen agrupar i les seves
caracter´ıstiques. La sortida sera` un fitxer similar al d’entrada amb els resultats
despre´s de l’agrupacio´ dels objectes.
Un cop definits quins seran els tipus de problemes sobre els que realitzarem les
proves, i abans d’entrar a veure’n els resultats, cal recordar diversos aspectes que
s’han tingut en compte durant la realitzacio´ d’aquestes.
• Totes i cadascuna de les execucions s’ha realitzat cinc vegades, de forma que
s’ha utilitzat la mitjana aritme`tica d’aquestes per a elaborar les correspo-
nents taules i gra`fiques.
• Totes i cadascuna de les execucions s’han executat amb setze (16) nodes
d’Arvei, nodes de l’u´ltim tipus afegit al 2014.
• Per a cadascuna de les estrate`gies i per cada tipus de problema s’han realitzat
proves de mostreig amb un interval de percentatges d’un 10% (10, 20, 30..),
a excepcio´ de l’1% i el 5%.
• Totes les execucions han estat realitzades de forma exclusiva.
• La quantitat de dades utilitzada no e´s la mateixa per a tots els tipus de pro-
blemes, ja que amb una mateixa quantitat la difere`ncia dels temps d’execucio´
pot ser molt gran.
A me´s a me´s, la configuracio´ d’alguns dels workloads vists anteriorment no
es realitza per quantitat de dades a generar, sino´ per exemple per nombre
d’enllac¸os (pagerank) o per nombre d’objectes (k-means).
Hem intentat utilitzar unes quantitats que fossin suficientment significatives
i que ens permetessin realitzar una posterior comparacio´.
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6.2 Mostreig manual
Per tal de poder avaluar els resultats amb cadascuna de les diferents estrate`gies,
necessitem una refere`ncia amb la que comparar. En el nostre cas, com estem
parlant d’avaluar el mostreig, hem considerat una bona refere`ncia el mostreig
manual.
E´s a dir, el que farem sera` realitzar diverses execucions amb una quantitat de dades
inicial i amb el pas de les execucions anirem reduint la quantitat de dades d’entrada
d’aquestes. Aquests resultats serien els corresponents a l’aplicacio´ teo`rica del
mostreig.
A la figura 6.1 podem observar la gra`fica amb el resultats de les execucions:
Figura 6.1: Gra`fica dels temps d’execucio´ amb el mostreig manual.
Veiem que en funcio´ del tipus de problema, el creixement e´s major o menor, pero`
en els diferents tipus de workloads hi podem veure un parell de coses en comu´:
1. El creixement e´s lineal, e´s a dir, pra`cticament proporcional al creixement de
les dades.
2. La proporcio´ respecte els percentatges petits (1, 5 i 10%) no e´s proporcional
respecte la resta.
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Aquest u´ltim aspecte el podem relacionar amb l’overhead de la gestio´ interna que
realitza Hadoop. El percentatge d’aquest overhead respecte el total e´s major en
els resultats amb percentatges petits de les dades, per aixo` contra me´s gran e´s el
percentatge, menys pes te´ aquest overhead i consequ¨entment la proporcionalitat
varia.
Per veure’n me´s en detall els nu´meros podem anar a l’annex A.
Ara doncs, que ja tenim els resultats de refere`ncia, podem passar a veure quins
so´n els resultats obtinguts amb les diferents estrate`gies.
6.3 Estrate`gia 1
Per a l’obtencio´ dels resultats referents a aquesta estrate`gia, el que s’ha realitzat
e´s un procediment diferent al cas anterior, ja que en aquest cas les dades d’entrada
sempre so´n les mateixes, e´s a dir, el 100%.
El que si que ha estat necessari per aquestes execucions e´s configurar el percentatge
de mostreig que es volia aplicar i quin tipus d’estrate`gia es volia utilitzar, tal i com
hem vist al cap´ıtol referent a l’u´s de l’eina.
A la figura 6.2 podem observar les gra`fiques pel wordcount i pel k-means on podem
comparar els resultats obtinguts amb el mostreig manual i amb l’estrate`gia 1.
Figura 6.2: Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 1.
Observem que els resultats d’ambdo´s tipus d’execucions so´n molt similars, si me´s
no si que es pot apreciar amb claredat que les execucions realitzades aplicant
l’estrate`gia 1 so´n, en la majoria de casos, una mica me´s lentes.
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Aquesta difere`ncia la podem relacionar amb la gestio´ que fa Hadoop de forma
pre`via a l’execucio´, ja que tot i que en el desenvolupament s’ha aplicat l’estrate`gia
de forma que la quantitat de dades fora del percentatge sigui ignorada en l’execucio´,
hi ha una gestio´ inicial que igualment es realitza amb totes les dades d’entrada.
Tot i que en aquest cap´ıtol nome´s s’han mostrat dues de les gra`fiques, a l’annex
B hi podem trobar la resta.
6.4 Estrate`gia 2
De la mateixa manera que en el cas anterior, en aquest cas les dades d’entrada
tambe´ sempre so´n les mateixes, i tambe´ ha estat necessari configurar el percentatge
de mostreig que es volia aplicar i quin tipus d’estrate`gia es volia utilitzar.
A la figura 6.3 podem observar les gra`fiques pel prank i pel nutch on podem
comparar els resultats obtinguts amb el mostreig manual i amb l’estrate`gia 2.
Figura 6.3: Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 2.
En aquestes gra`fiques s’observa que la difere`ncia en els temps d’execucio´ entre el
mostreig manual i l’estrate`gia 2 so´n molt clars i considerables. Respecte als dos
casos anteriors, e´s perd per complet el creixement lineal adoptant un creixement
amb tende`ncia logar´ıtmica.
Aquesta tende`ncia logar´ıtmica produeix que la difere`ncia entre ambdo´s tipus de
temps sigui, en el global, de me´s a menys conforme creix el percentatge, de forma
que quan gairebe´ es tracten totes les dades els resultats so´n molt similars. Aixo`
ens porta a pensar que aquesta difere`ncia e´s degut al tractament durant l’execucio´
de les dades que no formen part del percentatge que es vol utilitzar.
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Segons la implementacio´ realitzada, aquestes dades haurien de ser ignorades, pero`
donat que en aquest estrate`gia es treballa a granularitat d’split, si que s’haura` de
realitzar la gestio´ d’aquests i sera` aleshores quan es triara` si es tenen en compte o
no. Per tant, podem atribuir aquesta difere`ncia a aquesta gestio´.
Donat que els resultats han estat molt similars en tots els tipus de problemes,
nome´s s’han mostrat les gra`fiques de dos d’aquests, tot i aixo` a l’annex C hi
podem trobar la resta.
6.5 Estrate`gia 3
Igual que en els casos anteriors, en aquest cas les dades d’entrada tambe´ sempre
so´n les mateixes (100%), i tambe´ ha estat necessari configurar el percentatge de
mostreig que es volia aplicar i el tipus d’estrate`gia a utilitzar.
A la figura 6.4 podem observar les gra`fiques pel bayesian i pel k-means on podem
comparar els resultats obtinguts amb el mostreig manual i amb l’estrate`gia 3.
Figura 6.4: Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 3.
A les gra`fiques comparatives podem observar que els temps d’execucio´ per a l’es-
trate`gia 3 so´n molt superiors respecte als temps obtinguts amb el mostreig manual.
Veiem que igual que en el cas de l’estrate`gia 2, els temps d’execucio´ creixen de
forma logar´ıtmica.
Igual que abans observem que la difere`ncia entre ambdo´s tipus de temps va, en
el global, de me´s a menys conforme creix el percentatge. En aquest cas pero`,
la difere`ncia inicial e´s molt me´s gran. Atribu¨ım aquest augment en la difere`ncia
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respecte del cas anterior (estrate`gia 2) degut a que en aquest cas la granularitat
e´s encara me´s gran.
En aquest cas no cal fer la gestio´ de quins splits s’utilitzaran i quins no, sino´
que directament seran utilitzats tots i sera` dins d’aquests que es fara` la gestio´
de quina part de les dades de l’split so´n tractades. Donat que aquesta gestio´ e´s
molt me´s costosa que l’anterior, tambe´ e´s normal que la difere`ncia respecte el
mostreig manual (on no hi ha cap tipus de gestio´ similar) sigui me´s gran amb
els percentatges petits. A mesura que augmenta el percentatge de dades tractat,
aquesta gestio´ te´ menys pes sobre el total (perque` gairebe´ totes les dades tractades
so´n utilitzades) i per tant els temps so´n molt me´s similars al mostreig manual.
Com en la resta de casos nome´s s’han mostrat les gra`fiques referents a dos work-
loads, tot i aixo` a l’annex D hi podem trobar la resta de gra`fiques.
6.6 Estrate`gia 4
De igual manera que amb tota la resta d’estrate`gies, en aquest cas les dades
d’entrada tambe´ so´n sempre les mateixes, tambe´ ha estat necessari configurar el
percentatge de mostreig i el tipus d’estrate`gia a utilitzar.
A la figura 6.5 podem observar les gra`fiques pel sort i pel bayesian on podem
comparar els resultats obtinguts amb el mostreig manual i amb l’estrate`gia 4.
Figura 6.5: Gra`fiques comparatives dels temps d’execucio´ del mostreig manual
i amb l’estrate`gia 4.
En aquestes gra`fiques podem observar que els temps d’execucio´ per a l’estrate`gia
4 so´n encara me´s grans que els temps d’execucio´ dels casos anteriors, i consequ¨ent-
ment molt me´s grans que els temps obtinguts amb el mostreig manual.
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De nou es tracta d’un creixement logar´ıtmic que s’acaba creuant amb els temps del
mostreig manual, pero` en aquest cas amb molta me´s difere`ncia en els percentatges
petits. Sembla que aquest creixement de la difere`ncia e´s causada per la gestio´ de les
dades emprada per aquesta estrate`gia, ja que estem en el cas amb la granularitat
me´s gran de totes.
En aquesta estrate`gia no nome´s cal gestionar tots i cadascun dels splits que con-
formen les dades, sino´ que tambe´ cal gestionar totes i cadascuna de les paralles
clau-valor de cada split, la u´nica difere`ncia e´s que les paralles clau-valor que cor-
responen a la part de les dades no tractada, no entrada en el tractament pels
mappers/reducers.
Com en la resta de casos nome´s s’han mostrat les gra`fiques referents a dos work-
loads, tot i aixo` a l’annex E hi podem trobar la resta.
6.7 Valoracions dels resultats
Com podem observar a les figures 6.6 i 6.7, cada estrate`gia de mostreig presenta
uns resultats ben diferents en termes de temps d’execucio´, per tant, per aplicar el
mostreig caldria analitzar altres implicacions de cadascuna d’aquestes.
Fins on hem pogut veure, no hi ha dubte de que si les restriccions temporals que
tenim so´n molt exigents, contra me´s petita sigui la granularitat, i menys en detall
entrem, millor.
Ara be´, possiblement entre les implicacions de l’aplicacio´ d’aquestes estrate`gies, hi
hagi una repercussio´ sobre la qualitat dels resultats, per exemple, el sentit comu´
ens porta a pensar que la qualitat sera` millor contra me´s gran sigui la granularitat.
Per tant, el proper pas seria valorar totes les implicacions d’aquestes estrate`gies
per tal de definir una funcio´ estad´ıstica que ens permeti trobar l’o`ptim entre les
restriccions dels nostres problemes i les estrate`gies plantejades.
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Figura 6.6: Gra`fiques comparatives dels temps d’execucio´ del k-means amb
totes les estrate`gies.





7.1 Metodologia de treball
Donat que esta`vem davant d’un projecte de recerca on vol´ıem avaluar l’aplicacio´
d’un seguit de canvis sobre l’eina Hadoop, vam considerar que la metodologia de
treball me´s adient era una adaptada al me`tode cient´ıfic, de forma que pugue´ssim
comparar els resultats entre abans i despre´s de l’aplicacio´ dels canvis per verificar
si les nostres hipo`tesis eren correctes o no.
Tot i aixo`, pre`viament necessitava una fase de formacio´ de l’entorn, les eines, etc.
Aix´ı doncs, a continuacio´ es detallen les tasques que s’havia de realitzar al llarg del
desenvolupament del projecte, seguint la metodologia de treball escollida i tenint
en compte la necessitat de realitzar formacio´.
7.2 Tasques a realitzar
En aquesta seccio´ es detallen cadascuna de les tasques principals que formen part
d’aquest treball.
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7.2.1 Contextualitzacio´ de l’entorn real del problema
L’eleccio´ d’aquest treball va ser pressa perque` el Big Data era aquella ’revolucio´’
de la informa`tica que llegia i escoltava cada dia als mitjans de comunicacio´ i que
per mi era com una ’caixa negra’ totalment desconeguda.
Va ser doncs, quan vaig veure l’oferta d’aquest projecte com una excel·lent opor-
tunitat per entrar de ple en aquest a`mbit, quan em vaig decidir per realitzar-lo,
sabent tot el que comportava el meu desconeixement.
Aquest desconeixement tenia unes certes implicacions, per tant la primera tasca
que havia de realitzar era posar-me al dia en el context del treball i adquirir els
coneixements mı´nims per poder fer front als reptes que el projecte em supose´s.
Aixo` implicava un seguit de tasques de recerca i documentacio´ sobre tot el que
es mou al voltant del fenomen Big Data, que aporta, quins so´n els seus usos me´s
habituals, quines so´n les eines me´s utilitzades, etc.
7.2.2 Aprenentatge de les eines
Tot i que la majoria d’eines utilitzades pel treball ja van ser escollides, entre
d’altres, pel coneixement previ per la meva part, hi havia dues grans mancances:
1. Hadoop
2. HiBench
El core del treball e´s el framework Hadoop, el qual tambe´ era totalment desconegut
per mi, per tant necessitava una formacio´ en profunditat al respecte.
Aquesta eina esta` composada d’una gran quantitat de mo`duls que formen l’ecosis-
tema Hadoop Ecosystem[27], que defineixen una metodologia de treball concreta i
que ofereixen un gran nu´mero de funcionalitats.
Donada la complexitat de Hadoop i la seva importa`ncia dins del treball, es va
decidir posar e`mfasi en la seva formacio´. E´s per aixo` que es va considerar oportu´
dirigir l’aprenentatge de l’eina en dues vies: un curs online i un llibre especialitzat.
1. Become a Hadoop Developer [28]
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2. Hadoop: The Definitive Guide[29]
Pel que fa a l’eina de benchmarking HiBench, tambe´ va ser necessa`ria una formacio´,
pero` en aquest cas va ser molt me´s redu¨ıda.
7.2.3 Aprenentatge de l’entorn de treball
Com ja s’ha comentat pre`viament, aquest treball requeria d’uns recursos compu-
tacionals mı´nims, e´s per aixo` que es va decidir utilitzar l’entorn de treball que
oferia l’entorn acade`mic de la UPC i el DAC.
Tot i que el pla d’estudis del Grau inclou una assignatura troncal on es treballa
de forma remota i amb un sistema de cues d’execucio´, els coneixements adquirits
en aquesta no eren suficients per treballar amb el clu´ster Arvei per tant va ser
necessa`ria una formacio´ pre`via.
Per a aquesta tasca es va fer u´s de la documentacio´ del Departament i es va rebre
suport del personal d’administracio´ de sistemes.
7.2.4 Proves de concepte: entorn-eines
Un cop tenia controlat l’entorn de treball i les eines a utilitzar, va ser necessari
un pas posterior d’unio´ de les eines i l’entorn de treball. El procediment va ser
realitzar diverses petites proves de concepte de l’u´s de Hadoop i HiBench a Arvei
per tal de verificar que les configuracions de les eines eren correctes i que les
execucions es realitzaven de la forma esperada.
A me´s a me´s tambe´ era necessari verificar que era capac¸ de fer execucions de dife-
rents tipus, per exemple amb diferents nombres de nodes o amb diferents quantitats
de dades.
7.2.5 Ana`lisi de les condicions
Abans de passar al proce´s iteratiu que` correspon al me`tode cient´ıfic seguit en
aquest projecte, primer es van haver de definir quines serien les variables i condi-
cions que es considerarien en aquest projecte, per tal de que les posteriors proves
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realitzades durant el proce´s iteratiu fossin significatives, com per exemple el nom-
bre de nodes utilitzats.
7.2.6 Iteracio´ reiterativa
Donat que en aquest projecte es segueix el me`tode cient´ıfic per a la realitzacio´ de
proves, hav´ıem de definir el proce´s iteratiu per a cadascuna de les estrate`gies que
es volien avaluar. En aquest cas, com ten´ıem definides quatre estrate`gies diferents,
aquesta iteracio´ s’havia de realitzar quatre vegades.
7.2.6.1 Pressa de dades inicial
Abans de fer cap modificacio´ del codi font de l’eina era imprescindible prendre les
dades inicials que ens servissin de base per a comparar amb els resultats obtin-
guts despre´s de les modificacions. Dins d’aquesta pressa de dades formava part
l’execucio´ dels diferents benchmarks.
7.2.6.2 Modificacio´ del core de Hadoop
El segu¨ent pas en cadascuna de les iteracions era implementar l’estrate`gia corres-
ponent. Aquesta tasca tambe´ requeria d’un estudi previ, ja que en funcio´ de la
granularitat de l’estrate`gia, aquesta implementacio´ s’havia de realitzar a un lloc a
o un altre.
7.2.6.3 Pressa de dades final
Despre´s d’haver implementat la corresponent estrate`gia a Hadoop hav´ıem de re-
petir les mateixes execucions que a la pressa de dades inicial. Era important que
aquestes es realitzessin amb les mateixes condicions de forma que els resultats
posteriorment fossin comparables.
7.2.6.4 Ana`lisi dels resultats
L’u´ltim pas de cada iteracio´ era fer una comparativa de les execucions inicials i
finals per poder extreure les conclusions referents a aquella estrate`gia.
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7.2.7 Conclusions i redaccio´
Les u´ltimes setmanes eren per redactar la memo`ria d’aquest treball conjuntant
tota la feina realitzada pre`viament. Tambe´ eren per elaborar unes conclusions
finals, determinant si la solucio´ proposada a la problema`tica plantejada era viable
o no.
7.3 Planificacio´ inicial
A l’Ape`ndix F es mostra un diagrama de Gantt sobre la planificacio´ inicial de
les tasques del projecte realitzat amb l’eina Gantter[12] abans de la realitzacio´
d’aquest. Basat en una dedicacio´ de quatre hores dia`ries.
7.4 Riscos i continge`ncies
Com que estem davant d’un projecte tecnolo`gic hav´ıem de tenir en compte totes les
desviacions que qualsevol fallada d’aquesta podria ocasionar. Entre les possibles
desviacions, en tenim algunes de controlades amb un pla de continge`ncies definit,
pero` n’hi ha d’altres que no podem garantir.
7.4.1 Eines al nu´vol
Pel que fa a totes les dades i documentacio´ relacionada amb el treball, treballarem
amb eines que estan al nu´vol (com ja s’ha comentat abans), per tant tenim unes
garanties a nivell de co`pies de seguretat en cas de perdre les dades locals. En aquest
cas, nome´s ens caldria tenir en compte la possibilitat de que alguna de les eines
utilitzades estigues fora de servei durant un temps, el que podria ocasionar retards.
De forma impl´ıcita podr´ıem tenir els mateixos inconvenients si ens quedem sense
acce´s a Internet a l’entorn de treball, pero` com ja s’ha mencionat anteriorment,
aixo` no causaria cap retard important ja que ens serviria qualsevol altre entorn
amb acce´s.
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7.4.2 Control de versions
Per tal de conservar les modificacions del codi de Hadoop s’utilitzara` l’eina de
control de versions Git mitjanc¸ant l’allotjament de GitHub[30], per tant qualsevol
pe`rdua d’aquestes estara` controlada per diverses copies de seguretat. De nou,
l’u´nic inconvenient que tenim e´s la possible no disponibilitat del servei d’acce´s a
Internet.
7.4.3 Clu´ster
De la mateixa manera que amb les eines de tercers que estan al nu´vol, tenim una
depende`ncia molt clara amb el clu´ster del DAC, la qual cosa implica que si aquest
deixa d’estar disponible durant un temps afectaria de ple en la planificacio´ del
treball.
7.4.4 Altres
Per u´ltim tambe´ cal tenir en compte que qualsevol imprevist relacionat amb la
meva persona, qualsevol problema de salut o indisposicio´ similar afectaria direc-
tament a la planificacio´.
7.5 Desviacions
A la segu¨ent seccio´ s’expliquen els imprevistos que s’han patit al llarg del desen-
volupament i quines han estat les solucions aplicades, pero` abans e´s important
fer mencio´ d’un canvi que es va produir respecte la planificacio´ inicial. Aquest
canvi afecta a les iteracions que s’havia planificat realitzar per cadascuna de les
estrate`gies que s’avaluen en aquest treball.
A la planificacio´ inicial es va determinar que una de les tasques que s’haurien de fer
per a cadascuna de les iteracions era la pressa de dades pre`via a la implementacio´
de les estrate`gies. Pero` a posteriori, durant el desenvolupament, es va decidir que
una bona refere`ncia per a comparar les estrate`gies era l’obtencio´ dels resultats
de les execucions de tots i cadascun dels benchmarks amb un mostreig manual,
detallat al cap´ıtol de resultats.
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E´s per aixo`, que aquesta decisio´ va suposar una reduccio´ de les hores planificades,
donat que aquesta tasca nome´s va ser necessa`ria durant la primera iteracio´, ja que
per a les segu¨ents les dades necessa`ries eren les mateixes.
7.6 Imprevistos i solucions
7.6.1 Execucions incorrectes
Durant les primeres setmanes de comenc¸ar a treballar amb l’entorn del DAC, es
va observar que diverses execucions de Hadoop es reportaven com a execucions
fallides. Aixo` va provocar que es dediquessin una quantitat d’hores no previstes
a investigar quin era el problema. Aquesta tasca no va resultar fa`cil que ja els
resultats de les execucions semblaven aparentment correctes.
Al final va resultar que el problema es donava durant la gestio´ de l’apagada de
Hadoop dels nodes d’execucio´, corresponent a uns scripts que utilitzava el Grid
Engine. Tot i que aquests fallaven, les execucions de Hadoop eren correctes, i e´s
per aixo` que els resultats efectivament eren bons.
Aquest imprevist te´ una estreta relacio´ amb el segu¨ent imprevist.
7.6.2 Configuracio´ de l’entorn espec´ıfica
Durant la realitzacio´ de les proves de concepte entorn-eines es va donar una situacio´
bastant curiosa. Resulta que la u´nica versio´ de Hadoop instal·lada al clu´ster era
la versio´ 0.20.204, molt anterior a la versio´ que es volia utilitzar. No obstant, aixo`
en principi no havia de suposar cap problema, ja que la instal·lacio´ d’una versio´
me´s recent i de la seva configuracio´ no era complicada.
Al final pero`, van significar me´s hores de lo esperat, ja que va resultar que el
Grid Engine utilitzava de forma impl´ıcita uns scripts per a la inicialitzacio´ del
sistema a totes els nodes assignats pel sistema de cues (execucions de tipus ’hadoop’
explicades al cap´ıtol de l’entorn). Malauradament aquests scripts estaven escrits
per a la versio´ antiga i algunes comandes estaven deprecated o ja no eren funcionals.
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El retard ocasionat per aquest imprevist, no nome´s va ser degut a la reescriptura
dels scripts, sino´ al que va costar, un cop es va fer el canvi de versio´, trobar quin
era l’origen dels problemes que es produien.
Finalment amb la documentacio´ de Hadoop i l’ajuda del personal d’administracio´
de sistemes es va aconseguir resoldre correctament aquest problema.
7.6.3 Porta`til avariat
Aquest va ser un d’aquells imprevistos que per protocol sempre cal incloure al
pla de continge`ncies, pero` que s’espera que no es produeixen. Malauradament en
aquest cas no va ser aix´ı. Durant la fase de desenvolupament i la realitzacio´ de
proves, el porta`til habitual de desenvolupament va patir un accident i va quedar
inservible. Aixo` va implicar haver de fer un canvi de l’entorn de treball.
Per sort, tal i com estava cobert pel pla de continge`ncies, aquest imprevist no
va suposar un nombre d’hores quantificable de forma significativa. La majoria del
treball es realitzava de forma remota i les dades es guardaven al nu´vol. Al moment
ja tenia a l’abast un altre dispositiu funcional a mode d’alternativa.
7.7 Planificacio´ final
Com hem vist als cap´ıtols anteriors, hi ha hagut desviacions i imprevistos durant
el desenvolupament del treball que, en ocasions han significat una reduccio´ de les
hores planificades, i en ocasions han significat un augment. Tot i que aquests
no han estat quantificats amb un nombre d’hores determinat, s’ha arribat a la
conclusio´ de que el recompte d’hores perdudes/guanyades ha quedat equilibrat
i que per tant, tot i els canvis respecte la planificacio´ inicial, l’assoliment dels
objectius per les dates prefixades no s’ha vist repercutit.
7.8 Recursos
A continuacio´ es detallen els recursos materials i de programari que han estat
necessaris per al desenvolupament d’aquest projecte.
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7.8.1 Recursos materials i de sistemes
• Compte pel clu´ster Arvei
• Sobretaula amb processador Intel Core i3 amb 4GB de RAM
• Porta`til Samsung RV510 amb 4GB de RAM
• Acce´s a Internet
• Electricitat







7.8.3 Recursos de desenvolupament
• IntelliJ IDEA Community
• Vim
• Apache Ant
7.8.4 Recursos de seguiment
• Git
• Compte de GitHub
• Trello
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7.8.5 Recursos humans
• Cap de projecte






Ana`lisi econo`mic i de
sostenibilitat
8.1 Identificacio´ dels costos
A la taula 8.1 podem observar el cost dels recursos humans que seran necessaris
durant la realitzacio´ del projecte, en refere`ncia als costos d’una empresa associada
a la Universitat Polite`cnica de Catalunya.
Rol Cost per hora en AC
Cap de projecte 35,00AC




Taula 8.1: Ana`lisi dels costos per recurs huma` del projecte
A la taula 8.2 podem observar els costos associats al programari empleat per a la
realitzacio´ del projecte. Tot i que alguns dels programaris tenen versio´ comercial,
sempre s’ha utilitzat les versions gratu¨ıtes i/o per a estudiants.
Tot i que al comenc¸ament del projecte ja es disposava del maquinari a utilitzar per
a la seva realitzacio´, s’ha de tenir en compte el seu cost. En aquest cas es tracta
d’un ordinador porta`til Samsung RV510 amb 4GB de RAM i d’un ordinador de
sobretaula amb un processador Intel Core i3 amb 4GB de RAM. Es calcula el
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Taula 8.2: Ana`lisi dels costos associats al programari
cost dels equips utilitzant el coeficient lineal mı´nim d’amortitzacio´ del Govern
d’Espanya, al document ’Manual Pra´ctico Sociedades 2014’[31].
En aquest document s’especifica que aquest coeficient e´s d’un 25% durant un
per´ıode de quatre anys d’amortitzacio´. Tenint en compte que el cost de la compra
del primer equip va ser de 450AC, del segon equip va ser de 540AC, que la jornada
laboral e´s de 4h al dia, i que la duracio´ estimada del projecte e´s de 144 dies, el
ca`lcul de l’amortitzacio´ del maquinari e´s el segu¨ent:
(450 x 0.25) x (114 / 365) = 35,14AC (primer equip)
(540 x 0.25) x (30 / 365) = 11,10AC (segon equip)
Els altres costos derivats del desenvolupament del projecte so´n els costos indirectes,
en aquest cas el consum energe`tic dels ordinadors de treball, i el cost de l’acce´s
a Internet. L’estimacio´ del consum e´s la suma del consum del porta`til, que e´s de
0.06kW/h [32], multiplicat per 500 hores de feina, me´s el consum del sobretaula,
que e´s de 0.45kW/h (inclo`s el monitor) multiplicat per 76 hores de feina. D’aquesta
forma podem determinar que el consum per a desenvolupar el projecte ha estat de
64.2kW.
Amb la tarifa contractada a l’entorn de treball habitual on es desenvolupa el
projecte, el preu del kW/h e´s de 0,126122AC, de manera que el preu final de l’energia
consumida e´s de 8,10AC.
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D’altra banda, la quota d’acce´s a Internet contractada e´s de 25AC al mes, de forma
que tenint en compte que la jornada de treball e´s de quatre hores al dia i que
la duracio´ estimada e´s de 144 dies, el ca`lcul del cost de l’acce´s a Internet e´s el
segu¨ent:
(25 x 12 x 144 x 4) / (8 x 365) = 59,18AC
A me´s de tota la infraestructura avaluada anteriorment, hem de tenir en compte
el cost del llibre de Hadoop[28] que ascendeix fins als 33,64AC i al curs[29] que so´n
216AC.
Finalment el costos associats als recursos del clu´ster del Departament d’Arquitec-
tura de Computadors s’han quantificat com a zero, degut a que actualment aquest
e´s un servei que ofereix l’entorn educatiu on es realitza el projecte i que no te´ cap
cost per a l’equip que el duu a terme.
Els costos totals de la infraestructura del projecte son 363,16AC i els podem veure
detallats a la taula 8.3.
Infraestructura Cost en AC
Samsung RV510 4GB RAM 35,14AC
Sobretaula Intel Core i3 4GB RAM 11,10AC
Acce´s al clu´ster del DAC 0AC
Electricitat 8,10AC
Internet 59,18AC
Hadoop: The Definitive Guide[28] 33,64AC
Curs Hadoop[29] 216AC
Taula 8.3: Ana`lisi dels costos de la infraestructura
8.2 Estimacio´ dels costos
Per a poder realitzar l’estimacio´ dels costos del projecte associats als recursos hu-
mans, s’ha de tenir en compte que cadascuna de les tasques del projecte la realitza
un o me´s rols determinats i que aquests li dediquen una determinada quantitat
d’hores. A la taula 8.4 es pot observar l’ana`lisi dels costos del projecte, desglossat
en les diferents tasques definides pre`viament i utilitzades per a la planificacio´ del
Diagrama de Gantt de l’ape`ndix F.
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Nom de la tasca Duracio´ (h) Recurs Cost (AC)
Contextualitzacio´ del problema 40 Analista 720AC
5 Cap de projecte 175AC
Aprenentatge de les eines 80 Desenvolupador 1760AC
Aprenentatge de l’entorn 40 Analista 720AC
10 Administrador de sistemes 290AC
Proves de concepte 40 Analista 720AC
10 Administrador de sistemes 290AC
Ana`lisi de les condicions 40 Analista 720AC
5 Cap de projecte 175AC
Pressa de dades 40h/it. Analista 2880AC
Modificacio´ de Hadoop 20h/it. Te`cnic programador 1760AC
Ana`lisi dels resultats 20h/it. Analista 1440AC
1h/it. Cap de projecte 140AC
Conclusions i redaccio´ 80 Documentador 1440AC
10 Cap de projecte 350AC
Taula 8.4: Ana`lisi dels costos del projecte
Els costos totals associats als recursos humans so´n de 13.580AC.
El cost total del projecte e´s la suma dels costos dels recursos humans me´s els costos
de la infraestructura, que en total dona:
(13.580 + 363,16) x 1.21 (IVA) = 16.871,22AC
8.3 Avaluacio´ dels costos
Donat que en el nostre cas es tracta d’un treball que ha estat u´nicament relacionat
amb l’a`mbit acade`mic, e´s a dir, que no ha estat dut a terme per cap empresa, no
es tenia un pressupost prefixat que ens permeti avaluar si aquest e´s viable o no
econo`micament.
No obstant aixo`, si que podem fer un ana`lisi dels punts forts i febles d’aquest, de
manera que d’una forma orientativa puguem tenir una idea de les implicacions que
aquest tindria en un altre entorn.
Per una banda, i potser com a punt me´s import, s’ha de tenir en compte que,
gra`cies a que aquest ha estat totalment lligat a un entorn acade`mic, s’ha dispo-
sat de recursos amb un cost baix o inexistent que d’una altra manera hague´ssim
suposat un cost molt me´s elevat.
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En aquest cas es tracta concretament del clu´ster utilitzat per al desenvolupament
del treball, que ha estat facilitat pel DAC, pero` que en altres circumsta`ncies s’hau-
ria d’haver preparat de forma exclusiva per a aquest treball, el que podria haver-lo
convertit en un treball inviable econo`micament, ja que el cost que pot suposar la
quantitat de recursos computacionals necessaris pot arribar a ser molt elevada.
D’altra banda, tambe´ cal tenir en compte que una part important dels recursos
del projecte han estat destinats a una fase de formacio´ de l’autor, de forma que,
si en el cas anterior hav´ıem pogut reduir el cost gra`cies a que ens troba`vem en un
entorn acade`mic, en aquest cas el cost s’ha vist augmentat.
8.4 Sostenibilitat
Per valorar la sostenibilitat de la planificacio´, els resultats i els riscos del projecte,
s’utilitzaran tres punts de vista diferents: l’econo`mic, el social i l’ambiental. Per a
cadascun d’aquests, es respondran una se`rie de preguntes plantejades a la ru´brica
de l’informe del TFG[33].
A la taula 8.5 podem veure la puntuacio´ de sostenibilitat del projecte referent a
l’anterior ru´brica.
Sostenible? Econo`mic Social Ambiental
Planificacio´ 7 7 7
Resultats 3 4 6
Riscos -7 0 0
Valoracio´ final 27
Taula 8.5: Taula de sostenibilitat del projecte
8.4.1 Sostenibilitat econo`mica
En la dimensio´ econo`mica, alguns punts per justificar les puntuacions de la taula
anterior so´n:
• S’ha realitzat una avaluacio´ dels costos suficientment precisa, tant dels re-
cursos materials com dels humans.
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• El cost del projecte seria competitiu en cas de que ho hague´s de ser, degut
a que tot el programari que utilitza e´s lliure i/o gratu¨ıt per a l’autor.
• La forma en que es dura` a terme el projecte e´s bastant bona, tot i aixo`, el
temps i els recursos necessaris es podrien reduir si l’autor d’aquest fos una
persona que no necessiti formacio´ pre`via.
• El temps dedicat a cada tasca esta` lligat a la seva importa`ncia.
• Els resultats compleixen amb les expectatives.
• Tot i que s’ha fet un pla de continge`ncies per a la majoria de riscos, tenim
algun punt clau de risc respecte el qual tenim una depende`ncia molt forta,
com per exemple el clu´ster de treball, pel qual no tenim substitut en cas de
que quedi fora de servei.
8.4.2 Sostenibilitat social
En la dimensio´ social, alguns punts per justificar les puntuacions de la taula an-
terior so´n:
• Fent un bon u´s d’aquest projecte, s’ajudara` als usuaris a estalviar temps i/o
contemplar me´s possibilitats.
• Cap col·lectiu es veu perjudicat per aquest TFG.
• No hi ha cap risc que impliqui cap tipus d’impacte social negatiu.
8.4.3 Sostenibilitat ambiental
En la dimensio´ ambiental, alguns punts per justificar les puntuacions de la taula
anterior so´n:
• Els recursos necessaris per a la realitzacio´ d’aquest treball so´n electricitat,
paper i tinta.
• El consum ele`ctric sera` d’aproximadament 576 hores utilitzant un ordinador
porta`til i/o de sobretaula. Pel que fa al consum de papers, es calcula que no
seran necessaris me´s de 20 fulls.
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• S’utilitzara` un treball realitzat pre`viament a la mateixa Facultat com a base
d’aquest treball.
• El projecte no requereix de desmantellament final.
• La contaminacio´ produ¨ıda e´s indirecta i ve donada pel consum ele`ctric i l’u´s
de paper i tinta.
• Aquest projecte no contribueix a la disminucio´ de la petjada ecolo`gica.




Finalment i despre´s de mesos de feina, he arribat a la fi d’aquest treball, el qual
m’ha perme`s no nome´s extreure un conjunt de conclusions basades en les hipo`tesis
inicials, sino´ que a me´s tambe´ he pogut extreure un seguit de conclusions a nivell
personal respecte a la feina realitzada.
Pel que fa a la pregunta que es plantejava a l’inici d’aquest projecte, que era si el
mostreig era una solucio´ per a la nostra problema`tica de les restriccions temporals,
hem vist que definitivament s´ı que ho e´s. No nome´s a nivell teo`ric, que era la base
des de la quan part´ıem, sino´ que hem vist que a la pra`ctica tambe´ e´s viable aplicar
mostreig a Hadoop.
Els resultats han complert les expectatives esperades ja que s’han complert les
hipo`tesis plantejades, i efectivament, contra major sigui la granularitat, menor
sera` la reduccio´ dels temps d’execucio´ respecte els temps de tractar el total de les
dades.
Aix´ı doncs, hem pogut confirmar que la reduccio´ dels temps d’execucio´ redueix
gradualment des de la primera a la u´ltima estrate`gia, tal i com espera`vem.
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9.1 Valoracio´ personal
Si anteriorment explicava que a l’inici vaig escollir aquest projecte per intere`s en
descobrir el mo´n del Big Data, haig de dir que despre´s de la realitzacio´ d’aquest
treball, el meu intere`s en aquest a`mbit ha crescut de forma exponencial. A me´s
he tingut la sort de cone`ixer que a Barcelona hi ha un grup de quedades[34] que
realitza moltes sessions de Big Data i que a me´s a me´s alguns professors d’aquesta
facultat han escrit un llibre[35] d’Apache Spark, el qual no he dubtat en comprar.
D’altra banda pero`, tambe´ he experimentat altres aspectes que no m’han resultat
tant positius, pero` no menys importants. Aspectes que durant els quatre anys
del Grau no he tingut oportunitat d’experimentar, com ara be´ el cost que te´ la
gestio´ i la planificacio´ d’un treball d’aquestes dimensions o be´ de les complexitats
que suposa treballar en un clu´ster de diversos nodes on hi treballen moltes altres
persones.
9.2 Possibles ampliacions
Com hem pogut veure des del principi, aquest treball esta` influenciat per un gran
nombre de variables que hi repercuteixen, malgrat aixo`, el que s’ha intentat al
llarg del desenvolupament d’aquest e´s acotar aquest nombre per tal de centrar-nos
en l’avaluacio´ dels efectes i les implicacions de l’aplicacio´ del mostreig.
En aquest sentit hi ha molts aspectes sobre els quals podr´ıem seguir fent recerca,
aquests aspectes els podr´ıem classificar en dos grups, aspectes directament lligats
a les eines del projecte, com per exemple:
• Avaluar l’aplicacio´ de les mateixes estrate`gies de mostreig al MRv2.
• Avaluar aquesta aplicacio´ en una altra arquitectura diferent a Arvei.
• Avaluar la implicacio´ d’alguns canvis de configuracio´, per exemple: un major
nombre de nodes, una mida d’split major, etc.
o be´ aspectes relacionats amb altres, aplicant la teoria d’aquest treball a d’altres
eines, com per exemple:
• Fer recerca sobre mostreig a Apache Spark.
Ape`ndix A
Execucions amb mostreig manual
En aquest annex podem observar les gra`fiques i les taules amb els resultats de les
execucions amb cadascun dels workloads aplicant el mostreig de forma manual.
Figura A.1: Gra`fica dels temps d’execucio´ amb WordCount i el mostreig
manual.
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Taula A.1: Taula resum dels resultats de les execucions amb el mostreig ma-
nual i el workload WordCount.
Figura A.2: Gra`fica dels temps d’execucio´ amb PageRank i el mostreig ma-
nual.













Taula A.2: Taula resum dels resultats de les execucions amb el mostreig ma-
nual i el workload PageRank.
Figura A.3: Gra`fica dels temps d’execucio´ amb Sort i el mostreig manual.













Taula A.3: Taula resum dels resultats de les execucions amb el mostreig ma-
nual i el workload Sort.
Figura A.4: Gra`fica dels temps d’execucio´ amb Nutch i el mostreig manual.













Taula A.4: Taula resum dels resultats de les execucions amb el mostreig ma-
nual i el workload indexing Nutch.
Figura A.5: Gra`fica dels temps d’execucio´ amb Bayes i el mostreig manual.













Taula A.5: Taula resum dels resultats de les execucions amb el mostreig ma-
nual i el workload Bayes.
Figura A.6: Gra`fica dels temps d’execucio´ amb K-means i el mostreig manual.













Taula A.6: Taula resum dels resultats de les execucions amb el mostreig ma-
nual i el workload K-means.
Ape`ndix B
Execucions amb l’estrate`gia 1
En aquest annex podem observar les gra`fiques de comparativa entre els resultats de
les execucions amb cadascun dels workloads aplicant el mostreig de forma manual
i aplicant l’estrate`gia 1.
Figura B.1: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 1.
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Figura B.2: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 1.
Figura B.3: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 1.
Figura B.4: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 1.
Figura B.5: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 1.
Figura B.6: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 1.
Ape`ndix C
Execucions amb l’estrate`gia 2
En aquest annex podem observar les gra`fiques de comparativa entre els resultats de
les execucions amb cadascun dels workloads aplicant el mostreig de forma manual
i aplicant l’estrate`gia 2.
Figura C.1: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 2.
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Figura C.2: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 2.
Figura C.3: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 2.
Figura C.4: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 2.
Figura C.5: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 2.
Figura C.6: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 2.
Ape`ndix D
Execucions amb l’estrate`gia 3
En aquest annex podem observar les gra`fiques de comparativa entre els resultats de
les execucions amb cadascun dels workloads aplicant el mostreig de forma manual
i aplicant l’estrate`gia 3.
Figura D.1: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 3.
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Figura D.2: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 3.
Figura D.3: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 3.
Figura D.4: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 3.
Figura D.5: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 3.
Figura D.6: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 3.
Ape`ndix E
Execucions amb l’estrate`gia 4
En aquest annex podem observar les gra`fiques de comparativa entre els resultats de
les execucions amb cadascun dels workloads aplicant el mostreig de forma manual
i aplicant l’estrate`gia 4.
Figura E.1: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 4.
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Figura E.2: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 4.
Figura E.3: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 4.
Figura E.4: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 4.
Figura E.5: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 4.
Figura E.6: Gra`fica comparativa dels temps d’execucio´ amb el mostreig ma-
nual i l’estrate`gia 4.
Ape`ndix F
Diagrama de Gantt
En aquest ape`ndix podem observar l’extraccio´ del Diagrama de Gantt basat en una dedicacio´ de quatre hores dia`ries realitzat amb
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