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ÖZ 
 
ANJĠYOGRAFĠ GÖRÜNTÜLERĠNDE DAMAR DARALMALARININ EVRĠġĠMSEL 
SĠNĠR AĞI YÖNTEMĠ KULLANILARAK BELĠRLENMESĠ 
Ahmet Gökhan DEMĠR 
BaĢkent Üniversitesi Fen Bilimleri Enstitüsü 
Biyomedikal Mühendisliği Anabilim Dalı 
 
Koroner arter hastalığı (KAH) dünya genelinde en sık görülen kalp hastalığı 
türüdür. Kardiyovasküler hastalıklar genellikle kalp krizi, anjina veya inmeye yol 
açabilecek daralmıĢ veya tıkanmıĢ kan damarlarını içeren koĢulları ifade eder. 
Ġnvaziv koroner anjiyografi, koroner arterleri tanımlamak için standart klinik 
yöntemdir ve KAH teĢhisinde ―altın standart‖ tır. Kalp boĢluklarının ve koroner 
arterlerin kontrast madde verilmesi sırasında görüntülenmesi ve X-ıĢınları 
kullanılarak hareketli film çekilmesi esasına dayanır. Arterlerin görüntülenmesi 
sırasında hekim tarafından anjiyografinin değerlendirilmesi ile ileri inceleme ya da 
tedavi yönteminin ne olacağı konusunda karar verilmekte ve hasta bu konuda 
bilgilendirilerek gerekli giriĢim ve tedaviler planlanmaktadır. Bilgisayar destekli 
tespit sistemleri, hekimlerin karar vermesini kolaylaĢtırma açısından çok önemlidir. 
Bu tez çalıĢmasında, evriĢimsel sinir ağı (ESA) kullanılarak anjiyografi 
görüntülerini analiz eden bir yöntem geliĢtirilmiĢtir. Yöntemin doğruluğunu 
iyileĢtirmek amacıyla öncelikle kalp damarları literatürde yer alan klasik yöntemler 
ile bölütlenmiĢ ve bu görüntüler üzerinden analiz yapılmıĢtır. GeliĢtirilen yöntem, 
açık kaynak olarak hekimler tarafından skorlanmıĢ görüntülerin yer aldığı veri 
tabanlarından elde edilen vakalar üzerinde test edilmiĢ ve %94,84 doğruluğuna 
ulaĢılmıĢtır. 
 
ANAHTAR SÖZCÜKLER: EvriĢimsel sinir ağı, Koroner arter hastalığı, Stenoz 
DanıĢman: Dr. Öğr. Üyesi Mehmet Feyzi AKġAHĠN, BaĢkent Üniversitesi, 
Biyomedikal Mühendisliği Bölümü 
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ABSTRACT 
 
DETERMINATION OF VASCULAR STENOSIS ON ANGIOGRAPHY IMAGES 
USING CONVOLUTIONAL NEURAL NETWORK METHOD 
Ahmet Gökhan DEMĠR 
BaĢkent University Institute of Science and Engineering 
Department of Biomedical Engineering 
 
Coronary artery disease (CAD) is the most common type of heart disease 
worldwide. Cardiovascular diseases usually refer to conditions that include 
narrowed or blocked blood vessels that can cause heart attacks, angina or stroke. 
Invasive coronary angiography (ICA) is the standard clinical method for identifying 
coronary arteries and is currently the gold standard for CAD diagnosis. ICA is the 
X-ray imaging of cardiac cavities and coronary arteries using contrast agent. 
Computer aided detection systems are very important in terms of supporting 
physicians' decision making. In this thesis, a method was developed to analyze 
angiography images using convolutional neural network (CNN). In order to 
improve the accuracy of the method, cardiovascular vessels were first segmented 
by classical methods presented in the literature and these images were evaluated 
with the CNN algorithm. The developed method was tested on the cases obtained 
from the databases containing the images scored by the physicians as open 
source and 94.84% accuracy was achieved. 
 
KEYWORDS: Convolutional Neural Network, Coronary Artery Disease, Stenosis 
Advisor: Assist. Prof. Dr. Mehmet Feyzi AKġAHĠN, BaĢkent University, 
Department of Biomedical Engineering 
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1.1. GĠRĠġ 
1.2. ÇALIġMANIN KONUSU 
 
Kardiyovasküler hastalıklar dünya genelinde en önde gelen ölüm nedenidir. Dünya 
Sağlık Örgütü (DSÖ) verilerine göre 2016 yılında, dünya genelindeki ölümlerin 
%31'ine tekabül eden 17.9 milyon insan, kardiyovasküler hastalıklar sonucu 
hayatını kaybetmiĢtir [1]. 
 
 
ġekil 1.2.1 2016 yılında dünya genelindeki ölüm nedenleri [2] 
 
Koroner arter hastalığının uygun Ģekilde teĢhis ve tedavi edilebilmesi için kan 
testleri, elektrokardiyogram (EKG), egzersiz stres testleri veya kalp anjiyografisi 
gibi tanı testleri gerekebilir [3]. 
 
Bilgisayar destekli teĢhis sistemlerinin düzinelerce uygulama alanı vardır. Ancak 
bu teknolojinin sağlık sunumunda kullanılması, sağlık hizmetlerinin 
kullanılabilirliğini ve doğruluğunu önemli ölçüde artırarak, insanlara fayda 
sağlamak açısından dikkate değer bir fırsat olarak öne çıkmaktadır. 
 
0 2 4 6 8 10 12
Tüberküloz
Diyareal hastalıklar
Trafik kazası
ġeker hastalığı
Trakea, bronĢ ve akciğer kanseri
Alzheimer hastalığı ve diğer demanslar
Alt solunum yolu enfeksiyonları
Kronik obstrüktif akciğer hastalığı
Ġnme
Ġskemik kalp hastalığı
Ölüm Sayısı (milyon) 
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Günümüzde, bilgisayarların iĢlem gücü ve yeni yapay zeka (AI) algoritmalarıyla 
tespit doğruluğu her yıl artmaktadır. Makine öğrenme teknikleri algılama 
doğruluğunda önemli geliĢmeler göstermiĢtir, ancak algoritmaları eğitmek için 
kullanılan veri setleri oldukça yetersizdir. 
 
Son yıllarda, evriĢimsel sinir ağı (ESA) adı verilen algoritma yapısı, yüksek 
performansları nedeniyle makine öğrenimi alanında öne çıkmaktadır. Bu algoritma, 
biyolojik nöronlardan ilham alan yapay sinir ağı (YSA) yapısına dayanmakta olup 
öğrenilebilir ağırlıkları (weights) ve önyargıları (biasları) olan nöronlardan 
oluĢmaktadır [4]. Geleneksel sinir ağlarına göre avantajı, filtrelerin sistemin kendisi 
tarafından öğrenilmesidir. ESA katman parametreleri, sistemi problemlere adapte 
eden bir dizi öğrenilebilir filtre içerir. EvriĢim iĢlemi kullanılarak, bu filtreler girdi 
verilerinde konumsal bilgiyi çıkarır. Bu nedenle, nesne algılama, video analizi, ses 
tanıma, doğal dil iĢleme ve tıbbi görüntü analizinde çok iyi sonuçlara sahiptir [5, 6]. 
Ancak, iyi sonuçlar elde edebilmek için, çok miktarda eğitim verisi gerekmektedir. 
Bu doğrultuda çalıĢmanın konusu insanların ve derin öğrenme metotlarının birbirini 
tamamladığı bir sistem ortaya koymaktır. 
1.3. ÇALIġMANIN AMACI VE ÖNEMĠ 
 
Koroner anjiyografinin en büyük zorluklarından biri, operasyon esnasında hareketli 
görüntünün hekimler tarafından analiz edilmesi gerektiğidir. Çok tecrübeli 
hekimlerin bile anlık görünen bir tıkanıklığı gözden kaçırması mümkün olabilir. 
 
Koroner anjiyografi görüntülerinde, görüntü iĢleme teknikleri kullanılarak damar 
hastalıklarının manuel veya otomatik olarak belirlenmesi ile ilgili literatürde çeĢitli 
çalıĢmalar yapılmıĢtır. Mevcut çalıĢmalar, anjiyografi görüntüleri üzerinden 
bölütleme yaparak tespit ve sınıflandırma çalıĢmaları Ģeklindedir. 
 
Bu çalıĢmada kullanılan veri seti, literatürde yer alan ve hekimler tarafından 
skorlanmıĢ gerçek hasta verilerinden elde edilmiĢtir. Her görüntüde, daralma olan 
kısım kare içine alınmıĢ ve daralma miktarı yüzdelik olarak belirlenmiĢtir. 
 
Sunulan tez çalıĢmasında, literatürde yapılan çalıĢmalardaki yöntemlerin 
bazılarının birleĢtirilmesi ve/veya geliĢtirilmesi ile yüksek doğruluk oranına sahip 
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olacak Ģekilde anjiyografi görüntüleri üzerinden damar hastalıklılarının tespit 
edilmesini sağlayacak bir yöntem geliĢtirilmesi hedeflenmektedir. 
 
Burada en önemli kriterlerden biri daralan damarın doğru bir Ģekilde tespit 
edilmesidir. Hızlı ancak düĢük doğrulukta alıĢan bir algoritma, çıkan sonuca göre 
hastalar için riskli sayılan balon, stent, by-pass gibi tedaviler planlanacağı için 
klinik kullanıma uygun olmayacaktır. Bu sebeple, anjiyografi esnasında tanılama 
amaçlı kararlar almak için hekimlere karar destek sistemi olarak kullanılmak üzere 
ESA mimarisini kullanarak yüksek hassasiyete sahip bir bilgisayar destekli teĢhis 
sisteminin geliĢtirilmesi amaçlanmaktadır. 
1.4. LĠTERATÜR ÖZETĠ 
 
Derin öğrenme yöntemleri ile tıbbi görüntülerin analizinde oldukça baĢarılı 
sonuçlar alınmaktadır. 
 
Meme kanserinin teĢhisinde mamografi görüntülerinden iyi-kötü huylu tümörlerin 
otomatik olarak teĢhis edilmesi amacıyla geliĢtirilen derin öğrenme yönteminde 
%93.4 doğruluk oranına ulaĢılmıĢtır [7]. 
 
Beyin tümörü teĢhisinde, derin öğrenme yöntemleri ile otomatik bölütleme 
yapılarak radyoloji uzmanlarının büyük miktardaki MRI verisini daha hızlı 
yorumlaması sağlanmıĢtır [8]. 
 
Akciğer nodüllerinin analizinde radyoloji uzmanları tarafından 600 kesite kadar 
çıkabilen bilgisayarlı tomografi görüntülerinin bilgisayar destekli analizine yönelik 
derin öğrenme tabanlı yöntem geliĢtirilmesi için LUNA16 yarıĢması düzenlenmiĢtir. 
[9] Halka açık olan ve 888 Bilgisayarlı Tomografi (BT) görüntüsü içeren LIDC-IRDI 
veri seti [10] kullanılarak düzenlenen yarıĢma sonucunda %95’in üzerinde 
hassasiyette doğru tespit yapan bir algoritma geliĢtirilmiĢtir [11]. 
 
Göz hastalıkları uzmanlarının, diyabetik göz hastalığının derecelendirilmesinde 
hem doğruluğu hem de güvenilirliği arttırmak için derin öğrenme yöntemleri 
kullanılmıĢtır [12].  
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Anjiyografi görüntülerinden damar daralmasının tespitine yönelik literatürdeki 
çalıĢmalar incelendiğinde klasik matematiksel modellerin uygulandığı görülmüĢtür. 
 
Öksüz ve ark., 3D BT anjiyografi görüntülerinde damar daralmalarının tespiti ve 
ölçümü için bir karma yöntem kullanmıĢtır. Bu yöntemde, Hessian matrisine dayalı 
Frangi filtresi ve anjiyografi görüntüleri üzerindeki vasküler ağı tespit etmek için 
bölgesel büyüme algoritması kombine edilerek daralma olan damar bölgesi tespit 
edilmiĢtir [13]. 
 
Agrawal ve ark.  damar daralmalarının yarı otomatik tespiti için kan akıĢ 
dinamiğine dayanan bir yöntem geliĢtirmiĢtir. Bu çalıĢmada, BT anjiyografi 
görüntülerindeki gürültüler medyan filtre kullanılarak giderilmiĢtir. Damar ağı, 
Hessian matrisine dayalı Frangi filtresi ve morfolojik ekspansiyon yöntemleri 
kullanılarak bölütlenmiĢtir. Damar ağının kenarları, Canny algılama filtresi 
kullanılarak belirlenmiĢtir. Matematiksel kan akıĢ modellemesinin, kenarları 
tanımlanmıĢ damar ağı görüntüsünde sağlıklı ve stenoz içeren birer alan seçilerek 
yapılabileceği gösterilmiĢtir [14]. 
 
Farhad Akhbardeh, el ile iĢaretlenen damar görüntüsündeki daralma miktarının 
ölçülebilmesi için üç farklı yöntem önermiĢtir. Ġlk yöntem, iĢaretlenen damarın 
(ROI) bölütlenmesi için eĢikleme yöntemi uygulanmasıdır. Bölütlenen damar 
görüntüsü analiz edilerek damar daralması yüzdesi hesaplanmaktadır. Ġkinci 
yöntem, ROI’nın eĢiklenerek çıkarılan pikselleri üzerinden damarların 
bölütlenmesidir. Son ve kullanılması önerilen yöntem ise makine öğrenmesi 
yöntemi ile damar içeren ve damar içermeyen bölgelerin ayrılmasıdır [15]. 
 
Derin öğrenme mimarisi kullanarak anjiyografi görüntüleri üzerinden 
daralmalarının tespitine yönelik Suzuki ve ark. tarafından yapılan çalıĢmada 
geliĢtirilen sistem, daralmıĢ damarları temsil eden bir damar modeli (phantom) ve 
gerçek görüntüler üzerinde denenmiĢtir. Deneysel sonuçlara göre derin ağ 
tarafından tahmin edilen ile hekim tarafından teĢhis edilen daralma bölgelerinin 
arasındaki korelasyon katsayısı 0,89 olarak hesaplanmıĢtır [16]. 
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Zreik ve ark, BT anjiyografi görüntüleri üzerinden koroner arter plaklarının ve 
daralmalarının otomatik olarak tespiti için 3 boyutlu derin öğrenme tabanlı bir 
yöntem geliĢtirmiĢtir. Sistem iki aĢamalı olarak tasarlanmıĢ olup ilk aĢamada 
sistem koroner arter plağını ve tipini belirlemekte, ikinci aĢamada ise koroner arter 
daralmasının anatomik önemini değerlendirmektedir [17]. 
Hong ve ark., BT anjiyografi görüntüleri üzerinden daralma tespiti için geliĢtirilen 
derin öğrenme tabanlı yöntemde, algoritma ve hekimin değerlendirmeleri 
arasındaki korelasyonun %95’in üzerinde olduğunu göstermiĢtir [18]. 
1.5. GENEL BAKIġ 
 
Bu tez çalıĢması; beĢ bölümden oluĢmaktadır. 
 
Birinci bölümde, çalıĢmanın konusu, amacı ve önemi yer almaktadır. 
Ġkinci bölümde, kalbin anatomik yapısı, koroner arter hastalığı, teĢhis ve tedavi 
yöntemleri, yapay sinir ağları, derin öğrenme ve evriĢimsel sinir ağları hakkında 
kuramsal bilgiler yer almaktadır. 
Üçüncü bölümde, çalıĢma kapsamında kullanılan veri seti, damar bölütleme ve 
kullanılan ESA mimarisi yöntemleri hakkında bilgiler yer almaktadır. 
Dördüncü bölümde, uygulanan yöntemlerin sonuçları yer almaktadır. 
BeĢinci bölümde ise, çalıĢma hakkında elde edilen sonuçlara dair tartıĢma ve 
öneriler yer almaktadır. 
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2. KURAMSAL TEMELLER 
2.1. KALP 
Kalp, vücudumuz için gerekli olan besin maddelerini ve oksijeni sağlayan kanı, 
dolaĢım sistemimiz içinde hareket ettiren ve pompa vazifesi gören kastan yapılmıĢ 
koni Ģeklinde bir organdır. Kalp, göğsümüzün ortasında göğüs kemiğinin hemen 
altında yer alır. YetiĢkin bir insanda 250-300 g ağırlığındadır. Kalp en dıĢta 
perikard, ortada miyokard ve en içte de endokard denilen tabakalardan oluĢur. 
Kalbin apex cordis denilen bir tepesi ve basis cordis denilen bir tabanı vardır. 
Kalbin üst kısmında sağ ve sol atriumlar (kulakçık), alt tarafında ise sağ ve sol 
ventriküller (karıncık) bulunur [19]. 
 
 
 
ġekil 2.1 Kalbin anatomisi [20] 
2.1.1. Kalbe Gelen ve Kalpten Çıkan Damarlar 
 
Kalpten çıkan damarlar (arterler), pulmoner arter (truncus pulmonalis) ve aorttur. 
Kalbe gelen damarlar (venler), v. kava superior, v. kava inferior ve sağ ve sol birer 
çift olmak üzere pulmoner venlerdir (v. pulmonalis). Kan, kalbin sol karıncığından 
aort ile vücudun bütün organlarına gider ve v. kava superior ve inferior ile kalbin 
sağ kulakçığına döner (Büyük dolaĢım). Kanın kalpten akciğerlere gidiĢi sağ 
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karıncıktan çıkan pulmoner arter ile olur. Akciğerlerde oksijenden zenginleĢen kan 
pulmoner venler ile kalbin sol kulakçığına geri döner (Küçük dolaĢım) [19]. 
 
Pulmoner arter, kirli kan taĢır. Sağ karıncıktan akciğerlere gider. A.pulmonalis 
dextra ve sinistra denilen iki dala ayrılır [19]. 
 
Aort, sol karıncıktan baĢlar. Aortun baĢlangıç yeri halka Ģeklinde ve daha geniĢ 
olup buraya bulbus aorta denir. Bulbus aortadan, sağ ve sol koroner arterler 
(a.coronaria dextra ve sinistra) baĢlar (ġekil 2.2) [19]. 
 
ġekil 2.2 Koroner arterlerin baĢlangıç noktası [21] 
A. BT anjiyografi görüntüsü 
B. ġematik gösterim 
 
Kalbe gelen damarların (venlerin) hepsi kulakçıklara açılır. Sağ kulakçığa v. kava 
superior ve v. kava inferior açılır ve bunlar büyük dolaĢımın kirli kanını kalbe 
getirirler. Sağ ve sol pulmoner venler ise sol kulakçığa açılırlar ve akciğerlerden 
temiz kan getirirler [19]. 
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2.1.2. Kalbin Damarları 
Kalp, vücudun kan ihtiyacını karĢılarken kendisi de oksijen bakımından zengin 
kana ihtiyaç duymaktadır. Ġhtiyaç duyulan bu kan, koroner arterler yoluyla kalbin 
ilgili kısımlarına ulaĢmaktadır. Bu arterler, dallara ayrılarak kalbin tümünü 
beslemektedir (ġekil 2.3) [3]. 
 
ġekil 2.3 Koroner arterler [22] 
 
Koroner arterler, bulbus aortadan çıkarlar [19]. Sağ (Right coronary artery, RCA) 
ve sol (Left coronary artery, LCA) olmak üzere iki ana koroner arter bulunmaktadır. 
Sol koroner arterin ilk kısmı, sol ana koroner arter (left main coronary artery, 
LMCA, LM) olarak adlandırılır. Bu damar yaklaĢık 5 mm geniĢliğinde ve 30 mm 
uzunluğunda olabilir. LMCA doğrudan sol sirkumfleks koroner arter ( left 
circumflex artery, LCX) ve sol ön inen koroner arter (Left anterior descending 
artery, LAD) olmak üzere iki dala ayrılır. LCX, kalbin arka tarafının yüzeyi boyunca 
gömülü olan kalbin sol tarafı etrafında daireler çizer. LAD, kalbin ön tarafının 
yüzeyi boyunca gömülüdür. Her ikisi de daha küçük alt arterlere bölünürler. LAD, 3 
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septal arter (S1-S3)  ve 3 diyagonal artere (D1-D3); LCX, marjinal arterlere (OM) 
bölünür. Sağ koroner arterin ucu, sağ arka lateral dal (RPLB) ve sağ arka inen 
arter (RPDA) olmak üzere iki küçük artere bölünür (ġekil 2.4) [23]. 
 
ġekil 2.4 Koroner arterlerin dalları [23] 
2.2. KORONER ARTER HASTALIĞI 
Kardiyovasküler hastalıklar genellikle kalp krizi, anjina veya inmeye yol açabilecek 
daralmıĢ veya tıkanmıĢ kan damarlarını içeren koĢulları ifade eder [24]. KAH, 
dünya genelinde en sık görülen kalp hastalığı türüdür ve hayati risk 
oluĢturmaktadır. KAH, koroner arterlerin genellikle ateroskleroz (damar sertliği) 
nedeniyle daralması veya tıkanmasıdır. Ateroskleroz, arterlerin iç duvarlarında 
kolesterol ve plak birikimi meydana gelmesidir. Bu plaklar koroner arter lümeninin 
daralmasına veya tıkanmasına neden olarak kalp kasına kan akıĢını 
sınırlandırabilir ve miyokard iskemisine yol açabilir. Ġskemi, dokulara kan sağlayan 
damarların, bir pıhtı veya mekanik etken ile tıkanması sonucu doku beslenmesinin 
bozulmasıdır. Kalbe giden kan miktarının azalması, anjina denilen göğüs ağrısı ve 
nefes darlığı gibi KAH semptomlarına yol açabilir. Kalp kasının bir kısmına giden 
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kan tamamen kesilir veya kalbin enerji ihtiyaçları kan akıĢının miktarını aĢarsa bir 
kalp krizi meydana gelebilir [3, 25]. 
KAH risk faktörlerinin tanı ve kontrolü oldukça önemlidir. Major potansiyel risk 
faktörleri; düĢük dansiteli lipoprotein (LDL) artıĢı, yüksek dansiteli lipoprotein 
(HDL) azalması, sigara, hipertansiyon, tip 2 diabetes mellitus, ileri yaĢ ve birinci 
derece akrabalarda görülen erken KAH öyküsünün varlığıdır [26]. 
 
Çizelge 2.1 Koroner arter hastalığı için risk faktörleri [26] 
 
YaĢ 
Erkek>45 yaĢ, Kadın>55 yaĢ 
Ailede erken KAH öyküsü 
Birinci dereceden akrabalarda KAH’a bağlı ilk klinik olay ortaya çıktığında 
erkeğin 55 yaĢın altında, kadının 65 yaĢın altında olması 
Halen sigara içme 
Son 30 günde sigara içme olarak tanımlanır. 
Hipertansiyon 
Kan basıncı ≥140/90 veya kan basıncına bakılmaksızın antihipertansif kullanımı 
DüĢük HDL 
<40 mg/dl (Kadınlarda <50 mg/dl düĢük olarak kabul edilir.) 
Obezite 
Vücut kitle indeksi>25 kg/m2 
 
2.3. TEġHĠS VE TEDAVĠ YÖNTEMLERĠ 
KAH tanısında kan testleri, efor testi, EKG, nükleer kardiyolojik incelemeler ve çok 
kesitli tomografi gibi çeĢitli testler kullanılabilir. Ancak koroner arterlerin yapısını en 
iyi gösteren tanı yöntemi koroner anjiyografidir [27]. Ġnvaziv koroner anjiyografi, 
koroner arterleri tanımlamak için standart klinik yöntemdir ve KAH teĢhisinde ―altın 
standart‖ tır [28]. Kalp boĢluklarının ve koroner arterlerin kontrast madde verilmesi 
sırasında görüntülenmesi ve ―X‖ ıĢınları kullanılarak hareketli film çekilmesi 
esasına dayanır [29]. 
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Koroner anjiyografi ile kalp damarları görüntülenerek; daralma ya da tıkanıklık olup 
olmadığı, daralma varsa ne kadar daraldığı, daralmanın nerede olduğu, daralma 
varsa kan akıĢını ne kadar engellediği bilgileri alınır ve damarlardaki ve kalbin 
tümündeki kan akıĢı kontrol edilir. Bunun sonucunda anjiyografi uygulanan 
hastaların damarlarındaki tıkanıklıklar ve diğer sorunlar teĢhis edilebilmektedir 
[30]. Arterlerin görüntülenmesi sırasında hekim tarafından anjiyografinin 
değerlendirilmesi ile ileri inceleme ya da tedavi yönteminin ne olacağı konusunda 
karar verilmekte ve hasta bu konuda bilgilendirilerek gerekli giriĢim ve tedaviler 
(ilaç tedavisi, balon, stent, by-pass) planlanmaktadır [27]. 
 
 
ġekil 2.5 Koroner anjiyografi iĢlemi [31] 
Uygulama iki farklı (kasık veya el bileği) bölgede olan atardamar giriĢinden 
yapılabilmektedir ĠĢlemin yapılacağı bölge uyuĢturulur ve bu bölgedeki atardamara 
kanül yerleĢtirilir. Plastik benzeri maddeden yapılmıĢ ince bir boru (kateter) ile 
kalbe ulaĢılır (ġekil 2.5). Yapılan iĢlem hekimler tarafından anlık olarak monitörden 
takip edilebilmektedir (ġekil 2.6) [29, 30]. 
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ġekil 2.6 Anjiyografi odası [32] 
2.4. YAPAY SĠNĠR AĞLARI 
 
Yapay sinir ağları, biyolojik sinir ağlarının yapısından ve fonksiyonlarından yola 
çıkılarak modellenmiĢ bir sistemdir. YSA'nın teorisi ve çalıĢma mekanizmasını 
anlamak için öncelikle biyolojik nöron ve biyolojik sinir ağı sisteminin yapısı 
anlaĢılmalıdır. Bir nöron, elektrik sinyalleriyle bilgileri iĢleyen ve ileten, elektriksel 
olarak uyarılabilir bir hücredir (ġekil 2.7). Nöronlar birbirine bağlanarak sinir ağları 
oluĢturur. Bir nöron; soma, dendrit ve akson adında 3 bölgeye ayrılır. Nöronlar, 
dendritlerinden giriĢ sinyallerini alır. GiriĢ sinyali bir aksiyon potansiyeli yaratırsa, 
nöron sinyali aksondan gönderir. Birçok akson, miyelin kılıf denilen ve aksiyon 
potansiyelinin hızlı bir Ģekilde iletilmesine yardımcı olan bir kılıf ile kaplıdır. Bu 
nedenle, bir nöron diğer nöronları uyarabilir. Nöronun aksonu, diğer nöronların 
dendritlerine bağlanır. Sinaps olarak bilinen bu bağlantılar, bilginin ilk nörondan 
(presinaptik nöron) hedef nörona (postsinaptik nöron) nörotransmitter adı verilen 
kimyasallar yoluyla taĢındığı yerlerdir [33]. 
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ġekil 2.7 Nöron hücresinin yapısı [33] 
 
Her bir yapay sinir ağı, (1) numaralı denklemde gösterildiği Ģekilde lineer bir 
fonksiyonla ifade edilmektedir. xi (k) bağımsız değiĢken olarak girdiyi, wi (k) ağırlık 
parametresini, b bias değerini, F transfer fonksiyonunu ve y(k) girdiye ait skoru 
veren çıkıĢı ifade eder. 
 
 
 ( )   ∑  ( )   
 
   
( )    (1) 
 
 
Yapay sinir ağının giriĢinde bir ağırlıklandırma yapılır. AğırlıklandırılmıĢ girdilerin 
toplamı, transfer fonksiyonu olarak da adlandırılan aktivasyon fonksiyonundan 
geçer. (ġekil 2.8) 
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ġekil 2.8 Yapay bir sinirin çalıĢma prensibi [34] 
 
En basit YSA mimarisi, bir nöron içeren ve tek bir katmandan oluĢmaktadır [34]. 
Bununla birlikte birçok uygulamada, bir çeĢit ileriye dönük YSA olan çok katmanlı 
algılayıcı (ÇKA) (multilayer perceptron, MLP) kullanılır. ÇKA, en az üç katmandan 
oluĢur (ġekil 2.9). Ġlk katmana girdi katmanı, son katmana çıktı katmanı denir. Orta 
katmanlara gizli katmanlar denir. Gizli katmanları nedeniyle, ÇKA doğrusal olarak 
ayrılamayan verileri ayırt edebilir. GiriĢ katmanı giriĢ değerlerini alır ve ağı besler, 
çıkıĢ katmanı ağdaki son katmandır ve diğer tüm katmanlar gizli katmanlardır. 
 
 
 
ġekil 2.9 3 katmanlı sinir ağı mimarisi [35] 
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Katmanlarla nöronlar arasındaki bağlantı türünün yanı sıra, bir katmandaki gizli 
katman ve nöronların sayısını değiĢtirerek farklı ağ mimarisi oluĢturmak 
mümkündür. ÇKA modeli bu çalıĢmada ġekil 2.10'da gösterildiği gibi kullanılmıĢtır. 
ÇKA'da her katman bir sonraki katmana tamamen bağlanır [36]. ÇıkıĢ katmanı 
dıĢındaki her katmandaki bir nöronun çıkıĢ değeri, bir sonraki katmandaki 
nöronların giriĢ değeridir. Ağın çıkıĢ değerini hesaplamak için, 1 denklemi girdiden 
çıktıya kadar tüm nöronlara uygulanır. Bu süreç ileri yayılım (forward propagation) 
olarak bilinmektedir. 
 
Sinir ağının en önemli bölümlerinden biri de, çok katmanlı YSA'yı eğitmek için 
kullanılan geri yayılımdır (backpropagation). YSA'nın eğitimi, tahminlerdeki hatalar 
dikkate alınarak nöronların ağırlıklarını ayarlamak anlamına gelir. ÇıkıĢ oi ve hedef 
ti arasındaki hata, (2) numaralı denklemdeki Ortalama Kare Hatası (Mean Square 
Error) (MSE) ve (3) numaralı denklemdeki Çapraz Entropi (Cross Entropy) gibi 
yöntemlerle hesaplanabilir [37]. 
 
 
  
 
 
∑(     )
 
 
   
 (2) 
 
 
   ∑       
 
   
 (3) 
 
16 
 
 
 
ġekil 2.10 Çok katmanlı algılayıcı mimarisi [36] 
 
Gizli katmanların sayısı ve gizli katmanlardaki düğüm sayısı tamamen tasarıma 
bağlı olup literatürde gizli katmanların sayısını belirlemek için genel bir formül 
yoktur. Yapılan çalıĢmalardan elde edilen deneyimlere göre, gizli katmanların 
sayısının artırılmasının eğitim hatasını azaltabileceği, ancak algoritmanın 
karmaĢıklığını arttırdığı ve sistemin genelleme yeteneğinin azalmasına neden 
olduğu gösterilmiĢtir [35]. Gizli katman sayısında olduğu gibi gizli katmandaki 
düğüm sayısının belirlenmesi de baĢka bir tasarım konusudur. Çok fazla sayıda 
düğüm, eğitimin daha uzun sürmesine ve ağın genelleme yeteneğini 
kaybetmesine, az sayıda düğüm ise ağın daha az bilgi kullanmasına ve karmaĢık 
modelleri çözme konusunda baĢarısız olmasına sebep olabilir. Bunu optimum hale 
getirmenin yolu, eğitim esnasında elde edilen sonuçlara göre belirlenen 
parametreleri değiĢtirmektir. 
 
ÇKA ağlarında, düğümlerdeki aktivasyon fonksiyonları genellikle doğrusal olmayan 
fonksiyonlar olarak seçilir. Yaygın olarak kullanılan aktivasyon fonksiyonları 
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sigmoid ((4) numaralı denklem, ġekil 2.11), Hiperbolik teğet sigmoid ((5) numaralı 
denklem, ġekil 2.12) ve doğrultulmuĢ doğrusal ünitedir (Rectified Linear Unit 
(ReLU)) ((6) numaralı denklem, ġekil 2.13). 
 
 
 ( )  
 
     
 (4) 
 
 
 
ġekil 2.11 Sigmoid fonksiyon [35] 
 
 
 
 
 ( )  
 
      
   (5) 
   
 
 
ġekil 2.12 Hiperbolik teğet sigmoid [35] 
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 ( )  {
         
           
 (6) 
 
 
 
 
ġekil 2.13 DoğrultulmuĢ doğrusal ünite fonksiyonu [35] 
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2.5. DERĠN ÖĞRENME 
2.5.1. Tanım 
 
Derin öğrenme, makine öğrenme alanında yeni bir alandır. Özellik çıkarma ve 
dönüĢtürme için birçok doğrusal olmayan iĢlem birimi katmanını kullanan derin 
öğrenme algoritmasında her ardıĢık katman, önceki katmandaki çıktıyı girdi olarak 
kullanır [38]. 
 
Bu programlama sistemi, biyolojik olarak ilham alınan YSA'ya dayanmaktadır. 
Günümüzde derin öğrenme algoritmaları görüntü iĢleme, konuĢma tanıma, doğal 
dil iĢleme, ses tanıma ve biyoinformatik alanlarında yaygın olarak kullanılmaktadır. 
Bazı alanlarda, konu hakkında uzman kiĢilerin yaptığı değerlendirmeler ile eĢdeğer 
veya daha iyi sonuçlar elde edilmektedir [39, 40]. 
 
Derin öğrenme yöntemlerinin destek vektör makinesi veya basit sinir ağları gibi 
geleneksel makine öğrenme algoritmalarına göre avantajı, verilerdeki özellikleri 
kendisinin çıkarmasıdır. Bu nedenle, eğitim sürecinde insan müdahalesine gerek 
yoktur. Ayrıca, bu özellik çıkarma mekanizması bir insanın düĢünmesi ve 
uygulaması zor olan özellikleri üretebilmektedir. 
 
2.5.2. Destek Vektör Makineleri 
 
Destek Vektör Makineleri (SVM), optimal bir hiperdüzlem bularak veriyi iki 
kategoriye ayıran en popüler öğrenme algoritmalarından biridir (ġekil 2.14) [41]. 
Teori, Vapnik ve arkadaĢları tarafından geliĢtirilmiĢtir. Optimum hiperdüzlem, iki 
sınıfta birbirlerine en yakın nokta olan destek vektörleri kullanılarak oluĢturulur. 
Hiperdüzlem ve destek vektörleri arasındaki boĢluğa marj denir ve SVM daha iyi 
ayrılma için maksimum marjı bulmayı amaçlar [42]. SVM doğrusal bir sınıflandırma 
yöntemidir ancak doğrusal olmayan sınıflandırma elde etmek için doğrusal 
olmayan kernel yöntemleri uygulanabilir [43]. SVM, karmaĢık veri setlerindeki 
modellerin sınıflandırmasını tahmin etmek için yararlı bir algoritmadır [44]. 
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ġekil 2.14 Lineer olarak ayrılmıĢ optimum hiperdüzlem [45] 
 
2.5.3. Tarihçe 
 
Her ne kadar derin öğrenme terminolojisi son yıllarda ün kazanmıĢ olsa da, 
1950'lere dayanan uzun bir geçmiĢi vardır. 1958'de Rosenblatt, en eski yapay sinir 
ağlarından biri olan ve biyolojik bir nöronun basit matematiksel bir modeli olarak 
tanımlanan Perceptron'u üretti [46]. Ancak bu algoritmanın, uygulama alanlarının 
çoğu için çok ilkel olduğu anlaĢılmıĢtır.  
 
1969'da Minsky ve Papert, Perceptron adlı bir kitap yayımladı [47]. Bu kitapta, 
perceptron ile ilgili sorunlar ele alınmıĢtır. Bunlardan en önemlisi bilgisayarların 
büyük sinir ağlarını etkin bir Ģekilde ele almak için yeterli iĢlem gücüne sahip 
olmamasıydı. Bu durum, sinir ağı alanına yıllarca ilgi duyulmamasına sebep oldu. 
 
1980'de Fukushima, orijinal perceptronun bir uzantısı olan hiyerarĢik çok katmanlı 
YSA olan Neocognitron'u tanıttı [48]. Neocognitron, o dönemde el yazısı rakamları 
tanımada kullanılmakta ve oldukça iyi performans göstermekteydi. Bu sebeple, 
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yapay sinir ağlarına olan ilgi Neocognitron ile artmıĢ ancak büyük modellerin nasıl 
eğitileceği problemi aĢılamamıĢtı. Modelleri eğitmek için kullanılan geri yayılım 
algoritması (backpropagation) 1970'lerden beri bilinmesine rağmen, yapay sinir 
ağlarının popülerliği, Rumelhart tarafından 1986'da yayınlanan makaleden sonra 
artmıĢtır [49]. 
 
1989'da LeCun ve ark. standart geri yayılım algoritmasını çok katmanlı YSA içinde 
baĢarıyla uyguladı ve bu yöntem, posta zarflarındaki el yazısı posta kodlarını 
tanımak için kullanıldı [50]. 
 
O yıllarda, sinir ağları üzerine çalıĢan Ģirketler yatırım alabilmek için gerçekçi 
olmayan iddialarda bulunmaya baĢladı. Ancak hayata geçirilemeyen bu projeler 
yatırımcıları hayal kırıklığına uğrattı [51]. Aynı yıllarda, diğer makine öğrenme 
teknikleri ile birçok alanda iyi sonuçlar elde etmeye baĢlanması, YSA'ların 
popülaritesinde düĢüĢe sebep oldu. 
 
2006'da Geoffrey Hinton, yayınladığı bir makalede yeni bir strateji kullanarak çok 
katmanlı ileri beslemeli bir tür sinir ağının her seferinde bir katmanı etkili bir Ģekilde 
nasıl eğitilebildiğini göstermiĢtir [52]. 
 
Bu yöntem, test örneklerinin genelleĢtirilmesini önemli ölçüde arttırdı. Bu süre 
zarfında, daha hızlı matris çarpımlarını ve paralel programlamayı sağlayan Grafik 
ĠĢleme Birimleri (GPU) üzerine uygulanan YSA'lar ve ESA’lar tanıtıldı. 
 
2012 yılında Krizhevsky ve ark., 1.3 milyon yüksek çözünürlüklü görüntüyü 
sınıflandırmak için derin bir evriĢimsel sinir ağını eğitmiĢ ve ImageNet Büyük 
Ölçekli Görsel Tanıma YarıĢması'nda (ILSVRC-2012) çok baĢarılı bir sonuç elde 
etmiĢtir [53, 54]. 
 
Bu araĢtırmalar, ―derin öğrenme‖ teriminin yaygınlaĢmasında etkili olmuĢtur. 
Günümüzde, derin sinir ağları; görüntü tanıma, doğal dil iĢleme, konuĢma tanıma 
ve ses sınıflandırması gibi alanlarda makine öğrenme teknolojilerine dayanan 
diğer yapay zeka sistemlerinden daha iyi performans göstermektedir. 
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Günümüzde, derin öğrenme teknikleri sürekli olarak geliĢmekte ve birçok alanda 
yüksek performans ile kullanılmaya devam etmektedir. Bunun temel nedenlerinden 
biri, teknolojideki geliĢmelere bağlı olarak çeĢitli alanlarda çok daha fazla veri 
toplanabilmesidir. Derin öğrenme algoritmalarının performansı, iĢlenen verilerin 
hacmi ile doğru orantılı olarak artmaktadır. BaĢka bir neden, bilgisayarların artan 
CPU ve GPU gücüyle, aynı anda daha fazla veri üzerinde iĢlem yapılabilmesi ve 
sonuçların geçmiĢe göre daha hızlı elde edilmesidir. 
 
Bu geliĢmeler, Google, Facebook ve Microsoft gibi teknoloji firmalarının derin 
öğrenme alanına yatırım yapmaya baĢlamasına neden olmuĢtur (ġekil 16). 2010-
2018 yıllarında çalıĢma grupları ve startup Ģirketleri satın alınmasıyla baĢlayan 
süreçte derin öğrenme alanındaki geliĢmeler bir hayli hızlanmıĢtır [55]. 
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ġekil 2.15 Teknoloji firmalarının derin öğrenme alanında yaptığı yatırımlar [55] 
 
2.6. EVRĠġĠMLĠ SĠNĠR AĞLARI ve Bölgesel ESA (B-ESA) 
2.6.1. Tanım 
 
EvriĢimsel sinir ağı (Convolutional neural network, CNN) mimarisi çok katmanlı 
algılayıcıların bir türü olan ileri beslemeli YSA’dır. Genel olarak, ESA mimarisi 
özellik çıkarma aĢaması ve sınıflandırma aĢaması olarak ikiye ayrılır. Tipik bir ESA 
mimarisi ġekil 2.21’de gösterilmiĢtir. ESA’lar normal sinir ağı modellerine kıyasla 
çok az ön iĢleme ihtiyaç duyar. ESA'daki ağ modeli, bitiĢik düğümler arasındaki 
iliĢkileri kurarak özellikleri kendisi öğrenir. 
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Örnek olarak, el yazısı tanıma uygulamasında ÇKA yönteminin kullanıldığı 
durumlarda, ġekil 2.16’da gösterildiği gibi iki boyutlu görüntüler ESA’nın eğitilmesi 
için veri seti olarak tanımlanmaktadır. 
 
 
 
ġekil 2.16 ESA tarafından sınıflandırılacak görüntüler [56] 
 
Ancak bir harfin rotasyon, kalınlık ve boyut farklılıkları göz önünde 
bulundurulduğunda ġekil 2.17’de görüldüğü gibi olabildiğince çok sayıda farklı 
görüntü tanımlanması gerekmektedir. Bu sayede sistem, bir sonucun her zaman 
aynı Ģekilde girdi verisi olamayabileceğini öğrenmeye baĢlamaktadır. 
 
 
 
ġekil 2.17 Bir harfin farklı yazım örnekleri [56] 
 
ġekil 2.18’de yer alan görüntülerin aynı olduğunu söylemek için insanların 
düĢünmesine bile gerek yokken, bir bilgisayar için bu oldukça zor bir iĢlemdir. 
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ġekil 2.18 2 görüntünün aynı olup olmadığının değerlendirilmesi [56] 
 
Bu sebeple ESA algoritması, görüntüleri ġekil 2.19’da gösterildiği gibi daha küçük 
parçalara bölerek birbirlerine ne kadar benzediğini oransal olarak 
hesaplamaktadır. 
 
 
 
ġekil 2.19 Görüntünün küçük parçalar halinde değerlendirilmesi [56] 
 
Sonuç olarak ESA algoritması, girdi olarak verilen bir görüntüye ġekil 2.20’de 
gösterildiği gibi bir dizi iĢlemin ardından %92 ihtimalle ―X‖ ve %51 ihtimalle ―O‖ 
olabileceğine dair sonuç verebilmektedir. 
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ġekil 2.20 ESA algoritmasının basamakları [56] 
 
El yazısı tanıma uygulamasında ÇKA yönteminin kullanıldığı durumlarda, her 
pikselin komĢu pikselleriyle bir iliĢkisi olduğu halde bu bilginin kaybolması söz 
konusudur. Aynı durum doğal dil iĢleme için de geçerlidir. Her kelime veya hece, 
önceki veya sonraki kelime veya heceye bağlıdır. Ancak, ÇKA’lar bu bilgiyi göz 
ardı ederek giriĢi bağımsız olarak iĢler. Bu durumun üstesinden gelmek için, ön 
iĢlemler uygulanmalıdır. 
 
Ancak, ESA'da bu değerli bilgi bir evriĢim basamağında ele alınır. Filtreler, eğitim 
sırasında değerlerini otomatik olarak öğrenir ve verilerdeki belirli modelleri ortaya 
çıkarır. ESA'lar genellikle evriĢim katmanı (CONV), ortaklama (POOL) ve tam 
bağlantı (FC) katmanlarından oluĢur (ġekil 2.21). ESA, belirli modelleri çıkarır ve 
sonrasında ortaklama katmanları sayesinde modeldeki iĢe yaramayan verileri 
elimine eder. Elde edilen veriler vektörleĢtirilir ve son adımda ÇKA kullanılır.  
 
 
 
ġekil 2.21 Örnek ESA mimarisi [57] 
 
Temel olarak, evriĢim ve ortaklama katmanları tekrarlanarak daha derin bir ağ 
oluĢturulabilir. Bununla birlikte, verilerin erken örneklemesini önlemek için 
ortaklama katmanlarının sayısı düĢük tutulmalıdır. 
 
ESA mimarisinin görüntüler üzerinde tespit yapılması amacıyla kullanılması 
durumunda, görüntünün küçük bölümlerini analiz etmesi gerektiğinden giriĢ 
katmanı, eğitim için kullanılan veri setindeki en küçük görüntü ile benzer boyutta 
olmalıdır. 
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ESA ile B-ESA arasındaki farkı vurgulamak önemlidir. ESA ile genellikle her bir 
görüntüde yalnızca bir nesneyi içeren görüntünün sınıflandırılması yapılabilmekte 
ve çoklu nesne tespiti yapılamamaktadır. ESA uygulaması için en yaygın örnek 
olan ve ġekil 2.22’de görüldüğü üzere el yazısı rakamları içeren MNIST [58] veri 
setinin her bir elemanı, görüntünün hemen hemen tümünü kaplayan tek bir hedef 
nesneden oluĢmaktadır. Bu nedenle, ESA’nın çalıĢma prensibinde asıl hedef, 
görüntüde ne tür bir nesnenin yer aldığına dair bir sınıflandırma yapmaktır. Ancak, 
bu nesnenin görüntünün neresinde olduğuna dair bir bilgi vermemektedir. 
 
 
ġekil 2.22 MNIST veri tabanından örnekler [59] 
 
B-ESA ise, çeĢitli bölge önerilerinde yer alan nesneleri bir ESA tarafından 
sınıflandırma prensibiyle çalıĢır [60]. Sınıflandırma çıktısı, algılanan nesnelerin 
konumunu belirten bir kutu ve etiketleri (tahmin edilen sınıf) Ģeklinde görüntü 
üzerinde gösterilir. ġekil 2.23’te, ESA tarafından sınıflandırmak üzere görüntüdeki 
ilk bölge önerileri mavi renkli kutular içerisinde, tespit edilen nesnelere iliĢkin 
bölgeler ise yeĢil renkli kutular içerisinde gösterilmektedir. 
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ġekil 2.23 Bölge önerileri örneği [61] 
 
Özetle B-ESA algoritması, bir görüntüde yer alan nesnelerin hem sınıflandırılması 
hem de yerlerinin belirlenmesi sürecini hızlandırmak için geliĢtirilmiĢtir. 
 
2.6.1.1. B-ESA 
 
Sinir ağları ile bölge bulmak amacıyla geliĢtirilen bu algoritma ―regions with 
convolutional neural networks‖ olarak adlandırılmıĢtır. [62]. B-ESA’nın çalıĢma 
prensibi ġekil 2.24’te gösterilmektedir. GiriĢ görüntüsü üzerindeki nesnelerin 
sınırlarını belirlemek için sarı renkli kareler ile gösterilen çok sayıda bölge önerileri 
çıkartılır ve her bir bölge önerisi, ESA için uygun bir boyuta getirilerek nesnenin ne 
olduğu sınıflandırılır. 
 
 
 
ġekil 2.24 B-ESA çalıĢma aĢamaları [61] 
 
Bununla birlikte, eğitim süresinin çok uzun olması sebebiyle ilk B-ESA algoritması 
kullanılarak gerçek zamanlı bir uygulama yapılması mümkün değildir. 
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2.6.1.2. Hızlı B-ESA 
 
B-ESA mimarisini hızlandırmak ve basitleĢtirmek amacıyla, hızlı B-ESA (Fast R-
CNN) olarak adlandırılan yeni bir algoritma geliĢtirildi [63]. B-ESA ile arasındaki 
temel fark, giriĢ görüntüsünün tamamının ESA’ya girdi olarak verilmesi ve özellik 
haritası oluĢturulmasıdır. Daha sonra bölge önerileri çıkartılır ve bir ortaklama 
katmanı aracılığıyla ilgi bölgeleri (ROI, region of interest) oluĢturulur (ġekil 2.25). 
Bu ağ görüntü baĢına yalnızca bir kez evriĢim iĢlemi yapıldığından standart bir B-
ESA’ya kıyasla daha hızlıdır. 
 
 
 
 
ġekil 2.25 Hızlı B-ESA mimarisi [61] 
2.6.1.3. Daha Hızlı B-ESA 
 
Bölge önerilerini bulmak kullanılan seçici arama yönteminin algoritma hızını 
düĢürmesi sebebiyle Shaoqing Ren ve arkadaĢları [64], seçici arama algoritmasını 
ortadan kaldıran ve ağın bölge önerilerini öğrenmesini sağlayarak nesne 
algılaması yapan ve daha hızlı B-ESA (Faster R-CNN) olarak adlandırılan bir 
algoritma geliĢtirmiĢtir. 
 
Hızlı B-ESA'daki gibi benzer bir Ģekilde, görüntünün tamamı ESA’ya girdi olarak 
verilir ve özellik haritası oluĢturulur. Temel fark, bölge tekliflerini tahmin etmek için 
Region Proposal Network (RPN) adı verilen yeni bir ağın kullanılmasıdır. 
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Öngörülen bölgeler bir ROI ortaklama katmanı ile yeniden boyutlandırılır ve ESA 
tarafından sınıflandırılır. 
2.6.2. Katman Tipleri 
2.6.2.1. EvriĢim Katmanı 
 
EvriĢim katmanı (CONV) evriĢim iĢlemlerini gerçekleĢtiren filtreleri giriĢ boyutlarına 
göre tararken kullanılır. Hiperparametreleri, filtre boyutunu ve adımını içerir. Elde 
edilen çıktı öznitelik haritası veya aktivasyon haritası olarak adlandırılır. 
 
Bir evriĢim katmanı, giriĢ katmanının küçük bölgelerine veya kendisinden önceki 
katmana bağlanan nöronlardan oluĢur ve birincil iĢlev olarak girdi verilerinden 
özellikler çıkarır. Bu bölgelere filtre denilir. 
 
Her bölge için, ağırlıkların ve girdilerin nokta çarpımı hesaplanır. Filtre daha sonra 
giriĢ boyunca dikey ve yatay olarak hareket ettirilir ve her bölge için aynı 
hesaplama tekrarlanır. Bunun sonucunda özellik haritası adı verilen evriĢim 
iĢleminin çıktısı elde edilir [65]. 
 
ġekil 2.26’da, 5x5’lik bir matris, 3x3’lük bir karnel (çekirdek) matris ile evriĢim 
iĢlemine tabi tutulmuĢtur. Sol üst köĢeden baĢlayarak, çekirdek tüm resim boyunca 
bir birim hareket eder. Tüm iĢlemler sonucunda elde edilen matris, özellik haritası 
olarak tanımlanır. Çekirdek ve giriĢ görüntüsü arasında, bir korelasyon yani 
benzerlik olduğunda özellik haritasının bu alanlarda daha yüksek değerlere sahip 
olduğu ve benzerlik olmadığında ise bu bölgelerde daha düĢük değerlere sahip 
olduğu görülmektedir. Bu yüzden çekirdeklere ―özellik dedektörleri‖ de denir. 
EvriĢim katmanında, orijinal veriler üzerinde birçok farklı çekirdek kullanılarak girdi 
verilerindeki farklı özellikleri öğrenirler. 
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ġekil 2.26 EvriĢim ĠĢlemi [66] 
2.6.2.2. Ortaklama Katmanı 
 
Ortaklama katmanı (POOL), lineer olmayan bir downsampling katmanı olarak da 
adlandırılır ve sinir ağındaki parametre sayısını azaltmak için evriĢim iĢlemi 
çıktısının boyutunu azaltır. Ortaklama katmanı genellikle iki evriĢim katmanı 
arasına veya evriĢim katmanı ile tam bağlantı katmanı arasına yerleĢtirilir. 
 
Maksimum ortaklama (max-pooling) ve ortalama ortaklama (average-pooling), en 
çok kullanılan yöntemlerinden ikisidir. Ġsimlerinden de anlaĢılacağı üzere 
maksimum ortaklama çekirdekteki maksimum değeri, ortalama ortaklama 
çekirdekteki değerlerin ortalamasını alır (ġekil 2.27). Ortaklama iĢlemi için iki 
önemli parametre, çekirdek boyutu ve adım değeridir. Çekirdek boyutu (window 
size veya karnel size), odaklanılacak alanın geniĢliğini belirler. Adım değeri (stride) 
ise, matris boyunca hareket eden çekirdeğin adım birimidir. 
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12 20 37 14 
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13 20  
  
 20 37 
9 79  
  
 30 112 
 
                               Ortalama Ortaklama                       Maksimum Ortaklama 
 
ġekil 2.27 2*2 çekirdek boyutlu ve 2 adımlı bir ortaklama örneği 
2.6.2.3. Tam Bağlantı Katmanı 
 
EvriĢim ve ortaklama katmanları dikdörtgen biçimli çıktılar üretir. Bu çıktılar vektör 
formatına dönüĢtürülerek ağırlık matrisi ile çarpılabilirler. Tam bağlantı 
katmanından önceki katman, tüm özellikleri temsil eder. Tam bağlantı 
katmanındaki nöronlar, önceki katmandaki tüm nöronlar ile bağlantıya sahiptir. Bu 
sayede elde edilen tüm özellikler, gizli katmanların ağırlıkları ile çarpılabilir ve çıktı 
olarak giriĢ görüntüsünün, nesne sınıflarından herhangi birine ait olup olmadığını 
ölçmek için kullanılabilir. 
2.6.2.4. Softmax Katmanı 
 
Softmax katmanı, iki veya daha fazla sınıfta nesne içeren sınıflandırma iĢlemleri 
için çıkıĢ ünitesi aktivasyon fonksiyonu olarak kullanılır. Softmax iĢlevi ayrıca 
normalleĢtirilmiĢ üstel fonksiyonu olarak da bilinmektedir [67]. 
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3. MATERYAL VE YÖNTEM 
3.1. VERĠ SETĠ 
 
ÇalıĢmanın veri seti, ġekil 3.1’deki gibi açık kaynak olarak internet ortamında 
eriĢilebilen ve hekimler tarafından daralmanın tespit edildiği kısımların skorlandığı 
anonimleĢtirilmiĢ yani ilgili hastaya ait kiĢisel bilgilerin silindiği görüntüler ile ġekil 
3.2’de yer alan 3 boyutlu yapay damar modellerinin farklı rotasyonlarda, gürültü 
eklenerek ve anjiyografi görüntülerine benzetilmiĢ resimlerin üretilmesi ile 
oluĢturulmuĢtur. SkorlanmıĢ görüntülerde yer alan yazılar ve oklar, veri setinde 
kullanılabilir hale getirilmek amacıyla resim düzenleme programları kullanılarak 
kaldırılmıĢtır. 
 
 
 
 
ġekil 3.1 SkorlanmıĢ anjiyografi görüntüsü (Sol koroner anjiyografi) [68] 
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ġekil 3.2 Yapay olarak üretilmiĢ 3 boyutlu damar görüntüleri [69] 
 
 
 
 
ġekil 3.3 Veri setinde yer alan binary görüntü örnekleri 
 
Derin öğrenme modelleri doğru Ģekilde eğitilmek için çok fazla veriye ihtiyaç 
duymaktadır [70]. Bu veri kaynağı, hastalara anjiyografi uygulaması yapılan 
hastanelerin veri tabanlarıdır.  KiĢisel Verilerin Korunması Kanunu kapsamında, 
hastaların sağlık verileri nitelikli kiĢisel veri olarak tanımlanmıĢ olup bu verilerinin 
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araĢtırmalarda kullanılması yasaklanmıĢtır [71]. Ġlgilinin açık rızası alındığı 
durumda bu veriler kullanılabilmekte, ancak bu rızanın alınabilmesi için Türkiye 
Cumhuriyeti Sağlık Bakanlığı’na bağlı Türkiye Ġlaç ve Tıbbi Cihaz Kurumu (TĠTCK) 
tarafından yetkilendirilmiĢ bir etik kurulun [72] olumlu kararı ile görüntü sahibine 
doğrudan ulaĢarak görüntünün ne amaçla kullanılacağına dair açıklamanın yer 
aldığı ve bir nevi sözleĢme olarak adlandırılabilecek BilgilendirilmiĢ Gönüllü Olur 
Formu (BGOF) imzalatılmalıdır. 
 
Bu süreç oldukça uzun süreceğinden, veri artırma tekniklerini kullanarak mevcut 
verilerden daha fazla veri üretme yolu seçilmiĢtir (ġekil 3.4). Bu temel iĢlemler 
Ģekilde özetlenmiĢ olup orijinal görüntünün anlamının korunduğu bir eksene göre 
çevrilmesi, belirli açılarda döndürülmesi, görüntünün rastgele bir kısmına 
odaklanılması, renk değiĢimi, gürültü ekleme, bilgi kaybı ve kontrast değiĢtirme 
olarak sıralanabilir [70]. 
 
 
 
ġekil 3.4 Veri artırma yöntemleri 
 
Bu tezde kullanılan veri setinde, görüntüler binary yapıda olduğundan önerilen 
yöntemlerden renk değiĢimi ve kontrast değiĢimi gibi iĢlemler kullanılamamıĢtır. 
Veri seti; sağlıklı (healthy), daralma (stenosis) ve arka plan (background) olmak 
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üzere 3 farklı sınıfta etiketlenmiĢ 50x50 piksel boyutunda binary görüntülerden 
oluĢmaktadır. 
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3.2. DAMAR BÖLÜTLEME 
3.2.1. Yöntem 
 
Anjiyografi görüntülerinden kalp damarlarının bölütlenmesi amacıyla ġekil 3.5’te 
gösterilen yapıda frangi filtresi tabanlı bir algoritma kullanılarak ġekil 3.6’da 
gösterilen bölütlenmiĢ görüntü elde edilmiĢtir. Bu Ģekilde, karmaĢık görüntü 
üzerinde düĢük doğruluk oranı ile çalıĢan ESA algoritmasının, daha sade bir 
görüntü üzerinde çalıĢtırılarak doğruluğunun artırılması amaçlanmıĢtır. 
 
 
 
ġekil 3.5 Bölütleme basamakları 
 
 
 
ġekil 3.6 BölütlenmiĢ görüntü 
 
38 
 
3.2.2. Wiener Filtre 
 
Wiener filtre, sinyal iĢleme, görüntü iĢleme, kontrol sistemleri ve dijital iletiĢim gibi 
alanlarda çeĢitli uygulamalara sahiptir. Görüntü iĢlemede, görüntüdeki gürültüyü 
gidermek için kullanılabilir. Wiener filtre, pencereleme prensibiyle çalıĢan ve her bir 
pikselin etrafındaki ortalama ve varyansı tahmin ederek pencerenin merkezindeki 
piksele istatistiksel bir yaklaĢımla değer atayan bir filtredir. (7) ve (8) numaralı 
denklemlerde η, görüntüdeki her bir pikselin N*M’lik matris komĢusudur. 
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(9) numaralı denklemde, ν2 gürültü varyansıdır ve piksel cinsinden hesaplanan 
ortalama ve varyans değerleri b değiĢkenine atanarak filtrelenmiĢ görüntü 
oluĢturulur. 
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3.2.3. Frangi Filtre 
 
Frangi filtre ile hacimsel görüntü verilerinde damar benzeri veya tüp benzeri 
yapılar tespit edilebilir. Hessian matrisi, yoğun görüntüdeki uzun veya tübüler 
yapıları belirgin hale getirerek segmentasyon için ön iĢleme adımı olarak 
kullanılmaktadır. (10) numaralı denklemde gösterildiği Ģekilde hessian f(x) matrisi, 
f(x)'in ikinci derece kısmi türevlerinin kare matrisidir [73]. 
 
39 
 
 
 ( )  
[
 
 
 
 
 
 
 
 
 
   
   
 
   
      
 
   
      
   
      
   
   
  
   
      
    
   
      
   
      
 
   
    ]
 
 
 
 
 
 
 
 
 
 (10) 
   
3.2.4. EĢikleme  
 
Optimize edilmiĢ eĢik değeri bulmak için Frangi filtre uygulanan görüntü üzerinde 
Otsu metodu kullanılarak eĢikleme yapılmıĢ ve binary görüntü elde edilmiĢtir. Bu 
metod ile siyah ve beyaz piksellerin sınıfiçi varyansını minimize edecek Ģekilde bir 
eĢik değeri belirlenir  [74]. 
 
3.2.5. Gürültü Giderme 
 
EĢiklenmiĢ görüntü üzerinde, bölütlenmiĢ damar yapısı dıĢında gürültü olarak 
kabul edilen kısımlar için gürültü giderme iĢlemi uygulanmıĢtır. Bu iĢlem için 3x3 
boyutunda bir median filtre kullanıldıktan sonra görüntü tekrar binary hale 
çevrilerek gürültü giderilmiĢtir. Median filtre, genellikle ―tuz ve biber‖ gürültüsünü 
azaltmak için görüntü iĢlemede kullanılan doğrusal olmayan bir iĢlem olup aynı 
anda gürültüyü azaltmak ve kenarları korumada etkili sonuçlar vermektedir [75]. 
3.3. KULLANILAN ESA MĠMARĠSĠ 
 
ESA modeli ayarlanırken, evriĢim katmanı ve ortaklama katmanı sıralamasından 
oluĢan filtrelerin sayısı ve bu filtrelerin boyutları en önemli parametrelerdir. Bu 
nedenle, filtre boyutları ve katman sayıları değiĢtirilerek birçok deneme yapılmıĢtır. 
 
Yalnızca 1 evriĢim katmanı kullanılması durumunda filtre yeterince özellik 
çıkarmamaktadır. Çok sayıda evriĢim katmanı kullanıldığı durumda ise modelin 
yapısı karmaĢık hale gelmekte ve eğitim süresi artmaktadır. Literatürde yer alan iyi 
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uygulama örneklerinden esinlenerek 3 evriĢim katmanından oluĢan bir model ile 
testler yapılmıĢtır. 
 
Her bir evriĢim katmanı sonrası Bölüm 2.6’da açıklanan avantajları sebebiyle bir 
ortaklama katmanı kullanılmıĢtır. Modelin geri kalanı standart bir YSA 
mimarisindedir.  
 
EvriĢim katmanları veri setine uygun olarak tasarlanmıĢtır. Veri seti, 50x50 piksel 
boyutunda görüntülerden oluĢtuğundan giriĢ katmanı 50x50x1 boyutunda 
belirlenmiĢtir. Görüntüler binary olduğu için giriĢ katmanı tek boyutlu olarak 
belirlenmiĢtir. Sonrasında 6x6 boyutunda 8 filtreden oluĢan bir evriĢim katmanı ve 
2x2 boyutunda 2 adımlı bir ortaklama katmanı eklenmiĢtir. 
 
Sistemin görüntüler üzerinde daha çok özellik çıkartabilmesi amacıyla evriĢim 
katmanındaki filtre sayısı artırılmıĢ ve ardından ortaklama katmanları tekrar 
eklenmiĢtir. Son olarak, 3 farklı görüntü tipi sınıflandırılacağından, son katman 
olarak 3 çıkıĢlı Tam Bağlantı katmanı kullanılmıĢtır. 
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4. SONUÇLAR 
 
Bu bölümde önerilen modelin performansına yönelik değerlendirmeler yapılmıĢtır. 
Bir anjiyografi görüntüsünde daralma olan bölgenin bilgisayar tarafından tespit 
edilmesi oldukça zor bir iĢlemdir. Bunun sebebi; damarın aydınlanmasındaki 
farklılıklar, damarların birbirlerine bitiĢik olması ve düĢük çözünürlük gibi heterojen 
yapıdaki görüntülerdir. ESA mimarisinde, heterojen görüntüler üzerinde doğrudan 
B-ESA yöntemi ile daralma skorlaması yapılmıĢ görüntülerdeki bölgelerin 
koordinatları algoritmaya veri seti olarak yüklenmiĢtir. Fakat, yukarıda bahsi geçen 
heterojen yapı sebebiyle, sistemin doğruluğu %50 civarlarında kalmıĢtır. ESA 
mimarisinde, doğruluğu artırmanın yolları, veri setini geniĢletmek, filtre 
katmanlarını amaç doğrultusunda çoğaltmak ve eğitim sürecini hızlandırmaktır. 
Ancak, bu yollar heterojen yapıdaki bu veri setinde baĢarıyı arttırmamıĢtır. Bu 
sebeple, anjiyografi görüntüleri üzerinde stenoz tespitinin olanaklı hale gelebilmesi 
için yapılan ilk iĢlem görüntülerimizi daha homojen bir hale getirmek oldu. Bu 
kapsamda, ilk aĢamada damarlar binary formatta bölütlenerek ESA için veri seti 
oluĢturuldu. Buradaki veri seti, hem gerçek görüntüler hem de yapay 
görüntülerden oluĢmaktadır. 
 
ESA mimarisinin anjiyografi görüntülerindeki daralmıĢ bölgenin tespitinde 
kullanılmaya karar verilmesi ile ilk olarak veri setinde yer alan skorlanmıĢ 
görüntüler üzerindeki daralmıĢ bölgelerin konumları bir kare içerisine alınarak 
bölüm 2.6.1.1’de ele alınan B-ESA yöntemi denenmiĢtir. Algoritma, tüm görüntüyü 
taramakta ve koordinatları belirlenen kısmı daha detaylı bir Ģekilde tarayarak 
daralma olan bölümlerin özelliklerini çıkartma yoluyla sistemin eğitilmesi 
prensibiyle çalıĢmaktadır. 
 
B-ESA algoritması, renkli görüntülerde sınırları çok belirgin nesnelerin 
algılanmasında oldukça iyi sonuçlar vermektedir. Ancak, veri setimizde yer alan 
heterojen yapıdaki, karmaĢık ve gri tonlamalı görüntülerde aynı baĢarı elde 
edilemediğinden klasik ESA algoritmasının uygulanmasına karar verildi. Ancak, 
heterojen yapıdaki bu görüntülerin bölüm 3.2’de anlatılan yöntemler ile damarlar 
bölütlenerek görüntünün daha homojen hale getirilmesi amaçlanmıĢtır. Bölütlenen 
damar yapısında, yine skorlanmıĢ kısımlar 50x50 piksel boyutunda görüntüler 
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halinde veri setine aktarılmıĢtır. Bunların yanında bölüm 3.1’de anlatılan yöntemler 
ile veri setindeki görüntülerin sayısı artırılmıĢtır. 
 
ESA mimarisinin en önemli tasarım basamağı olan sınıflandırma katmanları, 
literatürde yer alan örnekler doğrultusunda tasarlanarak eğitilmiĢtir. Burada, yine 
literatürde yer alan örnekler doğrultusunda veri setinde yer alan; sağlıklı damarlar, 
daralma olan damarlar ve arka plan görüntülerinin %70’i eğitim verisi, %30’u ise 
validasyon verisi randomize olarak dağıtılmıĢtır. 
 
Ġlk alınan eğitim sonuçlarında, sistemin doğruluk oranı düĢük seviyelerde kalmıĢtır. 
Sonuçlar üzerinde yapılan değerlendirmelerde, birçok yanlıĢ pozitif değer göze 
çarpmıĢtır. Bu sebeple, daralma olarak etiketlenen ancak sistem tarafından sağlıklı 
olarak yanlıĢ sınıflandırılan görüntüler, olması gereken etiket adıyla sisteme tekrar 
eğitim verisi olarak verilmiĢtir. Bu iĢlemler sonucunda sistemin eğitim doğruluk 
oranında elde edilen daha iyi sonuçlar ġekil 4.1’de gösterilmiĢtir. Açık mavi renkli 
grafik doğruluk eğrisi, koyu mavi grafik doğruluğun yumuĢatılmıĢ hali, kesik çizgili 
grafik ise validasyon eğrisidir. Benzer Ģekilde açık turuncu renkli grafik kayıp 
eğrisi, koyu turuncu grafik kayıp eğrisinin yumuĢatılmıĢ hali, kesik çizgili grafik ise 
validasyon eğrisidir. 
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ġekil 4.1 Eğitim grafiği 
 
Sistemin validasyonu için kullandığı görüntülerden rastgele 4 tanesine dair 
sınıflandırma sonucu ve yüzdelik oranları, eğitim iĢlemi tamamlandıktan sonra 
ġekil 4.2’de gösterildiği gibi ekrana yansıtılmıĢtır. 
 
 
ġekil 4.2 Veri setinden rastgele seçilen 4 görüntünün sınıflandırılması 
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ġekil 4.3’te ise veri setindeki rastgele 20 görüntünün sistem tarafından yapılan en 
yüksek sınıflandırma yüzdesi gösterilmektedir. 
 
 
 
ġekil 4.3 Veri setinden rastgele seçilen 20 görüntünün sınıflandırılması 
 
Elde edilen yüksek doğruluk sonrasında gerçek görüntüler üzerinde ġekil 4.4’te 
gösterildiği gibi manuel denemeler yapılmıĢtır. Elde edilen sınıflandırma sonuçları 
ġekil 4.5’te yer almaktadır. 
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ġekil 4.4 Görüntü üzerindeki manuel denemeler 
 
 
 
ġekil 4.5 Manuel denemelerin sınıflandırma sonuçları 
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ESA algoritması, ilk görüntüyü %99,97 oranında daralma, %0,03 oranında sağlıklı 
ve %0,001 oranında arka plan olarak, ikinci görüntüyü %99,95 oranında arka plan, 
%0,05 oranında sağlıklı ve %0,001 oranında daralma, üçüncü görüntüyü ise 
%69,17 oranında sağlıklı, %30,80 oranında daralma ve %0,03 oranında arka plan 
olarak doğru Ģekilde sınıflandırmıĢtır. 
 
ESA algoritmasındaki katmanlarda yer alan her bir düğüm, birbirine ağırlık diye 
tanımlanan ve -1 ile +1 arasında değiĢen sabit sayılar ile bağlamaktadır. Gizli 
katmanlarda yer alan bu düğümler, eğitim esnasında çıkarılan özellik haritalarının 
birbirlerine belirli ağırlıklar ile bağlanmakta ve sınıflandırma amacıyla etiketlenmiĢ 
veriler ile tahminlerin eĢleĢmesini sağlamaktadır. EĢleĢmenin doğruluğunu 
yükseltmek için bu ağırlıklar eğitim süresince ġekil 4.6’da gösterildiği gibi sürekli 
olarak değiĢtirilerek optimum hale getirilmektedir. 
 
 
ġekil 4.6 Ağırlık-Hata Grafiği 
 
Optimum hale getirilen sisteme, gerçek bir görüntü sınıflandırılmak üzere girdi 
verisi olarak verildiğinde, görüntü üzerinde eğitim sonucu oluĢturulan farklı özellik 
haritalarına benzerliği değerlendirilir ve her bir özelliğin ağırlığının ortalaması 
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alınarak ilgili görüntü ile ilgili tahmin değeri hesaplanmıĢ olur. ġekil 4.7’de 
gösterilen sınıflandırma katmanında, kalın çizgilerin ağırlık katsayısının yüksek, 
ince çizgilerin ise düĢük olduğu görselleĢtirilmiĢ ve girdi verisinin 
sınıflandırılmasına dair sonucun bu ağırlıkların ortalama göre hesaplandığı temsili 
olarak gösterilmiĢtir. 
 
 
 
ġekil 4.7 Sınıflandırma Sonucu 
 
Sistemin ağırlıkları, dıĢarıdan müdahaleye uygun değildir. Bu sebeple, ESA bir 
kara kutu olarak tanımlanabilir. Sistemin doğruluğunu artırmak amacıyla ağırlıklara 
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dıĢarından müdahale yapılması, tüm sistemin yanlıĢ çalıĢmasına sebep 
olabilmektedir. 
 
Bir sonraki adımda, sistemi otomatik hale getirerek denemeler yapmak üzere B-
ESA mimarisine benzer Ģekilde bir algoritma tasarlanmıĢtır. Bu tasarım, 50x50 
boyutunda bir pencerenin, tüm görüntüyü ve kesilen 50*50 boyutundaki her 
görüntünün ESA tarafından sınıflandırılması esasına dayanmaktadır.  
 
Yapılan denemelerde, örnek olarak 500x500 piksel boyutunda bir görüntünün 5 
adım değerli 50x50 boyutundaki pencere ile ġekil 4.8’de gösterildiği gibi taranması 
durumunda yatayda 90 kare ((500-50)/5) ve dikeyde de 90’ar kare olmak üzere 
8100 parçaya ayrılması ve her bir parçanın ESA tarafından sınıflandırılması, 
sürecin oldukça uzun zaman almasına neden olmaktadır. 
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ġekil 4.8 Görüntünün taranması 
 
Ġlk denemelerde adım 50 olarak belirlenmiĢ ve örtüĢme olmadan görüntünün her 
bir karesi 1 kere sınıflandırılmıĢtır. Ancak bu yöntem sonrasında daralma olan 
bölgenin pencere içerisinde kalmama ihtimaline bağlı olarak daralmanın tespit 
edilememesi problemi ile karĢılaĢılmıĢtır. Bu sebeple pencerenin adım değeri 
azaltılarak görüntünün tamamının değerlendirildiğinden emin olunmuĢtur. 
 
Bu sebeple adım değeri ile ilgili denemeler yapılmıĢ ve 25 olarak belirlenmiĢ olup 
adım değerinin azaltılması ile görüntünün tamamının değerlendirildiğinden emin 
olunarak daralmaların uygun bir Ģekilde tespit edilmesine olanak sağlanmıĢtır. 
 
Literatürde yer alan örnekler ve veri setimize uygun Ģekilde tasarlanan eğitim 
katmanları ile yapılan eğitim sonucunda elde edilen en yüksek doğruluk oranı 
%94,84’e ulaĢmıĢtır. 
 
Veri setinde 3 farklı etiket adı ile yer alan görüntüler ESA tarafından 
sınıflandırılırken 3 sınıf için ihtimal hesaplanmakta ve en yükseği doğru sınıf olarak 
kabul edilmektedir. Görüntülerin sınıflandırılmasına dair yapılan analizde; 
 Yalnızca daralma olan görüntüler sınıflandırılmıĢ ve 2555 görüntünün 
%95,30’u daralma olarak sınıflandırılmıĢtır. Her bir görüntü için 3 sınıfa ait 
hesaplanan ihtimal ortalamalarına bakıldığında %92,66 daralma, %7,29 
sağlıklı ve %0,05 arka plan olarak sınıflandırdığı, 
 Yalnızca sağlıklı görüntüler sınıflandırılmıĢ ve 1784 görüntünün %91,31’i 
sağlıklı olarak sınıflandırılmıĢtır. Her bir görüntü için 3 sınıfa ait hesaplanan 
ihtimal ortalamalarına bakıldığında %85,31 sağlıklı, %14,66 daralma ve 
%0,02 arka plan olarak sınıflandırdığı, 
 Yalnızca arka plan görüntüler sınıflandırılmıĢ ve 2120 görüntünün %100’ü 
arka plan olarak sınıflandırılmıĢtır. Her bir görüntü için 3 sınıfa ait 
hesaplanan ihtimal ortalamalarına bakıldığında %99,86 arka plan, %0,14 
sağlıklı ve %0,002 daralma olarak sınıflandırdığı, 
görülmüĢtür. ġekil 4.9’da dağımlar özet halinde verilmiĢtir. 
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ġekil 4.9 Sınıflandırma dağılımları 
 
Algoritmanın arka plan ile damarları %100 baĢarı ile birbirinden ayırdığı 
görülmüĢtür. Daralma olan damar ile sağlıklı damarları birbirinden ayırt etme 
konusunda da oldukça yüksek doğrulukta olduğu görülmektedir. Ancak, daralma 
olarak sınıflandırılan görüntüler içerisinde 1 tane arka plan olarak sınıflandırılmıĢ 
görüntü dikkat çekmiĢtir. YanlıĢ sınıflandırılan bu görüntü ġekil 4.10’da yer 
almaktadır. 
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ġekil 4.10 YanlıĢ sınıflandırılan görüntü 
 
Bu görüntü, veri çoğaltma teknikleri doğrultusunda daralma olan görüntünün 
rastgele bir bölümüne odaklanılarak elde edilmiĢ bir görüntüdür. Adım değerine 
bağlı olarak pencere pozisyonunun anjiyografi görüntüsündeki daralma olan 
bölgeye ġekil 4.10’daki gibi denk gelmesi ihtimali göz önünde bulundurularak veri 
setine benzer yüzlerce görüntü eklenmiĢtir.  
 
Daralma görüntülerinde sağlıklı olarak yanlıĢ sınıflandırılan görüntülerden rastgele 
6 tanesi ġekil 4.11’de verilmiĢtir. Sağlıklı olarak sınıflandırılan görüntülerin 
oranlarının %70 civarında olduğu görülmüĢ olup hata sebebinin bir önceki 
paragrafta açıklanan veri çoğaltma tekniğinden kaynaklandığı düĢünülmektedir. 
 
 
 
ġekil 4.11 YanlıĢ sınıflandırılan daralma görüntüleri 
 
Sağlıklı görüntülerde daralma olarak yanlıĢ sınıflandırılan görüntülerden rastgele 6 
tanesi ġekil 4.12’de verilmiĢtir. Daralma olarak sınıflandırılan görüntülerin ihtimal 
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ortalamasının yine %70 civarında olduğu görülmüĢ olup hata sebebinin kıvrımlı 
kısımların bölütlenmesi sonucunda daralmaya benzer yapıların oluĢmasından 
kaynaklandığı düĢünülmektedir. 
 
 
 
ġekil 4.12 YanlıĢ sınıflandırılan sağlıklı görüntüler 
 
Bu görüntülerin daha detaylı analizi, yanlıĢ değerlerin veri setinden elimine 
edilmesi ve veri setinin geniĢletilmesi ile sistemin doğruluk oranının yükseltilmesi 
mümkün olacaktır. 
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5. TARTIġMA VE ÖNERĠLER 
 
ESA mimarisinin, görüntü analizinin baĢarısı ve klinik olarak daha zor problemleri 
çözme potansiyeli olan bir konsept olduğu kanıtlanmıĢtır. Anjiyografi 
görüntülerindeki stenoz tespit algoritmasının klinik olarak yararlı olması için 
doğruluğunun %100’e yakın bir seviyede olması gerekmektedir. Bunu 
baĢarabilmek için daha fazla veri ile çalıĢma yapılması ve sonrasında etik kurallar 
çerçevesinde gerçek uygulama ortamında klinik araĢtırması yapılarak güvenli ve 
etkin olduğunun ispat edilmesi gerekmektedir. Uluslararası alanda ya da 
ülkemizde skorlanmıĢ anjiyografi görüntülerinin bulunduğu açık kaynak veya sınırlı 
eriĢimi olan bir veri tabanı bulunmamaktadır. Daha fazla veri ile yapılan çalıĢmalar 
sonucunda gerçek zamanlı bir tespit sistemi geliĢtirilebilir. Bu çalıĢmalar, disiplinler 
arası iĢbirliği gerektiren zorlu süreçlerdir. Bu zorlukları baĢarılı bir Ģekilde 
aĢabilmek için öncelikle geliĢtirilmesi planlanan sistemin kullanılacağı alana iliĢkin 
problemin ve beklentinin doğru tespit edilmesi gerekmektedir. Bu nedenle, 
mühendisle ve sağlık profesyonellerinin iĢ birliği içinde ilerlemesi büyük avantaj 
sağlayacaktır. 
 
Sağlık ihtiyaçlarının dünyada ve ülkemizde gün geçtikçe artıĢ göstermesi 
nedeniyle, ESA mimarisi kullanılarak teĢhise yardımcı sistemlerin geliĢtirilmesi 
günümüzde oldukça popüler bir alan olarak öne çıkmaktadır. Bu alanda yapılacak 
çalıĢmalar neticesinde alınacak en değerli çıktı sağlık hizmetlerinin sunumunun 
kalitesinin artmasıdır. Bir hastalığın teĢhis edilmesinde en önemli etken olan hekim 
tecrübesini kompanse etmenin yanında, günümüzde evde bakım hizmetlerinin 
yaygınlaĢması neticesinde hastaların uzaktan takibinde alınan sağlık verilerinin 
analiz edilerek erken teĢhis konusunda da önemli geliĢmeler sağlanacaktır. 
 
Bu kapsamda, klinik olarak faydalı olma potansiyeli olan bu yazılım, Avrupa Birliği 
(AB) üye ülkelerinde yürürlükte olan ve Ülkemizde de AB’ye üyelik sürecinde 
uyumlaĢtırılan Tıbbi Cihaz Yönetmeliği [76]  kapsamında bir ürün olarak 
değerlendirilebilir. Bu yönetmelik ile tıbbi cihaz yönetmelikleri kapsamında 
piyasaya arz edilecek ürünlerin karĢılaması gereken gereklilikler belirlenmiĢtir. 
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Ġlgili yönetmelikte tıbbi cihazlar, Ġnsanda kullanıldıklarında aslî fonksiyonunu 
farmakolojik, immünolojik veya metabolik etkiler ile sağlamayan fakat 
fonksiyonunu yerine getirirken bu etkiler tarafından desteklenebilen ve insan 
üzerinde; 
1) Hastalığın tanısı, önlenmesi, izlenmesi, tedavisi veya hafifletilmesi ya da 
2) Yaralanma veya sakatlığın tanısı, izlenmesi, tedavisi, hafifletilmesi veya 
mağduriyetin giderilmesi ya da 
3) Anatomik veya fizyolojik bir iĢlevin araĢtırılması, değiĢtirilmesi veya 
yerine baĢka bir Ģey konulması veyahut 
4) Doğum kontrolü 
amacıyla kullanılmak üzere imal edilmiĢ, tek baĢına veya birlikte kullanılabilen, 
imalatçısı tarafından özellikle tanı ve/veya tedavi amaçlı kullanılmak üzere imal 
edilmiĢ ve tıbbi cihazın amaçlanan iĢlevini yerine getirebilmesi için gerekli olan 
yazılımlar da dahil, her türlü araç, alet, teçhizat, yazılım, aksesuar veya diğer 
malzemeler‖ Ģeklinde tanımlanmaktadır. 
 
Bu tanımdan anlaĢıldığı üzere, hastalığın tanısı amacıyla kullanılan bir yazılım 
tıbbi cihaz olarak değerlendirilmektedir. Bu aĢamadan sonra yazılımın risk sınıfının 
belirlenmesi gerekmektedir. 
 
Tıbbi cihazlar; cihazlarla iliĢkili potansiyel riskler dikkate alınarak insan vücuduna 
olan etkisine dayanan bir risk tabanlı sınıflandırmaya tabi tutulmakta olup risk 
tabanlı yaklaĢımda cihazların risk seviyeleri belirlenirken uygulama yeri, vücuda 
temas süresi, invazivlik derecesi, lokal-sistemik etki vb. kriterler göz önünde 
bulundurulur. Bu doğrultuda Tıbbi Cihaz Yönetmeliği kapsamındaki cihazlar, 
kullanım amaçları ve yapıları gereği barındırdıkları riskler dikkate alınarak sınıf I, 
sınıf IIa, sınıf IIb ve sınıf III olmak üzere dört risk sınıfına ayrılmaktadır. Bu risk 
sınıflarının belirlenmesine dair kurallar, ilgili yönetmeliğin Ek IX sınıflandırma 
kuralları altında ele alınmıĢtır. Sınıflandırma bölümü altındaki Kural 10 
incelendiğinde, teĢhis amaçlı aktif cihazlar Sınıf IIa’da yer alır ifadesi yer 
almaktadır. Tanımlar kısmında ise tek baĢına tıbbi cihaz olan yazılımlar aktif tıbbi 
cihaz sayılmıĢtır. Bu sebeple geliĢtirilen yazılımın, sınıf IIa tıbbi cihaz olması 
gerektiği kanaatine varılmıĢtır. 
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Bu risk sınıfında bir ürünün piyasaya arz edilebilmesi için öncelikle ülkemizin veya 
AB üye ülkelerinin tıbbi cihaz alanında yetkili otoritelerinin yetkilendirdiği 
OnaylanmıĢ KuruluĢlar tarafından bir uygunluk değerlendirme iĢleminden 
geçirilmesi gerekmektedir. 
 
Yönetmeliğin ve ilgili standartların Ģartları sağlandığı takdirde ürüne CE iĢareti 
iliĢtirilebilmekte ve tüm AB üye ülkelerinde serbestçe satılabilmektedir. Bu süreçler 
uzun zaman alacağından konu hakkında çalıĢan araĢtırmacıların bu hususları göz 
önünde bulundurarak çalıĢma takvimi oluĢturması yararlı olacaktır. 
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