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ABSTRACT
The purpose of this short note is to consider multi-variate Hasse-Schmidt derivations
on exterior algebras and to show how they easily provide remarkable identities,
holding in the algebra of square matrices, which generalise the classical theorem of
Cayley-Hamilton.
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1. Introduction
1.1. The main goal of this paper is to propose a new notion of traces of an n-tuple of
endomorphisms of an n-dimensional vector space relying on the notion of multivariate
Hasse–Schmidt (HS) derivation on an exterior algebra. We apply this notion to prove a
Cayley-Hamilton (CH) like identity holding for n-tuples of endomorphisms (Theorem
4.8). It gives back the classical CH theorem for n = 1.
HS-derivations on an exterior algebra were defined years ago by Gatto in [1] and
further developed in [2], up to the most recent applications as in [3,4]. See also the
book [5] for a systematic presentation.
If V is an n-dimensional vector space, a HS–derivation on the exterior algebra∧
V of V is a map D(z) :
∧
V →
∧
V JzK such that D(z)(u ∧ v) = D(z)u ∧ D(z)v.
As remarked in the quite recent preprint [6], if D1(z1), . . . ,Dk(zk) (k > 1) are HS-
derivations, their product is a multivariate HS-derivation in the sense of this paper,
namely an EndK(
∧
V )-valued formal power series in the n > 1 indeterminates z :=
(z1, . . . , zn), with coefficients in EndK(
∧
V ), but of a very special kind with respect
to those considered here.
More precisely (see Definition 3.2), a multivariate HS-derivation on
∧
V is an
EndK(
∧
V )-valued formal power series
D(z) :=
∑
i∈Nn
Diz
i,
f.bahadori.khalili@gmail.com
such that D(z)(u ∧ v) = D(z)u ∧ D(z)v. For n = 1 and z := z1, this is evidently [1,
Definition 2.1]. The purpose of this note is then to extend some elementary properties,
holding for univariate HS-derivations on exterior algebras, to the multivariate ones.
Special emphasis will be put on what in [1] and [2,3,5] is referred to as integration by
parts (see Proposition 3.9). In particular, we will learn how to attach scalars, that we
think appropriate to call traces, to a finite sequence of endomorphisms. This in turn
generalises the main result of [4].
1.2. A quick description of our main result follows. Let φ := (φ1, . . . , φn) ∈ EndK(V )
n
be an ordered n-tuple of endomorphisms of V . By Proposition 3.6, there is one and
only one multivariate HS–derivation
D(z) =
∑
i∈Nn
(−1)|i|Diz
i,
such that D(z)|V = 1− (φ1z1 + · · · + φnzn). The i–trace τi(φ) is the scalar defined by
τi(φ)ξ = Diξ,
where ξ is any non zero element of
∧n V . If n = 1, then τ(i)(φ) are precisely the traces
as defined in [4], which in turn coincide with the coefficients of the characteristic
polynomial det(t · idV − φ) of φ (e.g. τ(n) is the determinant). For example, if A =
(aij) and B = (bij) are 2 × 2 matrices thought of as endomorphisms of K
2, then
τ(0,0)(A,B) = 1, τ(1,0)(A,B) = tr(A) = a11 + a22, τ(0,1)(A,B) = tr(B) = b11 + b22,
τ(2,0)(A,B) = det(A), τ(0,2)(A,B) = det(B) and, finally
τ(1,1)(A,B) =
∣∣∣∣a11 b12a21 b22
∣∣∣∣+
∣∣∣∣b11 a12b21 a22
∣∣∣∣ .
Clearly τi(φ) = 0 for all i such that |i| ≥ i + 1. See Example 5.1 for the explicit
expression of all the traces τ : N3 → K of triples of 3× 3 matrices.
The notion of i–trace enables us to state the following:
MAIN THEOREM 4.8. For all n-tuples of endomorphisms of V , the identity:
n∑
k=0
(−1)k
1
k!
∑
σ∈Sn
τeσ(1)+···+eσ(k)(φ) · (φσ(k+1) ◦ . . . ◦ φσ(n)) = 0,
holds for all φ ∈ EndK(V )
n, where (e1, . . . , en) denotes the canonical basis of Z
n and
Sn the symmetric group on n letters.
By their very definition, the scalars τi(φ) are invariants of φ, i.e. they are attached
to the endomorphisms themselves and not to the particular bases one uses to repre-
sent them. This fact can be easily checked by hand, namely: the traces of n-tuples
of matrices only depend on their conjugacy classes. The practical output is that the
multi–dimensional array (τi(φ)) can be computed in terms of matrix products upon
replacing each φi by its matrix with respect to a fixed K-basis. In particular we have
Corollary. For all ordered n-tuples of K-valued n×n matrices A = (A1, . . . , An), the
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following identity holds:
n∑
k=0
(−1)k
1
k!
∑
σ∈Sn
τeσ(1)+···+eσ(k)(A) · (Aσ(k+1) · · ·Aσ(n)) = 0,
where τi(A) denotes the trace of the n-tuples of matrices thought of as endomorphisms
of Kn.
A few comments are in order. First of all, if A1 = · · · = An = A, and provided
we are in characteristic zero, the theorem gives back the Cayley–Hamilton identity,
according to which each matrix is a root of its own characteristic polynomial. Secondly,
as mentioned at the very beginning of this introduction, the theorem can be related to
some trace identity relations as in [7] and it would be interesting to see how much of
the formalism of the present paper can be generalized to deal with the more general
situations studied there. As a matter of example, if (A,B) ∈ (K2×2)2 are as above,
comparing the coefficients of z21 in the integration by parts formula, one obtains the
identity
tr(A2) + 2det(A)− tr(A)2 = 0,
which is evidently true if A is diagonal.
1.3. The Main Theorem also suggests a number of amusing corollaries. Denote by
Ci(A) the i-th column of a matrix A. Then our main result shows that the bilinear
map ⋆ : K2×2 ×K2×2 → K given by
A ⋆ B = AB − a11B − b22A+ det(C1(A), C2(B))12×2
is skew symmetric, i.e.,
A ⋆ B +B ⋆ A = 0. (1)
An easy check shows however that (K2×2, ⋆) is not a Lie algebra. Putting A = B one
obtains
0 = A ⋆ A = 2 ·
(
A2 − tr(A)A + det(A)12×2
)
= 0
that explains in which sense formula (1) generalises Cayley-Hamilton theorem for 2×2
matrices, as announced.
Similarly, let A = (A,B,C), where A = (aij), B = (bij), C = (cij) are 3× 3 matrices.
Then the tri-linear map K3×3 ×K3×3 ×K3×3 → K3×3 defined by
A ⋆ B ⋆ C = ABC
− a11BC − b22CA− c33AB
+ (a11b22 − a21b12)C + (b22c33 − b32c23)A+ (a11c33 − a31c13)B
− det(Ae1, Be2, Ce3)13×3
is skew-symmetric (Cf. Example 5.3), i.e.,
s(A) ⋆ s(B) ⋆ s(C) = (−1)|s|A ⋆ B ⋆ C
3
for all bijections s : {A,B,C} → {A,B,C}, where by |s| we have denoted the sign of
the permutation. Again A ⋆ A ⋆ A = 0 phrases the content of the Cayley–Hamilton
theorem for 3× 3 matrices.
1.4. Some work concerning the study of the properties of the function τφ : N
n → K,
associating to each multi-index i ∈ Nn the multidimensional matrix of their traces,
is in progress. Especially we are guessing applications to the theory of the generic
linear PDEs with constant coefficients, in the same fashion as in the paper [8], and to
the generalisation of the formalism proposed in [3,5], to produce more general kinds of
vertex operators, naturally associated to multivariate HS–derivations of a more general
nature than the very special ones already dealt with in [6].
1.5. The paper is organized as follows. In Section 2, we recall some preliminaries on
HS–derivations on exterior algebras, as in e.g. [1,5], to keep this note as self contained as
possible. We also recall, in this section, the statement of [4, Theorem 2.3] concerning
a Cayley–Hamilton vanishing theorem holding on the exterior algebra of a vector
space. Section 3 sets a minimum of foundational material regarding multi-variate HS–
derivations, putting again a special emphasis on the integration by parts formula.
Section 4, instead, gathers together the main definitions, lemmas and propositions
recalled up to then, enabling us to formulate and prove the Main Theorem 4.8. A
few applications and examples, with the purpose of making our main result concrete
and explicit, are listed in Section 5. These examples may also suggest to the reader
how to prove the Theorem 4.8 in special cases and also served us as main sources of
experiments.
2. Preliminaries and Notation
The main general references for this section, where the interested reader can find the
omitted details, are [3, Section 2] and/or [5].
Let V be a vector space of dimension n over a field K, and let (u1, · · · , un) be one
K-basis. We denote by
∧
V the exterior algebra of V . It is a direct sum
⊕
j≥0
∧j V
of exterior powers of V . Recall that
∧0
V = K while, if j > 0, the vector space
∧j
V
has a basis ui1 ∧ · · · ∧ uij with i1 < i2 < · · · < ik. If γ ∈ Sj, the symmetric group of
{1, 2, · · · , j}, then ui1 ∧ · · · ∧ uij = sgn(γ)uiγ(1) ∧ · · · ∧ uiγ(j) .
Let
∧
V JzK be the
∧
V -valued formal power series with its natural algebra structure.
2.1 Definition. (See [1, Definiton 2.1]). A HS–derivation on the exterior algebra
∧
V
is a K-linear map D(z) :
∧
V −→
∧
V JzK, such that for u, v ∈
∧
V
D(z)(u ∧ v) = D(z)u ∧ D(z)v. (2)
We shall write D(z) in the form
∑
i≥0
Diz
i, where Di ∈ EndK(
∧
V )JzK.
2.2 Proposition. Let D(z) ∈ EndK(
∧
V ) such that D(z) · D(z) = 1. Then it is a
HS–derivation, said to be the inverse of D(z).
If D0 is invertible in EndK(
∧
V )JzK, then D(z) is invertible in
∧
V JzK. We shall
write D(z) =
∑
i≥0
Diz
i and D(z) =
∑
i≥0
(−1)iDiz
i, with Di,Di ∈ EndK(
∧
V ).
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2.3. Let HS(
∧
V ) be the set of all HS–derivations on
∧
V . It is easily seen that the
invertible HS–derivations on
∧
V form a group under composition. Formula (2) is
equivalent to the fact that each Di satisfies the Leibniz rule, i.e for all u, v ∈
∧
V [1,
Proposition 4.1.5]
Di(u ∧ v) =
i∑
k=0
Dku ∧Di−kv.
2.4 Proposition. Let f ∈ EndK(V ) and let f(z) =
∑
i≥0
(−1)if izi : V → V JzK. Then
there is a unique HS-derivation Df (z) ∈ HS(
∧
V ) such that Df (z)|V = f(z).
Proof. The proof of [5, Page 68] will be generalised to the multivariate case in the
Proposition 3.6 below.
2.5. Within the same situation of Proposition 2.4, denote by D
f
(z) the inverse of
Df (z). For each i ≥ 0, let ei be the eigenvalue of D
f
i thought of as an element of
EndK(
∧n
V ).
2.6 Theorem ([4]). If f ∈ EndK(V ) and D(z) is the corresponding HS–derivation
on
∧
V , then the equality
Dfn − e1D
f
n−1 + · · · + (−1)
nen1 = 0, (3)
holds in EndK(
∧
V ).
Equality (3) above implies the classical theorem by Cayley and Hamilton, by re-
stricting to V , i.e.
0 = (Dfn − e1D
f
n−1 + · · ·+ (−1)
nen1)|V = f
n − e1f
n−1 + · · · + (−1)enf = 0.
Indeed, one can easily check that the eigenvalues of D
f
|
∧
n V are precisely the coefficients
of the characteristic polynomial of f .
3. Multivariate HS–derivations on
∧
V
3.1. Let
∧
V JzK :=
∧
V Jz1, · · · , znK be the algebra of formal power series in n formal
variables z := (z1, · · · , zn) with values in the exterior algebra of the n-dimensional K-
vector space V . If i := (i1, . . . , in) ∈ Z
n is an n-tuple of non negative integers, we write
zi = zi11 · · · z
in
n and |i| = i1 + · · · + in, in such a way that D(z) =
∑
i∈Ni(−1)
|i|Di · z
i.
3.2 Definition. An n–multivariate HS–derivation is an algebra homomorphism
D(z) :
∧
V −→
∧
V Jz1, · · · , znK
in the sense that for every u, v ∈
∧
V , D(z)(u ∧ v) = D(z)u ∧D(z)v.
Denote by HSn(
∧
V ) the set of all n–multivariate HS–derivations on
∧
V . Each
5
element D(z) ∈ HSn(
∧
V ) can be written as
D(z) =
∑
i
Diz
i, Di ∈ EndK(
∧
V ).
3.3. The product
D(z)E(z) =
∑
D(z)Eiz
i,
where
D(z)Ei =
∑
j
(
Dj ◦ Ei
)
zj ,
makes HSn(
∧
V ) into a multiplicative monoid. The identity is the identity map of
∧
V
thought of as a constant HS-derivation. Moreover, if D(z) and E(z) are in HSn(
∧
V ),
then D(z)E(z) is an element of HSn(
∧
V ), because for all u, v ∈
∧
V :
D(z)E(z)(u ∧ v) = D(z)
∑
l
∑
i+j=l
(
Eiu ∧ Ejv
)
zl
=
∑
l
∑
i+j=l
D(z)Eiu · z
i ∧ D(z)Ejv · z
j
= D(z)E(z)u ∧ D(z)E(z)v.
(4)
The next lemma basically says that the coefficients of a multivariate HS–derivation
on
∧
V behave as partial derivatives in ordinary calculus.
3.4 Lemma. Let D(z) =
∑
iDiz
i ∈ EndK(
∧
V )JzK. Then the equalities below are
equivalent.
(1) D(z)(u ∧ v) = D(z)u ∧ D(z)v.
(2) Di(u ∧ v) =
(∑
j+l=iDju ∧Dlv
)
zi.
Proof. (1) ⇒ (2) is clear since (1) means
D(z)(u ∧ v) =
∑
j
Dju · z
j ∧
∑
l
Dlv · z
l.
Thus, the coefficient of zi in the right hand side of (1) is precisely
∑
j+l=i
Dj(u)∧Dl(v).
Conversely, if (2) holds one has
D(z)(u ∧ v) =
∑
i
Di(u ∧ v)z
i =
∑
i
( ∑
j+l=i
Dju ∧Dlv
)
zi
=
∑
i
( ∑
j+l=i
Dju · z
j ∧Dlv · z
l
)
= D(z)u ∧ D(z)v.
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3.5 Example. Let (e1, . . . , en) be the canonical basis of Z
n. It is easy to see that for
every 0 ≤ k ≤ n, the component Dek := D(0,...,1,...,0) (1 as k-th entry) is the coefficient
of zk. Each Dek is a usual derivation of the exterior algebra.
The following generalises [4] in case n = 1.
3.6 Proposition. Let f(z) =
∑
i∈Nn fiz
i : V → V JzK be an EndK(V )-valued formal
power series. Then there is a unique multivariate HS-derivation Df (z) on
∧
V such
that Df (z)|V = f(z).
Proof. For all k ≥ 0, define the multilinear map

V ⊗ · · · ⊗ V︸ ︷︷ ︸
k times
−→
∧k V JzK
v1 ⊗ · · · ⊗ vk 7−→ f(z)v1 ∧ · · · ∧ f(z)vk
(5)
Thus, besides being clearly K-multi-linear, the map (5) is also alternating. The univer-
sal property of the exterior powers implies that it factorises uniquely through a map
Dk,f(z) :
∧k V → ∧k V JzK. This provides the map Df (z) ∈ HSn(∧V ). Indeed, any
u ∈
∧
V is a finite linear combination of homogeneous decomposable elements of the
form u1 ∧ · · · ∧ uk. It is then enough to define D
f (z) for all the elements of this form,
what we do as follows:
D(z)(v1 ∧ · · · ∧ vk) = f(z)v1 ∧ · · · ∧ f(z)vk.
This proves the existence, while the uniqueness is a straightforward exercise.
3.7. If Df(0,···0) is invertible, then D
f (z) is invertible in EndK(
∧
V )JzK. We write the
inverse in the form
D
f
(z) =
∑
k≥0
∑
|i|=k
(−1)kD
f
i z
i.
Clearly D
f
(0,...,0) = D
f
(0,...,0) and an easy check provides the equality D
f
ek
= Dfek holding
for all k ≥ 0. The following is just a rephrasing of [5].
3.8 Proposition. The inverse D(z) of the HS–derivation D(z) is a HS–derivation.
Proof. Using equation (4), for every u, v ∈
∧
V , we have
D(z)(u ∧ v) = D(z)(D(z)D(z)u ∧ D(z)D(z)v) = D(z)u ∧D(z)v.
Therefore, D(z) ∈ HSn(
∧
V ).
3.9 Proposition (Integration by parts). The following formulas hold for every u, v ∈∧
V :
D(z)u ∧ v = D(z)(u ∧ D(z)v),
7
D(z)u ∧ v = D(z)(u ∧ D(z)v). (6)
Proof. It is straightforward and works exactly the same as in [5, Proposition 4.1.9].
3.10. From the fact that each v ∈
∧k V is a finite linear combination of elements of
the form vi1 ∧ vi2 ∧ · · · ∧ vik , where vij ∈ V , and
D(z)(vi1 ∧ vi2 ∧ · · · ∧ vik) = D(z)vi1 ∧ · · · ∧ D(z)vik ,
it follows that D(z) is uniquely determined by its restriction D(z)|V : V −→
∧
V JzK to
the first degree of the exterior algebra. In this note we shall stick to the case in which
D(z) is homogeneous of degree 0 with respect to the exterior algebra graduation, i.e.,
each coefficient of D(z) maps
∧k V to itself. In this case D(z)|V ∈ EndK(V )JzK. In the
sequel we shall construct a relevant homogeneous multivariate HS-derivation of degree
0.
4. Traces of n-tuples of endomorphisms and the main result
4.1. Let φ := (φ1, . . . , φn) be an ordered k-tuple of endomorphisms of our fixed n-
dimensional K-vector space V . Because of Proposition 3.6, there exists a unique mul-
tivariate HS–derivation D(z) :=
∑
i∈Ni(−1)
|i|Di · z
i :
∧
V →
∧
V JzK such that
D(z)|V = 1− (φ1z1 + · · · + φnzn). (7)
4.2 Proposition. For all u ∈
∧k V , D(z)u ∈ ∧V [z]. More precisely, it is a polyno-
mial in the indeterminates (z1, · · · , zn) of degree at most k.
Proof. We use induction on the degree k of the exterior algebra. For k = 1, we have
D(z)u = u− φ1(u)z1 − · · · − φn(u)zn,
which is a polynomial of degree one in the indeterminates z1, . . . , zn. Suppose the
property holds true for all 1 ≤ l < k and u ∈
∧k V . Without loss of generality,
one may assume u homogeneous of the form u1 ∧ u2, where u1 ∈
∧1 V = V and
u2 ∈
∧k−1 V . Thus
D(z)u = D(z)(u1 ∧ u2) = D(z)u1 ∧ D(z)u2.
Since D(z)u1 is a polynomial of degree one and, by the inductive hypothesis, D(z)u2
is a polynomial of degree at most k−1, it follows that D(z)u is a polynomial of degree
at most k.
4.3 Corollary. For all i ∈ Nn such that |i| > j, Di|
∧
j V
= 0. In other words
|i| > j ⇒
j∧
V ⊂ ker(Di).
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Proof. Let u ∈
∧j V . Then we know Diu is the coefficient of zi in D(z)u. Now if
|i| > j, by Proposition (4.2) the coefficient of zi in D(z)u is zero.
4.4 Definition. The i-trace of an n-tuple of endomorphisms φ on V is the scalar
τi(φ) defined through the equality
τi(φ) · ξ = Diξ, (8)
for each ξ 6= 0 ∈
∧n V .
In other words,
∧n V is an eigenspace of each Di with respect to the eigenvalue
τi(φ) ∈ K.
4.5 Example. Let V be a vector space of dimension 2 and φ := (φ1, φ2) be a pair
of endomorphisms of V . Let D(z) be the unique multivariate HS–derivation on
∧
V
such that D(z1, z2)|V = 1− φ1z1− φ2z2. It is invertible. Let D(z) =
∑
i∈N2 Diz
i be its
inverse. Then we have
D(z1, z2)(u, v) = D(z1, z2)u ∧ D(z1, z2)v
= (u− φ1uz1 − φ2uz2) ∧ (v − φ1vz1 − φ2vz2)
= u ∧ v − (φ1u ∧ v + u ∧ φ1v)z1 − (φ2u ∧ v + u ∧ φ2v)z2
+ (φ1u ∧ φ1v)z
2
1 + (φ2u ∧ φ2v)z
2
2 + (φ1u ∧ φ2v + φ2u ∧ φ1v)z1z1 + · · ·
The integration by parts formula (6) states that
D(z1, z2)(D(z1, z2)u ∧ v) = u ∧ D(z1, z2)v.
The coefficients of z1z2 in the right hand side is u ∧D(1,1)v, which is zero because of
Proposition 4.2. Thus the coefficient of z1z2 of the left hand side is zero, too. Explicitly:
D(1,1)u ∧ v −D(0,1)(D(1,0)u ∧ v)−D(1,0)(D(0,1)u ∧ v) +D(1,1)(u ∧ v) = 0,
which can be written
D(1,1)u ∧ v − τ(0,1)(φ)(D(1,0)u ∧ v)− τ(1,0)(φ)(D(0,1)u ∧ v) + τ(1,1)(φ)(u ∧ v) = 0.
Since τi(φ) ∈ K and because of the multilinearity of the wedge product, we get(
D(1,1)u− τ(0,1)(φ)D(1,0)u− τ(1,0)(φ)D(0,1)u+ τ(1,1)(φ)u
)
∧ v = 0.
i.e.
D(1,1)u− τ(0,1)(φ)D(1,0)u− τ(1,0)(φ)D(0,1)u+ τ(1,1)(φ)u = 0,
due to the arbitrary choice of v ∈ V .
From the fact that D(z) and D(z) are mutually inverses in
∧
V Jz1, z2K, a simple
computation, keeping into account the initial conditions, yields:
D(1,0) = φ1,D(0,1) = φ2,D(1,1) = φ1 ◦ φ2 + φ2 ◦ φ1
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Therefore, we have
φ1 ◦ φ2 + φ2 ◦ φ1 + τ(0,1)(φ)φ1 − τ(1,0)(φ)φ2 + τ(1,1)(φ)12×2 = 0. (9)
Let us see the explicit expression τ(i,j)(φ) in terms of the pair φ. We know that
D(1,0)(u ∧ v) = D(1,0)u ∧ v + u ∧D(1,0)v = φ1u ∧ v + u ∧ φ1v.
i.e. τ(1,0)(φ)(u ∧ v) = tr(φ1)(u ∧ v), according to the usual notion of trace of an endo-
morphism. Similarly
τ(0,1)(φ)(u ∧ v) = tr(φ2)(u ∧ v).
It is also easily seen that
D(1,1)(u ∧ v) = D(1,0)u ∧D(0,1)v +D(0,1)u ∧D(1,0)v = φ1u ∧ φ2v + φ2u ∧ φ1v,
from which
τ(1,1)(φ)(u ∧ v) = φ1(u) ∧ φ2(v) + φ2(u) ∧ φ1(v).
4.6 Example. Let A = (A1, A2) be matrices of the pair φ := (φ1, φ2) of Example 4.5,
with respect to some arbitrary basis (u, v) of V . If A1 and A2 are given by:
A1 =
[
a b
c d
]
and A2 =
[
α β
γ δ
]
,
then
τ(1,1)(φ)(u ∧ v) = [det(φ1u, φ2v) + det(φ1u, φ2v)] (u ∧ v)
=
(
det
[
a β
b δ
]
+ det
[
α b
γ d
])
(u ∧ v).
(10)
Also we have
τ(1,0)(φ)(u ∧ v) = tr(A1)(u ∧ v), τ(0,1)(φ)(u ∧ v) = tr(A2)(u ∧ v).
In case φ1 = φ2, and A is its matrix with respect to the basis (u, v) of V , formula (10)
shows that
τ(1,1)(φ) = 2det(A).
So in this case, the formula (9) becomes
2
(
A2 − tr(A)A + det(A)12×2
)
= 0,
which is the classical Cayley-Hamilton theorem.
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4.7 Remark. Let φ = (φ1, · · · , φk) ∈ EndK(V )
n as at the beginning of Section 4.1.
Let (u1, · · · , un) be a basis of V . It easily follows from Definition 4.4 that
τei1+···+eik (φ)(u1 ∧ · · · ∧ un) =∑
σ∈Sn
(−1)|σ| det
(
φi1uσ(1), · · · , φikuσ(k), · · · , uσ(n)
)
(u1 ∧ · · · ∧ un).
(11)
In particular, if Ai is the matrix of φi with respect to the chosen basis, and if A =
A1 = · · · = An, then τ(1,1,··· ,1)(φ) = n! det(A).
We pass now to state and prove the main result of this note.
4.8 Theorem. Let V and φ = (φ1, · · · , φk) as in 4.1. Then the following identity
holds
n∑
k=0
(−1)k
1
k!
∑
σ∈Sn
τeσ(1)+···+eσ(k)(φ) · (φσ(k+1) ◦ . . . ◦ φσ(n)) = 0, (12)
where by convention we set to
∑
σ∈Sn
φσ(1) ◦ · · · ◦ φσ(n) and τeσ(1)+···+eσ(n)(φ) the sum-
mands corresponding to k = 0 and k = n respectively.
Proof. Let D(z) :
∧
V →
∧
V JzK be the unique multivariate HS–derivation such that
D(z)|V = 1− φ1z1 − φ2z2 − · · · − φnzn.
Let D(z) be the inverse of D(z) in
∧
V JzK, whose restriction to V clearly is
D(z1, z2, . . . , zn)|V =
1
1− φ1z1 − φ2z2 − · · · − φnzn
= 1+ φ1z1 + · · · + φnzn + (φ1z1 + · · ·+ φnzn)
2 + · · ·
= 1+
∑
i≥1
(φ1z1 + · · ·+ φnzn)
i.
(13)
Let u ∈ V be an arbitrary non null vector. Integration by parts (6) gives
D(z1, . . . , zn)(D(z1, . . . , zn)u ∧ v) = u ∧ D(z1, . . . , zn)v. (14)
Corollary 4.3 implies that the coefficients of z1z2 · · · zn of the second member must be
zero, i.e., explicitly
D(z1, . . . , zn)(D(z1, . . . , zn)u ∧ v) = 0. (15)
Now the coefficients of the monomial z1z2 · · · zn occurring on the left hand side of (14)
are all of the form
(−1)kDei1+···+eik (Deik+1+···+einu ∧ v), (16)
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where (i1, . . . , ik, ik+1, . . . , in) is any bjection of the set {1, 2, . . . , n} such that ik+1 <
· · · < in. Fixing k ≥ 1, the sum of all terms like (16) occurring in (15) could be
uniformly written as
n∑
k=1
(−1)kDeσ(1)+···+eσ(k)(Deiσ(k+1)+···+eiσ(k)u ∧ v), (17)
with the effect that any expression (16) occurring only once in (15), occurs with
multiplicity k! in (17). So we have to divide by k! factorial to avoid redundance. It
follows that (15) implies
∑
σ
n∑
k=1
(−1)k
k!
Deσ(1)+···+eσ(k)(Deiσ(k+1)+···+eiσ(k)u ∧ v) = 0, (18)
where the first sum is over all σ ∈ Sn such that σ(k+1) < · · · < σ(n), whose cardinality
is precisely k!.
SinceDeσ(k+1)+···+eσ(n)u∧v ∈
∧n V , it is an eigenvector ofDeσ(1)+···+eσ(k) with respect
to the eigenvalue τeσ(1)+···+eσ(k)(φ) ∈ K. On the other hand Deσ(k+1)+···+eσ(n) is the
coefficient of zσ(k+1) · · · zσ(n) in (φ1z1+ · · ·+φnzn)
n−k, which is precisely (keeping into
account that the composition of endomorphisms is not commutative)∑
γ∈Sn−k
φγ(σ(k+1)) · . . . · φγ(σ(n)),
where we are thinking Sn−k precisely as the group of bijections of the set
{σ(k + 1), . . . , σ(n)}. Therefore, formula (18) can be rewritten as
0 =
n∑
k=0
(−1)k
k!
∑
σ∈Sn
τeσ(1)+···+eσ(k)(φ) · (φσ(k+1) ◦ · · · ◦ φσ(n)u ∧ v)
=
[
n∑
k=0
(−1)k
1
k!
∑
σ∈Sn
τeσ(1)+···+eσ(k)(φ) · φσ(k+1) ◦ · · · ◦ φσ(n)u
]
∧ v,
(19)
using the fact that τeσ(1),··· ,eσ(k)(φ) ∈ K and the multilinearity of the wedge product.
Since (19) holds for each choice of v ∈
∧n−1 V , formula (12) follows.
4.9 Corollary. For all ordered n-tuples of K-valued n×n matrices A = (A1, . . . , An)
the following identity holds:
n∑
k=0
(−1)k
1
k!
∑
σ∈Sn
τeσ(1)+···+eσ(k)(A) · (Aσ(k+1) · · ·Aσ(n)) = 0,
where τi(A) denotes the i-trace of the n-tuples of matrices thought of as endomorphisms
of Kn.
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5. Applications and Examples
5.1 Example. Let us consider the ordered triple A := (A,B,C), where A = (aij),
B = (bij), C = (cij) are 3 × 3 square matrices thought of as endomorphisms of K
3.
Let D(z) := DA(z1, z2, z3) :
∧
K
3 → (
∧
K
3)[z1, z2, z3] be the unique multivariate
HS-derivation on
∧
K
3 such that
D(z)|V = 1−Az1 −Bz2 − Cz3.
If 1 := e1 ∧ e2 ∧ e3, is the canonical basis of
∧3
K
3, one has
D(z)(e1 ∧ e2 ∧ e3) =
∑
i∈N3
Di(e1 ∧ e2 ∧ e3)z
i = D(z)e1 ∧ D(z)e2 ∧ D(z)e3
= (e1 −Ae1z1 −Be1z2 − Ce1z3) ∧ (e2 −Ae2z1 −Be2z2 −Ce2z3)
∧(e3 −Ae3 · z1 −Be3 · z2 − Ce3 · z3).
(20)
ThenDi(e1∧e2∧e3) is the coefficient of z
i in the right hand side of the expression (20).
For example D(2,1,0)(e1 ∧ e2 ∧ e3) is the coefficient of z
2
1z2, i.e., precisely:
D(2,1,0)(e1 ∧ e2 ∧ e3) = Ae1 ∧Be2 ∧Ae3 +Ae1 ∧Ae2 ∧Be3 +Be1 ∧Ae2 ∧Ae3.
In particular, using the definition of determinant of a matrix, one has
τ(2,1,0)(A) = det(Be1, Ae2, Ae3) + det(Ae1, Ae2, Be3) + det(Ae1, Be2, Ae3).
In the same fashion, one computes all the remaining traces τ(i1.i2,i3), which are zero
if i1 + i2 + i3 ≥ 4. The complete list follows, where tr(A) of a matrix A is the usual
ordinary trace computed as the sum of the elements of the first diagonal.
τ(0,0,0)(A) = 1,
τ(1,0,0)(A) = tr(A1), τ(0,1,0)(A) = tr(A2), τ(0,0,1)(A) = tr(A3)
and
∣∣∣∣∣∣
a11 b12 0
a21 b22 0
a31 b32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 0 b13
a21 1 b23
a31 0 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 a12 b13
0 a22 b23
0 a32 b33
∣∣∣∣∣∣
τ(1,1,0)(A) =
+
∣∣∣∣∣∣
b11 a12 0
b21 a22 0
b31 a32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 0 a13
b21 1 a23
b31 0 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 b12 a13
0 b22 a23
0 b32 a33
∣∣∣∣∣∣
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∣∣∣∣∣∣
a11 c12 0
a21 c22 0
a31 c32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 0 c13
a21 1 c23
a31 0 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 a12 c13
0 a22 c23
0 a32 c33
∣∣∣∣∣∣
τ(1,0,1)(A) =
+
∣∣∣∣∣∣
c11 a12 0
c21 a22 0
c31 a32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 0 a13
c21 1 a23
c31 0 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 c12 a13
0 c22 a23
0 c32 a33
∣∣∣∣∣∣
∣∣∣∣∣∣
b11 c12 0
b21 c22 0
b31 c32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 0 c13
b21 1 c23
b31 0 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 b12 c13
0 b22 c23
0 b32 c33
∣∣∣∣∣∣
τ(0,1,1)(A) =
+
∣∣∣∣∣∣
c11 b12 0
c21 b22 0
c31 b32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 0 b13
c21 1 b23
c31 0 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 c12 b13
0 c22 b23
0 c32 b33
∣∣∣∣∣∣
τ(2,0,0)(A) =
∣∣∣∣∣∣
a11 a12 0
a21 a22 0
a31 a32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 0 a13
a21 1 a23
a31 0 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 a12 a13
0 a22 a23
0 a32 a33
∣∣∣∣∣∣
τ(0,2,0)(A) =
∣∣∣∣∣∣
b11 b12 0
b21 b22 0
b31 b32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 0 b13
b21 1 b23
b31 0 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 b12 b13
0 b22 b23
0 b32 b33
∣∣∣∣∣∣
τ(0,0,2)(A) =
∣∣∣∣∣∣
c11 c12 0
c21 c22 0
c31 c32 1
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 0 c13
c21 1 c23
c31 0 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
1 c12 c13
0 c22 c23
0 c32 c33
∣∣∣∣∣∣ ,
τ(2,1,0)(A) =
∣∣∣∣∣∣
a11 a12 b13
a21 a22 b23
a31 a32 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 b12 a13
a21 b22 a23
a31 b32 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 a12 a13
b21 a22 a23
b31 a32 a33
∣∣∣∣∣∣
τ(1,2,0)(A) =
∣∣∣∣∣∣
b11 b12 a13
b21 b22 a23
b31 b32 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 a12 b13
b21 a22 b23
b31 a32 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 b12 b13
a21 b22 b23
a31 b32 b33
∣∣∣∣∣∣
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τ(2,0,1)(A) =
∣∣∣∣∣∣
a11 a12 c13
a21 a22 c23
a31 a32 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 c12 a13
a21 c22 a23
a31 c32 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 a12 a13
c21 a22 a23
c31 a32 a33
∣∣∣∣∣∣
τ(1,0,2)(A) =
∣∣∣∣∣∣
c11 c12 a13
c21 c22 a23
c31 c32 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 a12 c13
c21 a22 c23
c31 a32 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 c12 c13
a21 c22 c23
a31 c32 c33
∣∣∣∣∣∣
τ(0,2,1)(A) =
∣∣∣∣∣∣
b11 b12 c13
b21 b22 c23
b31 b32 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 c12 b13
b21 c22 b23
b31 c32 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 b12 b13
c21 b22 b23
c31 b32 b33
∣∣∣∣∣∣
τ(0,1,2)(A) =
∣∣∣∣∣∣
c11 c12 b13
c21 c22 b23
c31 c32 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 b12 c13
c21 b22 c23
c31 b32 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 c12 c13
b21 c22 c23
b31 c32 c33
∣∣∣∣∣∣
∣∣∣∣∣∣
a11 b12 c13
a21 b22 c23
a31 b32 c33
∣∣∣∣∣∣+
∣∣∣∣∣∣
a11 c12 b13
a21 c22 b23
a31 c32 b33
∣∣∣∣∣∣+
∣∣∣∣∣∣
b11 a12 c13
b21 a22 c23
b31 a32 c33
∣∣∣∣∣∣+
τ(1,1,1)(A) = ∣∣∣∣∣∣
b11 c12 a13
b21 c22 a23
b31 c32 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 b12 a13
c21 b22 a23
c31 b32 a33
∣∣∣∣∣∣+
∣∣∣∣∣∣
c11 a12 b13
c21 a22 b23
c31 a32 b33
∣∣∣∣∣∣
and, finally
τ(3,0,0)(A) = det(A), τ(0,3,0)(A) = det(B), τ(0,0,3)(A) = det(C).
5.2 Notation. Let A = (A1, · · · , An) be n × n matrices. For each 1 ≤ k ≤ n, let
dei1+···+eik (A) be the scalar defined as follows
dei1+···+eik (A) = det(e1, · · · , Ai1ei1 , · · · , Aikeik , · · · , en).
For example, in case of a triple A := (A,B,C) of 3× 3 matrices:
d(1,0,0)(A) = det(Ae1, e2, e3), d(0,1,0)(A) = det(e1, Be2, e3),
d(0,0,1)(A) = det(e1, e2, Ce3), d(1,1,0)(A) = det(Ae1, Be2, e3),
d(1,0,1)(A) = det(Ae1, e2, Ce3), d(0,1,1)(A) = det(e1, Be2, Ce3),
and, finally, d(1,1,1)(A) = det(Ae1, Be2, Ce3), where (e1, e2, e3) denotes, as usual, the
canonical basis, so that, e.g., Aej denotes the j-th column of A.
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5.3 Example. Notation as in 5.2. Consider the tri-linear form

K
3×3 ×K3×3 ×K3×3 −→ K3×3
(A,B,C) 7−→ A ⋆ B ⋆ C
where
A ⋆ B ⋆ C = ABC
− d(1,0,0)(A)BC − d(0,1,0)(A)CA− d(0,0,1)(A)AB
+ d(1,1,0)(A)C + d(0,1,1)(A)A+ d(1,0,1)(A)B
− det(Ae1, Be2, Ce3) · 13×3. (21)
By applying the very definition of the traces, taking into account the occurring per-
mutations, the coefficients of the matrix product BC and CB in the sum
A ⋆ B ⋆ C +B ⋆ A ⋆ C + C ⋆ A ⋆ B +B ⋆ C ⋆ A+A ⋆ C ⋆ B + C ⋆ B ⋆ A, (22)
are easily seen to be, respectively:(
d(1,0,0)(A,B,C) + d(0,1,0)(C,A,B) + d(0,0,1)(B,C,A)
)
BC = tr(A)BC
and (
d(1,0,0)(A,C,B) + d(0,1,0)(B,A,C) + d(0,0,1)(C,B,A)
)
CB = tr(A)CB,
having noticed that
d(1,0,0)(A,B,C) + d(0,1,0)(C,A,B) + d0,0,1(B,C,A) = tr(A) = τ(1)(A).
Therefore, by interchanging the roles of A,B,C, one sees that the quadratic part in
the sum (22) is given by:
tr(A)(BC + CB) + tr(B)(AC + CA) + tr(C)(AB +BA). (23)
We know that tr(A) = τ(1,0,0)(A), tr(B) = τ(0,1,0)(A), and tr(C) = τ(0,0,1)(A). There-
fore, (23) is equal to
τ(1,0,0)(A)(BC + CB) + τ(0,1,0)(A)(AC + CA) + τ(0,0,1)(A)(AB +BA).
A similar analysis shows that the coefficients of A,B,C occurring in expression (22)
are given respectively by τ(0,1,1,)(A), τ(1,0,1,)(A) and τ(1,0,0,)(A). Just to show how the
computations go on, the coefficient of C would be:(
det((Ae1, Be2, e3) + det(Ae1, e2, Be3) + det(Be1, Ae2, e3)+
det(e1, Ae2, Be3) + det(e1, Be2, Ae3) + det(Be1, e2, Ae3)
)
C,
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which is exactly the expression of τ(1,1,0)(A)C. Finally, the coefficient of the identity
matrix 13×3 occurring in expression (22) is:
det(Ae1, Be2, Ce3) + det(Ae1, Ce2, Be3) + det(Be1, Ae2, Ce3) + det(Be1, Ce2, Ae3)
+ det(Ce1, Be2, Ae3) + det(Ce1, Ae2, Be3),
which is equal to τ(1,1,1)(A). The sum (22) can be then rewritten as:
ABC +BAC + CAB +BCA+ACB + CBA+ τ(1,0,0)(A)(BC + CB)
+ τ(0,1,0)(A)(AC + CA) + τ(0,0,1)(A)(AB +BA) + τ(1,1,0)(A)C
+ τ(1,0,1)(A)B + τ(0,1,1)(A)A+ τ(1,1,1)(A)13×3,
which, by Theorem 4.8, is zero. In other words, Theorem 4.8 can be phrased as follows.
The tri-linear form given by (21) is totally anti-symmetric.
5.4 Example. Let B = (A,B) a pair of 3× 3 matrices A(i, j) = aij and B(i, j) = bij,
thought of as endomorphisms on V = K3. Consider the unique HS–derivation
D(z1, z2) :
∧
V →
∧
V Jz1, z2K
such that D(z1, z2) = 1 − Az1 − Bz2, and let us look at the coefficients of the third
degree of (3.9) applied to an element of
∧3 V . In particular we look at the coefficients
of z21z2 in (6), and compute the trace τ(2,0,0)(B).
D(z)(e1∧e2 ∧ e3) = De1 ∧ De2 ∧ De3 = e1 ∧ e2 ∧ e3
− (Ae1 ∧ e2 ∧ e3 + e1 ∧Ae2 ∧ e3 + e1 ∧ e2 ∧Ae3)z1 + · · ·
− (Ae1 ∧Ae2 ∧Be3 +Ae1 ∧Be2 ∧Ae3 +Be1 ∧Ae2 ∧Ae3)z
2
1z2
+ · · ·
(24)
from which:
τ(2,1,0)(B)(e1 ∧ e2 ∧ e3) =
(Ae1 ∧Ae2 ∧Be3 +Ae1 ∧Be2 ∧Ae3 +Be1 ∧Ae2 ∧Ae3).
(25)
The coefficient τ(2,0,0)(B) also is computed similarly. By an argument similar to The-
orem 4.8 one obtains:
(A2B +ABA+BA2)− τ(1,0,0)(B)(AB +BA)
− τ(0,1,0)(B)A
2 + τ(2,0,0)(B)B + τ(1,1,0)(B)A− τ(2,1,0)(B)13×3 = 0.
(26)
5.5 Example. In particular, if in the example 5.1 we put A = C, then:
A ⋆ A ⋆ B +B ⋆ A ⋆ A+A ⋆ B ⋆ A = 0, (27)
which is exactly the content of (26). Once again, puttingA = B in (27) (i.e. A = B = C
in (22)) one obtains the Cayley–Hamilton theorem for 3 × 3 matrices (by clearing a
17
factor 3):
A ⋆ A ⋆ A = A3 − tr(A)A2 + τ(2,0,0)(A)A− det(A)13×3 = 0. (28)
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