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Abstract
A Polynomial Version of Meinardus’ Theorem
Daniel Parry
Advisor: Robert Boyer, PhD
This dissertation develops and formalizes a polynomial variation of Meinardus’
Theorem which is used to approximate a large class of polynomials generated by
certain generating functions P (z, q) when z ∈ D.
Following the outline of the original Meinardus’ Theorem, we begin by defining
assumptions by which we can approximate lnP (z, q) using the analytic properties
of the Cahen-Mellin integral. We then apply a variant of the circle method which
exploits the use of Farey series to prove our main results.
The second part of the dissertation focuses on examples to which our theorem can
be applied. We detail some examples of polynomial families to which can be approx-
imated by our main theorem both of which are related to asymptotic enumeration of
integer partitions.

11. Introduction
1.1 Outline
The document is organized as follows: We first begin with an introduction which
includes a statement of notations, a motivation/literature review and a statement of
the main theorem of this dissertation. The second chapter is focused on proving the
main results in this dissertation. Last, we devote a chapter to an application of this
main theorem to the study of the roots of partition polynomials.
1.2 Notation
Throughout this document we assume the reader has knowledge of the“standard
notations” used in mainstream mathematics. Most nonstandard notations are in-
troduced in the sections where they are used. There are a few notations which are
nonstandard and must be fixed now so that we may use them in the introduction.
We let e(x) = e2piix and we let ln z denote the logarithm with the principal branch
with −pi < arg z ≤ pi. The s-root is defined to be the principal s root: s√z = e 1s ln z.
The symbols < and = represent the real component and imaginary component of a
complex number. The symbols z and z− are fixed to be complex conjugation.
For a collection of parameters V, we make use of the Landau symbol an = OV (bn)
to mean for every V there exists a C > 0 and a N > 0 so that if n > N then
|an| ≤ C|bn|. The symbol an = oV (bn) means for every V and every  > 0 there is a
N > 0 so that if n > N then |an| ≤ |bn|. The symbol an = ΘV (bn) means for every V
there exists constants C, c,N > 0 so that if n > N then c|bn| ≤ |an| ≤ C|bn|. Absence
of V means that the constant is uniform and we may omit a parameter only when we
fix it.
2The notation an ∼V bn means an = bn(1 + oV (1)) but with exception to an ∼V
2<bn. When we say an ∼V 2<bn we will take it to mean an = bn(1 + oV (1)) + bn(1 +
oV (1)). There is a distinction only when <bn = 0 where this abuse allows <an = oV (bn)
while straightforward application of the definition provides <an = 0. We adopt this
abuse for purposes of making certain complex expressions more succinct.
1.3 Motivation
Partition theory is a branch of number theory which devotes itself to studying how
one can break a large positive integer into smaller positive integers. The fundamental
object studied in partition theory is of course the partition. A partition of a positive
integer n can be defined as a sequence of nonnegative integers (λ1, λ2, λ3...) listed in
weakly decreasing order whose sum is n.
Example 1.1. Partitions of 4 include:
(4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1).
There are several variations on this concept including plane partitions, composi-
tions, and binary partitions, and an extensive study of these objects can be found in
[1]. All of these variations still focus on the same basic concept: partitioning a larger
integer into smaller integers.
Of the many questions studied in partition theory, the most commonly studied
question asked in partition theory is “given certain restrictions and weights, how
many partitions of n are there?” For example, if we apply no restrictions or weights on
partitions, formulas have been developed by Hardy and Ramanujan [22], Rademacher
[34], and Bringmann and Ono [13]. Most studies in this area rely on a classic result
of Euler which links this counting problem to the study of the Fourier coefficients
3of a set of functions called (z, q) series. Under certain “multiplicative” weights and
restrictions, if Qn(z) counts the number of partitions of n then
1 +
∞∑
n=1
Qn(z)q
n =
∞∏
m=1
1
(1− zqm)am
for am an integer valued sequence and z is a complex number.
This dissertation will find a general formulae for Qn(z) given a class of sequences
am and z ∈ D. The techniques behind Meinardus’ Theorem will be the main approach
to accomplishing our goal. In the 1930’s Wright applies a rather general technique,
known now as Laplace’s method, to study the case of am = m and z = 1 in the
equation above [42]. G. Meinardus generalizes this method in to the study of the
Fourier coefficients of (z, q)-series. The Theorem of Meinardus [27] (See Theorem
6.2 in [1] for a translated version) essentially relates the asymptotic formulae of the
coefficients of what are known as q series
1 +
∞∑
n=1
r(n)qn =
∞∏
m=1
1
(1− qm)am
to the analytic behavior of the Dirichlet series D(s) =
∑∞
n=1 an/n
s and the Fourier
series g(τ) =
∑∞
k=0 akq
k. Assume the standard notation s = σ + it, τ = 2piα− i2piψ,
and q = e−τ .
To be precise, suppose:
1. Assume D(s) converges for σ > s0.
2. For some σ0 ∈ (−1, 0), D(s) has a meromorphic continuation to σ = σ0 with a
simple pole at s0 with residue A.
3. There is a C > 0 so that as |t| → ∞ D(s) = O(|t|C).
44. For | arg τ | > pi/4, there is a  > 0 and C ′ > 0 so that as |ψ| → 0
<g(τ)− g(2piα) ≤ −C ′|ψ|−.
then
Theorem 1.2. As n→∞
r(n) = Cnκ exp
(
s0 + 1
s0
n
s0
s0+1 [AΓ(s0 + 1)ζ(s0 + 1)]
1
s0+1 )
)
(1 +O(n−κ1))
where ζ(s) =
∑∞
m=1m
−s is the Riemann zeta function, and
C = eD(0)[2pi(1 + s0)]
− 1
2 [AΓ(s0 + 1)ζ(s0 + 1)]
1−2D(0)
2s0−2
κ =
D(0)− 1− 1
2
s0
1 + s0
κ1 =
s0
s0 + 1
min
(
σ0
s0
− δ
4
,
1
2
− δ
)
δ an arbitrary real number.
Meindardus’ Theorem, for many cases, reduces the problem of counting integer
partitions to proving a handful of analytic conditions on certain Dirichlet series. This
provides a standard method by one can estimate counts of integer partitions. This
theorem has had several applications. For example, in physics an analogue of this
theorem was developed to count states in a Bose Gas [37].
Recently, there has been some effort toward improving and extending Meinardus’
original theorem. The strongest condition in the theorem, Assumption 4, has been re-
laxed [20] and in a separate result, Assumption 1 has been relaxed to include Dirichlet
series with more than one pole [19]. Our results will continue in this direction.
The most well studied set of polynomials Qn(z) arise when am = 1 and appears to
5be first introduced by Wright [40]. Wright’s motivation was to study integer partitions
with a “multiplicative” weight attached to them. In short, he observes that when
z ≥ 0 and am = 1 then Qn(z) is the count of all integer partitions of a fixed number
under his weight. These polynomials have shown up in other areas of the literature
and have been given the name “partition polynomials” to which the roots have been of
particular interest recently [36, 14, 8]. From the perspective of physics, this particular
case presents itself in the study of the Bose-Gas at ultra cold temperature. These
polynomials were introduced as the “Maxwell’s Demon Ensemble” [28, 39].
What is important to note in this case is that is that by using a technique called
the circle method, Wright proves an approximation for Qn(z) when z ∈ (0, 1) and in
[14] the approximations were extended to z ∈ D with a variant of the same method.
It turns out that the results of this document indeed imply the results in [14, 40].
There are two more cases where polynomials like Qn(z) are found in the literature.
The next is found in the study of random partitions. In [23], Hwang develops limit
theorems for the distribution of the number of summands/parts for a distinct integer
partition of a fixed number. Along the way of accomplishing this, he develops a
proposition which, in effect, is a version of this dissertation’s main result when am < 0
and z < 0. His result does not completely line up with ours because we don’t require
either case to be true.
The last place where a Fourier coefficient of a (z, q) series was developed is indeed
the inspiration for this work. In [12] polynomial approximations were developed for
the sequence am = m using techniques which were easily generalizable and results
were comparable to the am = 1 case. This motivates the results of this dissertation.
The results in this dissertation are based on an article submitted to the International
Journal of Number Theory [29].
61.4 Statement of Main Results
In this section we give a brief highlight of the results proved in this dissertation.
Our goal will be to prove a theorem which modifies Meinardus’ Theorem to compute
polynomial asymptotic approximations. We then discuss certain examples which this
theorem can be applied; each of which has an interpretation in partition theory.
1.4.1 Summary of Main Theorem
The main results in Chapter 2 are given by two facts: a proposition and a theorem.
The proposition develops an asymptotic estimate for certain (z, q) series which in turn
is meant to satisfy the hypothesis for the theorem. Consider
P (z, q) = 1 +
∞∑
n=1
Qn(z)q
n =
∞∏
m=1
1
(1− zqm)am
for z ∈ D. Define the family of twisted Dirichlet series {Dh,k(s)} with h, k ∈ N
Dh,k(s) =
∞∑
m=1
e2pii
hm
k am
ms
.
Fix c, s0 > 0, −1 < σ0 < 0, and assume
1. Each Dirichlet series Dh,k(s) converges uniformly and absolutely in some half
plane σ > c > 0.
2. Each Dh,k(s) has a meromorphic continuation to σ ≥ σ0 with a simple pole at
0 < s0 < c with residue Ah,k.
3. There exists constants C1(σ0, c), C2(σ0, c) > 0 so that for each σ ∈ [σ0, c]
|(s− s0)Dh,k(σ + it)| ≤ C1(1 + |t|)C2ks0+|σ|.
7Both Dh,k(0) and Ah,k are periodic functions of h with k fixed so we can define discrete
Fourier expansions
Dh,k(0) =
∑
j∈Zk
e2pii
hj
k b(j), Ah,k =
∑
j∈Zk
e2pii
hj
k c(j).
Likewise it is also useful to define
J(s; z, r, h, k, w) = Γ(s)Φ(zk, s+ 1,
r
k
)Drh,k(s)(kw)
−s
where Φ(z, s, ν) is the Lerch phi function
Φ(z, s, ν) =
∞∑
n=0
zn
(n+ ν)s
and we define the polylogarithm Lis(z) = zΦ(z, s, 1) as a special case.
Proposition 1.3. Let z ∈ D be the open unit disk, h, k be relatively prime positive
integers with h ≤ k and <w > 0. Then
ln(P (z, e2pii
h
k
−w)) = Ψh,k(z, w) + lnωh,k,n(z) + gh,k(z, w) + 2piin
h
k
,
where
Ψh,k(z, w) =
Γ(s0 + 1)
s0ws0
∑
j∈Zk
c(j)Lis0+1(e
2piihj
k z),
ωh,k,n(z) = e
−2piihn
k
∏
j∈Zk
(1− e2piihjk z)−b(j),
gh,k(z, w) =
1
k
k∑
r=1
zr
1
2pii
∫ σ0+i∞
σ0−i∞
J(s; z, r, h, k, w)ds.
8Definition 1.4. Fix a domain D ⊂ D and for each pair of relatively prime positive
integers h, k with 0 < h ≤ k we define Lh,k(z) = s0+1
√
ws0s0Ψh,k(z, w). Here we define
the s0 + 1 root as on the principal branch with arg z ∈ (−pi, pi]. We define [Lp,q(z)] as
the equivalence class of {Lh,k(z)} whose real component is identical to <Lp,q(z) on
D. The set R(p, q) we call the (p, q)-th phase (or simply phase (p, q)) is defined by
R(p, q) = {z ∈ D : Lh,k(z) 6∈ [Lp,q(z)] =⇒ <Lp,q(z) > <Lh,k(z)}.
We require two additional hypothesize on these Lh,k(z) functions to provide asymp-
totic approximations. Let X ⊂ R(p, q) be a compact set and
4. There exists positive constants LmX = infz∈X <Lp,q(z), and LMX = supz∈X <Lp,q(z).
5. The function <Lh,k(z) vanishes uniformly on X as k grows large.
Remark 1.5. The function <Lh,k(z) can be interpreted as a measure of the relative
strength of arc q = e2pii
h
k in the circle method. In this context, a phase is simply a
set where the major arcs are well defined.
Remark 1.6. Unlike typical circle method calculations, it is not unusual for major
arcs to be more than just q = 1. Even in the simplest of examples, say am = 1,
we observe z where major arcs could be q = 1,−1, e±2pii 13 or any combination of the
three. This is the primary difficulty in this generalization.
Under these conditions, we have an expansion of Qn(z) given by
Qn(z) =
∑
{(h,k): Lh,k(z)∈[Lp,q(z)]}
ωh,k,n(z)I˜h,k,n(z)
where Ih,k,n(z) can be estimated by
9Theorem 1.7. If X ⊂ {z ∈ R(p, q) : ws0s0Ψp,q(z, w) 6≤ 0} then
I˜h,k,n(z) ∼X
√
Lh,k(z)
n
s0+2
s0+1 2pi(s0 + 1)
exp
(
s0 + 1
s0
n
s0
s0+1Lh,k(z)
)
.
If X ⊂ {z ∈ R(p, q) : ws0s0Ψp,q(z, w) ≤ 0} then
I˜h,k,n(z) ∼X 2<
[√
Lh,k(z)
n
s0+2
s0+1 2pi(s0 + 1)
exp
(
s0 + 1
s0
n
s0
s0+1Lh,k(z)
)]
.
Remark 1.8. To make the theorem statement concise we abuse the notation. By
saying an ∼ <bn in Theorem 1.7, we actually mean an = |bn|(cos(arg bn) + O(n−µ)).
Likewise, for both estimates the relative error is O(n−µ) where
µ = min
( −σ0
s0 + 1
,
s0
2s0 + 2
)
.
Remark 1.9. The second approximation in Theorem 1.7, suggests that when Lh,k(z)
fails to be analytic, we expect Qn(z) should have a highly oscillatory behavior.
1.5 Examples
We now can package all the results in the previous sections into concrete poly-
nomial asymptotic approximations. While there are infinitely many linearly inde-
pendent sequences we can study, we focus on a few interesting examples that relate
to partition theory. These examples are the plane partition polynomials (am = m)
the partition polynomials (am = 1), the odd part partition polynomials (am = 11(2))
and the arithmetic progression partition polynomials (am = 1a(j) with (a, j) = 1 and
10
j ≥ 3). For all examples, the polylogarithm defined as
Lis(z) =
∞∑
n=1
zn
ns
will be useful .
1.5.1 Partition Polynomials
A partition of n is a tuple of numbers (λ1, λ2...λk) whose sum is n. Each λi is
called a part in λ. Denote pk(n) as the number of partitions of n with k parts. The
n-th partition polynomial is the sum Fn(z) =
∑
pk(n)z
k. The partition polynomials
correspond to the case am = 1. This corresponds to the am = m
s0−1 case with s0 = 1.
By the results in [8], D \ {0} has three phases R(1, 1), R(1, 2), and R(1, 3). After
several tedious calculations, this dissertation proves:
Theorem 1.10. Suppose X ⊂ R(1, 1) is compact and z ∈ X then
Fn(z) ∼
√
1− z
4
√
Li2(z)
2
√
pin
3
4
exp
(
2
√
nLi2(z)
)
.
Suppose X ⊂ R(1, 2) is compact and z ∈ X then
Fn(z) ∼ (−1)n
√
1− z
4
√
Li2(z2)
2
√
2pin
3
4
exp
(√
nLi2(z2)
)
.
Suppose X ⊂ R(1, 3) is compact and z ∈ X then
Fn(z) ∼ (ω1,3,n(z) + ω1,3,n(z))
4
√
Li2(z3)
2
√
3pin
3
4
exp
(
2
3
√
nLi2(z3)
)
where
ω1,3,n(z) = e(
2n
3
)
6
√
1− e(1/3)z
1− z
√
1− e(2/3)z.
11
1.5.2 Plane Partition Polynomials
A plane partition is a two dimensional array of positive integers whose sum is n
and whose rows and columns are non increasing. The trace of a plane partition is
the sum of its diagonal elements. If ppk(n) denotes the number of plane partitions of
n with trace k then the n-th plane partition polynomial is Rn(z) =
∑
ppi(n)z
k. The
plane partition polynomials correspond to the case am = m. This corresponds to the
am = m
s0−1 case with s0 = 2. In [7] it was demonstrated that with D \ {0} we have
two phases R(1, 1), and R(1, 2). After several tedious calculations, this dissertation
proves:
Theorem 1.11. For z ∈ X ⊂ R(1, 1) \ [x∗(2), 0] a compact set then
Rn(z) ∼ 12
√
1− z 6
√
Li3(z)
n4108pi3
exp
(
n
2
3 (
3
2
3
√
2Li3(z))
)
.
For every z ∈ X ⊂ R(1, 2)} a compact set then
Rn(z) ∼ (−1)n 24
√
1− z2 8
√
1− z
1 + z
6
√
Li3(z2)
n4864pi3
exp
(
n
2
3
3
4
√
2Li3(z2)
)
.
For every x ∈ X ⊂ (x∗(2), 0) a compact set then,
Rn(x) ∼ 2<
[
12
√
1− x 6
√
Li3(x)
n4108pi3
exp
(
n
2
3 (
3
2
3
√
2Li3(x))
)]
.
1.5.3 Odd Parts Partition Polynomials
A partition of n is a tuple of numbers (λ1, λ2...λk) whose sum is n. Each λi is called
a part in λ. Denote pk,1,2(n) as the number of partitions of n with k parts to which each
λi odd. The odd parts partition polynomials are defined as Fn,j(z) =
∑
pk,1,2(n)z
k.
We will demonstrate at the end of this dissertation when D = D \ {0} then there
12
are three phases R(1, 1), R(1, 2), and R(1, 4). After several tedious calculations, this
dissertation proves:
Theorem 1.12. Suppose X ⊂ R(1, 1) is compact and z ∈ X then
Fn,j(z) ∼
4
√
Li2(z)
32pi2n3
exp
(√
2nLi2(z)
)
.
Suppose X ⊂ R(1, 2) is compact and z ∈ X then
Fn,j(z) ∼ (−1)n 4
√
Li2(−z)
32pi2n3
exp
(√
2nLi2(−z)
)
.
Suppose X ⊂ R(1, 4) is compact and z ∈ X then
Fn,j(z) ∼
(
i−n 4
√
i− z
z + i
+ in 4
√
z + i
i− z
)
4
√
Li2(−z2)
128pi2n3
exp
(√
nLi2(−z2)
2
)
.
1.5.4 Arithmetic Progression Partition Polynomials
A partition of n is a tuple of numbers (λ1, λ2...λk) whose sum is n. Each λi is called
a part in λ. Denote pk,a,j(n) as the number of partitions of n with k parts to which each
λi = a mod j. Without loss of generality, we can assume (a, j) = 1 as otherwise we
can divide each λi by (a, j) to show pk,a,j(n) = pk,a/(a,j),j/(a,j)(n/(a, j)). The arithmetic
progression partition polynomials are defined as Fn,j(z) =
∑
pk,a,j(n)z
k.
Before we give these polynomial asymptotics, its useful to know the symmetry
Qn(e(a/j)z) = e(n/j)Qn(z). One can prove this by observing that if λ1 + λ2...λk =
n then ka = n mod j. As an application, we will demonstrate at the end of this
dissertation that each phase is a wedge. In particular R(1, 1) is the wedge centered at
the positive axis. We need only state the asymptotic for this case, and by symmetry
one can extend this result to the open unit disk.
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Theorem 1.13. Suppose X ⊂ {z ∈ D : | arg z| < pi
j
} is compact and z ∈ X then
Fn,j(z) ∼ (1− z)
2a−j
2j
4
√
Li2(z)
16jpi2n3
exp
(
2
√
nLi2(z)
j
)
.
1.5.5 The Power Function Sequence
A natural extension of the constant sequence is the power function sequence.
Consider the sequence am = m
s0−1 with s0 > 0. When s0 = 1 we obtain the Partition
Polynomials (see above). When s0 = 2, we obtain the Plane Partition Polynomials
[12, 7].
This sequence is admissible as it is a periodic sequence multiplied by a power
function. Constructing
Lh,k(z) =
1
k
√
Γ(s0 + 1)Lis0+1(z
k)
with D = D\{0} we can define our phases, R(h, k). Assumptions (4) is an application
of Diophantine approximation and assumption (5) is trivial. While one can prove that
all but finitely many nonempty phases are empty for a given s0, computing the R(h, k)
analytically is a nontrivial problem and these sets are poorly understood. What can
be said comes from the work in [30] which follows from generalizing the work in [7]
and applying some numerical techniques. For example, one can prove the existence
of constants c1 ≈ 2.148 . . . and c2 ≈ 1.03 . . . so that for c1 > s0 > c2 only R(1, 1) and
R(1, 2) are nonempty and for s0 > c1, R(1, 1) is the only nonempty phase.
If we let D = (−1, 1), the problem simplifies and one can show that there exists a
x∗(s0) ∈ [−1, 0] so that R(1, 1) = (0, 1)∪ (0, x∗(s0)) and R(1, 2) = (−1, x∗(s0)). Since
D1,1(0) = ζ(1 − s0) and D1,2(0) = (2s0 − 1)ζ(1 − s0) we can compute ω1,1,n(z) and
ω1,2,n(z) by Fourier inversion.
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Theorem 1.14. Suppose X ⊂ (0, 1) is compact and x ∈ X then
Qn(x) ∼ (1− x)−ζ(1−s0)
√
L1,1(x)
2pi(s0 + 1)n
s0+2
s0+1
exp
(
s0 + 1
s0
n
s0
s0+1L1,1(x)
)
where L1,1(x) =
s0+1
√
Γ(s0 + 1)Lis0+1(x).
Theorem 1.15. There exists an x∗(s0) ∈ [−1, 0] so that if X ⊂ (−1, x∗(s0)) is
compact and x ∈ X then
Qn(x) ∼ (−1)n(1− x)−B(1 + x)−A
√
L1,2(x)
2pi(s0 + 1)n
s0+2
s0+1
exp
(
s0 + 1
s0
n
s0
s0+1L1,2(x)
)
where
A = ζ(1−s0)(1−2s0−1), B = ζ(1−s0)2s0−1, L1,2(x) = 1
2
s0+1
√
Γ(s0 + 1)Lis0+1(x
2).
Theorem 1.16. There exists an x∗(s0) ∈ [−1, 0] so that if X ⊂ (x∗(s0), 0) is compact
and x ∈ X then
Qn(x) ∼ 2(1− x)−ζ(1−s0)<
[√
L1,1(x)
2pi(s0 + 1)n
s0+2
s0+1
exp
(
s0 + 1
s0
n
s0
s0+1L1,1(x)
)]
where L1,1(x) =
s0+1
√
Γ(s0 + 1)Lis0+1(x).
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2. Proofs of Main Results
In this section we will provide the proofs of the two main results in this disser-
tation. The first is Proposition 1.3 and the second is Theorem 1.7. Proposition 1.3
is a Mellin Transform argument similar to the one given by the original Meinardus’
Theorem. Theorem 1.7 is proven by using a variant of the circle method which uses
Farey fractions and the saddle point method.
2.1 Proof of Proposition 1.3
Start by expanding
ln(P (z, e2pii
h
k
−w)) =
∞∑
l=1
∞∑
m=1
zl
l
ame
2piihlm
k e−wlm. (2.1)
Now apply the Cahen-Mellin integral for sufficiently large c > 0
e−wlm =
1
2pii
∫ c+i∞
c−i∞
Γ(s)(wlm)−sds.
We plug this into Equation 2.1 and rearrange the terms.
lnP (z, e2pii
h
k
−w) =
∞∑
l=1
∞∑
m=1
zl
l
ame
2piihlm
k
1
2pii
∫ c+i∞
c−i∞
Γ(s)(lmw)−sds.
=
1
2pii
∫ c+i∞
c−i∞
Γ(s)
∞∑
l=1
∞∑
m=1
zlame
2piihlm
k
ls+1ms
w−sds.
We now sum by letting l = nk + r where n ∈ N ∪ {0} and 1 ≤ r ≤ k. Dividing top
and bottom of our fraction by ks+1 we can observe the Lerch phi function plays a
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natural role in approximating P (z, q).
lnP (z, e2pii
h
k
−w) =
1
k
k∑
r=1
zr
1
2pii
∫ c+i∞
c−i∞
Γ(s)Φ(zk, s+ 1,
r
k
)Drh,k(s)(kw)
−sds
:=
1
k
k∑
r=1
zr
1
2pii
∫ c+i∞
c−i∞
J(s; z, r, h, k, w)ds.
Shift the contour over to <s = σ0 by Cauchy’s Theorem. There are two singularities
for J : a simple pole at s = 0 created by Γ(s) and a simple pole at s = s0 created by
Dh,k(s) by assumption. Calculating the residues accordingly, we obtain
1
2pii
∫ c+i∞
c−i∞
J(s; z, r, h, k, w)ds =
1
2pii
∫ σ0+i∞
σ0−i∞
J(s; z, r, h, k, w)ds+Res(J, s0) +Res(J, 0)
Res(s0; J) = Φ(z
k, s0 + 1,
r
k
)
Γ(s0)Arh,k
(kw)s0
Res(0; J) = Φ(zk, 1,
r
k
)Drh,k(0).
And thus we can define
Ψh,k(z, w) =
Γ(s0 + 1)
s0ks0+1ws0
k∑
r=1
zrΦ(zk, s0 + 1,
r
k
)Arh,k
ωh,k,n(z) = exp(
k∑
r=1
zr
k
Φ(zk, 1,
r
k
)Drh,k(0)− 2npiih
k
)
gh,k(z, w) =
1
k
k∑
r=1
zr
1
2pii
∫ σ0+i∞
σ0−i∞
J(s; z, r, h, k, w)ds.
To complete the proof, substitute Dh,k(0) =
∑
j∈Zk e
2piihj
k b(j) and use the identity
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∑k
r=1 z
rΦ(zk, s, r/k) = ksLis(z). It follows that
ωh,k,n(z) = exp(
∑
j∈Zk
b(j)
k∑
r=1
(ze2pi
ihj
k )r
k
Φ(zk, 1,
r
k
)− 2npiih
k
)
= exp(
∑
j∈Zk
−b(j) ln(1− ze2piihjk )− 2npiih
k
)
= e−
2piinh
k
∏
j∈Zk
(1− ze2piihjk )−b(j)
and the formula for Ψh,k(z, w) follows by the same method.
What makes this approximation useful are the controls given in the following
lemma.
Lemma 2.1. For z ∈ X ⊂ D compact define constants MX = supz∈X |z|,
S = S(σ0) = sup
t∈R
(
|Γ(σ0 + it)|epi|t|/2(1 + |t|) 12−σ0
)
, C3 =
S2e
pi
2C1Γ(C2 − σ0 + 12)
(1−MX)2 .
a) For every <w > 0,
|gh,k(z, w)| ≤ C3ks0|kw|−σ0( |=w|<w + 1)
C2−σ0+ 12 .
b) For z ∈ X ⊂ D compact
ln |ωh,k,n(z)| ≤ −C1 ln(1−MX)ks0 .
Proof. a) Because
|gh,k(z, w)| ≤ 1
1−MX sup1≤r≤k
1
k
∫ σ0+i∞
σ0−i∞
|J(s; z, r, h, k, w)||ds|,
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it suffices to prove that,
∫ σ0+i∞
σ0−i∞
|J(s; z, r, h, k, w)|ds ≤ 1
1−MX
2e
pi
2C1Sk
s0+1|kw|−σ0
(pi
2
− | argw|)C2−σ0+ 12 Γ(c2 − σ0 +
1
2
).
First by Assumption (3), we know |Dh,k(σ0 + it)| ≤ C1(1 + |t|)C2ks0−σ0 . Next, we
estimate Φ(z, s, v) by breaking off the first term and bounding the remainder. Hence,
|Φ(zk, s+ 1, r
k
)| ≤ kσ0+1 + Φ(|z|k, σ0 + 1, 1) ≤ kσ0+1(1 + Φ(MX , σ0 + 1, 1)) ≤ k
σ0+1
1−MX .
Therefore,
∫ ∞
−∞
|J(σ0 + it; z, r, h, k, w)|dt ≤ C1k
s0+1
1−MX
∫ ∞
−∞
(1 + |t|)C2|Γ(σ0 + it)||(kw)−σ0−it|dt
As a consequence of [2, Corollary 1.4.4], there has to exist an S > 0 so that
|Γ(σ0 + it)epi|t|/2(1 + |t|) 12−|σ0|| ≤ S.
Therefore the integral
∫ ∞
−∞
(1 + |t|)C2|Γ(σ0 + it)||(kw)−σ0−it|dt ≤ S|kw|−σ0
∫ ∞
∞
(1 + |t|)C2−σ0− 12 e−|t|(pi2−| argw|)dt
≤ 2S|kw|
−σ0 ∫∞
0
(pi
2
+ u)C2−σ0−
1
2 e−udu
(pi
2
− | argw|)C2−σ0+ 12
≤ 2e
pi
2S|kw|−σ0Γ(C2 − σ0 + 12)
(pi
2
− | argw|)C2−σ0+ 12 .
Last, since <w > 0
pi
2
− | argw| = arctan
( <w
|=w|
)
≥ ( |=w|<w + 1)
−1.
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Putting everything together completes the proof. For Part (b) apply Assumption (3)
ln |ωh,k,n(z)| ≤ C1ks0 1
k
k∑
r=1
|z|rΦ(|z|k, 1, r
k
) ≤ −C1ks0 ln(1−MX).
2.2 Proof of Theorem 1.7
The proof is by the circle method. Fix δ > 0 a sufficiently small positive constant
and let
α = αn =
<Lp,q(z)
2pin
1
s0+1
N = Nn = bδn
1
s0+1 c.
We apply Cauchy’s theorem with a contour of radius e−2piαn and parameterize it
by q = e−2piαn+i2piψ = e−τ for ψ ∈ [−1/(N + 1), N/(N + 1)],
Qn(z) =
1
2pii
∫
Γ
P (z, q)
qn+1
dq =
∫ N
N+1
− 1
N+1
P (z, e−τ )enτdψ.
Break up [−1/(N + 1), N/(N + 1)] into a series of intervals called Farey arcs
Mh,k = (
h+ h′
k + k′
,
h+ h′′
k + k′′
]
where h′/k′ < h/k < h′′/k′′ are consecutive elements of Farey fractions of order N,
denoted FN . For the cases of the end points, h/k 6= 0, 1, we let M1,1 = (−1/(N +
1), 1/(N + 1)] and assume M0,1 is empty. Using standard arguments, one will demon-
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strate
Qn(z) =
∑
h
k
∈FN
∫
Mh,k
P (z, e−τ )enτdτ,
=
∑
h
k
∈FN
∫ 1
k(k+k′′)
− 1
k(k+k′)
e−2piin
h
k e2pin(αn−iv)P (z, e−2pi(αn−iv)+2pii
h
k )dv.
Recall P (z, q) can be approximated asymptotically as
P (z, e−w+2pii
h
k ) = e2piin
h
kωh,k,n(z) exp
(
Φh,k(z)
s0ws0
+ gh,k(z, w)
)
.
Notice that this representation is useful because we have estimates on gh,k(z, 2pi(αn−
iv)) which control its modulus.
Lemma 2.2. For every 1 ≤ k ≤ Nn, we can define constants
C4 = |LMX + 4pi|−σ0(
4pi
LmX
+ 1)C2−σ0+
1
2 ,
C5 = δ
−s0+σ0|LMX +
4pi
δ
|−σ0( 4pi
δLmX
+ 1)C2−σ0+
1
2
so that
|gh,k(z, 2pi(αn − iv))| ≤ C3n
σ0
s0+1 (C4k
s0−σ0 + C5).
Proof. By the properties of Farey fractions ([3] for example), control |v| by
1
2kN
≤ 1
k(k + k′)
≤ 1
kN
.
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Lemma 2.1 states
|gh,k(z, αn − iv)| ≤ C3ks0|k(2piαn + 2pi|v|)|−σ0( |v|
αn
+ 1)C2−σ0+
1
2
≤ C3ks0| kL
M
X
n
1
s0+1
+
2pi
N
|−σ0(2pin
1
s0+1
kNLmX
+ 1)C2−σ0+
1
2
≤ C3n
σ0
s0+1ks0−σ0|LMX +
4pi
kδ
|−σ0( 4pi
kδLmX
+ 1)C2−σ0+
1
2
For 1 ≤ k ≤ δ−1
|gh,k(z, αn − iv)| ≤ C3n
σ0
s0+1 δ−s0+σ0|LMX +
4pi
δ
|−σ0( 4pi
δLmX
+ 1)C2−σ0+
1
2
and δ−1 ≤ k ≤ Nn ≤ n
1
s0+1 δ
|gh,k(z, αn − iv)| ≤ C3n
σ0
s0+1ks0−σ0|LMX + 4pi|−σ0(
4pi
LmX
+ 1)C2−σ0+
1
2 .
If
Ih,k,n(z) =
∫ 1
k(k+k′′)
− 1
k(k+k′)
exp(Φ¯(z, v;h, k, n))dv
where
Φ¯(z, v;h, k, n) =
Φh,k(z)
s0(2pi)s0(αn − iv)s0 + 2pin(αn − iv)−
s0 + 1
s0
n
s0
s0+1<Lp,q(z)
+ gh,k(z, 2pi(αn − iv))
:= A(z, v;h, k, n) + gh,k(z, 2pi(αn − iv))
then by substituting the asymptotic approximation into P (z, e−2pi(αn−iv)+2pii
h
k ) we can
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write
exp(−s0 + 1
s0
n
s0
s0+1<Lp,q(z))Qn(z) =
∑
h
k
∈FN
ωh,k,n(z)Ih,k,n(z).
We can control <A(z, v;h, k, n) with the following lemma.
Lemma 2.3. For every v ∈ R, if <Lh,k(z) > 0 then
<
(
Φh,k(z)
s0(2pi)s0(αn − iv)s0 + 2pin(αn − iv)
)
≤ (<Lh,k(z))
s0+1
s0(2piαn)s0
+ 2pinαn
where equality is uniquely attained at a point v0 ∈ R when Φ 6< 0 and dually attained
at ±v0 ∈ R when Φ < 0. If <L ≤ 0 then
<
(
Φh,k(z)
s0(2pi)s0(αn − iv)s0 + 2pin(αn − iv)
)
≤ 2pinαn.
Proof. Rescale the problem to simplify it
<
(
Φh,k(z)
s0(2piαn − i2piv)s0 + (2piαn − i2piv)
)
=
|Φh,k(z)|
s0(2piαn)s0
<
(
ei(s0+1)θL
(1 + iψ)s0
)
+ αn
where Φh,k(z) = |Φh,k(z)|ei(s0+1)θL , (s0 + 1)|θL| ≤ pi, and ψ = − vα . So the lemma
simplifies to showing for |(s0 + 1)θL| < pi/2
<
(
ei(s0+1)θL
(1 + iψ)s0
)
≤ coss0+1(θL)
and for pi/2 ≤ |(s0 + 1)θL| < pi
<
(
ei(s0+1)θL
(1 + iψ)s0
)
< 0.
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If one writes the expression in polar form
1 + iψ = |1 + iψ| exp(iθψ)
and with some elementary simplifications one will observe
<
(
ei(s0+1)θL
(1 + iψ)s0
)
= coss0(θψ) cos((s0 + 1)θL − s0θψ).
Because θψ is a monotonic function with respect to ψ and maps R → (−pi/2, pi/2),
our lemma is equivalent to optimizing the function
g(θ) = coss0(θ) cos((s0 + 1)θL − s0θ)
on the interval (−pi/2, pi/2).
When |(s0 + 1)θL| < pi/2, calculus suggests that g(θ) attains its maximum when
(s0 + 1)(θ− θL) ∈ piZ. When (s0 + 1)θL 6= pi,−pi then θL = θ otherwise θ = ±pi/(s0 +
1).
By Assumptions (4) and (5), {(h, k) : Lh,k(z) ∈ [Lp,q(z)]} is a finite set. So choose
n sufficiently large so that, K := sup{k : Lh,k(z) ∈ [Lp,q(z)]} < Nn and split the sum
accordingly
exp(−s0 + 1
s0
n
s0
s0+1<Lp,q(z))Qn(z) =
∑
{(h,k): Lh,k(z)∈[Lp,q(z)]}
ωh,k,n(z)Ih,k,n(z)
+
∑
{(h,k): Lh,k(z)6∈[Lp,q(z)]}
ωh,k,n(z)Ih,k,n(z).
We then show that the second term decays exponentially. In particular we will prove
at the end of this section the following Lemma.
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Lemma 2.4. For every δ > 0 sufficiently small, there is an η > 0 so that
∑
{(h,k):Lh,k(z)6∈[Lp,q(z)]|}
|ωh,k,n(z)Ih,k,n(z)| ≤ exp
(
−n
s0
s0+1η + C5C3
)
.
While each Ih,k,n(z) can be estimated by saddle point approximation. To do so, we
must make some reductions. First, we restrict δ > 0 small enough so
|=Lh,k(z)|
2pin
1
s0+1
≤ sup{|=Lh,k(z)|
2pin
1
s0+1
: k ≤ K, z ∈ X} < 1
2NK
≤ 1
2kN
and therefore by Lemma 2.3 and the properties of the Farey arcs,
Ih,k,n(z) ∼
∫ 1
2kN
− 1
2kN
exp(Φ¯(z, v;h, k, n))dv
with exponentially small relative error. Next we use Lemma 2.2, and note k ≤ K to
demonstrate
|gh,k(z, αn − iv)| ≤ C6n
σ0
s0+1 , C6 = C3(C4K
s0−σ0 + C5).
For z complex, we have |ez − 1| ≤ e|z||z| and therefore
∣∣∣∣∣
∫ 1
2kN
− 1
2kN
exp(Φ¯(z, v))− exp(A(z, v))dv
∣∣∣∣∣ ≤ n σ0s0+1C6eC6
∫ 1
2kN
− 1
2kN
exp(<A(z, v))dv.
Both ∫ 1
2kN
− 1
2kN
exp(A(z, v;h, k, n))dv,
∫ 1
2kN
− 1
2kN
exp(<A(z, v;h, k, n))dv
can be computed using a saddlepoint argument similar to the one given in (e.g. [33]
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Page 9-11). When Φh,k(z) 6≤ 0, Lemma 2.3 implies that
v0 = −=Lh,k(z)
2pin
1
s0+1
∈ (− 1
2kN
,
1
2kN
)
is the saddle point. Applying the saddle point formula produces (1) in Lemma 2.5.
When Φh,k(z) ≤ 0 Lemma 2.3 demonstrates the existence of two saddle points, ±v0,
each giving two different contributions. Applying the saddle point formula to each
contribution produces (2) in Lemma 2.5.
Lemma 2.5. For δ > 0 sufficiently small and (h, k) so that Lh,k(z) ∈ [Lp,q(z)]
1. If X ⊂ {z : Φh,k(z) 6≤ 0} is compact and z ∈ X then,
Ih,k,n(z) ∼X exp
(
i
s0 + 1
s0
n
s0
s0+1=Lh,k(z)
)√
Lh,k(z)
2pi(s0 + 1)n
s0+2
s0+1
2. If X ⊂ {z : Φh,k(z) ≤ 0} is compact and z ∈ X then,
Ih,k,n(z) ∼X 2<
[
exp
(
i
s0 + 1
s0
n
s0
s0+1=Lh,k(z)
)√
Lh,k(z)
2pi(s0 + 1)n
s0+2
s0+1
]
This completes the proof.
2.2.1 Proof of Lemma 2.4
Consider
ωh,k,n(z)Ih,k,n(z) =
∫ 1
k(k+k′′)
− 1
k(k+k′)
exp(A(z, v;h, k, n) + gh,k(z, αn − iv) + lnωh,k,n(z))dv.
We bound A(z, v;h, k, n) using Lemma 2.3.
If z ∈ R(p, q) then for every Lh,k(z) 6∈ [Lp,q(z)], <Lp,q(z) > <Lh,k(z). Thus, for
26
X ⊂ R(p, q) compact, apply Lemma 2.3. For Lh,k(z) 6∈ [Lp,q(z)] and <Lh,k(z) > 0,
A(z, v;h, k, n) ≤ n
s0
s0+1
s0
(
(<Lh,k(z))s0+1
(<Lp,q(z))s0 −<Lp,q(z)
)
≤ −n
s0
s0+1
s0
inf
z∈X
(<Lp,q(z)−<Lh,k(z)) < 0
and for <Lh,k(z) ≤ 0,
A(z, v;h, k, n) ≤ −n
s0
s0+1
s0
<Lp,q(z) ≤ −n
s0
s0+1
s0
LmX .
By Lemma 2.2
|gh,k(z, αn + iv)| ≤ C3n
σ0
s0+1 (C4k
s0−σ0 + C5) ≤ C3n
σ0
s0+1 (C4δ
s0−σ0n
s0−σ0
s0+1 + C5).
Along with Assumptions (4),(5), we can conclude that there exists a ∆X > 0 so that
if Lh,k(z) 6∈ [Lp,q(z)], then
|Ih,k,n(z)| ≤ |Mh,k|e−n
s0
s0+1 ∆X+C3n
σ0
s0+1 (C4δs0−σ0n
s0−σ0
s0+1 +C5).
By Lemma 2.1
ln |ωh,k,n(z)| ≤ −C1ks0 ln(1−MX) ≤ −C1δs0n
s0
s0+1 ln(1−MX). (2.2)
These estimates now prove
|ωh,k,n(z)Ih,k,n(z)| ≤ |Mh,k| exp(−n
s0
s0+1 (∆X−C3C4δs0−σ0 +C1δs0 ln(1−MX))+C5C3).
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Observe C5 is the only constant that is dependent on choice of δ, and so if we set
η = ∆X − C3C4δs0−σ0 + C1δs0 ln(1−MX)
and by making δ small enough, we can require η > 0.
|ωh,k,n(z)Ih,k,n(z)| ≤ |Mh,k| exp
(
−n
s0
s0+1η + C5C3
)
.
Now we apply this upper bound to every “minor arc” uniformly and we note∑
h/k∈FN |Mh,k| = 1.
∑
{(h,k):Lh,k(x)6∈[Lp,q(x)]}
|ωh,k,n(z)Ih,k,n(z)| ≤ exp
(
−n
s0
s0+1η + C5C3
)
.
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3. Application to Roots of the Partition Polynomials
Partition polynomials, also known as weighted partitions [41], or deformed par-
titions [43], are nonnegative integer polynomials Fn(z) so that Fn(1) is a partition
statistic. For example, consider the polynomial
Fn(z) =
n∑
k=1
pk(n)z
k
where pk(n) counts the total number of integer partitions of n with k summands.
Observe that Fn(1) = p(n) counts the total number of partitions of n and so this is a
partition polynomial corresponding to p(n) [1]. As an early application of the circle
method, Wright developed the leading term approximation to Fn(z) [41]. In the field
of statistical mechanics, both Grossman and Hothalus [21] and Navez, Bitouk, Gajda,
Idziaszek, and Rzaewski [28] have suggested that Fn(z) might be useful in the study
of the Bose gas near absolute zero. Boyer and Keith listed these polynomials as an
example of partition polynomials whose coefficients “stablize” [11].
The roots of these polynomials have been mentioned by Stanley [36], and Canfield,
Corteel, and Savage [14] as an example of an interesting polynomial whose roots do
not lie completely on the negative axis. Boyer and Goh have conducted a numerical
and analytical study of these roots [8, 9] and demonstrated that, inside the unit disk,
the roots lie along the boundaries of these sets we call “phases”
R(k) = {z ∈ D : <Lk(z) > <Lj(z) k 6= j}
where in this example, Lk(z) =
√
Li2(zk)/k and Lis(z) =
∑
zn/ns is the polyloga-
rithm.
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A similar phenomenon was observed in the study of Boyer and Parry [7, 12, 15]
where a partition polynomial corresponding to plane partitions was studied. Plane
partitions are the two dimensional, or matrix, analogue of integer partitions. As they
can be viewed as a matrix this matrix has a trace and we therefore define ppk(n) as the
total number of plane partitions of n with a trace k. The plane partition polynomials
are thus
Fn(z) =
n∑
k=1
ppk(n)z
k.
Observe Fn(1) = PL(n) counts the total number of plane partitions of n. In this
case, the roots inside the unit disk accumulated around the boundaries of phases
with Lk(z) =
3
√
2Li3(zk)/k except there was an additional observation. Where R(1)
intersected the negative axis, L1(z) failed to be analytic due to the branch cut and
this results in roots clustering in this region.
This leads us to a principle that for many partition polynomials, there exists a
sequence of “nice” functions Lk(z) so that the zeros of Fn(z) inside the open unit disk
are attracted to boundaries of phases as well as points of nonanalicity within phases.
This paper continues on with the research program first presented in [12] of showing
that this principle is pervasive in the study of partition polynomials.
We study the roots of the odd parts partition polynomials which are defined by
letting pk(n; 1, 2) denote the partitions of n into k summands all of which are odd
numbers and
Fn(z) =
n∑
k=1
pk(n; 1, 2)z
k.
We then generalize these results to other families of partition polynomials including
partition polynomials corresponding to partitions into arithmetic progressions, and
partitions into colors.
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3.1 Results on the Roots of the Odd Parts Partition Polynomials
For the rest of this chapter, we use the following equivilant definition of the odd
parts partition polynomials
Definition 3.1. The odd parts partition polynomials, Fn(z), are defined as the
Fourier coefficients of
1 +
∞∑
n=1
Fn(z)q
n =
∞∏
m=1
1
1− zq2j+1 =
∞∏
m=1
1
(1− zqm)am
where am = (1− (−1)m)/2.
Within the study of roots of polynomials, the following definitions have become
standard [10, 18, 6, 8].
Definition 3.2. Let Z(Fn(z)) denote the finite set of zeros of the polynomial Fn(z).
Then the zero attractor A of the polynomial sequence (Fn(z)) whose degrees go to∞
is the limit of Z(Fn(z)) in the Hausdorff metric d on the non-empty compact subsets
K of C ∪ “∞.” [6]
Definition 3.3. The asymptotic zero distribution of order α, 0 < α ≤ 1, [6] µ for
a sequence (Fn(z)) of polynomials whose degrees go to ∞, is the weak*-limit of the
normalized counting measures of their zeros
µn =
1
dαn
∑
{δz : Fn(z) = 0}
where dn = deg(Fn) and δz is the point mass at z.
For partition polynomials, it is typical for their roots to lie around boundaries of
sets called phases
R(p, q) = {z ∈ D : <Lp,q(z) > max
(h,k) 6=(p,q)
<Lh,k(z)}
31
where Lh,k(z) is defined specific to the polynomial sequence. For this chapter,
Lh,k(z) =
(2, k)
k
√
1
2
Li2(−(−1)(k,2)z
k
(2,k) ), where Lis(z) =
∞∑
n=1
zn
ns
.
In the greatest sense of generality, the Yang Lee statistical mechanics principle that
“roots accumulate near points of phase transition” [44, 24] holds.
Remark 3.4. In the paper of Boyer and Goh [8] on the partition polynomials
Lk(z) =
√
Li2(zk)/k. In our previous paper on the plane partition polynomials [12]
Lk(z) =
3
√
2Li3(zk)/k. In [31], the second author demonstrates the existence of a
set of examples which have Lk(z) =
s
√
Γ(s)Lis(zk)/k for s > 1. At the end of this
chapter, we will detail an extension of this result where
Lh,k(z) =
(k, j)
k
√
1
j
Li2(z
k
(k,j) e(k,j)(ha)).
This chapter will study the sets R(h, k) and will be able to make several simplifica-
tions and reductions. In the end, each boundary is defined by a series of “equimodular
curves” [4] like
γ = {z ∈ D : =z,<z ≥ 0 <L1,1(z) = <L1,4(z)}
and the curve i[−β, β] where β > 0 as the solution to <L1,1(ix) = <L1,4(ix).
Theorem 3.5. The zero attractor A is given by
A = {z ∈ C : |z| = 1} ∪ γ ∪ −γ ∪ γ ∪ −γ ∪ i[−β, β]
For most partition polynomials the asymptotic zero distribution is fairly standard.
Most roots tend to cluster near the unit circle.
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Theorem 3.6. The asymptotic zero distribution for the odd parts partition polyno-
mials is the Lesbegue measure on the unit circle.
We omit the proof as it is given in [12, Theorem 26] where Fn(1) is replaced with
PL(n) where PL(n) counts the number of plane partitions of n. Indeed because if
|z| < 1, then |Fn(z)| ≤ Fn(1) ≤ PL(n) the proof may even be taken verbatim.
3.2 Estimates of Odd Parts Polynomials in the Unit Disk
Asymptotic structure of the roots of Fn(z) can be observed by estimation of
lnFn(z). In the following two sections, we develop estimates and these estimates
depend entirely upon weather or not Fn(z) lies within the unit circle or outside the
unit circle.
3.2.1 Estimates inside the Unit Disk
To obtain the estimates which are necessary we apply Theorem 1.7. As an exam-
ple, we shall work out all computations in detail. Define the Dirichlet series
Dh,k(s) =
∞∑
j=0
amek(hm)
ms
=
∞∑
j=0
ek(h(2j + 1)
(2j + 1)s
=
ek(h)
2s
L(2h/k, s, 1/2)
where L(λ, s, ν) is the Lerch zeta function [25]. Since am = (1− (−1)m)/2 is periodic,
it is an admissible sequence with s0 = 1. That is, each Dh,k(s) has a simple pole at
s = 1 with residue Ah,k = ek(h)δk|2h(h)/2. We are therefore allowed to define the
Fourier expansions
Dh,k(0) =
∑
j∈Zk
ek(hj)b(j) Ah,k =
∑
j∈Zk
ek(hj)c(j).
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The coefficients c(j), b(j) allow us to define
ωh,k,n = ek(−hn)
∏
j∈Zk
(1− ek(hj)z)−b(j), Lh,k(z)2 =
∑
j∈Zk
c(j)Li2(zek(hj))
where Li2(z) =
∑
zn/n2.
Lemma 3.7. For each j ∈ Zk,
c(j) =

1
2k
k = 1 mod 2
1−(−1)j
2k
k = 0 mod 2
Proof. By the discrete Fourier transform,
c(j) =
1
k
∑
h∈Zk
ek(−hj)Ah,k
=
1
2k
∑
2h=0 mod k
ek(−hj)ek(h).
If k is odd then 2h = 0 mod k if and only if h = 0 mod k. Therefore, c(j) = 1/2k.
If k is even, then 2h = 0 mod k if and only if h = k/2, 0 mod k. Thus,
c(j) =
1
2k
(1 + ek(−kj/2)ek(k/2)) = 1
2k
(
1− (−1)j) .
Lemma 3.8. For h, k relatively prime positive integers,
Lh,k(z) =
(2, k)
k
√
1
2
Li2(−(−1)(k,2)z
k
(2,k) ).
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Proof. For k odd,
Lh,k(z)
2 =
1
2k
∑
h∈Zk
Li2(ek(hj)z) =
1
2k
∞∑
m=1
(∑
j∈Zk
ek(mhj)
)
zm
ms
.
Now since (h, k) = 1 the exponential sum
∑
j∈Zk
ek(mhj) =

k m = 0 mod k
0 m 6= 0 mod k.
Therefore,
Lh,k(z)
2 =
1
2
∞∑
m=1
zmk
(mk)2
=
1
2k2
Li2(z
k) =
(2, k)2
2k2
Li2(−(−1)(k,2)z
k
(k,2) ).
Now consider k even. In this case c(j) = (1 − (−1)j)/2k has the property that
c(j) = 1/k if j is odd and zero if j is even. Therefore by a similar calculation,
Lh,k(z)
2 =
1
k
k/2∑
v=1
Li2(ek(2vh)[ek(h)z])
=
1
k
k/2∑
v=1
Li2(ek/2(vh)[ek(h)z])
=
2
k2
Li2(−zk/2) = (2, k)
2
2k2
Li2(−(−1)(2,k)z
k
(k,2) ).
By the same methodology, we can compute the first few ωh,k,n(z) which are rele-
vant. Note Dh,k(0) = 0 for k = 1, 2 and Dh,4(0) = (i
h − i3h)/4. Therefore
ω1,1,n(z) = 1, ω1,2,n(z) = (−1)n, ω1,4,n(z) = i−n 4
√
i− z
i+ z
, ω3,4,n(z) = i
n 4
√
i− z
i+ z
.
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Since we need only concern ourself with D = D, we can reduce the definition of
phase given for this Theorem. We observe that each Lh,k(z) is going to be distinct.
Anticipating the results in an upcoming section, we will assume that R(h, k) is empty
when k 6= 1, 2, 4. The approximations now follow by direct computation.
Theorem 3.9. Suppose X ⊂ R(1, 1) ⊂ D is compact and z ∈ X then
Fn(z) ∼
4
√
Li2(z)
32pi2n3
exp
(√
2nLi2(z)
)
.
Suppose X ⊂ R(1, 2) ⊂ D is compact and z ∈ X then
Fn(z) ∼ (−1)n 4
√
Li2(−z)
32pi2n3
exp
(√
2nLi2(−z)
)
.
Suppose X ⊂ R(1, 4) ⊂ D is compact and z ∈ X then
Fn(z) ∼
(
i−n 4
√
i− z
z + i
+ in 4
√
z + i
i− z
)
4
√
Li2(−z2)
128pi2n3
exp
(√
nLi2(−z2)
2
)
.
3.2.2 Estimates of Odd Parts Polynomials outside the Unit Disk
Theorem 3.10. For any R > 1 and η > 0, with |z| > R
Fn(z) ∼ zn
∞∏
m=1
1
1− z−2m
Proof. For k < n/2 Theorem 1 from [11] demonstrates that
[zn−j]Fn(z) = [zj]
∞∏
m=1
1
1− z2m .
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Therefore, if p(n) denotes the number of partitions of n then we have the bound
∣∣∣∣∣Fn(z)− zn
∞∏
m=1
1
1− z−2m
∣∣∣∣∣ ≤ p(n) |z|
n
2
1− |z|−1
which by the Hardy Ramanujan asymptotic proves the theorem.
Remark 3.11. Traditionally, an approximation like this is computed using singular-
ity analysis. We chose this proof because it demonstrates more clearly why Fn(z) has
the approximation it does. In a sense, znFn(z
−1) is converging to an analytic function
inside the unit disk.
3.3 Geometric Description of Phases: Dominance of <Lh,k(z)
In this section, we will classify the geometry of the “phase diagram” for the odd
parts polynomials. Unfortunately, this requires some conformal facts about the poly-
logarithm and a related function defined as the Boyer-Goh polylogarithm. After
introduction of the necessary theorems, we then prove what we require to construct
the zero attractor for the odd parts polynomials.
3.3.1 Polylogarithm
A special function which will be used extensively is the generalization of the
logarithm known as the polylogarithm. For s ∈ C and z ∈ D the s-polylogarithm is
defined by
Lis(z) =
∞∑
n=1
zn
ns
.
Interesting members of this family of functions include Li1(z) = − ln(1−z), Li0(z) =
z/(1−z), and Li2(z) =
∫ z
0
− ln(1−t)/tdt. There is much one can infer from elementary
analysis of the power series. A few routine observations are listed in lemmas below
for reference.
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Lemma 3.12. For s ∈ C and z ∈ D
Lis(z) + Lis(−z) = 21−sLis(z2).
Lemma 3.13. For s > 0 the s-polylogarithm on the set (−1, 1) is monotonic, maps
positive axis to positive axis, and negative axis to negative axis.
An analytic function f(z) with f(0) = 0 and f ′(0) = 1 is said to be star-like if
and only if
<z f
′(z)
f(z)
> 0.
Star-like functions are a class of univalent-or injective-functions on the open unit disk.
Theorem 3.14. [26] For s > 0 Lis(z) is univalent and star-like.
For our purposes, let 1 ≥ r > 0 and θ ∈ (−pi, pi] and substitute z = reiθ. By the
Cauchy Riemann equations,
Lemma 3.15. [16, pages 41, 42] For every 0 < r ≤ 1 and θ ∈ (−pi, pi], then
∂ argLis(re
iθ)
∂θ
> 0,
∂|Lis(reiθ)|
∂r
> 0.
Now note the following theorem from Fourier analysis:
Theorem 3.16. [17, page 513] For n = 0, 1, 2, . . . let r ∈ R+ so that rnan > 0
and ∆4rnan > 0. ∆an = an+1 − an is known as the forward difference operator and
∆k+1an = ∆(∆
kan). Define the function
f(z) =
∞∑
n=1
anz
n.
If we let θ ∈ (−pi, pi], then |f(reiθ)| is a decreasing function for 0 < θ < pi and
increasing on −pi < θ < 0.
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Theorem 3.17. For s > 0 and θ ∈ (−pi, pi], |Lis(reiθ)| is a decreasing function for
0 < θ < pi and increasing on −pi < θ < 0.
Proof. Since ∆4 (n−s) > 0, by Theorem 3.16 we are done.
The univalence of Lis(z) implies that Lis(0) is the only root of the polylogarithm
and this root is indeed simple. Applying the maximum modulus principle and min-
imum modulus principle to Lis(z)/z, we can use Theorem 3.17, and Lemma 3.12 to
prove the next theorem.
Theorem 3.18. For |z| ≤ 1 and s > 1,
|z|(1− 21−s)Lis(1) ≤ |Lis(z)| ≤ |z|Lis(1).
3.3.2 The Boyer-Goh Polylogarithm
Define the Boyer-Goh polylogarithm [8] as
fk(z; s) =
1
k
< s+1√Lis+1(zk) k = 1, 2, 3 . . . .
This is indeed an extension of the logarithm as f1(x; 0) = − ln(1 − x) if x ∈ (0, 1).
The function fk(z; s) can be written in polar form as
fk(z; s) =
1
k
|Lis+1(zk)| 1s+1 cos
[
argLis+1(zk)
s+1
]
, | argLis+1(zk)| ≤ pi.
Ideally, one would like to analyze this function for s > 0 but many useful statements
can only be proven to hold for s ≥ 1. This restriction is because fk(z; s) is a positive
semi-definite function in the dynamical systems sense [38, page 99] when s ≥ 1. This
means fk(z; s) cannot be negative and may only be zero when z
k ≤ 0 and s = 1.
Because fk(z; s) is harmonic except on the set {z : zk ≤ 0} the maximum and
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minimum principles can be applied to it. The maximum and minimum principle state
that if h(z) is a non constant harmonic function on a domain D then h(z) attains
its maximum and minimum on the boundary of D. It can be proven that fk(z; s)
is subharmonic. This follows from [32]. Subharmonic functions obey the maximum
principle but not the minimum principle. That is, if there is a harmonic function
h(z) to which fk(z; s) ≤ h(z) on the boundary of D then fk(z; s) < h(z) on the
interior of D. Recall that if two functions fi(z; s), fj(z; s) are subharmonic on D,
then max(fi(z; s), fj(z; s)) is subharmonic on D.
So long as fk(z; s) is positive semidefinite, we can classify the behavior of fk(z; s)
on circles.
Proposition 3.19. Let 0 < r ≤ 1, then the following is true:
1. If fk(re(θ); s) > 0 and 0 < arg((e(kθ)) < pi, then fk(re(θ); s) is a decreasing
function of theta.
2. If fk(re(θ); s) > 0 and −pi < arg((e(kθ)) < 0 then fk(re(θ); s) is an increasing
function of theta.
Proof. Write fk(z; s) in its polar form
fk(z; s) =
1
k
|Lis+1(zk)| 1s+1 cos
(
argLis+1(z
k)
s+ 1
)
.
By Lemma 3.15, argLis+1(re(kθ)) is increasing with theta and by Theorem 3.13
Liz0+1(z) maps positive axis to positive axis and negative axis to negative axis. If
fk(z; s) > 0, and arg e(kθ) ∈ (0, pi) then by the monotonicity of argLis+1(re(kθ))
we observe argLis+1(re(kθ)) ∈ (0,min( pi2(s+1) , pi)). Therefore, cos
(
argLis+1(reikθ)
s+1
)
is
decreasing. Theorem 3.17, however, shows that the modulus of Lis0+1(re
iθ) decreases
when 0 ≤ θ ≤ pi. Therefore fk(z; s) is a composition of positive decreasing functions
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when e(kθ) ∈ H. Because fk(z; s) = fk(z; s) we attain the result for the lower half
plane.
Corollary 3.20. For s ≥ 1, 0 ≤ r ≤ 1, and θ ∈ (−1/2, 1/2),
1
k
r
k
s+1f1(−1, s) ≤ 1
k
f1(−rk; s) ≤ fk(re(θ); s) ≤ 1
k
f1(r
k; s) ≤ 1
k
min(f1(r; s), r
k
s+1f1(1; s)).
Classification of Phases For Odd Parts
For sake of this argument, we use the following definition of phase which comes
from applying Lemma 3.8 to Definition 1.4,
R(p, q) =
⋂
{h,k∈N:(h,k)=1, h≤k}
{z ∈ D : gp,q(z)− gh,k(z) > 0}
with gh,k(z) = fk/(k,j)(e(ha/k)z; 1). Notice
gh,k(z) =

1
p
f1(z
p; 1) k + 1 = 2p
1
p
f1(−zp; 1) k = 2p.
Our main tool for developing a geometric description for the phases is the Lemmas
below.
Lemma 3.21. [5] For | arg z| ≤ pi/2, k ≥ 3, and z ∈ D, f1(z; 1) > fk(|z|; 1).
Lemma 3.22. For s0 ≥ 1, θ ∈ [0, 1/4], and 0 < r ≤ 1
f1(re(θ); s0) > f2(re(θ); s0).
Proof. If one shows that
1. f1(r; s0) > f2(r; s0) for r ∈ (0, 1],
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2. f1(ir; s0) > f2(ir; s0) for r ∈ (0, 1], and
3. f1(e(θ); s0) > f2(e(θ); s0) for θ ∈ [0, 1/4],
then by maximum principle we will be done. (1) is trivial. (2) is satisfied by Corollary
3.19 and
f1(ir; s0) > f1(−r; s0) ≥ f1(−r2; s0) > 1
2
f1(−r2; s0) = f2(ir; s0).
(3) is satisfied by Proposition 3.19, which states f1(e(θ); s0) is decreasing on the
interval [0, 1/2]. Thus for θ ∈ [0, 1/4],
f2(e(θ); s0) =
1
2
f1(e(2θ); s0) <
1
2
f1(e(θ); s0) < f1(e(θ); s0).
T
Theorem 3.23. The only nonempty phases are R(1, 1), R(1, 2), and R(1, 4).
Proof. To demonstrate R(1, 1), R(1, 2), and R(1, 4) are nonempty, observe
g1,1(z) = f1(z; 1), g1,2(z) = f1(−z; 1), g1,4(z) = 1
2
f1(−z2; 1),
g1,1(1) = f1(1; 1), g1,2(−1) = f1(1; 1), g1,4(i) = 1
2
f1(1; 1).
If k > 4, gh,k(z) <
1
2
f1(1; 1). In the case of k = 3, gh,k(z) ≤ 12f1(1; 1) with equality
only holding when z = ±1. Hence, by continuity and evaluation at z = 1, i,−1 we
observe R(1, 1), R(1, 2), and R(1, 4) are nonempty.
If k > 4, gh,k(z) ≤ f3(|z|; 1). If z lies in the right half disk, f3(|z|; 1) < f1(z; 1)
by Lemma 3.21. If z lies in the left half disk, f3(|z|; 1) = f3(| − z|; 1) ≤ f1(−z; 1).
Therefore, gh,k(z) < max(g1,1(z), g1,2(z)) and R(h, k) is empty.
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If k = 3 then gh,k(z) = f2(z; 1). By Lemma 3.22, if z is in the right half disk
then f2(z; 1) < f1(z; 1) and likewise for z in the left half disk f2(z; 1) = f2(−z; 1) <
f1(−z; 1). Therefore, R(1, 3) = R(2, 3) is empty.
If z ∈ R(1, 1) then −z ∈ R(1, 2) and if z ∈ R(1, 4) then −z ∈ R(1, 4). Last,
if z ∈ R(h, k) then z ∈ R(h, k). Therefore the geometry of these phases will have
symmetry about the real and imaginary axis.
Lemma 3.24. There is an β ≈ .9747405911 > 0 so that f1(ir; 1) > 12f1(r2; 1) if and
only if r ∈ (0, β) ⊂ (0, 1).
Theorem 3.25. There exists exactly three phases R(1, 1), R(1, 2), and R(1, 4) =
R(3, 4).
1. There exists a level curve γ and its reflected images, −γ, γ, and −γ whose union
is the boundary of R(1, 4).
2. The boundary of R(1, 1) is [0, β]i ∪ [−β, 0]i ∪ γ ∪ γ.
3. The boundary of R(1, 2) is [0, β]i ∪ [−β, 0]i ∪ −γ ∪ −γ.
Proof. The relations if z ∈ R(1, 1) then −z ∈ R(1, 2) implies that R(1, 2) is a subset
of the left half plane and likewise if z ∈ R(h, k) and z ∈ R(h, k). Therefore, it suffices
to classify the distribution of phases in the upper quarter disk. Consider the function
h(z) = g1,1(z)− g1,4(z) = f1(z; 1)− 1
2
f1(−z2; 1).
The theorem then follows naturally from three observations on θ ∈ (0, 1/4].
1. f1(re(θ); s0) is decreasing in theta and
1
2
f1(−r2e(2θ); s0) is increasing in theta
(Proposition 3.19) and therefore g(re(θ)) is decreasing in theta.
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2. g(r) = f1(r; 1) is positive for every r ∈ (0, 1].
3. g(ir) is negative only on r ∈ (β, 1), zero at β, and positive on r ∈ (0, β). (Lemma
3.24)
3.4 Computation of the Zero Attractor of Fn(z).
To compute the zero attractor for Fn(z), we follow the work done in [12]. This
methodology entails using the following theorem to demonstrate membership into the
zero attractor.
Lemma 3.26. If A is the zero attractor of Fn(z) then
{z ∈ C : |z| = 1} ∪ γ ∪ −γ ∪ γ ∪ −γ ∪ i[−β, β] ⊂ A.
Proof. We prove this using a direct application of [35, Theorem 3.2 ]. Because Fn(z)
counts integer partitions, if |z| ≤ 1, then |Fn(z)| ≤ Fn(1) ≤ p(n) where p(n) counts
the total number of partitions of n. Therefore |Fn(z)|
1√
n must be uniformly bounded
on compact subsets of the open unit disk as a consequence of the Hardy Ramanujan
approximation to p(n) [1]. Applying Theorem 3.9
v(z) = lim
n→∞
1√
2n
ln |Fn(z)| =

<√Li2(z) z ∈ R(1, 1)
<√Li2(−z) z ∈ R(1, 2)
<√Li2(−z2)/2 z ∈ R(1, 4).
This v(z) function cannot be analytic on ∂R(1, 1), ∂R(1, 2), or ∂R(1, 4) as this would
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violate the identity principle. Therefore,
∂R(1, 1) ∪ ∂R(1, 2) ∪ ∂R(1, 4) ⊂ A.
By Theorem 3.25 states,
∂R(1) ∪ ∂R(2) ∪ ∂R(4) = γ ∪ −γ ∪ γ ∪ −γ ∪ i[−β, β].
To demonstrate that the unit circle is a subset of the zero attractor we play the same
game except with the domain being C and with a 1/n normalization. By Theorem
3.10 and Theorem 3.9 if v(z) were harmonic, then v(z) = max(ln |z|, 0) which isn’t
harmonic on the unit circle. This finishes the proof.
At the same time we use a simple application of Hurwitz’s theorem to prove non
membership.
Lemma 3.27. If A is the zero attractor of Fn(z) then
A ⊂ {z ∈ C : |z| = 1} ∪ γ ∪ −γ ∪ γ ∪ −γ ∪ i[−β, β] ∪ “∞”.
Proof. Proof follows from [12, Thoerem 22] where gn(z) is the right hand side of the
asymptotic estimates in Theorem 3.10 and Theorem 3.9 on each respective set.
Last we observe that if “∞” is in the zero attractor of Fn(z) then 0 will be in the
zero attractor of the reverse polynomial znFn(1/z). However, limz→0 znFn(1/z) = 1.
This proves “∞” 6∈ A which completes the proof.
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3.5 Extensions and Generalizations of This Work
In a sense, this work can be viewed as a culmination of several related works
[27, 29, 11, 8, 12]. It is not hard to prove that under a few assumptions the roots of
a sequence of partition polynomials Fn(z) cluster near
∞⋃
m=1
∂R(m) ∪ {z ∈ R(m) : Lm(z) Not Analytic}.
The only major bottleneck in outright proof is the analysis like the one that was
done in Section 3.3. The example of the odd parts partition polynomial was chosen
because its zero attractor was non trivial, compared to other arithmetic progressions,
and could be analytically computed. Here we detail several more examples like the
odd parts polynomials that should follow this framework.
Remark 3.28. When a1 6= 1, weather the roots of Fn(z) cluster outside the closed
unit disk is still unproven. For this reason, we will only discuss the roots inside the
closed unit disk. By requiring a1 = 1, we can indeed demonstrate that the coefficients
of Fn(z) “stabilize” which results in roots clustering only inside the closed unit disk.
3.5.1 Partitions whose Parts Lie in an Arithmetic Progression
If pk(n; a, j) denotes the number of partitions of n into k parts where each sum-
mand is congruent to a mod j. Here zero attractor of these polynomials inside the
closed unit disk is just a wheel with j spokes.
Theorem 3.29. If (a, j) = 1 and j ≥ 3, then
A ∩ D = {z ∈ D : zj = −|z|j} ∪ {z ∈ C : |z| = 1}
Here similar estimates hold for both inside the unit disk and outside the unit disk
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approximations. Inside the unit disk, we obtain
Lh,k(z) =
(k, j)
k
√
1
j
Li2(z
k
(k,j) e(k,j)(ha))
where (h, k) = 1 and h ≤ k. The associated phases are therefore defined by
R(h, k) = {z ∈ D : fk/(k,j)(zek(ha)) > fq/(q,j)(zeq(pa)) (h, k) 6= (p, q)}.
Quite plainly when j ≥ 3, R(h, k) turn out to be just angular wedges. The proof is
given in the next several lemmas and theorems below.
Theorem 3.30. For | arg z| ≤ pi/3 and z ∈ D \ {0}, <Li2(z) > 0.
Proof. By the same methods in Theorem 3.19, indeed <Li2(re(t)) is decreasing wher-
ever <Li2(re(t)) ≥ 0 and t ∈ (0, 1/2). Hence it suffices to show on r ∈ (0, 1)
h(r) = <Li2(re(1/6)) =
∞∑
n=1
rn cos
(
pin
3
)
n2
> 0.
But this is a trivial exercise in rearranging a sums terms.
Lemma 3.31. Suppose that for z ∈ D, <Li2(z) > 0, then f1(z; 1) > f2(|z|; 1).
Proof. Since 2 cos(θ)2 = 1 + cos 2θ, we have the following algebraic formula
<√z =
√
|z|+ <z
2
.
Therefore
f1(z; 1) = <
√
Li2(z) =
1√
2
√
|Li2(z)|+ <Li2(z) ≥ 1√
2
√
|Li2(z)|.
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By Theorem 3.18,
|z|Li2(1) ≥ |Li2(z)| ≥ 1
2
|z|Li2(1).
Hence
1√
2
√
|Li2(z)| ≥ 1
2
√
Li2(1)|z| ≥ 1
2
√
Li2(|z|) ≥ f2(|z|; 1).
Lemma 3.32. For every k, j ∈ N k/(k, j) = 1 if and only if k | j.
Proof. Suppose that k | j and of course k | k. By the definition of greatest common
divisor, k | (k, j). But (k, j) | k so k/(k, j) = 1. If k/(k, j) = 1 then k | (k, j).
Therefore by the definition of greatest common divisor, k | j.
Lemma 3.33. The following are true:
1. For every n ∈ Z there is a h, k ∈ N with h ≤ k, k | j and (h, k) = 1 so that
gh,k(z) = f1(e(n/j)z).
2. For every k | j there is an n ∈ Z so that gh,k(z) = f1(e(n/j)z).
Proof. First observe that the (2) is a trivial application of Lemma 3.32. If k | j and
(h, k) = 1 with h ≤ k,
gh,k(z) = f1(e(ha/(k, j))z; s0) = f1(e(n/j)z; s0)
where n = haj/(k, j). To prove (1), choose any integer n and a ∈ N with (a, j) = 1.
We can decompose
n =
[
a−1n
(a−1n, j)
]
a(a−1n, j) mod j.
Choose k = j
(na−1,j) and h =
a−1n
(a−1n,j) where na
−1 is chosen such that 0 < na−1 ≤ j. It
now follows (h, k) = 1, h ≤ k, k | j, and e(n/j) = e(ha/(k, j)). Therefore by Lemma
3.32 f1(e(n/j)z; s0) = gh,k(z).
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Theorem 3.34. For every z ∈ D, j ≥ 3
max
k|j, (h,k)=1
gh,k(z) = max
h,k
gh,k(z).
Proof. This is a consequence of Lemmas 3.30-3.33. We know there must exist an n
so that arg e(n/j)z ≤ pi/j ≤ pi/3. For this n f1(e(n/j)z; 1) > fk(e(v/j)z; 1) for all
v ∈ N and k ≥ 2. However, there must exist a h, k with (h, k) = 1, h ≤ k and k | j so
that gh,k(z) = f1(e(n/j)z; 1) which dominates all other gh,k(z).
Theorem 3.35. The following are true:
1. For every nonempty R(h, k) there exists a R(h′, k′) so that e(1/j)R(h, k) =
R(h′, k′).
2. R(1, 1) = {z ∈ D : | arg(z)| < pi/j}
Proof. (1) Follows from Lemma 3.33 and Theorem 3.34. Therefore, we can restrict
ourselves to studying {z ∈ D : | arg(z)| < pi/j} and extend our results by this
rotational symmetry. That is it suffices to show
{z ∈ D : | arg(z)| ≤ pi/j} ⊂ R(1, 1)
and the radial lines arg z = ±pi/j do not belong to any phase. For every n such that
| arg e(n/j)| > 3pi
2j
then | arg ze(n/j)| > pi
j
and by Theorem 3.19,
f1(z; 1) ≥ f1(e(j/2); 1) > f1(ze(n/j); 1).
Therefore, we need only show that f1(z; 1) > f1(ze(1/j); 1), f1(ze(−1/j); 1) on this
set. By Theorem 3.19,
f1(z; 1) > f1(e(±1/j)z; 1)
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if and only if | arg z| < | arg z±2pi/j|. Taking the intersection of both these sets shows
{z ∈ D : | arg z| < pi/j} ⊂ R(1, 1).
3.5.2 Partitions into Periodic Colors
If a = {a1, . . . aj} a sequence and pk(n; a) as the number of partitions of n into k
parts where each summand congruent i mod j can be colored up to ai colors and
Fn(z) =
n∑
k=1
pk(n; a, b, j)z
k.
Here we have,
Lh,k(z) =
(k, j)
k
√
j
(
j∑
i=1
aiLi2(e(k,j)(hi)z
k/(k,j))
) 1
2
.
The zero attractor inside the unit disk should then follow from the framework. Notice
this generalizes the previous example.
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