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Introduction
Résoudre un problème efficacement est une question classique pour un algorithmicien. L’étude
de deux ressources est essentielle afin de mesurer l’efficacité d’un algorithme : son temps d’exé-
cution et l’espace qu’il nécessite. Certains problèmes sont malheureusement plus difficiles que
d’autres. Pour certains, les connaissances actuelles n’autorisent pas d’algorithmes efficaces ; pour
d’autres, cela est inhérent à leur nature demandant de produire en sortie un grand nombre d’ob-
jets.
Cette thèse considère typiquement des problèmes difficiles pour lesquels des algorithmes mo-
dérément exponentiels, c’est-à-dire plus rapides que la recherche exhaustive, seront proposés. On
s’intéresse également à des restrictions de ces problèmes, où nous serons capables de proposer
des algorithmes polynomiaux, voire linéaires en la taille de l’entrée. On regardera finalement des
problèmes demandant d’énumérer des objets combinatoires respectant certaines propriétés. Nous
montrerons que ces objets sont en nombre exponentiel et donnerons des algorithmes les plus effi-
caces possibles, bien qu’exponentiels, pour les énumérer.
Parmi ces problèmes difficiles il y a les problèmes NP-complets. Leur étude commence dans les
années 70 avec la preuve de NP-complétude pour le problème 3-SAT que l’on doit à Cook et Levin
en 1971. Les problèmes NP-complets sont très nombreux, et présents dans des domaines variés
comme en mathématiques, en biologie, en télécommunication, etc. Il est primordial de pouvoir les
résoudre le plus efficacement possible. Nous ne savons pas à l’heure actuelle si de tels problèmes
peuvent être résolus en temps polynomial. C’est la grande question ouverte : est-ce que P = NP ?
Ces problèmes ne sont pour autant pas impossibles à traiter, ne serait-ce que par une recherche
exhaustive de toutes les possibilités. La question de l’existence d’algorithmes plus rapides que la
recherche exhaustive a été posée très tôt par Gödel dans une lettre à destination de von Neumann 1
en 1956 :
« It would be interesting to know, for instance, the situation concerning the determi-
nation of primality of a number and how strongly in general the number of steps in finite
combinatorial problems can be reduced with respect to simple exhaustive search. »
1. L’intégralité de cette lettre peut être consulté sur le blog de Lipton à l’adresse rjlipton.wordpress.com/
the-gdel-letter.
2 INTRODUCTION
Si la réponse concernant le test de primalité est connue depuis peu, la question reste entière
en général : « est-ce que tous les problèmes peuvent être résolus plus rapidement que par une
recherche exhaustive ? »
Nous nous intéressons plus particulièrement dans cette thèse à l’étude des problèmes NP-
complets de graphes.
Les graphes trouvent leur origine dans une problématique mettant
en scène la ville originairement prussienne de Königsberg. C’est une
ville traversée par un fleuve et séparée en 4 parties : celle de la rive
nord, celle de la rive sud ainsi que deux îles centrales ; plusieurs ponts
relient ces parties entre elles, comme en atteste la figure ci-contre qui
est une gravure de la ville de Königsberg sur laquelle les 7 ponts ont
étés mis en évidence.
Euler énonça un problème mettant en scène ces ponts : étant donné
un point de départ dans cette ville, existe-t-il une promenade passant
exactement une fois par chacun de ces ponts et revenant au point de dé-
part ? Il définit la notion de (multi)graphe pour y répondre. Les graphes
sont formés par une collection de points, appelés sommets, qui peuvent
être reliés entre eux par des liens, appelés arêtes. La figure ci-contre re-
présente le graphe associé à Königsberg, les sommets représentant les
différentes parties de la ville, et les arêtes les ponts les reliant.
Il énonça finalement le théorème suivant :
Théorème. [Théorème d’Euler (1736)]
Un graphe connexe est eulérien si et seulement si chacun de ses sommets est incident à un nombre pair
d’arêtes.
Par le théorème d’Euler un graphe est eulérien si tous les points sont incidents à un nombre
pair de liens. Ce théorème répond donc à la question posée initialement : étant donné qu’au moins
un des points est adjacent à un nombre impair de liens (en fait ils le sont tous), le graphe repré-
sentant la ville de Königsberg n’est pas un graphe eulérien ; une telle promenade n’existe donc pas.
Une preuve rigoureuse de ce théorème fut établie 137 ans plus tard par Carl Hierholzer. Plus de
détails concernant ce problème et sa résolution sont donnés dans « Introduction to Graph Theory »
de West [Wes00].
Les graphes, malgré leur simplicité, permettent de modéliser de nombreux problèmes en in-
formatique, dont certains sont difficiles. Ces problèmes n’admettent a priori pas d’algorithmes ef-
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ficaces (polynomiaux) pour les résoudre. Il existe néanmoins plusieurs approches pour les traiter.
Une première approche consiste à ne pas mesurer le temps d’exécution d’un algorithme unique-
ment par la taille de l’entrée mais aussi par rapport à d’autres paramètres pertinents dans le but
de réduire l’explosion combinatoire à ces paramètres. Concernant les problèmes pour lesquels
on cherche à concevoir une solution optimale selon un critère donné, il est possible de concevoir
des algorithmes rapides mais ne calculant qu’une solution sous-optimale. Une autre approche
consiste à restreindre l’entrée à celles respectant certaines bonnes propriétés qui nous permet-
tront d’obtenir des algorithmes plus performants.
Il peut également être intéressant de résoudre ces problèmes difficiles en concevant des algo-
rithmes exacts qui soient modérément exponentiels. Bien que pour de grandes instances de tels
algorithmes ne sont pas exploitables, ils peuvent l’être pour des instances de taille plus modeste.
Nous allons concevoir dans cette thèse des algorithmes exacts, exponentiels ou polynomiaux,
pour divers problèmes d’optimisation ou d’énumération associés à des problèmes difficiles en gé-
néral. Pour les algorithmes exponentiels, nous obtiendrons des temps d’exécution sensiblement
meilleurs qu’une recherche exhaustive.
Nous nous intéressons à la résolution de problèmes d’énumération et d’optimisation diffi-
ciles dans les graphes. 2 L’étude se concentre en particulier sur trois problèmes. Nous étudie-
rons tout d’abord le problème d’optimisation Ensemble Connexe Tropical Minimum pour lequel
nous cherchons, étant donné un graphe dont les sommets sont colorés (cette coloration n’étant
pas nécessairement propre), un sous-ensemble de sommets connexe et de cardinalité minimum
contenant chaque couleur du graphe. Le prochain problème étudié est le problème d’énuméra-
tion Ensembles Dominants Minimaux. Nous chercherons alors à énumérer les ensembles do-
minants minimaux lorsque le graphe en entrée se restreint à certaines classes de graphes. Nous
nous sommes finalement intéressés au problème d’optimisation Domination Romaine FaibleMi-
nimum pour lequel on cherche à placer des légions sur les sommets de telle sorte que le graphe
respecte certaines propriétés. Le premier problème ne peut pas à notre connaissance être résolu
en temps polynomial (car il est, dans sa version de décision, NP-complet). Le second problème
demande d’énumérer en général un grand nombre d’objets. Ces trois problèmes font partie de
problématiques actuellement très étudiées dans le domaine de l’algorithmique et la combinatoire
des graphes.
La première de ces problématiques est l’énumération de structures particulières dans les
graphes et l’établissement d’une borne combinatoire sur le nombre maximum de tels objets qu’un
graphe peut avoir : citons notamment l’énumération des stables maximaux, des ensembles coupes-
cycles minimaux ou encore l’énumération d’ensembles dominants minimaux, ce qui est le cas du
2. Nous donnons plus de détails concernant les problèmes d’énumération et d’optimisation dans la section 1.2 du
chapitre 1.
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problème Ensembles Dominants Minimaux.
La seconde concerne les problèmes pour lesquels le graphe en entrée arrive avec une colora-
tion (pas nécessairement propre) sur les sommets. Ces problèmes, souvent inspirés par la biologie,
sont intrinsèquement plus complexes que des problèmes impliquant des graphes simples. Avec le
problème Ensemble Connexe Tropical Minimum nous nous intéressons à la recherche de struc-
tures particulières dans des graphes colorés.
La dernière problématique dont nous parlerons ici concerne les problèmes introduisant une
certaine notion de dynamique. L’étude de tels problèmes est relativement récente. Parmi ces pro-
blèmes citons les problèmes de reconfigurations ou les problèmes de jeux combinatoires. Une
certaine idée de dynamique est présente dans le problème Domination Romaine Faible Mini-
mum.
Plan de la thèse et résumé
Le chapitre 1 est dédié à la présentation des notions essentielles à la bonne compréhension
de cette thèse. Nous introduisons tout d’abord des notions propres aux graphes, ainsi que des
classes de graphes, puis des notions concernant la complexité des problèmes et des algorithmes.
Nous présentons ensuite plusieurs techniques algorithmiques ainsi que des outils afin d’analyser
le temps d’exécution d’algorithmes. Finalement nous donnons un ensemble de problèmes clas-
siques et utiles tout au long de cette thèse.
Le chapitre 2 est dédié à la recherche d’un ensemble connexe tropical dans les graphes. Étant
donné un graphe G = (V ,E) et une coloration de ses sommets c (coloration qui n’est pas néces-
sairement propre, deux sommets adjacents peuvent avoir la même couleur), un sous-ensemble
V ′ ⊆ V est un ensemble connexe tropical si le graphe induit par V ′ est connexe et si V ′ contient
chacune des couleurs utilisées par la coloration c. Nous donnons dans ce chapitre un algorithme
exact exponentiel calculant, étant donné un graphe à n sommets, un ensemble connexe tropical
de cardinalité minimum en temps O∗(1.5359n), sensiblement plus efficace que l’algorithme trivial
énumérant tous les sous-ensembles de sommets possibles en temps O∗(2n). Nous utilisons la nota-
tion «O∗ », qui fonctionne comme la notation «O » mais ignore en plus les facteurs polynomiaux
en n, cf section 1.2 du prochain chapitre. En utilisant la réduction établie par Angles d’Auriac et al.
dans [AdCH+14], ainsi que la preuve par Fomin et al. [FKW04] qu’Ensemble Dominant n’admet
pas d’algorithme sous-exponentiel dans les graphes de degré maximum 6 sous l’Exponential Time
Hypothesis proposée par Impagliazzo et Paturi dans [IP01], nous montrons qu’Ensemble Connexe
Tropical Minimum n’admet pas d’algorithme sous-exponentiel même lorsque le graphe en entrée
est un arbre de hauteur au plus 3, à moins que l’ETH ne soit fausse. Pour clore ce chapitre, nous
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donnons un algorithme exact exponentiel de branchement résolvant Ensemble Connexe Tropi-
calMinimum lorsque le graphe en entrée est un arbre, cet algorithme ayant un temps d’exécution
de O(1.2721n).
Les travaux de ce chapitre ont été établis en collaboration avec Mathieu Chapelle, Manfred Co-
chefert, Dieter Kratsch et Mathieu Liedloff. Ils ont fait l’objet d’un article présenté à la conférence
IPEC 2014 [CCK+14].
Nous nous intéressons dans le chapitre 3 à l’énumération des ensembles dominants minimaux
dans certaines classes de graphes. Étant donné un graphe G = (V ,E), un sous-ensemble V ′ ⊆ V
est un ensemble dominant si tout sommet de V est soit dans V ′, soit a un voisin dans V ′, et il est
minimal s’il ne contient aucun sous-ensemble strictement inclus qui est lui-même un ensemble
dominant. L’étude de ce chapitre porte donc sur la conception d’algorithmes énumérant ces en-
sembles lorsque l’entrée est restreinte à certaines classes de graphes. Nous donnons tout d’abord
un algorithme pour Ensembles Dominants Minimaux lorsque le graphe en entrée est un graphe
split. Cet algorithme énumère ces sous-ensembles en temps O(1.4423n) et nous montrerons que
cette borne est la meilleure borne possible. Nous donnons ensuite un algorithme énumérant les
ensembles dominants minimaux en temps O(1.4511n) lorsque le graphe en entrée est un graphe
cobiparti. Nous donnons finalement un algorithme énumérant les ensembles dominants mini-
maux dans les graphes d’intervalles en temps O∗(3n/3) et nous montrons que c’est la meilleure
borne possible. Cela améliore des résultats de Couturier et al. [CHvHK13] et répond à certaines de
leurs conjectures.
Les travaux de ce chapitre ont fait l’objet d’un article en collaboration avec Jean-François Cou-
turier et Mathieu Liedloff, présenté à la conférence ICGT 2014 et publié dans le journal Theoretical
Computer Science [CLL15].
Dans le chapitre 4 nous nous intéressons au problème Domination Romaine FaibleMinimum
qui tient son nom de la problématique initiale : on cherche à sécuriser l’empire romain du IV eme
siècle en plaçant des légions pour dominer toutes les régions, le tout en utilisant le minimum
de légions. La problématique est la suivante : étant donné un graphe G = (V ,E), une fonction
f : V → {0,1,2} est une fonction de domination romaine faible si, pour tout sommet v ∈ V tel que
f (v) = 0, v a un voisin u tel que f (u) ≥ 1 et tel que l’ensemble D = {x | fu→v(x) ≥ 1} est un ensemble
dominant de G, la fonction fu→v étant définie par :
fu→v(x) =

1 si x = v
f (u)− 1 si x = u
f (x) si x < {u,v}.
Le coût d’une telle fonction est égal à
∑
x∈V f (x). Nous cherchons dans ce problème à calcu-
ler une fonction de domination romaine faible qui soit de coût minimum. Nous rappelons tout
d’abord quelques résultats concernant ce problème dans le cas général, établis par Chapelle et
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al. dans [CCC+13], puis nous montrons que ce problème peut être résolu en temps polynomial
lorsque le graphe en entrée est un graphe d’intervalles. En introduisant des structures de données
adéquates que nous précalculerons, nous montrons finalement que l’algorithme peut être modifié
pour calculer une fonction de domination romaine faible en temps linéaire.
Les travaux de ce chapitre ont fait l’objet d’un article en collaboration avec Mathieu Liedloff
actuellement soumis à EUROCOMB 2015. Il fera l’objet d’une soumission en journal, en combi-
naison avec l’article [CCC+13] de Chapelle et al.
Finalement, dans le chapitre 5, nous rappelons les différents résultats établis tout au long de
cette thèse, et nous présentons les perspectives envisagées quant à la continuité de ces résultats.
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Ce chapitre est consacré à la définition de notions utiles tout au long de cette thèse. Nous
donnons un ensemble de définitions et de notations générales concernant les graphes, ainsi qu’un
ensemble de classes de graphes qui seront nécessaires par la suite. Nous donnons ensuite quelques
notions clés concernant l’analyse des algorithmes, en rappelant quelques classes de complexité et
des notations asymptotiques. Nous présentons des techniques algorithmiques étudiées et utilisées
dans cette thèse afin de construire des algorithmes plus efficaces que la recherche exhaustive pour
résoudre des problèmes de graphes, ainsi que différents outils classiques afin d’analyser le temps
d’exécution de ces algorithmes. Nous rappelons finalement un ensemble de problèmes classiques.
1.1 Notions de graphes
Nous donnons dans cette section des définitions et des notations concernant les graphes. Les
graphes sont des objets mathématiques, constitués d’un ensemble de points appelés sommets,
ainsi que d’un ensemble de liens appelés arêtes ou arcs lorsqu’on leur donne une orientation.
Sauf indication contraire, les graphes étudiés dans cette thèse sont des graphes simples (au plus
une seule arête relie deux sommets et chaque arête relie deux sommets distincts, en opposition
aux multigraphes) et non-orientés.
On ne parlera pas en détail ici de la représentation en mémoire d’une structure de graphe. Ha-
bituellement on les représente par matrice d’adjacence, par matrice d’incidence ou encore par liste
d’adjacence.
Le lecteur pourra se référer à l’ouvrage « Graph Theory » de Diestel [Die12] et « Graphs and
Hypergraphs » de Berge [Ber76] pour plus de détails concernant les notions et généralités sur les
graphes.
1.1.1 Notations
Un graphe G = (V ,E) est un couple d’un ensemble de sommets V et d’un ensemble d’arêtes
E, une arête étant une paire de sommets. On note généralement V (G) l’ensemble des sommets
d’un graphe G, E(G) l’ensemble des arêtes d’un graphe G, n(G) le nombre de sommets de G et
m(G) le nombre d’arêtes de G ou plus simplement V , E, n et m lorsqu’il n’y a aucune ambiguïté
sur le graphe auquel ces objets font référence.
Étant donnés deux sommets u et v ∈ V , u est adjacent à v si l’arête {u,v} ∈ E.
On définit le voisinage ouvert d’un sommet v ∈ V par NG(v) = {u | {u,v} ∈ E}, et on définit le
voisinage fermé (ou voisinage clos) de v par NG[v] =NG(v)∪ {v}.
Étant donné un sous-ensemble de sommetsW ⊆ V , on définitNG(W ) = ⋃w∈W NG(w),NG[W ] =
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NG(W )∪W , et étant donné un sommet u, on définit NW (u) =NG(u)∩W et NW [u] =NG[u]∩W .
Le degré d’un sommet v est défini par dG(v) = |N (v)|. On définit le degré maximum de G par
∆(G) =max{dG(v)|v ∈ V (G)}. Un graphe G est complet si ses sommets sont tous de degré n− 1.
S’il n’y a pas d’ambiguïté sur le graphe auquel ces notions font référence on pourra supprimer
l’indice G des notations précédentes.
Étant donné un sous-ensemble de sommets W ⊆ V , on appelle sous-graphe induit par W ,
noté G[W ], le graphe défini par G[W ] = (W, { {u,v} | u ∈W , v ∈W et {u,v} ∈ E}).
Un sous-ensemble de sommets C ⊆ V est une clique de G si le graphe induit par C est un graphe
complet. Un sous-ensemble de sommets S ⊆ V est un stable de G si le graphe induit par S ne
contient pas d’arête.
Figure 1.1 – Les sommets bleus forment une clique, les rouges forment un stable.
Une suite de sommets distincts (u1,u2, . . . ,uk) est un chemin si {ui ,ui+1} ∈ E pour tout i ∈
{1, . . . , k − 1}. La longueur d’un chemin est égale au nombre d’arêtes qui le compose. On définit de
manière similaire un cycle comme un chemin (u1,u2, . . . ,uk), k > 2 et l’arête {uk ,u1} appartient au
graphe. La longueur d’un cycle est alors égale au nombre d’arêtes qui le compose.
Figure 1.2 – Le graphe induit par les sommets rouges est un chemin de longueur 2, celui induit
par les sommets bleus est un cycle de longueur 4.
Un graphe est connexe si pour chaque paire de sommets il existe un chemin les reliant. Une
composante connexe de G est un sous-graphe induit G′ = (V ′ ,E′) de G qui est connexe et maxi-
mal : pour tout u ∈ V \V ′, le graphe induit par V ′ ∪ {u} n’est pas connexe.
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Figure 1.3 – Un graphe avec deux composantes connexes : le graphe induit par les sommets bleus
et le graphe induit par les sommets rouges.
Le complémentaire de G, noté G, est le graphe contenant les mêmes sommets que G, et tel
que deux sommets sont adjacents dans G si et seulement s’ils ne sont pas adjacents dans G.
v
v
v v
1
2
3 4
(a)
v
v
v v
1
2
3 4
(b)
Figure 1.4 – (a) Un graphe G ; (b) Le complémentaire G de G.
L’union de deux graphes G et H , notée G∪H , a comme ensemble de sommets V (G)∪V (H) et
comme ensemble d’arêtes E(G)∪E(H).
v1
v5
(a)
v
v
v v
1
2
3 4
v5
(b)
Figure 1.5 – (a) Un graphe H ; (b) L’union G∪H du graphe G de la figure 1.4a et du graphe H .
Une coloration propre de G est une affectation d’une couleur à chaque sommet telle que deux
sommets adjacents aient des couleurs différentes. Le nombre chromatique de G, noté χ(G) est le
nombre minimum de couleurs nécessaires pour colorer G par une coloration propre.
Un sous-ensemble d’arêtes E′ ⊆ E est un couplage pour G si les arêtes de E′ sont deux à deux
non-incidentes. Autrement dit, le sous-graphe (V ,E′) est constitué d’une collection de sommets
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isolés et de chemins de longueur 1. On note ν(G) la taille d’un couplage maximum pour G.
Un sous-ensemble de sommets V ′ ⊆ V est un ensemble dominant si N [V ′] = V . Autrement
dit, tout sommet de V soit est dans V ′, soit possède un voisin dans V ′. On note γ(G) la taille du
plus petit ensemble dominant de G.
1.1.2 Les classes de graphes
Une classe de graphes peut être vue comme une famille de graphes partageant des caractéris-
tiques structurelles communes. Il existe un très grand nombre de classes de graphes différentes.
Nous décrivons quelques classes de graphes utiles à la compréhension des prochains chapitres.
Arbre et forêt
Une forêt est un graphe ne contenant pas de cycle. Un arbre est un
graphe connexe et sans cycle. Tout sommet de degré 2 ou plus est un
nœud interne et tout sommet de degré au plus 1 est une feuille.
L’arbre G est enraciné si on a désigné un sommet r comme étant sa
racine. Dans un tel arbre, pour tout chemin (r, . . . ,v1,v2), v1 est le père de
v2 et v2 est le fils de v1. La profondeur d’un arbre enraciné est la longueur
du plus long chemin reliant la racine à une feuille. On note généralement T un arbre et T (r) un
arbre enraciné en un sommet r.
On donne un exemple d’arbre dans la figure ci-contre, dont les sommets bleus sont des feuilles,
et les sommets rouges sont des nœuds internes.
Graphe split
Un graphe est split si on peut partitionner ses sommets en deux
sous-ensembles V1 et V2 tels que V1 est une clique de G et V2 est un
stable de G.
Le graphe de la figure ci-contre est un graphe split, les sommets
bleus formant une clique et les sommets rouges formant un stable.
Graphe biparti
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Un graphe G = (V ,E) est biparti si on peut partitionner V en deux sous-ensembles V1 et V2,
tels que V1 et V2 sont des stables de G. Le graphe G est biparti complet si tout sommet de V1 est
adjacent à tout sommet de V2.
On note généralement Kn1,n2 un graphe biparti complet dont le pre-
mier sous-ensemble contient n1 sommets, et le second sous-ensemble
contient n2 sommets.
Le graphe de la figure ci-contre est biparti complet, dont les som-
mets sont partitionnés en sommets bleus et en sommets rouges. Chaque
arête de ce graphe relie un sommet bleu à un sommet rouge, et tout
sommet bleu est adjacent à tout sommet rouge.
Graphe cobiparti
Un graphe est cobiparti si on peut partitionner ses sommets en deux
sous-ensembles V1 et V2 tels que V1 et V2 sont des cliques de G. Le
graphe ci-contre est un exemple de graphe cobiparti, dont les sommets
sont partitionnés en sommets bleus et en sommets rouges. Les graphes
induits par chacun de ces sous-ensembles sont des cliques.
Cographe
Un cographe est un graphe pouvant être construit selon les règles
v
1
v
5
v
3
v
2
v
4
suivantes :
• Un sommet isolé est un cographe ;
• Le complémentaire d’un cographe est un cographe ;
• L’union de deux cographes disjoints est un cographe.
Le graphe ci-contre se construit par l’application successive des règles suivantes : ajout d’un
sommet isolé v1, union avec un sommet isolé v2, union avec un sommet isolé v3, complémentaire,
union avec un sommet isolé v4, union avec un sommet isolé v5, complémentaire.
Graphe d’intervalles
Un grapheG = (V ,E) est un graphe d’intervalles si on peut mettre en bijection V avec une famille
d’intervalles des réels, tel que deux sommets soient adjacents si et seulement si leur intervalles
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correspondants s’intersectent. On donne dans la figure (a) ci-dessus un exemple de graphe d’in-
tervalles. On définit deux fonctions l : V → R (respectivement r : V → R) associant à chaque
sommet l’extrémité gauche (respectivement l’extrémité droite) de son intervalle correspondant.
Ces deux fonctions définissent un modèle d’intervalles pour G.
Un modèle d’intervalles est normalisé si les intervalles associés aux sommets ont des extrémi-
tés distinctes, et les valeurs des extrémités sont dans {1, . . . ,2n}.
G est un graphe d’intervalles propres s’il existe un modèle d’intervalles pour G tel qu’aucun
intervalle n’est inclus dans un autre. La figure (b) ci-dessus est un exemple de graphe d’intervalles
propres.
Graphe triangulé
Un graphe est triangulé si tout cycle de longueur au moins 4 possède une corde, c’est-à-dire
une arête reliant entre eux deux sommets non-consécutifs sur le cycle.
Graphe sans griffe
Un graphe sans griffe est un graphe ne contenant aucune griffe comme sous-graphe induit,
c’est-à-dire aucun K1,3 (un graphe biparti complet dont la première partie contient un sommet, et
la seconde trois sommets).
Graphe d’intervalles circulaires
Un graphe d’intervalles circulaires est un graphe pour lequel on peut mettre en bijection ses
sommets avec une famille d’arcs d’un cercle, deux sommets étant adjacents si et seulement si leurs
arcs correspondant s’intersectent.
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Comme nous l’avons précisé au début, cette liste n’est pas exhaustive.
De nombreuses relations d’inclusion lient les différentes classes de graphes entre elles. Parmi les
classes de graphes que nous venons de citer on vérifie aisément que tout graphe d’intervalles
est également un graphe d’intervalles circulaires ou encore un graphe triangulé, et qu’un graphe
d’intervalles propres est également un graphe d’intervalles. La connaissance des inclusions entre
les classes de graphes est intéressante lorsque l’on s’intéresse à la complexité de problèmes ou à
la conception d’algorithmes restreints à certaines classes de graphes : un algorithme résolvant un
problème sur une classe donnée résout aussi le problème sur toutes ses sous-classes. Par ailleurs,
si on a un algorithme résolvant un problème sur une classe donnée, il peut être intéressant d’étu-
dier ce qu’il se passe pour l’une de ses superclasses. Nous donnons dans la figure 1.7 quelques
relations d’inclusion entre des classes de graphes.
Biparti
Biparti
complet
Triangulé Intervalles circulaires
Sans 
griffe
Intervalles 
propresCobiparti
IntervallesSplitArbre
Légende :
classe 
2
classe 
1
“ est une sous-
classe de “
Figure 1.7 – Quelques inclusions entre quelques classes de graphes
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Pour plus d’information concernant les classes de graphes, le lecteur pourra se référer à l’ou-
vrage « Algorithmic Graph Theory and Perfect Graphs » de Golumbic [Gol04] ainsi qu’à l’ouvrage
« Graph Classes : A Survey » de Brandstädt et al. [BLS99]. Le site internet graphclasses.org en
liste de nombreuses, ainsi que les relations les liant, et la complexité de divers problèmes sur ces
classes (en date du 26 mars 2015, le site liste 1511 classes de graphes, ainsi que 179111 inclusions).
1.2 Conception d’algorithmes et analyse de leur efficacité
Nous supposons le lecteur familier avec les notions élémentaires de calculabilité et complexité.
Nous le référons à l’ouvrage « Introduction à la Calculabilité » de Wolper [Wol91], à l’ouvrage
« Computers and Intractability : A Guide to the Theory of NP-Completeness » de Garey et John-
son [GJ79] ainsi qu’à l’ouvrage « Computational Complexity » de Papadimitriou [Pap07].
1.2.1 Complexité des algorithmes : notation asymptotique
Lors de l’analyse de la complexité d’un algorithme, on utilise des notations afin de borner
asymptotiquement le temps d’exécution d’un algorithme. Les fonctions que nous décrivons main-
tenant sont des fonctions de R+→ R+.
En notant T (n) le temps d’exécution d’un algorithme dont l’entrée est de taille n une fonction
f (n) est un majorant asymptotique de T (n), que l’on note O(f (n)), s’il existe deux constantes stric-
tement positives c et n0 telles que pour tout n ≥ n0 on ait T (n) ≤ c · f (n). On dit alors que T (n) ∈
O(f (n)).
De manière similaire une fonction g(n) est un minorant asymptotique de T (n), notéΩ(g(n)), s’il
existe deux constantes strictement positives c et n0 telles que pour tout n ≥ n0 on ait T (n) ≥ c ·g(n).
On dit alors que T (n) ∈Ω(g(n)).
Notons que si T (n) ∈ O(f (n)) et T (n) ∈Ω(f (n)), alors on dit que T (n) ∈ Θ(f (n)).
La fonction T (n) est asymptotiquement négligeable devant une fonction h(n) si pour toute constante
strictement positive c il existe une constante strictement positive n0 telle que pour tout n ≥ n0 on
ait T (n) ≤ c · h(n). On dit alors que T (n) ∈ o(h(n)). Notons que si h(n) ne s’annule pas en +∞ on a
T (n)
h(n) → 0 lorsque n→ +∞.
À ces notations conventionnelles nous ajoutons la notationO∗ : étant donnée une fonction f (n),
T (n) ∈ O∗(f (n)) s’il existe un polynôme poly tel que T (n) ∈ O(f (n) · poly(n)).
1.2.2 Problèmes de décision : les classes P et NP
Un problème de décision est un problème dont la réponse est soit « oui », soit « non ». Un pro-
blème de décision est dans P si on peut le résoudre en temps polynomial en fonction de la taille
de son entrée. Il admet donc un algorithme le résolvant dont le temps d’exécution est en O(nc), n
étant la taille de l’entrée et c étant une constante. La classe NP est l’ensemble des problèmes pour
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lesquels on peut vérifier la validité d’un certificat pour ce problème (c’est-à-dire une solution ac-
ceptante de ce problème) en temps polynomial.
Problèmes NP-difficiles, NP-complets et réductions
Un problème est NP-difficile si on peut réduire tout problème NP à lui via une réduction poly-
nomiale. Un problème est NP-complet s’il est NP-difficile et qu’il appartient à NP. Les problèmes
NP-complets sont les problèmes les plus « durs à résoudre » parmi les problèmes de NP.
Cook et Levin montrent indépendamment en 1971 que le problème 3-SAT, défini par :
Problème 3-SAT
entrée. Une formule logique en forme normale conjonctive et dont chaque
clause contient au plus 3 variables
sortie. Existe-t-il une affectation de valeurs pour les variables rendant la for-
mule vraie ?
est NP-complet [Coo71].
Montrer qu’un problème est NP-complet se fait généralement en deux étapes : on montre tout
d’abord qu’il appartient à NP, en montrant qu’un certificat pour ce problème se vérifie en temps
polynomial. On vérifie ensuite qu’un problème connu pour être NP-complet se réduit polynomia-
lement à notre problème. Rappelons qu’un problème A se réduit polynomialement à un problème
B s’il existe un algorithme prenant en entrée une instance IA de A et la transformant en une ins-
tance équivalente IB pour le problème B. Les deux instances sont équivalentes si la réponse du
problème A sur l’instance IA est la même que celle du problème B sur l’instance IB. De plus,
l’algorithme de réduction doit être de complexité polynomiale en temps en fonction de la taille de
l’instance en entrée.
La question P=NP
Un des grands problèmes ouverts en informatique depuis ces 50 dernières années est de savoir
si P = NP, ou autrement dit s’il est possible de résoudre le problème 3-SAT ou tout autre problème
NP-complet en temps polynomial. Ainsi, montrer qu’il existe un algorithme déterministe polyno-
mial résolvant un problème NP-complet permettrait de résoudre tout problème de NP en temps
polynomial, impliquant par conséquent que P=NP. La question « P = NP ? » est l’un des sept pro-
blèmes du millénaire, problèmes qui furent posés par l’institut Clay en 2000. L’institut offre en
échange de la résolution d’un de ces problèmes 1000000 $ 1. Parmi ces problèmes, le problème
1. Pour l’anecdote, parmi ces sept problèmes, seule la conjecture de Poincaré a été à ce jour résolue par Perelman
qui refusa la médaille Fields ainsi que la somme offerte.
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P = NP se distingue des autres notamment par la simplicité de son énoncé : existe-t-il un algo-
rithme pour résoudre un problème NP-complet en temps polynomial ? Cette question demeure
néanmoins ouverte, bien qu’il soit admis par un certain nombre d’informaticiens que P est diffé-
rent de NP.
1.2.3 Problèmes d’optimisation et d’énumération
Il existe des problèmes d’autre nature que les problèmes de décision dont nous avons pré-
cédemment parlé. Certains problèmes ont pour but de calculer une solution qui est optimale
selon certains critères : ce sont les problèmes d’optimisation. D’autres ont pour but de lister un
ensemble de solutions admises par un problème respectant certaines propriétés : ce sont les pro-
blèmes d’énumération. Le temps d’exécution d’un algorithme conçu dans le but de résoudre un
problème d’énumération a un temps d’exécution borné inférieurement par le nombre d’objets à
énumérer.
Exemple : le cas du problème Ensemble Dominant.
Soit le problème de décision Ensemble Dominant :
Problème Ensemble Dominant
entrée. Un graphe G = (V ,E) ; un entier (positif) k.
question. Existe-t-il un sous-ensemble de sommets V ′ ⊆ V , de taille au plus
k, et tel que tout sommet de V soit est dans V ′, soit possède au moins un
voisin dans V ′ ?
La question d’optimisation correspondant à ce problème consiste à rechercher la taille du plus
petit ensemble dominant parmi tous les ensembles dominants valides de G. Le problème corres-
pondant est le problème Ensemble Dominant Minimum, défini par :
Problème Ensemble Dominant Minimum
entrée. Un graphe G = (V ,E).
sortie. La taille d’un plus petit ensemble dominant de G.
Il existe un certain lien entre ces deux problèmes du point de vue de la complexité : soit (G,k)
une entrée pour Ensemble Dominant. Ensemble Dominant pour (G,k) est vrai si et seulement si
la sortie d’EnsembleDominantMinimum pourG est inférieure ou égale à k. Réciproquement n+1
appels à un algorithme résolvant Ensemble Dominant suffisent à résoudre Ensemble Dominant
Minimum.
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Un problème d’énumération correspondant à Ensemble Dominant consiste à énumérer les
ensembles dominants de G qui sont minimaux par inclusion (aucun ensemble dominant n’est
strictement inclus dans l’un de ces ensembles). Ce problème, que nous appellerons Ensembles
Dominants Minimaux, est défini de la manière suivante :
Problème Ensembles Dominants Minimaux
entrée. Un graphe G = (V ,E).
sortie. Tous les ensembles dominants de G qui sont minimaux.
Remarquons qu’à partir d’un algorithme résolvant ce problème on en déduit facilement une
solution pour les deux problèmes précédents : un algorithme pour Ensemble Dominant retour-
nera oui sur une entrée (G,k) si et seulement s’il existe parmi les ensembles dominants minimaux
énumérés un ensemble de taille au plus k. De même, tout ensemble dominant minimum étant
également un ensemble dominant minimal, on déduit également d’un algorithme résolvant En-
semble Dominant Minimaux un algorithme pour Ensemble Dominant Minimum. Notons finale-
ment que tout algorithme résolvant Ensembles Dominants Minimaux sera exponentiel en n car
il existe des graphes ayant une quantité exponentielle d’ensembles dominants minimaux. Cela
arrivera même pour des classes de graphes pour lesquelles le problème Ensemble Dominant est
polynomial, comme les graphes d’intervalles (cf chapitre 3).
1.2.4 L’Hypothèse de Temps Exponentiel
L’Hypothèse du Temps Exponentiel (ETH) conjecture qu’on ne peut pas résoudre 3-SAT en temps
sous-exponentiel par rapport au nombre de variables.
Hypothèse 1.1. Impagliazzo et Paturi [IP01]
Pour tout k ≥ 3, k-SAT n’admet pas d’algorithme en temps 2o(n), n étant le nombre de variables de la
formule.
Impagliazzo, Paturi et Zane montrent dans [IPZ01] que l’on peut résoudre 3-SAT en temps 2o(n)
si et seulement si on peut le résoudre en 2o(m), m étant le nombre de clauses. Ceci a ouvert la voie
à une série de résultats montrant que sous l’ETH un certain nombre de problèmes de graphes ne
peuvent pas être résolus en temps 2o(n), n étant le nombre de sommets du graphe. C’est le cas
du problème du problème 3-Coloration, mais aussi du problème Ensemble Dominant même
pour des graphes de degré maximum 6 [FKW04]. Ce type de résultat s’obtient typiquement par
des réductions linéaires, ou plus généralement par des familles de réductions sous-exponentielles
(SERF). Nous utiliserons le résultat sus-cité de Fomin et al. pour montrer que, sous l’ETH, le pro-
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blème Ensemble Connexe Tropical Minimum ne peut pas être résolu en temps sous-exponentiel
pour la classe des arbres.
1.3 Résoudre un problème difficile
Donnons avant tout plus de détails concernant la notion de problèmes difficiles : Nous qualifions
de problème difficile un problème n’admettant pas (a priori pour certain d’entre eux) d’algorithmes
exacts les résolvant en temps polynomial. Distinguons deux catégories de problèmes difficiles. La
première concerne les problèmes NP-difficiles de décision ou d’optimisation (dont le problème de
décision associé est NP-difficile). La seconde concerne les problèmes d’énumération pour lesquels
le nombre d’objets à énumérer est exponentiel en n.
Nous nous intéressons à la conception d’algorithmes exacts afin de résoudre un problème dif-
ficile en temps le plus raisonnable possible en fonction de n, le nombre de sommets du graphe
en entrée. La raison pour laquelle nous avons choisi n comme paramètre est que les problèmes
abordés ici peuvent être trivialement résolus par un algorithme de recherche exhaustive en temps
O∗(2n) (pour les problèmes Ensemble Connexe TropicalMinimum et Ensembles DominantsMi-
nimaux) et de O∗(3n) (pour Domination Romaine Faible Minimum sur les graphes quelconques).
Le but sera alors d’obtenir un algorithme de complexité meilleure que la recherche exhaustive.
1.3.1 Différentes techniques algorithmiques
Programmation Dynamique
Intuitivement, l’idée de cette méthode est de mémoriser les calculs effectués durant l’exécu-
tion de l’algorithme afin de pouvoir calculer la solution d’un problème en réutilisant les solutions
précédemment calculées des sous-problèmes. On fixe à l’avance l’ordre dans lequel on traite les
sous-problèmes, cet algorithme ne sera donc généralement pas récursif. Pour calculer la solution
d’une instance, nous nous servons des résultats d’instances plus petites. Par recomposition de so-
lutions précédemment calculées et mémorisées, on en déduit la solution du problème.
C’est une méthode généralement associée aux problèmes d’optimisation. On peut caractériser
le développement d’une méthode de programmation dynamique en 4 étapes :
• Caractériser la structure d’une solution optimale ;
• Définir récursivement la valeur d’une solution optimale ;
• Calculer la valeur d’une solution optimale de manière ascendante ;
• Construire une solution optimale à partir des informations calculées.
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Le principal avantage quant à l’utilisation de cette méthode algorithmique est un gain en
temps conséquent, par rapport à l’utilisation d’une méthode de type Diviser pour Régner. Alors
que dans Diviser pour Régner, nous n’allons pas conserver les résultats des sous-instances, nous
obligeant de calculer à chaque fois ces sous-instances, en Programmation Dynamique, chaque sous-
instance du problème qui sera rencontrée ne sera calculée qu’une seule et unique fois. Le gain de
temps se fait néanmoins au prix de l’espace nécessaire afin de stocker les calculs intermédiaires.
Brancher et Réduire
La technique Brancher et Réduire est un paradigme de programmation basé sur la technique
de branchement. Typiquement les algorithmes utilisant ce paradigme contiennent deux types de
règles :
• Règle de réduction. On distingue deux types de règles de réduction : les premières ont
pour but de simplifier l’instance du problème (notamment en réduisant la taille de l’ins-
tance) sans que cela n’influe sur le résultat calculé par l’algorithme. Les secondes, souvent
qualifiées de règles d’arrêt, servent à stopper l’algorithme (lorsqu’une solution a été calcu-
lée, ou lorsque le sous-arbre courant des appels n’admet pas de solution acceptable).
• Règle de branchement. Utilisée pour résoudre une instance du problème en résolvant ré-
cursivement des sous-instances du problème.
La description d’un algorithme basé sur ce paradigme de programmation est relativement
simple à donner, et consiste en la description des règles le composant (cf l’algorithme StableMax
de la sous-section 1.3.2). Sa correction est aussi généralement simple à montrer, et est basée sur
la correction de ses règles de branchement et de réduction. Finalement, l’analyse de la complexité
d’un tel algorithme est la partie la plus délicate.
Notons que la plupart des algorithmes décrits dans cette thèse sont basés sur ce paradigme de
programmation. Bien que cette technique soit ancienne, c’est une technique puissante permettant
de produire des algorithmes exacts exponentiels efficaces.
1.3.2 Analyse du temps d’exécution
Lors de la conception d’un algorithme, il est important de pouvoir analyser son temps d’exé-
cution, c’est-à-dire le nombre d’opérations que cet algorithme effectue en fonction d’un paramètre
comme la taille de son entrée, pour avoir une idée de son efficacité, et ainsi pouvoir le comparer
à d’autres algorithmes. Dans le cas des algorithmes itératifs, leur temps d’exécution se déduit
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généralement assez facilement à partir de leur structure. Pour les algorithmes récursifs de bran-
chement un tel raisonnement n’est pas applicable, et il nous faut une technique plus sophistiquée
pour les analyser et ainsi établir une borne sur leur temps d’exécution.
Cette section est dédiée à l’analyse du temps d’exécution d’un algorithme exact exponentiel
basé sur le paradigme de programmation Brancher et Réduire. Nous présenterons tout d’abord
l’analyse standard de la complexité d’un tel algorithme, puis une analyse non standard, via la
technique Mesurer pour Conquérir introduite par Fomin et al. dans [FGK09].
Les analyses que nous décrivons maintenant son basées sur celles décrites dans l’ouvrage
« Exact Exponential Algorithms » de Fomin et Kratsch [FK10], auquel le lecteur pourra se réfé-
rer, notamment concernant les preuves de correction de ces techniques, que nous ne détaillerons
pas ici.
Afin d’illustrer cet analyse, considérons le problème d’optimisation suivant :
Problème Stable Maximum
entrée. Un graphe G
sortie. La taille d’un plus grand sous-ensemble de sommets qui sont deux-à-
deux non-adjacents.
Ainsi que l’algorithme de branchement suivant afin de résoudre Stable Maximum :
Algorithme 1 : StableMax(G = (V ,E))
Entrées : Un graphe G = (V ,E).
Sorties : La taille d’un plus grand stable de G.
si ∃v ∈ V avec d(v) = 0 alors
retourner 1+ StableMax(G[V \ {v}])
si ∃v ∈ V avec d(v) = 1 alors
retourner 1+ StableMax(G[V \N [v]])
si ∆(G) ≥ 3 alors
choisir un sommet v de degré maximum dans G
retourner max(1+ StableMax(G[V \N [v]]), StableMax(G[V \ {v}])
si ∆(G) ≤ 2 alors
calculer en temps polynomial la cardinalité s(G) d’un stable maximum pour G
retourner s(G)
22 Préliminaires et notations
Analyse standard
Remarquons tout d’abord qu’à chaque appel récursif de l’algorithme StableMax on modifie le
graphe G (en supprimant un ou plusieurs sommets).
L’ensemble des appels récursifs effectués par l’algorithme forme un arbre. La racine de cet
arbre correspond au premier appel. Chaque nœud (appel) a 0,1 ou 2 fils. Les feuilles corres-
pondent à la règle d’arrêt (cas où ∆(G) ≤ 2). Les nœuds avec un seul fils correspondent aux règles
de réduction (cas où d(v) = 0 ou d(v) = 1). Les autres nœuds ont exactement deux fils, et corres-
pondent à l’unique règle de branchement de l’algorithme (∆(G) ≥ 3 et G n’a pas de sommet de
degré 0 ou 1). Notons T (n) le nombre maximum de feuilles de l’arbre des appels lorsque le graphe
en entrée a n sommets. Il est facile de se convaincre que la complexité en temps de l’algorithme
est O∗(T (n)), car la profondeur de l’arbre est polynomiale (ce qui fait que l’arbre a O∗(T (n)) nœuds
et que chaque appel a un coût polynomial. Estimons maintenant le nombre T (n) de feuilles de
l’arbre des appels récursifs via l’étude de récurrences.
Typiquement, étant donnée une règle de branchement de l’algorithme, on définit une récurrence
de la forme T (n) ≤∑ki=1T (n − ri), k étant le nombre de branches de la règle de branchement et ri
étant le nombre de sommets supprimés de l’instance en entrée du sous-problème correspondant à
la branche. Dans l’exemple de l’algorithme StableMax, il n’y a qu’une seule règle de branchement,
qui est appliquée lorsque ∆(G) ≥ 3 et lorsque G ne contient pas de sommets de degré 0 ou 1 ; la
récurrence associée est T (n) ≤ T (n − (d(v) + 1)) + T (n − 1) avec d(v) ≥ 3. Le pire cas est lorsque
d(v) = 3. On peut donc écrire T (n) ≤ T (n − 4) + T (n − 1). Pour résoudre des récurrences de type
T (n) ≤∑ki=1T (n− ri), on sait, par des méthodes d’analyse mathématique, qu’elles satisfont T (n) ∈
O∗(cn) où c est l’unique racine réelle positive du polynôme caractéristique ∑ki=1α−ri − 1.
Pour la récurrence précédente, le polynôme caractéristique est α−4 + α−1 − 1. La seule racine
réelle positive est c < 1.3803. On en déduit que le temps d’exécution de l’algorithme StableMax
est O∗(1.3803n).
La recherche de la racine positive de la récurrence peut s’effectuer par exemple avec le logiciel
Sage disponible à l’adresse http://www.sagemath.org.
La commande suivante :
sage : find_root(xˆ-4 + xˆ-1 -1 == 0, 1, 2)
nous retourne la racine positive du polynôme caractéristique associé à notre récurrence, soit
c < 1.3803.
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On note par (r1, r2, . . . , rk) le vecteur de branchement d’une récurrence de la forme T (n) ≤∑k
i=1T (n− ri). La racine positive du polynôme caractéristique associé est appelée facteur de bran-
chement, et sera notée τ(r1, r2, . . . , rk).
Le vecteur de branchement associé à notre récurrence est (1,4), et τ(1,4) ≤ 1.3803.
Ceci montre comment analyser des algorithmes ayant une seule règle de branchement. Lorsque
les algorithmes ont plusieurs règles de branchement, nous considèrerons chaque vecteur de bran-
chement, et nous notons c le plus grand des facteurs de branchement. Il a été montré que le temps
d’exécution de l’algorithme est O∗(cn).
Mesurer pour Conquérir
Remarquons tout d’abord que dans l’algorithme StableMax, le temps d’exécution est obtenu
à partir de la racine du polynôme caractéristique associé à l’unique règle de branchement, c’est-
à-dire le cas où le graphe est de degré maximum 3 ou plus (et lorsque ce graphe ne contient pas
de sommet de degré 0 ou 1, au quel cas on applique les deux premières règles de réduction).
Une question naturelle se pose alors : la borne de O∗(1.3803n) est elle serrée ? Nous verrons qu’au
contraire, elle est fortement surestimée.
Prenons un exemple tout simple : soit G un graphe avec ∆(G) ≥ 3 et ne contenant que des som-
mets de degré au moins 2. Si ∆(G) ≥ 4 nous gagnerons au moins 5 sommets sur l’une des branches.
Si ∆(G) = 3, les voisins de v auront un degré au plus égal à 2 sur la branche où l’on supprime v, on
ne branchera donc pas dessus, et ils n’interviendront pas dans d’autres branchements. Dans les
deux cas, on gagne plus que ce que suggérait notre analyse.
L’analyse standard que nous avons décrite précédemment ne considère que le nombre de som-
mets présents dans le graphe, mais ne considère pas que lors d’un branchement, le degré de cer-
tains sommets diminue. L’idée de l’analyse non standard Mesurer pour Conquérir est la suivante :
au lieu de ne considérer dans la récurrence que le nombre de sommets présents dans le graphe, on
prend également en compte le degré des sommets du graphe pour obtenir une borne plus précise.
Nous décrivons maintenant cette approche appliquée à l’algorithme StableMax.
Soit n2 le nombre de sommets de G de degré 2, n3 le nombre de sommets de G de degré 3 et
n≥4 le nombre de sommets de G de degré 4 ou plus. Soient β2, β3 et β≥4 ∈ [0,1] des constantes que
nous calculerons ultérieurement. On définit la mesure µ(G) du graphe G par µ(G) = β2 · n2 + β3 ·
n3 + β≥4 ·n≥4. Notons que µ(G) ≤ n.
On refait maintenant l’analyse de l’algorithme en notant T (µ) le temps d’exécution de l’algo-
rithme sur un graphe de mesure µ(G). Soit v le sommet choisi par l’algorithme, et notons d2v le
nombre de voisins de v de degré 2, d3v le nombre de voisins de v de degré 3, d
4
v le nombre de
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voisins de v de degré 4 et d≥5v le nombre de voisins de v de degré 5 ou plus. On distingue le cas où
v est de degré 3, de degré 4 et de degré 5 ou plus :
v est de degré 3. Étant donné que G ne contient que des sommets de degré 2 ou plus et que v a
été choisi comme étant un sommet de degré maximum dans G, si d(v) = 3 alors tout sommet
de G est de degré 2 ou 3.
• Dans la première branche du branchement de l’algorithme on supprime v (qui est de
degré 3) et ses voisins (qui sont de degré 2 ou 3). La mesure de G[V −N [v]] diminue d’au
moins β3 + d2vβ2 + d
3
vβ3.
• Dans la seconde branche on ne supprime que v. On diminue alors de 1 le degré de ses
voisins. Remarquons que ses voisins de degré 2 seront supprimés tout de suite, par l’ap-
plication des règles de réduction. Le nouveau graphe, après application des réductions,
aura une mesure diminuée d’au moins β3 + d2vβ2 + d
3
v (β3 − β2).
On obtient la récurrence suivante :
T (µ) ≤ T (µ− β3 − d2vβ2 − d3vβ3) + T (µ− β3 − d2vβ2 − d3vβ3 + d3vβ2).
v est de degré 4. Pour les mêmes arguments que le cas précédent, v n’a que des voisins de degré
2, 3 et 4.
• Dans la première branche on supprime v et ses voisins.
• Dans la seconde branche on ne supprime que v. On diminue alors de 1 le degré de ses
voisins.
La récurrence obtenue est la suivante :
T (µ) ≤ T (µ− β≥4 − d2vβ2 − d3vβ3 − d4vβ≥4) + T (µ− β≥4 − d2vβ2 − d3vβ3 + d3vβ2 − d4vβ≥4 + d4vβ3)
v est de degré 5 ou plus. Pour les mêmes arguments que le cas précédent, v n’a que des voisins
de degré 2 ou plus.
• Dans la première branche on supprime v et ses voisins.
• Dans la seconde branche on ne supprime que v. Diminue de 1 le degré de ses voisins. On
ne peut rien déduire quant aux sommets de degré 5 ou plus, qui n’interviennent donc
pas dans la récurrence.
La récurrence obtenue est la suivante :
T (µ) ≤ T (µ−β≥4−d2vβ2−d3vβ3−d4vβ≥4−d≥5v β≥4)+T (µ−β≥4−d2vβ2−d3vβ3 +d3vβ2−d4vβ≥4 +d4vβ3)
Finalement, il faut calculer les valeurs β2,β3,β≥4 minimisant le plus grand des facteurs de
branchement parmi toutes les récurrences précédemment décrites.
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Pour ces récurrences le facteur de branchement obtenu est 1.2905 (pour les valeurs β2 =
0.5967, β3 = 0.9287 et β≥4 = 1). Finalement nous en déduisons que l’algorithme StableMax s’exé-
cute en temps O∗(1.2905n), améliorant donc l’analyse précédente qui était de O∗(1.3803n).
Cette nouvelle mesure nous a permis d’obtenir une mesure plus fine de son temps d’exécution.
L’algorithme n’a pas été modifié ; seule la mesure a été améliorée ! Il n’y a cependant aucune garan-
tie que la nouvelle borne supérieure soit serrée ; une analyse plus fine ou encore une autre mesure
non standard permettrait peut-être d’obtenir une borne encore plus précise. Une comparaison
avec la borne inférieure sur le temps d’exécution de l’algorithme (que l’on obtient notamment
en construisant une instance sur laquelle l’algorithme s’exécute en un certain nombre d’étapes)
donne des indices sur la précision de cette analyse.
L’analyse Mesurer pour Conquérir a été appliquée dans une série de papiers afin d’améliorer
l’analyse du temps d’exécution de certains algorithmes :
• Dans [FK10], Fomin et Kratsch améliorent l’analyse de plusieurs algorithmes :
◦ Ils améliorent la borne sur le temps d’exécution d’un algorithme calculant un stable
maximum dans un graphe (l’exemple que nous venons de décrire) en la réduisant de
O(1.3803n) à O(1.2905n) ;
◦ Ils améliorent la borne sur le temps d’exécution d’un algorithme calculant un ensemble
dominant minimum dans un graphe en la réduisant de O(1.9052n) à O(1.5259n) ;
◦ Ils améliorent la borne sur le temps d’exécution d’un algorithme calculant un ensemble
coupe-cycle minimum dans un graphe en la réduisant de O(1.8907n) à O(1.8899n) ;
• Dans [FGK09], Fomin, Grandoni et Kratsch améliorent l’analyse de deux algorithmes :
◦ Ils améliorent la borne d’exécution de l’algorithme de Grandoni décrit dans [Gra04,
Gra06] calculant un ensemble dominant minimum en temps O(1.8026n) et en espace ex-
ponentiel en la réduisant à O(1.5137n).
◦ Ils améliorent également la borne sur le temps d’exécution d’un algorithme calculant
un stable maximum dans un graphe en la réduisant de O(1.2269n) à O(1.2202n) ;
D’autres exemples d’améliorations des bornes supérieures sur le temps d’exécution d’algo-
rithmes sont données dans [FKK+09, BvR11, FGK05, FGPS08, BvR08, NvDvR09, FGK06].
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1.4 Quelques problèmes classiques
Nous présentons dans cette section un ensemble de problèmes NP-complets fondamentaux
sur les graphes, auxquels nous ferons référence tout au long de cette thèse.
Ensemble Dominant
Rappelons le problème Ensemble Dominant :
Problème Ensemble Dominant
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il un ensemble dominant de taille au plus k pour G ?
La version d’optimisation de ce problème consiste à calculer la taille du plus petit ensemble
dominant d’un graphe. Un problème d’énumération associé consiste à lister tous les ensembles
dominants minimaux qu’un graphe possède. Nous étudions ce problème d’énumération dans le
chapitre 3.
De nombreuses variantes d’ensemble dominant existent. Un ensemble de variantes concerne
la structure qu’un tel ensemble doit respecter : l’ensemble dominant doit être une clique, être
connexe, ou encore être un stable.
Un autre type de variante concerne les problèmes de domination pour lesquels on cherche à
construire une fonction de pondération pour les sommets du graphe, afin de dominer le graphe
selon certaines règles.
Un exemple de telle variante est le problème Domination Romaine :
Problème Domination Romaine
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il une fonction f : V → {0,1,2} telle que tout sommet v ∈ V
tel que f (v) = 0 a au moins un voisin v′ tel que f (v′) = 2, et telle que∑
v∈V f (v) ≤ k ?
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Une variante similaire est le problème Domination Romaine Faible :
Problème Domination Romaine Faible
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il une fonction f : V → {0,1,2} telle que :
• pour tout sommet v ∈ V tel que f (v) = 0 il existe u ∈ N [v] tel que
f (u) ≥ 1 et l’ensemble D = {x : fu→v(x) ≥ 1} est un ensemble domi-
nant de G, la fonction fu→v étant définie par :
fu→v(x) =

1 si x = v;
f (u)− 1 si x = u;
f (x) si x < {u,v}.
• ∑v∈V f (v) ≤ k ?
Nous étudions le problème d’optimisation associé à ce problème, dont le but est de construire
une fonction de domination romaine faible de poids minimum, dans le chapitre 4.
Clique et Stable
Le problème Clique est défini de la manière suivante :
Problème Clique
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il un sous-ensemble de sommets V ′ tel que les sommets de
V ′ soient deux-à-deux adjacents, et tel que |V ′ | ≥ k ?
Le problème Stable est défini de la manière suivante :
Problème Stable
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il un sous-ensemble de sommets V ′ tel que les sommets de
V ′ soient deux-à-deux non adjacents, et tel que |V ′ | ≥ k ?
Remarquons que les notions de clique et de stable sont en quelque sorte complémentaires. Un
graphe G admet une clique de taille k si et seulement si son complémentaire G admet un stable
de taille k.
Les problèmes d’optimisation associés à ces deux problèmes consistent à rechercher la taille d’une
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plus grande clique (respectivement d’un plus grand stable). Un problème d’énumération consiste
à lister les cliques maximales (respectivement les stables maximaux) qu’un graphe possède.
Couverture de Sommets
Le problème Couverture de sommets est défini de la manière suivante :
Problème Couverture de sommets
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il un sous-ensemble de sommets V ′ tel que toute arête de
E a au moins une extrémité dans V ′ et tel que |V ′ | ≤ k ?
La version d’optimisation du problème consiste à calculer la plus petite couverture de som-
mets que possède un graphe. Un problème d’énumération associé consiste à énumérer toutes les
couvertures de sommets minimales qu’un graphe possède. On notera que si un ensemble V ′ est
une couverture de sommets, alors l’ensemble V \ V ′ est un stable. Par conséquent, G admet une
couverture de sommets de taille k si et seulement si G admet un stable de taille n− k.
Ensemble Coupe-Cycle
Le problème Ensemble Coupe-cycle est défini de la manière suivante :
Problème Ensemble Coupe-cycle
entrée. Un graphe G = (V ,E) ; un entier k.
question. Existe-t-il un ensemble de sommets V ′ de taille au plus k tel que le
graphe induit par G[V \V ′] soit une forêt ?
La version optimisation consiste à trouver le plus petit ensemble coupe-cycle qu’un graphe
peut avoir. La version d’énumération consiste à énumérer tous les ensembles coupe-cycles mini-
maux qu’un graphe possède.
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2.1 Introduction
Ce chapitre étudie la recherche de structures particulières dans les graphes colorés, les en-
sembles connexes tropicaux de cardinalité minimum. Étant donné un graphe et une coloration de
ses sommets (qui n’est pas nécessairement une coloration propre), un ensemble connexe tropical
est un sous-ensemble de sommets contenant toutes les couleurs du graphe, tel que le graphe in-
duit par ce sous-ensemble soit connexe.
Nous donnerons une preuve de la non-existence d’un algorithme sous-exponentiel en n pour
ce problème, y compris pour les arbres sous l’Hypothèse de Temps Exponentiel, un algorithme exact
calculant un ensemble connexe tropical minimum pour les graphes colorés quelconques et un
algorithme exact plus rapide calculant un ensemble connexe tropical minimum pour les arbres
colorés.
Les résultats de ce chapitre ont été établis en collaboration avec Mathieu Chapelle, Manfred Co-
chefert, Dieter Kratsch et Mathieu Liedloff et ont fait l’objet d’un article présenté à la conférence
IPEC 2014 [CCK+14].
2.1.1 Détection de motifs dans les graphes colorés
Les problèmes portant sur les graphes colorés ont été largement étudiés. Citons notamment
le problème Motif de Graphe qui fut introduit en 1994 par Mc Morris et al. [MWW94]. Ce pro-
blème a des applications en biologie et en réseaux métaboliques [FLS06, IKSS06]. Dans Motif de
Graphe, étant donné un graphe coloré G = (V ,E) on cherche à savoir s’il existe un sous-ensemble
de sommets S ⊆ V connexe tel qu’il y ait une bijection entre S et un multi-ensemble de couleurs
faisant partie de l’entrée. De manière analogue, la question est de savoir si un graphe dont les
sommets sont colorés et auquel est associé un vecteur de multiplicités sur les couleurs de ses som-
mets admet un ensemble de sommets connexe S tel que chaque couleur apparaisse dans S avec la
multiplicité requise. Notons que la taille de la solution est donnée par l’entrée (elle est égale à la
somme des multiplicités).
Nous donnons à la figure 2.1 une solution à ce problème pour un graphe coloré et un ensemble
de multiplicités en entrée.
Parmi les variantes étudiées de ce problème, citons le problème Motif Maximum pour lequel,
étant donné un graphe G coloré et un motif M (c’est-à-dire un multi-ensemble de couleurs) on
recherche un sous-ensemble de sommets S tel que G[S] est connexe, l’ensemble des couleurs de
S est inclus dans M et S est de cardinalité maximum [DFV11]. D’autres variantes de Motif de
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(a) Un graphe G avec une coloration de ses sommets
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(b) Une cardinalité pour chacune des couleurs
(c) Une solution pourMotif deGraphe sur
cet exemple
Figure 2.1 – Motif de Graphe sur un exemple
Graphe ont été étudiées dans [BvBF+11, FFHV07, FFHV11, GS10, FLS06].
Nous nous intéressons dans ce chapitre à une autre variante de Motif de Graphe définie
par Angles d’Auriac et al., le problème Ensemble Connexe Tropical Minimum pour lequel, étant
donné un graphe coloré, on recherche un sous-ensemble de sommets de cardinalité minimum
contenant chacune des couleurs du graphe d’origine, et tel que le graphe induit par ce sous-
ensemble est connexe [AdCH+14]. Plus formellement, le problème Ensemble Connexe Tropical
Minimum est le suivant :
Problème Ensemble Connexe Tropical Minimum
entrée. Un graphe G = (V ,E), un ensemble de couleurs C ⊆ N et une fonction
de coloration c : V → C.
sortie. Un sous-ensemble de taille minimum S ⊆ V tel que G[S] est connexe
et S contient au moins un sommet de chaque couleur dans C.
On donne à la figure 2.2 une solution de ce problème étant donné un graphe en entrée et une
coloration des sommets de ce graphe.
2.1.2 État de l’art
Fellows et al. ont montré que Motif de Graphe est NP-complet, même si le multi-ensemble de
couleurs est un ensemble, et si le graphe est un arbre de degré maximum 3. Ils ont aussi montré
que ce problème est NP-complet même si le multi-ensemble contient uniquement deux couleurs
32 Recherche d’ensemble connexe tropical minimum
(a) Un graphe G avec une coloration de ses
sommets
(b) Le graphe induit par la solution pour
Ensemble Connexe Tropical Minimum
sur cet exemple
Figure 2.2 – Ensemble Connexe Tropical Minimum sur un exemple
et si le graphe est biparti de degré maximum 4 [FFHV07].
Parmi les variantes étudiées de Motif de Graphe, à notre connaissance la plupart des résultats
sont des preuves de NP-difficultés et des algorithmes FP T 1 [BvBF+11, FFHV07, FFHV11, GS10,
FLS06], à l’exception du problèmeMotifMaximum pour lequel Dondi et al. donnent dans [DFV11]
un algorithme exact exponentiel. Ils donnent un algorithme résolvant Motif Maximum en temps
O∗(1.62n) lorsque le graphe en entrée est un arbre, et réduisent cette complexité en temps à
O∗(1.33n) si le motif est un ensemble de couleurs.
Angles d’Auriac et al. montrent dans [AdCH+14] que le problème de décision associé à En-
semble Connexe Tropical Minimum est NP-complet, même lorsque l’entrée est restreinte aux
arbres de hauteur au plus 3. Cette réduction est obtenue à partir du problème Ensemble Do-
minant. Ils ont aussi montré que ce problème reste NP-complet lorsque l’entrée est un graphe
d’intervalles, via une réduction à partir de Couverture de Sommets. Via une réduction à partir
de Couverture de Sommets sur les graphes quelconques ils ont montré qu’ Ensemble Connexe
Tropical est NP-complet lorsque le graphe en entrée est un graphe split. Ils donnent ensuite un
algorithme résolvant Ensemble Connexe Tropical en temps O(n2 ×m × 8|C|) pour les graphes à
n sommets, m arêtes et colorés par |C| couleurs différentes. Finalement, ils donnent des condi-
tions suffisantes pour qu’un graphe coloré possède des ensembles connexes tropicaux dont chaque
couleur n’apparaisse qu’une seule fois, et étudient cette question lorsque le graphe en entrée est
généré aléatoirement (sur le modèle Gn,p d’Erdös-Rényi).
2.1.3 Résultats du chapitre
Nous verrons tout d’abord en section 2.2 le premier résultat de ce chapitre : nous donne-
rons un algorithme exact exponentiel par rapport au nombre de sommets du graphe en entrée
calculant un ensemble connexe tropical de cardinalité minimum en temps O∗(1.5359n) et en es-
pace polynomial. Cet algorithme est une combinaison de trois techniques : une approche en force
1. Étant donné un problème muni d’un paramètre k, un algorithme pour ce problème est FP T (pour Fixed Parame-
ter Tractable) s’il est de complexité f (k) ·nO(1), f étant une fonction calculable et n étant la taille de l’entrée.
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brute, une approche basée sur une réduction vers Arbre de Steiner dans laquelle nous utilisons
l’algorithme FP T de Nederlof [Ned12] et une approche basée sur une réduction vers Ensemble
Dominant Connexe Bleu et Rouge dans laquelle nous utilisons l’algorithme de Abu-Khzam et
al. [AKLM11] pour résoudre ce problème.
Nous verrons ensuite en section 2.3 qu’il n’existe pas d’algorithme sous-exponentiel pour ré-
soudre Ensemble Connexe Tropical sur les arbres sous l’Hypothèse de Temps Exponentiel ; cette
démonstration étant basée sur une réduction d’Ensemble Connexe Tropical à partir d’Ensemble
Dominant. De nombreux problèmes NP-difficiles peuvent être résolus en temps polynomial lorsque
l’entrée est restreinte aux arbres ; ils admettent souvent un algorithme FPT paramétrés par la lar-
geur arborescente [Cou90]. Des problèmes NP-difficiles dont l’entrée est restreinte aux graphes
planaires ou de genre borné sont souvent résolubles par des algorithmes sous-exponentiels para-
métrés [DH08, FT04]. Citons par exemple que le problème Ensemble Dominant , dont le meilleur
algorithme connu résout ce problème en tempsO(1.4689n) [Iwa11] se résout en tempsO(25.043√nn+
n4) [FT04] lorsque le graphe en entrée est un graphe planaire. Plus généralement, Lipton et Tar-
jan ont montré dans [LT80] que de nombreux problèmes sur les graphes planaires peuvent être
résolus en temps sous-exponentiel. Ainsi, si un problème ne peut pas être résolu en temps sous-
exponentiel sur des arbres, quel type d’algorithme exponentiel rapide peut-on espérer obtenir ?
C’est notre principale motivation pour la conception d’algorithmes exponentiels pour ce pro-
blème.
Nous verrons en section 2.4 le second résultat de ce chapitre, concernant un algorithme exact
exponentiel en la taille de l’entrée calculant un ensemble connexe tropical de cardinalité mini-
mum en temps O∗(1.2721n) et en espace polynomial lorsque le graphe en entrée est un arbre. Cet
algorithme est un algorithme de branchement utilisant les propriétés structurelles des arbres.
2.1.4 Préliminaires
Les graphes considérés dans ce chapitre sont non-orientés et simples. SoitG = (V ,E) un graphe,
C ⊆ N un ensemble de couleurs et c : V → C une coloration de G (qui n’est pas nécessaire-
ment une coloration propre). On désigne par (G,c) un graphe dont les sommets sont colorés, et
C = {c(v) | v ∈ V } est l’ensemble des couleurs de (G,c). Étant donné un sous-ensemble de sommets
S d’un graphe coloré (G,c), c(S) = {c(v) | v ∈ S} est l’ensemble de couleurs de S. Les graphes de ce
chapitre seront associés à une coloration de leurs sommets ; on notera souvent G un tel graphe au
lieu de (G,c).
Définition 2.1. Ensemble connexe tropical
S est un ensemble connexe tropical pour G si et seulement si c(S) = C.
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La fonction l1(G) désigne le nombre de couleurs apparaissant une seule fois dans un graphe coloré
(G,c), et l2(G) le nombre de couleurs apparaissant au moins deux fois dans (G,c). On a donc l1(G) +
l2(G) = |C|.
Une composante connexe P d’un graphe non connexe G admet un ensemble connexe tropi-
cal si et seulement si toutes les couleurs de G apparaissent dans P . Un graphe non connexe dont
aucune des composantes connexes ne contient toutes ses couleurs n’admet donc pas d’ensemble
connexe tropical. Désormais, on ne considère que les graphes connexes.
Soit T = (V ,E) un arbre et (T ,c) une instance d’Ensemble Connexe Tropical Minimum. Dans
le reste de ce chapitre T désigne un arbre enraciné en un sommet particulier r ∈ V . Pour un sommet
donné v, T (v) désigne le sous-arbre de T enraciné en v, et |T (v)| son nombre de sommets. On note
par chem(v,r) = (x0,x1, . . . ,xk) l’ensemble des sommets du chemin dans l’arbre T du sommet v = x0
vers la racine r = xk de T . Par d(v,w) on désigne la longueur du chemin de v vers w dans T .
Soit S ⊆ V un sous-ensemble connexe de T et v ∈ V . On note d(v,S) la distance de v vers S
dans T , définie par d(v,S) = mins∈S d(v,s). Autrement dit, d(v,S) désigne la distance minimum
entre v et un sommet de S. Notons que d(v,S) = 0 pour tout v ∈ S, et que d(v,S) = 1 pour tout
v ∈N (S).
Un sommet v ∈ V est appelé feuille de l’arbre enraciné T si |T (v)| = 1, autrement v est appelé
nœud interne de T . Finalement, étant donné un sommet v ∈ V \ {r}, on désigne par p(v) le père de
v dans l’arbre enraciné T , et étant donné un nœud interne w, on désigne par s1(w), . . . , sk(w), k ≥ 1
les fils de w dans T .
Le lecteur pourra se référer à la section 1.1 du chapitre 1 pour les définitions et notations
complémentaires aux termes que nous venons de définir, et concernant les graphes en général. Le
lecteur pourra également se référer à la section 1.2 de ce même chapitre ainsi qu’au livre « Exact
Exponential Algorithms » de Fomin et Kratsch (voir chapitre 2 dans [FK10]) pour plus de préci-
sions concernant les techniques algorithmiques utilisées ainsi que sur leur analyse.
2.2 Un algorithme exact pour les graphes quelconques
Cette section est dédiée à la conception et à l’analyse d’un algorithme exact pour Ensemble
Connexe Tropical. Un algorithme par recherche exhaustive résout ce problème en temps O∗(2n),
étant donné un graphe à n sommets. On vérifie pour chaque sous-ensemble de sommets (il y en a
2n) s’il est connexe et tropical (s’il contient toutes les couleurs de G) en temps polynomial. Enfin,
on retourne un sous-ensemble valide qui est de cardinalité minimum.
En utilisant un algorithme en force brute, un algorithme basé sur une réduction vers le problème
Ensemble Dominant Connexe Bleu et Rouge et un algorithme basé sur une réduction vers le
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problème Arbre de Steiner et en combinant ces algorithmes, on conçoit un algorithme calculant
un ensemble connexe tropical minimum en temps O∗(1.5359n).
2.2.1 Un algorithme par recherche exhaustive
Soit (G,c) une instance d’Ensemble Connexe Tropical.
Soient V=1 les sommets de V dont la couleur n’apparaît qu’une seule fois dans G, et V≥2 les som-
mets dont la couleur apparaît au moins deux fois dans G. Notons que V = V=1∪V≥2. L’algorithme
commence par calculer l’ensemble V=1, forcés à être dans n’importe quel ensemble tropical, puis il
énumère tous les ensembles W ⊆ V≥2. Pour chaque W ⊆ V≥2 il vérifie si W ∪V=1 contient chacune
des couleurs de G, et siW ∪V=1 est connexe, chacune de ces vérifications se faisant en temps poly-
nomial. Il mémorise alors W s’il est valide et s’il est de cardinalité minimum parmi les ensembles
valides précédemment calculés. À la fin de son exécution, il retourne cet ensemble minimum.
En notant l1(G) le nombre de couleurs apparaissant exactement une fois dans G il y a n −
l1(G) sommets dont la couleur apparait au moins deux fois. Notre algorithme va énumérer chaque
sous-ensemble de ces sommets (il y en a 2n−l1(G)) et vérifier pour chacun d’entre eux en temps
polynomial s’il est connexe et tropical. On en déduit le lemme suivant :
Lemme 2.2.
L’algorithme en force brute résout Ensemble Connexe Tropical en temps O∗(2n−l1(G)), étant donné un
graphe G à n sommets, l1(G) étant le nombre de couleurs apparaissant exactement une fois dans G.
2.2.2 Un algorithme via Arbre de Steiner
Ce deuxième algorithme est basé sur une réduction vers le problème Arbre de Steiner. Le
problème Arbre de Steiner est le suivant :
Problème Arbre de Steiner
entrée. Un graphe G = (V ,E), une fonction de pondération w : E → N, un
ensemble de terminaux K ⊆ V .
sortie. Un sous-arbre connexe T = (V ′ ,E′) de G, avec V ′ ⊆ V et E′ ⊆ E, tel que
K ⊆ V ′ et tel que ∑e∈E′ w(e) est minimum.
Le principe de cet algorithme est de construire à partir d’une instance I en entrée d’Ensemble
Connexe Tropical une instance I ′ telle que l’on puisse déduire d’une solution d’Arbre de Stei-
ner sur I ′ une solution d’Ensemble Connexe Tropical sur I . Cette construction se fait en temps
polynomial.
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(a) Un graphe G avec un ensemble de ter-
minaux (les sommets verts), et une pondé-
ration des arêtes.
(b) Un arbre de poids minimum couvrant
tous les terminaux.
Figure 2.3 – Arbre de Steiner sur un exemple
Ce problème est proche du problème Arbre Couvrant Minimum, sauf qu’on ne cherche à
couvrir qu’un sous-ensemble de sommets K ⊆ V .
On donne un exemple d’Arbre de Steiner à la figure 2.3.
Arbre de Steiner est un problème connu pour être NP-complet appartenant à la liste des 21
problèmes NP-complets de Karp [Kar72].
Nederlof donne dans [Ned12] un algorithme FP T résolvant Arbre de Steiner en temps O(W ·
2|K |), W étant le poids maximum parmi les arêtes du graphe en entrée, et K étant l’ensemble des
terminaux. Notons que Fomin et al. donnent dans [FGK+13] un algorithme enO(1.59n) et en espace
polynomial, ainsi qu’un algorithme en O(1.36n) nécessitant un espace exponentiel.
Description de la réduction
(a) Un graphe coloré (G,c). (b) le graphe G′ obtenu à partir de la première
réduction.
Figure 2.4 – Illustration de la réduction décrite dans la section 2.2.2.
On définit maintenant une construction qui sera utilisée par nos algorithmes pour réduire
Ensemble Connexe Tropical à Arbre de Steiner (nous utiliserons cette même réduction pour
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construire la réduction d’Ensemble Connexe Tropical vers Ensemble Dominant Connexe Bleu
et Rouge dans la section 2.2.3).
Soit G = (V ,E) un graphe, c une coloration de G et C l’ensemble de couleurs de G. On définit
tout d’abord le graphe G′ = (R′ ∪B′ ,E′) par :
— R′ = V ;
— B′ = {xi | i ∈ C} ;
— E′ = E ∪ {(v,xi) | v est coloré en i dans G}.
Observons que cette construction peut être faite en temps polynomial.
Étant donné un grapheG à n sommets dont les sommets sont colorés par |C| couleurs, le graphe
G′ obtenu par l’application de cette réduction est un graphe à n+ |C| sommets ; en effet, on ajoute
un sommet dans G′ pour chaque sommet de G, ainsi qu’un sommet pour chaque couleur de G.
Le problème Ensemble Connexe Tropical se réduit à Arbre de Steiner de la manière sui-
vante. Soit (G,c) une instance d’Ensemble Connexe Tropical. On construit une instance (G′ ,w,K)
pour Arbre de Steiner, où G′ = (R′∪B′ ,E′) est le graphe construit via la construction décrite pré-
cédemment et l’ensemble de terminaux K = B′. Notons que |K | = |B′ | = |C|.
La fonction de pondération des arêtes est définie de la manière suivante :
— w(e) = n = |V | pour tout e ∈ E(G′) incidente à un sommet de B′ ;
— w(e) = 1 pour toute arête e ∈ E.
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Figure 2.5 – La pondération du graphe G′ construit dans la figure 2.4 pour Arbre de Steiner.
Lemme 2.3. [Réduction d’Ensemble Connexe Tropical à Arbre de Steiner ]
Le graphe dont les sommets sont colorés (G,c) admet un ensemble connexe tropical de taille k si et
seulement si (G′ ,w,B′) admet un arbre de Steiner de poids k − 1 + |C| ·n.
Démonstration.
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(a) Un graphe G et un ensemble connexe tropi-
cal de taille minimum (les sommets encadrés).
(b) Le graphe G′ et l’ensemble de sommets cor-
respondant à l’ensemble connexe tropical de G
(les sommets encadrés).
Figure 2.6 – Illustration de la réduction d’Ensemble Connexe Tropical à Arbre de Steiner. Les
sommets encadrés dans G′ sont les images des sommets encadrés de G ; l’ensemble des sommets
encadrés dans G est un ensemble connexe tropical minimum si et seulement si l’ensemble des
sommets encadrés dans G′ est un arbre de Steiner de poids minimum.
Commençons tout d’abord par montrer que si (G,c) admet un ensemble connexe tropical de
taille k, alors (G′ ,w,B′) admet un arbre de Steiner de poids k − 1 + |C| ·n.
Soit S un ensemble connexe tropical de (G,c) tel que |S | = k. L’ensemble des arêtes d’un arbre
de Steiner T˜ pour (G′ ,w,B′) peut donc être obtenu en prenant tout d’abord toutes les k − 1 arêtes
d’un arbre couvrant de G[S] = G′[S] ; ces arêtes ont toutes pour poids 1. Alors pour tout terminal
xi ∈ B′ avec i une couleur de C, on choisit une arête (v′ ,xi) ∈ E′, v étant coloré par i dans G. Une
telle arête existe pour tout xi ∈ B′ étant donné que S est tropical dans G, et ces arêtes ont toutes
pour poids n. L’arbre de Steiner T˜ a donc pour poids k − 1 + |C| ·n = k′.
Montrons maintenant que si (G′ ,w,B′) admet un arbre de Steiner de poids k′ alors (G,c) admet
un ensemble connexe tropical de taille k.
Soit E˜ l’ensemble des arêtes de l’arbre de Steiner T˜ de (G′ ,w,B′) ayant un poids de k′. Par
construction, B′ est un stable de G′, et donc E˜ contient pour chaque sommet de xi ∈ B′ une arête
incidente à xi . Il y a au moins |B′ | = |C| arêtes de poids n ; étant donné la valeur de k′, il y a
précisément |C| arêtes de poids n dans T˜ . Soit S l’ensemble des sommets de R′ incidents aux arêtes
de poids n dans E˜. Par construction de G′, S est tropical dans G. L’arbre de Steiner T˜ contient k−1
arêtes dans G′[R′] = G connectant les sommets de S. Par conséquent l’ensemble des sommets dans
l’arbre de Steiner à l’intérieur de R′ est connexe, contient S, et est par conséquent tropical. Étant
donné que l’arbre de Steiner dans G′[R′] a k − 1 arêtes, l’ensemble connexe tropical contient k
sommets.
En utilisant le résultat du lemme 2.3 ainsi que l’algorithme de Nederlof [Ned12] résolvant
Arbre de Steiner en temps O(W · 2k) (k étant le nombre de terminaux du graphe et W étant le
poids maximum parmi les poids des arêtes du graphe), on en déduit le lemme suivant :
2.2. Un algorithme exact pour les graphes quelconques 39
Lemme 2.4.
L’algorithme utilisant Arbre de Steiner résout Ensemble Connexe Tropical en temps O∗
(
2|C|
)
, où
|C| désigne le nombre de couleurs dans G.
2.2.3 Un algorithme via Ensemble Dominant Connexe Bleu et Rouge
Le troisième algorithme est basé sur une réduction vers le problème Ensemble Dominant
Connexe Bleu et Rouge. Le principe de cet algorithme est similaire à l’algorithme précédent : à
partir d’une instance pour Ensemble Connexe Tropical on construit une instance pour Ensemble
Dominant Connexe Bleu et Rouge, et on déduit d’une solution pour le second problème une so-
lution pour le problème initial.
Le problème Ensemble Dominant Connexe Bleu et Rouge est le suivant :
Problème Ensemble Dominant Connexe Bleu et Rouge
entrée. Un graphe G = (R∪B,E) dont les sommets sont colorés soit en rouge
(les sommets de l’ensemble R), soit en bleu (les sommets de l’ensemble
B).
question. Trouver le plus petit sous-ensemble S ⊆ R de sommets rouges tel
que G[S] est connexe, et chaque sommet de B a au moins un voisin dans
S, autrement dit B ⊆N (S).
L’entrée de ce problème est un graphe dont les sommets sont partitionnés en deux ensembles :
l’ensemble des sommets B et l’ensemble des sommets R. On cherche alors le plus petit sous-
ensemble connexe de sommets S ⊆ R tel que tout sommet de B a au moins un voisin dans S.
On donne dans la figure 2.7 un exemple de solution pour ce problème, étant donné un graphe en
entrée.
(a) Un graphe dont les sommets sont parti-
tionnés en deux ensembles B et R.
(b) Une solution pour ce graphe (les som-
mets encadrés).
Figure 2.7 – Ensemble Dominant Connexe Bleu et Rouge sur un exemple.
40 Recherche d’ensemble connexe tropical minimum
Ce problème a été montré comme étant NP-complet par Downey et al. [DFVW99]. Abu-Khzam
et al. montrent que ce problème peut être résolu en temps O∗(1.3645n) et en espace polyno-
mial [AKLM11].
Description de la réduction
(a) Un graphe coloré (G,c) (b) le graphe G′ obtenu à partir de la première
réduction
(c) le graphe G′′ obtenu à partir de la seconde
réduction
Figure 2.8 – Illustration de la réduction de G′′ à partir de G′ décrite dans la section 2.2.3
La réduction suivante utilise la réduction décrite précédemment : à partir d’une instance (G,c)
pour Ensemble Connexe Tropical on construit un nouveau graphe G′ puis, comme pour Arbre
de Steiner, à partir de ce graphe on construit un graphe G′′ = (R′′ ∪ B′′ ,E′′) en modifiant G′ =
(R′ ∪B′ ,E′) :
• Initialement, on a R′′ = R′, B′′ = B′ et E′′ = E′ ;
• Pour tout sommet v ∈ V dont la couleur apparaît exactement une fois dans G, on déplace
le sommet correspondant v′ de R′′ vers B′′, et on supprime le sommet xi de B′′, où c(v) = i
dans G ;
• À l’issue de cette étape, soient B1, . . . ,Bp les composantes du sous-graphe induit dansG′′[B′′]
par les sommets qui ont étés déplacés vers B′′. Pour chaque i = 1,2, . . .p, contracter la com-
posante Bi dansG′′[B′′] de manière à ce qu’il ne reste plus qu’un sommet que nous appelons
bi ;
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On notera qu’une fois toutes les contractions effectuées, B′′ est maintenant un stable de G′′.
• Pour finir, pour chaque bi , 1 ≤ i ≤ p, on ajoute des arêtes entre les sommets voisins de bi de
manière à former une clique. Le graphe résultant est G′′ = (R′′ ∪B′′ ,E′′) et est utilisé pour
réduire Ensemble Connexe Tropical vers Ensemble Dominant Connexe Bleu et Rouge.
Notons que cette construction peut être faite en temps polynomial. Exprimons maintenant le
nombre de sommets d’un graphe G′′ obtenu à partir d’un graphe G à n sommets en appliquant les
deux réductions précédemment décrites. Rappelons que l1(G) désigne le nombre de couleurs n’ap-
paraissant qu’une seule fois dans G et l2(G) le nombre de couleurs apparaissant au moins deux
fois. Nous avons précédemment montré que le graphe obtenu à l’issue de la première réduction
contient n + |C| sommets, soit n + l1(G) + l2(G) sommets. Dans la seconde réduction, on contracte
chaque sommet correspondant à une couleur n’apparaissant qu’une seule fois dans G en un seul
sommet. Le graphe G′′ ainsi obtenu contient au plus n+ l2(G) + 1 sommets.
Ensemble Connexe Tropical peut être réduit à EnsembleDominant Connexe Bleu et Rouge
de la manière suivante. Soit (G,c) une instance d’Ensemble Connexe Tropical. On construit une
instanceG′′ = (R′′∪B′′ ,E′′) d’EnsembleDominantConnexe Bleu etRouge oùG′′ est le graphe via
la construction décrite précédemment, R′′ est l’ensemble des sommets rouges et B′′ est l’ensemble
des sommets bleus.
Lemme 2.5.
(G,c) admet un ensemble connexe tropical de taille k si et seulement si G′′ = (R′′ ∪ B′′ ,E′′) admet un
ensemble dominant connexe bleu et rouge de taille k′ = k − l1(G).
Démonstration.
Soit S un ensemble connexe tropical de G de taille k. Soit U l’ensemble (qui peut être vide) de
sommets ayant une couleur apparaissant une seule fois dans G. Clairement U ⊆ S. On affirme que
D = S \U est un ensemble dominant connexe bleu et rouge de G”. Par construction, B1,B2, . . . ,Bp
sont les composantes connexes de G[U ], et pour chaque i ∈ {1,2, . . . ,p}, l’ensemble connexe Bi
de G est contracté en un sommet bi dans G′′. L’ensemble S étant connexe dans G, l’ensemble
(S \U ) ∪ {b1,b2, . . . , bp} est connexe dans G′′ vu que l’on contracte les ensembles connexes dans G.
Lorsque l’on supprime {b1,b2, . . . , bp} de (S \U ) ∪ {b1,b2, . . . , bp} on obtient D.
On considère maintenant les sous-graphes induits dans G′′. Étant donné que par construction
de G′′ pour tout bi le voisinage de bi forme une clique dans G′′, la suppression d’un sommet bi
ne peut pas déconnecter l’ensemble D. Donc D est connexe dans G′′. Finalement, par construc-
tion, D ⊆ R′′ et N (D) ∩ B′′ contient tous les sommets xi ∈ B′′ avec une couleur i apparaissant
au moins deux fois dans G. Vu que S est connexe dans G et {b1,b2, . . . , bp} ⊆ B′′ est un stable de
G′′, tout sommet de {b1,b2, . . . , bp} a un voisin dans D. Ainsi D est un ensemble dominant bleu et
rouge dans G′′. Pour résumer, D est un ensemble dominant connexe bleu et rouge de G′′ tel que
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|D | = |S | − |U | = k − l1(G) = k′.
Inversement, soitD ⊆ R” un ensemble dominant bleu et rouge de G′′ tel que |D | = k′ = k−l1(G).
Par construction de G′′ et étant donné que D est un ensemble dominant bleu et rouge, pour tout
i = 1,2, . . . ,p, l’ensemble D contient au moins un sommet de N (bi)∩R′′ dans G′′. Par conséquent
D ∪⋃pi=1Bi est un ensemble connexe dans G′, et également dans G. Ceci est dû au fait que pour
tout i, le sommet bi est obtenu en contractant l’ensemble connexe Bi . Cependant D ∪⋃pi=1Bi est
tropical car il contient tous les sommets de G avec une couleur apparaissant une seule fois dans
G, et D domine B′′ \⋃pi=1Bi , c’est-à-dire D contient un sommet de chaque couleurs apparaissant
au moins deux fois. Par conséquent D ∪⋃pi=1Bi est un ensemble connexe tropical dans G de taille
k′ + l1(G) = k.
Rappelons que le graphe G′′ obtenu à partir de G par l’application successive des deux réduc-
tions possède n + l2(G) + 1 sommets. En utilisant le résultat du lemme 2.5 ainsi que l’algorithme
de Abu-Khzam et al. [AKLM11] résolvant Ensemble Dominant Connexe Bleu et Rouge en temps
O(1.36443n), on obtient le lemme suivant :
Lemme 2.6.
L’algorithme utilisant Ensemble Dominant Connexe Bleu et Rouge résout Ensemble Connexe
Tropical en temps O
(
1.36443n+l2(G)
)
(où l2(G) est le nombre de couleurs apparaissant au moins deux
fois dans G).
2.2.4 Combinaison des trois approches
Nous sommes maintenant prêts à décrire notre algorithme exact pour Ensemble Connexe
Tropical Minimum sur les graphes quelconques, en combinant les algorithmes obtenu via la ré-
duction à Arbre de Steiner, via la réduction à Ensemble Dominant Connexe Bleu et Rouge, et
via l’approche en force brute, selon la valeur de l1(G) (voir la figure 2.9). Soit (G,c) une instance
d’Ensemble Connexe Tropical Minimum.
• Si l1(G) < 0.23814 ·n :
On réduit versArbre de Steiner et on utilise l’algorithme de Nederlof [Ned12] sur (G′ ,w,K) ;
on obtient un algorithme résolvant EnsembleConnexe TropicalMinimum en tempsO
(
2|C|
)
.
Dans ce cas, |C| = l1(G) + l2(G) < 0.23814 ·n+ 1−0.238142 ·n = 0.61907 ·n.
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Figure 2.9 – Courbes représentant le temps d’exécution de chacune des trois techniques selon le
taux de sommets dont la couleur n’apparaît qu’une fois dans le graphe
• Si 0.23814 ·n ≤ l1(G) ≤ 0.42218 ·n :
On réduit vers Ensemble Dominant Connexe Bleu et Rouge et on utilise l’algorithme de
Abu-Khzam et al. [AKLM11] surG′′ ; on obtient un algorithme résolvant EnsembleConnexe
Tropical Minimum en temps O
(
1.36443n+l2(G)
)
.
Dans ce cas, n+ l2(G) ≤ n+ 12 ·n− 12 · l1(G) ≤ 1.38093 ·n.
• Si 0.42218 ·n < l1(G) :
On utilise l’algorithme en force brute sur (G,c) ; on obtient un algorithme résolvant En-
semble Connexe Tropical Minimum en temps O
(
2n−l1(G)
)
.
Dans ce cas, n− l1(G) ≤ (1− 0.42218) ·n = 0.57782 ·n.
On établit un algorithme exponentiel n’ayant besoin que d’un espace polynomial. On en déduit le
théorème suivant :
Théorème 2.7. [Algorithme exact pour Ensemble Connexe TropicalMinimum sur des graphes quel-
conques]
Ensemble Connexe TropicalMinimum peut être résolu en temps O(1.5359n) et en espace polynomial
pour les graphes à n sommets.
L’algorithme en force brute n’améliore pas la borne supérieure sur le temps d’exécution de
l’algorithme. Notons cependant qu’il est meilleur que les deux autres approches lorsque l1(G) >
0.42218 ·n.
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2.3 Non-existence d’un algorithme sous-exponentiel pour les arbres
(a) Un graphe G (b) Le graphe obtenu à partir de G en appliquant la réduction d’Angles d’Au-
riac et al. décrite dans [AdCH+14].
Figure 2.10 – La réduction d’Ensemble Dominant vers Ensemble Connexe Tropical sur un
exemple
Dans cette section, on montre qu’Ensemble Connexe Tropical n’admet pas d’algorithme sous-
exponentiel même si le graphe en entrée est un arbre de hauteur au plus trois, à moins que
l’Hypothèse de Temps Exponentiel (abrégée en ETH) ne soit fausse. Nous rappelons l’Hypothèse de
Temps Exponentiel, énoncée par Impagliazzo et Paturi [IP01].
Hypothèse 2.8. [Hypothèse de Temps Exponentiel, Impagliazzo et Paturi [IP01]]
Pour tout k ≥ 3, k − SAT n’admet pas d’algorithme sous-exponentiel en fonction du nombre de va-
riables.
Il est considéré comme improbable que l’ETH soit fausse. Plus de détails concernant l’ETH
sont donnés dans la sous-section 1.2.4 du chapitre 1.
La non-existence d’un algorithme sous-exponentiel pour Ensemble Connexe Tropical sous
l’ETH souligne l’importance de la conception d’un algorithme efficace s’exécutant en temps O(cn)
(pour tout graphe à n sommets et pour une constante c inférieure ou égale à 2). Le résultat
est établi via une réduction d’Ensemble Dominant vers Ensemble Connexe Tropical décrite
dans [AdCH+14], et la preuve qu’EnsembleDominant n’admet pas d’algorithme sous-exponentiel
dans les graphes de degré maximum 6 donnée dans [FKW04].
Théorème 2.9.
Sous l’Hypothèse de Temps Exponentiel le problème Ensemble Connexe Tropical n’admet pas d’algo-
rithme en temps sous-exponentiel dans les arbres de hauteur au plus 3.
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Démonstration.
Angles d’Auriac et al. montrent dans [AdCH+14] qu’Ensemble Connexe Tropical est NP-complet
même sur les arbres de hauteur au plus 3, par une réduction à partir d’Ensemble Dominant. Par
souci d’exhaustivité, on rappelle la construction utilisée dans leur preuve. Étant donné un graphe
G = (V ,E) une instance en entrée d’Ensemble Dominant, on construit un arbre coloré (T ,c) de la
manière suivante :
Considérons une coloration arbitraire σ : V → N des sommets de G, telle que chaque sommet
est coloré avec une couleur différente. Initialement, T contient un seul sommet r coloré en une
couleur σr non-utilisée par la coloration de G. Puis, pour chaque sommet v ∈ V (G), on ajoute à
T une étoile dont le centre est coloré σ (v), avec une feuille colorée en σ (u) pour tout voisin u de
v dans G, et une feuille supplémentaire colorée σ0, avec σ0 , σ (vi) ∀vi ∈ V , reliée au sommet r
de T . Nous illustrons cette réduction dans la figure 2.10. Ils montrent finalement que G contient
un ensemble dominant de taille au plus k si et seulement si (T ,c) contient un ensemble connexe
tropical de taille au plus k +n+ 1.
On se réfère maintenant à Fomin et al. [FKW04] qui ont prouvé qu’Ensemble Dominant n’ad-
met pas d’algorithme en temps sous-exponentiel pour des graphes de degré maximum 6 sous
l’ETH.
Étant donnée une instance G du problème Ensemble Dominant telle que G est de degré maxi-
mum 6, en appliquant la réduction que nous venons de décrire sur G nous obtenons un arbre
coloré (T ,c) qui est une instance du problème Ensemble Connexe Tropical telle que T est un
arbre de hauteur au plus 3 avec au plus 8n+ 1 = O(n) sommets. Par conséquent, d’un algorithme
en temps sous-exponentiel pour Ensemble Connexe Tropical sur les arbres de hauteur maxi-
mum 3 on obtient un algorithme en temps sous-exponentiel pour Ensemble Dominant pour des
graphes de degré maximum 6, ce qui contredit l’ETH. L’existence d’un tel algorithme est donc
impossible à moins que l’ETH ne soit fausse.
Le fait qu’il n’y ait pas d’algorithme sous-exponentiel pour Ensemble Connexe Tropical dans
les arbres à moins que l’Hypothèse de Temps Exponentiel ne soit fausse justifie l’intérêt de construire
des algorithmes modérément exponentiels pour Ensemble Connexe Tropical aussi bien pour les
arbres que pour les graphes en général.
2.4 Un algorithme exact pour les arbres
Le résultat principal de cette section est un algorithme calculant un ensemble connexe tropi-
cal minimum sur les arbres en temps O(1.2721n). Cet algorithme utilise le paradigme Brancher et
Réduire, dont le principe ainsi que les techniques d’analyse d’un tel algorithme sont présentés en
section 1.2 du chapitre 1.
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2.4.1 Instances et sous-problèmes
Comme mentionné précédemment, les algorithmes de branchement résolvent récursivement
les sous-problèmes par l’application de règles de branchement et de réduction.
Étant donné un arbre (enraciné) T = (V ,E) avec une coloration c et un ensemble de couleurs C
comme instance d’Ensemble Connexe Tropical Minimum, T , c et C sont globaux pour notre al-
gorithme récursif.
On définit maintenant une instance d’un sous-problème comme une 3-partition (S,F,D) de
V . Étant donnée une instance (S,F,D) la tâche est de trouver un ensemble connexe tropical S∗
de (T ,c) tel que S ⊆ S∗, S∗ ∩D = ∅ et la taille de S∗ est minimum. On appelle un tel ensemble de
sommet S∗ une solution de (S,F,D). Une instance (S,F,D) est finalement définie de la manière
suivante :
• S est l’ensemble des sommets sélectionnés (Selected vertices), c’est-à-dire les sommets ayant
déjà été choisis comme étant un sous-ensemble d’une solution ;
• F est l’ensemble des sommets libres (Free vertices), c’est-à-dire aucune décision n’a été prise
quant au fait qu’ils appartiennent à S ou à D ;
• D est l’ensemble des sommets rejetés (Discarded vertices), c’est-à-dire les sommets ne pou-
vant appartenir à aucune solution en cours de construction.
La construction de notre algorithme implique qu’à chaque étape l’instance (S,F,D) satisfait
les invariants suivants :
• la racine r de T appartient à S ;
On choisit initialement un sommet r de l’arbre à l’ensemble S, et on désigne r comme étant la racine de
T . Étant donné qu’à chaque étape l’algorithme ne fait qu’ajouter des sommets à S, r appartient donc à S à
chaque étape de l’algorithme.
• S et S ∪F sont des ensembles connexes de T ;
L’ensemble que nous souhaitons obtenir à l’issue de l’algorithme est connexe. Les règles de branchement et
de réduction garantissent que S reste connexe à chaque étape de l’algorithme. Si S ∪ F n’est pas connexe,
les sommets de F qui ne sont pas dans la même composante connexe que r ne peuvent pas appartenir à
l’ensemble connexe tropical en cours de construction ; ils appartiennent donc à D.
• pour tout v ∈D, tout sommet de T (v) appartient à D ;
T étant un arbre, v ∈ chem(v′ , r) pour chaque sommet v′ ∈ T (v). Si v ∈ D, v′ ne peut appartenir à aucun
ensemble connexe tropical de V (T )∩D. Il appartient donc à D.
Finalement pour toute instance (S,F,D), T ′ est le sous-arbre induit par S ∪ F et C′ ⊆ C est l’en-
semble des couleurs qui n’appartiennent pas à S : C′ = C \ c(S).
L’ensemble que l’algorithme construit doit contenir toutes les couleurs du graphe d’origine. C′ est
donc l’ensemble des couleurs qui devront par la suite être ajoutés à la composante connexe afin
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qu’elle contienne chaque couleur du graphe d’origine.
2.4.2 Description de l’algorithme
Les deux procédures suivantes sont utilisées dans les règles de branchement et de réduction
de l’algorithme. Lorsqu’elles sont appliquées sur une instance (S,F,D), elles permettent d’obtenir
de nouvelles instances et de nouveaux sous-problèmes.
Soit un sommet libre v ∈ F. Notons que sélectionner v implique de déplacer les sommets libres
de chem(v,r) vers S, car sinon aucun super-ensemble de S ∪ {v} ne pourrait être connexe, et pour
les mêmes raisons, rejeter v implique de rejeter tous les sommets de T (v), et donc de les déplacer
vers D.
ADD(v) on sélectionne tous les sommets libres de chem(v,r) : on déplace tout som-
met de chem(v,r) appartenant à F vers S et on supprime dans C′ toutes les
couleurs des sommets de chem(v,r) ;
RMV(v) supprimer de F tous les sommets de T (v), et les ajouter dans D, tandis que
C′ reste inchangé.
Soit X ⊆ F. Pour simplifier les notations, ADD(X) désigne l’application de ADD(v) sur tous les
sommets v ∈ X. De même, RMV(X) désigne l’application de RMV(v) sur tous les sommets v ∈ X. Il
n’y a pas d’importance concernant l’ordre des sommets selon lequel on applique la procédure.
Nous décrivons maintenant notre algorithme de branchement calculant un ensemble tropical
connexe minimum sur les arbres.
Soit T = (V ,E) l’arbre en entrée, c la fonction de coloration de ses sommets, et C l’ensemble des
couleurs de T . Pour chaque sommet r ∈ V , on considère l’arbre T enraciné en r et on applique
l’algorithme de branchement sur l’instance (S,F,D) = ({r},V \ {r},∅). Notons que la racine appar-
tient toujours à S. Un ensemble connexe tropical minimum de (T ,c) est donc une solution de
({r},V \ {r},∅) de taille minimum.
Soit (S,F,D) une instance quelconque. Cette instance correspondant à l’instance initiale (dans
ce cas, F = V \ {r}), ou est obtenue à l’issue d’une suite d’appels récursifs. On donne ci-après la
liste des règles de branchement et de réduction de notre algorithme. On associe de même à chaque
règle de branchement son vecteur de branchement.
Nous associons à chacune des règles de branchement et de réduction une illustration. Les
sommets de cette figure sont de trois formes différentes, selon l’ensemble dont ils font partie : les
sommets « carrés » font partie de l’ensemble S des sommets sélectionnés ; les sommets « ronds »
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font partie de l’ensemble F des sommets libres ; finalement, les sommets « triangles » font partie
de l’ensemble D des sommets rejetés. Dans la plupart des figures, les sommets auront une cou-
leur ; néanmoins, dans certaines figures les sommets sont noirs. Cela signifie que les couleurs des
sommets n’ont aucune importance dans les branchements et réductions illustrés.
Règles de réduction de l’algorithme
Les règles sont listées dans l’ordre où elles sont appliquées, c’est-à-dire qu’une règle ne peut
être appliquée à une instance que si les règles précédentes ne sont pas applicables. La correction
de ces règles de réduction est donnée dans le lemme 2.10.
Règle de réduction 0.1.
Si C′ = ∅, alors STOP : S est un ensemble connexe tropical de T .
Règle de réduction 0.2.
Si F = ∅, alors STOP : il n’y a pas de solution pour cette instance.
Règle de réduction 1.
S’il existe v ∈ F, v est une feuille de T ′, tel que c(v) < C′, alors
RMV(v).
v
Règle de réduction 2.
S’il existe v ∈ F tel que c(v) ∈ C′ et pour tout u ∈ F \ {v}, c(v) ,
c(u), alors ADD(v).
v
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Règle de réduction 3.
S’il existe v ∈ F, v est un feuille de T ′, tel qu’il existe u ∈ F \ {v}
tel que c(u) = c(v) et d(u,S) = 1, alors RMV(v).
v
u
Règle de réduction 4.
S’il existe v ∈ F, v est un feuille de T ′, tel qu’il existe u ∈ F \ {v}
avec c(u) = c(v) tel que d(u,chem(v,r)) ≤ 1, alors RMV(v).
v
u
Règle de réduction 5.
S’il existe u ∈ F, tel qu’il existe une feuille v de T ′, v ∈ S, avec
c(u) = c(v), alors RMV(u).
v
u
Règle de réduction 6.
Si tous les sommets de F sont des feuilles dans T ′, alors ADD(v),
pour n’importe quel v ∈ F.
v'
Nous montrons dans le lemme suivant la correction de ces règles de réduction :
Lemme 2.10.
Les règles de réduction de cet algorithme sont correctes.
Démonstration.
Soit (S,F,D) une instance d’un sous-problème et C′ = C \ c(S).
On désigne par S∗ une solution de (S,F,D). S∗ si elle existe, est donc un ensemble connexe tropical
satisfaisant S ⊆ S∗ et D ∩ S∗ = ∅ et est de taille minimum parmi tous les autres ensembles valides.
règle de réduction 0.1.
Soit C′ = ∅. Étant donnée les propriétés sur les instances, G[S] est connexe, et vu que C′ = ∅,
S est tropical. Par conséquent S est un ensemble connexe tropical de T et S est une solution
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de (S,F,D).
règle de réduction 0.2.
Soit C′ , ∅ et F = ∅. Étant données les propriétés sur les instances, G[S] est un ensemble
connexe de T . Cependant, étant donné que C′ , ∅, l’ensemble S n’est pas tropical. (S,F,D)
n’a donc pas de solution, étant donné que S ne peut pas être étendu.
règle de réduction 1.
Soit v ∈ F une feuille de T ′ = T [S ∪ F] telle que c(v) < C′. Soit v′ ∈ S avec c(v) = c(v′). Sup-
posons que S∗ est une solution de (S,F,D). Supposons que v ∈ S∗. Étant donné que S ⊆ S∗
et v′ ∈ S, nous avons aussi v′ ∈ S∗. Clairement S∗ \ {v} est tropical et un ensemble connexe.
Donc S∗ n’est pas une solution de (S,F,D), ce qui est une contradiction.
On peut donc sans problème rejeter v et appliquer RMV(v).
règle de réduction 2.
Soit v ∈ F l’unique sommet dans F de couleur c(v) ∈ C′. Vu que toute solution S∗ de (S,F,D)
doit contenir v pour être tropicale, on peut sans risque appliquer ADD(v).
règle de réduction 3.
Soit v ∈ F une feuille T ′ = T [S ∪ F], et soit u ∈ F tel que c(u) = c(v) et d(u,S) = 1. Supposons
que v ∈ S∗ pour une solution S∗ de (S,F,D). Si S∗ contient u, alors S∗ n’est pas minimum,
étant donné que S∗ \ {v} est tropical et connexe. Si S∗ ne contient pas u, alors (S∗ \ {v})∪ {u}
est lui aussi connexe et tropical. Par conséquent, s’il y a une solution contenant v, il existe
aussi une solution ne le contenant pas.
On peut par conséquent appliquer sans risque RMV(v).
règle de réduction 4.
Soit v ∈ F une feuille de T ′ et u ∈ F avec c(u) = c(v) et d(u,chem(v,r)) ≤ 1. Soit S∗ une so-
lution contenant v. Si u ∈ chem(v,r), alors S∗ \ {v} est tropical et connexe, et donc S∗ n’est
pas une solution, contradiction. Si u < chem(v,r), alors il existe un x ∈ chem(v,r), x , v, tel
que (x,u) ∈ E. Cependant, étant donné que S∗ est connexe, v ∈ S∗ implique x ∈ S∗. Donc
(S∗ \ {v})∪ {u} est tropical et connexe.
Il existe donc une solution ne contenant pas v et on peut donc appliquer sans risque RMV(v).
règle de réduction 5.
Soit u ∈ F, v une feuille de T ′, et v ∈ S avec c(u) = c(v). Soit S∗ une solution de (S,F,D)
contenant un sommet x ∈ T ′(u). S∗ contenant x, il contient aussi u (car S∗ est connexe). Étant
donné que c(u) = c(v), on remarque que S∗ \ {v} est aussi une solution, ce qui contredit le fait
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que S∗ est une solution minimale. Donc u < S∗ et on peut donc sans risque appliquer RMV(u).
règle de réduction 6.
Quand cette règle est appliquée, tout sous-ensemble de feuilles de T ′ de couleurs deux à
deux différentes peuvent être ajoutés à S pour obtenir une solution S∗. On peut donc sans
risque ajouter une des feuilles de T ′ à S.
Règles de branchement de l’algorithme
Chacune des règles de branchement crée deux sous-problèmes. On écrit 〈O1 ||O2〉 pour expri-
mer le fait que l’algorithme branche en deux sous-instances, où l’ensemble des opérations Oi est
appliqué à l’instance (S,F,D) pour obtenir la ieme sous-instance.
À chacune des règles de branchement on indique le vecteur de branchement correspondant.
La correction de ces règles de branchement est donnée par le lemme 2.11.
Règle de branchement 1.
S’il existe un sommet libre v ∈ F, v est une feuille de T ′ avec
d(v,S) ≥ 4, alors l’algorithme distingue trois cas :
Cas 1.a.
S’il existe deux nœuds internes v′ et v′′ dans F satisfaisant
c(v) = c(v′) = c(v′′) :
〈{ADD(v),RMV({v′ ,v′′})} || RMV(v)〉
vecteur de branchement : (7,1)
v
v'
v''
Cas 1.b.
S’il existe une feuille v′ ∈ F de T ′ satisfaisant c(v) = c(v′) :
〈{ADD(p(v)),RMV(v′)} || RMV(p(v))〉
vecteur de branchement : (4,2)
v
v'
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Cas 1.c.
S’il existe un unique nœud interne v′ ∈ F de T ′ satisfaisant
c(v) = c(v′) :
〈{ADD(v),RMV(v′)} || {RMV(v),ADD(v′)}〉
vecteur de branchement : (6,3)
v
v'
Règle de branchement 2.
S’il existe un sommet v ∈ F tel que v est une feuille de T ′ et
d(v,S) = 3, alors l’algorithme distingue quatre cas :
Cas 2.a.
S’il existe deux feuilles v′ ,v′′ ∈ F de T ′ satisfaisant c(v) = c(v′) =
c(v′′) :
〈{ADD(p(v)),RMV({v′ ,v′′})} || RMV(p(v))〉
vecteur de branchement : (4,2)
v
v' v''
Cas 2.b.
S’il existe deux nœuds internes v′ ,v′′ ∈ F de T ′ satisfaisant
c(v) = c(v′) = c(v′′) :
〈{ADD(v),RMV({v′ ,v′′})} || RMV(v)〉
vecteur de branchement : (7,1)
v
v' v''
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Cas 2.c.
S’il existe une feuille v′ ∈ F et un nœud interne v′′ ∈ F de T ′
satisfaisant c(v) = c(v′) = c(v′′) :
〈{ADD(v′′),RMV({v,v′})} || RMV(v′′)〉
vecteur de branchement : (4,2)
v
v''
v'
Cas 2.d.
S’il existe un unique sommet v′ ∈ F de T ′ satisfaisant c(v) =
c(v′) :
〈{ADD(v),RMV(v′)} || {RMV(v),ADD(v′)}〉
vecteur de branchement : (4,3)
v
v'
Règle de branchement 3.
S’il existe un sommet libre v ∈ F, v est une feuille de T ′ avec
d(v,S) = 2, alors l’algorithme distingue deux cas. :
v
Cas 3.a.
S’il existe k ≥ 2 sommets v1, . . . , vk ∈ F de T ′ satisfaisant
c(v) = c(v1) = . . . = c(vk) :
〈{ADD(v),RMV({v1, . . . , vk})} || RMV(p(v))〉
vecteur de branchement : (4,2) v v
21
v
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Cas 3.b.
S’il existe un unique sommet v′ ∈ F de T ′ satisfaisant c(v) =
c(v′) :
〈{ADD(v),RMV(v′)} || {RMV(p(v)),ADD(v′)}〉
vecteur de branchement : (3,4)
v'
v
Nous montrons dans le lemme 2.11 la correction de ces règles de branchement.
Lemme 2.11.
Les règles de branchement de cet algorithme sont correctes.
Démonstration.
Commençons par quelques commentaires à propos des règles de branchement de l’algorithme.
Tout d’abord la règle de branchement 1, la règle de branchement 2 et la règle de branchement
3 font une analyse de cas couvrant tous les cas dans lesquels il y a un sommet libre v tel que
d(v,S) ≥ 2. Si aucune d’entre elles ne peut être appliquée alors tous les sommets libres sont adja-
cents à S et dans ce cas des règles de réduction peuvent être appliquées.
Considérons maintenant les neuf règles de branchement de notre algorithme. Chacune d’entre
elles branche soit en sélectionnant x, soit en rejetant x, étant donné un sommet x approprié. Un
branchement est donc obtenu par l’application de la procédure ADD(x) et la seconde par la procé-
dure RMV(x). Clairement une telle règle de branchement est correcte. À chaque branchement on
applique également si possible les règles de réduction, ce qui garantit la correction des règles de
branchement.
règle de branchement 1.
cas 1.a.
Dans la première branche, supprimer v′ et v′′ de F après avoir ajouté v à S est justifié
par la règle de réduction 5.
cas 1.b.
Dans la première branche, après avoir ajouté p(v) à S, la distance de v à S est de 1. Par
conséquent, supprimer v′ après avoir ajouté p(v) à S est justifié par la règle de réduc-
tion 3.
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cas 1.c.
Dans la première branche, la suppression de v′ de F après avoir ajouté v à S est justifié
par la règle de réduction 5.
Dans la seconde branche, la suppression de v de F fait de v′ l’unique sommet de sa
couleur, donc ajouter v′ à S après avoir supprimé v de F est justifié par la règle de
réduction 2.
règle de branchement 2.
cas 2.a.
Dans la première branche, après avoir ajouté p(v) à S, la distance de v à S est de 1.
La suppression de v′ et de v′′ après l’ajout de p(v) à S est donc justifié par la règle de
réduction 3.
cas 2.b.
Dans la première branche, la suppression de v′ et de v′′ de F après l’ajout de v à S est
justifié par la règle de réduction 5.
cas 2.c.
Dans la première branche, après l’ajout de v′′ à S, la couleur de v et de v′ n’appartient
désormais plus à C′, la suppression de v et de v′ de F après l’ajout de v′′ à S est justifié
par la règle de réduction 1.
cas 2.d.
Dans le la première branche, la suppression de v′ de F après avoir ajouté v à S est jus-
tifié par la règle de réduction 5.
Dans la seconde branche, v′ devient l’unique sommet de sa couleur après la suppres-
sion de v de F, donc l’ajout de v′ à S après la suppression de v de F est justifié par la
règle de réduction 2.
règle de branchement 3.
cas 3.a.
Dans la première branche, v1, . . . , vk sont des feuilles de T ′ (car si ils étaient à distance
1, on aurait appliqué la règle de réduction 3 pour supprimer v).
Observons néanmoins qu’après l’ajout de p(v) à S, v est à distance 1 de S. Par consé-
quent la suppression de v1, . . . , vk de F après l’ajout de p(v) à S est justifié par la règle
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de réduction 3.
Après la suppression de v1, . . . , vk de F, v devient l’unique sommet de sa couleur, donc
ajouter v à S est justifié par la règle de réduction 2.
cas 3.b.
Les opérations successives de la première branche sont justifiées de manière similaire
au cas 3.a.
Dans la seconde branche, on observe que la suppression de p(v) de F supprime aussi v
de F, donc v′ est alors l’unique sommet de sa couleur, et donc ajouter v′ à S est justifié
par la règle de réduction 2.
On établit finalement le théorème suivant :
Théorème 2.12. [Temps d’exécution de l’algorithme résolvant Ensemble Connexe Tropical Mini-
mum sur les arbres]
L’algorithme de branchement calcule un ensemble connexe tropical minimum d’un arbre en temps
O(1.2721n).
Démonstration.
Nous avons montré dans les lemmes 2.10 et 2.11 la correction des règles de branchement et de
réduction de l’algorithme.
Pour établir le temps d’exécution de notre algorithme nous établissons maintenant la correction
des vecteurs de branchement précédemment annoncés. On se réfère aux préliminaires concer-
nant l’analyse du temps d’exécution d’un algorithme de branchement et de réduction présentés à
la section 1.2 du chapitre 1.
Quelques commentaires généraux concernant l’analyse du temps d’exécution de l’algorithme :
Pour analyser son temps d’exécution et la diminution de la taille d’un sous-problème lors d’un
branchement, on mesure la taille d’une instance (S,F,D) par |F|, c’est-à-dire le nombre de som-
mets libres.
L’argument typique est le suivant. Chaque fois que ADD(x) est appliquée on déplace d(v,S) som-
mets de F à S ; la taille de l’instance diminue donc de d(v,S). Chaque fois que RMV(x) est appliquée
on déplace tous les sommets de T ′(x) de F versD ; on diminue donc la taille de l’instance de |T ′(x)|.
Notons que RMV(x) implique une diminution d’au moins 2 si v est un nœud interne dans T ′.
Chaque fois qu’une règle de branchement est appliquée, et qu’aucune règle de réduction ne s’ap-
plique, toutes les feuilles v ∈ F de T ′ satisfont d(v,S) ≥ 2.
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Analyse du temps :
Déterminons maintenant pour chaque règle de branchement le facteur de branchement associé.
On notera que l’application d’une règle de réduction diminue la taille de l’instance, à l’exception
de la règle de réduction 0.1 et de la règle de réduction 0.2 qui respectivement retourne une so-
lution et stoppe la récurrence en cours.
cas 1.a.
Afin de déterminer le facteur de branchement de ce cas, on distingue deux cas :
dans le premier v′′ ∈ T ′(v′) (de manière similaire si v′ ∈ T ′(v”)) alors le facteur de branche-
ment est τ(d(v,S) + | T ′(v′) |, | T ′(v) | ). Notons que | T ′(v′) | ≥ 3 étant donné que v′′ est un
nœud interne de T ′, donc le facteur de branchement est τ(7,1).
Dans le second cas, le facteur de branchement est τ(d(v,S) + | T ′(v′) | + | T ′(v′′) |, | T ′(v) | ) ≤
τ(8,1).
Par conséquent le plus grand facteur de branchement est celui du premier cas, c’est-à-dire
τ(7,1) ≤ 1.2555.
cas 1.b.
Ce cas a pour facteur de branchement τ(d(p(v),S) + | T ′(v′) |, | T ′(p(v)) | ) ≤ τ(4,2) ≤ 1.2721.
cas 1.c.
Ce cas a pour facteur de branchement τ(d(v,S)+ | T ′(v′) |, | T ′(v) | +d(v′ ,S)) ≤ τ(6,3) ≤ 1.1740.
Notons que d(v′ ,S) ≥ 2 puisque la règle de réduction 3 ne s’applique pas.
cas 2.a.
Ce cas a pour facteur de branchement τ(d(p(v),S)+ | T ′(v′) | + | T ′(v′′) |, | T ′(p(v)) | ) ≤ τ(4,2) ≤
1.2721
cas 2.b.
Ce cas a pour facteur de branchement τ(d(v,S) + | T ′(v′) | + | T ′(v′′) |, | T ′(v) | ) ≤ τ(7,1) ≤
1.2555.
Notons que d(v′ ,S) ≥ 2 et d(v′′ ,S) ≥ 2 puisque la règle de réduction 3 ne s’applique pas.
De plus aucune feuille de T ′ dans F ne peut être à distance 4 ou plus de S, car sinon l’un des
cas de la règle de branchement 1 aurait été appliquée.
Par conséquent, étant donné que v′ et v′′ sont des nœuds internes, v′ ne peut appartenir à
T ′(v′′), et v′′ ne peut appartenir à T ′(v′).
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cas 2.c.
Ce cas a pour facteur de branchement τ(d(v′′ ,S) + | T ′(v) | + | T ′(v′) |, | T ′(v′′) | ). Notons que
d(v′′ ,S) ≥ 2 puisque la règle de réduction 3 ne s’applique pas.
Le facteur de branchement est donc d’au plus τ(4,2) ≤ 1.2721.
cas 2.d.
Ce cas a pour facteur de branchement τ(d(v,S)+ | T ′(v′) |, | T ′(v) | +d(v′ ,S)) ≤ τ(4,3) ≤ 1.2208.
Rappelons que comme d(v′ ,S) ≥ 2, la règle de réduction 3 ne s’applique pas.
cas 3.a.
Ce cas a pour facteur de branchement τ(d(p(v),S) + 1 + | T ′(v1) | + . . .+ | T ′(vk) |, T ′(p(v)) | ) ≤
τ(4,2) ≤ 1.2721.
cas 3.b.
Ce cas a pour facteur de branchement τ(d(p(v),S)+1+ | T ′(v′) |, | T ′(p(v)) | +d(v′ ,S)) ≤ τ(3,4) ≤
1.2208.
Le calcul de tous les nombres de branchements montre que le plus grand d’entre eux est
τ(2,4) ≤ 1.2721.
Par conséquent lors de l’exécution de l’algorithme de branchement sur une instance ({v},V \
{v},∅) il s’exécute en temps O∗(1.2721n) et on fait cet appel pour tout v ∈ V , et par conséquent le
temps d’exécution global est O∗(1.2721n).
Finalement précisons qu’à chaque fois que la règle de réduction 0.1 est appliquée on trouve
un ensemble connexe tropical. En gardant le plus petit ensemble connexe tropical trouvé récursi-
vement, on résout Ensemble Connexe Tropical pour tout arbre coloré (T ,c).
2.5 Conclusion
Nous avons étudié dans ce chapitre un problème dont l’objet est la recherche de structures
particulières dans des graphes colorés, le problème Ensemble Connexe Tropical. Ce problème
est une variante du problème Motif de Graphe défini par Mc Morris et al. [MWW94]. Les travaux
sur ce problème ont étés initiés par Angles d’Auriac et al. [AdCH+14].
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Nous avons donné dans la section 2.2 un algorithme qui résout Ensemble Connexe Tropical
en tempsO∗(1.5359n) et utilisant un espace polynomial sur un graphe quelconque. Cet algorithme
est une combinaison de trois techniques : un algorithme en force brute, un algorithme basé sur
une réduction vers Arbre de Steiner utilisant l’algorithme de Nederlof pour résoudre Arbre de
Steiner [Ned12], et un algorithme basé sur une réduction vers Ensemble Dominant Connexe
Bleu et Rouge utilisant l’algorithme de Abu-Khzam et al. pour résoudre Ensemble Dominant
Connexe Bleu et Rouge [AKLM11].
Nous avons montré en section 2.3 qu’Ensemble Connexe Tropical n’admet pas d’algorithme
sous-exponentiel, même lorsque l’entrée est restreinte aux arbres de hauteur plus 3 sous l’Hypothèse
de Temps Exponentiel. Cette démonstration est basée sur la réduction d’Ensemble Dominant vers
Ensemble Connexe Tropical d’Angles d’Auriac et al. [AdCH+14] montrant la NP-complétude de
Ensemble Connexe Tropical, ainsi que sur la preuve de Fomin et al. qu’EnsembleDominant n’ad-
met pas d’algorithme sous-exponentiel pour des graphes de degré maximum 6 sous l’Hypothèse de
Temps Exponentiel [FKW04].
Finalement dans la section 2.4 nous nous sommes intéressés au problème lorsque l’entrée est
restreinte aux arbres, et avons conçu un algorithme résolvant Ensemble Connexe Tropical en
temps O∗(1.2721n) et utilisant un espace polynomial. Cet algorithme est un algorithme de bran-
chement et de réduction comprenant huit règles de réductions et trois règles de branchements
contenant un ensemble de sous-cas.
Pour ce qui est de la suite de ce travail, il serait intéressant de concevoir un algorithme pour ré-
soudre Ensemble Connexe Tropical pour des graphes quelconques qui soit indépendant d’autres
algorithmes comme Ensemble Dominant Connexe Bleu et Rouge et Arbre de Steiner. En effet,
le fait que l’on ait transformé l’instance, bien que polynomialement, fait que l’on a augmenté la
taille de l’instance pour pouvoir appliquer ces techniques. On peut donc espérer qu’il existe un
algorithme, typiquement de branchement, pour résoudre Ensemble Connexe Tropical avec un
temps d’exécution meilleur que le temps d’exécution de l’algorithme décrit dans ce chapitre.
Concernant notre algorithme sur les arbres, il existe des techniques permettant d’analyser plus
finement les règles de branchement, comme la technique Mesurer pour Conquérir décrite dans le
chapitre 1. Il serait de même intéressant de modifier notre algorithme afin qu’il énumère tous les
ensembles connexes tropicaux.
Finalement, il serait intéressant d’aborder d’autres classes de graphes ; en effet, bien que ce
problème ait été montré comme étant NP-complet sur les arbres et sur les graphes split, il existe
peut-être d’autres classes de graphes sur lesquelles il est possible de résoudre dans en temps po-
lynomial Ensemble Connexe Tropical.
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En se basant sur notre algorithme de branchement et de réduction de la section 2.4 on peut éven-
tuellement résoudre Ensemble Connexe Tropical sur d’autres classes de graphes, en utilisant les
caractéristiques particulières de cette classe, comme sur les graphes planaires, splits ou encore
sur les graphes bipartis.
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3.1 Introduction
Dans ce chapitre nous nous intéressons à un problème classique de graphes, l’énumération
d’ensembles dominants minimaux dans les graphes. Étant donné un graphe, un ensemble dominant
est un sous-ensemble de sommets tel que chaque sommet du graphe est soit dans cet ensemble,
soit adjacent à au moins un sommet de cet ensemble. Un ensemble dominant est minimal s’il ne
contient aucun sous-ensemble de sommets qui soit lui-même un ensemble dominant.
Nous donnons dans ce chapitre un algorithme énumérant tous les ensembles dominants mi-
nimaux lorsque le graphe en entrée est un graphe split, un algorithme lorsque le graphe en entrée
est un graphe cobiparti, et un algorithme lorsque le graphe en entrée est un graphe d’intervalles.
Nous améliorons la meilleure borne supérieure connue sur le nombre d’ensembles dominants
minimaux dans ces trois classes de graphes, et nous montrons que les bornes obtenues pour les
graphes d’intervalles et pour les graphes splits sont les meilleures bornes possibles.
Les résultats de ce chapitre ont été établis en collaboration avec Jean-François Couturier et Ma-
thieu Liedloff et ont fait l’objet d’un article présenté à la conférence ICGT 2014 et publié dans le
journal Theoretical Computer Science [CLL15].
3.1.1 Énumération d’ensembles dominants minimaux
L’énumération d’objets combinatoires est une problématique classique en théorie des graphes,
pour laquelle on trouve un intérêt grandissant depuis les années soixante ; on trouve de nombreux
articles dans la littérature à ce sujet.
Une question majeure est d’établir le nombre maximum d’objets satisfaisant certaines pro-
priétés dans un graphe (ou hypergraphe) à n sommets. Moon et Moser ont par exemple montré
dans [MM65] un fameux résultat établissant que le nombre maximum de stables maximaux dans
un graphe à n sommets est de 3n/3.
C’est l’un des premiers résultats concernant l’établissement d’une borne sur le nombre d’objets
combinatoires dans un graphe. Depuis l’avènement des algorithmes exacts exponentiels, de nom-
breuses bornes de cette nature ont été établies, sur les stables maximaux, les séparateurs minimaux,
les cliques maximales potentielles, les transversaux minimaux dans les hypergraphes, les ensembles
coupe-cycles minimaux ou encore les ensembles dominants minimaux [MM65, FV10, FGPR08, FHK+11,
LT08]. Pour ces quatre derniers exemples, les bornes ne sont cependant pas serrées.
Ce qui est remarquable, c’est qu’à l’exception du premier exemple, ces bornes sont établies
non pas par des techniques combinatoires, mais en proposant un algorithme exponentiel d’énu-
mération et en analysant le temps d’exécution de cet algorithme.
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(a) Un graphe G (b) Un ensemble dominant de G
(c) Un ensemble dominant minimal de G (d) Un ensemble dominant minimum de G
Figure 3.1 – Exemple d’ensembles dominants d’un graphe
On se concentre dans ce chapitre sur les ensembles dominants minimaux. Étant donné un graphe
G = (V ,E), un sous-ensemble de sommets D ⊆ V est un ensemble dominant si tout sommet
v ∈ D est soit dans D, soit adjacent à au moins un sommet de D. Autrement dit, en notant
N [D] =
⋃
v∈DN [v], D est un ensemble dominant pour G si N [D] = V .
Parmi tous les ensembles dominants d’un graphe, certains sont triviaux : V est un ensemble domi-
nant deG car il contient tous les sommets de V . Nous avons donc choisi d’énumérer des ensembles
dominants particuliers, les ensembles dominants minimaux. Étant donné un sous-ensemble de
sommets D cet ensemble est dominant minimal si c’est un ensemble dominant, et s’il n’existe pas
de sous-ensemble D ′ ⊂ D qui soit un ensemble dominant. L’ensemble dominant D est minimum
s’il n’existe pas de plus petit ensemble dominant que D pour G. Nous donnons dans la figure 3.1
un exemple d’ensemble dominant, d’ensemble dominant minimal et d’ensemble dominant mini-
mum.
Dans cette partie, nous avons cherché à énumérer les ensembles dominants minimaux dans
certaines classes de graphes : les graphes cobipartis, splits et d’intervalles. L’énumération des
ensembles dominant attire l’intérêt dans la littérature et est utile pour résoudre d’autres pro-
blèmes, comme le calcul du nombre domatique d’un graphe (le nombre maximum de partition en
ensembles dominants que possède un graphe) [FGPS08].
3.1.2 État de l’art
Dans sa version de décision le problème Ensemble Dominant consiste à chercher s’il existe,
étant donné un graphe G et un entier k, un ensemble dominant pour G qui soit de taille au plus
k. Fomin et al. ont montré dans [FGPS08] qu’un graphe a O(1.7159n) ensembles dominants mini-
maux et qu’il existe des graphes avec au moins 1.5705n ensembles dominants minimaux.
Récemment, l’énumération d’ensembles dominants minimaux a été étudiée pour de nombreuses
classes de graphes. Un résumé des résultats connus à ce jour est donné dans le tableau 3.1.
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classe de graphe borne inférieure ref. borne supérieure ref.
général 15n/6 [FGPS08] 1.7159n [FGPS08]
arbres 1.4167n [Krz13] 1.4656n [Krz13]
cordaux 3n/3 [CHvHK13] 1.6181n [CHvHK13]
cobipartis 4n/5 [CHvHK12] 1.5875n [CHvHK12]
splits 3n/3 [CHvHK13] 1.4656n [CHvHK13]
intervalles propres 3n/3 [CHvHK13] 1.4656n [CHvHK13]
cographes 15n/6 [CHvHK13] 15n/6 [CHvHK13]
trivialement parfaits 3n/3 [CHvHK13] 3n/3 [CHvHK13]
seuils ω(G) [CHvHK13] ω(G) [CHvHK13]
chaines bn/2c+m [CHvHK13] bn/2c+m [CHvHK13]
Table 3.1 – Bornes supérieures et inférieures sur le nombre maximum d’ensembles dominants
minimaux. Notons que 3n/3 ≈ 1.4423n, 4n/5 ≈ 1.3195n et 15n/6 ≈ 1.5704n.
Afin d’établir nos nouvelles bornes supérieures, on donne des algorithmes en temps exponen-
tiel pour énumérer tous les ensembles dominants minimaux dans les classes de graphes consi-
dérées, et on analyse leur temps d’exécution au pire cas. Mentionnons que l’énumération des
ensembles dominants minimaux a aussi été étudiée sous l’aspect des algorithmes à délai polyno-
mial ainsi que via les algorithmes en temps polynomial en la sortie (voir [KLMN11, KLMN12,
KLM+13]).
Pour conclure cet état de l’art, intéressons-nous plus particulièrement à l’établissement de
bornes inférieures sur le nombre maximum d’ensembles dominants maximaux sur les classes de
graphes cobipartis, splits et d’intervalles.
(a) Le graphe S9 (b) Le graphe B10
(c) Le graphe I12
Figure 3.2 – Graphes pour lesquels les bornes inférieures données dans les théorèmes 3.1, 3.2
et 3.3 sont atteintes.
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Théorème 3.1. [Borne inférieure pour les graphes splits, Couturier et al. [CHvHK13]]
Il existe des graphes splits à n sommets avec 3n/3 ensembles dominants minimaux.
Démonstration.
Notons Sn la famille de graphes avec n = 3k sommets composés d’une clique C de taille 2k et
d’un stable I de taille k, tels que chaque sommet de I a exactement deux voisins dans C et tels
que tout sommet de C a exactement un voisin dans I . Les sommets de I n’ont entre eux aucun
voisin commun. Un exemple d’un graphe de cette famille est donné dans la figure 3.2a. On vérifie
facilement tout d’abord qu’un tel graphe est un graphe split : ses sommets sont partitionnés en
deux ensembles disjoints C et I qui sont respectivement une clique et un stable.
Vérifions maintenant qu’un tel graphe a au moins 3n/3 ensembles dominants minimaux. Pour
dominer chaque sommet de I , il faut ajouter exactement un sommet parmi lui-même et son voisi-
nage. Il y a exactement k = n/3 sommets dans I , par conséquent il existe 3n/3 ensembles dominants
minimaux pour un tel graphe.
Théorème 3.2. [Borne inférieure pour les graphes cobipartis, Couturier et al. [CHvHK12]]
Il existe des graphes cobipartis à n sommets avec 4n/5 ensembles dominants minimaux.
Démonstration.
Afin d’obtenir une borne inférieure, on définit la famille de graphe Bn avec n = 5k sommets com-
posés de deux cliques X et Y , telles que |X | = k et |Y | = 4k. Chaque sommet de X est adjacent à
quatre sommets de Y , et chaque sommet de Y est adjacent à exactement un sommet de X. Un
exemple de graphe de cette famille est donné dans la figure 3.2b.
En considérant les ensembles dominants minimaux de la forme {x,y}, avec x ∈ X et y ∈ Y , les
graphes cobipartis en ont O(n2), chaque sommet de X (respectivement Y ) dominant tous les som-
mets de la clique X (respectivement Y ). Concernant les ensembles dominants minimaux qui sont
des sous-ensembles de Y , les graphes de Bn en ont exactement 4n/5 ≤ 1.3195n : afin de dominer
chaque sommet de X, il faut ajouter l’un de ses quatre voisins à l’ensemble dominant. Finalement,
concernant les ensembles dominants qui sont des sous-ensembles de X, il n’y en a qu’un seul :
chaque sommet de Y n’ayant qu’un seul voisin dans X, les k sommets de X doivent appartenir à
l’ensemble dominant minimal pour dominer tous les sommets de Y .
Théorème 3.3. [Borne inférieure pour les graphes d’intervalles, Couturier et al. [CHvHK13]]
Il existe des graphes d’intervalles propres à n sommets avec 3n/3 ensembles dominants minimaux.
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Démonstration.
Afin d’obtenir une borne inférieure pour les graphes d’intervalles, on définit la famille de graphes
In avec n = 3k sommets composés d’une collection de k triangles (des cliques de taille 3). Nous
illustrons un tel graphe dans la figure 3.2c. Étant donné un triangle, ajouter un sommet à l’en-
semble dominant permet de dominer l’ensemble du triangle. Il y a trois choix possibles pour
dominer chacun des triangles, il y a par conséquent 3n/3 ensembles dominants minimaux pour
dominer ce graphe d’intervalles, ce qui constitue la borne.
3.1.3 Résultats du chapitre
Nous verrons tout d’abord en section 3.2 que tout graphe split admet O∗(3n/3) ensembles do-
minants minimaux. Cette borne est établie via un algorithme de branchement qui, étant donné un
graphe split en entrée, énumère tous les ensembles dominants minimaux de ce graphe, la borne
supérieure étant déduite de l’analyse du temps d’exécution de cet algorithme. Ce résultat améliore
la borne de O(1.4656n) établie par Couturier et al. dans [CHvHK13].
Le théorème 3.1 montre que cette borne est la meilleure borne possible, ce qui résout la conjecture
de Couturier et al. proposée dans [CHvHK13].
Nous donnerons ensuite en section 3.3 une borne supérieure de O(n2 + 2 · 1.4511n) sur le
nombre d’ensembles dominants minimaux lorsque le graphe en entrée est un graphe cobiparti.
Nous établirons cette borne en donnant un algorithme de branchement énumérant chaque en-
semble dominant minimal du graphe en entrée, puis en déduisant cette borne de l’analyse du
temps d’exécution de cet algorithme. Ce résultat améliore la borne de O(1.5875n) établie par Cou-
turier et al. dans [CHvHK12].
Finalement, nous donnerons en section 3.4 une borne supérieure de O∗(3n/3) sur le nombre
d’ensembles dominants minimaux lorsque le graphe en entrée est un graphe d’intervalles. Cet al-
gorithme énumère, étant donné un graphe d’intervalles en entrée, tous les ensembles dominants
minimaux de ce graphe. Nous montrons ensuite que le nombre d’ensembles dominants minimaux
énumérés par notre algorithme est de O∗(3n/3), ce qui améliore la précédente borne établie par
Couturier et al. dans [CHvHK13] de O(1.4656n) ensembles dominants minimaux pour les graphes
d’intervalles propres et l’étend à la superclasse des graphes d’intervalles.
Combiné avec le théorème 3.3, nous montrerons que cette borne est la meilleure borne possible,
ce qui résout la conjecture de Couturier et al. proposée dans [CHvHK13].
3.1.4 Préliminaires
Un ensemble D est un ensemble dominant d’un graphe G = (V ,E) si N [D] = V . Étant donné
un sommet v et un ensemble X, on note NX(v) =N (v)∪X et dX(v) = |NX(v)|.
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Nous définissons maintenant une notion assez simple, mais qui sera essentielle tout au long
de ce chapitre :
Définition 3.4. [Voisin privé]
Étant donné un ensemble D, un sommet x ∈ D et un sommet v ∈ V (où éventuellement x = v), v est un
voisin privé de x si v <N [D \ {x}].
Étant donné un ensemble dominant D, si cet ensemble contient un sommet x n’ayant aucun
voisin privé, alors tous ses voisins (lui y compris) ont au moins un autre voisin que x dans D, et
par conséquent D \ {x} est aussi un ensemble dominant. Réciproquement, si chaque sommet x de
D a un voisin privé, ce sommet n’est pas dominé par D − {v} ; D est donc un ensemble dominant
minimal.
On en déduit la propriété suivante :
Propriété 3.5.
Un ensemble dominant D est minimal si chaque sommet de D a un voisin privé.
Deux graphes G = (VG,EH ) et H = (VH ,EH ) sont isomorphes, que l’on note G  H , s’il existe
une bijection f entre VG et VH telle que {u,v} ∈ EG si et seulement si {f (u), f (v)} ∈ EH .
Pour énumérer les ensembles dominants minimaux d’un graphe nous avons conçu des algo-
rithmes de branchement. Un tel algorithme est généralement composé d’un ensemble de règles
d’arrêt, de règles de réduction et de règles de branchement. Ces dernières sont typiquement res-
ponsables du facteur exponentiel dans l’expression du temps d’exécution. On réfère le lecteur à la
section 1.2 du chapitre 1 ainsi qu’au livre de Fomin et Kratsch (voir le chapitre 2 de [FK10]) pour
de plus amples détails sur ces algorithmes, ainsi que sur leur analyse.
3.2 Énumération dans les graphes splits
Rappelons qu’un graphe split est un graphe dont les sommets peuvent être partitionnés en
une clique et un stable.
Dans cette section nous montrerons que les graphes splits ont au plus 3n/3 ensembles dominants
minimaux qui peuvent être énumérés en temps O∗(3n/3) = O(1.4423n). Nous établirons cette borne
en concevant un algorithme qui, étant donné un graphe split, énumère tous les ensembles domi-
nants minimaux pour ce graphe. Finalement, nous déduirons de son temps d’exécution une borne
supérieure sur le nombre d’ensembles dominants minimaux qu’un tel graphe peut avoir.
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3.2.1 L’algorithme
Notre algorithme énumérant les ensembles dominants minimaux est une collection de règles
de branchement, que nous décrirons par la suite. Une règle ne sera appliquée que si les règles
précédentes ne sont pas applicables.
On note DS l’ensemble dominant minimal en cours de construction (initialement vide), et v est
un sommet de la clique C avec le plus grand nombre de voisins dans le stable I . Typiquement,
lors de l’ajout de v dans DS, on supprimera également son voisinage dans I : ces derniers étant
dominés, il n’est plus nécessaire de les conserver dans la branche en cours. Lorsque l’on choisira
de rejeter v, on ne supprimera alors que v, ses voisins dans I n’étant pas encore dominés.
L’algorithme construit un ensemble dominant I qui est minimal. Un tel ensemble est un en-
semble dominant minimal sauf si cet ensemble est I est si l’un des sommets de C n’a aucun voisin
dans I .
Aux règles d’arrêt et de réductions que nous décrivons nous associons une illustration : les
sommets « bleus » représentent les sommets appartenant à C, la clique du graphe et les som-
mets « rouges » représentent les sommets appartenant à l’ensemble stable I . Bien que C soit une
clique, nous ne représentons pas dans sur les figures les arêtes entre deux sommets de C par souci
de clarté.
Règle d’arrêt de l’algorithme
Nous donnons tout d’abord une règle d’arrêt pour notre algorithme. Cette règle est appe-
lée lorsque le graphe ne contient pas (ou plus) d’arête : dans ce cas, elle construit un ensemble
dominant en temps polynomial pour le graphe en entrée contenant l’ensemble DS en cours de
construction, ainsi que quelques autres sommets. La correction de cette règle de réduction est
donnée dans le lemme 3.7.
Règle d’arrêt. Le graphe ne contient plus d’arêtes : on ajoute tous les
sommets restants dans I à DS. Si DS∩C n’est pas vide alors les
sommets restants dans C sont supprimés etDS∪I est retourné,
sinon pour chaque sommet v de C on retourne DS ∪ I ∪ {v}.
Règles de branchement de l’algorithme
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Chacune des règles de branchement crée un ensemble de sous-problèmes. Pour chacune des
règles de branchement on indique le vecteur de branchement correspondant. La correction de ces
règles de branchement ainsi de leur vecteur de branchement est donnée dans le lemme 3.6.
Règle de branchement 1. dI (v) ≥ 3 :
— soit on ajoute v à DS ;
— soit on rejette v.
Le vecteur de branchement est (4,1), et τ(4,1) < 1.3803.
v
Règle de branchement 2. dI (v) = 2 ; notonsNI (v) = {x,y}. Sans perte
de généralité, supposons que d(x) ≤ d(y) :
Cas 2.1. d(x) = 1 :
— Soit on ajoute x à DS ;
— Soit on rejette x.
Le vecteur de branchement est (2,3), et τ(2,3) < 1.3248.
v
x
y
Cas 2.2. d(x) = 2 ; notons v′ un autre voisin de x. On distingue plu-
sieurs sous-cas :
v
x
y
v'
Cas 2.2.1. dI (v′) = 1 :
— Soit on ajoute v à DS ;
— Soit on ajoute v′ à DS ;
— Soit on ajoute x à DS.
Le vecteur de branchement est (4,3,3), et τ(4,3,3) <
1.3954.
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Cas 2.2.2. dI (v′) ≥ 2 et y < N (v′) ; notons z l’autre voisin de v′ dans
I :
— Soit on ajoute v à DS et x est son voisin privé ;
— Soit on ajoute v à DS et y est son voisin privé ;
— Soit on rejette v et on ajoute v′ à DS ;
— Soit on ajoute x à DS.
Le vecteur de branchement est (4,6,4,3), et τ(4,6,4,3) <
1.4064.
Cas 2.2.3. dI (v′) ≥ 2 et y ∈N (v′) :
— Soit on ajoute v à DS ;
— Soit on ajoute v′ à DS ;
— Soit on ajoute x à DS.
Le vecteur de branchement est (4,4,3), et τ(4,4,3) <
1.3533.
v
x
y
v'
Cas 2.3. d(x) = 3 ; notons v, v′1 et v′2 ses voisins. Sans perte de géné-
ralité on a d(v′1) ≤ d(v′2). On distingue les sous-cas suivants :
v
x
y
v'
1
v'
2
Cas 2.3.1. y <N (v′1)∪N (v′2) :
— Soit on ajoute v à DS et x est son voisin privé ;
— Soit on ajoute v à DS, y est son voisin privé et v′1 ∈DS ;
— Soit v ∈DS, y est son voisin privé et v′2 ∈DS ;
— Soit on rejette v.
Le vecteur de branchement est (5,7,8,1), et τ(5,7,8,1) <
1.4331.
v
x
y
v'
2
v'
1
3.2. Énumération dans les graphes splits 71
Cas 2.3.2. y ∈N (v′1)∪N (v′2) :
— Soit on ajoute x à DS et x est son voisin privé ;
— Soit on ajoute v à DS, y est son voisin privé et v′i ∈DS ;
— Soit on rejette v.
Si y <N (v′1)∩N (v′2), le vecteur de branchement est (5,7,1),
et τ(5,7,1) < 1.3971.
Si y ∈ N (v′1)∩N (v′2), le vecteur de branchement est (5,1),
et τ(5,1) < 1.3248.
v
x
y
v'
1
v'
2
ou v
x
y
v'
1
v'
2
ou v
x
y
v'
1
v'
2
Cas 2.4. d(x) ≥ 4 :
— Soit on ajoute v à DS et x est son voisin privé ;
— Soit on ajoute v à DS et y est son voisin privé ;
— Soit on rejette v.
Le vecteur de branchement est (6,6,1), et τ(6,6,1) <
1.3881.
v
x
y
Notons qu’à ce stade, dI (v) ≤ 1 pour tout v ∈ C.
Règle de branchement 3. x ∈ I de degré maximum ; notons
v1, . . . , vd(x) ses voisins :
— Soit on ajoute x à DS ;
— Soit on rejette x et on ajoute vi à DS pour 1 ≤ i ≤ d(x) ;
Le vecteur de branchement est (d(x)+1,d(x)+1, . . . ,d(x)+1)
de longueur d(x) + 1, et τ(d(x) + 1,d(x) + 1, . . . ,d(x) + 1) ≤ 31/3 <
1.4423 (le pire cas est atteint pour d(x) = 2).
x
v
d(x)
v
1
v
2
.
.
.
3.2.2 Correction de l’algorithme et borne combinatoire
Nous montrons maintenant que l’algorithme que nous venons de décrire énumère bien tous
les ensembles dominants minimaux, étant donné un graphe split.
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Lemme 3.6. Les règles de branchement de l’algorithme sont correctes.
Démonstration. Observons tout d’abord que la correction de l’algorithme est simple à montrer,
chacune des règles de branchement considérant toutes les possibilités pour dominer un sommet,
et pour prendre ou rejeter un sommet de l’ensemble dominant. Nous donnons pour chacune des
règles de branchement le vecteur de branchement associé ainsi que son facteur de branchement.
Nous montrons maintenant que ces règles couvrent bien la totalité des cas de figure possible, et
que les vecteurs de branchements sont corrects.
règle de branchement 1.
Dans le cas où on ajoute v à DS, v et ses voisins dans I sont dominés et peuvent donc
être supprimés. Le sommet v ayant au moins 3 voisins dans I , au moins 4 sommets sont
supprimés dans ce cas.
Dans le cas où on rejette v, on ne domine aucun sommet. On peut néanmoins supprimer v,
étant donné que v appartient à C, le prochain sommet de C que l’on ajoutera à DS dominera
par la même occasion v. Nous traitons le cas où aucun sommet de C n’est ajouté à DS dans
la règle d’arrêt. Nous supprimons exactement 1 sommet.
Note. Après l’application de cette règle de branchement, dans l’instance tout sommet de C a au
plus 2 voisins dans I .
règle de branchement 2 :
cas 2.1. le sommet v étant le seul voisin de x, on a deux possibilités pour dominer x :
• Dans le premier cas, on ajoute x à DS et, par minimalité de DS, v ne peut pas
appartenir à l’ensemble dominant. On peut donc supprimer x et v, soit exactement
2 sommets.
• Dans le second cas, x n’ayant que v comme voisin, on ajoute v à DS. Par minimalité
de DS et étant donné que y est dominé par v, on le supprime (on rappelle que C est
une clique, et que v ∈ C). On supprime donc exactement 3 sommets.
cas 2.2.
cas 2.2.1. x ayant deux voisins : v, et un autre sommet noté v′, on a trois possibilités
pour dominer x :
• Dans le cas où on ajoute v à DS, x étant le seul voisin de v′ dans I , il n’y a
pas d’ensemble dominant minimal contenant v′. On supprime donc au moins 4
sommets (v, x, y et v′).
• Dans le cas où on ajoute v′ à DS, on supprime x, v et v′, soit exactement 3
sommets. Notons que le cas où on ajoute v à DS a été précédemment considéré,
donc on sait que v ne peut pas être ajouté à DS (et v est dominé par v′).
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• Dans le cas où on ajoute x à DS, on supprime v, v′ et x, soit exactement 3
sommets.
cas 2.2.2. On distingue ici quatre cas pour dominer x :
• Dans le cas où on ajoute v à DS et x est le voisin privé de v, x étant le voisin
privé de v, le sommet v′ ne peut pas appartenir à DS et on le supprime donc
de l’instance. On ajoute v à DS et on supprime son voisinage (contenant x et y).
On supprime donc 4 sommets (v, v′, x et y).
• Dans le cas où on ajoute v à DS et y est le voisin privé de v, étant donné que
x n’est pas le voisin privé de v, v′ appartient donc à DS. Rappelons aussi que
d(x) ≤ d(y). Le sommet x ayant deux voisins, y en a au moins deux. On supprime
donc x, y, v′, z et N (y), soit au moins 6 sommets.
• Dans le cas où on rejette v et on ajoute v′ à DS, x, z, v et v′ sont supprimés, soit
4 sommets.
• Dans le cas où on rejette v et v′ et on ajoute x à DS, ces 3 sommets sont suppri-
més.
cas 2.2.3. Il y a trois possibilités pour dominer x :
• Dans le cas où on ajoute v à DS, v′ ne peut pas être ajouté à DS par minimalité
de DS ; on le supprime donc. Par conséquent, on supprime 4 sommets (v, v′, x
et y).
• Dans le cas où on ajoute v′ à DS, par minimalité de DS v ne peut être ajouté à
DS. On supprime également 4 sommets.
• Dans le cas où on ajoute x à DS : v et v′ n’appartenant pas à DS, x appartient à
DS et N [x] est supprimé, soit 3 sommets.
cas 2.3.
cas 2.3.1.
• Dans le cas où on ajoute v à DS et x est son voisin privé, les sommets v, x et
y sont dominés par DS et sont donc supprimés. De même, v′1 et v′2 ne peuvent
appartenir à DS (car x est le voisin privé de v). On supprime donc 5 sommets :
v, NI (v) et N (x).
• Dans le cas où on ajoute v àDS avec y son voisin privé et v′1 ∈DS, on a dI (v′1) ≥ 2
(si dI (v′1) = 1 on n’applique pas cette branche étant donné qu’il n’est pas mini-
mal d’ajouter v′1 et v à DS). On supprime v, v′1, x, y, N (y) (car v est son voisin
privé) et NI (v′1), soit au moins 7 sommets.
• Dans le cas où on ajoute v àDS avec y son voisin privé et v′2 ∈DS, pour la même
raison que la branche précédente on suppose que dI (v′2) ≥ 2 sinon on l’ignore.
On supprime donc v, v′1, v′2, x, y, N (y), et NI (v′2), soit au moins 8 sommets.
• Finalement on peut rejeter v : dans ce cas, on supprime uniquement v.
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cas 2.3.2.
• Dans le cas où on ajoute v à DS et x est son voisin privé, on supprime 5 som-
mets : v, NI (v) et N (x).
• Dans le cas où on ajoute v à DS, y est son voisin privé et v′i ∈ DS, le sommet y
ne pouvant pas être un voisin privé de v, on n’applique pas ce branchement si
y ∈ N (v′1)∩N (v′2). Soit i tel que y < N (v′i ). Si dI (v′i ) = 1 alors on n’applique pas
ce branchement étant donné qu’il n’est pas minimal d’ajouter à la fois v′1 et v à
DS. Sinon on supprime v, v′i , x, y, N (y) (étant donné que v est son voisin privé)
et NI (v′i ) ; soit au moins 7 sommets ;
• Finalement on peut rejeter v : dans ce cas on supprime uniquement v ;
cas 2.4.
• Dans le cas où on ajoute v à DS et x est son voisin privé, on supprime v, x, y etN (x),
soit au moins 6 sommets.
• Dans le cas où on ajoute v à DS et y est son voisin privé, on supprime v, x, y etN (y),
soit au moins 6 sommets ;
• Dans le cas où on rejette v, on supprime uniquement v.
Observations. Certains ensembles dominants peuvent être générés plus d’une fois par l’algo-
rithme : on remarque que le cas où x et y sont uniquement dominés par v est traité par les deux
premiers branchements, et donc un même ensemble dominant peut être généré à deux étapes dif-
férentes de l’algorithme.
Remarquons également que si les règles précédentes ne sont plus applicables, alors tout sommet
v ∈ C a au plus un voisin dans I .
règle de branchement 3.
Dans ce branchement nous considérons un sommet de I de degré maximum, et notons
v1, . . . , vd(x) ses voisins. Observons qu’à partir du moment où x est dominé, tous ses voisins
sont immédiatement supprimés. Pour dominer x, nous avons d(x) + 1 possibilités : soit on
choisit x, soit on choisit l’un de ses d(x) voisins, et pour chacun des cas on supprime d(x) + 1
sommets. La solution au pire cas du vecteur de branchement est obtenue pour d(x) = 2. Par
conséquent, τ(d(x) + 1,d(x) + 1, . . . ,d(x) + 1) ≤ 31/3 < 1.4423.
Notons que ce cas correspond à la construction établie par Couturier et al. [CHvHK13] et rappelée
en section 3.1 pour établir la borne inférieure sur le nombre d’ensembles dominants minimaux
pour les graphes splits.
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Nous montrons maintenant la correction de la règle d’arrêt :
Lemme 3.7. La règle d’arrêt de l’algorithme est correcte.
Démonstration. On doit ajouter tous les sommets restants de I dans DS : par définition, étant
donné vi ∈ I , tout voisin de vi appartient à C. Ainsi, si vi n’a pas été supprimé, alors aucun de ses
voisins n’est dans DS, et par conséquent la seule solution pour dominer vi est de l’ajouter à DS.
Si DS ∩ C n’est pas vide, alors DS ∩ C est un ensemble dominant pour G[C], et on peut donc
supprimer les sommets restants dans C.
Si DS ∩C est vide, tout sommet restant dans C est un ensemble dominant minimal pour C (qui
rappelons-le est une clique) alors DS ∪ {vc} est un ensemble dominant minimal ∀vc ∈ C \DS. On
retourne donc chacun de ces ensembles dominants minimaux.
De l’algorithme et des lemmes 3.6 et 3.7 on déduit le théorème suivant :
Théorème 3.8. Les graphes splits ont au plus 3n/3 ensembles dominants minimaux qui peuvent être
énumérés en temps O∗(3n/3) = O(1.4423n).
Couturier et al. montrent dans [CHvHK13], comme nous le rappelons dans le théorème 3.1,
qu’il existe des graphes splits avecΩ∗(3n/3) ensembles dominants minimaux. Notre borne est donc
serrée.
3.3 Énumération dans les graphes cobipartis
Un grapheG = (V ,E) est cobiparti si son ensemble de sommets V peut être partitionné en deux
ensembles X et Y tel queG[X] etG[Y ] induisent des graphes complets, c’est-à-dire que X et Y sont
deux cliques. Nous montrons que les graphes cobipartis ont au plus n2 + 2 ·1.4510..n = O(1.4511n)
ensembles dominants minimaux. Afin d’établir cette borne nous donnons un algorithme qui,
étant donné un graphe cobiparti, énumère tous ses ensembles dominants minimaux en temps
O(1.4511n), ce qui améliore la borne de O(1.5875n) donnée par Couturier et al. dans [CHvHK12].
3.3.1 L’algorithme
Observons tout d’abord que tout ensemble dominant minimal DS d’un graphe cobiparti res-
pecte exactement l’une des trois conditions suivantes :
• SoitDS∩Y etDS∩X ne sont pas vides. Dans ce cas, |DS | = 2 car chaque ensemble dominant
contenant un sommet de X et un sommet de Y est minimal. Il y a au plus |X | · |Y | = O(n2)
ensembles dominants comme ceci pouvant être facilement énumérés ;
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• Soit DS ⊆ Y ;
• Soit DS ⊆ X.
Notre algorithme se concentre sur l’énumération des ensembles dominants minimaux qui sont
des sous-ensembles de X. Clairement, les sous-ensembles de Y peuvent aussi être énumérés par
notre algorithme. Il suffit en effet d’exécuter l’algorithme en renommant Y et X, par X et Y res-
pectivement.
On suppose également que les ensembles X et Y sont non-vides. Clairement, si X et Y sont
tout-deux vides, l’ensemble DS = ∅ est l’unique ensemble dominant minimal de G = (∅,∅). Si X est
vide, aucun ensemble dominant strictement inclus dans X ne peut dominer Y . Si Y est vide, tout
sommet de X est un ensemble dominant minimal de G.
Décrivons maintenant notre algorithme de manière similaire à celui de la section 3.2 pour les
graphes splits. Nous décrivons tout d’abord quelques règles de réduction, et ensuite les règles de
branchement. Encore une fois, une règle de branchement est appliquée si aucune règle de réduc-
tion et aucune règle de branchement apparaissant avant ne peut être appliquée.
Nous associons à chacune des règles de réduction et de branchement une illustration : les som-
mets « jaunes » représentent les sommets appartenant à l’ensemble X et les sommets « verts »
représentent les sommets appartenant à l’ensemble Y . Bien que X (respectivement Y ) soit une
clique, nous ne représentons pas les arêtes entre deux sommets de X (respectivement Y ) dans les
illustrations par souci de clarté.
On note DS l’ensemble dominant minimal en cours de construction par notre algorithme.
Notons que DS est initialement vide.
Règles de réduction de l’algorithme
La correction de ces règles de réduction est donnée dans le lemme 3.9.
Règle de réduction 1.
∃x ∈ X tel que dY (x) = 0 :
On supprime x.
x
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Règle de réduction 2.
∃y ∈ Y tel que dX(y) = 0 :
On stoppe le branchement en cours.
y
Règle de réduction 3.
∃y ∈ Y tel que dX(y) = 1 :
On ajoute l’unique voisin de y dans X à DS.
y
Règle de réduction 4.
∃y1, y2 ∈ Y tel que NX(y1) ⊆NX(y2) :
On supprime y2.
2
y
1
y
Règle de réduction 5.
G est vide :
On retourne l’ensemble dominant courant DS.
Règles de branchement de l’algorithme
Décrivons maintenant les règles de branchement de notre algorithme, dont nous donnons la
correction dans le lemme 3.10.
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Règle de branchement 1. ∃y ∈ Y tel que dX(y) = 2. On définit
NX(y) = {x1,x2} :
— Soit on ajoute x1 à DS ;
— Soit on rejette x1 et on ajoute x2 à DS.
Le vecteur de branchement est (2,3), et τ(2,3) < 1.3258.
y
x
1
x
2
Règle de branchement 2. ∃x ∈ X tel que dY (x) ≥ 3 :
— Soit on ajoute x à DS ;
— Soit on rejette x.
Le vecteur de branchement est (4,1), et τ(4,1) < 1.3803.
x
Règle de branchement 3. ∃x ∈ X tel que dY (x) = 2. On définit
NY (x) = {y1, y2} :
— Soit on ajoute x à DS et y1 est son voisin privé ;
— Soit on ajoute x à DS et y2 est son voisin privé ;
— Soit on rejette x.
Le vecteur de branchement est (5,5,1), et τ(5,5,1) < 1.4511.
y
1
x
y
2
Règle de branchement 4. y ∈ Y et NX(y) = {x1,x2, . . . ,xk} :
— On branche sur l’un des k voisins de y.
Le vecteur de branchement est (k + 1, k + 1, . . . , k + 1) de longueur k,
et τ(k + 1, k + 1, . . . , k + 1) < 1.3196
(le pire cas est atteint pour k = 4).
y
x
1
x
2
x
k
.
.
.
3.3.2 Correction de l’algorithme et borne combinatoire
Montrons tout d’abord que chacune des règles de réduction précédemment décrites sont cor-
rectes.
Lemme 3.9.
Les règles de réduction de l’algorithme sont correctes.
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Démonstration.
La correction de ces règles de réduction est simple à montrer. Rappelons tout d’abord que X et Y
sont deux cliques, et que l’on cherche à énumérer les ensembles dominants minimaux inclus dans
X.
Règle de réduction 1. Si on ajoute x à DS, dès que l’on ajoutera un autre sommet de X à DS, le
sommet x n’aura plus de voisin privé, par conséquent DS ne pourra être étendu à un en-
semble dominant minimal du graphe en entier. Le sommet x étant adjacent à tous les autres
sommets de X, l’ajout d’un sommet de X dominera par la même occasion x, et on peut donc
le supprimer.
Règle de réduction 2. Tous les voisins de y sont dans Y , il n’existe donc pas de sommet dans X
dominant y. Par conséquent,DS ne peut pas être étendu à un ensemble dominant du graphe
en entier.
Règle de réduction 3. Si y n’a qu’un seul voisin dans X, ajouter ce voisin à DS est la seule possi-
bilité pour obtenir un ensemble dominant du graphe contenant DS.
Règle de réduction 4. Pour dominer y1 on doit choisir l’un de ses voisins et l’ajouter à l’ensemble
dominant en cours de construction à une certaine étape de l’algorithme. Si le voisinage de
y2 est inclus dans celui de y1, alors tout sommet de X qui domine y1 domine par la même
occasion y2. On peut donc simplement supprimer y2.
Règle de réduction 5. Si le graphe est vide, alors tout sommet du graphe est soit dans DS, ou
est dominé par DS, qui est donc un ensemble dominant minimal du graphe. On peut donc
le retourner. La correction de cette dernière règle est finalisée par la correction des règles
de branchement, montrant notamment que l’ensemble dominant construit par notre algo-
rithme est bien minimal.
Nous montrons dans le prochain lemme la correction des règles de branchement de notre al-
gorithme :
Lemme 3.10.
Les règles de branchement de l’algorithme sont correctes.
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Démonstration.
Notons tout d’abord qu’après application des règles de réduction, les sommets de X ont au moins
1 voisin dans Y , et les sommets de Y ont au moins 2 voisins dans X.
Règle de branchement 1. Pour dominer y on doit ajouter l’un de ses voisins à DS. Soit on ajoute
x1 à DS, soit on ne l’ajoute pas et dans ce cas on doit ajouter x2 à DS. Dans le premier cas,
on supprime deux sommets (y et x1), dans le second on supprime trois sommets (x1, x2 et
y).
Règle de branchement 2. Ici, soit on ajoute x à DS et on supprime ses voisins dans Y , donc au
moins quatre sommets, soit on le rejette, et on le supprime.
Note. Les cas de branchement suivant ayant été atteints, les cas de branchement et les règles de
réduction précédents impliquent que pour tout y ∈ Y , dX(y) ≥ 3 et pour tout x ∈ X, dY (x) ≤ 2.
Règle de branchement 3. x a deux voisins dans Y ayant au moins trois voisins dans X. Dans le
cas où on ajoute x à DS et y1 est son voisin privé, y1 ne peut avoir un autre voisin que x
qui appartienne à DS. On supprime donc y1, y2 ainsi que NX[y1], soit au moins 5 sommets.
Dans le cas où on ajoute x à DS et y2 est son voisin privé, par des arguments similaires au
branchement précédent on supprime 5 sommets. Finalement, si on rejette x on supprime 1
sommet (le sommet x).
Note. Maintenant, pour tout y ∈ Y , dX(y) ≥ 3 et pour tout x ∈ X, dY (x) = 1. En négligeant les
arêtes de G[Y ] et G[X] , le graphe se réduit à une collection disjointe d’étoiles dont le centre est
un sommet de Y et dont les feuilles appartiennent à X. Chaque ensemble dominant minimal doit
précisément contenir une feuille de chacune des étoiles. On en déduit le dernier branchement :
Règle de branchement 4. Pour dominer y on doit choisir un sommet parmi ses k voisins dans X.
Chaque sommet de x n’ayant qu’un seul voisin dans Y , on supprime y et ses k voisins dans
chaque branche, et on obtient par conséquent le vecteur de branchement (k+1, k+1, . . . , k+1)
de longueur k. Finalement, par une analyse mathématique nous obtenons que le facteur de
branchement est maximal pour k = 4. Remarquons que le graphe correspond à la construc-
tion pour établir la borne inférieure sur le nombre d’ensembles dominants minimaux pour
les graphes cobipartis, établie par Couturier et al. dans [CHvHK12] et rappelée en section 3.1.
De l’algorithme ainsi que des lemmes 3.9 et 3.10 on en déduit le théorème suivant :
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Théorème 3.11. Les graphes cobipartis ont O(n2 + 2 · 1.4511n) ensembles dominants minimaux qui
peuvent être énumérés en temps O(1.4511n).
Le temps d’exécution de l’algorithme est obtenu par le plus grand facteur de branchement,
c’est-à-dire τ(5,5,1) ≤ 1.4511. Rappelons que notre algorithme se restreint à l’énumération des
ensembles dominants minimaux qui sont des sous-ensembles de X. En considérant les ensembles
dominants minimaux qui sont des sous-ensembles de Y , et ceux contenant un sommet de X et un
sommet de Y , le nombre d’ensembles dominants minimaux est d’au plus n2 + 2 · 1.4511n.
3.4 Énumération dans les graphes d’intervalles
Les graphes d’intervalles sont des graphes pour lesquels on peut affecter à chaque sommet un
intervalle de l’ensemble des réels de telle sorte que deux sommets sont adjacents si et seulement
si les intervalles correspondant s’intersectent.
S’il existe une affectation d’intervalles pour laquelle aucun intervalle n’est proprement contenu
dans un autre, ce graphe est un graphe d’intervalles propres.
Couturier et al. ont montré dans le théorème 3.3 que les graphes d’intervalles propre ont au
plus 1.4656n ensembles dominants minimaux [CHvHK13]. Nous améliorons dans cette section
cette borne et montrons que tout graphe d’intervalles (non nécessairement propre) a au plus 3n/3
ensembles dominants minimaux, ce qui répond à la question ouverte soulevée dans [CHvHK12].
En particulier, nous donnons un algorithme énumérant tous les ensembles dominants minimaux
en temps O∗(3n/3). Étant donné qu’il existe des graphes d’intervalles ayant 3n/3 ensembles domi-
nants minimaux, notre résultat est le meilleur possible.
3.4.1 Graphes partiels et bons triplets
Nous définissons tout d’abord deux notions nécessaires à la compréhension de l’algorithme
ainsi qu’à l’analyse de sa correction.
Définition 3.12. [Graphe partiel]
Étant donné un sommet z ∈ V , on définit le graphe partiel G≤z comme le sous-graphe induit G[S] où S
est l’ensemble des sommets dont l’extrémité gauche est inférieure (ou égale) à r(z). De manière analogue,
on définit G>z comme étant le sous-graphe induit par les sommets dont l’extrémité gauche est supérieure
à r(z).
Un exemple de graphe partiel est donné dans la figure 3.3.
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Figure 3.3 – Exemple de graphe partielG≤z, étant donné un graphe d’intervallesG et un intervalle
z. G≤z est le graphe induit par les sommets « grisés ».
Définition 3.13. [Bon triplet]
Étant donné deux sommets y,z ∈ V et un sous-ensemble DS ⊆ V , {y,z,DS} est un bon triplet si :
1. z ∈DS et est le sommet de DS ayant la plus grande extrémité droite ;
2. DS est un ensemble dominant minimal du graphe partiel G≤z ;
3. y est le voisin privé de z dans G≤z, au regard de DS, avec la plus petite extrémité droite.
3.4.2 L’algorithme
Étant donné un bon triplet {y,z,DS}, le sommet y est utilisé par notre algorithme pour garantir
la propriété de minimalité. Il garantit en effet que le sommet z est nécessaire à l’ensemble domi-
nant et que y est l’un de ses voisins privés. Le sommet z pouvant avoir plusieurs voisins privés, on
garde uniquement celui avec la plus petite extrémité droite.
Nous supposons qu’un modèle d’intervalles normalisé I de G = (V ,E) fait partie de l’entrée ;
c’est-à-dire ∪v∈V {l(v), r(v)} = {1,2, ...,2n}. L’Algorithme 2 énumère tous les ensembles dominants
minimaux d’un graphe d’intervalles donné en entrée.
La correction ainsi que l’analyse du temps d’exécution de cet algorithme, et l’établissement de
la borne supérieure sur le nombre d’ensembles dominants minimaux sont donnés dans la section
suivante.
3.4.3 Correction de l’algorithme et borne combinatoire
Les lemmes suivants assurent la correction de notre algorithme EnumDomSetInterval.
Dans le lemme 3.14 nous montrons que l’intervalle avec la plus petite extrémité droite est un
voisin privé d’un sommet de tout ensemble dominant minimal pour G :
Lemme 3.14. Soit y l’intervalle de I tel que r(y) est minimum. Dans tout ensemble dominant minimal
DS, y est le voisin privé d’un sommet de DS.
3.4. Énumération dans les graphes d’intervalles 83
Algorithme 2 : EnumDomSetInterval(G = (V ,E), I )
Entrées : Un graphe d’intervalles et son modèle d’intervalles normalisé I .
Sorties : Tous les ensembles dominants minimaux correspondant au graphe en entrée.
Initialisation :
Soit y l’intervalle de I ayant la plus petite extrémité droite
Soit L← ∅
pour chaque z ∈N [y] faire
Ajouter le triplet
{
y,z, {z}
}
à L
Boucle « tant que » :
tant que L n’est pas vide faire
Extraire un triplet {y,z,DS} de L
Soit y′ le sommet tel que r(y′) = minx∈I {r(x) tel que l(x) > r(z)}
si il n’existe pas de tel sommet y′ alors
DS est un ensemble dominant minimal
sinon si N [y′] \N [y] est vide alors
on oublie le triplet {y,z,DS}
sinon
pour chaque z′ ∈ (N [y′] \N [y]) faire
On ajoute le triplet
{
y′ , z′ ,DS ∪ {z′}
}
à L
Démonstration.
Soit DSy =N [y]∩DS. DS étant un ensemble dominant, DSy n’est pas vide. Si DSy = {z}, alors y est
un voisin privé de z (éventuellement z = y). Supposons que |DSy | ≥ 2 et soit z et z′ deux sommets
de DSy . Sans perte de généralité, on suppose que r(z′) < r(z). L’intervalle y étant l’intervalle de
I avec l’extrémité droite la plus petite, on a N [z′] ⊆ N [z], ce qui contredit le fait que DS est un
ensemble dominant minimal, car DS \ {z′} est lui aussi un ensemble dominant.
Le lemme suivant montre comment étendre un bon triplet à partir du prochain sommet non-
dominé y′ :
Lemme 3.15. Soit {y,z,DS} un bon triplet. Soit y′ un sommet tel que r(y′) = min x∈I {r(x) | l(x) > r(z) }
et supposons qu’un tel sommet y′ existe. Dans tout ensemble dominant minimal DS ′, tel que DS ⊆DS ′,
le sommet y′ est le voisin privé d’un sommet de DS ′.
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Démonstration.
Tout d’abord, supposons que y′ existe et n’est pas le voisin privé d’un sommet de DS ′. L’ensemble
DS ′y′ = N [y′] ∩DS ′ contient alors au moins deux sommets que nous notons z′1 et z′2. Observons
que par définition de y′, les sommets z′1, z′2 appartiennent à DS ′ \ DS. Sans perte de généralité
supposons que r(z1) < r(z2). Le sommet y′ étant le sommet non dominé par DS avec la plus petite
extrémité droite, alors DS ′ \ {z′1} est aussi un ensemble dominant, ce qui contredit le fait que DS ′
est un ensemble dominant minimal et donc |DS ′y′ | = 1.
Le lemme suivant montre que certains bons triplets ne peuvent pas être étendus à des en-
sembles dominants minimaux du graphe en entier et peuvent donc être oubliés.
Lemme 3.16. Soit {y,z,DS} un bon triplet. Soit y′ un sommet tel que r(y′) = minx∈I {r(x) s.t. l(x) >
r(z)}. Si un tel sommet y′ existe et que l’ensemble N [y′] \N [y] est vide, alors il n’existe pas d’ensemble
dominant minimal DS ′ tel que DS ⊆DS ′.
Démonstration.
Clairement si un tel sommet y′ existe, alors l’ensembleDS ne peut pas être un ensemble dominant
du graphe en entier. L’ensemble N [y′] est non vide mais étant donné que N [y′] \N [y] est vide,
chaque sommet de N [y′] est aussi un voisin de y. Par conséquent, tout ensemble dominant DS ′ tel
que DS ⊆ DS ′ doit contenir z (car il est dans DS) et un voisin commun de y′ et de y (c’est-à-dire
un sommet de N [y′]). Le sommet y étant le voisin privé de z avec l’extrémité droite la plus petite,
DS ′ \ {z} est par conséquent aussi un ensemble dominant. Il n’est donc pas possible d’étendre
l’ensemble DS à un ensemble dominant minimal.
L’idée essentielle de l’algorithme EnumDomSetInterval est de déterminer (itérativement) un
sommet non-dominé y′ qui puisse être utilisé comme voisin privé d’un sommet z′. L’algorithme
teste alors tous les candidats z′ comme sommet appartenant à un ensemble dominant minimal.
Le lemme suivant montre que tous les triplets ajoutés par l’algorithme EnumDomSetInterval à
la liste L sont bons et correspondent à des ensembles dominants minimaux de graphes partiels.
Lemme 3.17. À chaque étape de l’algorithme EnumDomSetInterval, chaque triplet {y,z,DS} de L est
un bon triplet.
Démonstration.
Soit {y,z,DS} un triplet de la liste L. Considérons comment un tel triplet {y,z,DS} a été ajouté à L.
Soit il a été obtenu en étendant un triplet {y˜, z˜, D˜S} dans la boucle « tant que », soit il a été ajouté
à L durant la phase d’initialisation (c’est-à-dire avant la boucle « tant que »).
Par le lemme 3.14, le sommet y avec la plus petite extrémité droite doit être le voisin privé d’un
sommet z ∈ N [y]. Par conséquent chaque triplet {y,z,DS}, avec DS = {z}, ajouté durant la phase
d’initialisation est clairement un bon triplet.
Supposons maintenant que {y,z,DS} est obtenu à partir d’un bon triplet {y˜, z˜, D˜S} dans la boucle
« tant que ». Par le lemme 3.15, le sommet y non dominé par D˜S avec la plus petite extrémité
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droite est le voisin privé (avec la plus petite extrémité droite) d’un sommet z ∈N [y]. Le sommet y˜
étant le voisin privé de z˜, z est choisi dans N [y]\N [y˜]. Par conséquent, z est le sommet de DS avec
l’extrémité droite la plus grande. D˜S étant un ensemble dominant minimal de G≤z˜, il s’ensuit que
DS = D˜S ∪ {z} est un ensemble dominant minimal de G≤z.
Le lemme suivant montre que si des bons triplets sont retournés par notre algorithme, et que
tous les sommets du graphe en entrée sont dominés, alors un ensemble dominant minimal du
graphe en entrée a été trouvé et est retourné. Par conséquent tous les sous-ensembles retour-
nés par notre algorithme sont des ensembles dominants minimaux du graphe en entrée. Les
lemmes 3.18, 3.19 et 3.20 montrent que tous les ensembles dominants minimaux sont en effet
retournés.
Lemme 3.18. Soit {y,z,DS} un bon triplet de L tel qu’il n’y ait aucun sommet donc l’extrémité gauche
ne soit plus grande que r(z). Alors G≤z  G et DS est un ensemble dominant minimal de G.
Démonstration.
Si un bon triplet {y,z,DS} donné n’a pas de sommets y′ tel que r(y′) = minx∈I {r(x) tel que l(x) >
r(z)}, alors tous les sommets sont dominés par DS. Par définition d’un bon triplet, DS est un
ensemble dominant minimal du graphe.
Lemme 3.19. Soit DS un ensemble dominant minimal de G. Il existe alors deux sommets y et z tels que
{y,z,DS} est un bon triplet.
Démonstration.
Soit z le sommet de DS ayant l’extrémité droite la plus grande. L’ensemble DS étant un ensemble
dominant minimal, d’après la propriété 3.5 (définie dans les préliminaires de la section 3.1), z
a au moins un voisin privé. Soit y son voisin privé ayant l’extrémité droite la plus petite. Alors
{y,z,DS} est un bon triplet.
Prouvons finalement que tous les bons triplets possibles du graphe en entrée sont considérés
durant l’exécution de notre algorithme :
Lemme 3.20. Soit {y,z,DS} un bon triplet d’un graphe en entrée G. Alors à une certaine étape de
l’algorithme l’ensemble {y,z,DS} appartient à L.
Démonstration.
Montrons par induction que tout bon triplet est considéré par l’algorithme à une certaine étape et
ajouté à L.
Soit {y,z,DS} un bon triplet du graphe en entrée G. Clairement, si DS = {z} alors le bon triplet
{y,z,DS} est produit durant la phase d’initialisation, c’est-à-dire la première boucle « pour » de
l’algorithme. Le sommet y avec l’extrémité droite la plus petite est choisie et chacun de ses voisins
z ∈N [y] est alors considéré pour ajouter un triplet {y,z, {z}} à L.
Supposons que |DS | ≥ 2 et, par induction, que tout les bons triplets possibles {y˜, z˜, D˜S} ont été
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générés par l’algorithme (et ajoutés à L à une certaine étape de l’algorithme) pour tout sommet z˜
avec r (˜z) < l(y).
Soit DS ′ = DS \ {z} et soit z′ ∈ DS ′ tel que r(z′) soit maximum. {y,z,DS} étant un bon triplet,
l’ensemble DS est un ensemble dominant minimal de G≤z et, d’après la propriété 3.5, z′ a un voi-
sin privé. DS ′ est donc un ensemble dominant minimal de G≤z′ . Soit y′ le voisin privé de z′ avec
l’extrémité droite la plus petite. Alors {y′ , z′ ,DS \ {z}) est un bon triplet et r(z′) < l(y). D’après l’hy-
pothèse d’induction, à une certaine étape de l’algorithme ce bon triplet {y′ , z′ ,DS\{z}) appartient à
L. Grâce à la boucle « tant que », un tel triplet est extrait de L et est étendu au triplet {y,z,DS}, où
y est choisi pour être le sommet non dominé par DS ′ (c’est-à-dire l(y) > r(z′)), avec la plus petite
extrémité droite, et z en tant que l’un de ses voisins.
Nous avons montré dans le lemme précédent que tous les bons triplets sont produits par notre
algorithme et que ceux correspondants aux ensembles dominants minimaux du graphe en en-
trée sont retournés. On montre dans le lemme suivant que le temps d’exécution de l’algorithme
EnumDomSetInterval est borné par O∗(3n/3), cet algorithme utilisant un temps polynomial par
bon triplet et le nombre de ces bons triplets étant O∗(3n/3). De plus, les ensembles dominants
minimaux du graphe en entrée correspondant aux bons triplets retournés par l’algorithme, on en
déduit que tout graphe d’intervalles a au plus 3n/3 ensembles dominants minimaux.
Lemme 3.21. Les graphes d’intervalles à n sommets ont O∗(3n/3) bons triplets.
Démonstration.
Soit {y,z,DS} ∈ L un bon triplet. Soit R = {x s.t. l(x) > r(y)}. Pour tout bon triplet {y˜, z˜, D˜S} obtenu
par une séquence d’extensions à partir de {y,z,DS} (c’est-à-dire tel queDS ⊆ D˜S), on a (D˜S \DS) ⊆
R.
L’algorithme EnumDomSetInterval étend tout d’abord {y,z,DS} en fixant un sommet y′ (tel
que r(y′) = minx∈I {r(x) s.t. l(x) > r(z)}), puis en regardant tous ses voisins z′ (formellement, z′ ∈
N [y′] \ N [y]). D’après le lemme 3.15, y′ est le voisin privé de z′ et aucun autre voisin de y′ (à
l’exception de z′) ne peut être ajouté à DS.
En dénotant L(k), avec k = |R|, le nombre de telles séquences d’extensions possibles (compre-
nant la séquence vide sans extension), L(k) représente le nombre de bons triplets qui peuvent être
obtenus à partir de {y,z,DS} (y compris {y,z,DS} lui-même).
Rappelons que z′ a été choisi à partir deN [y′]\N [y] =N [y′]∩R. Soit d = |N [y′]∩R|. Le nombre
maximum de bons triplets est donné par L(k) ≤ 1 + d · L(k − d) (c’est-à-dire le triplet courant plus
tous ceux qui peuvent être obtenus par des extensions).
On établit par les méthodes de calcul standard (voir e.g. [FK10]), que L(k) = O∗(3k/3), cette
récurrence étant maximisée lorsque d = 3. Comme k ≤ n, alors le nombre maximum de bons
triplets d’un graphe d’intervalles est O∗(3n/3).
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Le corollaire suivant répond à une question ouverte, posée par Couturier et al. dans [CHvHK13] :
Corollaire 3.22. Tout graphe d’intervalles a au plus 3n/3 ensembles dominants minimaux.
Démonstration.
Nous avons établi une borne supérieure sur le nombre de bons triplets qu’un graphe d’intervalles
possède dans la preuve du lemme 3.21. On observe que les ensembles dominants minimaux cor-
respondent à certains de ces bons triplets, ceux qui ne peuvent plus être étendus. En notant T (k)
le nombre maximum d’ensembles dominants minimaux retournés par l’algorithme EnumDom-
SetInterval, et en utilisant des arguments similaires à ceux de la preuve du lemme 3.21, T (k)
respecte les récurrences T (k) ≤ d · T (k − d) et par conséquent T (k) ≤ 3n/3.
On déduit finalement de l’algorithme EnumDomSetInterval ainsi que des lemmes et corol-
laires précédents le théorème 3.23 :
Théorème 3.23.
L’algorithme EnumDomSetInterval énumère tous les ensembles dominants minimaux en tempsO∗(3n/3).
Démonstration.
Les lemmes 3.18 et 3.19 assurent que l’algorithme EnumDomSetInterval énumère bien tous les
ensembles dominants minimaux du graphe d’intervalle en entrée. D’après le lemme 3.21, tout
graphe d’intervalles a au plus O∗(3n/3) bons triplets, qui peuvent être énumérés par l’algorithme
EnumDomSetInterval en temps O∗(3n/3).
On conclut cette section en observant que l’algorithme EnumDomSetInterval peut facilement
être transformé en algorithme utilisant un espace polynomial. En effet, la liste L de bons triplets
peut être implémentée comme une pile (une structure de donnée du type Last In First Out). Dans
ce cas, on ne garde dans L qu’un nombre polynomial de bons triplets.
3.5 Conclusion
Nous nous sommes intéressés tout au long de ce chapitre à un problème classique en algorith-
mique des graphes, l’énumération de structures particulières dans des graphes non-orientés, en
l’occurrence les ensembles dominants minimaux par inclusion. Nous nous sommes plus particu-
lièrement intéressés à l’énumération de tels ensembles dans des classes de graphes particulières :
dans les graphes splits, les graphes cobipartis ainsi que dans les graphes d’intervalles.
Nous avons tout d’abord montré en section 3.2 que tout graphe split contient au plus 3n/3 en-
sembles dominants minimaux, et nous avons donné un algorithme utilisant un espace polynomial
qui, étant donné un graphe split, énumère tous les ensembles dominants minimaux de ce graphe
en temps O(1.4423n). Couturier, Heggernes, van’t Hof et Kratsch ayant montré dans [CHvHK13]
qu’il existe des graphes splits ayant 3n/3 ensembles dominants minimaux (nous rappelons d’ailleurs
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la famille des graphes pour lesquels cette borne est atteinte en section 3.1), on en conclut que notre
borne est serrée, ce qui résout une conjecture établie par Couturier et al. dans [CHvHK13].
Nous avons ensuite montré en section 3.3 que tout graphe cobiparti contient au plus n2 +
2 · 1.4511n ensembles dominants minimaux, et nous donnons un algorithme de branchement et
réduction énumérant enO(1.4511n) ces ensembles. Ce résultat améliore la précédente borne sur le
nombre d’ensembles dominants minimaux deO(1.5875n) établi par Couturier et al. dans [CHvHK12].
Nous donnons finalement une borne supérieure de O∗(3n/3) sur le nombre d’ensembles do-
minants minimaux lorsque le graphe en entrée est un graphe d’intervalles. Nous établissons un
algorithme énumérant les ensembles dominants d’un graphe d’intervalles en entrée en temps
O∗(3n/3). Couturier et al. ont montré dans [CHvHK13] que les graphes d’intervalles propres ont
au plus 1.4656n ensembles dominants minimaux. Notre résultat améliore cette borne, et la géné-
ralise aux graphes d’intervalles non nécessairement propres. Couturier et al. ont également montré
qu’il existe des graphes d’intervalles qui ont 3n/3 ensembles dominants minimaux (nous rappe-
lons la famille des graphes d’intervalles ayant exactement 3n/3 ensembles dominants minimaux
en section 3.1). Nous déduisons ainsi que notre borne est la meilleure borne possible à un facteur
polynomial près.
Il est à noter que la différence entre la borne supérieure et la borne inférieure sur le nombre
d’ensembles dominants minimaux dans les graphes cobipartis est relativement large. Il serait par
conséquent très intéressant de réduire cet écart, soit en améliorant la borne supérieure, en utili-
sant un algorithme en branchement et réduction analysant de manière plus détaillée les différents
cas ou encore en analysant de manière plus précise les vecteurs et facteurs de branchement de
notre algorithme via la technique Mesurer pour Conquérir décrite dans la section 1.2 du chapitre 1,
soit en trouvant un graphe cobiparti contenant plus d’ensembles dominants minimaux que la
meilleure borne inférieure actuelle (établie par Couturier et al. dans [CHvHK12]). Nous pensons
cependant que notre borne supérieure est surestimée.
Quelques indices montrent qu’il est difficile d’obtenir une borne précise, l’énumération d’en-
sembles dominants minimaux dans les graphes cobipartis généralisant certains problèmes, comme
l’énumération des transversaux dans les hypergraphes (voir par exemple [LT08]).
Nous pourrions de même rechercher des bornes supérieures sur des classes de graphes autres que
celles étudiées dans la section 3.1, notamment pour des superclasses des classes de graphes pour
lesquelles nous avons une borne précise, et ainsi généraliser nos résultats à un plus grand nombre
de graphes.
Finalement, notons que l’écart entre la borne inférieure (qui est de 1.5704n) et la borne supé-
rieure (qui est de 1.7159n) dans le cas général est relativement grand. Il serait donc très intéressant
de réduire cet écart, bien que cela semble être très difficile. En effet, la technique actuellement
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utilisée par [FGPS08] est un algorithme très fin en branchements et réductions, dont l’analyse est
faite via Mesurer pour Conquérir.
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4.1 Introduction
Nous nous intéressons dans ce chapitre à la recherche d’une fonction de domination romaine
faible de coût minimum. Étant donné un graphe G = (V ,E), une fonction f : V → {0,1,2} est une
fonction de domination romaine faible pour G si tout sommet v est défendu (c’est-à-dire que v a
un voisin u, éventuellement u = v, tel que f (u) ≥ 1), et si pour tout sommet v tel que f (v) = 0 il
existe un voisin u de v tel que f (u) ≥ 1 et tel que la fonction fu→v définie par :
fu→v(x) =

1 si x = v
f (u)− 1 si x = u
f (x) si x < {u,v}
ne contient aucun sommet non défendu. Le coût d’une telle fonction f est égal à
∑
v∈V f (v).
Nous donnons un algorithme qui, étant donné un graphe d’intervalles en entrée, construit une
fonction de domination romaine faible de coût minimum. Cet algorithme utilise un temps et un
espace polynomial en la taille du graphe en entrée. Nous modifions ensuite légèrement cet algo-
rithme afin qu’il résolve le problème en temps linéaire en la taille de l’entrée.
Il y a une certaine dynamique dans ce problème par rapport à d’autres problèmes classiques de
domination : on cherche en effet à résister à une attaque, tout en restant dominant.
Les résultats de ce chapitre sont actuellement soumis à EUROCOMB 2015, European Confe-
rence on Combinatorics, Graph Theory and Applications. Une version journal est aussi en cours de
préparation, en combinaison avec le résultat de Chapelle et al. [CCC+13].
4.1.1 Domination, domination romaine et domination romaine faible
Nous avons vu dans la section 1.2 du chapitre 1, le problème de décision EnsembleDominant :
étant donné un graphe G = (V ,E) non orienté et un entier k, on recherche un ensemble dominant
S de taille au plus k, c’est-à-dire un sous-ensemble S ⊆ V tel que tout sommet v ∈ V appartient
soit à S, soit à (au moins) un voisin dans S. Ce problème est l’un des problèmes NP-complets les
plus célèbres [GJ79] et a été très largement étudié durant les dernières années.
Diverses variantes du problème Ensemble Dominant ont été définies et étudiées du point de
vue structurel comme du point de vue algorithmique [HHS98b, HHS98a]. De nombreux articles
et livres concernent la domination dans les graphes [HHS98a]. On s’intéresse généralement à des
problèmes d’optimisation, dont le but est de protéger un ensemble de sommets en utilisant le
plus petit nombre de « jetons » possible (qui doivent être placés sur ces sommets et qui pourront
éventuellement, selon le problème, être déplacés d’un sommet à un autre).
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Parmi ces variantes, citons notamment le problème Domination RomaineMinimum, introduit
par Cockayne et al. dans [CDJHH04] et motivé par [RR00, Ste99]. La problématique est un décret
de l’empereur Constantin le Grand :
« L’empereur Constantin le Grand est au IVme siècle à la tête d’un grand empire, constitué
d’un ensemble de régions, et d’un ensemble de légions pour les défendre. Le but est alors
d’assurer la protection de cet empire en plaçant intelligemment les légions de manière à en
utiliser le moins possible. »
Dans la Domination Romaine Minimum on considère les règles suivantes pour protéger un
graphe : un sommet peut se protéger lui-même s’il possède une légion et peut protéger chacun
de ses voisins s’il en a deux. La problématique consiste alors à minimiser le nombre de légions à
utiliser pour défendre tous les sommets (c’est-à-dire toutes les régions de l’empire).
Le problème Domination Romaine Minimum est proche de plusieurs autres variantes de
domination du type « défense ». Citons tout d’abord le problème Domination Sécurisée Mini-
mum [CF03, CGG+05, GM09] : étant donné un graphe G = (V ,E) non orienté, V ′ ⊆ V est un
ensemble dominant sécurisé si tout sommet u ∈ V \ V ′ est adjacent à un sommet v ∈ V ′ tel que
V ′ \ {v} ∪ {u} est un ensemble dominant.
Une autre variante est le problème Domination Éternelle Minimum [GHH05, GK08] : étant
donné un graphe G = (V ,E), un sous-ensemble de sommets D0 ⊆ V est un ensemble dominant éter-
nel de G si D0 est un ensemble dominant, et si pour toute suite de k sommets v0, . . . , vk−1 il existe
une suite de k sommets v′0, . . . , v′k−1 telle que pour tout i ∈ {0, k − 1}, {v′i ,vi} ∈ E et l’ensemble Di+1
défini par Di+1 = (Di \ {v′i })∪ {vi} est un ensemble dominant.
Nous nous intéressons dans ce chapitre à une autre variante de Domination Romaine Mini-
mum, le problème Domination Romaine Faible Minimum défini en 2003 par Henning et Hedet-
niemi [HH03]. L’idée est la suivante : un sommet v peut être protégé si l’un de ses voisins possède
une légion pouvant être déplacée vers v de telle manière que tous les sommets restent protégés.
Ce problème, dans lequel on introduit une certaine dynamique par rapport au problème de Do-
mination Romaine Minimum peut être formellement défini de la manière suivante :
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Problème Domination Romaine Faible Minimum
entrée. Un graphe non-orienté G = (V ,E).
sortie. Une fonction de coût minimum f : V → {0,1,2} telle que tout sommet
v est défendu par f (il existe u ∈ N [v] tel que f (u) ≥ 1), et pour tout
sommet v tel que f (v) = 0 il existe u ∈ N [v] tel que f (v) ≥ 1 et tout
sommet est défendu par la fonction fu→v définie par fu→v(x) = 1 si x = v,
fu→v(x) = f (x) − 1 si x = u et fu→v(x) = f (x) sinon. Le coût d’une telle
fonction f est égal à
∑
v∈V f (v).
4.1.2 État de l’art
Le problème Ensemble Dominant Minimum est un problème très étudié depuis quelques an-
nées du point de vue des algorithmes exacts. Dans le cas général, Grandoni donne dans [Gra04,
Gra06] un algorithme exact exponentiel qui calcule un ensemble dominant minimum pour tout
graphe à n sommets en temps O∗(20.930n) = O(1.9053n) et en espace polynomial, puis montre
comment réduire le temps d’exécution de cet algorithme à O∗(20.850n) = O(1.8026n) en utilisant
un espace exponentiel. Fomin, Grandoni et Kratsch améliorent dans [FGK09] l’analyse de ces al-
gorithmes via l’analyse Mesurer pour Conquérir présentée dans la section 1.2 du chapitre 1 et
montrent que l’algorithme utilisant un espace polynomial calcule un ensemble dominant mini-
mum en tempsO∗(20.610n) = O(1.5263n) et que l’algorithme utilisant un espace exponentiel calcule
un tel ensemble en temps O∗(20.598n) = O(1.5137n). Ils donnent finalement une borne inférieure
de Ω(20.396n) = Ω(1.3159n) sur le temps d’exécution de l’algorithme utilisant un espace polyno-
mial. Les meilleurs algorithmes connus sont, à ma connaissance, ceux d’Iwata décrits dans [Iwa11]
qui résolvent Ensemble Dominant Minimum en O(1.4689n) en temps et en espace, et en temps
O(1.4689n) en utilisant un espace polynomial.
Concernant Domination Romaine, Liedloff et al. montrent dans [KLLP08] que le problème
peut être résolu en temps linéaire en la taille du graphe en entrée lorsque celui-ci est un graphe
d’intervalles ou un cographe, et en temps polynomial lorsque le graphe en entrée est sans triplet
astéroïde ou lorsque ce graphe admet une d-pieuvre. D’autres résultats structurels sont donnés
dans [CDJHH04, CKPW09, Fer08].
Domination Romaine Faible a notamment été étudié d’un point de vue structurel. Il s’agit
surtout de l’étude du coût de la fonction de domination romaine faible minimum d’un graphe G
(noté γr(G)) pour un certain nombre de classes de graphes.
Hedetniemi et Henning ont montré dans [HH03] que pour tout grapheG on a γ(G) ≤ γr(G) ≤ 2γ(G),
γ(G) étant la cardinalité d’un ensemble dominant minimum pour G. Ils caractérisent également
des graphes G pour lesquels on a γr(G) = γ(G) et des graphes G pour lesquels on a γr(G) = 2γ(G).
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Cockayne et al. ont montré dans [CF03] que pour tout graphe G on a γS(G) ≤ υ(G), υ(G) étant la
taille du plus grand couplage de G et γS(G) le coût d’une domination sécurisée minimum pour G.
Ils montrent également que dans les graphes sans griffes on a γr(G) = γS(G) ≤ 2γ(G).
Cockayne et al. donnent dans [CGG+05] des bornes pour les coûts des fonctions de domination
faible minimum pour un certain nombre de classes de graphes, comme les graphes complets, bi-
partis complets, multipartis complets, les cycles, ou encore les produits cartésiens de cycles et les
produits cartésiens de chemins.
Mai et Pushpam [MMP11] caractérisent les arbres et les graphes splits G pour lesquels on a
γr(G) = γ(G), et donnent les valeurs de γr(G) lorsque G est une chenille, une grille 2 × n ou un
arbre binaire complet.
Le seul article à ma connaissance traitant des aspects algorithmiques du problème Domina-
tion Romaine Faible est l’article de Chapelle et al. [CCC+13]. Ils donnent dans cet article deux
algorithmes plus efficaces que l’algorithme en force brute en temps O∗(3n) obtenu en énumérant
toutes les 3-partitions de sommets du graphe en entrée : le premier s’exécute enO∗(2n) et nécessite
un espace exponentiel ; le second s’exécute en O∗(2.2279n) et nécessite un espace polynomial.
4.1.3 Résultats de ce chapitre
Nous rappelons dans la section 4.2 les résultats précédemment cités de Chapelle et al. établis
dans [CCC+13], puis nous nous intéressons dans la section 4.3 à la conception d’un algorithme
exact lorsque le graphe en entrée est un graphe d’intervalles. Nous montrerons que dans ce cas le
problème devient polynomial et nous donnons un algorithme calculant une fonction de domina-
tion romaine faible minimum en temps linéaire en la taille de l’entrée.
4.1.4 Préliminaires et notations
Définition 4.1. Fonction de répartition des légions
On appelle fonction de répartition des légions d’un graphe G une fonction f : V → {0,1,2}.
Définition 4.2. Sommet sécurisé / sommet défendu
Un sommet v ∈ V est sécurisé si f (v) ≥ 1, et non sécurisé sinon. De manière similaire, un sommet v ∈ V
est défendu s’il existe u ∈N [v] tel que f (u) ≥ 1.
Définition 4.3. Fonction de domination romaine faible
La fonction f est une fonction de domination romaine faible (abrégée en wrd-fonction) si f est une fonc-
tion de répartition des légions, s’il n’y a aucun sommet non-défendu par f , et si pour tout sommet v ∈ V
tel que f (v) = 0 il existe un sommet sécurisé u ∈N (v) tel que la fonction fu→v définie par :
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fu→v(x) =

1 si x = v
f (u)− 1 si x = u
f (x) si x < {u,v}
n’a pas de sommet non défendu. La fonction fu→v désigne alors la fonction de répartition des légions ob-
tenue en déplaçant une légion de u vers v.
Étant donnée une fonction de répartition des légions f , V 1f , V
2
f désignent les ensembles {v ∈ V :
f (v) = 1} et {v ∈ V : f (v) = 2}. Le coût de f est alors défini par cout(f ) = ∑v∈V f (v) = |V 1f |+ 2 · |V 2f |. On
note Vf l’union de ces deux ensembles. Lorsque f est une wrd-fonction, l’ensemble Vf est un ensemble
dominant (qui n’est pas forcément minimal) de G.
Définition 4.4. Sommets défendus en toute sécurité / Sommets faiblement défendus.
On distingue maintenant deux types de sommets défendus : les sommets qui sont défendus en toute sé-
curité, et les sommets faiblement défendus.
Soit v ∈ V un sommet et f une fonction de répartition des légions. On dit que v est défendu en
toute sécurité par f si l’une des conditions suivante est respectée :
— v est sécurisé (c’est-à-dire que f (v) > 1) ;
— il existe u ∈N (v) tel que f (u) = 2 ;
— il existe u ∈ N (v) tel que f (u) = 1 et les sommets non-défendus par fu→v sont les mêmes que
ceux non-défendus par f (fu→v ne crée aucun sommet non défendu).
Dans le cas contraire on dit que v n’est pas défendu en toute sécurité.
Notons qu’une fonction de répartition des légions est une wrd-fonction si tout sommet v ∈ V
est défendu en toute sécurité par f .
Observons que pour tout sommet v qui n’est pas défendu en toute sécurité on a f (v) = 0,
pour tout voisin sécurisé u de v on a f (u) = 1, et la fonction de répartition des légions fu→v
précédemment définie contient parmi les voisins de u autre que v un sommet non défendu w. Par
la suite nous dirons qu’un tel sommet w est faiblement défendu par u, faiblement défendu à
cause de v, ou simplement faiblement défendu lorsqu’il n’y a pas d’ambiguïté.
Nous illustrons la notion de sommet faiblement défendu dans la figure 4.1, et nous donnons
dans la figure 4.2 un exemple de wrd-fonction.
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Figure 4.1 – Un graphe et une fonction de répartition des légions f définie par f (x) = 1 si x ∈
{u1,u2} et f (x) = 0 sinon (chaque sommet rouge contient une légion). v étant faiblement défendu
à cause de w, f n’est donc pas une wrd-fonction.
u
1
u
3
u
2
Figure 4.2 – Un graphe et une wrd-fonction f définie par f (x) = 1 si x ∈ {u1,u2,u3} et f (x) = 0
sinon (chaque sommet rouge contient une légion). Tout sommet est défendu en toute sécurité par
f .
4.2 Domination Romaine Faible dans le cas général
Dans cette section nous nous intéressons à la recherche d’une fonction de domination romaine
faible dans les graphes en général. Ce travail est issu de l’article « Exact Algorithms for Weak
Roman Domination » de Chapelle et al. [CCC+13].
Chapelle et al. donnent plusieurs propriétés structurelles « clés » des fonctions de domination
romaine faible dans les graphes en général.
Définition 4.5. Fonction caractéristique
Soit V ′ ⊆ V un sous-ensemble de sommets d’un graphe G. Notons χV ′ la fonction caractéristique définie
par :
χV
′
(x) =
{
1 si x ∈ V ′ ;
0 sinon.
Propriété 4.6.
Soit f une wrd-fonction d’un graphe G de coût minimum, et Vf l’ensemble de sommets associé. L’en-
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semble V 2f est alors un ensemble dominant minimum des sommets qui ne sont pas défendus en toute
sécurité par χVf .
Ils montrent ensuite comment construire une wrd-fonction à partir d’un ensemble dominant.
Propriété 4.7.
Étant donné un ensemble dominant V ′ d’un graphe G, une wrd-fonction peut être obtenue en calculant
un ensemble dominant S des sommets n’étant pas défendus en toute sécurité par χV
′
. Cette wrd-fonction
est définie par :
f (x) =

2 si x ∈ (V ′ ∩ S)
1 si x ∈ (V ′ ∪ S) \ (V ′ ∩ S)
0 sinon
Ils établissent finalement le lemme suivant :
Lemme 4.8.
Soit V ′1 ⊆ V un ensemble dominant d’un graphe G et S1 un ensemble dominant minimum des som-
mets n’étant pas défendus en toute sécurité par χV
′
1 . En supposant que S1 * V ′1, il existe un super-
ensemble V ′2 ⊃ V ′1 tel que pour tout ensemble dominant minimum S2 de l’ensemble des sommets n’étant
pas défendus en toute sécurité par χV
′
2 , on a cout(f2) ≤ cout(f1), la fonction fi , (i ∈ {1,2}) étant la
fonction de répartition des légions définie par :
fi(x) =

2 si x ∈ (V ′i ∩ Si) ;
1 si x ∈ (V ′i ∪ Si) \ (V ′i ∩ Si) ;
0 sinon.
Ils montrent que l’on peut résoudre Domination Romaine Faible Minimum en temps et en es-
pace O∗(2n). Pour ce faire, ils donnent un algorithme fonctionnant en deux étapes. La première est
une étape de pré-traitement utilisant une programmation dynamique inspirée de [Lie08] qui cal-
cule un ensemble dominant minimum pour chaque sous-ensemble de sommets de G. Cette étape
de pré-traitement nécessite un espace exponentiel. La seconde étape calcule une wrd-fonction
à partir des ensembles dominants calculés à l’étape de pré-traitement, et est basée sur la pro-
priété 4.7 ainsi que sur le lemme 4.8.
Ils établissent le théorème suivant :
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Théorème 4.9.
Une fonction de domination romaine faible de tout graphe à n sommets peut être calculée en temps
O∗(2n) et en espace exponentiel.
Le second algorithme peut être vu comme une version modifiée du premier, effectue l’étape de
pré-traitement en espace polynomial en utilisant l’algorithme exact exponentiel de van Rooij [vR11]
pour résoudre EnsembleDominant Bleu et RougeMinimum en tempsO∗(1.2279|R|+|B|), pour tout
graphe G = (R∪B,E).
Ils déduisent de cet algorithme le théorème suivant :
Théorème 4.10.
Une fonction de domination romaine faible de tout graphe à n sommets peut être calculée en temps
O∗(2.2279n) et en espace polynomial.
4.3 Domination Romaine Faible sur les graphes d’intervalles
On s’intéresse maintenant à la recherche d’une fonction de domination romaine faible de coût
minimum lorsque le graphe en entrée est un graphe d’intervalles. Nous présentons à cette section
un algorithme exact linéaire en la taille de l’entrée afin de résoudre ce problème. À la section 4.3.2
nous donnons l’analyse du temps d’exécution de cet algorithme.
4.3.1 Description de l’algorithme
L’algorithme que nous allons maintenant décrire est un algorithme « glouton », plus sophisti-
qué que l’algorithme EnumDomSetInterval décrit en section 3.4 du chapitre 3 énumérant les en-
sembles dominants minimaux dans les graphes d’intervalles. Cet algorithme construit un couple
d’ensembles de sommets (V1,V2), V1 étant l’ensemble des sommets ayant une légion, et V2 étant
l’ensemble des sommets ayant deux légions.
A chaque étape l’algorithme ajoute un sommet à V1 ou déplace un sommet de V1 vers V2. Étant
donnée une étape dans l’algorithme, celui-ci aura besoin d’un ensemble d’informations concer-
nant la configuration de l’instance à l’étape précédente de l’algorithme, un système de marquage
que nous décrirons par la suite.
Finalement nous déduirons du couple (V1,V2) retourné par l’algorithme une wrd-fonction f de
coût minimum et définie par :
f (x) =

2 si x ∈ V2
1 si x ∈ V1
0 sinon
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Soit G = (V ,E) un graphe à n sommets. Pour tout v ∈ V , on note par l(v) (respectivement r(v))
l’extrémité gauche (respectivement l’extrémité droite) de l’intervalle correspondant à v dans le
modèle. Nous supposerons dans la suite que G = (V ,E) est donné avec son modèle normalisé I ,
c’est-à-dire toutes les extrémités ont des valeurs distinctes dans {1,2, . . . ,2n}. Pour plus de préci-
sions concernant les graphes d’intervalles le lecteur pourra se référer à la section 1.1 du chapitre 1.
Étant donné un entier d ∈ {1, . . . ,2n}, on définit D>d = {δ ∈ V : l(δ) > d} et soit G≤d le graphe
induit par l’ensemble d’intervalles {δ ∈ V : l(δ) ≤ d}. Observons que G≤d est le graphe G[V \D>d].
Étant donnés deux ensembles V1, V2, on note r(V1,V2) = max{r(δ) : δ ∈ V1 ∪ V2}. Pour d,d′ ∈
{1, . . . ,2n}, mark ∈ {?,−} et V1,V2 ⊆ V , le quintuplet (d,d′ ,mark,V1,V2) est un bon quintuplet si
chacune des propriétés suivantes sont remplies :
(P1) (V1,V2) est un ensemble de domination romaine faible de coût minimum de G≤d tel que
r(V1,V2) est maximum ;
(P2) (V1,V2) n’est pas un ensemble de domination romaine faible de G≤d∪{x} pour tout x ∈ D>d ;
(P3) r(V1,V2) = d′ (ou r(V1,V2) = 0 dans le cas où V1 ∪V2 = ∅) ;
(P4) si mark = ?, chaque sommet de G≤d \ (V1,V2) doit avoir au moins un voisin dans (V1∪V2) \
{κ}, κ étant le sommet dans V1 tel que r(κ) = d′.
On définit le coût d’un quintuplet t = (d,d′ ,mark,V1,V2) par cout(t) = cout(V1,V2) = |V1|+ 2 · |V2|.
On note T l’ensemble des bons quintuplets (les quintuplets qui satisfont ces quatre propriétés).
Remarque. (à propos de la propriété (P4)). Notons que si κ est le sommet tel que r(κ) = d′
mais que κ ∈ V2, alors on a nécessairement mark = −. Supposons qu’il existe un quintuplet
t = (d,d′ ,mark,V1,V2) qui est un bon quintuplet tel que mark = ? et tel que chaque sommet de
G≤d \ (V1 ∪V2) a au moins un voisin dans (V1 ∪V2) \ {κ}, avec κ un sommet tel que r(κ) = d′. Sup-
posons que κ ∈ V2. On observe alors que t′ = (d,d′ ,mark,V1 ∪ {κ},V2 \ {κ}) est un bon ensemble de
domination romaine faible partiel satisfaisant les quatre propriétés [P1]-[P4], et cout(t′) < cout(t),
ce qui contredit la propriété [P1] du quintuplet t.
Étant donnés deux quintuplets de T , t = (d,d′ ,mark,V1,V2) et t˜ = (d˜, d˜′ , m˜ark, V˜1, V˜2), on écrit
t ≺ t˜ lorsque d < d˜. Nous sommes maintenant prêts à présenter l’algorithme glouton calculant
un ensemble de domination romaine faible d’un graphe d’intervalles. Il calcule itérativement les
quintuplets t0, t1, . . . , tk tels que t0 ≺ t1 ≺ · · · ≺ tk (Observons que cette suite est finie, la valeur de
la première coordonnée augmentant mais étant inférieure à 2n). L’algorithme commence par le
quintuplet initial t0 = (0,0,−,∅,∅) qui est trivialement un bon quintuplet. Puis il étend itérative-
ment le quintuplet courant (correspondant à un bon quintuplet) jusqu’à ce qu’un ensemble de
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domination romaine faible (de coût minimum) du graphe entier ait été calculé. Nous décrivons
maintenant cet algorithme :
Algorithme 3 : DominationRomaineFaible(G = (V ,E),I )
Entrées : Un graphe d’intervalles G = (V ,E) et son modèle d’intervalles I .
Sorties : Un WRD-ensemble (V 1,V 2) de coût minimum de G.
1 Soit (d,d′ ,mark,V1,V2)← (0,0,−,∅,∅)
2 tant que D>d n’est pas vide faire
3 Soit x ∈ D>d tel que r(x) est minimum
4 Soit y ∈N [x] tel que r(y) est maximum
5 si r(y) = d′ alors
6 (d,d′ ,mark,V1,V2)← (r(y), r(y),−,V1 \ {y},V2 ∪ {y})
7 sinon
8 si mark = ? alors
9 Soit x′ tel que x′ , y, l(x′) > d′ et r(x′) est minimum
10 si il n’existe pas de tel x′ ou r(x′) ≥ r(y) alors d← r(y)
11 sinon d← r(x′)
12 sinon si r(x) < d′ alors d← d′
13 sinon d← r(x)
14 si il n’existe pas de λ tel que λ , y et d′ < l(λ) ≤ d alors mark← ?
15 sinon mark←−
16 (d,d′ ,mark,V1,V2)← (d,r(y),mark,V1 ∪ {y},V2)
17 retourner la solution optimale (V1,V2)
Afin de mieux comprendre cet algorithme, nous donnons maintenant son exécution sur un
exemple. Soit la collection d’intervalles I suivante :
Les quintuplets successivement générés par notre algorithme sont les quintuplets suivants :
1 5 6 8 9 10 12 1415 17 20 22 24 2829 39 4243
2 4 7 16 1819 21 2627 3435 3738 44
3 11 13 23 25 30313233 36 4041
(0,0,−,∅,∅) ;
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le quintuplet initial ;
(4,11,−, {(3,11)},∅) ;
(3,11) est ajouté à V1 ;
(11,16,?, {(3,11), (7,16)},∅) ;
mark = ? car il n’existe pas de λ tel que 11 < l(λ) ≤ 11 ;
(19,23,−, {(3,11), (7,16), (13,23)},∅) ;
(23,26,?, {(3,11), (7,16), (13,23), (21,26)},∅) ;
(32,34,−, {(3,11), (7,16), (13,23), (21,26), (27,34)},∅) ;
(36,39,−, {(3,11), (7,16), (13,23), (21,26), (27,34), (29,39)},∅) ;
(41,44,−, {(3,11), (7,16), (13,23), (21,26), (27,34), (29,39), (38,44)},∅) ;
(44,44,−, {(3,11), (7,16), (13,23), (21,26), (27,34), (29,39)}, {(38,44)}) ;
À l’issue du dernier quintuplet généré par notre algorithme, on en déduit la fonction de do-
mination romaine faible f de coût minimum pour le graphe associé à la collection d’intervalles I
suivante :
f (x) =

1 si x ∈ {v(3,11),v(7,16),v(13,23),v(21,26),v(27,34),v(29,39)}
2 si x = v(38,44)
0 sinon
avec v(i,j) l’intervalle v tel que l(v) = i et r(v) = j ;
Afin de montrer la correction de cet algorithme, on montre l’invariant de boucle suivant :
Lemme 4.11.
A chaque itération de la boucle « tant que » de l’algorithme DominationRomaineFaible, le quintuplet
(d,d′ ,mark,V1,V2) ∈ T est un bon ensemble partiel et satisfait donc les propriétés [P1]-[P4].
Démonstration.
La preuve est obtenue par récurrence sur les quintuplets produits par l’algorithme. Soit t0 =
(0,0,−,∅,∅) le quintuplet initialement crée dans l’étape d’initialisation de l’algorithme. Les quatre
propriétés [P1]-[P4] sont clairement remplies pour ce quintuplet, étant donné que V1 ∪ V2 = ∅.
Donc t0 appartient à T .
Supposons maintenant par induction que t = (d,d′ ,mark,V1,V2) est un quintuplet de T ayant
été calculé à une certaine itération de la boucle « tant que » et notons t˜ = (d˜, d˜′ , m˜ark, V˜1, V˜2) le
quintuplet construit par l’algorithme DominationRomaineFaible durant la prochaine itération
de la boucle « tant que ». Soient x et y les sommets tels que décrits aux lignes 3 et 4 de l’algorithme
DominationRomaineFaible, c’est-à-dire soit x ∈ D>d tel que r(x) est minimum et soit y ∈N [x] tel
que r(y) est maximum. Étant donné que x ∈ D>d , on a r(x) > d. De plus, par construction de d˜
(dont la valeur est donnée par la ligne 6, 10, 11, 12 ou 13) on a d < d˜ et donc t ≺ t˜. Étant donné que
t satisfait [P1] et [P2], pour tout quintuplet t′ tel que t ≺ t′ on a nécessairement cout(t′) > cout(t).
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En particulier, par construction de t˜ on a cout(˜t) = cout(t)+1, ce qui est facilement vérifiable étant
donné qu’à chaque itération de la boucle « tant que », soit on ajoute un sommet à V1, soit on dé-
place un sommet de V1 vers V2.
Par conséquent, (V˜1, V˜2) est un ensemble de domination romaine faible minimum de G<` pour un
certain `. Nous montrons dans la suite que ` = d˜. Par construction de d˜′ on a d˜′ = r(y) (observons
que la valeur de d˜′ est donnée soit par la ligne 6, soit par la ligne 16 dans l’algorithme). Étant
donné que {y} = (V˜1 \ V1)∪ (V˜2 \ V2) (c’est-à dire que y est le nouveau sommet ajouté à V1 par la
ligne 16 ou le sommet ajouté à V2 par la ligne 6), on a d˜′ ≥ d′ = r(V1,V2), et la propriété [P3] est
donc satisfaite par t˜. Dans la suite de la preuve, on distingue plusieurs cas afin de prouver que t˜
satisfait bien les autres propriétés.
• Premier cas : « y est ajouté à V2 » .
Supposons tout d’abord que r(y) = d′. Considérons le quintuplet (d˜, d˜′ , m˜ark, V˜1, V˜2) =
(r(y), r(y),−,V1\{y},V2∪{y}), comme décidé en ligne 6 de l’algorithme. Nous montrons main-
tenant que ce quintuplet satisfait les propriétés [P1] et [P2]. Rappelons que par hypothèse
d’induction t ∈ T et respecte donc les propriétés [P1]-[P4]. Étant donné que x ∈ D>d et tel
que r(x) est minimum (ligne 3) et (V1,V2) respecte [P2], x est donc le sommet non-défendu
(par (V1,V2)) avec la plus petite extrémité droite. Le sommet y est choisi parmiN [x] comme
étant celui avec la plus grande extrémité droite (ligne 4) et déplacé de V1 vers V2, car il
était déjà dans V1 ligne 6. Étant donné que y est ajouté à V2 et (V1,V2) est un ensemble
de domination romaine faible de G≤d (par [P1]) il s’ensuit que (V˜1, V˜2) = (V1 \ {y},V2 ∪ {y})
est un ensemble de domination romaine faible de G≤r(y) avec r(V˜1, V˜2) = d′ = r(y). Par le
choix glouton de y (c’est-à-dire y ∈ N [x] et r(y) est maximum) il est clair qu’il n’existe
pas d’ensemble de domination romaine faible (V˜ ′1, V˜ ′2) de G≤r(y) avec r(V˜ ′1, V˜ ′2) > r(V˜1, V˜2)
(en d’autres termes, tout ensemble de domination romaine faible (V˜ ′1, V˜ ′2) de G≤r(y) avec
r(V˜ ′1, V˜ ′2) > r(V˜1, V˜2) et cout(V˜ ′1, V˜ ′2) = cout(V˜1, V˜2) soit contredit que la propriété [P1] est
bien respectée par (V˜1, V˜2) ou laisse x non-défendu).
A cette étape nous avons presque montré que [P1] est satisfaite par (V˜1, V˜2) ; nous devons
encore montrer que (V˜1, V˜2) est de coût minimum. Observons que (V˜1, V˜2) est un ensemble
de domination romaine faible de G≤d tel que r(V1,V2) est maximum (par [P1]) et x n’est
pas défendu par (V1,V2) (par [P2]). Tout ensemble de domination romaine faible (V˜ ′1, V˜ ′2)
pour lesquels x est défendu a un coût cout(V˜ ′1, V˜ ′2) > cout(V˜1, V˜2). Étant donné que y a été
déplacé de V1 vers V2 dans (V˜1, V˜2) on a cout(V˜1, V˜2) = cout(V1,V2) + 1, ce qui prouve la
propriété [P1]. La propriété [P2] est clairement satisfaite, aucun sommet de D>r(y) n’ayant
de voisin dans (V˜1, V˜2) (rappelons que r(V˜1, V˜2) = r(y)). Étant donné que mark = −, il n’y a
rien à prouver pour [P4].
• Second cas : « y est ajouté à V1 » .
Supposons maintenant que r(y) , d′ et considérons le quintuplet (d˜, d˜′ , m˜ark, V˜1, V˜2) =
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(d,r(y),mark,V1 ∪ {y},V2), avec d et mark tels que définis aux lignes 8 et 16 de l’algorithme.
Notons x˜ et y˜ les deux sommets considérés par l’itération précédente de la boucle « tant
que ». Dans la suite de la preuve nous notons f la fonction de domination romaine faible
correspondant à (V1,V2) ; rappelons que par hypothèse d’induction t = (d,d′ ,mark,V1,V2) ∈
T et donc t respecte les propriétés [P1]-[P4]. Nous distinguons trois cas dans la déclara-
tion conditionnelle des lignes 8, 12 et 13 de l’algorithme définissant la valeur de d :
◦ « si mark = ? » (ligne 8).
Observons que lorsque l’algorithme ajoute un sommet à V2 il fixe la valeur de mark à
− ; mark étant égal à ? il s’ensuit que y˜ a été ajouté à V1 dans l’itération précédente de
la boucle « tant que », et r(y˜) = d′. La figure 4.3 illustre cette situation.
d
x x'
x
yy
y
~ ~
~
d'
Figure 4.3 – Un ensemble d’intervalles correspondant à un quintuplet (d,d′ ,?,V1,V2) avec {˜y˜, y˜} ⊆
V1. Les sommets x˜ et y˜ sont les deux sommets considérés lors de la précédente itération de la
boucle « tant-que », c’est-à-dire y˜ est le dernier sommet ajouté à V1. Le sommet ˜˜y est le sommet
ajouté à V1 juste avant y˜. Soit x, y et x′ les sommets choisis par l’algorithme DominationRomai-
neFaible durant la prochaine itération de la boucle « tant que ». D’après la propriété [P4], il n’y a
aucun sommet (éventuellement excepté y˜) dont l’extrémité gauche est dans la zone rouge.
D’après [P4], chaque sommet de G≤d \(V1∪V2) a au moins un voisin dans (V1∪V2)\{κ},
κ étant le sommet de V1 tel que r(κ) = d′, c’est-à-dire κ = y˜. Observons maintenant que
chaque sommet z < (V1 ∪V2 ∪ {y}) avec d ≤ l(z) ≤ d′ est adjacent à y˜ et à y. Étant donné
que mark = ?, d’après [P4] chaque voisin w de y˜ avec l(w) ≤ d est aussi adjacent à un
autre sommet de V1 ∪ V2, ou appartient à V1 ∪ V2. Donc z est défendu et fy˜→z ne doit
pas contenir un sommet non défendu dans G≤d . Tout sommet v avec d′ < l(v) ≤ r(x′) est
également défendu et fy→v ne doit pas contenir de sommet non défendu dans G≤d . Par
conséquent, (V˜1, V˜2) = (V1 ∪ {y},V2) est un ensemble de domination romaine faible de
G≤d , la valeur de d étant fixée à min(r(y), r(x′)) par l’algorithme aux lignes 10 et 11 (en
fonction de l’existence de x′ à la ligne 9). Par le choix de y (qui est le voisin de x avec
l’extrémité droite la plus grande), et pour les mêmes raisons que le cas précédent, il n’y
a pas d’ensemble de domination romaine faible V˜ ′1, V˜ ′2 de G≤d avec r(V˜
′
1, V˜
′
2) > r(V˜1, V˜2).
Tout ensemble de domination romaine faible minimum (V˜ ′1, V˜ ′2) pour lesquels les som-
mets de G≤d \G≤d sont défendus ont donc un coût plus grand que cout(V1,V2) (d’après
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les propriétés [P1] et [P2] ce cout ne peut pas être égal à cout(V1,V2)). Étant donné
que y a été ajouté à V1 on a cout(V˜1, V˜2) = cout(V1,V2) + 1. On prouve donc que (V˜1, V˜2)
est un ensemble de domination romaine faible de coût minimum de G≤d avec r(V˜1, V˜2)
maximum, et la propriété [P1] est donc respectée. La propriété [P2] est aussi respec-
tée, tout sommet v avec l(v) > d n’ayant soit aucun voisin dans V˜1∪ V˜2 si d = r(y), soit la
fonction fy→v laisserait x′ non défendu si d = r(x′).
◦ « si r(x) = d′ » (ligne 12). Admettons maintenant que mark = −. On observe que, par le
choix de x et y (lignes 3 et 4), tout sommet w tel que d < l(w) ≤ d′ est adjacent à y˜ et
à y. Soit d = d′ (comme défini dans la ligne 12). La paire (V˜1, V˜2) = (V1 ∪ {y},V2) est un
ensemble de domination romaine faible de G≤d , car tout sommet z avec d < l(z) ≤ d′ est
défendu et fy→z ne doit pas contenir de sommet non défendu dans G≤d . Par le choix de
y et d’après les mêmes arguments que précédemment sur le coût de la solution, (V˜1, V˜2)
respecte donc la propriété [P1]. La propriété [P2] est elle aussi respectée, étant donné
que pour tout sommet v avec l(v) > d′ la fonction fy→x laisserait v non défendu (et par
induction fy˜→x laisserait un sommet non défendu étant donné que mark = −).
◦ « sinon » (ligne 13).
Dans ce dernier cas, on fixe d = r(x) (à la ligne 13) et on montre que (V˜1, V˜2) = (V1 ∪
{y},V2) est un ensemble de domination romaine faible minimum de G≤d . En effet, on
peut observer que l’ensemble des sommets z avec d < l(z) ≤ r(x) forme une clique
(contenant y). C’est dû aux choix de x et de y aux lignes 3 et 4 : tout sommet z avec
d < l(z) ≤ r(x) satisfait l(z) ≤ r(x) ≤ r(z) ≤ r(y). La fonction fy→z ne doit donc pas conte-
nir de sommet non défendu dans G≤d . Donc (V˜1, V˜2) = (V1 ∪ {y},V2) est un ensemble de
domination romaine faible de G≤d . Puisque x est le sommet non-défendu (par (V1,V2))
dans G≤d avec la plus petite extrémité droite, et par le choix de y (qui est choisi parmi
N [x] et tel que r(y) est maximum), il n’y a pas d’ensemble de domination romaine faible
(V˜ ′1, V˜ ′2) de G≤d avec r(V
′
1,V
′
2) > r(V1,V2). Comme précédemment, tout ensemble de do-
mination romaine faible minimum (V ′1,V ′2) pour lesquels x est défendu à un coût plus
grand que cout(V1,V2) (d’après les propriétés [P1] et [P2]). L’ajout de y à V1 donne le
coût cout(V1,V2) = cout(V1,V2) + 1. La propriété [P1] est donc remplie. Il est clair que
[P2] est remplie car pour tout sommet v avec l(v) > r(x) la fonction fy→x laisserait v non
défendu (et par induction fy˜→x laisserait un sommet non défendu dans G≤d).
Observons finalement que dans tout ces cas, s’il n’existe pas de sommet λ tel que λ , y et d′ <
l(λ) ≤ d (on peut considérer que c’est vrai lorsque d′ = d), la propriété [P4] est remplie, et on fixe
m˜ark à ?, et à − le cas échéant.
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Lemme 4.12. Après un nombre fini d’itérations, l’algorithme DominationRomaineFaible se termine
par un quintuplet (d,d′ ,mark,V1,V2), où (V1,V2) est un ensemble de domination romaine faible mini-
mum du graphe G en entrée.
Démonstration. L’algorithme s’arrête dès lors qu’un quintuplet t = (d,d′ ,mark,V1,V2) a été calculé,
tel que D>d est vide. D’après le lemme 4.11, t ∈ T et (V1,V2) est un ensemble de domination
romaine faible minimum du graphe G en entrée.
La valeur de la première coordonnée de chaque quintuplet augmentant mais étant plus petite que
2n, on observe que ce quintuplet est obtenu après un nombre fini d’itérations.
Les lemmes 4.11 et 4.12 montrent la correction de l’algorithme DominationRomaineFaible.
On établit maintenant le théorème suivant :
Théorème 4.13.
L’algorithme DominationRomaineFaible calcule un ensemble de domination romaine faible (V1,V2)
de coût minimum, lorsque le graphe donné en entrée est un graphe d’intervalles donné avec son modèle
d’intersection. Cet algorithme est de complexité linéaire.
L’analyse du temps d’exécution est donnée dans la section suivante.
4.3.2 Analyse du temps d’exécution
Le lemme 4.14 montre qu’un nombre linéaire de bons ensembles de domination romaine faible
partiels sont calculés durant l’exécution de l’algorithme DominationRomaineFaible. Toutes les
opérations peuvent clairement être exécutées en temps polynomial, et l’algorithme s’exécute donc
en temps polynomial. Dans le reste de cette section, nous verrons que l’algorithme peut être im-
plémenté de telle sorte que son temps d’exécution soit linéaire. Ce résultat est obtenu en utilisant
un pré-traitement inspiré de celui donné dans [KLLP08], mais étendu pour nos besoins.
Lemme 4.14.
Le nombre d’itérations de la boucle « tant que » dans l’algorithme DominationRomaineFaible est au
plus n, c’est-à-dire le nombre d’intervalles du modèle d’intervalles I en entrée.
Démonstration.
Observons que durant une itération de la boucle « tant que », le quintuplet t = (d,d′ ,mark,V1,V2)
est remplacé par un nouveau quintuplet calculé t˜ = (d˜, d˜′ , m˜ark, V˜1, V˜2) tels que d˜ > d, c’est-à-
dire qu’il respecte la relation t ≺ t˜. De plus, ces valeurs de d et d˜′ correspondent aux extrémités
droites de certains intervalles. Étant donné qu’il y a au plus n différentes valeurs dans {1,2, . . . ,2n}
correspondant à une extrémité droite, ceci prouve le lemme.
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Afin d’accélérer l’algorithme et d’obtenir un temps d’exécution linéaire, les opérations sui-
vantes doivent être réalisées en temps constant durant chaque itération de la boucle « tant que » :
• étant donné d ∈ {0,1, . . . ,2n}, trouver un sommet x ∈ D>d tel que r(x) est minimum ;
• étant donné un sommet x, trouver un sommet y ∈N [x] tel que r(y) est maximum ;
• étant donné d′ ∈ {0,1, . . . ,2n} et un sommet y donné, trouver un sommet x′ tel que x′ ,
y, l(x′) > d′ et r(x′) est minimum ;
• étant donné d′,d ∈ {0,1, . . . ,2n} et un sommet y, déterminer s’il existe un sommet λ tel que
λ , y et d′ < l(λ) ≤ d.
Nous décrivons un premier algorithme de pré-traitement, l’algorithme Tri-PreTraitement sui-
vant :
Algorithme 4 : Tri-PreTraitement(G = (V ,E),I )
Entrées : Un graphe d’intervalles et son modèle d’intervalles I
Sorties : Les tableaux T ′L, T ′R, TL, TR nécessaires au pré-traitement
Soient T ′L, T ′R deux tableaux de taille 2n initialisés à NULL ;
Soient TL, TR deux tableaux de taille 2×n ;
pour chaque x ∈ V faire
T ′L[l(x)]← x ;
T ′R[r(x)]← x ;
indexL, indexR← 1 ;
pour k = 1 à 2n faire
si T ′L[k] , NULL alors
TL[indexL]← T ′L[k] ;
indexL← indexL + 1 ;
si T ′R[k] , NULL alors
TR[indexR]← T ′R[k] ;
indexR← indexR + 1 ;
retourner (T ′L,T ′R,TL,TR)
Étant donné un graphe d’intervalles (et son modèle d’intervalles I ) , l’algorithme Tri-PreTraitement
(G = (V ,E))l construit 4 tableaux T ′L, T ′R, TL et TR tels que :
• pour tout i ∈ {1,2, . . . ,2n}, T ′L[i] (respectivement T ′R[i]) contient l’indice de l’intervalle x tel
que l(x) = i (respectivement r(x) = i), si un tel intervalle existe, et contient NULL sinon ;
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• les tableaux TL et TR de taille n contiennent les indices des n intervalles triés respectivement
selon leur extrémité gauche et leur extrémité droite ;
Algorithme 5 : PreTraitement (G = (V ,E),I )
Entrées : Un graphe d’intervalles et son modèle d’intervalles I
Sorties : Les tableaux MaxR, MinR et MinL
1 (T ′L,T ′R,TL,TR)← Tri-PreTraitement(G = (V ,E), I ) ;
2 Soit MaxR un tableau de taille n ;
3 k, index← n ;
4 tant que k ≥ 1 faire
5 si l(TR[index]) ≤ r(TR[k]) alors
6 MaxR[TR[k]]← TR[index] ;
7 k← k − 1 ;
8 sinon
9 index← index − 1 ;
10 Soit MinR un tableau de taille 2× (2n+ 1) initialisé à NULL ;
11 index← 0 ;
12 pour k = 1 à 2n faire
13 si T ′R[k] , NULL alors
14 tant que index < l(T ′R[k]) faire
15 MinR[1][index]← T ′R[k] ;
16 index← index+ 1 ;
17 index← 0 ;
18 pour k = r(MinR[1][0]) + 1 à 2n faire
19 si T ′R[k] , NULL alors
20 prev← MinR[1][index] ;
21 tant que l(T ′R[k] > index et MinR[1][index] = prev faire
22 MinR[2][index]← T ′R[k] ;
23 index← index+ 1 ;
24 Soit MinL un tableau de taille 2× (2n+ 1) initialisé à NULL ;
25 index← 1 ;
26 pour k = 0 à 2n faire
27 tant que index ≤ n et l(TL[index]) ≤ k faire index← index+ 1;
28 si index ≤ n alors MinL[1][k]← TL[index];
29 si index ≤ n− 1 alors MinL[2][k]← TL[index+ 1];
30 retourner (MaxR, MinR, MinL)
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Supposons que les intervalles de I soient arbitrairement indicés de 1 à n. On applique tout d’abord
un pré-traitement en temps linéaire sur le modèle d’intervalles I de telle sorte que ces opérations
puissent être réalisées en temps constant. Ce pré-traitement est décrit par l’algorithme PreTraite-
ment, qui fait d’abord appel à une sous-routine Tri-PreTraitement triant les intervalles selon leur
extrémité gauche et selon leur extrémité droite. L’algorithme PreTraitement retourne alors trois
tableaux MaxR, MinR et MinL tels que :
• pour tout x ∈ {1,2, . . . ,n}, MaxR[x] est égal à l’indice de l’intervalle y tel que y ∈N [x] et r(y)
est maximum ;
Ce tableau est calculé par la première boucle « tant que » de l’algorithme PreTraitement
(lignes 2 à 9).
Les intervalles sont considérés selon un ordre particulier (par ordre décroissant selon leur
extrémité droite, ce tri étant réalisé par l’algorithme Tri-PreTraitement).
On vérifie si l’intervalle x correspondant à l’indice TR[index] est adjacent à l’intervalle y
correspondant à l’intervalle TR[k] : par ordre de choix des intervalles à chaque étape on a
r(x) ≤ r(y), par conséquent x et y sont adjacents si et seulement si l(y) ≤ r(x), ce que l’algo-
rithme vérifie à la ligne 5.
La maximalité de y est garantie par l’ordre sur le choix des sommets ;
• pour tout d ∈ {0,1, . . . ,2n}, MinR[1][d] et MinR[2][d] sont les indices des deux intervalles x
et x′ tels que x,x′ ∈ D>d , x , x′ et r(x), r(x′) sont minimums (ces valeurs sont fixées à NULL si
elles ne sont pas définies) ;
Ce tableau est calculé par la seconde boucle et la troisième boucle « tant que » de l’algo-
rithme PreTraitement (lignes 10 à 23).
Les intervalles sont considérés selon un ordre particulier (par ordre croissant selon leur
extrémité droite, ce tri étant réalisé par l’algorithme Tri-PreTraitement).
Le calcul de x est fait par les lignes 12 à 16. On considère l’intervalle avec la plus petite
extrémité droite et on l’associe à toute valeur de d inférieure à son extrémité gauche. On
considère ensuite le second intervalle et on répète la même opération pour tous les inter-
valles.
Le calcul de x′ est fait par les lignes 17 à 23. Pour chaque valeur de d on va chercher l’indice
du prochain intervalle qui fut affecté après x à une valeur de d durant la précédente boucle
(celle des lignes 12 à 16). Cet intervalle x′ est différent de x (on recherche le prochain in-
tervalle différent de x), a son extrémité droite supérieure à d et est minimum, ce qui est
garanti sur l’ordre dans lequel ces sommets sont considérés.
• pour tout d′ ∈ {0,1, . . . ,2n}, MinL[1][d′] et minL[2][d′] sont les indices des deux intervalles
λ et λ′ tels que λ, λ′ ∈ D>d′ , λ , λ′ et l(λ), l(λ′) sont minimum (ces valeurs sont fixées à
NULL si elles ne sont pas définies) ;
Ce tableau est calculé par la quatrième et dernière boucle « tant que » de l’algorithme Pre-
110 Domination romaine faible sur les graphes d’intervalles
Traitement (lignes 24 à 29).
Les intervalles sont considérés selon l’ordre croissant selon leur extrémité gauche.
Le principe est ici très simple : pour toute valeur de d on affecte les indices des deux
prochains intervalles (dans la liste des intervalles triés selon leur extrémité gauche), s’ils
existent, dont l’extrémité gauche est supérieure à d. La minimalité des extrémités gauches
est donc garantie par l’ordre dans lequel on choisit les intervalles.
Il est facile de voir que l’algorithme PreTraitement s’exécute en temps linéaire. Sa correc-
tion est simple et principalement technique (voir [KLLP08] pour un pré-traitement d’une idée
similaire). Il reste à expliquer comment utiliser les tableaux MaxR, MinR et MinL dans l’algorithme
DominationRomaineFaible. Les lignes 3 et 4 peuvent être remplacées par x ← MinR[1][d] et
y← MaxR[x]. La ligne 9 peut être remplacée par
x′ =
{
MinR[1][d′] si MinR[1][d] , y ;
MinR[2][d′] sinon.
Finalement, le test de la condition de la ligne 14 (c’est-à-dire qu’il n’existe pas de λ tel que
λ , y et d′ < l(λ) ≤ d) peut être fait en évaluant la formule (MinL[1][d′] = NULL ou (MinL[1][d′] = y
et MinL[2][d′] = NULL) ou (MinL[1][d′] = y et l(MinL[2][d′]) > d) ou (MinL[1][d′] , y et l(MinL[1][d′] >
d)).
L’algorithme PreTraitement sur un exemple.
Nous considérons ici un exemple de graphe d’intervalles G, dont le modèle d’intervalles est
défini comme suit :
• I = { v1,v2,v3,v4,v5,v6 } ;
• l(v1) = 4 ; l(v2) = 10 ; l(v3) = 3 ; l(v4) = 1 ; l(v5) = 8 ; l(v6) = 2 ;
• r(v1) = 7 ; r(v2) = 11 ; r(v3) = 5 ; r(v4) = 6 ; r(v5) = 12 ; r(v6) = 9 ;
Nous donnons dans la figure 4.4 une représentation de I .
Nous faisons référence dans les tableaux qui suivent aux indices des intervalles de I . L’indice
i fait donc référence à l’intervalle vi pour tout i ∈ {1, . . . ,6}.
1. Construction de MaxR. Pour tout i ∈ {1, . . . ,6}, MaxR[i] correspond à l’indice de l’intervalle v
tel que v ∈N [vi] et r(v) est maximum. Dans notre exemple :
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Figure 4.4 – Une représentation de I . Pour chacun des intervalles, la valeur centrale correspond
à l’indice de l’intervalle ; les valeurs aux extrémités représentent les valeurs de leur extrémité
gauche et droite.
i = 1 2 3 4 5 6
MaxR = 6 5 6 6 5 5
2. Construction de MinR. Pour tout i ∈ {0, . . . ,12}, MinR[1][i] et MinR[2][i] correspondent aux
indices des deux intervalles v et v′ tels que l(v) > i, l(v′) > d, r(v) et r(v′) sont minimums.
Dans notre exemple :
i = 0 1 2 3 4 5 6 7 8 9 10 11 12
MinR = 3 1 1 1 2 2 2 2 2 2 NULL NULL NULL
3 1 1 1 2 2 2 2 2 2 NULL NULL NULL
Remarque. Par construction de MinR, pour tout i ∈ {0, . . . ,2n} l’extrémité droite de l’inter-
valle indicé par MinR[1][i] est inférieur à celui de l’intervalle indicé par MinR[2][i].
3. Construction de MinL. Pour tout i ∈ {0, . . . ,12}, MinL[1][i] et MinL[2][i] correspondent aux
indices des deux intervalles v et v′ tels que l(v) > i, l(v′) > d, l(v) et l(v′) sont minimums.
Dans notre exemple :
i = 0 1 2 3 4 5 6 7 8 9 10 11 12
MinL = 4 3 3 1 5 5 5 5 2 2 NULL NULL NULL
6 6 1 5 2 2 2 2 NULL NULL NULL NULL NULL
4.4 Conclusion
Nous nous sommes intéressés dans ce chapitre à la recherche, étant donné un graphe G =
(V ,E), d’une fonction de pondération f : V → {0,1,2} des sommets de ce graphe, appelée wrd-
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fonction, qui soit de coût minimum, et telle que chaque sommet de G soit défendu en toute sécu-
rité. Un sommet v est défendu en toute sécurité si :
— soit f (v) ≥ 1 ;
— soit il existe u ∈N (v) tel que f (u) ≥ 1, et la wrd-fonction fu→v définie par :
fu→v(x) =

1 si x = v
f (u)− 1 si x = u
f (x) si x < {u,v}
ne contient aucun sommet non-défendu (c’est-à-dire que pour tout v ∈ V il existe u ∈N [v],
possiblement v = u, tel que fu→v(u) ≥ 1).
Le coût d’une telle fonction correspond à
∑
v∈V f (v).
Nous avons rappelé en section 4.2 les résultats de Chapelle et al. [CCC+13], concernant cer-
taines propriétés structurelles clés des wrd-fonctions, ainsi que sur la recherche de wrd-fonctions
minimums dans les graphes en général.
Nous avons montré en section 4.3 que l’on peut résoudre Domination Romaine Faible Mini-
mum en temps linéaire en la taille du graphe en entrée lorsque celui-ci est un graphe d’intervalles.
Nous donnons tout d’abord un algorithme calculant une wrd-fonction de poids minimum deman-
dant un temps polynomial, puis nous construisons un ensemble de structures de données dans
une étape de pré-traitement inspirée de celle de [KLLP08] permettant de transformer notre algo-
rithme en temps polynomial en algorithme en temps linéaire.
Comme nous l’avons dit en introduction, bien que ce problème ait été étudié par de nombreux
aspects du point de vue structurel, son étude du point de vue de l’algorithme exact reste assez
nouvelle ; la conception d’un algorithme utilisant le paradigme Brancher et Réduire pourrait per-
mettre de calculer une wrd-fonction dans un temps plus raisonnable que ceux des algorithmes de
Chapelle et al.
On peut voir le problème Domination Romaine Faible Minimum comme une version de Do-
mination RomaineMinimum dans laquelle nous aurions rajouté une certaine idée de dynamique.
Néanmoins nous avons montré qu’une wrd-fonction est calculable en temps linéaire en la taille
de l’entrée lorsque le graphe en entrée est un graphe d’intervalles. Il serait intéressant d’étudier
ce problème pour d’autres classes de graphes pour lesquelles Domination Romaine Minimum se
résout en temps linéaire [KLLP08]. Si on considère par exemple la classe des graphes d’arcs circu-
laires, ou encore les graphes de permutation, est-il possible d’adapter l’approche décrite pour les
graphes d’intervalles afin de l’appliquer à ces nouvelles classes ?
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Dans les problèmes Domination Sécurisée Minimum et Domination Éternelle Minimum
qui sont deux problèmes proches de Domination Romaine FaibleMinimum, l’idée de dynamisme
est plus poussée que pour Domination Romaine Faible Minimum. Pour Domination Éternelle
Minimum par exemple, on cherche à ce que les sommets possédant une légion forment un en-
semble dominant du graphe non pas juste après une attaque, comme c’est le cas pour Domination
Romaine Faible Minimum, mais après chaque attaque étant donnée une succession d’attaques.
Une continuité naturelle de notre étude serait donc de s’intéresser à ces nouveaux problèmes, et
vérifier s’il est possible ou non d’adapter l’algorithme général de Chapelle et al., ainsi que l’algo-
rithme établi dans ce chapitre concernant les graphes d’intervalles.

5Conclusion
Nous arrivons avec cette conclusion au terme de cette thèse. Nous rappelons ici les différents
résultats présentés tout au long de ce manuscrit et nous proposons des pistes d’ouverture afin
d’étendre nos résultats.
Le premier problème auquel nous nous sommets intéressés est le problème EnsembleConnexe
TropicalMinimum : étant donné un grapheG = (V ,E) dont les sommets sont colorés par une fonc-
tion de coloration c : V → N, un ensemble connexe tropical deG est un sous-ensemble de sommets
V ′ ⊆ V tel que G[V ′] soit connexe et V ′ contienne au moins un sommet de chacune des couleurs
de G. La problématique est alors de rechercher, étant donné un graphe coloré (G,c) un ensemble
connexe tropical qui soit minimum. Ce problème est une variante du problème Motif de Graphe
défini par Mc Morris et al. dans [MWW94]. L’étude d’Ensemble Connexe Tropical a été initiée par
Angles d’Auriac et al. dans [AdCH+14], ils donnent en particulier des preuves d’NP-complétude
pour ce problème.
En première partie du chapitre 2 nous nous sommes intéressés à ce problème dans le cas gé-
néral. Nous avons alors donné un algorithme exact exponentiel calculant, étant donné un graphe
en entrée, un ensemble connexe tropical minimum en temps O∗(1.5359n). Cet algorithme est basé
sur l’algorithme de Nederlof pour résoudre Arbre de Steiner [Ned12], sur l’algorithme de Abu-
Khzam et al. pour résoudre Ensemble Dominant Connexe Bleu et Rouge [AKLM11] et sur un
algorithme d’énumération en force brute.
Dans une seconde partie nous avons prouvé que, sous l’Hypothèse du Temps Exponentiel énon-
cée par Implagliazzo et Paturi [IP01], le problème Ensemble Connexe Tropical Minimum n’admet
pas d’algorithme sous-exponentiel même lorsque le graphe est un arbre de hauteur au plus 3.
Ceci est montré à partir de la réduction d’Ensemble Dominant vers Ensemble Connexe Tro-
pical établie par Angles d’Auriac et al. dans [AdCH+14] afin de montrer la NP-complétude de
Ensemble Connexe Tropical, ainsi qu’à partir de la preuve de non-existence d’un algorithme
sous-exponentiel pour Ensemble Dominant sous l’ETH, établie par Fomin et al. dans [FKW04].
L’étude de ce problème s’est achevée par la conception d’un algorithme exact exponentiel
construisant un ensemble connexe tropical lorsque le graphe en entrée est un arbre, en temps
O∗(1.2721n) et en espace polynomial. Cet algorithme est constitué d’un ensemble de règles de
branchement et de réduction.
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Nous nous sommes ensuite intéressés à l’énumération des ensembles dominants minimaux
d’un graphe. Un ensemble dominant d’un graphe G = (V ,E) est un sous-ensemble de sommets
V ′ ⊆ V tel que pour tout sommet v ∈ V , N [v]∩V ′ , ∅. Le but est alors de rechercher, étant donné
un graphe, tous les ensembles dominants de ce graphe qui soient minimaux par inclusion, c’est-
à-dire ne contenant pas de sous-ensembles étant eux-mêmes des ensembles dominants. Fomin
et al. montrent dans [FGPS08] que les graphes ont au plus 1.7159n ensembles dominants mini-
maux et ont montré qu’il existe des graphes ayant au moins 15n/6 ≈ 1.5704n ensembles dominants
minimaux. Bien qu’il y ait une différence importante entre la borne inférieure et la borne supé-
rieure, diminuer cette différence semble être difficile, que ce soit en essayant de diminuer la borne
supérieure ou en essayant de construire un graphe contenant plus de sommets que la borne infé-
rieure actuelle. Couturier et al. se sont quant à eux intéressés à ce problème pour certaines classes
de graphes, comme pour les graphes triangulés, splits ou encore pour les graphes d’intervalles
propres [CHvHK13], ou pour les graphes cobipartis [CHvHK12].
Afin de clore certaines conjectures proposées par Couturier et al. et afin d’améliorer certains
résultats précédents nous nous sommes aussi intéressés à ce problème dans certaines classes de
graphes.
En première partie du chapitre 3 nous avons montré que les graphes splits ont O∗(3n/3) =
O(1.4423n) ensembles dominants minimaux. Pour ce faire, nous avons donné un algorithme d’énu-
mération des ensembles dominants minimaux pour cette classe basé sur des règles de branche-
ment, et nous avons montré qu’il est de complexité O∗(3n/3). Combiné au résultat établi par Cou-
turier et al. dans [CHvHK13] et montrant qu’il existe des graphes splits avec 3n/3 ensembles do-
minants minimaux, nous en déduisons que notre borne est la meilleure possible.
Nous avons ensuite montré que les graphes cobipartis ont au plus n2 + 2 · 1.4511n ensembles
dominants minimaux. Afin d’établir cette borne nous avons là encore construit un algorithme
composé d’un ensemble de règles de branchements et de règles de réductions énumérant tous
les ensembles dominants minimaux d’un tel graphe en temps O(1.4511n). Ce résultat améliore le
précédent résultat établi par Couturier et al. dans [CHvHK12].
Nous nous sommes finalement intéressés à la classe de graphes d’intervalles. Nous avons mon-
tré que de tels graphes admettent au plus 3n/3 ≈ 1.4423n ensembles dominants minimaux et
donnons un algorithme, basé sur la programmation dynamique, énumérant les ensembles domi-
nants dans les graphes d’intervalles en temps O∗(3n/3). Cette nouvelle borne améliore la borne
précédente de O(1.4656n) pour les graphes d’intervalles propres et la généralise aux graphes
d’intervalles. Ce résultat, combiné avec la preuve de Couturier et al. montrant qu’il existe des
graphes d’intervalles admettant 3n/3 ensembles dominants minimaux, assure que notre borne est
la meilleure borne possible.
Dans le dernier chapitre de cette thèse nous nous sommes intéressés à un problème de domi-
nation, le problème Domination Romaine Faible : étant donné un graphe G = (V ,E) une fonction
f : V → {0,1,2} est une fonction de domination romaine faible si pour tout sommet v ∈ V tel que
Conclusion 117
f (v) = 0, v a un voisin u tel que f (u) ≥ 1 et tel que l’ensemble D = {x | fu→v(x) ≥ 1} est un ensemble
dominant de G, la fonction fu→v étant définie par :
fu→v(x) =

1 si x = v ;
f (u)− 1 si x = u ;
f (x) si x < {u,v}.
Le coût de f est égal à
∑
v∈V f (v). L’objectif de ce problème est donc, étant donné un graphe G,
de construire une fonction de domination romaine faible pour G qui soit de coût minimum. Ce
problème a été défini par Henning et Hedetniemi dans [HH03]. L’étude de ce problème du point de
vue des algorithmes exacts a été initiée par Chapelle et al. dans [CCC+13], dans lequel ils donnent
un algorithme exact exponentiel calculant, étant donné un graphe, une fonction de domination
romaine faible minimum en temps O∗(2n) et en espace exponentiel, et un second s’exécutant en
temps O∗(2.2279n) et en espace polynomial. Nous nous sommes intéressés dans le chapitre 4 au
problème Domination Romaine Faible restreint aux graphes d’intervalles. Nous avons montré
qu’une telle fonction de domination est calculable en temps linéaire pour cette classe de graphes.
Les ouvertures et objectifs de travail en continuité des études réalisées au cours de cette thèse
sont multiples. Concernant le travail réalisé pour Ensemble Connexe Tropical tout d’abord :
nous avons obtenu un algorithme dans le cas général composé de réductions vers d’autres pro-
blèmes, le problème Arbre de Steiner ainsi que le problème Ensemble Dominant Connexe Bleu
et Rouge. On a donc plusieurs possibilités afin d’améliorer notre algorithme. L’une consisterait à
améliorer les réductions et/ou la résolution des problèmes Arbre de Steiner et/ou Ensemble Do-
minant Connexe Bleu et Rouge. La deuxième, plus prometteuse, serait d’attaquer directement
le problème initial en utilisant le paradigme Brancher et Réduire, combiné à une analyse du temps
d’exécution du type Mesurer pour Conquérir, analyse que je n’ai malheureusement pas eu l’occasion
d’utiliser durant cette thèse. Nous nous sommes ensuite intéressés à une classe de graphe, celle
des arbres. De manière similaire aux autres problèmes étudiés durant cette thèse, nous pourrions
tout à fait étudier ce problème sur d’autres classes de graphes, comme sur les graphes splits, pour
lesquelles Ensemble Connexe Tropical reste NP-complet.
Concernant le travail réalisé sur Ensembles Dominants Minimaux, notons que la question
d’une estimation précise du nombre maximum d’ensembles dominants minimaux dans les graphes
à n sommets est un problème ouvert majeur. Une continuité pour ce travail serait donc de s’inté-
resser aux classes de graphes pour lesquelles les bornes ne sont pas encore précises, ce qui est le cas
entre autres des graphes triangulés, ou encore des arbres. Le résultat que nous avons donné dans
cette thèse concernant les graphes cobipartis est encore améliorable, en concevant un algorithme
plus sophistiqué par exemple (on peut imaginer un algorithme avec des règles de branchement
et de réduction plus fines), ou en construisant un graphe cobiparti admettant plus d’ensembles
dominants que la borne inférieure actuelle.
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L’algorithme que nous avons réalisé pour résoudre Domination Romaine Faible Minimum est
intéressant, dans le sens où ce n’est pas un algorithme trivial malgré sa nature « gloutonne », et cet
algorithme nous permet d’obtenir une fonction de domination romaine faible optimale en temps
linéaire. Cet algorithme exploite les bonnes propriétés structurelles des graphes d’intervalles. La
question est double : peut-on concevoir des algorithmes permettant d’obtenir une fonction de
domination romaine faible pour certaines superclasses de graphes de la classe des graphes d’in-
tervalles notamment les graphes triangulés, ou encore modifier (ou s’inspirer) de notre algorithme
afin de résoudre d’autres problèmes connexes, comme les problèmes Domination Sécurisée Mi-
nimum et Domination Éternelle Minimum dont les définitions sont données en section 4.1.1 ?
Une certaine notion de dynamique est en effet utilisée dans le problème Domination Romaine
Faible Minimum, dans le sens où après un mouvement de légion chaque sommet du graphe doit
rester sécurisé. L’idée dans Domination SécuriséeMinimum est similaire, sauf que le graphe doit
rester défendu à chaque étape d’une séquence de mouvement de légions. Il serait donc intéres-
sant de s’intéresser à ce problème lorsque le graphe en entrée est un graphe d’intervalles, voire
dans le cas général. L’étude sur ce problème du point de vue des algorithmes exacts reste assez
récente, et est constituée de l’article de Chapelle et al. [CCC+13] ainsi que de l’article duquel est
issu le chapitre 4. On peut donc envisager de concevoir un algorithme plus efficace que le meilleur
algorithme actuel pour les graphes en général, ainsi qu’une meilleure analyse de son temps d’exé-
cution via une analyse du type Mesurer pour Conquérir. Finalement, on peut voir le problème
Domination Romaine FaibleMinimum comme une version plus « complexe » du problème Domi-
nation Romaine Minimum. On pourrait donc regarder si Domination Romaine Faible Minimum
reste difficile pour les classes de graphes pour lesquelles Domination Romaine Minimum peut
être résolu en temps polynomial.
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Romain LETOURNEUR
Algorithmes exacts et exponentiels pour des problèmes de graphes
Résumé :
De nombreux problèmes algorithmiques sont « difficiles », dans le sens où on ne sait pas les résoudre en 
temps polynomial par rapport à la taille de l’entrée, soit parce qu’ils sont NP-difficiles, soit, pour certains 
problèmes d’énumération, à cause du nombre exponentiel d'objets à énumérer.
Depuis une quinzaine d’années on trouve un intérêt grandissant dans la littérature pour la conception 
d'algorithmes exacts sophistiqués afin de les résoudre le plus efficacement possible. Dans le cadre de cette 
thèse, nous nous intéressons à la conception d'algorithmes exacts exponentiels autour de trois problèmes 
difficiles. Nous étudions tout d'abord le problème d'optimisation Ensemble Connexe Tropical pour lequel 
nous décrivons un algorithme afin de le résoudre en général, puis un algorithme de branchement plus rapide
pour le résoudre sur les arbres, ce problème restant difficile même dans ce cas. Nous nous intéressons 
ensuite au problème d'énumération Ensembles Dominants Minimaux, pour lequel nous donnons des 
algorithmes résolvant ce problème dans les graphes splits, cobipartis, ainsi que dans les graphes 
d'intervalles. Nous déduisons des bornes supérieures sur le nombre d'ensembles dominants minimaux 
admis par de tels graphes. La dernière étude de cette thèse concerne le problème d'optimisation Domination
Romaine Faible dans lequel, étant donné un graphe nous cherchons à construire une fonction de 
pondération selon certaines propriétés. Le problème est NP-difficile en général, mais nous donnons un 
algorithme glouton linéaire calculant une telle fonction pour les graphes d'intervalles.
Mots  clés  : algorithmes,  algorithmes  exacts  exponentiels,  graphes,  ensembles  dominants,  domination
romaine faible, ensemble connexe tropical.
Exact exponential algorithms for solving graph problems
Summary :
Many algorithmic problems are « hard », in the sense of we do not know how to solve them in polynomial
time, either because they are NP-hard, or, for some enumeration problems, because the number of objects
to be produced is exponential.
During the last fifteen years there was a growing interest in the design of exact algorithms to solve such
problems as efficiently as possible. In the context of this thesis, we focus on the design of exponential exact
algorithms for three hard problems. First,  we study the optimisation problem Tropical Connected Set for
which we describe an algorithm to solve it in the general case, then a faster branch-and-reduce  algorithm to
solve  it  on  trees;  the  problem remains  difficult  even  in  this  case.  Secondly  we  focus  on  the  Minimal
Dominating Sets enumeration problem, for which we give algorithms to solve it  on split,  cobipartite and
intervals graphs. As a byproduct, we establish upper bounds on the number of minimal dominating sets in
such graphs. The last focus of this thesis concerns the Weak Roman Domination optimisation problem for
which, given a graph, the goal is to build a weight function under some properties. The problem is NP-hard in
general, but we give a linear greedy algorithm which computes such a function on interval graphs.
Keywords :  algorithms,  exact  exponential  algorithms,  graphs,  dominating sets,  weak roman domination,
tropical connected set.
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