Asymptotic Performance of Sparse Signal Detection Using Convex Programming Method  by LEI, Chuan & ZHANG, Jun
                       
 
Contents lists available at ScienceDirect 
Chinese Journal of Aeronautics 
journal homepage: www.elsevier.com/locate/cja 
Chinese Journal of Aeronautics 25 (2012) 396-405
Asymptotic Performance of Sparse Signal Detection           
Using Convex Programming Method 
LEI Chuana,b, ZHANG Juna,b,* 
a School of Electronics and Information Engineering, Beihang University, Beijing 100191, China 
b National Key Laboratory of CNS/ATM, Beijing 100191, China 
Received 1 July 2011; revised 9 October 2011; accepted 17 April 2012 
Abstract 
The detection of sparse signals against background noise is considered. Detecting signals of such kind is difficult since only a 
small portion of the signal carries information. Prior knowledge is usually assumed to ease detection. In this paper, we consider 
the general unknown and arbitrary sparse signal detection problem when no prior knowledge is available. Under a Ney-
man-Pearson hypothesis-testing framework, a new detection scheme is proposed by combining a generalized likelihood ratio test 
(GLRT)-like test statistic and convex programming methods which directly exploit sparsity in an underdetermined system of 
linear equations. We characterize large sample behavior of the proposed method by analyzing its asymptotic performance. Spe-
cifically, we give the condition for the Chernoff-consistent detection which shows that the proposed method is very sensitive to 
the  2 norm energy of the sparse signals. Both the false alarm rate and the miss rate tend to zero at vanishing signal-to-noise ratio 
(SNR), as long as the signal energy grows at least logarithmically with the problem dimension. Next we give a large deviation 
analysis to characterize the error exponent for the Neyman-Pearson detection. We derive the oracle error exponent assuming 
signal knowledge. Then we explicitly derive the error exponent of the proposed scheme and compare it with the oracle exponent. 
We complement our study with numerical experiments, showing that the proposed method performs in the vicinity of the likeli-
hood ratio test (LRT) method in the finite sample scenario and the error probability degrades exponentially with the number of 
observations. 
Keywords: signal detection; convex programming; asymptotic analysis; signal reconstruction; sparse signals 
1. Introduction1 
In this paper we consider the sparse signal detection 
problem against background noise. In the application 
where a network of sensors [1] or meters [2] is deployed 
to monitor certain parameter in a geometrical area, we 
want to detect if there is an abnormal event from 
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measurements of the sensors or meters when the ma-
jority of sensors/meters are not affected. The detection 
of such sparse pattern of abnormal events against joint 
no-alarm state is crucial for the early warning of ab-
normality. 
In other applications such as acoustic signal proc-
essing, a sparse signal recording with contiguous large 
entries may suggest a rapid change in a short duration 
of time. The detection of such “transient” events is of 
particular interest [3-6]. In addition, this general problem 
also appears in the applications of genomics [7] and 
image processing [8]. 
These sparse signals (either subtle or rapid) are dif-
ficult to be captured because the useful information is 
contained in the unknown small fraction of the signal 
Open access under CC BY-NC-ND license.
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entries. Various prior assumptions therefore are made 
to ease detection in the existing approaches. However, 
in most situations the detectors need to identify targets 
buried in their surroundings using no other a priori 
information beyond the fact that the targets are rare 
(sparse). Thus, in this paper we are interested in de-
tecting sparse signals with unknown support sets and 
arbitrary non-zero entries. It is our goal to perform 
sparse signal detection in an unsupervised setting by 
preserving the sparse targets and reducing the effect of 
background noise. 
It is well known that with the exact knowledge of 
the signal, the likelihood ratio test (LRT) gives optimal 
test performance in a Neyman-Pearson framework by 
maximizing the detection rate. However, the LRT be-
comes inapplicable without a precise specification of 
the sparse signal. 
Another classical approach, which is most com-
monly used in the composite hypothesis testing, is the 
generalized likelihood ratio test (GLRT) (see Trees [9] 
and Kay [10]). In the GLRT approach, the idea is to im-
plement an LRT with the unknown parameters being 
replaced by their maximum likelihood (ML) estimates. 
However, the cost of computing the GLRT could be 
enormous unless the sets of possible values of the un-
known parameters are moderate. Although in some 
situations GLRT is asymptotically optimal (e.g. the 
work of Zeitouni, et al. [11] for a Neyman-Pearson-like 
setting), the assumption that the parameter sets under 
the two hypotheses form a partition of the parameter 
space is crucial to the optimality of the GLRT [11-12]. 
Obviously this assumption does not hold here. In addi-
tion, Bickel and Chernoff [13] and Hartigan [14] have 
shown that the GLRT has nonstandard behavior in the 
setting of sparse signal detection, where the maximized 
generalized likelihood ratio tends to infinity under the 
null hypothesis. 
Recently the sparse detection problem is also studied 
in the settings of sparse normal means testing and 
non-Gaussian signatures detection. A characteristic of 
this line of approach is that it tests for a global null 
against a sparse alternative and does not identify which 
entries are non-zero when the alternative is true. In 
these studies, researchers have turned to performance 
metrics in an asymptotic sense. In particular, by as-
suming a Gaussian mixture model, Ingster [15] studied 
the asymptotic detection problem where the sparse 
mean vector has equal non-zero entries. The research 
showed that there was a detection boundary on the 
plane of signal sparsity and non-zero entry magnitude. 
Inside this boundary, LRT is asymptotically powerful, 
viz., it can diminish error probabilities as signal di-
mension grows. Outside of the boundary all tests are 
asymptotically powerless. Donoho and Jin [16] proposed 
a type of second-level significance testing statistic and 
showed that it is asymptotically powerful within the 
detection region established by Ingster under the 
two-point Gaussian mixture model. Although these 
techniques are asymptotically optimal under certain 
model, they are incapable in the identification of the 
non-zero entries. Moreover these techniques do not 
have natural generalizations to the detection of arbi-
trary sparse means and in general are not effective in 
finite size problems. 
The researches closest to this paper were presented 
in Ref. [17] and Ref. [18]. These works examine the 
performance of compressive sensing techniques in de-
tection and general inference problems. Results in these 
works have shown the performance of standard statis-
tical techniques in a compressive measurement frame-
work using random projections. In this paper we show 
that the compressive-sensing-type techniques can still 
be effective in the detection of a sparse signal. 
The primary interest of this paper is to investigate 
the performance of sparse signal detection on the basis 
of convex optimization techniques. The motivation is 
the combinatorial nature of the search for a sparse sig-
nal in noisy observations [19] and the resulting computa-
tional ineffectiveness of maximum likelihood (ML)- 
based search techniques. To the best of our knowledge, 
few have studied the performance of convex program-
ming techniques for the detection of an unknown and 
arbitrary sparse signal in a composite hypothesis- test-
ing setup. 
In this paper, a new approach which we refer to as 
likelihood ratio test with sparse estimation (LRT-SE) is 
proposed to detect unknown and arbitrary sparse sig-
nals. The method employs an 1 -regularized optimiza-
tion method (also known as LASSO [20] in the context 
of regression problems in machine learning) to esti-
mate the unknown and arbitrary sparse signal. Com-
pared with the classical ML method, 1 -regularized 
optimization results in significant differences in com-
putational complexity and theoretical behavior. More-
over, unlike the property that the ML estimate does not 
have any specific accuracy property for a finite sample 
size, there are well-established results in the literature 
on the sparse signal estimation accuracy us-
ing 1 -regularized optimizations. This has allowed us 
to derive some kind of performance guarantee for the 
finite-dimensional signals which is useful in a re-
al-world implementation. 
We analyze the performance of LRT-SE in Gaussian 
noise. The techniques used in this paper are from as-
ymptotic statistical theory and the results apply to cases 
where a large number of samples are observed, for 
example, using large-scale sensor networks. It is wor-
thy to note that although the analysis in this paper is 
asymptotic, the proposed scheme gives satisfactory 
performance in finite-size detection problems.  
The rest of this paper is organized as follows. A 
formulation of the sparse signal detection problem is 
presented in Section 2. The scheme of LRT-SE and the 
performance of the sparse estimation are introduced in 
Section 3. The asymptotic performance of LRT-SE is 
analyzed in Section 4. The simulation results based on 
synthetic signals are presented in Section 5. Finally 
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conclusions and comments are made in Section 6. 
2. Problem Statement 
Let x, s, n denote the observations, the sparse signal 
and the noise, respectively. S is the given sparsity index. 
We formulate the problem in the binary hypothesis 
testing framework as follows: 
 
0
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
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 (1) 
where , , nx s n R . and 0ýýs  denotes the number of 
non-zeroentries in s. 
We consider our problem in the Neyman-Pearson 
setting. We assume the noise is white Gaussian noise 
with 2~ ( , )nN 	n I0 . 
Our problem is different from what is considered in 
the sparse normal means testing problem. See Ref. [16] 
for example. Let ix denote the thi entry of x . The prob-
lem in Ref. [16] is to test between 
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Translating the above problem into our terms, it is 
equivalent to assume ,is i   supp(s) in Eq. (2), 
where supp(s) is the support set of a vector s. Our 
problem is more general by making no prior assump-
tions about the signal s apart from its sparsity, i.e., 
is can take any real number if i supp(s). Furthermore, 
we do not assume stationarity of the signal, as assumed 
in Eq. (2). This nonstationarity of the signal precludes 
many conventional techniques which require a station-
ary source. 
The p norm ( 0p  ) of a vector x is denoted as 
 1/
1
( )
n
p p
p i
i
x

 ý ýx  (3) 
The 0 norm is defined as 
 0 #{ | 0}i ix x ý ýx  (4) 
where #  means the number of elements in the set  
{xi | xi0}. 
The support set of a vector x is denoted as 
 supp( ) { | 0}ii x x  (5) 
3. LRT with Sparse Estimation(LRT-SE) 
3.1. Detection statistic 
The problem in Eq. (2) is a composite hypothesis 
test and the uniformly most powerful test does not exist 
in general. 
A general strategy for testing composite hypothesis 
is the so-called joint estimation and detection techni- 
que [21], where the unknown signal is estimated assum-
ing H1 is true and the estimate is used in the likelihood 
ratio test as if it were the real signal. To this end, we 
consider multiple i.i.d observations. 
Let 0 1, , , ( 1)t t x x xĂ be a sequence of i.i.d obser-
vations. 
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Based on this argument, given observations 
0 1, , , tx x xĂ , LRT-SE works as follows:  
1) Estimate s from 0x assuming H1 is true. Denote the 
estimate s ( s is a function of 0x ).  
2) For 2
T T T
1 ][
t
t Ăx x x x , calculate the test statistic 
and compare this value with a threshold t : 
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1
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T
f

x sx
x

0
  (7) 
where
1
( ; )tf x s is the likelihood of the observa-
tions tx when the mean vector is s . 
In the case of additive white Gaussian noise, a sim-
ple calculation shows that the test on ( )tT x is equiva-
lent to testing T
1
t
i
i
 x s . In the next section we discuss 
the estimation method to calculate s . Distinct from the 
ML method used in classical GLRT, we are going to 
use a completely different estimation technique, which 
requires solving an 1 -regularized optimization prob-
lem. 
3.2. Sparse estimation algorithm 
The main mathematical architecture of LRT-SE is 
the sparse estimation. To compute s , we consider the 
1 -regularized convex program: 
 1 0 2arg min s.t. 
  
 ýý ý ýs s As Ax  (8) 
where ( )m n m n A R is the measurement matrix 
with each entry drawn from i.i.d Gaussian distribution.  
Each row of the matrix is made orthonormal. Eq. (8) is 
also known as the 1 -error version of basis pursuit 
denoising (BPDN)[22]. 
The idea is to utilize the fact that a sparse signal can 
be uniquely embedded in a certain subspace (specifi-
cally a hyperplane). This subspace, specified by a pre-
determined matrix A and referred to as the measure-
ment matrix, is adaptive to the signals with certain 
sparsity index. This implies that shrinking the observa-
tion into a lower dimension will not lose the informa-
tion about a underlying sparse signal and by further 
recovering it, we are expected to get almost the same 
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(if not exactly the same because of the presence of 
noise) signal, i.e. large correlation between the recon-
struction and the rest of the observations. In contrast, if 
what we observe is purely noise, the reconstruction 
from the low-dimensional projections will still be 
sparse and the correlation will be zero in expectation. 
In a nutshell, it is as if there were a matched filter that 
always tunes to the only sparse signal which could 
possibly lie in the projections. 
The structure of the algorithm is shown in Fig. 1. 
 
Fig. 1  Structure of LRT-SE algorithm. 
3.3. Sparse estimation accuracy 
The following lemma, which is based on the work of 
Candès, et al.[19, Theorem 1.1], describes the relationship 
between the size of the noise e An leaked into the 
measurements and the fidelity of the sparse estimate s . 
Lemma 1[19]  Let S be such that 3 4 2S S   , 
where S is the smallest quantity such that 
 2 2 22 2 2(1 ) (1 )S T S    ý ý ý ý ý ýc A c c  (9) 
for all subsets {1, 2, , }T n  with | |T S and coeffi-
cient sequences [ ]j j Tc c . TA is made by choosing 
the columns of ,A  whose indices are in the setT .  
Then for any signal s with 0 Sýýs and any pertur-
bation with
2

e ý ý , the solution
s  to Eq. (8) obeys 
 2 sC 
 s s
ý ý  (10) 
where Cs is a constant that depends only on 4 S and 3S . 
As illustrated in Lemma 1, the convex program in 
Eq. (8) can recover a sparse signal that has been con-
taminated by an arbitrary type of noise vector of 
bounded 2 norm. However for mathematical simplicity 
Gaussian model is assumed in our analysis afterwards. 
Lemma 1 allows us to establish another fidelity 
measure of sparse estimation in the form of the bound 
on the correlation between s and s  as stated in the 
following corollary.  
Corollary 1  If 1/ 22 ( 2 ,)
s
m m
C
	   
ýýs
 then 
Ts s  is bounded above some positive constant . 
Proof  It is easy to see m e An R is still white 
Gaussian noise with 2~ ( , )mN 	e I0 . 
From Eq. (10) we get 
 T 2 2 2 2
2 2
1
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And from triangular inequality we can get 
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Therefore if 
 2 sC 
sýý  (15) 
Denote 22 2 sC 
 ýý ýýs s and we have 
 T 0 s s  (16) 
For Gaussian noise
i.i.d
2~ ( , )mN 	e I0 , we usually 
have 2 2 ( 2 )m m
 	   for large probability. There-
fore we need 
 
2
2 12
2
( 2 )
s
m m
C
	   
ýýs
 (17) 
and select 2 or 3  while other choices are also pos-
sible.
4. Performance Analysis 
For a detection strategy, it is desirable that the 
method is sensitive when the signal of interest is weak 
and the noise is substantial. Also the detection error 
probability is expected to decay fast as more observa-
tions are available. We characterize these two aspects 
of LRT-SE via analyzing its consistency and the error 
exponent. 
4.1. Chernoff consistency 
In the following text, we establish the sensitivity of 
LRT-SE by showing its consistency. 
The detector of LRT-SE using BPDN is defined as 
 
1
0
( ; )
1,
( ; ) ( ; )
0, Otherwise
t
tt t
t
f
f

 

 


0
x s
x x  (18) 
Let F 0 1Pr( )P H H  denote the probability 
that 1H is decided although H0 is true. Nota-
tion M 1 0Pr( )P H H  is defined analogously. Further 
define D M1P P  . The F ,P MP and DP are generally 
called false alarm rate, miss rate and detection rate, 
respectively. The performance measure used here is 
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Chernoff consistency. We borrow the notion in Ref. [23] 
to define it in our setting. 
Definition 1  The detector ( ; )t t x is called 
Chernoff-consistent if there existst such that samples 
drawn from hypotheses Eq. (6) can be separated com-
pletely by comparing 1
0
( ; )
( ; )
t
t
f
f
x s
x

0
with t when t   . 
That is 
1) Dlim ( ( ; )) 1
t
tt
P  

x , for any tx under H1 
2) Flim ( ( ; )) 0
t
tt
P  

x , for any tx under H0 
The next theorem describes the maximum noise 
level under which reliable detection, viz. zero error 
probabilities, is possible using LRT-SE. 
Theorem 1  Given ( )m n m n A R . Let s be an 
unknown sparse vector, and 2
T T T
1[ ]
t
tx x x xĂ , 
n
i x R be a set of t i.i.d samples drawn from one of 
the two hypotheses in Eq. (6). Let ( ; )t t x be a test 
defined in Eq. (18). 
If 1/ 22 ( 2 )
s
m m
C
	   
sýý
, then ( ; )t t x is 
Chernoff-consistent, with Cs a constant coming from 
the estimation algorithm. 
Typically ln .m S n Therefore considerable amount 
of noise is suppressed by the step of random projection. 
Note that the noise energy grows proportionally to n . 
This means that the Chernoff-consistent detection is 
achievable in vanishingly small SNR.  
Proof  The test statistic of LRT-SE is 
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Therefore LRT-SE is equivalent to the following 
test: 
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The distributions of the statistic in Eq. (20) are 
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Let  be the cumulative distribution function (cdf) 
of N(0,1) Then if we would like to use an as the level, 
 t has to be chosen such that 
 F ( ( ; ))
t
tP   x  (23) 
It yields that 
 12 (1 ) /t t 	  
 sý ý  (24) 
It follows that 
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Given 1/ 22 ( 2 )
s
m m
C
	   
sýý
and applying 
Lemma 1, it yields 
 T 0 s s  (26) 
for all ix under H1.   0 is a fixed constant. 
It follows that 
 M ( ( ; )) 0
t
tP   x  (27) 
as t   . 
Note the size of ( ; )t t x is  for all .t  Further 
let { (t)}  (0,1) be a sequence satisfying 
 (t) 0 and t (t)  . Then ( ; )t t x  has 
size (t) for each t , and therefore 
 
F
( ( ; )) ( ) 0t tP t   x  (28) 
On the other hand, Eq. (27) still holds with (t) in 
place of . Hence ( ; )t t x is Chernoff-consistent.
4.2. Error exponent 
In practice, a large number of data samples are col-
lected by, e.g. distributed sensors or multiple observa-
tions. It is desirable to see how the error probabilities 
of the detector decrease as the number of observations 
increases. We now provide a large deviation analysis of 
the asymptotic behavior of LRT-SE by deriving a 
bound on the error exponent of the detector. 
Define the miss rate PM as 
 M 1 0 D( ) 1P P H H P     (29) 
The error exponent for a Neyman-Pearson LRT-SE 
detector is defined as 
 
NP
LRT-SE M
1
lim ln
t
E P
t
   (30) 
The error exponent describes the rate at which the 
error decays exponentially when t   . 
To characterize the error exponent, first note that the 
decision threshold in Eq. (24) is a function of s thus 
is also a function of s . To make the threshold invariant 
over the set 0{ : }Ss sýý and without loss of perform-
ance, we divide both sides of Eq. (24) by
2
sý ý . Also 
note that the test statistic in Eq. (20) now is the sum of 
i.i.d random variables: 
No.3 LEI Chuan et al. / Chinese Journal of Aeronautics 25(2012) 396-405 · 401 · 
 
 
T
2
( )r  x sx
s

ý ý
 (31) 
whose distributions are 
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The following lemma describes the best error expo-
nent in the miss rate over all tests between two hy-
potheses in Eq. (32). 
Lemma 2  (Chernoff-Stein Lemma [24])      
Let 0 1, , , tx x x be i.i.d drawn from one of the hy-
potheses in Eq. (6). Let the sparse estimation 
from 0x be
s . Consider the test on Eq. (31) whose dis-
tributions are 0h and 1h in Eq. (32) under H0 and H1 re-
spectively. 
Let At & T t be an acceptance region for hypothesis 
H0, where the set 1 2( ) ( ) ( )
t
trT r r ' x x x is the 
Cartesian product of 1( )r x through ( )tr x . Let the false 
alarm rate and the miss rate corresponding to At be 
 c0 1( ), ( )
t t
t t t th A h A (   (33) 
where ctA denotes the complement of tA . 
For 0  
1
2
, define 
 
,
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t
t n
t tA T

 
( (
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where the minimization is over all possible acceptance 
regions in T t having a false alarm rate less than . 
Then 
 0 1
1
lim ln ( )tt
D h h
t
(

   (35) 
where D(h0 || h1)   is the Kullback-Leibler distance 
between 0h and 1h . 
Proof  See Ref.  [24]. 
Theorem 2  
 
2
NP 22 2
LRT-SE 2
1 1
cos cos
2 2
E ) )
		
 
*
s sýý ýý
 (36) 
where) is the angle between s and s . 
Proof  LRT-SE is specified by the test in Eq. (18) 
and a threshold given for a given level . Note that Eq. 
(18), which is a test in the space T t with the acceptance 
region specified by Eq. (24), is equivalent to Eq. (20) 
in the proof of Theorem 2. Theorem 3 readily follows 
by noting that Eq. (24) is not the optimal acceptance 
region for not knowing s and by further applying 
Lemma 2, with 0h and 1h specified in Eq. (32).                  
The upper bound on error exponent of LRT-SE 
given in Theorem 3 is tight from the simulation results 
shown later. Theorem 3 shows that LRT-SE is intrinsi-
cally different from the energy detectors, since the es-
timate energy does not appear in the exponent. It is the 
angle between the estimate and the unknown sparse 
signal that dictates the error decay rate of LRT-SE. 
Moreover later simulation results show that energy 
estimation is also insignificant in finite size settings, 
where normalization of estimate energy does not 
change the achievable performance. 
Next we derive the exact error exponent using large 
deviation theory. 
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Proof Denote 2~ ( , )iX N  	  where 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 . Define the test statistic 
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We are interested in the error probability Pr(Tt   t ), 
where  t  c / t , 2c 	
ý ýs  1(1 )   . This is a 
large deviation event. To see this clearly we introduce 
Yi=Xi so that 2~ (0, )iY N 	 . 
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For t sufficiently large. Now since E(Yi)=0 , clearly 

+ for 
  sufficiently small, so that this is a large 
deviation event about the empirical mean. For N(0,	,) 
the rate function is 
 I (s)  s2 / 2	 2  (41) 
where s is the parameter of the rate and is determined 
by the threshold on the right hand side of the inequality.  
From Cramerÿs theorem, for all a<E(Yi)  
 1 1
{ : }
1
ln Pr( ) inlims p ( )fu
t
it s x x a
i
t t aY I s 
  

    (42) 
In our problem a=
, therefore 
 
2
1 1
2
1
( )
lim sup ln Pr( )
2
t
it i
t t Y 
 
	
 
 

  (43) 
Now since 
 is arbitrary we may take 0
 -  to give 
 
1
1 1
0
1
2 2
2 20
lim sup ln Pr( )
lim lim sup ln Pr( )
( )
lim
2 2
t tt
t
it i
t T
t t Y






 

  
	 	


 
  

 
  

  
  
(44)
 
· 402 · LEI Chuan et al. / Chinese Journal of Aeronautics 25(2012) 396-405 No.3 
 
Note
T
2
  s s
s

ý ý
, which implies that 
 
2T
1 2 22
M 2
2
1
liminf ln ( ) cos
2
( )
t
Pt )
	


 


ýý
ý ý
ss s
s
 (45) 
To compare the exponent given here with the upper 
bound from Theorem 3, the difference between the 
upper and lower bound is 
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This is the penalty incurred for not knowing s when 
selecting our threshold. 
5. Simulation Results 
This section presents the simulation results of 
LRT-SE using synthetic sparse signal model, and 
benchmarks the performance of LRT-SE against that of 
LRT, which serves as the theoretical upper bound due 
to the Neyman-Pearson lemma [25], as well as GLRT. 
As we have noted, despite the asymptotic approach to 
analyze the performance in this paper, LRT-SE is 
non-asymptotic in nature. 
5.1. Synthetic sparse signal model 
We model sparse signal ns R with support ran-
domly chosen from all subsets of{1, 2, , }nĂ with car-
dinality S and with non-zero entries i.i.d drawn from 
standard normal distributions, which has the most en-
tropy among all distributions with a constraint on the 
second moment. 
Denote 1 2 ][ ns s ss Ă  
 
i.i.d
~ (0,1), supp( )is N i  s  (47) 
and the noise 2~ ( , )nN 	0n I .  
For
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5.2. Likelihood ratio test for sparse signal model 
Given the sparse model Eq. (48), we employ the 
LRT: 
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 (49) 
where 0f and 1f are likelihood functions under H0 and 
H1 respectively. Note that the use of LRT assumes full 
knowledge of the signal support supp(s). Simple cal-
culation ultimately leads to a detector in the following 
form: 
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Intuitively, the optimal detector computes the “en-
ergy” coming from the “non-zero” group of the re-
ceived signal, whose distribution is 
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Thus 
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where ( , )s x5 is the regularized gamma function: 
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0
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x ss x t t
s
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.
  6  (55) 
5.3. Numerical simulations 
We make four plots to show performance of the de-
tectors. The first is the standard receiver operating 
characteristics (ROC) that trade off between the sparse 
detection rates and the false alarm rates under a fixed 
and relatively low SNR. The second and third plots are 
the plots of the detection rates (PD) against various 
SNRs around the transitions between a poor and a 
nearly perfect detection. Finally the miss rate is plotted 
as a function of the number of observations where both 
SNR and the false alarm rate are fixed. This indicates 
how fast nearly perfect detection can be achieved by 
collecting more observations. The comparison is per-
formed on 10 000 test signals drawn from the sparse 
model as in Eq. (48) and from noise, respectively. The 
SNR in dB is defined as
2
10lg
S
n	
. 
Figure 2 shows the snapshots of the observations in 
Fig.2(a) through Fig.2(c),Fig. 2(d) shows the ROC 
curves under a rather low SNR that sparse signal plus  
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Fig. 2  Detection performance of LRT-SE with 1t  ,sparsity 
index 10S  , and SNR = 5.051 5 dB, with snap-
shots of the observations.  
noise and noise only observations are not visually 
separable from the snapshots in Fig. 2(a) through Fig. 
2(c). The performance of the optimal LRT is used as 
the theoretical upper bound for the other detectors. The 
curve of the LRT largely coincides with the lines 
of D 1P  and F 0P  , which means it has nearly perfect 
detection performance. LRT-SE, which does not have 
prior knowledge of the signals, has performance in the 
vicinity of the optimal LRT method throughout various 
choices of the false alarm rates and the detection rates 
(see Fig. 2(d)). The difference of the detection rates 
between the two detectors when F 0.1P   is less than 
0.1. This is the price we pay for not knowing the signal 
in advance and being able to detect an infinite class of 
sparse signals, which nonetheless is low from the re-
sults. It is also shown in Fig.2(d) that normalization of 
the energy of the sparse estimate essentially does not 
change the detection performance. 
Figure 3 shows SNR dependence of the detectors. 
By limiting the false alarm rate to not greater than 
0.002, LRT-SE is sensitive and approaches nearly per-
fect detection when SNR is about 0 dB. In addition, it 
shows again that the price we pay for having the ability 
to detect an unknown and arbitrary sparse signal is low, 
compared with the oracle LRT method. 
 
Fig. 3  Detection rates of LRT-SE vs SNR with 1t  , spar-
sity index 10S  , and false alarm rate is 0.002. 
Another widely used approach to detecting signals 
with unknown parameters is the GLRT which uses the 
ML method for estimation. Although the ML estimator 
at high SNR has similar performance to the “oracle” 
estimator
 [26], which knows the locations of the 
non-zero elements of s , it is computationally intracta-
ble (i.e. NP-hard) in the settings with sparsity con-
straints. In Fig. 4 we implement the GLRT using ex-
haustive search over all possible sparsity patterns (we 
decrease the sparsity level to 2, since at the previous 
sparsity level of 10, it is impossible to perform support 
enumeration for the GLRT). Observe first that the LRT 
again serves as the upper bound on the performance of 
detectors which are not endowed with oracular knowl-
edge. Observe then at high SNR, the LRT, the GLRT 
and LRT-SE all achieve nearly perfect performance 
which is close to detection rate 1.0. However, the pro-
posed LRT-SE detector has significantly low computa-
tional complexity (polynomial time) and performs al-
most as well as the GLRT detector. 
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Fig. 4  Comparison of the LRT-SE and GLRT with 1t  , 
sparsity index 2S  , and false alarm rate is 0.002. 
Finally we plot the miss rates of LRT-SE as well as  
its large deviation (LD) estimate when the number of 
observations in creases in Fig. 5. The LD estimate re-
fers to
NP
LRT-SEe
nE
. First we observe the exponential decay 
of the miss rate PM of LRT-SE which is highly desir-
able in real implementations (e.g. when using multiple 
distributed sensors). The second curve is the LD esti-
mate with the rate of decay NPLRT-SEE provided by Theo-
rem 3. It can be seen that the slope of the LD estimate 
is almost the same as that of the miss rates simulated 
with LRT-SE. The characterization Eq. (37) of 
NP
LRT-SEE by Theorem 3 is reasonably accurate. Nonethe-
less, there is a non-vanishing gap between 
NP
LRT-SEe
nE
and 
PM . This is because the LD estimate does not consider 
subexponential terms and in particular the constants. 
The curve marked by the -mark corresponds to the 
optimal exponent given in Eq. (36) achieved when the 
detector has direct access to s , which serves as an up-
per bound. Such phenomenon is indeed predicted by 
Theorem 2. The difference between the curves of 
LRT-SE and the oracle exponent is the penalty which 
incurs for not knowing s when selecting a detection 
threshold. 
 
Fig. 5  Miss rate as a function of the number of observations 
for the sparse signal when sparsity index 1S  , false 
alarm rate is 0.02 and SNR=15.051 5 dB. 
6. Conclusions 
In this paper, we consider the sparse signal detection 
using convex optimization techniques. We derive the 
maximum noise level such that the false alarm rate and 
the miss rate diminish. We also provide a theoretical 
characterization of the exponential decay rate of the 
miss rate as the number of observations increases. Such 
properties allow the possibility of using a large number 
of sensors to improve the detection performance. 
We leave several interesting problems open as future 
work. Non-asymptotic performance results are also 
helpful in implementation of the detectors. Observation 
model with correlated data also deserves careful study 
for both theoretical and practical reasons. 
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