An SIS model is investigated in which the infective individuals are assumed to have an infection-age structure. The model is formulated as an abstract non-densely defined Cauchy problem. We study some dynamical properties of the model by using the theory of integrated semigroup, the Hopf bifurcation theory and the normal form theory for semilinear equations with non-dense domain. Qualitative analysis indicates that there exist some parameter values such that this SIS model has a non-trivial periodic solution which bifurcates from the positive equilibrium. Furthermore, the explicit formulae are given to determine the direction of the Hopf bifurcation and the stability of the bifurcating periodic solutions. Numerical simulations are also carried out to support our theoretical results.
Introduction
In population dynamics, the age variable plays a vital role in determining the birth, growth and death rates of the populations and their interactions with each other. Loosely speaking, when age structure is introduced into individual interactions, population dynamical models become considerably complex. In general, the progress of disease propagation and individual interactions are modeled by using an ODE system [1, 2] . Recently, as the significance of age structure in populations has become increasingly prevalent, there has been explosively growing literature dealing with all kinds of aspects of interacting populations with age structure [3] [4] [5] [6] [7] [8] [9] [10] [11] . Wang et al. [4] explored an age-structured hybrid model with two infection modes. They analysed the relative compactness and persistence of the solution semiflow and treated the global attractor by constructing the proper Lyapunov functions. Yang et al. [6] investigated a heroin model with age structure and nonlinear incidence rate and studied the stability of equilibria by employing the Lyapunov functions. An age-structured virus dynamics model with Beddington-DeAngelis infection function was studied by Yang et al. [7] . The authors given the basic reproductive number R 0 and treated the global behavior of the model in terms of R 0 . In [8] [9] [10] [11] [12] [13] [14] [15] , by formulating the age-structured model as a non-densely defined Cauchy problem, the existence of Hopf bifurcation was considered for some age-structured models.
As is known to all, normal form theory is rather beneficial in simplifying the forms of equations restricted on the center manifolds in researhing the nonlinear dynamical problems, such as the existence of bifurcations and periodic solutions. Normal form theory has been wellextended to various types of equations, including ordinary differential equations (Guckenheimer and Holmes [16] , Chow et al. [17] ), partial differential equations (Kokubu [18] , Eckmann et al. [19] ), functional differential equations (Faria and Magalhães [20, 21] ), and so on. More recently, a normal form theory has been well-developed by Liu et al. [22] for the non-densely defined abstract Cauchy problems.
In document [2] , the authors consider the following system
dS(t) dt
= N − µS(t) − αS(t)I(t) 2 1+βI(t) 2 + δ 0 I(t), dI(t) dt = αS(t)I(t) 2 1+βI(t) 2 − (µ + d + δ 0 )I(t), (1.1) where S(t) and I(t) denote the numbers of susceptible and infectious individuals at time t, respectively. N > 0 is the constant recruitment rate for susceptible individuals. µ (0 < µ < 1) is the natural death rate of the population.
αI(t) 2
1+βI(t) 2 is the effective contact rate that is proposed by Liu et al. [1] . The authors denote the disease-induced death rate by d (0 < d < 1). The infective individuals recover with the rate δ 0 (0 < δ 0 < 1). For simplicity of presentation, by rescaling the parameters and phase variables, the system (1.1) can be rewritten as dS(t) dt = Λ − µS(t) − S(t)I(t) 2 1+βI(t) 2 + ηI(t), dI(t) dt = S(t)I(t) 2 1+βI(t) 2 − I(t).
(1.2)
Motivated by references [22, 23] , we reconsider the SIS model (1.2) as an infection-age structure with infective individuals. Now we concentrate our attention on the SIS model (1.2) in which I(t) is structured by the infection-age. Let a be the infection-age variable. i(t, a) is the distribution function of I over infection-age a at time t. Then the infected individuals I(t) at time t equals to +∞ 0 i(t, a)da. Here,
1+
+∞ 0 β(a)i(t,a)da describes the inhibition effect from the behavioral change of the susceptible individuals when the number of infectious individuals increase, and β(a) is a influence function related to infection-age a and satisfies the following assumption 1.1. Inspired by the model (1.2), we consider the nonlinear incidence where τ > 0 and β * > 0. Additionally, it will be convenient for the computation to assume that +∞ 0 β(a)e −a da = 1, where e −a denotes the probability of being affected.
S(t)
Correspondingly, we derive a new SIS infection-age structured epidemic model where Λ is the constant recruitment rate for susceptible individuals, and µ(0 < µ < 1) is the rate of natural death. The infective individuals recover with the rate η(0 < η < 1). To the best of our knowledge, the age structure model can be considered as abstract Cauchy problems with non-dense domain by hardly applying the theory of integrated semigroup, combined with Hopf bifurcation theory and normal form theory. In this paper, authors attempt to investigate the model (1.3) by means of the methods mentioned above. Furthermore, the explicit formulae are given which determine the direction of the Hopf bifurcation and the stability of the bifurcating periodic solutions. Numerical simulations are also presented to support our theoretical results.
= Λ − µS(t) − S(t)
The paper is organized as follows. In Section 2, we reformulate system (1.3) as an abstract non-densely defined Cauchy problem and study the equilibrium, linearized equation and characteristic equation. The existence of Hopf bifurcation is proved in Section 3. In Section 4, we apply the normal form theory to system (1.3), and then the explicit formulae are given to determine the direction of the Hopf bifurcation and the stability of the bifurcating periodic solutions. Some numerical simulations and conclusions are presented In Section 5.
Preliminaries

Rescaling time and age
In order to use the parameter τ as a bifurcation parameter (i.e. in order to obtain a smooth dependency of the system (1.3) with respect to τ ), we first normalize τ in (1.3) by the timescaling and age-scalingâ
and consider the following distribution
By dropping the hat notation we obtain, after the change of variables, the new system
with the new function β(a) defined by
where τ ≥ 0, β * > 0. In system (2.1), by setting S(t) := +∞ 0 ρ(t, a)da. We can rewrite the ordinary differential equation in (2.1) as an age-structured model
where
Accordingly, by setting u(t, a) = i(t, a) ρ(t, a)
, we obtain the equivalent system of model (1.3)
Following the results developed in Magal et al. [24] , we consider the following Banach space
The linear operator A τ is non-densely defined owing to
By denoting that
we can rewrite system (2.2) as the following non-densely defined abstract Cauchy problem
The global existence and uniqueness of solution of equation (2.3) follow from the results of Magal and Ruan [25] and Magal [26] .
Equilibrium and linearized equation 2.2.1 Existence of positive equilibrium
If v(a) = 0 R 2 u(a) ∈ X 0 is a steady state of system (2.3), we have
Therefore, we obtain
On the basis of (2.5), we can yield
Using the second equation of (2.4), we obtain
Substituting (2.7) and (2.8) into (2.9), we can rewrite (2.9) as
Solving the above equation, we obtain
In addition, it follows from (2.7) that
Combining (2.10) with (2.11), we have
Therefore, in accordance with (2.5) and (2.6), we obtain the following lemma.
Lemma 2.1. System (2.3) has always the equilibrium
Furthermore, there exists a unique positive equilibrium of system (2.3)
if and only if Λ − µ > 0.
Linearized equation
In this section, we need to get the linearized equation around the positive equilibrium v τ . By using the following change of variable
Therefore the linearized equation (2.12) around the equilibrium 0 is given by
Then we can rewrite system (2.12) as
is a linear operator and
satisfying H(0) = 0 and DH(0) = 0.
Characteristic equation
Let Ω := {λ ∈ C : Re(λ) > −µτ }. Applying the results of Liu et al. [13] , we obtain the following result.
Moreover, A τ is a Hille-Yosida operator and
we get 
Thus, we have
By applying the perturbation results in Ducrot et al. [27] , we obtain
Hence we have the following proposition.
Lemma 2.3. The linear operator A τ is a Hille-Yosida operator, and its parts
For convenience, we set C := τ DH(v τ ). Let λ ∈ Ω. Since (λI − A τ ) is invertible, and
Then we obtain
From the formula of DB(w) we know that
Whenever ∆(λ) is invertible, we have
From the above discussion and by using the proof of Lemma 3.5 in [10] , we obtain the following lemma.
Lemma 2.4. The following results hold
(ii) If λ ∈ ρ(B τ ) ∩ Ω, we have the following formula for resolvent 20) where
with ∆(λ) and K(λ, ϕ) defined in (2.17) and (2.18).
Under Assumption 1.1, we have , C =
Then we getf
It is easy to see that
Existence of Hopf bifurcation
In this section, we study the existence of Hopf bifurcation by applying the Hopf bifurcation theory to the Cauchy problem (2.3). From (2.24), we have
It is obvious that ζ = 0 is not a eigenvalue of (3.1). Let ζ = iω(ω > 0) be a purely imaginary root of g(ζ) = 0. Then we have
Separating the real part and the imaginary part in the above equation, we yield
Consequently, we obtain (ω
Let σ 1 and σ 2 denote two roots of (3.5), then we find
We observe that when Λ − µ > 0, we get C + E = (Λ−µ)(1+µ−η) 1+Λ−η > 0. accordingly when C − E < 0(i.e., η + µ > 1), it is apparent from (3.6) that (3.5) has only one positive real root σ 0 . Therefore (3.4) has only one positive real root ω 0 = √ σ 0 . From (3.3), we can yield that g(ζ) = 0 with τ = τ k , k = 0, 1, 2, · · · has a pair of purely imaginary roots ±iω, where
and
for k = 0, 1, 2, · · · . Hence ζ = iω 0 is a simple root of (3.1).
Proof. According to (3.1), we obtain
Therefore, we find
It follows from (3.3) that
Accordingly, if assumption 1.1 and 3.1 hold, then 
Proof. For convenience, we study
. From the expression of g(ζ) = 0, we have dτ
Therefore, we have
Re dτ
we can yield
Summarizing the above results, we obtain the following theorem.
Theorem 3.1. Let Assumption 1.1 and 3.1 be satisfied. Then there exist
), such that when τ = τ k , the SIS model (1.3) undergoes a Hopf bifurcation at the equilibrium (I(a), S). In particular, a non-trivial periodic solution bifurcates from the equilibrium (I(a), S) when τ = τ k .
Direction and Stability of Hopf Bifurcation
In this section, we study the direction and stability of the Hopf bifurcation by applying the normal form theory developed in Liu et al. [22] to the Cauchy problem (2.3).
Conversion of Bifurcation Parameter
From now on, we include the parameter τ into the state variable. Consider the system
Making a change of variables
we obtain the system
Consequently, we can get
Hence
Consider the linear operator
and the map F : D(A) → X defined by
Then we can yield
. Now we can reformulate system (4.2) as the following system
Spectral Decomposition
Now we compute the projectors on the generalized eigenspace associated to eigenvalues λ 0 = iω k or −iω k of B τ k . In terms of the above discussion, we deduced that λ 0 is a pole of (λI − B τ k ) −1 of finite order 1. This means that λ 0 is isolated in σ(B τ k ) ∩ Ω, and the Laurent's expansion of the resolvent around λ 0 takes the following form
The bounded linear operator B
is the projector on the generalized eigenspace of B τ k associated to λ 0 . We remark that
Therefore, we have the following formula
Lemma 4.1. Let Assumption 1.1 and 3.1 be satisfied. Then λ 0 is a pole of (λI − B τ k ) −1 of order 1, and the projector on the generalized eigenspace of B τ k associated to the eigenvalue λ 0 is given by
.
(4.5)
Proof. Due to
where ∆(λ) and K(λ, ϕ) are defined in (2.17) and (2.18). We first have (∆(λ))
* is given by (4.5). Using f (λ 0 ) = 0, we find
Furthermore, we obtain
Therefore, we get
where ψ is defined in (4.4).
On the basis of the above results, we obtain a state space decomposition regarding the spectral properties of the linear operator B τ k . More precisely, the projector on the center manifold is defined bŷ
Consequently, on account of the above discussion, we havê
with
,
Then the set
is a basis of X c :=Π c (X). By construction, we can yield
We thus get
and we obtain that the matrix of B τ |Π c(X ) regarding basis
Lemma 4.2. Let Assumption 1.1 and 3.1 be satisfied. Then we havê
Hence, in accordance with (4.10) and (4.12), we can yield
In addition, in the light of (4.11) and (4.12), we have
According to (4.4), on the one hand, we havê
) .
On the other hand, we havê
Moreover, we obtain
Accordingly, according to (4.4), we obtain
Then, we getΠ
Lemma 4.3. Let Assumption 1.1 be satisfied. Then
and the eigenvalues 0 and ±iω k of A are simple. The corresponding projectors Π 0 , Π ±iω k : X → X are defined by
Note that we have
In this context, the projectors Π c , Π h : X → X are defined by
and Π h (x) := (I − Π c )(x), ∀x ∈ X .
We denote X c := Π c (X ), X h := Π h (X ), A c := A| Xc and A h := A| X h .
Now we have the decomposition
Define the basis of X c by
To simplify the computation, we use the eigenfunctions of A in X c and consider
We have Aê 1 = 0, Aê 2 = iω kê2 and Aê 3 = −iω kê3 .
Computation of Taylor expansion
For convenient of computation, we first give the following basic facts
is the basis of X c . Set
We observe that for each
where 
wherẽ
By projecting on X c , we obtain
Now we compute
, expressed in terms of the basis {ê 1 ,ê 2 ,ê 3 }. We first obtain that
Thus, according to (4.24) , (4.6), (4.7), (4.19) and (4.21), we have 25) where
In addition, according to (4.10), (4.11), (4.20) and (4.22), we have 26) where
Moreover, we have
, where Therefore, we obtain
andψ Furthermore, we can yield
In the following we apply the method described in Liu et al.
So system (4.28) can be rewritten as
is equivalent to
Therefore, on the basis of (4.13) and (4.16), we have
Therefore, according to (4.13) and (4.16), we have 
Therefore, in accordance with (4.13) and (4.16), we have 
By using a similar method, we obtain the following results:
(4.39)
Normal Form of the reduced system
In this section, we will compute the normal form by applying the normal form theory developed in Liu et al. [22] to system (4.3). Define Θ c m : 
Now we apply the method described in [ [22] Theorem 4.4 for k = 3] to system (4.3). The main point is to compute
in order to obtain the normal form because the reduced system is the following
Recall that (4.42) is equivalent to finding G 2,c ∈ V 2 (X c , X c ) and
From (4.45), we know that the third order term
in the equation is needed after computing the normal form up to the second order. In the following lemma we find the expression of
We shall compute the normal form expressed in terms of the basis {ê 1 ,ê 2 ,ê 3 }. Consider 
, respectively, and satisfy
2 ) the bounded linear projectors satisfying
We are now ready to compute the normal form of the reduced system expressed in terms of the basis {ê 1 ,ê 2 ,ê 3 } of X c . From (4.25), (4.26), (4.46), (4.47), (4.48) and (4.50), we know that to find
From (4.44), it is easy to obtain the second order terms of the normal form expressed in terms of the basis {ê 1 ,ê 2 ,ê 3 }:
Notice that the terms o(|x|τ 2 ) are irrelevant to determine the generic Hopf bifurcation. Hence, it is only needed to compute the coefficients of 
and from (4.51), we have
Hence, according to (4.6) and (4.7), we have with
where Following Chow and Hale [28] we know that the sign of ι 1 ι 2 determines the direction of the bifurcation and that the sign of ι 2 determines the stability of the nontrivial periodic orbits. In summary we have the following theorem. (ii) the nontrivial periodic solution is stable if ι 2 < 0, and unstable if ι 2 > 0.
Numerical simulations and conclusions
In this section, we perform some numerical simulations to illustrate the results showed in Theorem 3.1. We choose the parameter values in model (1.3) based on the conditions of Hopf bifurcation (see Figure 1) . By calculation, we can easily yield that the first bifurcation critical value is τ 0 = 23.2282. i(t, a) . The solution curves of system (1.3) performs a sustained periodic oscillation at τ = 24 > τ 0 . As is shown in Figure (c) , when the number of susceptible individuals tends to 0, the number of infectious individuals reaches its maximum and vice versa. In addition, the phase trajectories of S(t) and i(t, ·) consistently approaches the stable limit cycles. Figure (d) demonstrates the change of i(t, a) as time and infection-age vary at τ = 24 > τ 0 .
The bifurcation parameter τ has essentially a huge impact on the dynamical behavior of system (1.3). Biologically speaking, for smaller τ , the stability of the unique positive equilibrium of system (1.3) is not affected. However, when bifurcation parameter τ crosses the bifurcation critical value τ 0 , the sustained periodic oscillation phenomenon appears around the positive equilibrium. In conclusion, age structure induces the appearance of periodic solutions. 
