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I. INTRODUCTION 
The primary topic of this thesis Is mlssspeclflcatlon of the general 
linear model and. In particular, the detection of mlsspeclflcatlon through 
examination of residuals. The topic was originally suggested by what Cox 
(Department of Statistics, Iowa State University, private communications, 
1977) has referred to as "parametric contamination" of the residuals. The 
concept Is Illustrated by Figure 1.1 In which a linear regression of a 
response variable on an x-varlable has been performed when. In fact, the 
appropriate relationship between the two variables Is quadratic. The 
parametric contamination by the omitted quadratic teirm causes the least 
squares residuals to exhibit a pattern : a sequence of positive values, 
followed by negative values, and finally positive values again. A visual 
examination of these residuals then suggests that a quadratic term Is 
required. The usual procedure Is to perform an F-test to examine the 
significance of the quadratic regression coefficient. The F-test, 
however, does not necessarily declare the quadratic term to be nonzero In 
this situation, as Illustrated by an empirical example In Chapter V. It 
Is to be observed that the pattern, Itself, of the least squares residuals 
In Figure 1.1 Is not utilized by the usual F-test. For, since the F-test 
compares only the sum of squares of the least square J residuals from the 
linear and quadratic models, the serial relationships among the residuals 
are Ignored. Johnston (1972) has noted that 
... If the serial correlation In the omitted 
variables Is pervasive and If the omitted variables 
tend to move In phase, then there Is a real 
possibility of an autocorrelated disturbance term. 
response 
variable 
I 
* 
x-variable 
Legend 
dotted lines: least squares residuals 
solid line: linear regression line 
x: data 
Figure 1.1 Results from a linear regression of a response variable on 
an Vvariable 
The serial correlations Induced by parametric contamination are not, 
however, exactly those treated In standard analyses. The correlation 
may. In fact, be regarded as pseudo-serial since It Is a functionally 
generated artifact rather than a natural attribute of the error 
structure relevant to specific data contextu. 
The main objective of this thesis, as suggested by the original 
problem exemplified in Figure 1.1, is then to obtain a procedure which 
Is sensitive to the pattern of the residuals in a regression analysis 
caused by the Incorrect omission of x-varlables. The first problem. 
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treated in Chapter II, is that of specifying residuals and their 
properties for a particular hypothesized model. In view of the 
relationship between omitted variables and residual autocorrelation 
mentioned above, the subjects of model misspecification and residual 
autocorrelation are introduced and discussed in Chapter III. Next 
in Chapter IV, the literature on methods of detecting model mlsspeci-
ficatlon is collated and a new method for detecting misspeclficatlon 
Is proposed. Chapter V is concerned with polynomial regression. Pro­
cedures for fitting polynomial regressions are first described, and 
then a new procedure is proposed which utilizes the parametric contamr 
ination of the least squares residuals when the degree of the fitted 
polynomial is too small. A summary of the thesis and suggestions for 
further research are given in Chapter VI, and the Appendix presents a 
proof of a property of the least squares residuals from an orthogonal 
polynomial regression. 
II. RESIDUAL PREDICTORS 
À. Introduction 
This chapter begins by obtaining a general expression for 
residual predictors in a linear model, then describes other residual 
predictors, and concludes with properties and comparisons of alterna­
tive residual predictors. 
Following Cox and Snell (1968), let be an observable random 
variable that depends on a vector ^  of unknown parameters and on an 
unobservable random variable through some relationship f^ ; 
Let ]b be an estimator of and suppose that has a unique 
solution for e^ . Then the solution 
®1 " 81^ !^»-^  (2-1) 
is defined to tie the unique residual predictor corresponding to y^  
with respect to the estimator Jb of For example, consider the 
following generalized recruit-progeny model with exponential errors: 
R^  = exp(3P^  + e^ ). 
The residual predictor e^  corresponding to R^  is expressed as 
e^  = logCR^ PÏ*) ~ b^ l 
where a and b are estimators of ot and g. 
Attention will be restricted In this thesis to the special case 
where the relationship f^  between and (_6, e^ ) is linear so that It 
may be written as 
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where X la an nxp matrix of rank p. Additionally, the are assumed 
to be Identically and Independently distributed with mean zero and 
2 
unknown variance a , The residual predictor given In (2.1) follows 
from the case where the primary Interest Is the estimation of j3 rather 
than the predictor of The rest of this chapter will consider that 
the primary goal Is the prediction of £. Examples of a situation In 
which the estimation of residuals Is of primary Importance occur when 
autocorrelation of residuals Is to be tested In econometric models. 
The outcome of the tests will determine the appropriate procedures 
to use for estimating the model parameter vectors 
Obenchaln (1975) discussed residual predictors for the more general 
case of E(je _e') = Vo where V / 1 is A known positive definite matrix. 
For this situation, he showed that the vector of residual predictors 
associated with the ordinary least squares estimator ^  = (X'X) ^X'j^  
Is the one that simultaneously minimizes all the eigenvalues of the co-
variance matrix of the vector of residual predictors. 
B. General Solution 
With the objective of predicting the residual vector £, the pre­
dictor ^  should Ideally have the following properties — given In order 
of decreasing preference: 
1) ^  should be linear in so that e^  = 
where A Is an nxn matrix. 
2) 2 should be unbiased with zero expectation, 
that is E(je) = 0. 
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3) The covarlance matrix of e_ should be scalar, 
that is AA' = I. 
Theil (1965) called a predictor with the above three properties a 
LUS predictor (Linear, Unbiased, Scalar covariance matrix). The 
linearity and scalar covariance matrix attributes are desirable 
because they simplify the distributional properties of je and 
functions of (S, especially when the are taken to be Identically 
2 
and independently distributed as N(0,a ). Additionally, the unbiased-
ness and scalar covariance matrix properties are desirable because they 
are properties of the random vector which is to be predicted. 
If, however, e^  » Aj^  and E(e^ ) = 0^ , then it follows that AXg^  = ^  
for every vector In particular, taking ^  as each column consecu­
tively, of the nxn identity matrix, shows that AX = 0, and hence the 
rows of A belong to the orthocomplement of the column space of X which 
has rank n-p since X has rank p. This result implies that A can have 
rank at most n-p, and therefore the n-dimensional covariance matrix of 
2 
 ^cannot be a I since this has rank n. In the light of the above 
result, the ideal scalar covariance matrix property, 3) above, is 
modified to become 
3a) The covariance matrix of e^  equals B a specified 
symmetric matrix of rank n-p, that is AA' = B. 
It will now be shown that the unbiasedness property 2) and the 
covariance matrix property 3a) lead to the following theorem. For 
this, take the spectral decomposition of any symmetric matrix C to be 
PDF' where D is the diagonal matrix of nonzero eigenvalues of C. 
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Theorem 1; Let B be an nxn nonnegative definite matrix of rank n-p with 
spectral decomposition B = KEK* and let the spectral decomposition 
of M = I-X(X'X)"^ X* be M » PP'. Then, is a predictor of £ with 
zero expectation and covarlance matrix Bo if and only if A = KH'P' 
where H is any matrix such that H'H = E. 
Proof: Assume that A^  is a predictor of ^  with zero expectation and 
2 
covarlance matrix Ba . Let F and G be the nxCn-p) orthogonal matrices 
of eigenvectors for the rows and columns of A corresponding to the 
(n-p)3i(n-p) diagonal matrix D of nonzero eigenvalues of A so that: 
A = FDG', F*F = 1, and G'G •= I. 
Then since A is an nxn matrix with properties 2) and 3a), it follows 
that AX = 0 and AA' = B, and AA* = B implies that the eigenvalues of 
2 B are the squares of those of A, so that D = E. The condition AX = 0 
is equivalent to FDG'X = 0, which upon premultipllcatlon by the full 
rank matrix D""^ F' gives G'X = 0, Hence, the columns of G belong to 
the orthocomplement of the column space of X which is spanned by the 
columns of P, so there exists an orthogonal (n-p)x(n-p) matrix U 
such that 
G = PU and U'U = I. 
Now, 
AA' " FDG'GDF' 
= FD^ F' 
= FEF' 
" KEK', 
the last equality following from the covarlance matrix property 3a). 
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Thus, there exists an (n-p)x(n-p) nonsingular matrix V such that 
F = KV, VEV' = E, and V'V = I. 
Hence 
A = FDG' 
= KVDU'P' 
= KH'P' 
where H = UDV'. But 
H'H = VDU'UDV' 
= VD^ V' 
= VEV* 
= E. 
Thus, it follows that any matrix A possessing properties 2) and 3a) 
must be of the form 
A - KH'P' where H'H = E. (2.2) 
This completes the sufficiency part of the proof. 
The necessity part of the theorem is established as follows. Assume 
that A = KH'P where H'H = E. Since P is a basic for the orthocomplement 
of the column space of X, it follows, as required, that AX = 0 and 
AA' " KH'P'PHK' 
= KH'HK' 
= KEK' 
" B. 
Theorem 1 is a new result in which the sufficiency condition is 
a generalization of a result by Abrahamse and Koerts (1971) where B 
was restricted to be an idempotent matrix. It may now be noted that, 
because KH'Q'P' la also a valid representation of A for any orthogonal 
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(n-p)x(n-p) matrix Q, Theorem 1 nevertheless does not provide 
a unique solution for Â. The choice of the matrix H, therefore. 
Is a problem which now exists. In a related context, Thell (1965), 
and later Abrahamse and Koerts (1971), suggested choosing H to 
minimize the expected sum of squared prediction errors: 
E(e-£)'(er£). (2.3) 
Criterion (2.3) is used In the following theorem to provide a unique 
choice for the matrix A. 
Theorem 2; Let A = KH'P' as in Theorem 1. Then, je = minimizes 
criterion (2.3) where H = C"^(CC• )''E'' and C = E\'P. 
The positive square roots of the matrices in the above theorem are 
defined as follows. 
Definition: The positive square root of a nonnegative definite matrix R is 
LDL' where D is the diagonal matrix of the positive square roots of 
the nonzero eigenvalues of R and L is the orthogonal matrix of 
corresponding eigenvectors. 
Proof of Theorem 2: From (2.3), lie follows that 
E(e-£) ' (e^ -_e) = E(Aj;^ -_e ) ' (A2-£) 
= E £»(A-I)'(A-I)£ 
= o^ tr(A'A - A' - A + I) 
= a^ tr(B - A' - A + I) 
" o^ (trB - 2trA + n). 
Hence, since B is specified, (2.3) is minimized when the trace of A 
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is maximized, and the problon reduces to that of finding the matrix 
H so that the trace of KH'P' Is maximized. With = C 
jj 
where C = E K'P is assumed to be nonsingular, it will now be shown 
that H = maximizes the trace of A = KH'P' for all matrices H 
such that H'H = E it being noted that, in fact, = E. 
If H is any matrix such that H'H = E, there exists another 
matrix such that H = + Hg and hence 
H'H = H^ H^  + HjHg + H^ H^  + H^ H^ . 
Then, since H'H = H^ H^  = E, it follows that 
«{«2 + % + «2^ 2 = ° 
so that 
E''(CC')''C'~^H2 + H^C"1(CC')^E^ + H^HG = 0 . (2.4) 
—1» L L 
Premultlplying (2.4) by E (CC) E and taking the trace on the left 
hand side gives 
triET^ bHg) + tr(H^ C'E~S + tr[H'E"'®(CC') V'H2) = 0 
so that 
triE'^ CHg) = -|tr(H^ E~'^ (CC') V'H2) £ 0. 
Now, 
tr(KH'P') « tr(KH^ P') + tr(KH^ P') 
= tr(KHp') + tr(K'PH2) 
» tr(KH^ P') + tr(E"^ CH2), 
which using the above inequality, shows that 
tr(KH'P') _< tr(PHjK'). 
It follows, as required, that H = H^  minimizes criterion (2.3) 
subject to H'H = E and that the matrix A can then be written as 
11 
A " KH^ P' 
= KE^ (CC')^ C'"lp' 
= KE^^ GC')"^ bc'C'"lp' 
= KE^ (CC')"^ CP' 
= KE^ (E^ K'PP'KE^ )"^ E^ K'PP' 
= KE^ (E^ K'MKE^ )"^ E^ K'M. (2.5) 
C. Particular Cases of the General Solution 
Some particular cases of the above general solution will now 
be Identified. 
1) The ordinary least squares residuals have a covarlance 
2 
matrix of Mo , and Is, In fact, the predictor that minimizes (2.3) 
when the required matrix Is B = M. In this case K = P and E = I, 
so from (2.5) 
A - PI(IP'PP'PI)"^ 'lP'PP' 
= PP» 
" N. 
Thell (1965) referred to M;^  as the BLU (Best Linear Unbiased) 
predictor. 
2) Abrahamse and Koerts (1971) considered the prediction of 
residuals where the covarlance matrix of the predictor Is idempotent 
and (2.3) is minimized. Since B is Idempotent it then follows that 
E = I, so that from (2.5) A = K(K'MK) Sc'M which corresponds to the 
results of Abrahamse and Koerts. 
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3) Theil (1965) approached the prediction of residuals 
from a different viewpoint. He considered predicting only n-p 
residuals with scalar covarlance matrix. Thell's treatment will 
now be described. 
For notâtional convenience, suppose the p residuals that will 
not be predicted are grouped into and the remaining n-p into 
Suppose also that 2 and X are partitioned correspondingly so that 
the general linear model can be written as 
(2.6) 
in which case 
M = I - X(X'X)"^ X' 
-l-rl -r /-^ l-rN-l, 
n - x/x'x) % - XgCx'x) \ 
VXi(X'X)"^ Xj - xj(x'x)-lxj/ 
 ^f%0  O^l\ 
Uo V 
(2.7) 
It will now be shown that Thell's predictor Is a special case of 
(2.5) with A' = (0 A^ )'. 
Proof: Since the first p residuals are not predicted, B can be 
written as 
13 
so that the n-p nonzero eigenvalues of B are all equal to unity 
and the matrix of corresponding eigenvectors is 
' • (U • 
The desired result can now be obtained by substituting into (2.5) 
as follows: 
0 1^ "^lO'^ l^  
0 
<^ 1 "lO 
/ 0 0 
«11/ 
0 0 
where = PDP' is the spectral decomposition of 
D. Other Residual Predictors 
Other sets of residual predictors which will be discussed in 
this section are those given by 1) Theil (1965) (BLUS residual pre­
dictors), 2) Koerts (1967), 3) Abrahamse and Koerts (1971), 4) Hedayat 
and Robson (1970) (recursive residual predictors), 5) Larsen and 
McCleary (1972), 6) Tiao and Guttman (1967), and 7) Durbin (1970). 
These predictors will be described in this section and relationships 
I 
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among them will be pointed out. Additionally, a simple residual 
predictor will be advanced, and a heretofore unstated relationship 
between this one and the set of all LUS residual predictors will be 
proved after two characterizations of LUS predictors are noted. 
Most attention In the field of residual predictors has been 
directed towards the prediction of only n-p residuals subject to 
2 
their having variance a and zero covarlance. The following corollary, 
a special case of Theorem 1, can be applied to this restricted pre­
diction problem to obtain a characterization of the set of LUS. 
residual preditors. 
Corollary 1: AX = 0 and AA' =  ^if and only if A = H'P' where 
H'H = p and PP' is the spectral decomposition of M. 
Proof; The corollary follows from Theorem 1 by noting that the 
eigenvalues of are unity and so that the eigenvectors are the 
columns of I 
n-p 
An alternative characterization of the LUS residual predictors is 
given by the following theorem of which the sufficiency part was 
first proved by Theil (1965) and the necessity part by Godolphin 
and de Tullio (1978). 
Theorem 3: AX = 0 and AA' = I if and only if A'A = M. 
n-p 
Proof : (Sufficiency) 
If AX = 0 and AA' = I, then by Corollary 1 it follows that 
A = H'P'. Since H is a square orthogonal matrix, the required result 
is obtained. 
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(Necessity) 
On the assumption that A'A = M = PP', It follows that A = H'P' 
for some orthogonal matrix H since the matrix of eigenvectors of 
M is unique except for multiplication by an orthogonal matrix. 
Again by Corollary 1, it follows that AX = 0 and AA' =» I, which 
completes the proof. 
Perhaps the most primitive residual predictor is obtained by 
first allocating p observations to the estimation of ^  and the 
remaining n-p observations to the prediction of the residuals 
associated with these n-p observations. For this, let the model 
be partitioned as in (2.6). Then, taking Jb = as an estimator 
of and setting Z = gives 
" Zi - h^o\ 
" ZI - Z 
= (-2,1) 2 (2.8) 
as a predictor of This predictor has zero expectation because: 
E(ej^ ) = (-Z,I)X^  
- -ZXoA + Xii 
= -x.g + x.g 
1— i— 
Further, since 
+ ZZ') = [I-XJ^(X'X)~^X^][I + X^X~^X^"4|] 
= I-X^ (X'X)~^ X| + X^ (X(JXq)*'^ X|-X^ (X'X)~^ X^ X^ (X^ XQ)" 
16 
- I-X^ (X'X)"^ X^  + X^ (X^ XQ)"^ X^ -X(X'X)"^ (X'X-XjJXQ)(X^ XQ)"^ X* 
= I, 
the covarlance matrix of (2.8) is I + ZZ' = 
At this stage, it would appear reasonable to assume that (2.8) 
would be a poor predictor of because the estimator of j3 is based 
on only p observations. The following theorem, however, demonstrates 
the existence of a previously unreported relationship between all LUS 
residual predictors and the primitive residual predictor in (2.8). 
Theorem 4: Suppose that the linear •= XJ^  + £ is partitioned as 
in (2.6)i Then, is a LUS predictor of jE^  if and only if 
AZ ° where Z = X^ X^  ^and C'C = 
Proof: (Sufficiency) 
Assume that A^  is a LUS predictor of and partition A into 
(Aq,Aj^ ) where Aq is (n-p)xp and Aj^  is (n-p)x(n-p). From the unbiased-
ness property, it follows that 
0 = AX 
and hence, 
 ^- -Wo' 
= -A^ X 
so that 
A -  AI ( -Z , I ) .  
The scalar covarlance property then gives 
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Hence, 
= AA' 
= Aj^ (-Z,I)("^ ')A| 
= Aj^ (I+ZZ')A^  
• 
"n -
SO that 
Mil ° ^i^ i* 
Now letting M^ i be the positive square root matrix of Mn, it follows 
L 
that Ai = UMii for some orthogonal (n-p)x(n-p) matrix U. Thus, all 
LUS predictors of ^ 1 can be written as 
Ax = UMji(-Z,I)jr 
= UMJI(2I-Z2O). (2.9) 
(Necessity) 
If A^  = C(2i-Z;^ ) where C'C = Mn, then 
cov(Ax) = C(I + ZZ')C' 
= CMïJc 
= CC~^ C'"^ C' 
= I. 
And, since ^ i - was shown above to be an unbiased predictor 
of £1, the proof is complete. 
Attention is now turned toward a presentation of the other 
residual predictors mentioned at the beginning of this section. 
/ 
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The BLUS (Best Linear Unbiased with Scalar covariance matrix) 
residuals were proposed by Theil (1965) to predict only n-p residuals 
with zero expectation and scalar covariance matrix subject to the 
minimization of 
E(_G^  ^ - ^ 2^  ' "-1^ * (2.10) 
Theil showed that the predictor Is given by taking U in (2.9) to be 
the identity matrix. Thus, each LUS predictor is an orthogonal trans­
formation of Theil's BLUS residuals. These results are summarized 
in the following corollary. 
Corollary 2: is a LUS predictor of if and only if is an 
orthogonal transformation of Theil's BLUS residuals. 
L 
Proof: The proof follows directly from Theorem 4 since 
is the vector of BLUS residual predictors. 
Another characterization of the class of LUS predictors was 
given by Farebrother (1978) in terms of the least squares residuals 
e = My = I (2.11) 
L-lJ 
This characterization is stated without proof in the following 
theorem. 
Theorem 5; is a LUS predictor of if and only if where 
W'W = 
The distinction between this characterization and the one with Theil's 
19 
BLUS residuals in Corollary 2 Is that the matrix connecting a LUS 
predictor to the BLUS residuals is orthogonal while the corresponding 
matrix connecting a LUS predictor to is only nonsingular. 
Koerts (1967) reformulated Theil's problem so that the matrix 
A in (2.9) is of dimension nxn and showed that the zero expecta­
tion and scalar covariance matrix conditions give the following 
solution: 
-•i l) 
where = ^ 11 the (n-p)xn matrix obtained by Theil. 
Abrahamse and Koerts (1971) developed a predictor of all n 
residuals which has a specified idempotent covariance matrix and 
minimizes criterion (2.3). This predictor was discussed in the 
previous section as a special case of the general residual pre­
dictor derived there. 
Another set of residual predictors which predicts n-p residuals 
with zero expectation and scalar covariance matrix is the vector of 
recursive residuals. These residual predictors were first described 
by Hedayat and Robson (1970) who used them to test for homoscedasticity. 
The same residual predictors were later used by Brown, Durbin and 
Evans (1975) to test the constancy of regression relationships over 
time. Additionally, Sims (1975) used the recursive residual pre­
dictors to test for serial correlation. The recursive residuals are 
obtained as follows. Successive least squares estimators of ^  are 
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calculated, each based upon an additional observation and, at each 
step, the current estimate of ^  Is used to predict the next residual. 
If the last n-p residuals are to be predicted, the vector predictor 
can be written as where 
'd p+1 
4. 
-1 
(2.12) 
and 
d^ = 1 + 
= (jt,... ,2£^ ) « 
Here it may be noticed that the matrix A in (2.12) can be partitioned 
as (Aq,Aj^ ) where Aq is (n-p)xp and A^  is (n-p)x(n-p) and lower triangular. 
Another representation of the recursive residuals was given by 
Godolphin and de Tullio (1978). These authors showed that the 
recursive residuals can be written as the following product: 
/vi Y / 
d p+2 
\ \J 
1 25^+1 (^p+l^ p+l) Xp+2 
\ 
2p+2(*p+2*p+2 
1 
1^ 
where is given in (2.11), the d^  are defined in (2.12), and 
P^+j (2Ep+j *„) • 
Larsen and McCleary (1972) proposed the calculation of p 
different residual vectors for plotting against the p x-variables. 
21 
These authors suggested calculating the 1th partial residual vector 
P 
i H  
where 0j Is the jth element of the least squares estimator 
A 
 ^= (X'X)~ X'2« It Is then seen that _r^  Is a residual vector 
associated with the prediction of ^  without the explicit use of 0^, 
although does affect through the correlation of with the 
other x-varlables. Larsen and McCleary asserted that these residual 
vectors are useful In assessing the importance of in the presence 
of the other x^ . These residual vectors do not, however, appear to 
have distributional advantages or optlmallty properties when compared 
with the usual least squares residual vector. 
In order to simplify the distributional properties of residual 
predictors, Tlao and Guttman (1967) proposed to adjust the predictors 
using information from an auxiliary experiment. The authors consi­
dered a random sample, y^ ,...,y^ , drawn from a normal population with 
2 
mean y and variance a . It then follows that the residual predictors, 
y^ -y for 1 = 1,...,n, have a common variance a^ (n-l)/n and covarlance 
2 
-a  /n .  Tlao and Guttman proposed the adjustment of adding to each of 
the residual predictors the quantity uo//n where u is a N(0,1) random 
variable Independent of y^ ,...,y^ . The random variables 
" y^-y + uo/Zn 1 = l,...,n 
then constitute a random sample from a normal population with mean 
2 
zero and variance a . 
The vector of residual predictors ^  = Mjr from the ordinary 
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least squares regression has an (n-p)-dimensional normal distribution 
2 2 
with a mean of 0^  and a covarlance matrix of Ma = (I-H)a where 
H = X(X'X) ^ X'. If a is known, then a generalization of Tlao and 
Guttman's vector of adjusted residual predictors is = ei + H^a 
where ^  is distributed as N(0^,I) independently of _e. In this case, 
has an n dimensional normal distribution with a mean vector of 
2 jO and a covarlance matrix of o I. 
If, however, o is unknown, the adjusted residual vector can 
be taken to be Zg = e + H u s where s = E^ 'M^ /Cn-p)]''. The mean 
vector and covarlance matrix of z are now 
—2 
ECZg) - EEECZgIs)] 
= E(0 + H 0 8) 
and 
COV(£2) " EEcovC^gls)] + covEECZgls)] 
= E(Ma^ + Hs^) + cov(0) 
- 0^1. 
It may be noticed therefore that, in the common case when a must be 
estimated, the distribution of is not normal and the distributional 
properties of statistics computed from these no longer linear residual 
predictors are obscure. 
In connection with testing for serial correlation with the 
Durbin-Watson d-statlstlr, Durbin (1970) proposed a set of residual 
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predictors whose distribution does not depend upon the X-matrlx 
in the specified model. The d-statistic will be discussed further 
in Chapters III and V, but for this discussion it will suffice to 
note that d = ^'Ae/^'js where ^  is the vector of ordinary least 
squares residual predictors and A is the matrix: 
1 -1 
-1 2 —1 
(2.13) 
-1 2 -1 
-1 1 
It may be presumed that Dur bin was motivated to derive a new set of 
residual predictors because the distribution of d depends upon the 
values of the x-variables in the specified model. This dependence 
upon the X-matrlx makes it impossible to tabulate tail area critical 
points of the d-statistic for all regressions. As a means of 
avoiding this problem, Durbln proposed another set of residual pre­
dictors which is distributed as though it were the set of least squares 
residuals from the regression on the eigenvectors of A. Calculation 
of the d-statistic with these residual predictors in place of the 
least squares residuals ensures that the distribution of d depends 
upon the matrix A and not upon the original X-matrix. The general 
form of these residual predictors given by Durbln (1970) will now 
be described. 
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Suppose that the X-matrlx of the specified model is the parti­
tioned matrix (X^,Xg) but that it is required to obtain residual 
predictors whose distribution depends upon X = (Xg.Xg), X^  ^  Xg, 
Instead. The problem that Durbin then considered Is that of obtaining 
a set of residual predictors having the same properties as if the 
regression had been performed on instead of (X^,Xg). Most 
commonly, the matrix X^  consists only of a column of ones for the 
Intercept. 
For arbitrary matrices Xj^jX j^and Xg with X^  f X^ , let 
and _Cg be the vectors of ordinary least squares estimates from the 
regression of 2 on the partitioned matrix (X^.Xg/Xg). Suppose also 
2 2 that G^a and GgO are the covariance matrices of and c^ g, and let 
and be the lower triangular square root matrices of and Gg, 
that is F^P' = Gj and F^ F^  - G^. Finally, let X^.g^ = Xj^ [I-X(X'X)~^ X'lX^  
where X = (XgjX^). Under these circumstances Durbln showed that the 
residual vector 
w " Z - \S.i ~ *2-2 " ^3^ 3 *1'23^ 1^ 2 -2 
has the same joint distribution as that of the residuals from the 
least squares regression of _e on X^  and X^ . 
Thus, if the Durbin-Hatson d-statlstic, for example, were to be 
modified by using the residual predictor w Instead of the least squares 
residual vector, then the distribution of this modified d-statlstic 
would not depend upon X^. 
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E. Further Properties and Comparisons of Residual Predictors 
In this section further properties of residual predictors will 
first be examined. These properties Include a measure of average 
Inaccuracy of any residual predictor and inequalities based on the 
covarlance matrix of the vector of prediction errors for residual 
predictors. Lastly, comparisons of several residual predictors will 
be made. 
1. Comparisons of average inaccuracies 
Thell (1965) proposed the following measure of average Inaccuracy 
for any predictor £ of £; 
E(£-_e) ' (£-^) 
, (2.14) 
E(£'_e) 
where if ^  predicts fewer than n residuals, then _e is taken to include 
only those residuals. For later reference, the (2.14) measure will 
be referred to as AI(r), where r is the number of residuals to be 
predicted. 
For the BLU or ordinary least squares residual predictors 
e = it follows that AI(n) = p/n. 
The BLUS residual predictors were defined in Section C of 
this chapter, and it follows from there that 
n=P L 
2(n-p) - 2 I fij 
AI(n-p) - (2.15) 
n - p  
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where the 6^  are the nonzero eigenvalues of 
Similarly, the average inaccuracy for the recursive residual 
predictors (2.12) is 
n-p , 
2(n-p) - 2 % d^" 
Al(n-p) = (2.16) 
n - p  
where d^ =• 1 + xjas in (2.12). 
For the generalized residual predictors (2.5), the average 
Inaccuracy is 
n-p L 
n + tr(B) - 2 I Yi 
AI(n) = (2.17) 
where the are the nonzero eigenvalues of K'MK and B = KEK* is the 
specified covariance matrix of the predictors. It is to be noted 
here that, if B is idempotent, it follows that tr (B) = n-p, in which 
case (2.14) simplifies to 
2n-p - 2 2 Y, 
1 ^ 
n 
Further, if B is the idempotent matrix M, then K = P and Y^  = 1 
(2.17) becomes p/n, the average inaccuracy of the ordinary least 
squares residual predictors. 
Since the BLUS predictors are chosen to minimize E(^ -^^ ) ' (^e^-^G^), 
it follows that the average inaccuracy of the BLUS predictors is less 
than that of the recursive residual predictors. Thus, the following 
inequalities hold 
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2(n-p)-2 Z ^ 2(n-p) - 2 
1 
that is 
2. Properties of the covarlance matrix of prediction errors 
Grossman and Styan (1972) proved an optimallty property of the 
A 
BLUS residual predictors. For this, let Eg = (^ -j -^Ej )^ ' and 
= E(A^ -^ j^) (Ajjr-Ej^ ) ' where is the BLUS predictor of _e^ and 
any LUS predictor of Grossman and Styan then showed that the 
ith largest eigenvalue of E^ is less than or equal to the 1th largest 
eigenvalue of E^. Thus, the BLUS residual predictors not only minimize 
the trace of E^ but also each eigenvalue of Eg. Inequalities based 
on the prediction errors of the generalized residual predictor (2.5) 
will be established next. 
Since the generalized residual predictor ^  in (2.5) predicts 
JE with a specified covarlance matrix B and ^  = Mjr predicts _£ without 
that restriction, the utility of the covarlance restriction may be 
questioned. It may, for example, be conjectured that 
A • A " • 
E(£-^) ' (^-_e) 2 E(je-e_) ' (^ -_e) . This inequality is true and can, in 
fact, be sharpened to the following equality: 
E(_e-jE) ' (_G-^ ) " E(£-_e) ' (jB-_é) + E(^ -^  • (^-^) (2.18) 
as will now be shown 
Proof : First, 
E(£-^ )'(j^ -£)/a^  = tr(A-I) ' (A-I) 
= tr(A'A - A'-A + I) 
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" tr(AA') -2trA + n 
= trB + n - 2trA. (2.19) 
Second, 
E (£-£)'(e^-£^)/a^ = tr(M-I)'(M-I) 
» tr(M'M-M'-M+I) 
= tr(I-M) 
- p . (2.20) 
Third, 
E(e-e)'(e-e)/o^ = tr(M-A)*(M-A) 
= tr(M'M-M'A-A'M + A'A) 
" tr(M-A-A'+A'A) 
I " trM - 2trA + tr(AA') 
- tr(B) + n-p - 2trA. (2.21) 
The equality (2.18) is now obtained by combining the right-hand sides 
of equations (2.19), (2.20), and (2.21). Equality (2.18) is a new 
result which provides a generalization of a similar equality proved 
by Koerts (1967) for the BLUS residual predictors. 
An equality similar to (2.18) also holds for the corresponding 
matrices, that is, 
E(£-£) (£-£)' " E(e^ -e) (£-£) ' + E(£-je) (e^ -£) ' . (2.22) 
Proof; First, 
E(£-je) (£-^) Vo^ " (A - I)(A-1)' 
= AA' - A-A' + I 
" B - A-A' + I. (2.23) 
29 
Second, 
E(e-^ ) (e-e.) '/o^  = (M-I) (M-I) ' 
« MM' - M-M' + I 
- 1 - M. (2.24) 
Third, 
E(je-^ ) '/o^  " (M-A) (M-A) ' 
= MM' - MA' - AM' + AA' 
- M - A '  -  A  +  B .  ( 2 . 2 5 )  
As for (2.18), the equality (2.22) Is established by combining the 
right-hand sides of equations (2.23), (2.24), and (2.25). Equality 
(2.22) is a new finding which provides a generalization of a result 
givjen by Neudecker (1969) for the (n-p)-vector of BLUS residual 
predictors. 
3. Comparisons of residual predictors 
Theil's BLUS residual predictors were the first ones developed 
for the prediction of the true unbbservable residuals and, for the 
most part, subsequent predictors were developed to correct some 
deficiency of the BLUS residuals. In fact, Thell proposed the BLUS 
residual to remedy objections about the ordinary least squared pre­
dictor e^  = M^ In that some of the test statistics based on je have 
complicated distributions which may depend upon the X-matrix. If, 
instead, the test statistics use the BLUS residual predictors, then 
the distributions become much simpler and do not depend upon the 
values of the X-matrlx. 
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Âbrahamse and Louter (1971) raised two objections to the BLUS 
predictors. The first one is the nonuniqueness associated with the 
problem of choosing which set, out of the (^) possible sets, of n-p 
residuals to predict. The second objection concerns the loss of 
power due to the scalar covarlance matrix requirement when the BLUS 
predictors are used in place of je. Towards removing these objections, 
Abrahamse and Louter proposed a predictor of all n residuals which 
has a specified Idempotent covariance matrix of rank n-p. Although 
this estimator removes the nonuniqueness objection, it raises the 
problem of which matrix to choose for the covariance matrix of 
Abrahamse and Koerts (1971) provided a partial solution. As a 
basis for the covariance matrix of £, they suggested using the 
eigenvectors associated with the largest (n-p) eigenvalues of the 
matrix (2.13). The authors suggested this basis when the "regression 
vectors correspond to a polynomial trend" and when the first- and 
second-order differences of the x-variables are small in relation 
to the ranges of the x-variables. 
The residual predictor suggested by Durbln (1970) is similar 
to that suggested by Abrahamse and Koerts (1971) with respect to the 
requirement of removing the X-matrlx from the distribution of the 
residual predictor. Durbln's predictor was described in Section D 
of this chapter. Sims (1975) later pointed out that Durbln's pre­
dictor is not as good as that of Abrahamse and Koerts in the sense 
that the former can differ substantially from the least squares 
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residual vector je = when the predictor of Abrahamse does not. 
Theil (1965) handled the nonunlqueness problem with the suggestion 
that the choice of which n-p residuals to estimate should be based on 
intuitive ideas for maximizing the power of the test statistic using 
the residuals. For example, if the test is for autocorrelation then 
the components of ^  that are estimated should be consecutive. If 
concern exists about a monotone trend of the variance of the residuals 
over time, then the sum of squares of the first (n-p)/2 residuals can 
be compared with that of the last (n-p)/2 residuals. 
Another criticism of the BLUS predictors was given by Hedayat 
and Robson (1970) who claimed "that an apparently anomalous trans­
formed residual (of Theil's) cannot be associated with some partic­
ular design point." More generally, Obenchain (1975) objected to 
transformations that destroy "the identity of the original observa­
tions, design points (rows of X), and residuals by taking combinations 
of their original elements." As an alternative to the BLUS predictors 
Hedayat and Robson suggested recursive residual predictors. Phillips 
and Harvey (1974), however, used Monte Carlo techniques to show that 
the power of the von Neumann ratio for detecting serial correlation 
is greater when used with BLUS residuals than with recursive residual 
predictors. 
The objection that each BLUS residual predictor does not 
correspond to a design point is not a valid one as the following 
argument, due to Theil (1968), shows. 
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Taking the model as partitioned In (2.6), let and 
take the spectral decomposition of Xq(X'X)~^Xq 
to be Xq(X'X)~^ X  ^ = QDqQ'. Further, let W = Xq^ QD^'Xq. 
It follows that the BLUS vector can be written as ~ ^ l~^ i— 
where 
B. = W CG + (I - W)Ç^ 
and the usual least squares estimator of Is 
b = W^ Cg + (I-W^)£j^. 
A ^ 
Thus, with the BLUS residual predictor written as - Xj^ , 
it is obvious that the BLUS predictors do correspond to the design 
points of X^ . 
This completes what is needed for present purposes on 
residual predictors. For further study, the reader may be referred 
to Thell (1965), Cox and Snell (1968), Abrahamse and Koerts (1971). 
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III. AUTOCORRELATION AND MISSPECIFICATION 
A. Introduction 
The first topic of this chapter is autocorrelation. After 
autocorrelation is defined, the problems it causes are discussed 
and methods for adjusting the ordinary least squares estimation 
procedure are described. The second topic is misspecificatlon 
which is first discussed in general terms and then in more detail 
for three types of misspecificatlon. Lastly, autocorrelation 
effects attributable to model misspecificatlon (for example, those 
caused by parametric contamination of the residuals) are investigated. 
The traditional general linear model, together with its prop­
erties and the usual assumptions will be restated here for reference 
in this chapter. The model is + £ where X is a known non-
stochastic nxp matrix of full rank, _3 is an unknown pxl parameter 
vector, and JE is the unobservable disturbance vector with a null 
2 
mean and scalar covariance matrix a I. Distributional results will 
be based on the assumption that ^  has a multivariate normal distri­
bution. The following properties of the above general linear model, 
for example from Draper and Smith (1966), are collected below in 
(3.1) for future reference: the ordinary least squares estimator 
A A 
of the vector of predicted values the resulting least squares 
residuals je = 2. ~ and the mean vector and covariance matrix for 
each of these three statistics. 
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Ô = (x'x)-lx'jr E(g) = B 
8 + (X'X)"^ X'e cov(0) = (X'X)"V 
% = XB E(2) = X_3 
Xg + X(X'X)"^X'e cov(y) = X(X'X)~^X'a^ 
= Me 
E(e) = 0 
cov(e) = Ma^ 
(3.1) 
B. Autocorrelation 
When autocorrelation is present in some situations, an auto­
correlation model described below may be appropriate. Instead of 
the scalar covariance matrix assumption given in Chapter II, a 
weaker assumption will then be relevant. When normality is assumed, 
the zero covariance of the residuals in the specified model ensures 
that they are pairwlse Independent. This means that the residual 
associated with one observation is not Influenced by the residuals 
associated with the other observations. In other words, the devia­
tion of one observation from its expected value is not influenced 
by the deviations of the other observations. When this independence 
assumption on the covariance structure of cannot be sustained, a 
commonly made assumption is that the relationship between successive 
residuals can be expressed as 
'1+1°" =1 + "i+i (3.2) 
where - 1 < p < 1 and the u^ are Independently and identically 
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distributed with mean zero and variance By successive sub­
stitutions, it is then easy to show (Johnston 1972) that 
where (1-p^ ). 
2 
Thus, the covariance matrix of e can be written as a^ V where 
(3.3) 
1 p p 
p i p  
n-1 n-2 n-3 p p p , 
n-1 
n-2 (3.4) 
If the subscripts i and j have some spatial or temporal interpreta­
tion, then the correlation given by (3.3) has the appealing property 
of diminishing as the distance or time between residuals and 
increases. 
Johnston (1972) gave some undesirable consequences of auto-
correlated residuals. Although the ordinary least squares estimator 
of ^  given in (3.1) is unbiased, its variance may be larger than that 
of estimators which take the autocorrelation into account. Conse­
quently, the predictions based on the usual least squares formulas 
may have large variances. Another consequence is that the usual 
least squares estimator of the residual variance is likely to be an 
underestimate, and in any case the test statistics for linear 
hypotheses are affected. In particular, the distribution of the 
test statistic for a linear hypothesis no longer has an F-dlstri-
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bution. Alternative procedures for use in the presence of auto­
correlation will be discussed later. 
The simplest estimator ivsually given for p is 
n-1 n „ 
r = I e^ e ./ I e^  (3.5) 
i=l  ^ i=l 
where the e^  are the ordinary least squares residuals. The most 
commonly used test to detect autocorrelation was given by Durbin and 
Watson (1950, 1951) and is based on the well known Durbin-Wat son d-
statistic; 
n-1 - n „ 
d o I («i-ei+i) / pi 
where A is the matrix given by (2.21). The relationship between 
2 2 r 2 
r and d is d = 2(l-r) - (e^  + e )/^ e.. If, instead, d were defined 
n  2 ^ 2 ^ ^  
to be d' = 1^®!"®!+!^ where e^^  ^= e^^, then the relationship 
would simply be d' = 2(l-r). The importance of the above complicating 
2 2 r 2 term (e^ + e^ )/ 2,6^, decreases as n increases. Thus, for purposes of 
interpretation the values of d near zero (four) provide evidence for 
positive (negative) autocorrelation and values near two for no auto­
correlation. 
In passing it may be noted that because of the above relation­
ship between d and r, it follows that r might be used for d as an 
autocorrelation test statistic. On this, Watson (Department of 
Statistics, Princeton University, private communication, 1982) remarked 
that there is little to choose between the two statistics. Durbin 
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and Vatson (1950), In fact, stated that the d-statlstlc was chosen 
"partly for reasons of computational convenience and partly because 
of similarity to von Neumann's statistic" (1941). 
Durbln and Watson (1950) showed that 
E(d) " [2(n-l) + tr(MA)]/(n-p), 
so that the distribution of d depends upon the regressor matrix X. 
This dependence upon X restricts the usefulness of d since Its 
critical values vary from one set of data to another, even If the 
model and number of observations remain the same. Durbln and Watson, 
however, were able to show that d Is bounded by random variables d? 
from below and d^  from above and that the distributions of these 
variables are free of X. The null hypothesis of zero autocorrelation 
Is rejected In favor of the alternative of positive (or negative) 
autocorrelation If the calculated d (or 4-d) Is less than the critical 
value for d^. If d (or 4-d) falls between the critical values for d^  
and dy, the test Is Inconclusive and other more approximate procedures 
must be used (Johnston 1972). 
One alternative to using the Durbln-Watson d-statlstlc is to use 
another statistic, dg, for which a set of Thell's (1965) BLUS residuals 
is substituted for the least squares residuals in the definition of the 
Durbln-Watson d. Since the distribution of the BLTJS residuals is free 
of X, the distribution of dg is also free of X. Thus, its critical 
values depend only upon the number of observations and the number of 
estimated parameters, but not on the particular values of the x-varlables. 
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Alternatives to least squares estimation in the presence of auto­
correlation have been developed. One common method is the Cochrane-
Orcutt procedure (Johnston 1972). Respecting this, it follows from 
(3.2) that 
^1+1 - P^ i " 4+1  ^+ "l+l - + "i) 
- (Jfl+l - Pii) '1 + - P^ i 
- (ii+i - Pii) 'i + P^ i + "i+i - P^ i 
= <2Li+i - P2ii)'i + "i+i (3.6) 
so that the - py^) quantities have a scalar covarlance matrix. 
Letting ^  and p denote estimates of ^  and p, the sum of squared 
residuals is 
n-1 n-l 
Ï "i = % [(yi+i - ppi) - (211+1 - p2.i)i]^  • (3.7) 
The Cochrane-Orcutt procedure begins with any estimate of p which is 
used to estimate 8 in (3.6) by minimizing (3.7). Then this estimate 
of ^  is used to estimate p by again minimizing (3.7). This iterative 
process continues until the differences of the estimates ^  and p are 
very small from one iteration to the next. 
Praia and Winsten (Johnston 1972) developed a more intuitive 
estimation procedure making use of the inverse of the matrix V in 
(3.4). The inverse of V Is: 
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.-1 
1 - p' 
1 
-P 
0 
0 
-P 
1+p -p ... 
0 0 0 
0 0 0 
0  0  . — p  1 + p  — p  
0  0  . . .  0  — p  1  
First, the ordinary least squares residuals from the regression 
of % on X are used to estimate p as r in (3.5). Next, r replaces 
p in V  ^to give V and finally ^  is estimated by _& = 
The last estimation procedure to be discussed here is Durbin's two-
step procedure. As follows, this procedure is based on the substitution 
of the autocorrelation relation (3.2) into the linear model: 
i^+l " + =1+1 
ii+ii + P^ i + "i+i 
pyi + 2Li+il - Pile + "1+1' (3.8) 
The first step is to obtain the ordinary least squares estimate of p, 
say r, as the coefficient of y^  in (3.8). In the second step r is 
substituted for p in relation (3.6) and the ordinary least squares 
estimate of ^  is obtained. 
C. Misspecification 
Among the earliest papers specifically mentioning misspecification 
are those by Griliches (1957) and Theil (1957) which were mainly con­
cerned with omitted variables in economic applications. Ramsey (1970) 
separated specification errors into two classes. Of these, the first 
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error may be regarded as a type of sampling error in that the popula­
tion from which the sample was drawn (or is assumed to have been drawn) 
is not the population to which inferences are required. 
Given that the sampled population is appropriate, the second 
type of specification error is the use of an Incorrect model to relate 
the variables of interest. There are many ways for the model to be 
Incorrect; examples are: 
1) A scalar covariance matrix for the residuals in the model 
may be specified when in fact the residuals are auto-
correlated or heteroscedastic. 
2) The functional form relating the dependent variable to 
the Independent variables may be incorrect. For example, 
a linear model may be specified when an appropriate one 
is nonlinear. 
3) Independent variables necessary to explain the dependent 
variable may be omitted or extraneous ones may be included. 
4) The parameter vector may change over time. 
Combinations of these and other Incorrect specifications are of 
course possible. Hahn, Feder and Meeker (1978b) pointed out that 
an Incorrectly specified model may still be useful; it may, for 
example, predict very well within restricted experimental circum­
stances. But in general when inferences are to be drawn about the 
parameters in the model, a correctly specified one is desirable. 
For the remainder of this thesis it will be assumed that the 
sample population is, in fact, the desired one and discussion of 
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Incorrect specification will be restricted to the following three 
cases of misspecification in the general linear model: 
1) the incorrect omission of independent variables, 
2) the inclusion of extraneous independent variables, and 
3) the combination of both omission and inclusion. 
These three situations will be more explicitly described below; 
but first, mention will be made of two articles, Mittelhammer (1981) 
and McCallum (1972), which bear peripherally on the topic of this 
thesis. 
Mittelhammer (1981) considered the use of an underspecified 
model when additional prior unbiased information, RB + V = ij, is 
available on the parameter vector where ju is a random vector with 
known covariance matrix and R and V are known matrices. Thell and 
Goldberger (1961) developed what they called a mixed estimator of 
basing it upon both the observations and the prior Information. 
They showed that the mean square error of the mixed estimator is 
less than that of the ordinary least squares estimator when an 
appropriate model is specified. Mittelhammer showed that this 
property does not necessarily hold when the general linear model is 
underspecified. 
McCallum (1972) noted that sometimes an independent variable, 
known to be relevant, must be omitted from the model, for instance 
observations may not be available or may be too costly to take. 
Intuitively, it had been thought that the use of a proxy variable. 
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correlated with the omitted variable, would not reduce the bias 
resulting from the underspeclflcatlon If the residual error was 
larger than the variance of the proxy variable. McCallum, however, 
showed that the asymptotic bias is always reduced when a proxy 
variable Is used rather than when the unavailable variable is 
omitted altogether. 
Intuitively, underspeclflcatlon appears to be a more serious 
problem than overspecification, since at first sight the main 
penalties for overspecification arise from the "wasting" of degrees 
of freedom which could have been used to Improve the estimate of the 
residual variance. Some consequences of these errors of mlsspeclfi-
catlon were investigated by Rao (1971), Deegan (1976), and Hahn et al. 
(1978a, 1978b). These, and some other consequences will now be 
summariz ed. 
Underspeclflcatlon occurs if the appropriate model is 
E(2) = X6 + Z% (3.9) 
but instead the following model is estimated 
E(i) = XI . (3.10) 
In this case, the variables in the matrix Z have been Incorrectly omitted. 
When the underspeclfled model (3.10) is estimated, the ordinary least 
squares estimator of g is 
i = (X'X)"^X*^ 
= (x'x)~^x'(x_e + z% + E) 
= _g + (X'X)'^X'Zjx + (x*x)~^ x'£. 
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The expectation vector and covariance matrix of ^  are 
E(i) - 1 + (X'X)"4'Zi (3 11) 
cov(j8) » (X'X)~^ a^  , 
where cov(v) = E(w') - E(v)E(v') for any random vector v. Thus, 
when an underspeclfled model Is used, the ordinary least squares 
estimator is biased to the extent given by the matrix (X'X)~^X'Z 
in (3.11). This matrix was termed the alias matrix by Hahn et al. 
(1978b), who showed that the alias matrix gives the same confounding 
results as does the alias structure commonly used for fractional 
replicates in experimental design theory. They also illustrated 
the use of a computer program to examine bias weights if certain 
independent variables are omitted from the model. 
If the appropriate model (3.9) were estimated, then the covariance 
matrix of the parameter estimator would be 
-1 
_2 /^\ fx'x x'zl 
Z ' Z J  
(3.12) 
(X'MgX)"! -(X'M2X)~^X'Z(Z'Z)"^ 1^2 
-(Z'Z)"1Z'X(X'M2X)"1 (Z'Z)"^ Z[X(X"M2X)"^ X'+I]Z(Z 
where => I-C(C'C) ^C' for any matrix C of full rank. Rao (1971) showed 
that the variance of any 0^ estimated from the underspeclfled model is 
less than or equal to that obtained when the correctly specified model 
is used, equality being obtained when X is orthogonal to Z. In addition. 
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Rao showed that Incorrectly omitting an Independent variable whose 
parameter coefficient is smaller in magnitude than the standard 
deviation of its estimator in the correctly specified model will 
decrease the mean square error of all the parameter'estimators in 
the underspecified model. At this point it appears then that the 
only penalty for underspecifying the model enters through the bias 
of the parameter estimators and that the precision has actually 
increased. The following specific treatment of the variance esti­
mators shows, however, that this is not so. 
The ordinary least squares residuals from the underspecified 
model are given by 
je " Mjr 
I 
= M(X_B + Z% + e) 
= M2^  + Me 
and the residual sum of squares by '^je = %'Z'MZ% + The expecta­
tion vector and the covariance matrix of e^ are E(^ ) = HZy_ and 
2 
cov(^ ) = Mo and the expected residual sum of squares is 
2 E(£'_e) = 2'Z'MZj^ + (n-p)a . Thus, while the variance of a parameter 
estimator is decreased by omitting other variables from the model, 
the actual estimate of that variance may be increased due to the 
bias of the residual mean square estimator. 
The last consequence of underspecification to be considered 
here is the effect on prediction. The predicted vector of observa­
tions obtained from the underspecified model (3.10) is 
45 
= X(X'X)"^ X'(X^  + Z% + JE) 
- X^ + X(X'X)"^ X'Z% + X(X'X)"^X'£. 
Thé expectation of this vector is 
A 1 
E<2) - X_g + X(X'X)"^ X'Z% (3.13) 
and the covarlance matrix Is cov(2) = X(X'X) ^ X'a^ . Both moments 
are affected by the underspecificatlon since, under the correct 
model, the moments are 
E(2) - Xe + Zx (3.14) 
and / \ 1 
/x'x x'zp X' -
cov(2) " (X Z)IZ'X Z'Z) Z' o 
- [MgX(X'MgX)''^X'Mg + Z(Z'Z)~^ Z']a^  . (3.15) 
The biases of E(jB) and E(_j^) will now be examined in more detail. In 
particular, the effect of the alias matrix (X'X)~^X'Z on the bias of 
E( )^ in (3.11) will be shown to he quite different from its effect on 
the bias of E(j^) in (3.13). It may be noted that the alias matrix 
(X'X) ^ X'Z is the ordinary least squares estimator of F in the model 
E(Z) " Xr. Thus, X(X'X)"1X'Z is a predictor of Z. If the linear 
relationships between the variables in X and those in Z are strong 
(as measured by the multiple correlation coefficients, for example), 
then X(X'X) X'Z should be a good approximation to Z. It follows then 
that (3.13) should be a good approximation to (3.14) and correspondingly 
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(3,11) a poor approximation to In summary, when the omitted 
variables have a strong linear relationship with those Included in 
the underspecifled model, the parameter estimators will be more 
strongly affected than the predicted values. As before, the 
variances of the parameter estimators are reduced when variables 
are omitted; but for the case of strong linear relationships between 
the X and Z variables, the estimator of the residual variance will 
not be as greatly Inflated since the predicted values are not 
greatly affected by the underspeciflcation. The conclusion then, 
for the case when omitted variables have strong linear relationships 
with variables in the underspecifled model, is that the parameter 
estimators are more severely biased than the predicted values and 
the estimator of the residual variance. Thus, tests and confidence 
Intervals for the parameter vector are likely to be much affected 
and those for predicted values less affected. Up to this point 
attention has been focused on bias for the case when strong linear 
relationships obtain between the independent variables included in 
the model and those omitted. As the strength of the linear relation­
ships between the included and omitted variables decreases, the 
expectations obtained above show that the bias of the parameter 
estimators also decreases but that the bias of the variance esti­
mator and predicted values increases. 
At this point, it is worth noting the effect of multlcollinearity 
when the variability of a parameter is assessed. A high degree of 
multlcollinearity creates an ill-conditioned X'X matrix, from which 
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it follows that the diagonal elements of (X'X)-l are large. Since 
* -12 
the covariance matrix of 3 for model (3.10) is (X'X) o ,it follows 
that the variances of some of the parameter estimators are large in 
the presence of high multicollinearity. If the variables causing 
the multicollinearity can be identified, then their exclusion from 
the model will reduce the parameter variances. If these variables 
are omitted, then it has been shown above that the predicted values 
(and hence the residual variance estimator) will not be as severely 
biased as the parameter estimators, so that tests and confidence 
intervals for prediction purposes will have greater validity. Thus 
if the purpose of the regression model is prediction, then the small 
amount of prediction bias resulting from the omission of variables 
causing high multicollinearity may be an acceptable consequence in 
order to reduce the prediction variance. If, on the other hand, the 
purpose is to make inferences about the parameter vector then a 
more desirable alternative is the use of a technique such as ridge 
regression wherein an estimate of 3^  with small but nonzero bias is 
used to minimize mean square error. 
To Illustrate the above results they will be presented for the 
case when the appropriate two-variable model is E(^ ) = 
and the underspecified model is E(^ ) = X3, 3 and y being scalars. 
For this example, the results are more easily presented after trans­
formation of the independent variables through division by the square 
roots of their respective sample sums of squares, s^  and s^ . Thus 
the model becomes 
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E(y^ ) - x^ e + z^ Y 
" (x^ /Sjj)(0s^ ) + (Z^ /S^ )(Y8^ ) 
« x*^ B* + z*Y*. 
For notatlonal ease, however, the transformed Independent variables 
and parameters will hereafter still be denoted by 3c3 and ^ y* NOW, 
if r = the results for the appropriate model are easily shown 
to be: 
1 - r 
x'-rz' 
z'-rx' 
E(e) - 8 
var(3) • a^ /(l-r^ ) 
E(^ -xâ - ZY)'(Z - xS - ZY)/(n-2) = 0^  
1^ " *1^  + (*-*•£)' + Z^ Cz^ -rx) ' WCl-r^ ) 
= X^ 3 + Z^ Y 
var(y^ ) - + a^ (Z^ -rX^ )^ /(l-r^ ) . 
The corresponding results for the underspecified model are: 
3 = x'^  
E(3) = 8 + ry 
A 2 
var(3) =0 
E(2-X3)'(2'^ 3)/(n-l) - + Y^ (l-r^ )/(n-l 
1^ ' *iG *l*Y + *iX'£ 
E(y^ ) » X^ 3 +Xj^ rY 
var(y^ ) - X^ o^  . 
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It Is now easy to see. In this case, the general effects of using 
an underspecified model; some particular effects are: 
1) 0, the predicted values, and the residual variance 
estimator are all biased, 
2) The expectation of the residual variance estimator is 
increased. 
3) The variance of 3 and the predicted values are decreased, 
although the estimated variances may be increased due to 
2 
the bias in the estimation of a . 
As the correlation between x and ^  increases in absolute value, the 
following results hold: 
4) The bias of 3 increases while those of the residual variance 
estimator and the predicted values decrease. This arises 
because x^ r approaches as |r| increases. 
5) The variance of 3 in the appropriate model increases although 
no general conclusion can be made about that of the predicted 
2 
values since both the numerator and denominator of ( z^ -x^ r^) / 
(1-r^ ) decrease as |r| increases. It may be noted, though, 
that the variance of a predicted value from the underspecified 
model will always be smaller than that from the appropriate 
model. 
6) The bias of the residual variance estimator decreases, so 
that inferences made about the predicted values should be 
less affected by the underspecification than inferences 
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drawn on the parameter estimators themselves. 
Now consider the problem of overspecification created by esti­
mating model (3.9) when the appropriate model is (3.10) noting that 
model (3.10) can be written as E(2) = (X,Z)^ ^^ . In this case, the 
ordinary least squares estimator for the overspecifled model is 
" A " p • -1 - • 
1 » X'X x'z X' 
Y z'x Z'Z Z' 
. a 
and it Is unbiased since 
-1 r* *1 
1 X'X X'Z X' 1 
E >> 
= [X,z] 
1_ Z'X Z'Z z* 0 
i' 
0 
The covariance matrix of Is given by (3.12), and it follows that the 
variance of any estimated from the overspecifled model is greater 
than or equal to that obtained when the correctly specified model is 
used, equality being obtained when X is orthogonal to Z. Since from 
the overspeclfied model, is unbiased the predicted values and the resi­
duals are also unbiased. Thus, the residual variance estimator is an 
2 
unbiased estimator of o but, however, it has only n-p-q degrees of 
freedom as compared to n-p for the correctly specified model where q 
is the rank of Z. The covariance matrix for the predicted values using 
2 2 
the appropriate model is X(X'X) X'a and the covariance matrix using 
the overspeclfied model is given by (3.15). Comparisons between these 
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two covariance matrices are difficult to make; but If X Is orthogonal 
to Z, then (3.15) becomes tX(X'X)"^ X' + Z(Z'Z)"^ Z*]a^ . It Is accordingly 
clear that when orthogonality holds, the variance of a predicted value 
Is Increased by overspeclfylng the model. 
The doubly unfortunate case of both under- and overspeclflcatlon 
occurs when the appropriate model is (3.9) and the following model is 
estimated Instead: 
E(^ ) = Xjg + Wa, W / Z . (3.16) 
In this case, the variables in the Z matrix have been Incorrectly omitted 
while the variables in the W matrix have been needlessly Included. Since 
model (3.9) can be rewritten as E(^ ) = X^  + Z% + WO , It follows that 
model (3.16) can conveniently be considered as an underspecified model. 
Thus, from the above discussion of underspecification it follows that 
the ordinary least squares estimator of the predicted values, and 
the estimators of variances will all be biased. It is not possible, 
due to the unnecessary inclusion of the W matrix, to give the direction 
of the bias of the variance estimators in general. For completeness, 
the expectation of the least squares estimator of ^  using the mis-
specified model (3.16) is here given as ^  + (X'M^ ) ^X'M^ Zj^  while the 
covariance matrix is (X'M^ ) Instead of (X'M^ X) . The expecta­
tion of the predicted values is given by X^  + (X'M^ ) and the 
covariance matrix is [M^ (X'M^ X)''^ X'M^  + W(W'W)"^ ']cf^  Instead of 
that shown in (3.15). 
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D. A Relationship between Autocorrelation and MisspecifIcation 
Griliches (1966) was, it appears, one of the first to comment on 
the relationship between autocorrelation and misspecification. He 
wrote that "Instead of interpreting the finding of serial correlation 
in the residuals as saying that the assumptions made about the random 
component are wrong, it is probably much more fruitful to draw the 
conclusion that the assumptions about the systematic component (the 
specifications of the original model) are wrong." Carr (1972) gave 
an example to illustrate this point. In this, although the results 
of the original regression model were easily interpreted, serial 
correlation was detected by the Durbin-Watson test and a Hildreth-Lu 
iterative procedure was used to provide regression coefficient esti­
mates valid in the presence of serial correlation. Surprisingly, the 
results of this procedure were not useful because the estimated co­
efficients were not consistent with knowledge of the processes that 
generated the data. Closer examination of the data revealed that it 
was more appropriate to estimate two regression lines due to the 
influence of a major technological Innovation. Results from these 
two separate regressions provided a useful analysis, and there was 
then no evidence of serial correlation in either regression. 
The decision as to whether sample autocorrelation among the 
residuals is caused by serial correlation of the true residuals or 
by an omitted variable or both is an important one. For, under the 
former assumption the residual variance is likely to be underestimated, 
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while under the latter assumption it is likely to be overestimated. 
An appropriate question at this point is "what effect does an 
autocorrelation correction procedure have on the estimator of j0 
when the real problem is underspecification rather than serial 
correlation?" McCallum (1976) and Chaudhuri (1977) investigated this 
question with respect to the Cochrane-Orcutt, Prais-Winsten, and Durbin 
two-step procedures, for all three procedures the conclusion reached 
is that they do not necessarily provide a better (in the sense of 
reduced asymptotic bias) estimator of ^  than the usual ordinary least 
squares estimator from the underspecified model and certainly not one 
which is better than the estimator from the appropriately specified 
model. 
It is intuitively obvious, a point which will be examined in 
greater detail in this thesis, that an omitted variable which is auto-
correlated will cause the residual estimates to exhibit high sample 
serial correlation unless it is canceled or masked by another omitted 
variable. It is equally obvious that an omitted variable with no 
sample serial correlation will not give rise to serially correlated 
residuals. These points will also be addressed at length later in 
this thesis. 
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IV. DETECTION OF MISSPECIFICATION IN THE GENERAL LINEAR MODEL 
A. Introduction 
For the purpose of this thesis, methods for the detection of 
misâpecification can be divided into informal and formal procedures. 
Included among the former techniques are residual plots, probability 
plots, and simply "looking at the residuals." These informal proce­
dures have been described by Anscombe (1961), Draper and Smith (1966), 
Wilk and Gnanadesikan (1968), and Hosteller and Tukey (1977). This 
chapter is more concerned with formal procedures that can be used to 
examine whether the fitted model is appropriate without having a 
specific alternative model under consideration. For this type of 
test, the null hypothesis is that the model is correctly specified 
and the alternative hypothesis is that it is not. In general, these 
tests are much less powerful than the traditional tests which are 
derived to test a specific alternative model. For example, in 
linear model theory, consider testing the null hypothesis Hg = jO 
against the alternative HS = a, where H is any specified full rank 
matrix and ai any specified vector whose dimensions are conformable 
with those of For such situations, Lehmann (1959) showed that 
the usual F-test is uniformly most powerful among all tests whose 
power function depends only upon . 
Nonparametric tests are not considered in this thesis and 
instead the true residuals under the null hypothesis are assumed to 
have a multivariate normal distribution with null mean vector and 
scalar covariance matrix. 
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B. Formal Procedures 
Ramsey (1974) divided formal tests into two groups, general 
and specific tests. The latter usually require the more data and 
the alternative hypothesis is the more detailed one. A general test 
is required when the alternative hypothesis is nonspecific and when 
observations are not available for a needed variable. 
Two groups, somewhat similar to Ramsey's, were used by Goldfèld 
and Quandt (1972) who divided testing procedures into constructive 
and nonconstructive groups. Both types may be used to test the same 
hypotheses, but a constructive test also provides alternative parameter 
estimates if the null hypothesis is rejected. On the other hand, a 
nonconstructive test is designed simply to examine the presence or 
absence of a property. The usual F-test for inclusion of a variable 
in regression analysis provides an example of a constructive test, 
while an example of a nonconstructive test is given by the lack-of-
fit F-test for the case when several y-values are observed for each 
set of x-values. The alternative hypothesis under consideration in 
this chapter is simply that the hypothesized model is incorrectly 
specified, so that the test is necessarily nonconstructive in the 
above sense. 
Steece (1979) considered a Bayesian approach to model adequacy. 
He assumed either that replicated data exist, or if not, that an 
external estimate of the variance is available; this estimate is then, 
in fact, taken to be the population variance of the e-residuals. In 
order to describe Steece's procedure, assume that there are k replica-
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tlon classes with the 1th class containing n^  observations: 
for i = 1 k and j = l,...,n^ . Let the model be 
2 = f (X.i) + G 
where X is the matrix of input variables, £ is the unknown parameter 
vector, f the postulated functional form between X and and the 
residual vector. Lastly, Steece assumed that any misspecification of 
the model is the same for all observations within a replication class. 
Thus, Steece expressed the mean vector of observations as 
E(x) = f (X,B) + LQ 
where 
L = 
I 
and is a vector of length n^  all of whose elements are equal to 
unity. Model inadequacy is then exhibited in the unknown parameter 
vector Assuming a noninformative prior distribution for j9, and 
0, Steece developed a test of the null hypothesis J0 = jO against the 
alternative ^  0. His test with replicated data for a linear model is 
exactly the usual F-test for the general linear hypothesis J, = 
Similarly when there is no replicated data but a is known, the test 
is equivalent to the classical linear model procedure for testing 
£ = 0^ . It will be shown, however, that this approach has a disadvan­
tage when the functional form is f(X,^ ) = X^  and the misspecification 
is that of an omitted regressor variable. If the values of the 
omitted regressor variable are not the same for replicate values 
of the regressor variables Included in the model, then the 
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estimate of the residual variance will be Inflated, so that the ability 
to detect the omitted variable Is decreased. It will be recalled that 
this consequence of underspeclflcatlon was discussed in Chapter III. 
Hausman (1978) suggested an interesting test for misspecification. 
Under the null hypothesis of correct specification, let be an esti­
mator of jB which is consistent, asymptotically normal, and efficient 
in the sense that, asymptotically, it attains the Cramer-Rao lower 
bound. Suppose ^  is biased and inconsistent under the alternative 
hypothesis of misspecification, but another estimator is consistent 
under both the null and alternative hypotheses. Since, under the null 
hypothesis,attains the Cramer-Rao lower bound, it follows that 
is not efficient. The quantity 5(6^ -^ )^, however, asymptotically 
approaches the zero vector under the null hypothesis but not under 
the alternative. Hausman showed that g. and have zero co-
—1 
variance when their asymptotic distributions are considered, in which 
A A 
case the following result holds for the covarlance matrix of ; 
cov(^ -^ j^ ) = cov(^ ) - cov(^ )^ . (4.1) 
Hausman proposed to test E(^ -^ )^ = 0^  against E (^ gg^ g^ ) f 0 by using the test 
A A A^l A A A 
statistic (^ -^ )^ 'C (^ -^ )^ where C is a consistent estimator of (4.1). 
Hausman's test does have some disadvantages. As Hausman pointed 
out, his test depends upon large sample properties. Further, the mis­
specification in the alternative hypothesis must be sufficiently 
specific so that a consistent estimator of ^  can be found. For example, 
an alternative hypothesis stating only that some unknown variable has 
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been omitted Is not specific enough to permit Identification of an 
estimator 6- that Is consistent under both the null and alternative 
—1 
hypotheses. Finally, if the misspeclflcatlon is due to an omitted 
variable which Is orthogonal to the Included regressor variables, 
then the estimator of 3. under the null hypothesis will be unbiased, 
so that the test would become ineffective. 
With respect to linear models Praetz (1979) discussed detection 
of omitted variables with the Durbln-Watson d-statlstlc described in 
Chapter III. For this, let the appropriate model be E(^ ) = Xg + 
and the underspecified model be E(^ ) = XG. Assuming that the true 
2 
residuals have a common variance a and also follow the simple auto­
correlation relationship in (3.2), Praetz showed that the probability 
limit of the Durbin-Watson d is 
where a bar over a quantity indicates the limit of that quantity as 
n becomes infinite (assuming the limit exists). It can be seen from 
(4.2) that, under the null hypothesis of no omitted variables and zero 
residual autocorrelation, the probability limit of d is 2; and if only 
residual autocorrelation is allowed, the limit is 2(l-p). It may be 
noted that Praetz assumed that tr[X(X'X) ^ X'A]/n goes to zero as n 
goes to infinity, an assumption which Hannan (1957), for example, 
showed does hold for polynomial regression. Essentially, this 
assumption means that the sum of squares of successive differences of 
pllm d " (4.2) 
X'Z'MZj/n + 2a 2 
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the regressor variables Included In the model remains finite as n 
increases without bound. 
In order to see more easily the effect of the omitted variables, 
Praetz gave the probability limit of d when the underspecifled model 
E(2,) = X3 IS used instead of E(^ ) = ^  + ^ . Denoting the population 
correlation coefficients at lag 1 of X,Z,and x and z by p^ (l), p^ (l), 
and p^ (^i), the probability limit of d in (4.2) simplifies to 
pllm d . 2y [^1-Px2(0)-Pz(1)-Px(1)pL(0) 
When X and z are orthogonal and there is no residual autocorrelation, 
(4.3) becomes 
2(X)2[I»p(I)] + 2 
plim d = r—2 • (4.4) 
(%) + 1 
The effects of underspeclflcatlon are evident from (4.4). If 
the autocorrelation of the omitted variable is large and positive 
(negative), then the probability limit of d is smaller (larger) than 
that under the correctly specified model. The ability of the Durbin-
Watson d to detect this underspeclflcatlon will be discussed further 
in Chapter V with reference to a particular regression situation. 
Praetz claimed that the omission of a variable which is 
correlated with those in the model will necessarily give rise to 
serially correlated residuals which can be detected by the Durbln-
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Watson d. It will be shown, however, that this Is not necessarily 
true. For, If the only nonzero correlation In (4.3) is then 
the probability limit of d is 
2(ï)2[l - p2,(0)] + 2 
.. .  ^ xz' 
plim d 
0^ (1 -
= 2 . 
Thus, it is possible for the probability limit of the Durbin-Watson d 
based on an underspeclfled model to equal that based on a correctly 
specified model. Hence, if the omitted variable is not autocorrelated, 
then the Durbln-Watson d is unlikely to detect its presence in the 
least squares residuals. 
Although Praetz did not consider the case of overspeclflcation 
it is easy to examine its effect on the Durbin-Watson d. Thus, if the 
overspecified model (3.9) is used Instead of the appropriate model (3.10), 
the least squares residuals still have zero expectation in which case the 
expected value of the Durbin-Watson d is 
tr(AM_ ) 
E(d)  ^ (4.5) 
n-p-q 
where = I-MgX(X'M^ X)"'^ X'Mg - Z(Z'Z)~^ Z'. For the appropriate 
model E(d) = tr(AM^ )/(n-p). If X is orthogonal to Z, then (4.5) 
simplifies to 
E(d) - tr[AMjj-AZ(Z'Z)"^ Z']/(n-p-q) 
- trAMjj/(n-p) - tr[AZ(Z'Z)"^ Z']/(n-p-q) 
61 
- E(d I correct model) - tr [AZ(Z'Z)~^ Z']/(n-p-q). (4.6) 
Since (n-p)/(n-p-q) > 1 and the trace term in (4.6) in positive, the 
direction of the effect of overspecification on the expectation of 
the Durbin-Watson d cannot be determined in general. Under the same 
assumptions, however, as those of Praetz, the probability limit of 
. the Durbin-Watson d for the overspecified model is the same as the 
probability limit for the correctly specified model. Thus, over-
specification does not seem to affect the Durbin-Watson d as much 
as underspecification. 
The implications of relationship (4.6) will now be examined with 
respect to polynomial regression fitting. For this, expectations of 
the Durbin-Watson d for correctly and overspecified orthogonal poly­
nomials have been calculated for n = 7,15 up to degree 5. The results 
are given in Table 4.1. To illustrate these calculations, the expec­
tation for n = 7 and degree 3 is 
3.10 " tr(AM)/(n-p) 
= tr[A-AX(X/X)"^ X']/(n-p) 
= {2n-2-tr[AX(X'X)~^ X']}/(n-p) 
4 7 2 
= [12 - E E (x-.-x... ,)"Vc.]l/3 
j"l i=l ] 
where 
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and = 7, Cg " 28, = 84, = 6. From Table 4.1 it can be 
seen that the expectations of the Durbin-Watson d for the over-
specified models are Increased, thus giving a false indication 
of negative autocorrelation among the residuals. As the sample 
Table 4.1. Expectations of the Durbin-Watson d for correctly and 
overspecified orthogonal polynomials 
n = 7 n «= 15 
Degree of 
correctly Correctly Overspecified Correctly Overspecified 
specified model specified by one degree specified by one degree 
0 2.00 2.00 
1 2.40 2.74 2.15 2.31 
2 2.74 3.10 2.31 2.47 
3 3.10 3.43 2.47 2.63 
4 3.43 3.73 2.63 2.80 
5 3.73 2.80 
size increases, however, the bias decreases, thus illustrating an 
earlier observation that the probability limit of the overspecified 
Durbin-Watson d is the same as that for the correctly specified model. 
The use of the Durbin-Watson d in relation to fitting orthogonal poly­
nomials will be considered further in Chapter V. 
Perhaps the most widely considered test for the detection of non­
zero expectations of residuals is the so called "regression specifica­
tion error test" (RESET) proposed by Ramsey (1969). Since its initial 
proposal, RESET has been intensively investigated and modified by 
Ramsey (1970,1974), Ramsey and Schmidt (1976), Thursby (1979, 1981), 
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and Thursby and Schmidt (1977). Their work will now be summarized 
here. 
Suppose that an underspecifled model (3.10) has been used in 
place of the appropriate one (3.9) and that the residuals of the 
underspecified model are assumed to have a zero mean vector, when, 
in fact, due to the misspecification the mean is actually Z%. The 
purpose of RESET is to detect Zjr. In Chapter III the predicted 
vector of the underspecifled model was shown to be 
2 = Xg + X(X'X)"Vzx + X(X'X)"^ X'e^  (4.7) 
2 
where jE ~ N(0^ o I). Suppose that the X-variables and the Z-variables 
are related in some way. Since the variables Z^  omitted from the 
model appear in (4.7), Ramsey assumed that Z% can be expressed as a 
linear function of the moments about the origin of 2} 
00 
1 " I «1% (4.8) 
where Ç. = Zjj; and the components of are the moments of y^  about the 
origin. It should here be noted that this proposal is reasonable 
only if X is not orthogonal to Z, for if it were, ^  would not appear 
in (4.7). 
In order to illustrate the principle behind this assumption, an 
example will be given for the case of the underspecified model 
E(2) .= and the appropriate model E(2) = The first moment 
2 
of y^  is x^ (3 + ySxz/Sx ) and the second moment is 
E(y^ ) = Xi(0 + Y ^ )^^  + —% • 
^ ^ Zx'^  ^ t-K 
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From these two moments it follows that 
2 Y E(yï) 
Yx 
( S + Y  - 4  
Ex'' Ex"^  
2 
Thus if = x^ , then the bias of the residual in the underspecified 
model can be represented exactly as a linear combination of the 
moments of y^ . This example is somewhat different from that in 
Ramsey (1969, p. 360) since the second moment of y^  is there given 
incorrectly as 
x^ (0 + YExz/EX^ )^  + 
instead of correctly as 
x^ [(0 + YExz/EX^ )^  + cr^ /Ex^ ]. 
The relationship (4.8) can now be rewritten as 
1 = 1  E t a z / l ) ]  ( 4 . 9 )  
2  ^
'> (i) 
where the components of 2 are the predicted values raised to the 
ith power. At this point the intuitive approach would be to regress 
the least squares residuals from the underspecified model on the powers 
of the predicted values; distributional properties, however, are then 
difficult to obtain and, instead, Ramsey suggested the use of Theil's 
BLUS residuals in place of the least squares residuals. The BLUS 
residuals can be written as E = A% where A is a (n-p)xn matrix, so 
that the bias in terms of these residuals is AZ% since A is orthogonal 
to X. The relationship (4.9) thus becomes 
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00 
i = ZE[a (A.10) 
2 1 
where ^  =» AZ^ . Ramsey suggested that (4.10) be approximated by the 
regression of the BLUS residuals on A^  , A^ . , and A^  . The 
ordinary F-test for Is then valid since £ has a scalar 
covarlance matrix and the predicted values are Independent of the 
residuals. 
Ramsey and Schmidt (1976) showed how to avoid having to calculate 
the BLUS transformation matrix A In order to use RESET as follows. 
With Q as the matrix of powers of y^ , Ramsey and Schmidt showed that 
regressing the ordinary least squares residuals on the partitioned 
matrix (X,Q) Is equivalent to the above procedure of regressing the 
BLUS residuals on AQ. The regression of 2 on X, however, must still 
be performed first in order to obtain the powers of the predicted 
values which are included in Q. 
Thursby and Schmidt (1977) investigated the power of RESET 
through theoretical approximations and Monte Carlo studies. One 
disturbing result they reported Is that the power of RESET may 
actually decline as the absolute value of the parameter coefficient 
of the omitted variable increases but this possibility is remote 
and its probability decreases as the sample size Increases. Finally 
based on Monte Carlo studies, Thursby and Schmidt (1977) suggested 
that the power of RESET may be increased by using powers of the X-
varlables Instead of powers of the predicted values. Thursby (1979) 
reported Monte Carlo results for the powers of RESET and of two tests 
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for autocorrelation (Including the Durbln-Watson d). Not surprisingly, 
the conclusion is that RESET is better than autocorrelation tests for 
detecting a nonzero residual mean but the latter are more powerful 
than RESET for detection of autocorrelation. 
With a view towards utilizing the best features of several tests, 
Thursby (1981) proposed a test strategy for discriminating between 
autocorrelation and misspecification. This strategy consists of 
applying three tests: the Durbln-Watson d; used to detect nonran-
domness among the residuals or misspecification; Ramsey^ s RESET: used 
to detect misspecification; and the LRS procedure. The LRS procedure 
is a likelihood ratio test developed by Sargan (1964) involving the 
use of the nonlinear restrictions under the null hypothesis of first 
order autocorrelation. The test is used to distinguish between auto­
correlation and some other nonwhite-noise process among the residuals. 
The conclusion that Thursby associated with the eight possible outcomes 
are collected in Table 4.2 where the three tests are denoted by the 
letters D,R, and L and an asterisk denotes a significant test result. 
Table 4.2. Conclusions associated with the outcomes of Thursby's tests 
(Asterisk denotes a significant test) 
Outcome Conclusion 
D,R,L no problem 
D*,R,L autocorrelation 
D,R,L* nonwhite-noise process 
D*,R,L* nonwhite-noise process 
D,R*,L misspecification 
D*,R*,L* misspecification 
D*,R*,L misspecification 
D,R*,L* misspec if icat ion 
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Thursby's Monte Carlo experiments Indicate that the three tests are 
Independent, so for gn overall significance level of a he suggested 
1/3 
conducting each test at the 1 - (1-a) level. 
Thursby's three-part testing procedure was developed In the 
context of econometric models where autocorrelation Is often part 
of a postulated model. In this thesis, the view of Grillches (1961) 
Is taken — that autocorrelation Is a symptom of a mlsspeclfled model 
and. In Its presence, the appropriate action Is to determine what 
mlsspeclflcatlon Is causing the residuals to exhibit sample autocorre­
lation. Within this framework, Thursby's attempt to distinguish between 
mlsspeclflcatlon and autocorrelation Is not appropriate. Instead, his 
procedure can be regarded as an omnibus test for mlsspeclflcatlon of 
which one type Is the omission of an autocorrelated variable. 
C. An Alternative Procedure 
The development of any procedure for detection of mlsspeclflcatlon 
must first deal with the residuals from the fitted model. The ordinary 
least squares residuals are not independent, so an initial distribu­
tional simplification is to make use of one of the sets of independent 
residuals described in Chapter II. Alternatively, sets derived from 
any orthogonal basis of the error space may be used. For this dis-
A 
cusslon, the BLUS residuals will be used and denoted by for 1=1,..., 
n-p, although they may not always be the most logical choice for the 
basis of the error space. For example, suppose that orthogonal poly-
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nomlals are being fitted up through degree p-1. If ^  denotes the 
vector of orthogonal polynomial coefficients for degree 1, then 
a^ y a^  ^  can be used as the n-p residuals. The question of 
which basis of the error space to choose is accordingly a critical 
one since it may be possible for different bases to lead to different 
conclusions. This point has not yet been examined. One course, 
however, which is at least intuitively prudent Is to decide upon a 
basis for the error space before examination of the data. 
After the basis of the error space has been selected, there 
are still at least two problems with any set of Independent residuals. 
First there is the problem of comparability from one regression to 
anojther with respect to the numerical range of the residuals. A 
related problem is that the scale factor a is still present. One 
obvious recourse is to normalize the residuals through division by 
A y A A 
the square root of their sum of squares: = e^ // for 
2 1 = l,...,n-p. The joint distribution of the r^  = z^  was given by 
Johnson and Kotz (1972) as the following Dirlchlet distribution: 
n-p 
r(^ )^ir  ^ r for % r = 1 and r. ^  0. 
1-1 1  ^  ^
These Dirlchlet variables permit consideration of whether some 
residuals are too large or misbehaved in some way. For example, 
consider the following probability 
Pr{rj^  < Rj^ ,...,r < R } (4.11) 
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where the lower case letters represent realizations of the random 
variables in upper case. Evaluation of this probability is difficult 
since the Dlrlchlet variables are not Independent due to the necessity 
to scale using an estimate of a. As an alternative transformation, 
suppose that ; 
Wi = rj^  
w^  = r^ /(l- rj^  - ... - r^  1 = 2 n-p-1. 
The Wj^  are Independently distributed as Beta(-|-, . This is 
easily seen by writing w^  in terms of the Independent residuals: 
'4 
w 1 "2 . . "2 
=1 + + "n-p 
These Beta variables were used by Brown et al. (1975) in a cusum of 
squares test based upon recursive residuals. In order to test for 
parameter change over time, Brown et al. devised boundary lines to 
contain the Beta variables with a specified probability. An ordering 
is implicit in the above transformation. Otherwise, there is no 
rationale for defining w^  to be r2/(l-r^ ) Instead of r^ /Cl-r^ ), for 
example. This ordering can often be provided through some temporal 
or spatial ordering of the x-varlables. One such example is that of 
polynomial regression, which will be treated in Chapter V, 
With the above transformation the probability (4.11) can be 
rewritten as 
"n-p-l'"n-p-l' - { "l' 
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n-p , 
= 2 -pi) (4.12) 
where B (m,n) = / t™ ^ (1-t)" ^ dt. 
* X 
This result, however, is not useful since the product of 
probabilities will necessarily be small even for a moderate number 
of multiplications. A method is needed to measure how extreme the 
entire set of residuals is. This approach though requires some sort 
of ranking for the elements in the set of all possible residual 
realizations. Consideration of the Beta variables provides such a 
ranking. For, since E(w^ ) = l/(n-p+l-i) it follows that 
E(wj^ ) < ECwg) <...< E(wn_p_i). 
Now there are (n-p-1)! possible orderings for a set of realizations 
on the w^ , and for each ordering its probability of occurrence can, 
in principle, be calculated. Based on these probabilities, all the 
possible orderings can be ranked from most likely to least likely 
and the extremity of the ordering actually obtained from the regression 
can then be evaluated. 
Calculation of these probabilities is made somewhat simpler by 
2 TT the transformation w^  = sin 0^  for 0 < 8^  <-^  and i = 1,...,n-p-1. 
This gives the probability distribution of the 0^  as 
•2^  - 1 n-p-2 (n-p-l-i) 
g(0) = 2 ^  r(^ ) n cos 0 
 ^ 1 1 
where 0 < @1 < for i = 1,...,n-p-1. 
With this result, the probability of any ordering of the w^  can 
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be calculated; for example, the probability of the expected ordering 
is 
1 "2 n-p-1 1 n p i 
Pr{v>^  < ... < = /•••/ J Beta(2,-^ f^ iW^ )dw^ ...dw^ _p_j^  
ir/2 02 
=• /  ... /  8(0)... de 1 
0 0 ^ 
= Pr{0, < 0 , }. 
1 n-p-1 
Table 4.3 contains these probabilities for n-p=3 and n-p=4, and 
Table 4.4 for n-p=5. The solution for an arbitrary n-p could not 
be found, but these results at least indicate that the expected 
ordering is the most likely one and < ...< the least likely. 
No simple pattern among the (n-p-1)! orderings with respect to their 
probabilities has, however, yet been found. 
Even though the expectation of is known under the null hypothesis 
and requires no estimation, it is difficult to utilize it directly in a 
test of the null hypothesis since the w^  do not have a common distri­
bution and tests of such hypotheses as 
E(w^ ) = a^  (specified) 
usually require more than one observation from each distribution. 
The expectations of the Beta variables under the hypothesis 
of underspecification can be examined to determine the effects of 
omitted variables. If the residuals have nonnull means, then the 
expectations of the Beta variables are not easily obtained because 
they are no longer the ratios of numerator and denominator expecta-
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Table 4.3. Probabilities of orderings of Beta variables for 
n-p • 3 and n-p = 4 
n - p = 3 
Ordering 
(subscripts) 
1 
2 
2 
1 
Pr{ordering} 
0.6366 
0.3634 
Coefficient of 
0 -1 
-2 
n - p a 4 
Ordering 
(subscripts) 
Coefficient of 
Pr{ordering} (3ir) -1 (3ïï) -2 
12 3 
2 13 
13 2 
3 12 
2 3 1 
3 2 1 
0.2961 
0.2443 
0.1623 
0.1172 
0.0962 
0.0839 
1/2 
1/2 
-4 
4 
2 
-2 
64 
-16 
-30 
-34 
-48 
64 
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Table 4.4. Probabilities of orderlngs of Beta variables 
for n-p " 5 
_ , Coefficient of 
Ordering 2= 
(subscripts) Pr{orderlng} 1/128 (ôOir) (60ir) 
1 2 3 4 0.1083 -20 9400 
2 1 3 4 0.0993 = 30 -4800 
1 3 2 4 0.0873 11 50 
3 1 2 4 0.0745 9 150 
2 3 1 4 0.0680 26 -4800 
3 2 1 4 0.0633 -20 7800 
1 2 4 3 0.0582 104 -17536 
2 1 4 3 0.0535 -36 -104 31496 
1 4 2 3 0.0402 140 -24960 
1 3 4 2 0.0332 = 21 -4650 
2 4 1 3 0.0326 55 -14110 
4 1 2 3 0.0325 = -20 -140 33096 
4 2 1 3 0.0286 49 ' -12586 
3 1 4 2 0.0285 15 -3150 
1 4 3 2 0.0283 -36 11000 
4 1 3 2 0.0230 26 -6400 
2 3 4 1 0.0205 -36 - 80 25800 
3 4 1 2 0.0193 -36 10680 
3 2 4 1 0.0191 80 -14400 
4 3 1 2 0.0182 = 30 -7680 
2 4 3 1 0.0180 = 45 -11850 
4 2 3 1 0.0159 = 35 -9150 
3 4 2 1 0.0152 120 -22080 
4 3 2 1 0.0143 -20 -120 28680 
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tlons. An approximating distribution based on a central F-distri-
bution was given by JohnsoA and Kotz (1970). The approximate 
expectation for w^  is then 
1 + 
n-p 
n-p+l-i + % p. 
j=i J 
(4.13) 
The Pj in (4.13) are components of £ = AZ% where A is the BLUS matrix 
and Z is the matrix of omitted variables. The relationship between 
the expected values of w^  under the alternative and null hypotheses is 
completely determined by the relationship between p^ /(vi^ +...+y^ _p) and 
_ n-p 
1/(n-p+l-i), or equivalently between and =jZ^ j^^ vij/(n-p-l). 
For example, > y^ ^^  implies that expectation (4.13) is greater 
than 1/(n-p+l-i). Of course no relationship can be determined in , 
general, but it seems that some expectations (4.13) will be larger 
than those under the null hypothesis and others smaller. For example 
if y^  J* 0 and all the other yj = y < y^ , then, with respect to the 
expectations for a correctly specified model, the approximate expec­
tations of w^ ,...,w^  ^  will be smaller, but for w^ , it will be larger, 
and for w.w , they will be the same. Thus, the Beta values 1+1 n-p-1 
will tend to be more dispersed than expected. A general approach for 
examining this situation is to use the probability Integral transform. 
Once the cumulative probabilities for the Beta variables are obtained, 
they are converted to N(0,1) values from which a sum of squares is 
calculated with n-p-1 degrees of freedom. If the Beta variables are 
indeed more dispersed than expected, then this sum of squares will be 
75 
larger than expected. The power of this test, of course, depends 
upon how large the dispersal of the Beta variables is from that 
expected under the null hypothesis. This test will be illustrated 
in Chapter V. 
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V. MISSPECIFICATION AND POLYNOMIAL REGRESSION 
A. Introduction 
Polynomial regression is often used to approximate the response 
of a variable which is observed temporally or spatially in relation 
to an x-variable measured quantitatively. Bradley and Srivastava 
(1979) described problems that can occur with polynomial regression, 
in particular near singularity of the X-matrix. The authors showed 
that, if x^ ,...,x^  are the x-values, the sample correlation between 
any two powers of the x-variable will be close to unity when 
_ n n _ 2 L 
X = Ix./n is large relative to [ %(x.-x) /n] . As one way of 
1 1 
reducing the singularity difficulty they suggested centering the 
powers of the x-variable by subtracting its mean from the x-values 
before carrying out the regression analysis. The fitting and inter­
pretation of polynomial regression is eased by the use of orthogonal 
polynomials (OP). The discussion here will be restricted to the case 
when there is onp x-variable with equally spaced values for which 
Anderson and Houseman (1942) have extensively tabulated OP coefficients. 
These coefficients comprise the columns of X = (Xq «Xj.» • • • »2Ep where 
x^  denotes the vector of OP coefficients for degree i. 
The topics to be considered in this chapter are as follows. 
First, several properties of least squares residuals from OP regression 
are examined. Next, procedures for fitting polynomial regressions are 
reviewed, and a new procedure is proposed and discussed. A relation­
ship between autocorrelation and underspecification is then established. 
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Finally, an example Is given to Illustrate the new procedure for 
fitting OP regressions, and It Is shown that, for this example, 
the new procedure selects a more appropriate model than does the 
usual F-test. 
B. Properties of Least Squares Residuals from Orthogonal 
Polynomial Regression 
Due to the orthogonality relations, the residual matrix 
-1 
M = I-X(X'X) X' has special properties. Examples of M for n = 5 
and fitted polynomials of up to the third degree, with an Intercept 
term, are given In Table 5.1 to Illustrate several properties. 
As for any linear regression when an Intercept term Is fitted, 
the rows and columns of M sum to zero. If, however, the intercept 
term Is not fitted, then the rows and columns of M sum to unity for 
P 
I'M = I'd - I 
= 1» 
since ® for all i > 0. When only the Intercept term is fitted, 
it is widely known that the diagonal elements of M are all equal to 
(n-l)/n and the off-diagonal elements to -1/n, giving l/(n-l) as the 
correlation between any two residuals. At the other extreme, if OP 
up to degree n-2 are fitted, then all the residual correlations are 
+ 1. Intuitively, this follows from estimating n-1 parameters with n 
observations, so that, if one residual is given, all the others are 
determined. More specifically, this property is proved by noting 
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Table 5.1. Residual matrix M for n = 5 and p = 0,1,2,3 
0.80 -0.20 
0.80 
-0.20 
-0.20 
0.80 
-0.20 
-0.20 
-0.20 
0.80 
-0.20 
-0.20 
-0.20 
-0.20 
0.80 
0.40 -0.40 
0.70 
-0.20 
-0.20 
0.80 
0.00 
-0.10 
-0.20 
0.70 
0.20 
0.00 
-0.20 
-0.40 
0.40 
0.11 
0.01 
-0.25 0.08 0.14 -0.08 
0.62 -0.34 -0.17 0.14 
0.51 -0.34 0.08 
0.62 -0.25 
0.11 
-0.05 0.08 -0.05 0.01 
0.22 -0.34 0.22 -0.05 
0.51 -0.34 0.08 
0.22 -0.05 
0.01 
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that the columns of Z = (ïq» • • • f o r m  a  b a s i s  f o r  n - s p a c e ,  s o  
Z(Z'Z)"^ Z' = I. Thus, the (j,k)th off diagonal element of M is 
equal to 
n-2 
- I 
i=0 
and the jth diagonal element is 
The residual matrix M from an OP regression has the following 
interesting property; 
®jk ° "kj " "n-k+l,n-j+l 
for all j and k. In words, M is symmetric about both diagonals. 
A matrix with this property has been called centrosymmetric by 
Aitken (1956). This property is proved in the Appendix. 
C. Procedures for Fitting Polynomial Regressions 
In one of the earliest papers explicitly discussing the relevance 
and adequacy of models. Cox (1958) introduced the concept of a minimum 
relevant model as one "containing the minimum number of parameters 
required to discriminate between the form of the experimental back­
ground and the associated unexplained variation." In an example. 
Cox (1958) was specifically concerned with the determination of the 
appropriate degree for sets of regression models using OP and equally 
spaced x-values. In this context it was noted that "when the number of 
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degrees of freedom for the unexplained variation is large, preference 
given to another than the minimum relevant model (the overspeclflcatlon 
situation) may not give misleading practical inferences" and, for an 
underspecifled model, that the residual term "would be biased by 
functions of these regression coefficients". The consequences of 
a misspecified general linear model were discussed in Chapter III 
and, of course apply to polynomial regression. It will be recalled 
from there that the orthogonality property in OP regression ensures 
that the regression coefficient estimators are unbiased even if the 
model is underspecifled. Predicted values from an underspecifled 
model are, however, biased, and this, in turn, causes the residual 
variance to be over estimated. The residuals from an underspecified 
OP model will be discussed later in this chapter with respect to a 
new method for OP fitting. 
Any set of least squares residuals can be examined for misspecl-
fication through the use of such probability plotting procedures as 
half normal or normal plots (Draper and Smith 1966). The residuals 
should lie approximately on a straight line and judgment must be used 
to assess the plots. Since this thesis is concerned with formal tests 
for misspeclfication, these probability plotting procedures will not 
be discussed further. 
At this point, it should also be noted that the RESET procedure 
described in Chapter IV is not applicable for detecting misspeclfication 
in OP regression, since the test assumes that the omitted regressor 
variable is not orthogonal to those regressor variables in the model. 
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Procedures available for the fitting of polynomial regressions 
will now be reviewed. Based upon their approaches to the determina­
tion of the degree of the polynomial, these procedures can be placed 
in a spectrum as follows. At one end of the spectrum lie procedures 
which assume that the degree of the polynomial has already been 
decided upon. In some cases, this approach may be necessitated by 
the availability of only a small number of observations. For example, 
the investigator may suspect that a cubic polynomial is appropriate 
but realize that the test for a cubic effect lacks good power when 
only a few observations are available. On the other hand, another 
investigator may know that the response of a variable is well-docu­
mented and may be willing to assume that it can be described by a 
polynomial of a given degree. Blight and Ott (1975) and Karson et al. 
(1969) have proposed estimation techniques which assume that the 
degree of the polynomial is given. These techniques will only be 
briefly described here since the main interest of this thesis lies 
in procedures at the other end of the spectrum where the degree of 
the polynomial is taken to be unknown. The main objective then of 
these procedures is the determination of the appropriate degree. 
The usual forward selection procedure (Draper and Smith 1966) is 
perhaps the most commonly used such procedure. It and a new proce­
dure based on the Durbln-Watson d-statistlc will be described later. 
The extremes of the spectrum of polynomial regression procedures can 
then be defined by those, at one end, which assume that the degree 
of the polynomial is known and those, at the other end, which assume 
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nothing Is known about the degree. Intermediate between these two 
extremes are those procedures which assume merely an upper bound 
to the degree of the polynomial. Three such intermediate procedures 
will be discussed: the backward selection procedure (Draper and 
Smith 1966), a procedure due to Anderson (1962), and one proposed 
by Harvey and Collier (1977). 
In order to enable the reader to follow the development of 
these topics easily, they, together with the main references, are 
set out below. 
1) The degree of the polynomial is assumed. 
a) Karson et al. (1969) 
b) Blight and Ott (1975) 
2) No Information is assumed about the degree of the 
polynomial. 
a) Forward selection (Draper and Smith 1966) 
3) An upper bound to the degree of the polynomial is assumed. 
a) Backward selection (Draper and Smith 1966) 
b) Anderson (1962) 
c) Harvey and Collier (1977). 
Polynomial regression procedures which assume that a polynomial 
of a given degree must be fitted will now be described. These proce­
dures were proposed to protect against underspecification, but since 
a polynomial of larger degree is not an alternative under considera­
tion, the least squares estimators of the coefficients are replaced 
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by alternative estimators which are less sensitive to the underspeci-
flcatlon. Karson et al. (1969) developed estimators of the regression 
coefficients based on the mean square error of the predicted values 
integrated over the region of interest. This criterion was proposed 
by Box and Draper (1959) who showed that it is equal to the sum of vari­
ance and bias terms. The estimator given by Karson et al. first minimizes 
this bias component and then the variance component of the integrated 
mean square error. This estimator depends upon the values of the 
omitted powers of the x-variable. 
Blight and Ott (1975) also approached the problem of under-
specification when the degree of the polynomial cannot be increased. 
They used a Bayesian argument to obtain alternative coefficient esti-
t 
mators to the usual least squares ones, and this approach is summarized 
as follows. 
Let P^ Xx) be the polynomial in x of degree k chosen to approxi­
mate the function n(x). Then 
Yi " n(x^ ) + e^  
• + 'i + *1 
where = n(x^ ) - Is the deterministic error component and 
the e^  are i.i.d. random errors. If there are multiple observations 
at each x^ , it follows that will remain the same but the e^  will 
not. The authors assumed a prior distribution on the with auto­
correlation and subsequently found estimators of and the parameter 
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coefficients. For several examples, they showed that these parameter 
coefficient estimators have smaller mean square error than the 
ordinary least squares estimators. 
In contrast to these two procedures, there are polynomial 
regression procedures that assume there is no information about 
the degree of the polynomial. One commonly used procedure of this 
type is the forward stepwise procedure (Draper and Smith 1966) in 
which successive powers are added to the model until the reduction 
in residual sum of squares is not significant according to the 
usual F-test. As a precautionary move, they suggest checking one 
degree beyond the first nonsignificant degree. The reason for this 
is provided by Anderson (1962). If the regression sum of squares 
1 
associated with degree k is large and that for k-1 is small, then 
the F-statistic for inclusion of degree k-1, 
n-1 2 * 
/(Ci(n-k)) 
is likely to be nonsignificant due to the large noncentrality of the 
denominator. This difficulty will be referred to as the forward 
selection noncentrality problem. 
The backward selection procedure (Draper and Smith 1966) is an 
example of the type of procedures that lie between the extreme of 
assuming no information about the degree of the polynomial and the 
other extreme of assuming that the degree is known. This follows 
because the Investigator assumes only that an upper bound to the 
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degree of the polynomial Is known. With this type of procedure. It 
Is Implicitly assumed that the Importance of the kth degree term 
decreases as k Increases. This assumption can be supported In 
some cases by noting that the Taylor's expansion of a function as 
polynomials gives decreasing Importance to higher powers. The back­
ward selection procedure begins with a degree larger than needed and 
sequentially tests lower degree polynomial terms, stopping when a 
test Is significant. This procedure will remove the noncentrallty 
problem of the forward selection procedure If the Initial degree Is 
chosen to be larger than the true degree. If the degree chosen 
Initially Is too small and Its regression sum of squares Is slgnlf-^  
leant, then one would be altered to the possibility of an under-
specified model. If, however, the Initial degree, q say. Is too 
small and Its regression sum of squares Is small compared to that of 
degree q + 1, then. In this case, the backward selection procedure 
suffers from the noncentrallty problem discussed In relation with 
the forward selection procedure. 
The following example of this type of polynomial fitting proce­
dure has been described by Anderson (1962). He assumed that the 
Investigator is able to specify that the true degree is at least m 
and at most q. The investigator is then faced with the problem of 
determining which of the following hypotheses is correct: 
" ... = = 0,  ^0 1 = m,...,q-l 
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It Is supposed that the investigator wishes to control the prob­
abilities of errors of declaring coefficients to be nonzero when 
in fact they are zero, or equivalently of choosing a higher degree 
than necessary. This is accomplished by specifying the following 
probabilities; 
" Pr{accept H^ |H^  ... U 
= Pr{6q = ... = 0|b^  = ... = =• 0} i=m+l 
Pq " Pr{accept Hq|Hq_i u ••• U 
= Pr{Bq f 0|6q = 0} . 
Anderson showed that the optimal procedure, in terms of maximizing 
the probability of accepting when it is true, is to test 0^  = 0, 
= 0,..., in turn until one rejects a null hypothesis, 3^ =0 say, 
which then leads to the acceptance of H^ . Each test is the usual two-
sided t-test as level = P^ /Cl-P^  - . .. - . If one specifies 
equal probabilities of falsely accepting each H^ , by taking 
Pj^  = a/(q-m) for all 1, then the 1th test is conducted at the level 
a. " 
g/(q-m) 
i l-a(q-i)/(q-m) 
In this case so that the probability of correctly rejecting 
is greater than that for On the other hand if one chooses 
to conduct each test at the same level, say by taking • a for all 
1, then Pj^  = a(l-a)^  In this case P^ ^^  > P^ , so that the prob­
ability of falsely accepting is greater than that for H^ . 
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Anderson's procedure permits the Investigator to exercise control 
over the probabilities associated with the hypotheses of greater 
interests. If, however, q is not chosen to be large enough, then 
there exists the noncentrality problem discussed in relation with 
. the forward selection procedure. 
Harvey and Collier (1977) considered a very restrictive form 
OS misspecification. For a multiple linear regression model, they 
developed a test of whether one of the x-variables in the model is 
functionally misspecified. The test applies only when the model is 
"concave or convex" over the region of interest. The authors did not 
define the terms "convex" and "concave", but apparently the following 
geometric definition given by Royden (1968) is the one they used. 
A function f defined on an open interval (a,b) is convex (or concave) 
if each point on the chord between [x^ ,f(x^ )] and [X2,f(x2)] is above 
(or below) the graph of f for all x^ ,^ Xg E (a,b). With respect to 
the polynomial regression under consideration in this chapter, the 
proposed test is applicable only to the case of fitting an under-
specified linear polynomial when a quadratic is appropriate. Harvey 
and Collier (1977) showed that the recursive residuals of the linear 
polynomial will all be positive (or negative) if the coefficient of 
the omitted quadratic term is positive (or negative). This argument 
can be appreciated by reference to Figure 5.1, where the recursive 
residuals for a linear model are all positive and the coefficient of 
the quadratic term is positive. Figure 5.2 shows that the ordinary 
least squares residuals from a linear polynomial regression on the 
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same data exhibit a sequence of positive and negative residuals. 
Harvey and Collier (1977) proposed to take advantage of the fact 
that the recursive residuals have the same sign In the following 
response 
variable 
x-varlable 
I 
Legend 
dotted lines: recursive residuals 
solid lines: linear regressions 
X: data 
Figure 5.1 Plot of unstandardlzed recursive residuals for an 
omitted quadratic term 
manner. In Chapter II, it was pointed out that the recursive residuals 
have zero means when the model is correctly specified. Harvey and 
Collier showed, however, that if the quadratic term is omitted, then 
the recursive residuals from the linear polynomial regression have 
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nonnegative means, say Wi''''*Rn_2' the recursive residuals are 
denoted by r^ ,...,r^ _2# then the proposed test statistic for misspecl-
ficatlon is 
n-2 2 1/2 (5.1) 
n-2 1 
[ I (r.-r)V(n-3)] 
1  ^
where r = ][ r^ / (n-2). If the linear polynomial is appropriate (that 
is =• ... = ° 0), then (5.1) follows a Student's t-distribution 
response 
variable 
x-varlable 
Legend 
dotted lines: least squares residuals 
solid lines: linear regression 
x: data 
Figure 5.2. Plot of least squares residuals for an omitted 
quadratic term 
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with n-3 degrees of freedom. As the authors point out, this test 
is ineffective when both positive and negative recursive residuals 
are present since they tend to cancel each other out. Such a 
situation occurs, for example, when a linear polynomial is fitted 
to data requiring a cubic polynomial. For these problems the 
authors suggested the cusum test given by Brown et al. (1975). 
There is, however, another problem not pointed out by Harvey 
and Collier: when a quadratic term has been incorrectly omitted, , 
the power of the t-test in (5.1) is reduced due to the noncentrality 
2 
of the estimator of a . This can be seen by noting that the expected 
2 — 2 
value of the denominator of the statistic (5.1) is a + % (w -p) /(n-3) 
_ n-2 1 i 
where P Pj/(n-2). If an intercept term is included in the model, 
1 2 
then the cannot be all equal, in which case the estimator of a 
is biased upwards. Thus, the power of the test proposed by Harvey and 
2 Collier is decreased since it uses an estimator of a whose expecta-
2 tion is greater than a . 
D. A New Method for Fitting Orthogonal Polynomials 
A method for determining the degree of the polynomial to fit 
based on the Durbin-Watson d-statistic (DW d) will be presented in 
this section. This procedure is similar to the forward selection pro­
cedure discussed previously in this chapter in that no assumption is 
made about the degree of the appropriate polynomial. The proposed 
procedure is to calculate the DW d-statistic based on the least squares 
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residuals from each of the OF regressions for successively larger 
polynomial degrees. This process continues until a value of thé 
DW d-statlstlc is obtained that is not inconsistent with the 
hypothesis of a correctly specified model. The polynomial 
associated with this DW d-value is then used to approximate the 
true response function. The remainder of this section is presented 
in the following order; 
1) A motivation for the proposed procedure. 
2) An approximation to the distribution of the DW d-
statistic for a correctly specified OP model. 
3) Consideration of the power of the test. 
Suppose that the ordinary least squares residuals from the OP 
regression of degree p are available. If then the appropriate degree 
is p+q, the least squares residual vector is 
 ^ p+q 
e - (I - I x*xi/c,\e + I X.3. . 
0 ^  p+1 
Thus, due to the orthogonality of the the omitted polynomial terms 
enter simply and directly into the expectation of the least squares 
residual vector. This is a convenient property for data analysis 
P+q 
because the disturbance terms I x.g. also appear in the appropriate 
p+1 ^  
OP model of degree p+q: 
P P+q 
E(Z) " I *1^ 1+1 *101 • 0 1 1 p+1 1 1 
Intuitively then, the sum of squared consecutive differences of the 
least squares residuals from an underspecifled OP regression will 
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tend to be smaller than the sum of squares of the residuals. This 
Is easily seen by noting how the probability limit of the DW d-statlstlc 
simplifies for the above underspeclfled OF model. For, from (4.2), 
2 
pllm d • —rz • (5.2) 
P;M 2 
1 + i (eu/o) 
In this case, underspeclflcatlon tends to Increase the denominator of 
the DW d-statlstlc due to what has been termed "parametric contamina­
tion" by Cox (Department of Statistics, Iowa State University, private 
communications, 1977). Thus, the probability limit of the BW d-statistlc 
from an underspeclfled OP model is smaller than that for a correctly 
specified model. As noted in Chapter IV, overspecification of an OP 
regression model does not affect the probability limit of the DW d-
statistic. Moreover, the noncentrality problem of the forward 
selection procedure for OP regression noted by Anderson (1962) does 
not arise with this procedure. For, if |g^ | is much larger than |3j| 
where p+1 < j < 1 £ p+q, then the limit (5.2) indicates that the DW 
d-statlstlc is actually more effective for detecting the underspeclflca­
tlon. This point will be discuesed later w^ th regard to power consid­
erations. Attention will now be directed to distributional results 
for the DW d-statlstlc. 
Despite the advantages of the DW d-statistic for exhibiting the 
effects of underspeclflcatlon, there remains the problem of determining 
the probability associated with a calculated DW d-value based upon the 
null hypothesis of a correctly specified model. As pointed out in 
Chapter III, Durbln and Watson were only able to obtain the distribu­
tion of variables that bound the DW d-statlstic, the problem being 
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that the distribution of the DW d-statistic depends upon the values 
of the X-matrix in the specified model. Since the OP coefficients 
are the same for every regression with the same experimental design, 
one could conceivably tabulate critical values for the DW d-statistic 
much as Anderson and Houseman have tabulated the OP coefficients 
themselves. Such an undertaking would only have to be done once, 
but it would Involve considerable computing due to the distributional 
intractability of the DW d-statistic. As an alternative, it will now 
be shown that the.distribution of the DW d-statistic from an OP 
regression can, in fact, be accurately approximated with a Beta 
distribution. 
Durbin and Watson (1951) originally suggested an approximation 
to the distribution of d/4 based on a Beta distribution with the first 
two moments matched to those of d/4. They also gave formulas for this 
Beta approximation for fitting OP up to degree three. At that time, 
they warned that this Beta approximation with fewer than forty degrees 
of freedom is probably inaccurate. Durbin and Watson (1971) later 
found that this Beta approximation performs very well and can be 
recommended for most practical work. This result was an important 
contribution to a solution of the distributional problem, but Hannan 
(1957) and McGregor (I960) had previously simplified the task of 
finding critical values and probability values of the DW d-statistic 
under the null hypothesis of a correctly specified model. These 
results of Hannan and McGregor will be presented after the following 
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summary of definitions and notations due to Durbin and Watson (1950). 
Durbin and Watson (1950) showed that 
"pA 
Tsi ~ Ysi ~ ° T?! 
where: 
p is the number of x-variables, 
= 2[1 - cos ig the ith nonzero eigenvalue of 
the matrix A in (2.21), 
is the ith ordered nonzero eigenvalue of MA, and 
are 1.1.d. N(0,1) random variables. 
The distributional difficulty of the DW d-statistic centers on 
its dependence upon the eigenvalues of MA. If these 
eigenvalues are the same as those of A, then d^  = d = d^ , so the 
essential question is "how much do the eigenvalues of MA differ from 
those of A?" To obtain information on this, the eigenvalues of A and 
MA for polynomials of degree 1 to 6 for n => 15 were computed. The 
results are given in Table 5.2. From these it can be seen that: 
1) The large eigenvalues of MA agree quite well with those 
of A but the smaller eigenvalues agree to a lesser extent. 
2) The disparities between the two sets of eigenvalues Increase 
as the degree of the polynomial increases. 
Hannan (1957) and McGregor (1960) showed that these empirical 
results do have a rigorous basis. Using the result that the kth 
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Table 5.2. Eigenvalues of A and MA for polynomials of 
degree 1 to 6 for n = 15 
MA 
A 1 2 3 4 5 6 
3.9563 3.9563 3.9562 3.9562 3 .9550 3 .9550 3.9505 
3.8271 3.8271 3.8271 3.8255 3 .8255 3 .8151 3.8151 
3.6180 3.6180 3.6173 3.6173 3 .6063 3 .6063 3.5653 
3.3383 3.3382 3.3382 3.3314 3 .3314 3 .2886 3.2886 
3 3 2.9978 2.9978 2 .9651 2 .9651 2.8487 
2.6180 2.6178 2.6178 2.6006 2 .6006 2 .4991 2.4991 
2.2091 2.2091 2.2038 2.2038 2 .1327 2 .1327 1.8874 
1.7909 1.7904 1.7904 1.7536 1 .7536 1 .5530 1.5530 
1.3820 1.3820 1.3703 1.3703 1 .2302 1 .2302 0 
1 0.9987 0.9986 0.9219 0 .9219 0 0 
0.6617 0.6617 0.6341 0.6341 0 0 0 
0.3820 0.3780 0.3780 0 0 0 0 
0.1729 0.1729 0 0 0 0 0 
0.0437 0 0 0 0 0 0 
0 0 0 0 0 0 0 
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If n-p ^  n-1 k 
moments of d and d,. depend upon tr(MA) = E v. and E X., respectively, 
" 1 p 
Hannan (1957) showed that as n-x», It follows that 
n-p If k 
but - ->-0 for p fixed, so E v. S X.. Thus, as n-K», the 
X p-x 1 p 1 
moments of d tend to those of d^ ; and the effect of the regression 
is to remove the p smallest eigenvalues from the spectral decomposition 
of A. In summary, Hannan showed that for OP regression the significance 
points of the upper bound d^  differ from the true significance points 
2 
of the DW d-statistic by quantities of the order 1/n . Thus, the 
distributional properties of the DW d-statlstlc for polynomial 
regression are greatly simplified, although the significance points 
of the dy-statistlc are not as extensively tabulated as those of the 
F-statistlc for example. 
McGregor (1960) further simplified the use of the DW d-statistic 
by showing that for OP regression of degree p-1 the distribution of 
n+p . n-p+2 -
Thus, for OP regression the distribution of d/4 differs from 
(2|E^  d/4) by quantities of order 1/n^ . Since Beta (a/2, 
b/2; x) = F(b,a; it follows that n-^ 2 approxi­
mated by a central F with n-p+2 and n+p degrees of freedom. 
This F-statistlc will be denoted by F^ , 
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The power of the F^ -test for the detection of an underspeclfled 
OP model Is difficult to evaluate at this time because the distribu­
tion of Fj under the alternative hypothesis of underspecification 
iA unknown and depends upon 0^ , and a. Additionally, it is 
difficult to compare the performance of the F^ -test with that of 
the usual F-test. For, assuming that an OP model of degree p-1 has 
been fitted, the F^ -test examines these residuals to determine whether 
they are contaminated by terms of a larger polynomial degree, whereas 
the F-test explicitly compares the residual sum of squares of this 
model with that of the OP model of degree p. The null and alternative 
hypotheses associated with each of these two tests are collected in 
Table 5.3. 
! • 
Table 5.3. Null and alternative hypotheses associated with 
the Fg- and F-tests 
Null Alternative 
d^ 6^  " 0 for all 1 2 P  ^0 for some 1 ^  P 
F 
TO
 
B O
 
g f 0 
P P 
In Table 5.3, it can be seen that the null hypothesis associated with 
the F-test Is contained in that associated with the F^ -test. Thus, it 
is difficult to compare these two procedures, and at this time, the 
only comparisons that will be made are based on the probability limits 
of F- and F^ -statlstics for underspeclfled models. 
98 
If the degree fitted Is p-1 and the appropriate degree Is p, 
then the probability limit of the DW d-statlstlc based on the 
ordinary least squares residuals Is 
2 
1 + 
which under the transformation from d to becomes 
2[1 + (8p/a)^ ] - 1. 
The probability limit of the F-statlstlc for testing the null 
hypothesis, » 0, Is 
1 + (0p/a)^ . 
Thus, the probability limit of F^  Is nearly twice as large as that of 
F',with equality holding only when 8^ =0, that is, when the model 
is correctly specified. It also follows for a correctly specified 
model that the probability limits of the F- and F^ -statlstlcs are 
both unity. If 0, then the probability limit of F^  is greater 
than that of F; and moreover, the probability limits of their 5% 
critical points are pllm F = 1 and pllm F, . =» 3.84, 
n-p+2,n+p l,n-p-l ' 
respectively. These results indicate then that, for the hypotheses 
in Table 5.3, the power of the F^ -test is greater than that of the 
F-test. Further, if the appropriate degree is p+q, then the prob­
ability limits suggest that the power advantage of the F^ -test over 
the F-test is even greater. For, the probability limit of the DW d-
statistlc in this case is 
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2 
p+q 2 1 + I (Pi/o) 
p 
while the probability limit of the corresponding Fj-statlstlc is 
P+q 2 
2[1 + I (B^ /a)^ ] - 1. 
P 
Additionally, the following expression is the probability limit of 
the F-statlstic for testing the null hypothesis = 0 when, in 
fact, the appropriate polynomial degree is p+q; 
1 + (Bp/a)^  
P+q 2 
1 + I (&Jar 
p+1 
Thus, if the OP model is undexspeclfled by mpre than one degree, 
then the power of the above F-test for testing the hypothesis 8^ =0 
is decreased due to the noncentrallty of the estimator of the residual 
variance. The power of the F^ -test, on the other hand, is increased 
by the contamination of the unestimated parameter coefficients when 
the model is underspeclfled by more than one degree. 
In light of this result and the fact that the residual mean 
square estimate is Increased when the higher degrees are not 
Included, it is surprising that the forward selection F-test 
performs well at all. One reason for the popularity and apparent 
success of the OP forward selection procedure is perhaps that OP 
tend to be fitted to data exhibiting strong lower degree trends 
(linear, quadratic, cubic). An additional consideration, pointed 
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out previously, is that the Taylor's theorem expansion of a function as 
polynomials gives decreasing importance to higher powers, which are used 
for fine tuning the model to account for extreme curvature. Examples 
of this type are given by Snedecor and Cochran (1980) and Durbin and 
Watson (1951), If the data approximated by the OP do exhibit extreme 
curvature with weak lower degree terms, then the investigator, after 
Inspection of the data, presumably will specify an initial model with 
higher degree terms. Also for data of this type, special curves are 
often fitted, for example the Gompertz curve. 
Still, the apparent advantage of the F^ -test over the usual F-test 
is surprising because the F-test for 6^ =0 is uniformly most powerful 
2 
among all tests whose power depends only on (6^ /0) (Lehmann 1959). 
There are, however, several considerations which work to the advantage 
of the Fj-test. Firstly, the above optlmallty property of the F-test 
depends upon having an unbiased estimator of the residual variance. An 
additional consideration is that the power of the F^ -test depends upon 
(gp/a) and the sample autocorrelation of x^ , while the power of the F-
test depends only upon the former. This last correlation is a result 
of the basic difference between the two tests: the F.-test utilizes the 
a 
excessive sample autocorrelation among the least squares residuals of the 
underspecifled model while the F-test uses the reduction in residual sum 
of squares due to the estimation of 3^ . In short, the F^ -test exploits 
the increase in covariance due to an omitted variable, while the F-test 
exploits the decrease in variance due to the inclusion of that variable. 
It appears then that, for OP regression, the F^ -test is more effective 
than the F-test for detecting underspeclfIcatlon. 
101 
E. A Relationship Between Autocorrelation and Underspeclflcatlon 
Attention is now directed to the relationship between auto­
correlation and misspecificatlon. This relationship was discussed 
in Chapter III where it was noted than an autocorrelated omitted 
variable can make the residuals appear to be autocorrelated. This 
will be further investigated here with respect to the question of 
how large must the coefficient parameters of the omitted variables 
be if the DW d-statlstlc is to detect a significant amount of 
sample autocorrelation among the least squares residuals. If the 
misspecificatlon is caused only by autocorrelation of the true 
residuals from an otherwise correctly specified model, then from 
(4.2) the probability limit of the DW d-statlstlc is 2(1-p). But 
if the misspecificatlon is caused by fitting an OP model of degree 
p-1 when the true degree is p+q, then the probability limit of the 
DW d-statistic is 
Equating (5.3) with 2(1-p) gives the desired relationship between 
2 (5.3) 
2 
1 + I (Bi/o) 
p 
K'X o 
p and I (Gj/o) : 
P p+q I (Bi/o)2 
or p+q 
I (9i/o)^  = ' 
1-P ' 
P 
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This relationship between the residual autocorrelation and the q+1 
omitted parameters Is Illustrated In Figure 5.3. 
0.5 -• 
E (S7o) 
Figure 5.3 Graph of the residual autocorrelation (p) and the 
q+1 omitted parameters [ E (g./o)^ ] required to 
O 1 
give equal DW d probability limits 
p+q 2 2 
For the case of one omitted variable, that is I (g./o) = (3 /a) , 
P P 
Figure 5.3 shows that the value of the probability limit of the DW 
d-statistic obtained when the magnitude of equals the residual 
standard deviation is the same as that obtained when the residual 
autocorrelation is 0.5. The autocorrelation slowly approaches unity 
as the omitted parameters approach infinity. If, however, the ratio 
of 3p to 0 is 3, then the autocorrelation is increased to p » 0.9. 
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F, An Example 
Artificial data were constructed to illustrate the Beta variables 
procedure and the F^ -test for OP regression. The data are given in 
Table 5.4 together with the least squares and BLUS residuals from a 
linear polynomial regression. The same Information for a quadratic 
regression is contained in Table 5.5. The pattern of the BLUS resid­
uals from the linear polynomial regression in Table 5.4 follows 
that of the least squares residuals: ,the residuals in both sets are 
first negative, then increase to positive values, and finally decrease 
to negative values. This result is an empirical illustration of the 
fact shown in Chapter II that the BLUS residuals do correspond to 
the rows of the X-matrix. It appears then from an initial study of 
the residuals that the linear polynomial model is underspecified and 
that the quadratic polynomial model is the more appropriate one. This 
indication will now be examined, first with the Beta variables and 
then with the F^ -test. 
The Beta variables, described in Chapter IV as possible indicators 
of underspecification, were calculated from the BLUS residuals, and, 
for each Beta variable, the probability of a larger value was also 
found. These results are tabulated in Tables 5.4 and 5.5 for the 
linear and quadratic polynomial models, respectively. In order to 
examine the adequacy of each model, the sum of squares of the standard 
normal deviates corresponding to the probability values was calculated 
for each model. For the linear polynomial, the sum of squares is 
11.74 with 12 degrees of freedom, and, for the quadratic polynomial, 
7.93 with 11 degrees of freedom. Neither sum of squares is an extreme 
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Table 5.4. Results from linear polynomial regression 
Least squares BLUS Beta Beta 
y residuals residuals variables probabilities 
5.7150 -1.5157 
8.3375 -1.3473 -0.9330 0.0548 0.42 
11.8350 -0.3039 0.1012 0.0007 0.93 
14.9430 0.3500 0.7458 0.0370 0.55 
17.0550 0.0079 0.3945 0.0108 0.76 
20.5050 1.0038 1.3812 0.1334 0.30 
22.9550 0.9997 1.3678 0.1509 0.30 
25.8800 1.4706 1.8295 0.3180 0.15 
28.4910 1.6275 1.9772 0.5446 0.06 
30.2650 0.9474 1.2878 0.5073 0.11 
31.3200 -0.4517 -0.1205 0.0090 0.88 
34.4800 0.2542 0.5762 0.2080 0.54 
36.2250 -0.4550 -0.1422 0.0160 0.92 
37.7150 -1.4191 -1.1155 — — — —  
40.4200 -1.1682 — — — —  — — — —  
DW d 0.46 0.45 
Fj 8.72 ——— 
P-value <0.01 <0.01 
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Table 5.5. Results from quadratic polynomial regression 
Least squares BLUS Beta Beta 
residuals residuals variables probabilities 
0.2048 ——— 
-0.3641 -0.3746 0.0534 0.45 
0.0553 0.1240 0.0062 0.81 
0.1987 0.3322 0.0446 0.53 
-0.5404 -0.3566 0.0538 0.52 
0.1719 0.3918 0.0687 0.50 
-0.0024 0.2393 0.0275 0.69 
0.4118 0.6609 0.2158 0.29 
0.6254 0.8676 0.4743 0.13 
0.1154 0.3363 0.1356 0.54 
-1.0000 -0.8148 0.9205 0.05 
0.1029 0.2382 0.9893 0.07 
-0.0957 -0.0247 — —— ——— 
-0.4359 ——— 
0.5524 ———— —— —— ———— 
DW d 2.16 1.66 
Fj 1.10 — 
P-value >0.05 >0.05 
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value. As far as this example is concerned, the Beta variables do not 
indicate the existence of the apparent model inadequacy. The F^ -test 
will next be illustrated with these same data, and, as will be seen, 
this test does Indicate that the linear polynomial is a misspecified 
model. 
The Fj-values, calculated from the least squares residuals, are 
tabulated in Tables 5.4 and 5.5 for the linear and quadratic models, 
respectively. The F^ -value for the linear polynomial is extreme 
(P < 0.01), which indicates that the appropriate polynomial is of 
degree greater than one. Since the F^ -test does not detect any 
underspecification in the quadratic model, the model selected by the 
F^ -pprocedure is the quadratic. Surprisingly, however, the F-value 
for testing for a zero quadratic term is not significant at the 5% 
level (P =» 0.07). In this case, where the need for a quadratic term 
is apparent, the F-test fails to declare significance (a = 0.05) while 
the Fj-test is highly significant (a = 0.01). Thus, the model selected 
by the F^ -procedure is the appropriate quadratic polynomial model and 
that selected by the forward selection procedure is the underspecified 
linear polynomial. 
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VI. SUMMARY (A) AND SUGGESTIONS FOR FURTHER RESEARCH (B) 
A. Summary 
Mlsspeclflcatlon of the linear model has been the main topic of 
this thesis, and procedures for detecting mlsspeclflcatlon have been 
presented. Since any detection of model mlsspeclflcatlon usually 
begins with an examination of a set of sample residuals resulting 
from a fixed model, residual predictors are discussed In Chapter II. 
The Implications of a set of desirable properties for residual pre­
dictors are examined In Chapter II, and a necessary and sufficient 
condition for a residual predictor to have zero expectation and a 
specified covarlance matrix has been obtained. This Is a new result 
of which the necessary condition Is a generalization of a result due 
to Abrahamse and Koerts (1971). Within this class of residual pre­
dictors, the one that minimizes the expected sum of squared prediction 
errors Is found. This predictor Is a generalization of the one given 
by Abrahamse and Koerts (1971) who restricted the covarlance matrix 
of the predictors to be Idempotent. The covarlance matrix of the 
vector of predictors obtained In this thesis Is restricted only to be 
a symmetric matrix of rank equal to that of the X-matrlx. It has also 
been shown that Thell's (1965) BLUS residuals are particular cases of 
the general residual predictor and that all linear unbiased residual 
predictors with scalar covarlance matrix are related to an Intuitive 
and primitive residual predictor. Also In this chapter, the results 
of Koerts (1967) and Neudecker (1969) on the expected sum of squares 
and the covarlance matrix of the residual prediction errors have been 
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generalized for application to the general residual predictor men­
tioned above. 
Chapter III presents a review of residual autocorrelation and 
model mlsspeclflcatlon and attention Is drawn to the situation wherein 
omitted variables Induce a type of sample autocorrelation. Citations 
have been given to show that estimation procedures designed to adjust 
for autocorrelation provide no better estimators of the parameter 
regression coefficients than the usual least squares estimators, the 
conclusion being that the appropriate action to take in the presence 
of sample autocorrelation Is that given by Grlllches (1961); "The 
research strategy should be directed toward eliminating serial corre­
lation by Including its causes explicitly within our models rather 
than devising new methods for living with it." 
In Chapter IV it was shown how a set of predicted residuals can 
be transformed to independent Beta variables towards the detection of 
model underspecificatlon. Such Beta variables were previously used 
by Brown et al. (1975) in a cusum procedure to test for change in a 
regression model over time. Approximations to the expectations of the 
Beta variables were obtained in Chapter IV for the case of model under­
specificatlon, and it was shown that, for a variety of nonnuU residual 
expectation vectors, the Beta variables tend to be more dispersed than 
expected under the null hypothesis of a correctly specifidd model. 
Accordingly, a test was suggested for underspecificatlon based on the 
sum of squares of N(0,1) deviates corresponding to the probability 
integral transforms of the Beta variables. This test was exemplified 
in Chapter V using data for which a linear polynomial was fitted 
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Instead of the appropriate quadratic model. In this case, however, 
the Beta variables did not detect the underspecification. The alter­
native hypothesis for this test is a vague one, being simply that the 
model is underspecified. Consequently, the alternative hypothesis 
provides no special property, such as autocorrelation, to which a test 
statistic is especially sensitive for contrast with the null hypothesis 
situation. This disadvantage, therefore, may explain why the power of 
the Beta variables test is low. 
The fact, as shown, that the expected values of the Beta variables 
have a known ordering under the null hypothesis provides the basis for 
another procedure to detect a misspeclfled model. Each ordering of a 
set of Beta realizations can be ranked from most likely to least likely 
based upon the probability of each possible ordering. Thus, if Incorrect 
model specification causes an extreme ordering to appear, then in prin­
ciple it can be detected by calculating the extremeness of the ordering. 
This is a difficult task, however, and although the probabilities of 
these orderings have been calculated for 2,3, and 4 residual degrees 
of freedom, no further generalization has yet been obtained. 
Chapter V is concerned with the choice of the appropriate degree 
in polynomial regression, and a new procedure using the Durbin-Watson 
d-statistic (DW d) has been proposed based upon the type of parametric 
contamination caused by underspecification of a polynomial model. If 
the polynomial degree is too small, then the omitted terms appear in 
the least squares residuals. This residual contamination thus causes 
the sum of squares of consecutive differences to be smaller than the 
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sum of squares of the residuals. Hence, since the DW d-statistic is 
the ratio of the two sums of squares, it is sensitive to polynomial 
underspecification. The procedure then is to perform a DW d-test on 
the least squares residuals until the DW d-value is not inconsistent 
with the null hypothesis of a correctly specified model. This proce­
dure contrasts with the usual forward selection procedure in that the 
latter compares the residuals of the current model with those of the 
previous model. 
Next, it was shown that the DW d-statistic can be transformed to 
another statistic F^ , whose distribution, for the case of polynomial 
regression, differs from a central F-distribution only by quantities 
2 
on the order of 1/n . This approximation then provides accurate and 
easily obtained critical values for the F^ -test. In the context of 
selecting the proper polynomial degree, the power of the F^ -test was 
compared to that of the forward selection F-test through examination 
of the probability limits of the two test statistics. This study 
showed that the F^ -test appears to be the more sensitive to under­
specification. In particular, if the polynomial model is under-
specified by more than one degree, then at some step, the forward 
selection F-test may be insensitive to the underspecification because 
of the bias of the residual mean square estimator in the denominator 
of the F-test. The F^ -test, on the other hand, is sensitive to all 
the omitted terms as each degree term is progressively included in 
the model. 
Ill 
The probability limit of the DW d-statistlc was next examined 
to derive a relationship between the amount of autocorrelation among 
the true residuals which would be needed to produce the same prob­
ability limit as that produced by omitted variables. 
Finally, an example was given where the usual F-tsst for inclusion 
of a quadratic term is not significant (P > 0.05), thus leading one to 
choose a linear polynomial. Applied to the same data, the Ftest based 
on the least squares residuals from the linear polynomial is highly 
significant (P < 0.01), while the F^ -test based on the residuals from 
the quadratic polynomial is not significant (P > 0.10). In this case, 
therefore, the F^ -test did detect the real need for a quadratic term 
which the usual forward selection F-test failed to detect. 
B. Suggestions for Further Research 
Despite the fact that there has been much recent research activity 
on the subject of this thesis, it is apparent that more research is 
needed on specific aspects. Among these, some which arose directly 
from the present study are listed as follows. 
1) It would be interesting to investigate the residual pre­
dictors described in Chapter II for commonly used experimental designs. 
In particular, the relationships between the BLUS and least squares 
residuals for the X-matrlces in these cases deserve attention. 
2) In Chapter IV it was shown that any set, r^ ,^... ,r^ _p, of 
2 
squared N(0,a ) residuals, so normalized that their sum is unity, has 
a Dirichlet distribution. It follows that if model underspeclflcation 
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causes one r^ - value to be too large then at least one other r^ -value 
must be too small due to the summation constraint. Research might 
show that this increased variability of the normalized residuals may be 
n-p  ^ 2 
detected by a statistic such as E (r^ , - ) , where the expected value 
of each r^  is l/(n-p) for a correctly specified model. 
3) The probabilities of orderings of the Beta variables for 
arbitrary residual degrees of freedom is an open and intriguing problem. 
Further research might yield a more convenient transformation to permit 
a solution. 
4) Since for a given X-matrix, the covariance matrix of the 
least squares residuals is known to be Ma^  = [I-X(X'X) ^ X']o^ , then 
repetition of the experiment may permit estimation of the covariance 
matrix from the independent sets of residuals. If this estimate differs 
2 greatly from Ma , the perhaps the model has been misspecified. 
5) The Fj-test, described in Chapter V, is performed each time 
as successively larger polynomial degree terms are included in the 
model, and the procedure stops when the F^ -value is not inconsistent 
with the hypothesis of a correctly specified model. The question then 
arises whether the significance level of the F^ -test should be held 
constant or changed sequentially as, for example, Anderson (1962) 
suggested for another procedure. 
6) It may be possible to extend the F^ -procedure, based on the 
DW d-statistic, to response surface models where crossproduct terms 
of several quantitative variables are used. This notion has some 
empirical support since a Monte Carlo study by Thursby (1979) suggested 
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that the DW d-statlstic can detect incorrectly omitted crossproduct 
terms if one of the variables in the crossproduct exhibits sample auto­
correlation. The difficulty with this extension is to obtain an easily 
used and accurate approximation to the distribution of the DW d-
statistic for a response surface model. 
7) As pointed out in Chapter V, the advantage of the F^ -test 
over the usual F-test for detecting an underspecified polynomial 
model may be due to its use of the covariances of the least squares 
residuals. Research would be useful to examine the question of 
whether the F^ -test can be shown to be optimal in some sense in the 
class of tests which use the covariances of the least squares 
residuals. 
8) The power of the F^ -test needs to be investigated. An 
analytical investigation, however, appears to be a very formidable 
task due to the distributional difficulties of the F,-statistic. A 
a 
Monte Carlo study would provide a more feasible approach to the power 
of the Fj-tast. Such a study could also provide small sample informa­
tion on the power of the F^ -test with respect to that of the usual 
F-test. This would complement the large sample probability limit 
arguments in Chapter V which show that the power of the F^ -test is 
greater than that of the usual F-test. 
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IX. APPENDIX 
For the least squares residual matrix M = (m^ j) from an OP 
regression, the following result, stated in Section B of Chapter 
V, will now be proved: 
°jk " \j " Vk+l,n-j+l 
for all j and k. 
Proof: The equality m^  ^= follows from the usual symmetric 
property of a covarlance matrix and the second equality is proved 
as follows. For j 5^  k 
i "jk " "I *ij*ik/ci 
P 
" "^ i^.n-j+l *l,n-k+l/(^ i 
P 
" *i,n-k+l *l,n-j+l/ci 
™n-k+l,n-j +1* 
and for j = k 
*jj " 1 - 6 *ij/=i 
" ^ ~ I *l,n-j+l/(=l 
™n-j+l,n-j+l 
