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1. Introduction
In recent years the non-associative analogues of classical constructions become of
interest in connection with their applications in many branches of mathematics and
physics. Leibniz algebras present a “non-commutative” analogue of Lie algebras and
they were introduced by Loday [12] as algebras satisfying the (right) Leibniz identity:
[x, [y, z]] = [[x, y], z]− [[x, z], y].
Leibniz algebras preserve an important property of Lie algebras: the operator of right
multiplication is a derivation.
During the last decades the theory of Leibniz algebras has been actively investigated.
Some (co)gomology and deformation properties; results on various types of decom-
positions; structure of solvable and nilpotent Leibniz algebras; classifications of some
classes of graded nilpotent Leibniz algebras were obtained in numerous papers devoted
to Leibniz algebras, see, for example, [1,2,4,6,7,13] and reference therein. In fact, many
results on Lie algebras have been extended to the Leibniz algebra case. For instance,
the classical results on Cartan subalgebras [14], Levi’s decomposition [5], properties of
solvable algebras with given nilradical [9] and others from the theory of Lie algebras
are also true for Leibniz algebras.
From the classical theory of finite-dimensional Lie algebras it is known that an ar-
bitrary semisimple Lie algebra is decomposed into a direct sum of simple ideals, which
are completely classified [11]. In the paper [8] an example of semisimple Leibniz al-
gebra, which can not be decomposed into a direct sum of simple ideals, is presented
(see Example 3.6 also). This shows that the structure of semisimple Leibniz algebras is
much more complicated than structure of semisimple Lie algebras. Thus, the natural
problem arises - to describe semisimple Leibniz algebras. In fact, the structure depends
on relations between semisimple Lie algebras and their modules. Due to Barnes’ re-
sult [5] an arbitrary semisimple Leibniz algebra L is represented as L = S+˙I, where
S is a semisimple Lie algebra and I is the ideal generated by squares of elements of
the algebra L. This means that the problem is focused to investigation of the relation
between the ideal I and the semisimple Lie algebra S.
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One of the main results of the present paper is the description on finite-dimensional
semisimple Leibniz algebras (Theorem 3.5). Then next steps, which are crucial for
any variety of algebras, are investigations of derivations and automorphisms of these
algebras. Note that derivations and automorphisms of semisimple Lie algebras are
completely described by their actions on corresponding simple ideals [11]. The de-
scriptions of derivations and automorphisms of simple Leibniz algebras were studied
in [3]. Here we present the description on derivations of semisimple Leibniz algebras.
Since any semisimple Leibniz algebra can be represented as a direct sum of indecom-
posable semisimple Leibniz algebras, the Lie algebra of derivations of such algebras
is also represented as a direct sum of the Lie algebras of all derivations on indecom-
posable semisimple Leibniz algebras. The automorphism group of semisimple Leibniz
algebras is quite different from that of simple Leibniz algebras, and more subtle than
their derivations.
The paper is organized as follows.
In Section 2 we give some preliminaries from the Leibniz algebra theory.
Section 3 is devoted to the description of the structure of finite-dimensional com-
plex semisimple Leibniz algebras (Theorem 3.5). We also determined a structure of
irreducible modules over a Lie algebra which is a direct sum of two Lie algebras (see
Theorem 3.1).
In Section 4 we completely determine derivations of finite-dimensional complex
semisimple Leibniz algebras (Theorem 4.5).
Finally, In Section 5 we determine the group of automorphisms of finite-dimensional
complex semisimple Leibniz algebras (Theorem 5.7).
Throughout the paper, vector spaces and algebras are finite-dimensional over the
field of complex numbers C. We will use ⊕ to denote direct sum of ideals in an algebra,
while use +˙ to denote direct sum of subalgebras or subspaces. Moreover, in the table of
multiplication of an algebra the omitted products in terms of a given basis are assumed
to be zero.
2. Preliminaries
In this section we give necessary definitions and results on semisimple Lie algebras
and their irreducible modules towards the description of semisimple Leibniz algebras.
Definition 2.1. An algebra (L, [·, ·]) over a field F is called a Leibniz algebra if it
satisfies the property
[x, [y, z]] = [[x, y], z]− [[x, z], y] for all x, y ∈ L,
which is called Leibniz identity.
The Leibniz identity is a generalization of the Jacobi identity since under the con-
dition of anti-symmetricity of the product “[· , ·]” this identity changes to the Jacobi
identity. In fact, the definition above is the notion of the right Leibniz algebra, where
“right” indicates that any right multiplication operator is a derivation of the algebra.
In the present paper the term “Leibniz algebra” will always mean the “right Leib-
niz algebra”. The left Leibniz algebra is characterized by the property that any left
multiplication operator is a derivation.
Below we present an adapted version to our further using of the well-known Schur’s
Lemma ( [18, P. 57, Corollary 3]).
Lemma 2.2. Let G be a complex Lie algebra, let V = V1⊕· · ·⊕Vm andW =W1⊕· · ·⊕
Wn be a completely reducible G-modules, where V1, . . . ,Vn,W1, · · · ,Wn are irreducible
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modules. Then any G-module homomorphism ϕ : V → W can be represented as
ϕ =
m∑
i=1
n∑
j=1
λijϕij,
where the operator ϕij : Vi →Wj are fixed module homomorphisms and λij are complex
numbers. Furthermore ϕij 6= 0 if and only if ϕij is an isomorphism if and only if Vi
and Wj are isomorphic G-modules.
Definition 2.3. A Lie algebra G is called to be reductive, if R(G) = Z(G), where R(G)
and Z(G) are the solvable radical and the center of G, respectively.
Lemma 2.4. [10, Proposition 19.1] (a) Let G be a reductive Lie algebra. Then G =
[G,G]⊕ Z(G), and [G,G] is either semisimple or 0.
b) Let V be a finite-dimensional space and let G ⊂ gl(V) be a nonzero Lie algebra
acting irreducibly on V. Then G is reductive with dimZ(G) ≤ 1. If in addition G ⊂ sl(V)
then G is semisimple.
Theorem 2.5. [10, Corollary 21.2]. Let G be a semisimple Lie algebra. Then the
map λ 7→ Vλ induces a one-one correspondence between the set of all dominant integral
functions Λ+ and the isomorphism classes of finite-dimensional irreducible G-modules.
We need the following result from [17, Page 143, Theorem 6].
Theorem 2.6. Let G = G1⊕G2 be a semisimple Lie algebra. Let a Cartan subalgebra H
of G be correspondingly decomposed as H = H1 ⊕H2, where Hi is a Cartan subalgebra
of Gi (i = 1, 2). Suppose that the fundamental root system Π of G with respect to H
is decomposed into Π = Π1 ∪ Π2, where Π1 = {α1, . . . , αn} and Π2 {β1, . . . , βm} is the
fundamental root system of Gi with respect to Hi (1 = 1, 2).
(i) Suppose ̺i is an irreducible representation of Gi with highest weight ωi and
representation space Vi (i = 1, 2). If
̺(x)(v1 ⊗ v2) = ̺1(x1)v1 ⊗ v2 + v1 ⊗ ̺2(x2)v2,
x = x1 + x2, xi ∈ Gi, i = 1, 2,
then ̺ is an irreducible representation of G with highest weight ω1 + ω2, where
(ω1 + ω2)(h) = ω1(h1) + ω2(h2), h = h1 + h2, hi ∈ Hi, i = 1, 2.
(ii) Conversely, every irreducible representation of G is obtained as in (i).
For a Leibniz algebra L, a subspace generated by its squares I = span {[x, x] : x ∈ L}
due to Leibniz identity becomes an ideal, and the quotient GL = L/I is a Lie algebra
called liezation of L.Moreover, [L, I] = 0. In general, [I,L] 6= 0. Since we are interested
in Leibniz algebras which are not Lie algebras, we will always assume that I 6= 0.
Definition 2.7. A Leibniz algebra L is called simple if its liezation is a simple Lie
algebra and the ideal I is a simple ideal. Equivalently, L is simple iff I is the only
non-trivial ideal of L.
Definition 2.8. Let G be a Lie algebra and V a (right) G-module. Endow the vector
space L = G ⊕ V with the brackets as follows:
[(g1, v1), (g2, v2)] := ([g1, g2], v1.g2),
where v.g (sometimes denoted as [v, g]) is an action of an element g of G on v ∈ V.
Then L is a Leibniz algebra, denoted as G ⋉ V .
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Definition 2.9. A Leibniz algebra L is called semisimple if its liezation G is a semisim-
ple Lie algebra.
The following theorem recently proved by D. Barnes [5] presents an analogue of
Levi–Malcev’s theorem for Leibniz algebras.
Theorem 2.10. Let L be a finite dimensional Leibniz algebra over a field of character-
istic zero and let R be its solvable radical. Then there exists a semisimple Lie subalgebra
S of L such that L = S+˙R.
Application of the analogue of Levi’s Theorem for Leibniz algebras to the case of
semisimple Leibniz algebras implies the following
Proposition 2.11. Let L be a finite-dimensional semisimple Leibniz algebra. Then
L = S ⊕ I, where S is a semisimple Lie subalgebra of L. Moreover [I,S] = I.
It should be noted that I is a nontrivial module over the Lie algebra S.
The structure of simple Leibniz algebras is clear. By Proposition 2.8 a simple Leibniz
algebra is a sum of a simple Lie algebra S and a simple module (the highest weight
module) over S. Our problem concerns semisimple Leibniz algebras.
Semisimple Leibniz algebras in general, are not direct sum of simple Leibniz algebras.
See the next example.
Example 2.12. Let L be a 10-dimensional Leibniz algebra. Let {e1, h1, f1, e2, h2, f2,
x1, x2, x3, x4} be a basis of L such that I = {x1, x2, x3, x4}, and multiplication table of
L has the following form:
[sli2, sl
i
2] :
[ei, hi] = 2ei, [fi, hi] = −2fi, [ei, fi] = hi,
[hi, ei] = −2ei [hi, fi] = 2fi, [fi, ei] = −hi, i = 1, 2,
[I, sl12] :
[x1, f1] = x2, [x1, h1] = x1, [x2, e1] = −x1, [x2, h1] = −x2,
[x3, f1] = x4, [x3, h1] = x3, [x4, e1] = −x3, [x4, h1] = −x4,
[I, sl22] :
[x1, f2] = x3, [x1, h2] = x1, [x3, e2] = −x1, [x3, h2] = −x3,
[x2, f2] = x4, [x2, h2] = x2, [x4, e2] = −x2, [x4, h2] = −x4,
(omitted products of the basis vectors are equal to zero).
From this table of multiplications we conclude that L is semisimple and [I, sl12] =
[I, sl22] = I. Moreover, I splits over sl
1
2 (i.e. I = span{x1, x2} ⊕ span{x3, x4}) and over
sl22 (i.e. I = span{x1, x3} ⊕ span{x2, x4}). Actually, I is a simple ideal (an irreducible
(sl12⊕sl
2
2)-module). Therefore, L = (sl
1
2⊕sl
2
2)⋉I cannot be a direct sum of two nonzero
ideals. See Example 3.6 for a more general case.
3. Structure of semisimple Leibniz algebras
First we give the generalized version of Theorem 2.6, which has an independent
interest.
Theorem 3.1. Let G = G1 ⊕ G2 be a direct sum of Lie algebras and let V be a finite-
dimensional irreducible G-module with dimV > 1. Then there are finite-dimensional
irreducible Gi-modules Vi so that V ∼= V1 ⊗ V2.
Proof. Consider Ann(V) = {x ∈ G : V.x = 0} which is an ideal of G. Then V is a
faithful irreducible module over G = G/Ann(V), in particular, for an element x ∈ G
from v.x = 0 for all v ∈ V it follows that x = 0.
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Let ρ be the representation of G on V, i.e., ρ(g¯)(v) = v.g¯ for any v ∈ V and g¯ ∈ G.
Then we have the injective linear map ρ : G → gl(V). Thus G is also finite-dimensional.
Applying part b) of Lemma 2.4 to G we know that G¯ is reductive, Z(G¯) ≤ 1, and
G¯ = [G¯, G¯]⊕Z(G¯). Denote the natural projections by ρ1 : G¯ → [G¯, G¯] and ρ2 : G¯ → Z(G¯),
and define π = ρ1 ◦ ρ.
Assume Z(G) = Cz 6= 0. Since [[v, x], z] = [[v, z], x] for all x ∈ G and v ∈ V, it follows
that the mapping
v ∈ V →֒ [v, z] ∈ V
is a G-module homomorphism of V. Taking into account that V is an irreducible G-
module, by Lemma 2.2 there exists λ ∈ C such that [v, z] = λv for all v ∈ V.
We know that V is a simple module over π(G) = [G¯, G¯]. If π(G1) ∩ π(G2) 6= {0}, it
has to be semisimple. We see that
π(G1) ∩ π(G2) = [π(G1) ∩ π(G2), π(G1) ∩ π(G2)}] ⊂ [π(G1), π(G2)}] = 0,
a contradiction. Thus π(G1) ∩ π(G2) = 0, and π(G) = π(G1)⊕ π(G2).
Since V is also an irreducible module over π(G1)⊕ π(G2), then both π(G1) and π(G2)
are semisimple. By Theorem 2.5, we deduce that there are finite-dimensional irreducible
π(Gi)-modules Vi so that V ∼= V1 ⊗ V2. We can easily extend π(Gi)-module Vi into a
Gi-module. This completes the proof. 
We say that a semisimple Leibniz algebra L = S+˙I is decomposable, if L =(
S1+˙I1
)
⊕
(
S2+˙I2
)
, where S1+˙I1 and S2+˙I2 are non-trivial semisimple Leibniz al-
gebras. Otherwise, we say that L is indecomposable.
Lemma 3.2. Any semisimple Leibniz algebra has the form:
L =
n⊕
i=1
(
Si+˙Ii
)
,
where Si+˙Ii is an indecomposable semisimple Leibniz algebra for all i ∈ {1, . . . , n}.
Proof. Let L = S+˙I be a semisimple Leibniz algebra and let S =
n⊕
i=1
Si be a decompo-
sition of simple Lie ideals Si. We know that [I,S] = I. The proof is by induction on
n.
Let n = 1, that is, S is a simple Lie algebra. Then L = S+˙I is an indecomposable
semisimple Leibniz algebra.
Suppose that the assertion of the theorem is true for all numbers least than n and
S =
n⊕
i=1
Si.
Consider a partition of the set {1, 2, . . . , n} = A ∪ B into union of disjoint subsets.
Set
IA =
[
I,
⊕
i∈A
Si
]
and IB =
[
I,
⊕
j∈B
Sj
]
.
Case 1. Let IA∩IB 6= {0} for any non trivial partition A∪B of the set {1, 2, . . . , n}.
In this case L is indecomposable.
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Case 2. Let IA ∩ IB = {0} for some partition A ∪B of the set {1, 2, . . . , n}. Then L
is decomposable and
L =
(⊕
i∈A
Si+˙IA
)
⊕
(⊕
j∈B
Sj+˙IB
)
.
By the hypothesis of the induction algebras
⊕
i∈A
Si+˙IA and
⊕
j∈B
Sj+˙IB can be represented
as a direct sum of indecomposable algebras. The proof is complete. 
Further we need the following auxiliary result.
Lemma 3.3. Let S be a semisimple Lie algebra and let I be an irreducible S-module.
Then [I,S] = 0 if and only if dim I = 1.
Proof. Let ρ be the representation of S on I, i.e., ρ(g)(v) = [v, g] for any v ∈ I and
g ∈ S. Then we have the Lie algebra homomorphism ρ : S → gl(I). So ρ(S) is a
subalgebra of gl(I). The result follows from Lemma 2.4. 
Remark 3.4. From Lemma 3.3 we conclude that for an indecomposable semisimple
Leibniz algebra L = S+˙I the inequality dim I ≥ 2 holds true if I 6= 0.
From Lemma 3.2, we need only to determine the structure of indecomposable
semisimple Leibniz algebras. Suppose L is an indecomposable semisimple Leibniz alge-
bra with a given Levi decomposition L = S+˙I. We may assume that S = ⊕mi=1Si and
I = ⊕ni=1Ii where each Si is a simple Lie algebra and each Ii is an irreducible S-module.
We say that Si and Sj are adjacent if there exists Ik such that [Ik,Si] = [Ik,Sj] = Ik.
We say that Si and Sj are connected if there exist Sk1 = Si, Sk2 , · · · ,Skr = Sj such
that Skl and Skl+1 are adjacent.
Now we can prove our main result on indecomposable semisimple Leibniz algebras.
Theorem 3.5. Let L = S+˙I be an indecomposable semisimple Leibniz algebra with
I 6= {0}. Then
(a). S = ⊕mi=1Si where each Si is a simple Lie algebra;
(b). I = ⊕ni=1Ii where each Ii is an irreducible S-module with [Ii,S] = Ii;
(c). L = S ⋉ I;
(d). for any 1 ≤ i ≤ m and 1 ≤ j ≤ n there is an irreducible Si-module Iij such that
Ii = ⊗
m
j=1Iij;
(e). any Si and Sj are connected.
Proof. Parts (a) and (b) are clear, (c) follows from the definition, (d) follows from
Theorem 2.6.
(e) The proof is by induction on n.
Let n = 1. Then I is an irreducible S-module. By Theorem 2.6 for each j ∈
{1, . . . , m} there is an irreducible Sj-module Jj such that I = ⊗
m
j=1Jj. Since S+˙I
is indecomposable, Lemma 3.3 implies that [Jj ,Sj] = Jj for all j. Thus [I,Sj ] = I for
all j. This means that Si and Sj are adjacent.
Suppose that the assertion (e) is true for all numbers least than n > 1. Consider a
Leibniz algebra S+˙J , where J = ⊕n−1i=1 Ii. Assume that S+˙J is indecomposable. By
the hypothesis of the induction, Si and Sj are already connected.
Now assume that S+˙J is decomposable. Let us consider the decomposi-
tion of S+˙J into a direct sum of indecomposable semisimple Leibniz algebras:
p⊕
t=1
(
⊕i∈AtSi+˙⊕s∈Bt Is
)
, where A1, . . . , Ap and B1, . . . , Bp are partitions of {1, . . . , m}
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and {1, . . . n − 1}, respectively. Since L = S+˙I is indecomposable, for every s ∈
{1, . . . , p} there exists an index is ∈ As such that [In,Sis ] = In. Thus Si1 , . . . ,Sip are
mutually adjacent. On the other hand, since ⊕i∈AtSi+˙ ⊕s∈Bt Is is indecomposable,
by the hypothesis of the induction, for each i, j ∈ As (1 ≤ s ≤ p) algebras Si and Sj
are connected. Thus Si and Sj are connected for every i, j ∈ {1, . . . , m}. The proof is
complete. 
In our notations we present an example that generalizes the one in [8, Theorem 4.2]
as a semisimple Leibniz algebra which can not be decomposed into the direct sum of
simple ideals.
Example 3.6. Let m,n ∈ N. Let L =
(
sl12
⊕
sl22
)
+˙I be a semisimple Leibniz algebra
with a basis
{e1, h1, f1, e2, h2, f2, xi ⊗ yj : i = 0, 1, · · · , m; j = 0, 1, · · · , n}
and the product table:
[ei, hi] = −[hi, ei] = 2ei,
[hi, fi] = −[fi, hi] = 2fi,
[ei, fi] = −[fi, ei] = hi,
[xi ⊗ yj, h1] = (m− 2i)xi ⊗ yj,
[xi ⊗ yj, h2] = (n− 2j)xi ⊗ yj,
[xi ⊗ yj, e1] = ixi+1 ⊗ yj,
[xi ⊗ yj, e2] = jxi ⊗ yj+1,
[xi ⊗ yj, f1] = (m− i)xi−1 ⊗ yj,
[xi ⊗ yj, f2] = (n− j)xi ⊗ yj,
where 0 ≤ i ≤ n and 0 ≤ j ≤ m. If V1 is the (m+1)-dimensional irreducible sl
1
2-module
and V2 is the (n+1)-dimensional irreducible sl
2
2-module, then L =
(
sl12
⊕
sl22
)
⋉(V1⊗V2).
4. Derivations on semisimple Leibniz algebras
In this section we describe all derivations of semisimple Leibniz algebras. We will use
Der(L) to denote the Lie algebra of derivations of a Leibniz algebra L.
Lemma 4.1. Let L = L1 ⊕ L2 be a Leibniz algebra such that [Li,Li] = Li. Then
Der(L) = Der(L1)⊕Der(L2).
Proof. This is similar to that of the Lie algebra case. We omit the details. 
From this lemma, in order to determine Der(L) for semisimple Leibniz algebras L we
need only to consider indecomposable semisimple Leibniz algebras L. From now on in
this section we assume that L = S+˙I is an indecomposable semisimple Leibniz algebra.
We assume that
(4.1) S =
r⊕
i=1
niSi
is a decomposition into the sum of simple Lie ideals where Si 6≃ Sj if i 6= j; and that
(4.2) I =
r+s⊕
i=1
miIi
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is a decomposition into the sum of simple S-modules where Ii 6≃ Ij if i 6= j. We may
further assume that Si ≃ Ii as S-modules and mi ≥ 0 for i ∈ {1, 2, · · · , r}.
For any x ∈ S we have the inner derivation
Rx : L → L, y 7→ [y, x], ∀ y ∈ L.
Let RS = {Rx : x ∈ S} be the inner derivations of L, and
Der(L)S,I = {d ∈ Der(L) : d(S) ⊂ I, d(I) = 0},
Der(L)I,I = {d ∈ Der(L) : d(I) ⊂ I, d(S) = 0}.
Lemma 4.2. Let L = S+˙I be a semisimple Leibniz algebra. Then
Der(L) = RS+˙Der(L)S,I+˙Der(L)I,I.
Proof. The proof is similar to that in the case of simple Leibniz algebras (see [15,
Theorem 3.2]). 
Lemma 4.3. (a). For any d ∈ Der(L)S,I, the restriction d|S : S → I is an S-module
homomorphism.
(b). For any d ∈ Der(L)I,I, the restriction d|I : I → I is an S-module homomor-
phism.
Proof. (a) Let d ∈ Der(L)S,I. For each x, y ∈ S we have
d([x, y]) = [d(x), y] + [x, d(y)] = [d(x), y].
This means that d|S is a S-module homomorphism.
The proof of the part (b) is similar to (a). The proof is complete. 
The following result directly follows from Lemma 2.2.
Lemma 4.4. Let S be a semisimple Lie algebra and V is a simple S-module. Let
m,n ∈ Z+. Then
(a). EndS(mV, nV) ≃ homC(C
m,Cn);
(b). AutS(mV) ≃ GLm(C).
The above four lemmata imply the following result.
Theorem 4.5. Let L = S+˙I be a semisimple Leibniz algebra with decompositions given
as in (4.1) and (4.2). Then
(a). Each d ∈ Der(L)S,I is uniquely determined by a map in ⊕
r
i=1 homC(C
ni,Cmi);
(b). each d ∈ Der(L)I,I is uniquely determined by a map in ⊕
r+s
i=1 homC(C
mi ,Cmi);
(c).
dimDer(L) = dimS +
r∑
i=1
nimi +
r+s∑
i=1
m2i .
5. Automorphisms of semisimple Leibniz algebras
In this section we describe the group Aut(L) of automorphisms of semisimple Leibniz
algebras L. We first have the following result.
Lemma 5.1. Let L = ⊕ni=1miLi be a semisimple Leibniz algebra where Li’s are pairwise
nonisomorphic indecomposable semisimple Leibniz algebras. Then
Aut(L) ∼=
n∏
i=1
(Smi ⋉ Aut(Li)
mi)
where Sm is the symmetric group of permutations.
SEMISIMPLE LEIBNIZ ALGEBRAS 9
Proof. It suffices to consider an algebra of the form mL = L1⊕ . . .⊕Lm, where Li = L
for all i. For 1 ≤ i, j ≤ m denote by πij an identical isomorphism from Li onto Lj. Then{
π = ⊕mi=1πiσ(i) : σ ∈ Sm
}
is a subgroup of Aut(mL), which isomorphic to the group Sm and we may identify its
to Sm.
Let ϕ ∈ Aut(mL). Since Li is an indecomposable Leibniz algebra, ϕ(Li) is also an
indecomposable Leibniz algebra. Thus there exists an index σϕ(i) such that ϕ(Li) =
Lσϕ(i). It is clear that σϕ : i → σϕ(i) is a permutation of the set {1, . . . , m} and
φi = πσϕ(i)i ◦ ϕ|Li is an automorphism of Li. Then ϕ = πϕ ◦ φ, where πϕ = ⊕
m
i=1πiσϕ(i)
and φ =
∏m
i=1 φi ∈ Aut(L)
m. Thus Aut(mL) = SmAut(L)
m. It is easy to see that
Aut(L)m is a normal subgroup of Aut(mL). So ϕ ∈ Sm ⋉ Aut(L)
m. The proof is
complete. 
Now we need to determine Aut(L) for indecomposable semisimple Leibniz algebras L.
From now on in this section, we assume that L = S+˙I is an indecomposable semisimple
Leibniz algebra with decompositions as in (4.1) and (4.2). We define the projections
ρ1 : L → S, x+ y 7→ x, ∀x ∈ S, y ∈ I;
ρ2 : L → I, x+ y 7→ y, ∀x ∈ S, y ∈ I.
Let ϕ be an automorphism of L, ϕI = ρ2 ◦ϕ|I , ϕ1 = ρ1 ◦ϕ|S and ϕ2 = ρ2 ◦ϕ|S . Clearly,
ϕ is determined by ϕI , ϕ1 and ϕ2. It is clear that ϕ(I) = I.
For any S-module V and any σ ∈Aut(S), we define the new S-module Vσ = V with
the action
v · x = [v, x]′ = vσ(x), ∀ v ∈ V, x ∈ S.
We know from [10] that V ≃ Vσ if σ is an inner automorphism of S. If σ is not an inner
automorphism of S, we generally do not have V ≃ Vσ.
Lemma 5.2. (a). ϕ1 ∈ Aut(S).
(b). ϕI is an S-module isomorphism from I onto I
ϕ1.
(c). ϕ2 is an S-module hommorphism from S to I
ϕ1.
Proof. Let x, y ∈ S, then
ϕ1([x, y]) + ϕ2([x, y]) = ϕ([x, y]) = [ϕ(x), ϕ(y)] =
= [ϕ1(x) + ϕ2(x), ϕ1(y) + ϕ2(y)] =
= [ϕ1(x), ϕ1(y)] + [ϕ2(x), ϕ1(y)].
This implies
ϕ1([x, y]) = [ϕ1(x), ϕ1(y)],
ϕ2([x, y]) = [ϕ2(x), ϕ1(y)].
Let x ∈ S, i ∈ I, then
ϕI([i, x]) = ϕ([i, x]) = [ϕ(i), ϕ(x)] = [ϕI(i), ϕ1(x)].
The proof is complete. 
Lemma 5.3. (a). For σ ∈ Aut(S) and an S-module isomorphism σI : I → I
σ there
is ϕ ∈ Aut(L) such that ϕ1 = σ and ϕI = σI .
(b). For σ ∈ Aut(S) there is ϕ ∈ Aut(L) such that ϕ1 = σ if and only if I ≃ I
σ as
S-modules.
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Proof. (a) For σ ∈ Aut(S) and an S-module isomorphism σI : I → I
σ set
ϕ(x) = σ(x) + σI(i), x+ i ∈ S + I.
Then
ϕ([x+ i, y + j]) = ϕ([x, y] + [i, y]) = σ([x, y]) + σI([i, y]) =
= [σ(x), σ(y)] + [σI(i), σ(y)] =
= [σ(x) + σI(i), σ(y) + σI(j)] = [ϕ(x+ i), ϕ(y + j)].
Thus ϕ is an automorphism such that ϕ1 = σ and ϕI = σI .
(b) Let σ ∈ Aut(S). Suppose that there exists ϕ ∈ Aut(L) such that ϕ1 = σ. For
every x ∈ S, i ∈ I we have
ϕI([i, x]) = ϕ([i, x]) = [ϕ(i), ϕ(x)] = [ϕI(i), σ(x)].
This means that I ≃ Iσ as S-modules. The converse assertion follows from the part
(b). The proof is complete. 
The following example shows the existence of automorphism of S which can not be
extended to the whole algebra L.
Example 5.4. Let sl3 be the Lie algebra consisting of all traceless 3×3 complex matri-
ces, and let V(Λ1) = C
3 be the standard sl3-module (by left matrix multiplication). Its
highest weight is the first fundamental weight Λ1. Consider the automorphism of sl3:
σ : sl3 → sl3, x 7→ −x
t,
for all x ∈ sl3, where x
t is the transpose of x. This automorphism σ cannot be extended
to an automorphism of the whole simple Leibniz algebra sl3 ⋉ V (Λ1) since V(Λ1)
σ ≃
V(Λ2) 6≃ V(Λ1), where Λ2 = −σ ◦ Λ1 (see [10, P. 116, Exersice 21.6]).
We define the following subgroups of Aut(L):
Aut(L)I ={ϕ ∈ Aut(L) : ϕ|S = idS},
Aut(L)S ={ϕ ∈ Aut(L) : ϕ(S) = S},
Aut(L)0 ={ϕ ∈ Aut(L) : ϕ|I = idI}.
Lemma 5.5. Let L = S+˙I be a semisimple Leibniz algebra. Then we have the following
isomorphisms:
Aut(L)I ∼= AutS(I), Aut(L)0 ∼= homS(S, I).
Proof. Let us prove the first isomorphism. For an arbitrary ϕ ∈ Aut(L)I and x ∈
S, i ∈ I we have
ϕ([i, x]) = [ϕ(i), ϕ(x)] = [ϕ(i), x].
Thus ϕ|I ∈ AutS(I).
Let now σ ∈ AutS(I). Set
ϕσ(x+ i) = x+ σ(i), x+ i ∈ S + I.(5.1)
Then ϕσ ∈ Aut(L)I , and (5.1) implies that the mapping σ → ϕσ is an isomorphism
from AutS(I) to Aut(L)I .
Now we shall prove the second assertion. Let ϕ ∈ Aut(L)0. Since
[i, x] = ϕ([i, x]) = [ϕ(i), ϕ(x)] = [i, ϕ1(x)],
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we obtain [i, ϕ1(x)− x] = 0 for all i ∈ I, x ∈ S. Thus [I,Sϕ1(x)−x] = 0, where Sϕ1(x)−x
is the ideal of S generated by the element ϕ1(x)− x. Thus ϕ1(x) = x for all x ∈ S, i.e.,
ϕ1 = idS . So, we have
ϕ ∈ Aut(L)0 ⇒ ϕ1 = idS .(5.2)
The equalities
ϕ([x, y]) = [x, y] + ϕ2([x, y]),
[ϕ(x), ϕ(y)] = [x+ ϕ2(x), y + ϕ2(y)] = [x, y] + [ϕ2(x), y], ∀x, y ∈ S
imply that ϕ2([x, y]) = [ϕ2(x), y]. Therefore, ϕ2 ∈ homS(S, I).
Let σ ∈ homS(S, I). Set
ϕσ(x+ i) = x+ σ(x) + i, x+ i ∈ S + I.(5.3)
Then ϕσ ∈ Aut(L)0, and by (5.3) we see that the mapping σ → ϕσ is an isomorphism
of the additive group homS(S, I) and the multiplicative group Aut(L)0. 
Denote
Aut(S)0 = {ϕ ∈ Aut(S) : ∃ ψ ∈ Aut(L)S , ψ|S = ϕ}.
Lemmata 5.2, 5.3, 5.5 and implication (5.2) gives us the following matrix representations
of the above mentioned groups:
Aut(L) =
{(
ϕ1 0
ϕ2 ϕI
)
: ϕ1 ∈ Aut(S)0, ϕI ∈ IsoS(I, I
ϕ1), ϕ2 ∈ homS(S, I
ϕ1)
}
,
Aut(L)I =
{(
idS 0
0 ϕI
)
: ϕI ∈ AutS(I)
}
,
Aut(L)S =
{(
ϕ1 0
0 ϕI
)
: ϕ1 ∈ Aut(S)0, ϕI ∈ IsoS(I, I
ϕ1)
}
,
Aut(L)0 =
{(
idS 0
ϕ2 idI
)
: ϕ2 ∈ homS(S, I)
}
,
where IsoS(I, I
ϕ1) is the set of S-module isomorphisms.
These representations show that Aut(L)I and Aut(L)0 are normal subgroups of
Aut(L)S and Aut(L), respectively.
Corollary 5.6. Let L = S+˙I be a semisimple Leibniz algebra.
(a). Aut(S)0 ∼= Aut(L)S/Aut(L)I .
(b). If all Si are not of type Al, Dl or E6, then Aut(S)0 = Aut(S).
Now we can prove the main result of this section.
Theorem 5.7. Let L = S+˙I be a semisimple Leibniz algebra. Then
Aut(L) = Aut(L)S ⋉Aut(L)0.
Proof. Let ϕ ∈ Aut(L). Set
ψ(x+ i) = ϕ1(x) + ϕI(i), x+ i ∈ S + I.
Let us show that ψ is also an automorphism. Indeed,
ψ([x+ i, y + j]) = ψ([x, y] + [i, y]) = ϕ1([x, y]) + ϕI([i, y])
= [ϕ1(x), ϕ1(y)] + ϕ([i, y]) = [ϕ1(x), ϕ1(y)] + [ϕ(i), ϕ(y)]
= [ϕ1(x), ϕ1(y)] + [ϕI(i), ϕ1(y) + ϕI(y)]
= [ϕ1(x) + ϕI(i), ϕ1(y) + ϕI(j)] = [ψ(x+ i), ψ(y + j)].
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It is clear that ψ ∈ Aut(L)S .
Now consider the automorphism
η = ψ−1 ◦ ϕ.
Then
η(x+ i) = x+ ϕ−1I ϕ2(x) + i
and therefore η = ψ−1 ◦ ϕ ∈ Aut(L)0. Since ϕ = ψ ◦ η, it follows that
Aut(L) = Aut(L)S ⋉ Aut(L)0.
The proof is complete. 
So far we have described the automorphism groups for all semisimple Leibniz algebras.
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