Abstract
Introduction
In order for humans to be more effective in performing certain tasks, Personal Assistant agents [1] have been proposed that support humans in these task operations. Such support can for instance take the form of the agent giving particular advice to the human (e.g. showing a manual for performing a particular operation in case the human is making insufficient progress) or could go further, for example by the agent assigning (part of) the task to a computer or another human. To be most effective, and in order for the humans to accept the support of the agent, the human should be assisted in a personalized way.
One aspect of importance for supporting the human in a personalized way is the trust the human has in various information sources that can potentially aid in performing the task. For instance, the manual for a task might contain a lot of flaws, whereas another human that has experience with the task can immediately aid in a correct fashion. Hence, the trust value for the manual will be much lower, and a personal assistant showing this manual will most likely be ignored. In demanding circumstances, for example on board of a Naval vessel, where critical tasks are performed, such information is crucial for personal assistant agents to be useful and help improve the overall effectiveness of a mission.
In trust research, a variety of computational models have been proposed which represent human trust [2] [3] [4] . Such models often assume that trust values of a human with respect to another party over time are defined by a certain trust function, which determines the trust value at some time point using the experiences of the human with the specific party up to that point. Hereby, a number of parameters are still tunable towards specific characteristics of the human. For instance, how fast the trust decays after a period without experiences, the initial trust value, how much one positive or negative experience counts, et cetera. In [3] an additional factor is taken into account, namely how the party performs relative to its competitors.
As humans can differ in their characteristics, the behavior of a trust model crucially depends on the specific values for the different parameters. How these parameters can be tuned to a specific individual is the main challenge addressed in this paper. An approach is proposed that can observe the behavior of the human in consulting other parties (e.g., looking up the manual), and estimate appropriate parameter settings of a trust model such that it describes the human's trust in an accurate way. To this end, an existing trust model is taken as a basis (cf. [3] ). This trust model has four parameters: the initial trust value, the decay factor of trust, the weight of positive and negative experiences (trust flexibility), and the weight of experiences with competitors upon the trust value (trust autonomy). The observable behavior assumed consists of the choices a human makes in consulting competitive parties (e.g., do I ask the human, or look in the manual) as well as the (positive or negative) outcomes of these consultations. Using this observation information, methods are applied to find appropriate parameter settings that describe this human behavior.
To tune the parameters to a person over time within the adaptive agent model, different methods have been used and compared. The first method is based on exhaustive search through the space of parameter combinations. The second method is a bisection method, where every step the parameter value intervals are divided in two. As a third method the bisection method has been combined with the use of a library of known solutions. Finally, a Simulated Annealing approach [5] was investigated. These methods have been compared based upon computation time, as well as the accuracy of the solution found.
This paper is organized as follows. In Section 2 the basic trust model used is briefly explained. Section 3 discusses the adaptive agent model and the methods used for parameter tuning. In Section 4 simulation results are described, whereas Section 5 addresses automated verification of properties of the adaptation. Section 6 discusses related work, and Section 7 concludes the paper and presents future work.
Trust Model
This section describes the model of human trust on information sources used in subsequent sections for adaptive parameter estimation (cf. [3] ). In this model information sources are considered competitors, and the human trust on an information source depends on the relative experiences with the information source to the experiences from the other information sources. The model defines the total trust of the human as the difference between positive trust and negative trust (distrust) on the information source. It includes personal human characteristics like trust decay, flexibility, and degree of autonomy (contextindependence) of the trust. Figure 1 shows the dynamic relationships in the model used.
In this trust model it is assumed that the human is bound to request one of the available information sources {IS 1 , IS 2 , . . . IS n } at each time step. The human requests the information source IS i with highest trust value from the vector of trust values {T 1 (t), T 2 (t), . . . T n (t)} available on the information sources {IS 1 , IS 2 , . . . IS n } respectively at time t. In response of the human's request IS i gives experience value (E i (t)) from the set {-1, 1} indicating a negative resp. positive experience. This experience is used to update the human trust value for the next time point. Besides values from {-1, 1} the experience value can also be 0, indicating that IS i gives no experience to the human at time point t (it was not requested).
This trust model can be tuned to several personal human characteristics described in [3] In differential equation form the change in positive and negative trust over time is modeled by (cf. [3] ):
In the above equations, E i (t) is the experience value given by the IS i at time point t. Also τ i + (t) and τ i -(t) are the human's relative positive and negative trust on IS i at time point t which is the ratio of the human's positive or negative trust of IS i to the average human's positive or negative trust on all options at time point t defined as follows 
The Adaptive Agent Model
This section describes the adaptive agent model for estimating human personality attributes to model trust in (competitive) information sources. The model is shown in Figure 2 . In this model it is assumed that the 
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IS2
ISn agent observes the behavior of the human (request to the information source) and the results of the information source (the positive or negative response to the request) over time. At each time step the agent adapts the model parameters using the available information. The agent starts with an initial parameter vector, calculates human trust on information sources and predicts the information source to be requested by the human, then observes the actual human request to the information source and information source response. If the human places request to the same information source as predicted by the agent then agent does not change parameter vector (considering this prediction being correct), otherwise parameter values are adopted accordingly. To measure how accurately a parameter vector is representing human personality attributes, the accuracy of the parameter vector can be calculated as the ratio between the number of correct predictions to the number of total observations made by the agent by:
Accuracy=Correct Predictions / Observed Behaviors
Exhaustive Search Method
Using this method the entire attribute search space is explored to find the vector of parameter settings with maximum accuracy. This method guarantees the optimal solution, described as follows:
for each observed behavior B for each vector of parameter setting P calculate accuracy of P end for output vector of parameter settings with max. accuracy end for
In the above algorithm, calculation of the accuracy of a vector of parameter setting P entails that agent predicts the information source to be requested and observes the actual human request. It then uses the equation for calculating the accuracy described before.
Here if α parameters with precision τ are to be estimated, N is the number of information sources, and B the number of observed behaviors (i.e., time points), then the worst case complexity of the method can be expressed as О ( (10) ατ NB 2 ). In particular when α=3 (β, γ, and η) also τ=2 (or 0.01), N=3 and B=100 then complexity would result into 3 x 10 10 steps which is exponential in number of parameters and precision.
Bisection Search Method
In the bisection method the attribute search space is reduced by halving the intervals for the parameter values at each step. The method is as follows: In the above algorithm P1, P2 and P3 are the vectors of parameters to be estimated. Operations should be considered as vector operations for example (P2 -P1 > required precision) in above algorithm means that it should hold for all components. The worst case complexity of this method is О (ατNB 2 ).
Extended Bisection Search Method
The extended bisection method is an extension to the bisection method. Here after finding a vector of parameter setting against a new observed human behavior, this vector is kept in a list for future use. On each next observed human behavior, bisection search finds a new vector of parameter settings which is then compared with the accuracy of all previously known vectors at the current time. The vector with maximum accuracy is outputted. The method is described as follows: The worst case complexity of this method is О (ατNB 2 ).
Simulated Annealing Method
Simulated Annealing [5] uses a probabilistic technique to find a vector of parameter settings that best corresponds to human personality characteristics. In this method a random vector of parameter settings is chosen as the best available parameter setting at the start. Then a displacement is introduced into this vector to generate a neighbor of the current parameter settings in the search space. If this neighboring vector is found a more appropriate representation of the observed human behavior then it is marked as the best known vector of parameter settings, otherwise a new neighbor is selected to evaluate its appropriateness. The number of neighbors that could be trialed is limited by the computational budget available to the algorithm. The displacement in the vector of parameter settings to find a new neighbor depends on the temperature of the algorithm, in case the temperature is higher, the steps will become larger. The temperature of the algorithm at a certain time point is defined as follows:
In the above expression accuracy is the accuracy of currently known best vector of parameter settings. The displacement in the vector of parameter (say ω) can be derived from the following two equations selecting one at random,
The algorithm is described as follows:
for each observed behavior B chose a random parameter vector R while computational-budget-remains find neighbor R1 of parameter vector R if accuracy of R1 > R then R=R1 decrease computational-budget end while output R end for If C is the computational budget, then the worst case complexity of the method can be expressed as О (CNB 2 ). Here it could be noted that the computational complexity of this method is independent of the number of parameters and desired precision.
Considering a case where an adaptive agent is to be designed for the trust model that has α number of parameters to be estimated with τ digits of precision in the estimated values then the worst case complexities of the methods described above are shown in Table 1 .
Methods Complexity
Simulated Annealing О(CNB 2 ) Table 1 : The rate of the growth of time complexity
From Table 1 it is obvious that the exhaustive search method, being exponential in the number of parameters to be estimated and the precision required in the values of parameters, is impractical for use in an adaptive agent when the number of parameters of the trust model under consideration increases or a high precision in the parameter values is required. For instance, if the initial trust value of the information sources is taken as a parameter, computation time would severely increase for exhaustive search.
Simulation Results
This section describes the experimental configurations and their results for various settings. In order to use the above methods for personalization of the adaptive agent according to human personality attributes, it is necessary to have actual human behavior observed by the agent. For experimental purposes, first the human behavior is generated by the same trust model [3] for specific values of human personality attributes (namely β, γ and η) and then the methods described in Section 3 are used by the adaptive agent against these behaviors to predict human attributes. Configurations for generating human behavior are described in Table 2 .
Within the experiments, the parameters β, γ, and η are estimated. The desired precision of the estimated parameters and the number of information sources were kept constant. Furthermore, it is assumed that one of the three information sources (IS 1 1,-1,-1 1,-1,-1 1,-1,-1 1,-1,-1 1,-1 
Accuracy of Estimated Parameter Settings
This section describes the accuracy of the adaptive agent's parameter estimation using the methods discussed in Section 3. Hereby, the proposed adaptive agent has been implemented in the C++ programming language. The graphs depicted in Figure 3 show the percentage accuracy of the parameter estimation for the bisection and extended bisection methods against the number of human behaviors observed. In Figure 3a it can be noted that initially for a smaller number of observed behaviors the accuracy of the estimated parameters is much higher. This is due to the fact that initially, the human behavior is slightly disclosed so there are many possible parameter settings that correspond to the observed human behavior hence the bisection method can find that with good accuracy. As the human behavior reveals itself more extensively over time, the set of the possible parameter settings that correspond to this behavior becomes smaller that makes good accuracy harder to achieve. In Figure 3b it can be noted that the extended bisection method gives much better accuracy then the original bisection method as it keeps all previously good known solutions in memory for future use. As Simulated Annealing is a probabilistic method several simulations were conducted to find the behavior of this method. Figures 4a and 4b show the maximum and minimum percentage accuracy of the estimated parameter settings for the simulated annealing method in ten simulation runs. Figure 5 shows the percentage accuracy of the estimated parameter settings for different methods after observing 100 human behaviors. Here it can be observed that the exhaustive search method gives 100 percent accuracy while the extended bisection outperforms the bisection method in all cases. Note that the accuracy mentioned here for the simulated annealing is the average accuracy for ten sample runs. It can be seen that bisection and simulated annealing are competitive in different cases.
It should be noted that three human personality attributes (β, γ, η) with two digit precision generates one million human personalities, hence different values of human personality attributes may generate the same behavior trace particularly when only few human behaviors are observed. The number of human personality attributes vectors exactly generating the behaviors of cases 1, 2, 3, 4 and 5 of Table 2 are found to be 2, 1343, 3, 2387 and 46742 respectively by the exhaustive search method. It could be noted that performance of all methods (except exhaustive search) in case one and three is below average than the others. This happened because behavior generated by human under the configurations of these two cases matches to a small number of human personality attributes vectors in the entire human personality attributes vectors set. This makes it harder for search methods to locate a vector corresponding to the human behavior.
Finally, during these experiments the execution time has been measured. Bisection method was found most efficient taking 0.013375 seconds for parameter estimation against 100 human behaviors while the extended bisection took 0.014070. Simulated Annealing for a computational budget 1000 took 0.022190 seconds that is approximately twice the time of the bisection method while the exhaustive search completed the task in 13.375 seconds. It can be observed that exhaustive search is much more expensive than the other approaches, while the extended bisection consumes almost the same computation time as the bisection method. The computational time of the simulated annealing depends on the computational budget assigned.
Verification of Properties
In this section, a number of relevant properties are presented that have been specified and used to evaluate the approach.
Accuracy of Estimated Parameter Settings
In this section, a number of identified properties are discussed. In order to conduct such an automated verification, the properties have been specified in a language called TTL (for Temporal Trace Language), [6] that features a dedicated editor and an automated checker. The language is a predicate logical temporal logic which allows for both qualitative as well as quantitative aspects to be expressed. TTL is built on atoms referring to states of the world, time points and traces, i.e. trajectories of states over time. In addition, dynamic properties are temporal statements that can be formulated with respect to traces based on the state ontology Ont in the following manner. Given a trace over state ontology Ont, the state in at time point t is denoted by state( , t). These states can be related to state properties via the infix predicate |=, where state( , t) |= p denotes that state property p holds in trace at time t. Based on these statements, dynamic properties can be formulated in a sorted first-order predicate logic, using quantifiers over time and traces and the usual firstorder logical connectives such as , , , , , . For more details, see [6] .
The ontology used to specify these properties is shown in Table 3 . First of all, a property was specified which states that the number of possible solutions for the parameter setting of the trust model decreases as the number of observed behaviors of the human (i.e. choices made and experiences of the human) increases. Note that this property is merely useful for the exhaustive search method.
P1(trace, ): Information reduces possible solutions
If at time point t the set of observed behaviors is of size n and the number of solutions found is p1, then if at a later point in time t2 the set of observed behaviors is larger (i.e. m > n), then the number of solutions found p2 is less than or equal to * p1. Formally: The properties can be made more specific, for example by selecting a value of = 1 which specifies that more observed behaviors of the humans will never increase the number of possible parameter settings.
Predicate Explanation number_observed_ behaviors: integer
The size of the history available to the agent (i.e. human behavior and experiences).
number_solutions: integer
The size of the set of possible solutions that describe the human behavior. solution: real x real x real
The trust parameters specified ( , , respectively) are a solution for the current set of human behaviors. accuracy: real x real x real x real The trust parameter values specified ( , , respectively) describe the human behavior with an accuracy specified in the last real value. Table 3 : Ontology for properties Besides this property, the accuracy of the solution can be investigated as well. Of course, in the case of exhaustive search this property is trivial as it will always be completely accurate. However for the case of the bisection approach the property is very relevant. Property P2 specifies a requirement upon a certain minimum accuracy (e.g. to make a personal assistant believable). Note that the informal form has been omitted for the sake of brevity. Besides the fact that if a solution is present, this solution is indeed accurate, of course an additional concern is that there is at least one solution available. This is specified in property P3. The combination of property P2 and P3 guarantees that there is always a solution, which is also of a certain quality. This is expressed in property P4. Finally, a property was specified which expresses that the accuracy of the solutions found is at least as good in case the set of observed behaviors is larger. 
P5(trace): Accuracy does not decrease over time
Verification Results
This Section presents the results for the verification of the properties upon traces for each of the methods. The properties P1, P2, and P4 have been verified using the following parameters: P1 with a value of = 1; P2 with a value of x=1 and x=0.8, and P4 with a value x of 0.8.
For the case of exhaustive search all properties always hold, except the reduction of the set of possible solutions (P1). This property holds up till a certain time point only, since the set is eventually reduced to a set of one or two parameters that no longer reduces as new experiences come in. For case 1 and 3 the solution set reduces until time point 9/10, whereas for the other cases the set only reduces in the very beginning. Hence, those cases contain information that reduce the search space more rapidly compared to case 1 and 3.
In comparison, the results for the bisection show that property P1 also always holds (which is obvious, since only one solution is maintained per time point). Furthermore, the bisection does not always find the optimal solution (P2(1)), except for case 5. A minimum accuracy of 0.8 is only reached for case 4 and 5. The method does always find a solution (property P3), which (as already shown in P2) is not always of a quality higher than 0.8 for cases 1, 2, and 3. Finally, the quality of the solution fluctuates (i.e. does not always increase or at least stay the same as indicated in P5) for all cases, except for case 5.
The extended bisection method shows a higher accuracy than the standard bisection method. It always finds a solution which surpasses an accuracy of 0.8, whereas this is only seen for case 4 and 5 in the standard bisection case. The other properties show identical behavior.
For Simulated Annealing both the worst and the best case have been tested. The results are identical for the worst and best case: P1(1) is always satisfied, P2(1) never holds, whereas P2(0.8) holds for cases 2, 4, and 5 respectively. P3 always holds, P4(0.8) holds for cases 2, 4, and 5 again, and P5 always fails. Hence, the Simulated Annealing does perform worse (with respect to solution quality) compared to the extended bisection approach, as it never finds the optimal solution for all time points, and does not always find a reasonable solution (in this case indicated by at least 80% accuracy), whereas the extended bisection does.
Related Work
In this paper, the model for representing relative human trust as presented in [3] has been adopted. There also exist other approaches which deal with relative trust, such as [7] . Furthermore, trust models that do not explicitly represent relativeness are e.g.
[2] [4] . The approach presented in this paper for learning parameters is however generic, it is based on the possibility to observe behavior of a human, and tailor the parameters of an arbitrary trust model based upon this observed behavior. In [8] the necessity of good trust estimation is also acknowledged, it is stated that for the auctioning mechanisms inaccurate trust measures reduce the amount of trade, individual profits and social welfare.
In the domain of parameter learning, several approaches have been proposed, whereby approaches can either come to an exact solution or can make an approximation thereof. The exact solutions are typically computationally expensive and therefore less attractive (see e.g. [5] ). Heuristics can be introduced, but are usually domain specific making the solutions nongeneric. As a result, a variety of approximate methods have been introduced, including Simulated Annealing [5] , and Genetic Algorithms (see e.g. [9] ). The methods used in this paper represent examples of both exact solution methods, as well as approximations. Both have been compared for the case of the trust model to show the tradeoff between computation time and the quality of the solution.
Conclusions and Future Work
In this paper, an approach has been presented to learn parameters of a given trust model based upon observed experiences of a human. This approach has been introduced to enable a personal assistant agent to take such human trust into account when giving advice. Hereby, an existing trust model (cf. [3] ) has been taken as a basis. Several methods have been used to enable learning of these parameters, including exhaustive search, Simulated Annealing, bisection, and an extended form of bisection. The process is adaptive in the sense that new experiences can come in, and are taking into consideration by finding the most appropriate parameter setting. The algorithms have been tested for various cases, and the results thereof have been analyzed using formal verification techniques (cf. [6] ). The results show that the computation time of the exhaustive search scales up worst, whereas Simulated Annealing scales up best. When looking at the accuracy however, the inverse is true: exhaustive search finds the most accurate point, whereas Simulated Annealing sometimes only comes up with poor solutions. The bisection, and the more advanced extended bisection approach are right in the middle: They do have a higher accuracy and are computationally less expensive. The choice of which method to choose ultimately depends on the domain. For particular domains a higher computation time might be acceptable as long as the results are good, whereas in other more time critical domain speed could be a necessity. In this respect, the bisection approaches are a good combination of both worlds.
For future work, it would be interesting to investigate what happens in case the human does not select an information source solely on the basis of the highest trust level. It could be imagined that other options are also selected to get a better insight for their trustworthyness. The learning will become more difficult as the choices and experiences no longer necessarily give information about the trust level of the human.
