We propose a system to estimate blood flow velocity in angiographic image data for patient-specific blood flow simulations. Angiographies are acquired routinely for diagnosis and before treatment of vascular diseases. Projective blood flow is measured in digital subtraction X-ray angiography (2D-DSA) images by tracking contrast agent propagation. Spatial information is added by re-projecting 2D centerline pixels to the reconstructed 3D X-ray rotation angiography (3D-RA) data of the same subject. Ambiguities caused by occluding vessels from the virtual viewpoint of the acquired 2D-DSA image are resolved by a graph-based approach. The blood flow velocity can be used as boundary condition for exact blood flow simulations that can help physicians to understand hemodynamics of the vasculature. Our focus is to analyze cerebral angiographic data. We performed several experiments with phantom and patient data that proved the accuracy and the functionality of our method. We evaluated experimentally the projective flow estimation method and the re-projection method. We measured mean deviations to the ground truth between 11 % and 15.7 % for phantom data. We also showed the ability of our method to produce plausible results with patient-data.
INTRODUCTION
Cerebral vascular defects like intracranial aneurysms, arteriosclerosis or arteriovenous malformation can cause severe brain damage. The rupture of cerebral aneurysms can lead to a subarachnoid hemorrhage with potentially fatal outcome for the patient. A mortality rate between 40-50 % is reported.
1 46 % of survivors have long-term impairment with serious effects on quality of life.
2 Endovascular therapy is used in the majority of cases. Recently, stent implantations received increased attention. They aim at reducing the inflow in aneurysms as opposed to fill the aneurysms with a pliable wire as in endovascular therapy.
Computational Fluid Dynamics (CFD) techniques are used to simulate blood flow.
3 CFD studies may provide detailed information on hemodynamics, including e.g. blood flow velocity. CFD can also be used for determining optimal stent properties for aneurysm treatment. For patient-specific flow simulations, topology and geometry of the vessel system in the vicinity of the aneurysm have to be determined. Furthermore, inflow and outflow information are required as boundary conditions for an accurate CFD simulation.
Blood flow velocity is highly patient-specific as it depends on various parameters like age, sex, vessel location and vessel characteristics. In a publication by Zhao et al. the cerebral blood flow velocity in several arteries was investigated. 4 The cerebral mean flow rate was 695 ± 113 significant. Currently, the patient-specific blood flow is neglected. Hence, boundary conditions are applied with uniform or parabolic profile and velocity given by literature. 5 Therefore, our aim is to acquire the required information from image data of the patient to ensure boundary-conditions that model the reality more precisely. The morphology of the vessels is extracted from 3D-RA volumes while blood flow velocity is estimated in 2D-DSA images. Both image modalities are acquired routinely before treatment of vascular defects.
Our goal is to estimate the average inflow and outflow that is then used to create the parabolic flow profile of blood flow in cylindrical vessels. The average flow is measured as we assume pulsatile blood flow. Since 2D-DSA images are projection images, blood flow can only be measured in pixel units per time. Hence, velocity information from 2D-DSA has to be fused with morphology from 3D-RA data for providing true distance information. This is performed by 2D-3D registration followed by re-projection. With this knowledge, we are able to derive the spatial blood flow from projective 2D-DSA images by incorporating the morphology of the vessels from 3D-RA.
An extensive review of recovering blood flow velocity from projective images was done by Shpilfoygel et al. 6 A method similar to our approach was published by Schmitt et al. 7 The work aims at determining the contrast agent (CA) propagation in vessel trees. The method also relies on a re-projection of 2D-DSA images to 3D-RA volumes. However, the basis of the ambiguity solving approach is a symbolic vessel tree that is based on a segmented 2D-DSA image. This requires additional effort and it is an additional source of error. The accuracy is unclear as quantitative results are not provided, since the main focus in this publication is blood flow visualization, not measurement. A similar approach was presented by Waechter et al. 8 The method aims at flow quantification in 3D-RA by comparing the data with a model-based flow simulation. This method was not tested with patient data and the authors admit that changes in the acquisition protocol of 3D-RA are required for the method.
Methods of 2D-3D registrations have been presented in literature by Groher et al. 9 and Rohlfing et al.
10
However, in the first paper, the goal is to compute a spatial alignment of 2D and 3D datasets only and in the second paper the focus is to describe movements in 2D and 3D images. The recovery of depth is neglected in most 2D-3D approaches and therefore inappropriate for our problem statement. Generally, 3D information is transformed to 2D information to simplify the solution. We need a reciprocal approach as we want to assign spatial information to projective pixels.
METHOD
An overview of our method is given in Fig. 1 . First, the projective blood flow is computed by analyzing centerline points in a 2D-DSA image. Then, the 2D-DSA image is aligned with the 3D-RA volume to add spatial information to the 2D centerline points. Re-projection ambiguities are solved by a graph-based approach and subsequently, the spatial blood flow velocity is computed.
Measuring projective blood flow
In the first step, projected blood flow in a 2D-DSA image sequence is computed based on an acquisition of at least 30 fps, which is standard in current angiographic systems. Blood flow is derived from contrast agent (CA) propagation. Since injection of the CA influences the blood propagation, the estimation of the true blood flow velocity by bolus tracking requires a linear correction factor.
In order to compensate for image noise, we propose an approach consisting of an integration of the measured blood velocities along a path within the vessel centerline. If the vessel diameter is constant in this section, average velocity can be assumed as nearly constant as well and integration reduces noise effects.
The centerline is extracted from a 2D-MAX image that is produced from a maximum intensity projection (MIP) of the image sequence along the time axis. This ensures that vessel pixels are clearly distinguishable from background pixels. A Region of Interest (ROI) is chosen manually around the desired vessel. The 2D-MAX image is then segmented by thresholding and the centerline is found by a consecutive semi-automatic thinning algorithm.
11 Distance information along a centerline C 2D is generated by tracking a path from the starting point c 2D 0 to the endpoint c 2D n of the centerline. Since tracking of the pixels by connecting their centers produces the 1 norm, distances are corrected yielding an approximation of the Euclidian distance along the vessel path.
There are two major approaches to compute blood flow propagation from angiographic images. 6 Concentration Time Curves (CTC) track the bolus propagation by observing the change of pixel intensity ( Fig. 2(a) ) while Concentration Distance Curves (CDC) track the front propagation of the bolus. We have chosen the first approach, because we are interested in a mean velocity along the vessel centerline. Due to the pulsative behavior of the blood flow, this can be measured more precisely by CTC. Furthermore, CTC take all time frames into account, while CDC rely on those time frames where the bolus propagation is visible.
Since blood flow is assumed to have constant average velocity, it can be derived from observing the displacement of the intensity profile of CA along the vessel centerline. Propagation of flow at a position p i with respect to a position p 0 on the vessel centerline is measured by the delay δt of the two corresponding CTC and the known distance Δs. The velocity is then (Fig.  2(b) ).
As CTC provides only discrete intensity information at each time frame of the 2D-DSA image sequence, the CC function is a discrete function as well. For a more accurate determination of the maximum position, we use a 4 th order polynomial interpolation scheme around the discrete maximum position to estimate a continuous maximum position. δt denotes the interpolated value of δt.
To enhance the robustness of our measurements, we measure the displacements between any pair of frames. This results in a set of locations in a graph, where the distance Δs is printed versus time difference δt . For constant velocity, these locations should be on a line of which the slope is reciprocal to the velocity (Fig. 2(c) , 2(d)).
As indicated before, the bolus propagation has to be corrected to estimate the correct blood flow velocity:
v a is the actual blood flow velocity, c the correction factor and v m the measured CA flow velocity. 
Recovering spatial information from projective images
To recover metric information, we need to assign 3D world coordinates to every pixel of the 2D centerline extracted from 2D-DSA data. Therefore, a re-projection of 2D-DSA data to 3D-RA volume is required. Spatial alignment of the two data sets is given by a 2D-3D registration method.
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The re-projection aims at recovering 3D information by using a raytracing approach. The 3D position of a centerline point is defined by a line specified by the virtual camera and the normal of the 2D-DSA image plane (Fig. 3(a) ). These parameters are given by image meta information and registration result. 3D localization is further constrained to vessel voxels intersecting the ray. Voxels are classified as background or vessel according to a threshold t that was chosen empirically.
We then employ a strategy to extract centerline voxels based on the ray intersecting with vessels. Our approach estimates centerline voxels by computing the Euclidian center of connected ray-segments. A ray segment is connected, if subsequent intersecting voxels have an intensity above t.
Registration accuracy is in the range of ±2 mm (projective root mean square error).
12 Errors from inaccuracies are negligible with respect to computed path length of the vessel (< 2 %), but inaccurate registration may cause a ray to miss the corresponding vessel in the 3D data set. We therefore propose to shoot a bundle of r rays instead of a single ray. The additional rays are fanned around the original ray having a small angle θ. Multiple intersections of such a ray bundle with the same vessel are detected using a proximity constraint.
Ambiguous mappings occur if a ray intersects more than one vessel in the 3D scene. A vessel centerline in 2D consists of a sequence of points
corresponds to a ray that may intersect m different vessels in the 3D scene at locations f (c ‡ . Being in this set means that vessels are occluded by other vessels from the projection viewpoint. We assume that the majority of vessel segments are visible from the virtual viewpoint. We solve the mapping problem by transforming it into a graph-based problem.
An undirected graph G = (V, E) is built to describe f (c 
i(·) denotes the intensity, e(·, ·) is the Euclidian distance between two points, (·, ·) denotes the angle between two vectors and d n (·) is the direction vector from the predecessor to the current centerline point. The measures are weighted and normalized:
d imax d pmax and d smax are the maximum values for each difference measure.
We assume that adjacent 3D centerline voxels have similar attributes. We compute a minimum cost path through the graph from start nodes V s = {v j 1 } to end nodes V e = {v j n }, j = 1 . . . m, by applying Dijkstra's algorithm. 13 The 3D centerline is the path with minimal costs in G (Fig. 3(b) ).
Through the known length of the re-projected centerline in spatial units, velocities in 
RESULTS
We tested our method on phantom and patient data. Phantom experiments validated our method against ground truth data while experiments with patient data proved the plausibility of our algorithm.
The purpose of the first experiment was to test the projective blood flow estimation in a perfect environment with known ground truth. We acquired 2D-DSA images of a straight plastic tube with constant radius of 1.82 mm that was filled with water and connected to a pump with a circulation of 8.25 all three images, markers provided spatial information. We computed a velocity of 1043 mm s , which deviates by 24 % from the ground truth.
In a second experiment, we used a cerebral vessel silicone phantom that includes three aneurysms (Fig.  4(a) ) to test the complete algorithm. We compared the results with ground truth of Laser Doppler Velocimetry (LDV) 14 and the pump delivery rate with a known vessel diameter. The flow in the phantom was pulsatile. The 2D-DSA data had a resolution of 720 · 720 px being acquired with 30 fps. The isotropic pixel spacing was 0.31 mm. The 3D-RA data had a resolution of 512 · 512 · 447 voxels with an isotropic pixel spacing of 0.40 mm. We estimated the blood flow velocity in a feeding vessel to an aneurysm. The deviations were 15.7 % and 11.0 % for the 2D-DSA acquired with two different angles against LDV measurements. They were 14.2 % and 12.2 % for the pump delivery rate. We note that the blood flow velocity was underestimated in case of the first 2D-DSA dataset while it was overestimated in case of the second 2D-DSA dataset. at centerline positions)
The strong deviations from measured and ground truth values are caused by the used simplifying assumptions.
The blood flow propagation is assumed to have a planar profile with constant flow in the cross section as we assume a cylindrical tube model as vessel generalization. In reality, the propagation profile can be described by a parabolic function. However, this parabolic function is smoothed as the CA propagates through the vessel. Thus, the centerline section, where the blood flow is measured with respect to the injection position influences the velocity estimation. Additionally, the relationship between CA propagation and blood flow velocity is assumed to be linear, which is an approximation of the process. Those topics are subject to further investigations.
However, if we consider the huge variations of the mean blood flow in patients that are between 12 % and 81 % (depending on the vessel location, age, sex, see section 1), our approach would still lead to an improvement in patient-specific blood flow simulations. The deviations of our method to the ground truth were generally smaller than the inter-patient blood flow variations. Furthermore, these variations were measured with mean values. A realistic estimation of inter-patient blood flow variation would be higher than the stated values as the distribution of the whole blood flow velocity would have to be considered, i.e. mean values and standard deviation § .
We also performed two experiments on patient data. As patient ground truth data is hard to measure and was not available, these experiments showed the ability of our algorithm to also work with patient data. As data, we used bi-plane 2D-DSA images and 3D-RA volumes from nine different patients which depicted the cerebral vasculature. The 2D-DSA had a resolution between 720 · 720 pixels and 2048 · 2048 pixels with [20, 30] The second patient related experiment evaluates the re-projection approach with patient data. In two biplane 2D-DSA data sets (difference of angle is approximately 90
• ) of the same patient, the projection of a 3D centerline has a different path way and length. We re-projected manually chosen 2D centerlines that share a common 3D centerline and measured the length deviation of the spatial recovered 3D centerlines (Fig. 4(b)-4(e) ). We used different values for w i , w p and w s (see section 2.2). Additionally, we altered the sampling rate of the 2D centerline by re-projecting between 10 % and 100 % of the centerline pixels.
The weight setting w i = 0.2, w p = 0.7 and w s = 0.1 yield to the best results. Hence, the similar position assumption is the most important constraint for re-projection and ambiguity solving, respectively. With this setting, the mean deviations of the re-projected centerline length were 8.3 %, 5.6 %, 11.8 % and 16.7 % for sampling rates of 10 %, 25 %, 50 % and 100 %, respectively. A sparse sampling of the 2D centerline leads to better results while dense sampling results in a zigzag path that incorrectly lengthens the centerline. Furthermore, an overly dense sampling leads to inter-point distances that are smaller than the resolution of the 3D-RA data set. The sampling rate must not be too small as the similarity constraint is no longer preserved. A sampling rate of 25 % is a good compromise between similarity preservation and a smooth centerline path.
With this experiment, we showed that the re-projection algorithm is able to work on patient image data and solves ambiguities caused by projection. Additionally, we estimated the re-projection error by measuring the quantitative deviation of different spatial recovered 3D centerlines.
The evaluation of our results against other methods is difficult as quantitative accurate measurements are either not given or not directly applicable. The accuracy reported by Waechter et al. is superior to our accuracy, 8 but has considerable disadvantages with respect to the use in clinical practice (see section 1) and was not tested with patient data sets. A major drawback of other similar methods is that they neglect the influence of CA to the blood flow. § in Zhao et al., 4 a cerebral flow of 695 ± 113 ml min is measured. This is a variation of ± 16 % around the mean value.
CONCLUSION
We presented a method to estimate the blood flow velocity in angiographic image data. Projective blood flow velocity was extracted from 2D-DSA by comparing Concentration Time Curves on the vessel centerline. Spatial information was included by re-projecting projective 2D-DSA to volumetric 3D-RA data. A 2D-3D registration and a consecutive re-projection provide the transformation of pixel data to 3D coordinates. A graph-based scheme was introduced to resolve projection ambiguities. As angiographic data is acquired routinely in case of a vascular defect, neither the radiation exposure, nor the expense increases for patient or physician.
We tested our algorithm in several experiments with patient and phantom data. We evaluated our approach in a perfect environment with tubes, with a cerebral vessel phantom and additionally proved the ability to work also with patient data. With respect to our assumptions, we are able to compute the blood flow velocity with good accuracy. We determined a deviation to the ground truth between 11 % and 24 %.
We presented several improvements compared to the state of the art. First, the projective blood flow propagation is computed by comparing Concentration Time Curves of all vessel centerline pixels rather than taking only a subset of pixels into account as in similar publications like Bölke et al.
14 Further, to recover spatial information from projective images, we use a re-projection approach that solves projection ambiguities by computing a best cost path through a graph that is built by registration knowledge. This is a rather straightforward, but flexible and easily extendible method to map sparse pixels from a projective image to a volume.
Our approach is the first step towards patient-specific blood flow simulations. With the help of our algorithm, it is possible to compute more exact blood flow simulations by incorporating boundary-conditions that better represent the true blood-flow behavior. This could lead to an improvement in understanding and treatment of vascular diseases like cerebral aneurysms.
For the future, we plan to test our algorithm with further patient data. We also plan to investigate the relationship between CA propagation and blood flow velocity further as the mutual impact is still only clear in case of phantoms or tube currents. This could lead to new insights in patient-specific blood flow quantification. Furthermore, we plan to show the effect of patient-specific boundary conditions in CFD. Our interest is to examine the impact of a patient-specific boundary condition in comparison with a general boundary condition.
