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Towards a quantum cascade laser-based implant for the continuous
monitoring of glucose
The continuous surveillance of the body’s glucose concentration is pivotal for the
prevention of short- and long-term health complications for people with diabetes.
In this thesis, mid-infrared absorption spectroscopy is investigated as an alter-
native to conventional enzyme-based glucose monitors. To this end, a quantum
cascade laser-based sensor system is designed and implemented with the goal to
serve as an optical port for continuous, real-time spectroscopy in vivo. This trans-
flection sensor shows high sensitivity in vitro with a glucose error of prediction as
low as 4mg/dL in pure glucose solutions, 10mg/dL in the presence of proteins
and 21mg/dL in the presence of other carbohydrates. The impact of the temper-
ature on the optical signal is investigated both theoretically and experimentally.
Even under temperature variations up to 15 ◦C a glucose prediction error as low
as 18.5mg/dL can be achieved. Adding a porous membrane hinders the diffusion
of large molecules into the sensor while enabling glucose diffusion on the targeted
time scale (<5 minutes). Finally, a stable glucose permeation and concentration
prediction over more than 1 month demonstrates the potential of a quantum cas-
cade laser-based transflection technology for application in a long-term implant
for continuous glucose sensing.
Zu einem Quantenkaskadenlaser-basierten Implantat zur kontinuier-
lichen Glukosemessung
Die kontinuierliche Überwachung der Glukosekonzentration des Körpers spielt eine
zentrale Rolle in der Prävention von gesundheitlichen Kurz- und Langzeitschäden
für Menschen mit Diabetes. In dieser Arbeit wird die Absorptionsspektroskopie
im mittleren Infrarot als Alternative zur herkömmlichen Enzym-basierten
Glukosemessung untersucht. Zu diesem Zweck wird ein Quantenkaskadenlaser-
basiertes Sensorsystem entwickelt und mit dem Ziel implementiert, als optis-
cher Port für die kontinuierliche Echtzeitspektroskopie in vivo zu dienen. Dieser
Transflexionssensor zeigt eine hohe Empfindlichkeit in vitro mit einem Vorher-
sagefehler der Glukosekonzentration von nur 4mg/dL in reinen Glukoselösun-
gen, 10mg/dL in Gegenwart von Proteinen und 21mg/dL in Gegenwart ver-
schiedener Kohlenhydrate. Der Einfluss der Temperatur auf das optische Signal
wird sowohl theoretisch als auch experimentell untersucht. Selbst bei Temper-
aturschwankungen bis zu 15 ◦C kann ein Vorhersagefehler der Glukosekonzentra-
tion von nur 18.5mg/dL erreicht werden. Die Verwendung einer zusätzlichen
porösen Membran verhindert die Diffusion von großen Molekülen in den Sensor
und ermöglicht gleichzeitig einen ausreichend schnellen (<5 Minuten) Glukoseaus-
tausch. Schließlich zeigt eine über mehr als 1 Monat stabile Glukoseperme-
ation und Konzentrationsvorhersage das Potenzial einer Quantenkaskadenlaser-
basierten Transflexionstechnologie für die Anwendung in einem Langzeitimplantat
zur kontinuierliche Glukosemessung.
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1. Introduction and medical background
1.1. Diabetes Mellitus
Diabetes mellitus is a metabolic disorder caused by a disfunction in the production
and/or effectiveness of insulin in the body [1]. Worldwide 422 million people suffer
from diabetes. Since 1980 the number of people with diabetes has quadrupled and is
predicted to increase in the near future caused by the increase in standard of living
in the so far underdeveloped countries [1]. The disease has a large economic burden
on the world. Currently the direct costs of diabetes are more than US$ 827 billion
per year [2, 3] and it is estimated that they have more than tripled between 2003
and 2013 [4]. In 2012 1.5 million people died from diabetes [1]. Diabetes is further
a cause of "blindness, kidney failure, lower limp amputation and other long-term
consequences that impact significantly on quality of life" [1].
Diabetes is related to the pancreas. This organ is very important for the glucose
control and metabolism as well as for the digestive system. It contains 3 million
’pancreatic islets’ or ’islets of Langerhans’ (clusters of cells that are connected to each
other) that itself consist of different cell types. Among them are hormone-producing
types that are involved in the glucose metabolism: the α cells producing glucagon,
the β cells producing insulin and amylin, the δ cells producing somatostatin and the
γ cells producing pancreatic polypeptide [5]. The cells react to a hormone feedback
system as follows: when the blood glucose level is too high the β cells produce
insulin which triggers the cells in the body to intake glucose. When the glucose
level is too low the α cells secret glucagon which triggers the liver cells to emit
glucose into the blood stream. The hormone produced by the δ cells controls the
α and β cells. In people with diabetes this feedback system is challenged and the
disease is distinguished between the following types according to the trigger and
course:
• Type 1 diabetes: It is caused by a loss of β cells either by an autoimmune
attack or by idiopathical causes (unknown cause). As a result, the body does
not produce enough insulin to control the glucose metabolism anymore. The
insulin has to be injected several times a day to keep the patient alive.
• Type 2 diabetes: The efficiency of insulin on the cells decreases from time
to time, the body first compensates by producing more insulin. On the long
run this often becomes insufficient and the patient has to add more insulin to
its body. Type 2 diabetes is believed to be caused by an interplay of genetic
and metabolic factors, such as obesity, lack of physical activity, poor diet or
stress. It can in some cases be cured by a change in these lifestyle factors.
About 90 % of the diabetes cases are type 2 and 10 % are type 1 diabetes.
• Gestational diabetes: A disorder of the glucose tolerance that appears dur-
ing the pregnancy caused by the change in metabolism during pregnancy. In
most cases it disappears after delivery.
• Other specific types: Other types of insulin insufficiencies or lack of insulin
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producing cells caused by genetic defects, diseases of the pancreas, inflamma-
tory of the pancreas, pancreatic cancer, and others.
Diabetes is usually diagnosed by a repeatedly elevated blood glucose level in the
fasting state of a patient or by a oral glucose tolerance test. Here the patient has
to digest 75 g glucose, if the blood glucose level is larger than 200 mg/dL after two
hours the test is positive. The degree of glycation of the protein hemoglobin in
the red blood cells, can also be used for the diagnoses. This so called HBA1c (the
glycated hemoglobin) is a rating for the average glucose level in the patients plasma
over the last 3 months (as the lifetime of red blood cells is about 4 months). The
typical blood glucose level in a healthy person lays between 79 mg/dL to 110 mg/dL
[6]. Patients with (type 1) diabetes can undergo phases with the glucose level way
too high (hyperglycemia, >300 mg/dL) and the blood glucose level way too low
(hypoglycemia, <40 mg/dL). These states can lead to dangerous short-term com-
plications such as a diabetic coma. Frequent and long-lasting hyperglycemia gives
rise to long-term complications such as diseases of the retina (diabetic retinopathy),
of the peripheral nervous system (diabetic neuropathy) and kidney insufficiency (di-
abetic nephropathy).
While type 2 diabetes can mostly be treated with drugs and a more healthy
lifestyle (only in some cases insulin treatment is needed), the treatment of type 1
diabetes needs a constant monitor and control of the body’s glucose metabolism
by glucose measurements and insulin insertion. The continuity and diligence of
this treatment is very important as it has been shown that time periods when the
blood glucose is exceeding the normal range correspond to a high risk for long term
complications such as the above mentioned.
The high number of people with diabetes as well as the risk for complications boots
a strong medical and economic driving force for an improvement of the treatment.
As it turned out in the last two decades, the most effective treatment in order to
reduce complications for people with type 1 diabetes is to imitate the function of
the pancreas as well as possible. This means a continuous constant controlling of
the body’s metabolism [7]. In the mid of 19th century the first ways of treating dia-
betes were very harsh and incontinuous as the blood glucose level could not be easily
detected and thus patients had to keep a very strict diet. With the development of
blood glucose meters (so-called "spot-monitoring") the treatment improved signifi-
cantly. More recently it has been shown that the use of a continuously monitoring
approach instead of a spot-monitoring could improve the treatment even more [8].
The continuous observation enables better estimates of the concentration of glucose
over therapeutically important time window (e.g. 15 minutes) and a reaction can
be induced much faster [8]. The overall future goal is to couple such a continuous
monitoring system with an insulin pump such that an artificial pancreas is created.
The patient does not have to actively manage the disease anymore as the system will
automatically adapt to the glucose level. This would constitute a large improvement
in quality of life for the patient as well as a large decrease in economic costs for the
treatment of long-term complications.
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State of the art spot-like glucose meters have an accuracy of about 10 mg/dL
to 15 mg/dL. Continuous glucose monitoring sensors were developed in the last
years: The sensor technology is based on the enzymatic digestion of glucose and
the electrochemical quantification (see e.g. [9]). They are applied in a minimally
invasive manner which means that they are worn by the patient somewhere in the
skin while the electronic hardware is outside the body. Their sensitivity (about
10 mg/dL to 15 mg/dL at concentrations smaller 100 mg/dL and about 10 % to 15 %
at concentrations larger than 100 mg/dL) is sufficient for the treatment and they
have a lifetime of a few weeks [8].
However, the lifetime is limited due to sensor- and enzyme-degradation caused
by the reaction product H2O2 which leads to a loss in glucose sensitivity [8, 9].
Therefore, this PhD thesis is looking for alternative methods that are applicable for
longer periods of time in the range of several months to years. In particular, the
reagent-free detection of glucose by means of mid-infrared absorption spectroscopy
represents a promising alternative as its lifetime is not limited by such degradation
processes.
1.2. State of the art in mid-infrared based glucose
monitoring
The quantitative investigation of glucose in liquid samples using mid-infrared (MIR)
absorption spectroscopy started about 50 years ago. FTIR spectrometers that use a
glow-bar as radiation source were used in combination with liquid transmission cells
or attenuated total reflection (ATR) geometries1. Caused by the high absorption
properties of water in the MIR the transmission cells were limited in their layer
thickness to few micrometers and the substance-specific absorption signal was very
small compared to the one measured in dried samples (see e.g. [10]).
With the invention of the quantum cascade laser as radiation source in the early
90s and with it the chance to deliver high spectral power density to the application,
MIR absorption spectroscopy in liquids became experimentally more feasible as the
transmission layer thicknesses could be increased to the range of 10 µm to several
100µm. Glucose and other carbohydrates show characteristic vibrational energies
around wavelengths of 10 µm. The first group that published the potential of this
method for the application of glucose measurement in liquids was the group of
Martin et al. [11] in 2005. They showed that using a discrete feedback (DFB) QCL
and a transmission flow cell with a layer thickness of 41 µm a standard error of the
mean of glucose prediction of 24.7 mg/dL can be achieved. Lambrecht et al. [12]
showed in another experiment that a fiber-based transmission sensor could be used
for the same purpose, making the system more flexible, and gained a noise equivalent
1ATR geometries have the drawback that the detection medium is limited to a small layer on the
surface in the range of the wavelength, which makes inhomogeneous media as e.g. media with
proteins that attach to the surface difficult to investigate.
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concentrations (NEC) smaller than 10 mg/dL. Vranc˘ić et al. [13] could increase the
sensitivity to NEC values as low as 4 mg/dL using also a fiber-based sensor setup
with a discrete frequency Fabry-Perot QCL and an optical path length of 30 µm.
Vranc˘ić et al. [14] also performed the first in vivo experiments using this fiber-based
sensor in an animal-model. With a prediction accuracy of 7 mg/dL and a sampling
duration of 6 s over a period of several hours, they showed that the method is in
principle well suited for in vivo use.
All these laser-based methods have in common that they are based on measure-
ments at one fixed frequency, as back then no broadly tunable QCLs were available.
This fact hindered the selectivity for glucose in presence of other substances with ab-
sorption peaks in the same spectral region. Later experiments showed that this issue
can be overcome with tunable external cavity (EC-) QCLs [15–19] and the method
became a well established choice for the quantification of all sorts of substances in
liquid environment in vitro [20].
Besides this vast progress in the field of in vitro analytics, Vranc˘ić et al. [14] still
remain the only group that investigated this method in vivo and built a basis for
continuous glucose monitoring in diabetes patients. They used silver/ silver halide
fibers in transmission with a microfabricated gap in the fiber to be filled by the
liquid via diffusion processes. As this experiment was the first of its kind, it was
done in very specific lab conditions for a proof of principle and thus external impacts
were kept as low as possible. Anesthetized rats were used to prevent large physical
movement of the sensor. Further no investigation of the spectral and biological
long-term response and stability was done as the time span before the explantation
didn’t extent several hours. While these experiments successfully demonstrated the
possibility of QCL-based glucose measurements in vivo some difficulties of the fiber-
based approach becaume evident, too. In particular the physical movement of the
fiber leads to signal changes that effect the glucose prediction.
When thinking towards a long-term glucose monitoring in vivo sensor such difficul-
ties as well as the biocompatibility of the sensor have to be addressed. Furthermore
for longer periods of application, proteins could attach inside the the gap of the fiber
leading to a decrease in sensitivity. Due to the fibers geometry it is hardly possible
to attach a filtering barrier in terms of e.g. a filtration membrane onto the fiber
without drastically increasing the sensor’s reaction time [21].
The subject of this thesis is to research a compact, long-term, quantum cascade
laser-based measurement principle for the continuous glucose monitoring in liquids,
that can potentially be integrated in a fully implantable sensor. The experimental
investigation of this principle has to cover the following points:
• quantification of the glucose sensitivity in pure glucose solutions using EC-
QCLs
• quantification of the glucose selectivity in the presence other substances
• measurement of the response time to a glucose concentration change
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• investigation of the impact of a temperature change
• qualitative measurement of long-term stability
• outline of the potential applicability in vivo
These points will be addressed in this thesis starting with the theoretical and
experimental background, followed by the experiments and results and a discussion
and outlook with respect to an in vivo applicability of the principles.
Starting from the state of the art fiber-based glucose sensor, an approach that
fulfills the above given points is worked out. The main driving force is to overcome
the difficulties [17, 21, 22] that occurred with the fiber based sensor approach. Thus
the idea to remove the sensitive fibers and built a transmission cell consisting of two
parallel windows with a fluid chamber in between comes into mind. However, as
the glucose exchange from the surrounding with the inside of the chamber has to
be driven by diffusion - a very slow process when compared to active pumping, the
diffusion lengths have to be kept as short as possible. In contrast to a transmission
measurement in slab geometry a measurement in a transflection chamber appears
to be a better approach. Compared to fiber-based transmission spectroscopy it
overcomes the geometry problem as now the incoming and outgoing beams are both
on the same side. Also the difficulty of long diffusion paths from the side of the
measurement chamber can be overcome by implementing micro-holes inside reflective
window for fluid exchange from the flat side of the window. This way a fast diffusive
exchange between outside and inside the measurement chamber is conceivable. As
the exchange takes place through the flat side of the chamber a filtration membrane
can easily be attached. This would prevent proteins from getting into the chamber
and increase the biocompatibility. For a better biocompatibility of the materials,
diamond and gold-coated silicon windows are chosen to built the chamber as these
materials are inert and non-toxic. The investigation of different optical incident
angles of the beam shows that a small angle in combination with an antireflective
coating on the diamond window has proven to be the best option in terms of signal-
to-noise ratio and stability of the optical adjustment.
14
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2.1. Spectroscopy
2.1.1. Vibrational spectroscopy
Vibrational spectroscopy is a common tool used to detect molecules by probing their
characteristic vibrational energies. In the following a brief overview will be given on
the physical processes of a molecule situated in an alternating electromagnetic field.
When a molecule is irradiated by an electromagnetic wave, this situation can
be seen - to lowest order - as a local coupling between electric field E(t) and the
dipole moment of the molecule ~µ. The overall dipole moment of a molecule can then
be described by the sum of permanent dipole moment ~µ0 and the induced dipole
moment ~µinduced [23]
~µ = ~µ0 + ~µinduced = ~µ0 + αˆ ~E(t) (2.1)
with αˆ being the polarizability tensor of the molecule. For simplicity, α is assumed
here as scalar projection on the direction of the electromagnetic field vector. Further
as large molecules are very complex to describe, we assume a diatomic molecule in
the following, in which two atoms are covalently bound to each other at a distance
R between the nuclei. If the molecule is excited from its equilibrium distance R0
e.g. by an electric field of frequency ω, α0 and µ0 change in first order according to
µ0(R) ≈ µ0(R0) + ∂µ0
∂R
∣∣∣∣
R=R0
(R−R0) + ...
α(R) ≈ α(R0) + ∂α
∂R
∣∣∣∣
R=R0
(R−R0) + ... .
(2.2)
In harmonic approximation the excitation R−R0 itself can be described as
R(t)−R0 = Aν cos(ωνt) (2.3)
with Aν being the amplitude and ων being the frequency of the molecular vibration.
The local electric field with amplitude E0 and frequency ω can be described as
Elocal(t) = E0 cos(ω) . (2.4)
Inserting Eq. 2.3 and 2.4 into Eq. 2.2 and using the trigonometric relation 2 cos(x) cos(y) =
cos(x+ y)+cos(x− y) the following formula can be derived for the molecular dipole-
moment
µ(t) = µ0(R0)︸ ︷︷ ︸
permanent dipole moment
+
∂µ0
∂R
∣∣∣∣
R=R0
Aν cos(ωνt)︸ ︷︷ ︸
change in µ
+α(R0)E0 cos(ωt)︸ ︷︷ ︸
elastic scattering
+
E0
2
∂α
∂R
∣∣∣∣
R=R0
Aν
cos((ω − ων)t)︸ ︷︷ ︸
Stokes
+ cos((ω + ων)t)︸ ︷︷ ︸
anti-Stokes

︸ ︷︷ ︸
inelastic scattering
.
(2.5)
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The individual terms in this result can be associated to the following physical prop-
erties [23]:
• The first term is the intrinsic permanent dipole moment of the molecule.
• The second term describes dipole transitions that are based on a coherent ex-
citation of vibrational modes at frequencies ων . The energy of this vibrational
modes is typically in the range of about 100 meV which matches the mid in-
frared radiation region. The term ∂µ0
∂R
|R=R0 is different from zero for molecules
that change their dipole moment when being deflected from their equilibrium
position.
• The third term describes the change in dipole moment by elastic scattering
(also known as Rayleigh scattering) of an electromagnetic wave with frequency
ω.
• The fourth term describes inelastic scattering (also known as Raman scatter-
ing) of an electromagnetic wave with frequency ω. It can be divided into a
process where the molecule gains energy (Stokes) and one where the molecule
looses energy (anti-Stokes, scattering on a molecule that is in an excited state).
In contrast to the second term, this effect is based on a change in polarizability
α with excitation from the equilibrium position.
One of the largest challenges for the observation of vibrational spectra in biological
environment is the abundance and omnipresence of liquid water as a background
signal. This can either be overcome by measuring in dried media or - following
the Beer-Lambert law - by measuring only very thin layers of the substance. For
aqueous solutions, typical layer thicknesses are in the range of ∝ 10−4m since the
absorption coefficient of liquid water amounts to 600 cm−1 [24].
2.1.2. Experimental setup
The experimental setup is shown schematically in Fig. 2.1. It consists of two QCLs
that emit MIR radiation in different spectral regions and are operated separately.
The laser beams are merged on a beam splitter and thus also split into a sample
beam path (blue) and a reference beam path (green). The sample beam is focused
by a germanium lens (PCX, Edmund Optics Ltd-, UK, focal length f=25 mm) onto
the transflection opto-fluidic interface (Fig. 2.2), is reflected, collimated again by
the same lens and then collected by a pyroelectric detector (LME-352-63, Infratec
GmbH, Germany). The reference beam is used for detection of intensity variations
in the laser’s output and detected directly by another pyroelectric detector. The
laser beam is modulated by a chopper wheel in order to use lock-in detection (SR
810, SR 830. Stanford Research Systems, USA) for amplification and detection of
the signals. The modulation frequency is chosen to be 421 Hz. The time constant of
the lock-in amplification is 300 ms which corresponds to a wavenumber resolution of
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Figure 2.1.: Schematic of the optical path. The laser beams are merged by a beam
splitter and split up into a sample and reference beam. The reference
beam is detected to correct for intensity fluctuations and the sample
beam passes the opto-fluidic interface, gets reflected and detected with a
pyroelectric detector. Detection takes place with lock-in detection using
a periodically modulated beam. Figure adapted from Isensee et al. [25].
5 cm−1 when scanning the laser’s wavelength over time (see also Sec. 2.1.2 Quantum
cascade laser).
Opto-fluidic interface
The heart of the setup is the reflecting opto-fluidic interface (Figure 2.2). A mea-
surement chamber is formed by a diamond window (CVD diamond, 400µm thick,
anti-reflection coated, Diamond Materials GmbH, Germany) and a silicon wafer
(200µm thick, Silicon Materials, Germany). Both components are held apart by
a stainless steel spacer ring with a thickness of 10(2)µm. In a transflection mea-
surement the incident beam is shown in from the top, gets transmitted through the
diamond window, passes the liquid layer, gets reflected at the surface of the silicon
wafer, passes the liquid layer and the diamond window again, before it gets detected.
For a higher intensity of the reflected signal, the reflectivity of the silicon wafer is
increased by a 150 nm gold film on its upper surface.
The volume between the window and the silicon wafer can be filled with a liquid
from outside. For fluid exchange, the silicon wafer is interspersed with small conical
holes with a diameter of about 10 µm at the upper and about 45µm on the lower
surface aligned in a hexagonal pattern with a hole to hole distance of 50 µm. A
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sketch and light microscope images are shown in Figure 2.3 and 2.4. The beam
width of the focused MIR beam inside the measurement chamber is about 1 mm
such that the area probed by the beam contains about 310 holes on average.
Optionally an additional filtration membrane can be attached below the silicon
wafer in order to get an additional filtering effect. On the other side of the silicon
wafer a fluidic reservoir is attached. This can be filled with different solutions by a
peristaltic pump (HiTec Zang GmbH, Germany) in combination with an automatic
valve (Knauer GmbH, Germany).
For the investigation of the temperature dependence and in order to heat the sen-
sor to a particular temperature the opto-fluidic interface is equipped with a PT100
temperature sensor (Heraeus Sensor Technology GmbH, Germany) and a heating
tape element (OMEGA Engineering Inc., USA), both coupled by a digital PID con-
troller. The temperature sensor is mounted on the stainless steel housing that holds
the layer stack of windows, as close as possible to the measurement chamber itself.
Quantum cascade laser
Quantum cascade lasers (QCLs) were invented in the end of 19th century and first
demonstrated by Faist et al. [26] in 1994. In contrast to ’classical’ diode lasers, where
the lasing principle is based on the recombination of electron-hole pairs across the
material’s band gap, QCLs are based on intraband-transitions of electrons within
a semiconductor heterogeneous quantum well structure. This structure consists of
alternating layers of injector and active regions which constitute a multiple quantum
well confinement. When a voltage is applied, a population inversion between an
excited state and a ground state within a quantum well is achieved. An electron can
propagate from one quantum well to another by tunneling. Thus, one electron can
emit a photon at every step - a cascade of photons is produced by a single electron.
Depending on the material and thickness of the individual layers the wavelength of
the emitted radiation can be designed. So far QCLs for the MIR and terahertz (far-
IR) region are available. The wavelength selection is done either by temperature
tuning the laser’s cavity (Fabry-Perot QCLs) or by an external mechanical grating
(external cavity QCLs). Nowadays tunable QCLs are used in various applications
such as gas-absorption spectroscopy, microscopy and many biomedical applications
[27–29].
For the experiments described in this thesis external cavity (EC-) QCLs (Day-
light Solutions Inc., USA) emitting in the spectral regions of 900 cm−1 to 1200 cm−1
(QCLG) and 1500 cm−1 to 1750 cm−1 (QCLP) are used. They can be operated in
pulsed and continuous wave (cw) mode and have a pointing stability of <1 mrad
and a bandwidth <1 cm−1. The lasers’ output is linearly (horizontally) polarized. A
detailed investigation of the long-term stability when constantly scanning the lasers
wavelength over the lasers gain profile, showed that despite the overall lower power in
pulsed mode, this mode is still up to 3 order of magnitudes more stable than the cw
mode: This can be seen in the acquired absorbance noise with respect to integration
time evaluated by an Allan variance formalism (as introduced e.g. by Lambrecht
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Figure 2.2.: Schematic of the opto-fluidic interface. The interface consists of a layer
stack of a diamond window, a stainless steel spacer ring and a hole-
patterned silicon wafer sitting on top of a fluidic reservoir. The diamond
window has an antireflective coating on its surface and the silicon wafer
has a 150 nm gold film on the side pointing towards the measurement
chamber. The spacer ring keeps the two windows at a constant thick-
ness (10(2)µm) in order to generate a constant measurement chamber
in between which can be filled with liquid by means of diffusion through
the hole-patterned silicon wafer. Optionally an additional ultrafiltra-
tion membrane can be attached at the side pointing towards the fluidic
reservoir. The laser beam (indicated in red) is focused onto the reflective
gold film below the measurement chamber, thereby it passes the sub-
stance of interest, gets reflected, passes the substance of interest again
and gets directed towards the detector as shown in Fig. 2.1. Figure
adapted from Isensee et al. [25].
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Figure 2.3.: Sketch of the silicon wafer and the hole pattern that has been manufac-
tured at it. Figure adapted from Isensee et al. [25].
Figure 2.4.: Light microscope images of the upper (left) and lower (right) surface of
the micro-structured silicon wafer. Figure adapted from Isensee et al.
[25].
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Figure 2.5.: Allan variance for the characterization of the long-term stability of the
raw laser output signal with respect to integration time. The Allan
variance is calculated according to [12, 22] on the decadic absorbance
spectra with the very first spectrum taken as reference when calculating
the absorbance. The Allan variance values obtained in pulsed mode
are up to 3 orders of magnitude smaller than the ones obtained in cw
mode (dashed lines). The spectra are acquired by continuously sweep
scanning the lasers wavelength over time and detecting the direct laser
output signal.
et al. [12], Vrancîć [22], see Figure 2.5) . Hence the lasers are operated in pulsed
mode for all experiments shown in this thesis (repetition rate 100 kHz, pulse width
500 ns, duty cycle 5 %). The experimental operation is done in a continuous sweep
scan mode where the lasers wavenumber is continuously changed while the signal is
simultaneously measured by the pyroelectric detectors. The scanning times amount
to 17 s and 14 s for QCLG and QCLP, respectively. The spectral emission profile is
calibrated once prior to all experiments by measurement of an ethanol gas spectrum
(QCLG) and a water vapor spectrum (QCLP) and assigning the absorption bands
to literature [30, 31]. Figure 2.6 shows the obtained lasers’ emission profiles.
2.1.3. Transflectance
The transflectance A is calculated according to
A = − log10(Isubstance/Ireference) (2.6)
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Figure 2.6.: Spectral laser emission profiles of QCLG (900 cm−1 to 1200 cm−1) and
QCLP (1500 cm−1 to 1750 cm−1) measured in pulsed operation mode.
with Isubstance being the measured transflected signal with the measurement chamber
filled with a substance of interest and Ireference being the measured transflected signal
with the measurement chamber filled with a reference liquid. As will be shown in
the following, the (decadic) absorbance as it is defined in transmission geometry
can not be directly compared to the transflectance as the signals I show spectral
modifications caused by nonlinear coherent effects. To make this clear, in this thesis
the term transflectance is used for data measured in transflection and the term
absorbance is used for data measured in transmission.
2.1.4. Data analysis
The transflection setup (or opto-fluidic interface) described above contains several
parallel thin layers. An incoming electromagnetic wave is split up into a reflected
part and a transmitted part at every border. In principle, when an electromagnetic
wave gets reflected at multiple boundaries, the incident and reflected waves form
a standing wave, which can be theoretically described by the solution of Maxwell’s
equations (see e.g. [32]). Thus, the overall reflected radiation of a sample with
several parallel layers is an interfered signal from contributions of all layers. The
reflected signal strongly depends on the optical and geometrical properties of the
individual layers and interfaces such as e.g. the complex refractive index and the
thickness of each layer.
This phenomenon makes quantitative measurements in transflection somewhat
challenging, especially when looking at samples with inhomogeneous sample thick-
ness and inhomogeneous refractive indices (see e.g. [33]). Although long known in
principle (see e.g. [32]), several research groups have more recently investigated the
potential of MIR transflection measurements and the impact of the above described
23
2. Materials and methods
Figure 2.7.: Schematic of the different interfaces in the sensor setup consisting of
the layers air (layer0), diamond (layer1), liquid (i.e. water, layer2) and
gold (layer3). The arrows indicate the incoming and reflected outgo-
ing electromagnetic waves (first order reflection as well as higher order
reflections (indicated in dashed lines)). The complex amplitude of the
electromagnetic field traveling towards the interface is defined as E+
and the one traveling backwards is defined as E−.
phenomenon [33–40]. Brooke et al. [40] for example showed that this effect leads to
spectrally nonlinear distortions in the absorbance signal with respect to the layer
thickness of the investigated medium [33, 40]. It is important to note, though, that
our liquid samples are homogeneous in contrast to the structured tissue in references
[33–40].
To understand the reflected infrared signal measured with the sensor and its de-
pendency on different optical and environmental parameters in detail, a basic the-
oretical model is introduced in the following. This model is used to calculate the
detected intensities with respect to the different parameters and also to predict the
spectral shape of a typical transflectance spectrum.
Calculation of the signal
The goal is to gain a theoretical calculation of the overall intensity Ireflected corre-
sponding to the signals measured in the experiments. Due to the high coherence of
the laser light and the substructure sizes in the range of the wavelength, interference
effects have to be taken into account. A calculation of the electromagnetic fields can
be done by, for example, a matrix-formalism such as the one introduced by Azzam
and Bashara [41]: A scattering matrix is calculated for a stack of parallel, distinct
layers. It is assumed that the optical properties are uniform within each layer and
that the optical properties change abruptly at the interface between the individ-
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ual layers. The incoming electromagnetic wave is described as a monochromatic
plane wave with its polarization either parallel (p) or perpendicular (s) to the plane
of incidence. The total electromagnetic field ~E at a position z (the z-direction is
perpendicular to the layer interfaces) is:
~E =
(
E+(z)
E−(z)
)
(2.7)
with E+(z) and E−(z) being the complex amplitudes of the forward and backward
traveling waves (with respect to z). When an electromagnetic wave ~E passes a layer
interface the wave on one side (position z′) of the interface ~E(z′) can be related to
the one on the other side (position z′′) by a scattering matrix Sˆ.
~E(z′) = Sˆ~E(z′′)(
E+(z′)
E−(z′)
)
=
[
S11 S12
S21 S22
](
E+(z′′)
E−(z′′)
) (2.8)
with Sˆ being characteristic for the structure between z′ and z′′. Sˆ can thereby consist
of a product representing the effect of all layers and interfaces in the order as they
are present. The propagation through a layer a can be described by the matrix Lˆa
as
Lˆa =
[
eiβa 1
1 e−iβa
]
(2.9)
with βa being calculated by
βa =
2pidaNa
λ
cos(φa) = 2pidaNaν˜cos(φa) (2.10)
with da being the thickness of the layer a, Na being the complex index of refraction
of the layer (Eq. 2.14), λ being the wavelength, φa being the angle (can also be
complex) of the propagation direction compared to perpendicular to the boundary.
The impact of an interface can be described by the matrix Iˆab (between layer a and
b) as
Iˆab =
[
1/tab rab/tab
rab/tab 1/tab
]
= 1/tab
[
1 rab
rab 1
]
(2.11)
with rab and tab being the complex reflection and transmission coefficients that can
be calculated by the complex refractive index of the adjacent layers, as well as the
local angle of incidence, using Fresnel’s equation (Equation 2.12, s and p indicating
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the different polarizations).
rpab =
Nbcos(φa)−Nacos(φb)
Nbcos(φa) +Nacos(φb)
rsab =
Nacos(φa)−Nbcos(φb)
Nacos(φa) +Nbcos(φb)
tpab =
2Nacos(φa)
Nbcos(φa) +Nacos(φb)
tsab =
Nacos(φa)
Nacos(φa) +Nbcos(φb)
.
(2.12)
The local angles of incidence with respect to the normal of the interface can be
calculated by Snell’s law as
Nasinφa = Nbsinφb (2.13)
with φa being the angle of incidence and φb being the refraction angle. The complex
refractive index is defined as
Na = na − ika (2.14)
with na being the real and ka being the imaginary part. The absorption coefficient
αa of an absorbing medium/layer a relates to ka via
ka =
λαa
4pi
=
αa
4piν˜
. (2.15)
For the here described system (Fig. 2.7) Sˆ can be constructed by a product of
the interface-matrices and the layer-matrices of the two distinct layers (layer 1 and
2) according to:
Sˆ =
[
S11 S12
S21 S22
]
= Iˆ01Lˆ1Iˆ12Lˆ2Iˆ23
=
(
1
t01t12t23
)[
1 r01
r01 1
] [
eiβ1 1
1 e−iβ1
] [
1 r12
r12 1
] [
eiβ2 1
1 e−iβ2
] [
1 r23
r23 1
]
=
(
ei(β1+β2)
t01t12t23
)[
(1 + r01r12e
−i2β1) + (r12 + r01e−i2β1)r23e−i2β2
(r01 + r12e
−i2β1) + (r01r12 + e−i2β1)r23e−i2β2
(1 + r01r12e
−i2β1)r23 + (r12 + r01e−i2β1)e−i2β2
(r01 + r12e
−i2β1)r23 + (r01r12 + e−i2β1)e−i2β2
]
.
(2.16)
By the definition of the overall reflection coefficient R as the quotient of the
outgoing to the incoming electromagnetic wave and the fact that there is no ingoing
wave on the side of the gold layer the overall reflection coefficient R can be calculated
by
R =
E−
E+
=
S21
S11
. (2.17)
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As we are interested in the intensity I ∝
∣∣∣~E∣∣∣2 the reflected intensity can be calculated
by
Ireflected = Iincident |R|2 = Iincident |E
−|2
|E+|2 = Iincident
|S21|2
|S11|2
= Iincicent
∣∣(r01 + r12e−i2β1) + (r01r12 + e−i2β1)r23e−i2β2∣∣2
|(1 + r01r12e−i2β1) + (r12 + r01e−i2β1)r23e−i2β2|2
.
(2.18)
Further details about the theoretical calculation can be found e.g. in [32, 41].
When comparing the simulated signal to the measured one, the spatial expansion
of the beam as well as the time-resolution of the lock-in amplifier have to be kept
in mind:
• The spatial distribution of the beam leads to a subset of incidence angles to the
layer stack, as schematically shown in Figure 2.8. The intensity distribution
g is chosen to be a Gaussian distribution with a full width half maximum
of Dbeam/2. Using the position of the center of the beam on the lens xcenter
together with the focal length f of the lens, the corresponding incident angle
φ can be calculated for each respective position x. For simplification only a
two dimensional Gaussian is calculated. Given the small angle of incidence
in the experiments, a rotational symmetry may be assumed for the incoming
beam such that the integration of the 2D Gaussian over a half sphere provides
a good estimate for the 3-dimensional case.
• The time resolution of the lock-in amplifier (integration time 300 ms) leads to
a spectral resolution of about 5 cm−1 (based on the scanning speed of the QCL
sweep scan). To include this into the simulated signal a moving-average filter
with a width of 5 cm−1 is applied on Ireflected.
After calculating Ireflected at every position x the total signal is derived by summing
up all intensities.
Signal simulation
The above method is implemented in Python and the following input parameters
for the different layer matrices are used:
• Air-diamond interface Iˆ01: The diamond window used in the experiment
is coated with an anti-reflection coating. The reflectivity |r01|2 of this coating
is measured with a FTIR microscope (Hyperion 1000, Bruker Optik GmbH,
Deutschland) in reflection as shown in Figure 2.9. In the spectral region rel-
evant for the experiment (900 cm−1 to 1200 cm−1, 1500 cm−1 to 1750 cm−1) a
reflectivity |r01|2 smaller than 2 % is observed. The square root of this reflec-
tivity is inserted into the interface matrix Iˆ01.
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Figure 2.8.: Schematic of the incident beam geometry. The beam with a diameter in
the range of a few millimeters is focused on the sensor setup thus leading
to a distribution of different angles and different incident intensities.
Figure 2.9.: Acquired reflectivity of anti-reflection coated diamond surface.
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• Diamond layer Lˆ1: The real part of the refractive index of diamond is
n1 = 2.3776 as measured by Edwards and Ochoa [42]. For simplicity, its
spectral dependence is neglected and the complex part k1 is set to zero (smaller
than 0.2% of the complex refractive index of water k2)[43]. The thickness of
the diamond layer d1 is 400(50)µm (given by the manufacturer).
• Diamond-water interface Iˆ12: The reflection coefficient r12 is calculated
from the measured air-diamond reflectivity using Fresnel’s formula (Equation
2.12): an expression for the refractive index of the anti-reflection coating (as-
suming the imaginary part is zero) with respect to the measured reflection
coefficient r01 is derived and the reflection coefficient r12 is calculated based
on the literature values for the complex refractive index of water given by
Bertie and Lan [44].
• Water layer Lˆ2: The complex refractive index of water N2 given by Bertie
and Lan [44] (measured at 25 ◦C) is used together with a water layer thickness
of d2 =10µm (given by the thickness of the stainless steel spacer) in order to
calculate β1 of the layer matrix Lˆ2.
• Water-gold interface Iˆ23: The optical properties of the gold layer (N3) are
adapted from Trollmann and Pucci [45] from the measured plasma-frequency
ωp, dielectric background ∞ and scattering rate ωτ (derived by Drude mod-
eling of ellipsometry measurements) of a granular gold film on titanium on
silicon (ωp = 67.9(26)× 104 cm−1, ∞ = 7.0(3), ωτ = 384(4) cm−1) using the
relation
N3 =
√
∞ −
ω2p
ν˜2 + iν˜ωτ
. (2.19)
The reflection coefficient r23 is calculated for a pure air-gold film (rair-gold) and
water-gold film (rwater-gold) interface and then corrected with the reflection co-
efficient measured on the air-gold-patterned interface (r˜air-gold patterned) in order
to compensate the effect of the holes in the gold layer. This is done at every
wavenumber according to
r23(ν˜) = rwater-gold(ν˜)
r˜air-gold patterned(ν˜)
rair-water(ν˜)
. (2.20)
Temperature dependence of optical parameters
In the following a literature overview of measurements of the most significant optical
parameters in the experiment is given with a focus on their temperature dependence.
Table 2.2 gives an overview of the relative possible changes during measurement and
of the relative uncertainties from literature.
• Layer thickness of the water layer d2: The water layer thickness is deter-
mined by the stainless steal spacer ring in between the diamond and gold layer
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Table 2.1.: Thermal expansion of individual compartments of the experimental opto-
fluidic interface, the direction of expansion indicates if the expansion
leads to an increase (+) or a decrease (-) in water layer thickness, or if
it has no direct impact (/).
compartment thickness thermal
expansion
coefficient
expansion direction source
stainless steel sur-
rounding
1.8mm 16× 10−6 1/K 28.8 nm/K (+) [46]
stainless steel screw 594 µm 16× 10−6 1/K 9.5 nm/K (-) [46]
diamond window 400 µm 1× 10−6 1/K 0.4 nm/K (-) [47]
stainless steel spacer 10 µm 16× 10−6 1/K 0.16 nm/K (+) [46]
stainless steel ring 200 µm 16× 10−6 1/K 3.2 nm/K (-) [46]
silicon wafer 200 µm 2.6× 10−6 1/K 0.5 nm/K (-) [48]
silicone rings 2×125 µm (/)
which has a distinct thickness of 10(2)µm. The main change in layer thickness
during the experiment is caused by thermal expansion of the individual parts
in the sensor (as summarized in Table 2.1): The experimental measurement
chamber consists of an outer surrounding made of stainless steel and an inner
part with the different layers stacked on top of each other and hold together by
a holding screw. The expansion of the outer part leads to an increase in water
layer thickness whereas an expansion of the inner parts leads to a decrease in
layer thickness. Summing up the expansion caused by the inner parts results
in an expansion of 13.6 nm/K, whereas the outer part together with the spacer
ring in the measurement chamber itself increases by 29.0 nm/K. This means,
that the overall stack of compartments expands by 29.0 − 13.6 =15.4 nm/K.
However some of this expansion is compensated by the elastic silicone rings
which are put under pressure by the holding screw. If we assume, that the
silicone ring can uphold the pressure nevertheless, the water layer thickness
is uphold by the stainless steel spacer ring and a temperature change only
affects the thickness of the water layer via a thermal expansion of the spacer.
Its thermal expansion coefficient is about 16× 10−6 1/K[46] which corresponds
to an expansion of the spacer to 0.16 nm/K. Assuming a transmission mea-
surement cell filled with water and a corresponding layer thickness of 20 µm
(because the beam passes the layer twice in transflection geometry), a change
in temperature by 1 K leads to a change in absorbance of 0.0014 % (assuming
a wavelength of 10 µm).
• Refractive index (real part) of water n2: The refractive index of water
in the mid infrared has been measured by Hale and Querry [24] at 25 ◦C, by
Segelstein [49] at 25 ◦C, by Bertie and Lan [44] at 25 ◦C, by Bertie et al. [50]
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at 22 ◦C and by Dowing and Williams [51] at 27 ◦C as shown exemplarily for
the region between 600 and 1800 cm−1 in Figure 2.10 (top). It can be seen,
that the refractive index varies between the different observations in the range
of ±0.02 and that there is no obvious correlation between refractive index and
the temperature, at which the respective measurements took place (indicated
by the legend).
There is not much literature on the temperature dependence of the refrac-
tive index in the mid infrared, especially, no detailed data is provided in the
range from 900 cm−1 to 1200 cm−1 and 1500 cm−1 to 1750 cm−1. Pinkley et al.
[52] provide data for the wavenumber region below 820 cm−1 and between
1620 cm−1 and 1690 cm−1 measured at five different temperatures between
1 ◦C and 50 ◦C. Using this data the change in nw at every given wavenumber
can be extracted by a linear fit. This is shown in Figure 2.10 (bottom) in green
with the error bars indicating the standard error of the fit. The average change
in refractive index over the shown wavenumber range is −9.4(50)× 10−4 1/◦C
indicating that, overall, the refractive index decreases with an increase in tem-
perature. However, spectrally there is a high change in temperature depen-
dence observable between −2× 10−4 1/◦C and −1.6× 10−3 1/◦C.
In comparison to the variation of the literature values of refractive index given
by different groups (standard deviation 1.6 %), the variation caused by tem-
peratue is two orders of magnitude smaller (0.08 %◦C−1).
• Absorption coefficient α2/complex refractive index k2 of water: The
complex refractive index k correlates linearly with the absorption coefficient
α as shown in Equation 2.15. As it is more common to give the absorption
coefficient in literature, we will discuss this parameter in the following, but
the findings can be directly applied to k using Eq. 2.15. Several groups have
measured the value with respect to the wavenumber using FTIR spectroscopes
in combination with transmission setups or ATR setups. In Figure 2.11 (top)
the most common data is shown in the biological fingerprint region of the
infrared [24, 44, 51, 54–57]. The data is consistent between the different mea-
surements. In order to estimate the variance between the different literature
values, the average standard deviation STD(α) as well as the average abso-
lute value α of absorbance is calculated. This leads to STD(α)=12 cm−1 and
α=282 cm−1 and STD(α)=15 cm−1 and α=586 cm−1 for the spectral regions
of QCLG (900 cm−1 to 1200 cm−1, references [24, 44, 51, 56, 57]) and QCLP
(1500 cm−1 to 1750 cm−1, references [24, 44, 51, 56]), respectively.
The most relevant impact that can change the absorbance value of water in
our experiment (approximately constant pressure and constant volume) is the
temperature. The influence of temperature on the absorbance of water has
been investigated by simulations [58] as well as experimentally [57, 59, 60].
Jensen et al. [57] provide a measured data set of the decadic absorptivity in
the spectral region from 960 cm−1 to 3000 cm−1 at temperatures between 30 ◦C
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to 42 ◦C. By assuming a linear relationship of absorptivity with temperature
at every respective wavenumber a linear regression is done and the resulting
spectral temperature dependence is shown in green in Figure 2.11 (bottom)
with error bars indicating the standard error of the regression. For comparison
also the absolute values of the absorption coefficient measured by the group
are shown in the overview in Fig. 2.11 (top, green crosses). In most parts
of the spectrum the absorptivity is reduced by an increase of temperature
and the overall change with temperature is quite small in the range between
0.2 1/(cm◦C) to −1.5 1/(cm◦C). Further, a strong wavenumber dependence is
observable.
• Reflection coefficients of the antireflective coating on diamond r12, r23:
The reflectivity of the air-diamond interface with additional antireflective coat-
ing is below 2 % per interface in nearly all parts of the spectrally relevant region
(measured in reflection with a FTIR spectrometer, see Figure 2.9). In order to
get a high degree of transmission, antireflective coatings are commonly based
on coherence effects originating from different thin layers with different refrac-
tive indices. A temperature change could have an impact on this effect by a
thermal expansion of the layers. However, as there is no detailed information
given about the coating, this effect cannot be quantified. Additional uncertain-
ties of the measured reflectivity caused by a difference in polarization as well
as a difference in the angle of incidence between the transflection setup and
the used FTIR spectrometer can be neglected under small angles of incidence.
• Thickness of diamond window d1: The absolute thickness of the diamond
windows is given by the manufacturer to be 400(50)µm, whereby the error is
the manufacturing variance from one piece to another. The parallelism of the
two surfaces is specified to be better than 1′. The thickness is obviously de-
pendent on a temperature change by thermal expansion, however, the thermal
expansion coefficient of diamond is as small as 1× 10−6 1/K which leads to an
negligible expansion of 0.4 nm/K.
• Refractive index (real part) of diamond n1: Edwards and Ochoa [42]
measured the spectral dependence of the refractive index of diamond and
showed, that in the spectral range from 5 µm to 11 µm the value stays constant
at a value of 2.376± 0.001. The temperature dependence of the refractive in-
dex has only been measured in the visible as well as in the long wavelength
region [61]. In both regions the change per Kelvin is around 10× 10−6 1/K
which corresponds to a relative change as low as 0.0004 %/K.
• Absorption coefficient α1/complex refractive index k1 of diamond:
The absorbance of CVD diamond in the infrared region has been measured by
Mollart and Lewis [43] and is shown in Fig. 2.12. In the relevant wavenumber
region of our experiment (900 cm−1 to 1750 cm−1) an (exponential) absorp-
tion coefficient of about 0.1 cm−1 is observable (at 25 ◦C). Compared to the
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high absorption of the water layer in the sensor it is reasonable to neglect the
absorption of diamond. Towards higher wavenumbers above 1600 cm−1 the
multiple-phonon absorption becomes prominent, however around 1750 cm−1
which constitutes the upper limit of our measurement range, the (exponen-
tial) absorption coefficient is still 1 cm−1 which is still as low as 0.2 % of the
absorption coefficient of water at this wavenumber.
In Fig. 2.13 the temperature dependence of absorbance at ν˜ = 1000 cm−1 is
shown for a diamond sample of a comparable grade to the one used in the
experiments [43]. The change in absorbance at temperature changes of a few
◦C (for temperatures below 100 ◦C) is negligibly small.
• Reflection coefficient of the water-gold interface r23: The main uncer-
tainty in the reflectivity is based on the measurement of the reflectivity of
the hole-patterned gold interface. Depending on the position of the measure-
ment the reflectivity varied by 3 % (obtained by 100 measurements at different
positions on the wafer).
• Beam properties of the laser beam Dbeam, xcenter, f, g: The geometric
properties of the beam as well as the position should not change during mea-
surement, e.g. when changing the temperature of the measurement chamber.
However, it has a total error based on the manufacturers information about
the beam waist, the measurement of the position of the beam on the lens, the
error of the focal length of the lens, and the deviation of the beam shape from
an ideal gaussian beam.
Table 2.3 gives an overview on the used absolute input parameters for the simu-
lations.
Simulation of the transflection signal
Using the here introduced calculation together with the laser’s spectral intensity
profile Iincident the reflected signal Ireflected can be calculated. An example is shown
in Figure 2.14. Further the transflectance is calculated according to Equation 2.6
for glucose at different layer thicknesses and shown in Figure 2.15.
2.1.5. Optimum layer thickness
To extract the perfect sensor setup parameters, the optimum water layer thickness
for a maximum glucose transflectance signal is investigated. This question comes
with a trade-off between an increase in glucose-specific absorption and an overall
decrease in total signal (with increasing layer thickness). In the following a compar-
ison between optimum layer thickness in transmission and transflection geometry is
given.
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Table 2.2.: Overview on the uncertainties of the individual contributions to the over-
all signal, the values are calculated with respect to the absolute value of
each individual parameter. The absorptivity of the diamond window α1
is completely neglected in the simulations. *) assuming silicone upholds
pressure, **) assuming silicone is not elastic.
parameter relative un-
certainty from
literature
relative change dur-
ing measurement
α2 4.3 % 0.3 %
◦C−1
n2 1.6 % 0.08 %
◦C−1
d2 20 % 0.002 %
◦C−1*
0.15 %◦C−1**
r01 ? ?
r12 ? ?
α1 - -
d1 1.3 % 0.0001 %
◦C−1
n1 0.04 % 0.0004 %
◦C−1
r23 3% ?
Dbeam, x, f, g 10 % negligible
The intensity of a beam transmitted through a layer of thickness d of an aqueous
mixture of substance i can be described according to Beer-Lambert law
Isubstance = I0e
−(αw+
∑
i αi)d (2.21)
with αw being the absorption coefficient of water, αi being the absorption coefficient
of the substance i (additional effects from the windows of a transmission cell are
neglected for simplicity). To find the optimum layer thickness, the difference between
the signal gained from pure water Iw,transm and the signal gained from the aqueous
solution of the substance of interest Is,transm (see Equation 2.22) has to be maximized.
∆Itransm = Iw(d2,transm)− Is(d2,transm) = I0
(
e−αwd2,transm − e−(αw+
∑
i αi)d2,transm
)
(2.22)
As shown e.g. by Vrancîć [22] this leads to an optimum path length of doptimum →
1/αw when αw >> αs. The equivalent calculation to Equation 2.22 can be done for
the transflection signal according to
∆Itransfl = Irefleceted,water(d2)− Ireflected,water+substance(d2) (2.23)
assuming a spectrally constant absorbing substance with an absorption coefficient
of α = 0.2 and the same geometric and optical properties as in the simulations
introduced in Sec. 2.1.4. The result is shown in Figure 2.16 at a wavenumber of
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Table 2.3.: Overview on the input parameters used for the simulations of the signal
I3D either with or without assumed temperature dependence. If not
noted otherwise the data is given by the manufacturer.
Parameter Data used
k2(ν˜, T ) k2(ν˜, T ) = k2,Bertie(ν˜, 25
◦C) + (dk2(ν˜)dT )Jensen × (T − 25◦C) with (dk2(ν˜)dT )Jensen
being calculated from absorbance data given by Jensen et al. [57]
Dbeam Dbeam = 1.77mm
d1 d1 = (400± 50)µm
d2(T ) Calculated by d2(T ) = d2(30◦C)+(T −30◦C)×0.0054µm/◦C with d2(30◦C) =
10 µm derived experimentally
f f = 25 mm
g Gaussian intensity distribution of the beam is acquired by g(Dbeam, x0, x) =
1
(Dbeam/2)
√
2pi
exp
{
( −(x−x0)
2
2(Dbeam/2)2
)
}
and integrated from −3σ to 3σ in order to
gain 99.7 % of the intensity
Iincident(ν˜) Measured gain profiles of the QCLs
n1 n1 = 2.3778 given by Phillip and Taft [62]
n2(ν˜, T ) n2(ν˜, T ) = n2,Bertie(ν˜, 25
◦C)− (T − 25 ◦C)× 0.001 ◦C−1 with n2,Bertie(ν˜, 25◦C)
given by Bertie and Lan [44] and the temperature dependence of −0.001 ◦C−1
adapted from Pinkley et al. [52]
r01, r12 r01 derived by reflexion measurement in air with FTIR, r12 calculated from r01
using Fresnel formula as described in text
r23 Derived by adapted reflexion measurement done in air with FTIR as described
in text
xcenter xcenter = 3.5 mm, manually measured
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1035 cm−1 as well as on average in the spectral range of QCLG and QCLP. Further,
the corresponding (d2,transfl = 2d2,transm) optimum curve for transmission is shown
in green. All curves that are calculated at wavenumbers around 1000 cm−1 show an
optimum in layer thickness around 8 µm. The curve of the region of QCLP shows
an optimum at smaller thicknesses around 5 µm. This difference is caused by the
higher absorption coefficient of water in the spectral region of QCLP. The overall
shape of curves measured in transflection is similar to the ones measured in trans-
mission geometry. However, an oscillating modulation with water layer thickness is
observable in the case of transflection. This is presumably caused by interference
effects of the individual electromagnetic waves generated at the boundaries in the
setup as described in Sec. 2.1.4.
2.1.6. Data processing
All data processing is implemented in Matlab (The MathWorks Inc. USA) and
Python (Python Software Foundation, USA).
Warping
Prior to data processing the spectra of 4 sweep scans are averaged. Due to small
differences in scanning speed (caused by mechanical imperfections during rotation
of the laser’s grating or triggering issues [19]) the spectra show small variances from
scan to scan (see Figure 2.17 A). When calculating the transflectance and referenc-
ing different spectra, this can be misinterpreted as a change in transflectance. In
order to align the single spectra prior to averaging a so-called correlation optimized
warping (COW) algorithm is used as it is commonly applied on chromatographic
and mass spectrometry data [63]. In this algorithm the spectra are split into small
sections with a distinct section length and then compressed or stretched in order to
maximize the correlation between the individual spectra. The maximum wavenum-
ber of stretching or compressing can be set as limit in order to stay in the physically
realistic variation range. Using this method the spectral peaks get neither spec-
trally distorted nor their absolute peak heights change and thus the result can still
be reliably interpreted [63, 64].
In our experiment the acquired spectra contain a systematic oscillation caused
by interference effects at a BaF2 window integrated in front of the detectors. This
wavelength-dependent structure can be used for the alignment. COW is done with
a matlab function provided by Tomasi et al. [65] with a section length of 5 cm−1 and
a maximum range of warping of 1.25 cm−1. Figure 2.17 shows an example of the
spectra before and after application of COW. As the spectral resolution of the lock-
in detection system is about 5 cm−1, all spectra are spectrally binned over 4 cm−1
after warping in order to reduce overall data size.
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PLS Analysis
A spectrum is a high dimensional data set where the information of interest (e.g.
the concentration of a specific substance) often is contained in a specific part of
this dataset, e.g. a specific spectral range in the spectrum or in a specific relative
deviation between different regions in the spectrum. Multivariate data analysis
methods serve as a tool to find these specific parts and to reduce dimensionality of
the dataset without substantially reducing the amount of information. The most
commonly used methods for the determination of a concentration of a substance of
interest in a MIR spectrum are a regression based on principal component analysis
(PCR) and a partial least square analysis (PLS) [66, 67]. These methods have in
common that they are first trained on a data set with known concentrations in order
to predict the concentrations for an unknown spectrum.
In this thesis PLS analysis also known as ’projection to latent structures’ is used
for this purpose (if not noted otherwise). It is based on a transformation of coor-
dinates such that the maximum variance between the spectra and the maximum
variance between the concentrations are correlated to each other. In mathematical
view: if the spectra are contained in a data matrix Dˆ and the concentrations are
contained in a matrix Cˆ the equations
Dˆ = Tˆ · Pˆ T + Eˆ
Cˆ = Uˆ · QˆT + Fˆ (2.24)
show the representation in the transformed coordinates with Tˆ and Uˆ being the pro-
jections of Dˆ and Cˆ in the new coordinates. Hereby Eˆ and Fˆ are error terms and
Pˆ and Qˆ are the transformation matrices. These are chosen by maximization of the
covariance between Tˆ and Uˆ , such that the first coordinate contains the highest cor-
related variance i.e. the highest amount of information regarding the concentration
change and the spectral change. The next coordinate contains the second highest
amount and so on. After the transformation matrices are found by the so called
’calibration’ step, this transformation can be applied onto spectra with unknown
concentrations in order to predict the concentrations. By only taking into account
a distinct number of coordinates a conscious reduction of non relevant information
or noise can be achieved. The best number of coordinates is usually chosen by min-
imization of the root mean squared error of cross validation (RMSECV) as will be
shown in the following.
Prior to PLS analysis the data is usually transformed at every wavenumber by
subtraction of the mean and dividing by the standard deviation (STD). This leads
to an equal weighting of every wavenumber. In our experiment, however, due to
the experimental setup the signal-to-noise is not equal at all wavenumbers because
the lasers emission profile (as shown in Fig. 2.6) is not homogeneous with respect
to wavenumber. Thus the wavenumbers are not equally reliable. To include this
effect, the data is scaled by the ’experimental measurement error’ (EME) at every
wavenumber instead of the STD. The EME is calculated by the average standard
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deviation of the individual scans of a single measurement (normally 4 scans) with
respect to wavenumber. This way, data at wavenumbers with higher signal-to-noise
ratio are weighted stronger than data on wavenumbers with a low signal-to-noise
ratio. The effect of scaling with the EME compared to with the STD (as it is
normally done) is shown in Fig. 2.18. When scaling with the EME a lower RMSECV
is gained and a smaller amount of latent variables is needed.
PLS analysis is done in Python using the scikit-learn package (Python Software
Foundation, USA).
Cross validation and important quantification paramaters
For a reliable application of PLS analysis, the measured data set is split up into
two parts: one to train the PLS analysis (training set) and one to predict the
concentration on (test set). In order to quantify how good this analysis is, the root
mean squared error from the predicted concentrations Ci,predicted and the reference
conentrations Ci,ref in the test set is calculated according to
RMSE =
√∑n
i=1(Ci,ref − Ci,predicted)2
n
(2.25)
with n being to total number of predictions in the test set. The reference concentra-
tion Ci,ref is the concentration used when mixing the solutions and is seen as a gold
standard in the calculations. After this calculation, the training and test set are
permuted such that a different part of the data is assigned to training and test set.
The overall mean of the RMSEs of all possible permutations is called the RMSE of
cross validation (RMSECV). According to the split there are different cross valida-
tions possible, here we either split the single measurement cycles (RMSECVcycle) or
the measurement days (RMSECVday).
This cross validation mechanism is very important in order to prevent overfitting
of the PLS analysis on the specific data. This means if we use too many latent
variables the prediction is very good on the data set it is trained with, however
when predicting a new dataset e.g. taken at another day or setup, the predictions
are worse. This effect is shown exemplarily in Figure 2.19. The violet curve indicates
a PLS analysis with prediction on the training set and the blue curve indicates a
cross validated PLS analysis (prediction on the test set).
Parkes error grid
Parkes error grid is a schematic to plot the predicted glucose concentration versus
the real concentration. It was suggested by Parkes et al. [68] and is widely used for
the characterization of glucose monitoring systems for diabetes management. The
grid is subdivided into different areas indicating the medical relevance of the values
for diabetes patients. The areas are indicated by the letters A to E where A is the
least and E is the most risky area.
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Evolutionary algorithm for the selection of specific wavenumbers
For selection of the most important wavenumbers with respect to glucose predic-
tion, an evolutionary algorithm [16] can be applied: After setting the number of
wavenumbers to N , 400 packages of N wavenumbers are randomly picked out of the
lasers wavenumber range. On every package a PLS analysis with N latent variables
is done and the packages are ordered according to their RMSECV. From this result,
the best 40 % of the packages are used together with 20 % random mutation of these
packages, as well as 40 % new randomly built packages. Then a PLS analysis is done
on the new set of packages and the next iteration starts by arranging the new subset
in the same way, and so on. This is done until the RMSECV is does not significantly
change anymore.
2.1.7. Measurements
The aqueuous solutions of glucose and other substances are prepared by solving the
right amount of glucose (α-D-glucose, Merck KGaA, Germany), fructose (49811,
Carl Roth GmbH + Co. KG, Germany), maltose (M5885, Sigma Aldrich, Germany),
lactose (8921.1, Carl Roth GmbH + Co. KG, Germany), galactose (4987.1, Carl
Roth GmbH + Co. KG, Germany), maltodextrin (419680, Sigma Aldrich, Germany)
and albumin (A7906, Sigma Aldrich, Germany) in deionized water.
The spectral measurements for the different solutions are done in different mea-
surement cycles consisting of measurements of 6 to 11 various concentrations in a
random order. Each measurement series consisted of 6 to 8 measurement cycles. In
every cycle, if not noted otherwise, every third measurement is an additional mea-
surement of deionized water for referencing. The single measurements are done by
pumping the respective solution into the fluidic reservoir and starting the spectral
measurement after a compensation time of 3 minutes. Each spectral measurement
consists of 4 laser sweep scans with QCLG (from 900 cm−1 to 1200 cm−1) and (for
some measurements, as noted in results) 4 additional laser sweep scans with QCLP
(from 1500 cm−1 to 1750 cm−1). The lock-in detection is done with a time constant
of 30 ms, a sensitivity of 500 mV (QCLG) and 200 mV (QCLP), an AC coupling
and a lowpass filter slope of 24 dB/Oct with dynamic reserve set to ’normal’. This
leads to an overall lock-in integration time (time after which the individual signals
are independent from each other) of 300 ms. The measurements are done using the
setup introduced in Section 2.1.2 without the optional filtering membrane in the
opto-fluidic interface.
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Figure 2.10.: Overview on temperature dependence of refractive index. Top: For
comparison the absolute values of the refractive index of water given
by [24, 44, 49–51, 53] at different temperatures and the ones given by
Pinkley et al. [52] at 39 ◦C (green). Bottom: Temperature dependence
calculated by a linear fit on the data provided by Pinkley et al. [52]
and the standard error of the slope shown as error bars.
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Figure 2.11.: Overview on the temperature dependence of (decadic) absorption coef-
ficient of water αw. Top: Overview on absolute values of the absorption
coefficient measured by [24, 44, 51, 53, 56], the values given by Jensen
et al. [57] at a temperature of 32 ◦C are shown in green. Bottom:
Change in absorption coefficient with temperature calculated by a lin-
ear fit at each wavenumber using data given by Jensen et al. [57]. The
error bars indicate the standard error of the respective fit.
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Figure 2.12.: Absorption coefficient (exponential) of a 0.5 mm thick CVD diamond
measured at different temperatures. Image taken from Mollart and
Lewis [43].
Figure 2.13.: Temperature dependence of absorption coefficient at ν˜ = 1000 cm−1
calculated from transmission of a 1 mm thick optical grade CVD dia-
mond measured by Mollart and Lewis [43]. Image taken from Mollart
and Lewis [43].
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Figure 2.14.: Result of simulation of the reflected signals I3D shown in the spectral
region of QCLG and QCLP.
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Figure 2.15.: A Transflectance spectra of 500 mg/dL glucose simulated for a trans-
flection geometry with various layer thicknesses between 7.5 µm to
15 µm (indicated by color); B: Area under the transflectance curves
vs. layer thickness d2. From a measurement in transmission a linear
dependence is expected as indicated by the dashed line. However, for a
measurement in transflection a periodic modulation of the area under
the curve with respect to layer thickness is present. This is caused by
coherence effects as derived in Sec. 2.1.4
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Figure 2.16.: Signal difference Ireflected,water−Ireflected,water+substance with respect to the
water layer thickness d2. A constant absorbance of αsubstance = 0.2 was
assumed at all wavenumbers. The curves show the spectral average
over the region of QCLG (green) and QCLP (violet) as well as the
curve at 1035 cm−1. Further the calculated theoretical curve for a
measurement in transmission is shown in blue, in this case the thick-
ness was divided by two to adapt to the double passing of the liquid
in transflection geometry (d2,transmission = 2d2). The signal difference
of transflection measurements show a periodic modulation that pre-
sumably comes from the interference effects occuring in transflection
geometry.
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Figure 2.17.: Effect of correlation optimized warping on the single scans. A: Inten-
sities of single laser sweep scans with respect to wavenumber as they
are measured. As the relative shift in wavenumber varies in different
wavenumber regions, a stretching or compressing of the data with re-
spect to wavenumber needs to be done. B: intensities of single scans
after correlation optimized warping.
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Figure 2.18.: RMSECV from a dataset with its individual spectra scaled with the
standard deviation (STD) of the whole training set at every wavenum-
ber (green) and scaled with the experimental measurement error
(EME) at every wavenumber (blue). The minimum of RMSECV is
achieved with less latent variables when scaling with the EME, also a
better absolute value of RMSECV can be gained.
Figure 2.19.: RMSE with respect to the number of latent variables calculated by
PLS with independent validation set (RMSECV, blue circles) and with
validation within the training set (RMSE, violet triangles). An effect
of over-fitting with increasing number of latent variables is observable.
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2.2. Diffusion
As the sensor’s glucose exchange with the surrounding is based on passive molecular
exchange between the fluidic reservoir and the measurement chamber via the holes
in the silicon wafer, this phenomenon of diffusion has to be further investigated.
This is shown in the following with the focus on diffusion time with respect to the
sensor’s geometry.
sec:theory-of-diffusion
2.2.1. Theory of diffusion
Fick’s first law of diffusion describes the flux Jx of a substance in direction x in the
presence of a concentration gradient ∂c
∂x
Jx = AD
∂c
∂x
(2.26)
with D being the diffusion coefficient and A being the area of the diffusion interface.
The time dependent change in concentration ∂c/∂t in free solutions is described by
Fick’s second law as shown in Eq. 2.27 with c(x, t) being the concentration at time
t and position x.
∂c(x, t)
∂t
= DA
∂2c(x, t)
∂x2
. (2.27)
In the following an appraisal of the diffusion properties for the case of two volumina
with different glucose concentrations being separated by a semipermeable membrane
is given according to Adam et al. [69]. It is based on the assumption that the two
volumina are distinct. The time dependent concentration difference between both
volumina is then
∆c = cII − cI (2.28)
with cI being the concentration in volume 1 and cII being the concentration in
volume 2. Taking into account that the exchange rate dnI/dt on one side of the
membrane has to lead to a negative change of the same amount on the other side of
the membrane and also inserting Fick’s first law of diffusion (Eq. 2.26) with d being
the thickness of the membrane i.e. the diffusion length it follows
dnI
dt
= V I
dcI
dt
= DA
∆c
d
== −dn
II
dt
= −V II dc
II
dt
= −DA∆c
d
. (2.29)
The change rate in concentration change can then be acquired according to
d∆c
dt
=
dcII − dcI
dt
= −DA
d
(
1
V I
+
1
V II
)
∆c . (2.30)
Integration of this results leads to a time dependent formula of the absolute concen-
tration change over the surface
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∆c = (∆c)0e
−DA
d
(
1
V I
+ 1
V II
)
t (2.31)
and, correspondingly, to a behavior of the concentration in the measurement cham-
ber according to
cI = cII
(
1− e−DAd
(
1
V I
+ 1
V II
)
t
)
. (2.32)
We introduce a time constant τ to characterize the diffusion process according to
cI = cII
(
1− e− tτ
)
with τ =
d
DA( 1
V I
+ 1
V II
)
. (2.33)
The diffusion coefficient D of a substance is a quantity that depends on the tem-
perature, viscosity of the fluid and the size of the particles [70]. It is commonly
described by the Stokes-Einstein equation (for diffusion of spherical particles in a
liquid with low Reynolds number):
D =
kBT
6piηRs
(2.34)
with kB being the Boltzmann constant, T being the temperature, η being the dy-
namic viscosity and Rs being the Stokes radius of the particles. The Stokes radius
can be approximated by the molecular radius R0 [71] using
R0 =
[
3M
4piρNA
]1/3
(2.35)
with M being the molecular weight, ρ being the density of the molecule and NA
being Avogadro’s number.
2.2.2. Simulation
For the description of more complex systems than the above approximated case of
two volumina separated by a semipermeable membrane, as e.g. it is the case with
conical holes in the silicon wafer, it is common to use so-called finite element simu-
lation tools. These methods assign the geometry of interest to a grid of small finite
elements (volumina in our case) and assumes conservation of mass, momentum and
energy in every point in the grid. These quantities are intrinsically coupled by a non-
linear coupled differential equation system, the so called Navier-Stokes equation. As
this system is hardly solvable analytically, it is numerically solved by the simulation
at each point in the grid under given boundary conditions. In this thesis a finite vol-
ume simulation tool called Flow3D (Flow Science, Inc., Santa Fe, USA) is used for
the simulation of diffusion properties of glucose through the holes in the silicon wafer.
Figure 2.20 gives a side view of the hole geometry with the chosen grid indicated in
black. A silicon wafer (thickness 200µm) with a hole (upper diameter 10 µm) and a
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12 µm liquid layer on top (measurement chamber) and a large fluidic reservoir below
the wafer is implemented. The top boundary (above the measurement chamber) is
assumed to be an impermeable wall, whereas the sides are assumed to be symmetry
boundary layers, meaning that the simulation assumes no velocities normal to the
layer. For a reduction in simulation time only the smallest unit cell containing one
hole and the half distance to the next hole is simulated (continuation of the wafer is
shown in shaded color). We assumed constant pressure and no convection present in
the system. The simulation’s starting conditions at time point t = 0 are the whole
volume filled with liquid (water) and the volume in the measurement chamber and
the hole filled with water (glucose concentration 0) and the fluidic reservoir filled
with aqueous glucose solution (glucose concentration 100 mg/dL). As an additional
boundary condition the inflow of at the boundaries surrounding the fluidic reservoir
is set to the same glucose concentration (100 mg/dL) in order to imitate a infinitely
large fluidic reservoir (with no concentration change over time). By carrying out
the simulation, the concentration inside the measurement chamber can be moni-
tored over time in order to fit an exponential curve of the form shown in Equation
2.33 and to calculate the diffusion time constant τ for different hole geometries.
Figure 2.21 A shows the simulated diffusion time with respect to the hole diameter
and Figure 2.21 B with respect to the silicon wafer thickness. τ shows a behavior
that is inverse proportional to diffusion area and linear proportional to the diffusion
length. Thus the simulation result shows the same behavior as expected from the
appraisal in free solution shown in Sec. 2.2.1.
Dependence of diffusion time on the opening angle does not show a large change
at angles between 5◦ to 30◦ (a decrease of about 20%) compared to the dependence
on hole diameter and silicon layer thickness.
2.2.3. Measurement parameters
Experimental diffusion measurements are done by changing the glucose concen-
tration in the fluidic reservoir (with a pumping velocity of 30 rpmin) from 0 to
500 mg/dL (and vice versa) and simultaneously measuring the glucose absorption in
the measurement chamber. This optical measurement is done at a fixed wavenum-
ber of 1045 cm−1 in the glucose absorption region (for glucose, 500 mg/dL and mal-
todextrin, 500 mg/dL) and a wavenumber of 1548 cm−1 for albumin 1000 mg/dL.
Diffusion measurements of the substance diffusing into the chamber and of the sub-
stance diffusing out of the chamber (by puming water into the fluidic reservoir) are
done in alternation. In addition, also diffusion measurements with an additional
ultrafiltration membrane (details see Sec. 2.3) in the opto-fluidic interface are done
with glucose and maltodextrin solutions.
For the investigation of the temperature dependence of diffusion time the opto-
fluidic interface was hold at a particular temperature using the temperature PID
controller described in Sec. 2.1.2.
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Figure 2.20.: Schematic of the implemented 3D geometry used for the finite element
simulation of diffusion into the sensor. The side view shows the cut
through the holes that are conically drilled into the silicon wafer. The
blue and red area indicate areas with liquid. Below the silicon wafer
a fluidic reservoir (shown in red) is implemented, at time point 0 the
glucose concentration in the reservoir is 100 mg/dL (indicated in red)
and in the rest of the volume it is0 mg/dL. During the simulation
the glucose diffusion through the holes into the measurement chamber
is monitored over time. The black mesh indicates the finite volume
elements that are used for discretized calculation. The size of the
single mesh elements is chosen by a compromise between being small
enough to realistically reproduce the real geometry and large enough
to stay in a feasible calculation time. A mesh size of 2 µm is used in
all dimension.
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Figure 2.21.: A: Dependence of glucose diffusion time on the diameter of the hole.
The curve shows an inverse quadratic dependency as indicated by the
dashed line. B: Dependence of diffusion time on the thickness of the
silicon wafer. Here a linear dependence (dashed line) is observable.
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2.3. Long-term measurements
For the investigation of the long-term sensor stability the opto-fluidic setup is left
in its configuration for a time period of 42 days and periodically characterized by
measurements. To test the performance under the influence of proteins, the mea-
surement solutions contained physiological concentrations of albumin. Further the
opto-fluidic interface is modified by adding an additional regenerated cellulose mem-
brane (15004, Reichelt Chemietechnik, Germany, see Sec. 2.1.2) with a nominal
weight cutoff of 25 kDa. This is done in order to let only small molecules such as
glucose (molecular weight 0.18 kDa) pass while blocking large molecules such as al-
bumin (molecular weight 66 kDa). A enrichment of proteins in the measurement
chamber would lead in long-term (among others) to a change in reflectivity of the
gold layer and thus a change in the sensitivity of the sensor. To probe this filtration
effect the measurement solutions are aqueous solutions of 500 mg/dL glucose and
1000 mg/dL albumin as well as a solution of 1000 mg/dL albumin for referencing.
One measurement cycle is done by first measuring the diffusion time of glucose in the
presence of albumin by a fixed-frequency measurement at 1045 cm−1 (as described
in 2.2.3). After an equilibrium in glucose concentration is reached inside the sensor,
spectral measurements are done by 4 sweep scans of QCLG (900 cm−1 to 1200 cm−1)
followed by 4 sweep scans of QCLP (1500 cm−1 to 1750 cm−1). Afterwards the same
procedure is done with the solution of 1000 mg/dL albumin only.
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In this chapter the sensor’s in vitro performance is evaluated with respect to
the following points: its glucose sensitivity and selectivity in pure aqueous glucose
solutions and under the impact of other biologically relevant substances present in
solution; the impact of temperature changes on the spectral signal and the glucose
prediction accuracy; its response time to a concentration change in the sensor’s
surrounding and its long-term performance and stability.
3.1. Spectroscopic quantification of glucose
An overview of the spectral performance of the setup will be given in this section.
The glucose prediction sensitivity in pure glucose solutions under different cross
validation procedures will be shown first (3.1.1), followed by the spectral impact of
other substances present in solution, and the impact of temperature changes (3.1.2).
3.1.1. Measurements of pure glucose solutions
The measurements shown in the following are based on 5 measurement series taken
within a time period of 3 months. Each measurement series contains 5 to 8 measure-
ment cycles with 6 to 10 different concentrations in each cycle (242 measurements in
total, 13 different glucose concentrations between 0 mg/dL to 1000 mg/dL). In each
cycle, a series of randomized concentrations is measured. Every third measurement
consists of an additional water measurement which is used as reference in the cal-
culation of the transflectance. This ensures that there is a reference measurement
either before or after each glucose measurement.
The transflectance spectra of different glucose concentrations are shown in Figure
3.1 B. For comparison, absorbance spectra (taken by Müller [17] using a fiber-based
glucose sensor setup) are shown in Figure 3.1 A. The spectra roughly resemble each
other and the absorption features typical for glucose around 1035 cm−1, 1080 cm−1
and 1155 cm−1 are observable in either measurement technique. However some
spectral regions show higher absolute transflectance than in transmission geome-
try, caused by the nonlinear transflectance with respect to wavenumber (as shown
in 2.1.4). This effect is, for example, observable around 980 cm−1 and 1155 cm−1.
To set a baseline, the glucose sensitivity is first evaluated at each wavenumber, i.e.
a univariate linear regression of the transflectance with respect to concentration is
performed at every wavenumber. The RMSECVcycle for every respective wavenum-
ber is shown in Figure 3.2. A minimum RMSECVcycle of 10.7 mg/dL is reached at a
wavenumber of 1044 cm−1. This value is already in a satisfying order of magnitude
for a sufficient glucose determination.
When using the spectral data instead of the data from a single wavenumber, much
more information about the glucose content can be obtained. Multivariate calibra-
tion with a PLS model results in a RMSECV below 10 mg/dL as will be shown
in the following. The measurement series are investigated in terms of intra-day-
variance (variance from cycle to cycle within one day), inter-day-variance (variance
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Figure 3.1.: Glucose (decadic) absorbance and transflectance spectra of different
concentrations. A: Spectra acquired in transmission geometry using
a fiber-based sensor [16, 17], B: Spectra acquired in transflection geom-
etry. Figure adapted from Isensee et al. [25].
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Figure 3.2.: Univariate RMSECVcycle on each wavenumber in pure glucose solutions.
from cycle to cycle within different days, ’leave-on-cycle-out’) and day-to-day vari-
ance (variance between one day and another day, ’leave-one-day-out’). The result
of a multivariate analysis of the spectra using PLS is shown in Table 3.1. It is
calculated using referenced transflectance spectra (referenced on respective adjacent
water measurement). For comparison, the respective result calculated on the not
referenced intensity spectra is shown as well. In order to obtain the best RMSECV,
the PLS is optimized with respect to the number of latent variables (see Figure 3.3).
Investigation of the data set containing measurements of 5 days within a time
period of 3 months leads to a (day-to-day) RMSECVday as low as 7.5 mg/dL in
comparison to a (inter-day) RMSECVcycle of 6.0 mg/dL on the same dataset. This
shows that the inter-day variance is in the same range as the day-to-day variance.
Further, as the sensor was disassembled in between the different measurement-days
(because the QCL-setup was needed for other experiments), basically no acquisition
of novel training data (for calibration of the PLS) at the exact same setup or day is
needed for a suffcient RMSECV in pure glucose solutions. However, a comparison
with the results obtained on the non-referenced signals shows that the use of a water
reference is essential (the role of the water reference will be discussed in detail in
Section 3.1.2).
The most sensitive RMSECVcycle of 3.1 mg/dL is achieved within a measurement
series taken on just a single day. This accuracy within one single measurement
series is expected as the data set does not contain variances between different days
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Table 3.1.: Glucose prediction by PLS analysis in pure aqueous solutions at constant
temperature
Cross-validation Measurement #Latent RMSECV [mg/dL]
within variables with reference without reference
leave-one-cycle-out intra-day 3 3.1 10.0
leave-one-cycle-out 5 days within 3
months
4 6.0 91.5
leave-one-day-out 5 days within 3
months
4 7.5 931.9
or setups .
Figure 3.4 shows the predicted values in a Parkes error grid with respect to the
evaluation method. One can see that in terms of clinical glucose monitoring per-
formance all predicted values lay in the medically ideal region (region A). Figure
3.5 shows the absolute deviation from the real concentration. It seems that the
prediction of glucose concentrations of 0 mg/dL leads to a high absolute error up
to 40 mg/dL. This is presumably caused by the fact that the used reference mea-
surement at 0 mg/dL glucose (i.e. the next water measurement) is not 1 but 3
measurements apart (based on the measurement scheme of one water measurement
every 3 measurements). However, this issue can be neglected as such low concen-
trations lay outside the physiologically relevant region.
3.1.2. Environmental impacts
In this section the effect of environmental impacts on the sensor’s in vitro perfor-
mance will be addressed. These are the presence of other substances in solution,
namely saccharides and proteins and temperature changes of the sensor.
Impact of other saccharides
With the aim for a continuous glucose monitoring implant in vivo in mind, the sen-
sors selectivity for glucose has to be guaranteed as there are many other substances
besides glucose present in the interstitial fluid. Based on their intrinsic molecular
structure all other substances should be distinguishable from glucose by their vibra-
tional spectrum in the mid infrared. However, molecules that are very similar to
glucose with regards to their structure have very similar mid-IR absorption prop-
erties and, thus, are very hard to distinguish by their spectrum. To investigate an
extreme case of similarity between molecules, we investigate the glucose selectivity
among high concentrations (0 mg/dL to 500 mg/dL) of the saccharides maltose, lac-
tose, galactose and fructose. This can also be considered as an upper limit in terms
of concentrations as typical concentrations of these molecules in the interstitial fluid
are much lower in the range of 0 mg/dL to 18 mg/dL [13]. 6 measurement series
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Figure 3.3.: Overview on the impact of chosen number of latent variables on the RM-
SECV of glucose concentration. The different symbols indicate different
cross-validation methods: leave-one-cycle-out (blue circles), leave-one-
cycle-out within a timespan of 5 days (green triangles) and leave-one-
day-out within a timespan of 5 days (red crosses).
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Figure 3.4.: Predicted glucose concentrations in pure glucose solutions shown in
a Parkes error grid. The different symbols indicate different cross-
validation methods for the characterization of different variances: leave-
one-cycle-out (intra day) with 2 latent variables in the PLS calibration
(blue circles), leave-one-cycle-out within a timespan of 5 days (inter-day)
with 4 latent variables (green triangles) and leave-one-day-out within a
timespan of 5 days (day-to-day) with 4 latent variables (red crosses).
Figure adapted from Isensee et al. [25].
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Figure 3.5.: Absolute deviation of predicted glucose concentration from the reference
value. The different symbols indicate different cross-validation methods
for the characterization of different variances: leave-one-cycle-out (in-
tra day) with 2 latent variables in the PLS calibration (blue circles),
leave-one-cycle-out within a timespan of 5 days (inter-day) with 4 la-
tent variables (green triangles) and leave-one-day-out within a timespan
of 5 days (day-to-day) with 4 latent variables (red crosses).
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Table 3.2.: Glucose prediction within a mixture of other saccharides as obtained by
PLS analysis (leave-one-cycle-out crossvalidation, 7 latent variables)
Concentrations [mg/dL] RMSECVcycle [mg/dL]
glucose 0− 600
20.3
maltose 0− 500
fructose 0− 500
galactose 0− 500
lactose 0− 500
glucose 0− 600
13.6
fructose 0− 500
galactose 0− 500
lactose 0− 500
glucose 0− 600
11.9fructose 0− 500
galactose 0− 500
containing 8 measurement cycles with 8 different solutions each are carried out (512
measurements in total), whereof the first 4 measurement series contained random
mixtures of 50 mg/dL, 100 mg/dL, 200 mg/dL and 600 mg/dL glucose in a mixture
with 0 or 100 mg/dL of fructose, galactose and lactose as well as 0 or 500 mg/dL
of maltose and the last 2 measurement series contains pure solutions of 0 mg/dL,
100 mg/dL, 250 mg/dL and 500 mg/dL of the individual saccharides.
The transflectance spectra of pure solutions of the individual saccharides refer-
enced to an adjacent water measurement are shown in Figure 3.6. Again, a compar-
ison between absorbance spectra (measured in transmission geometry) and trans-
flectance spectra is shown. As already experienced in the comparison of pure glucose
spectra, the transflectance shows spectral regions with higher peaks than measured
in transmission. As expected from their molecular structure the spectra of the dif-
ferent saccharides look quite similar. However there are small differences in the
peak ratios between the individual saccharides. When measuring at only a single
wavenumber, other saccharides lead to cross correlation with glucose and a selec-
tivity for glucose cannot be guaranteed as already seen by Vrancîć [22] and Müller
[17]. However, this problem becomes feasible when multivariate data analysis and
thus the information of the whole spectrum is used. The resulting RMSECVcycle
values for glucose are listed in Table 3.2 for a mixture of all saccharides, all sac-
charides with maltose excluded and monosaccharides only. As shown in Figure 3.7
more numbers of latent variables are needed for an optimum RMSECV compared
to measurements in pure solutions. This is expected as there are more indepen-
dent factors impacting the spectrum compared to pure glucose solutions where the
only varied component is the glucose concentration. The worst glucose selectivity of
RMSECVcycle=20.3 mg/dL is observed in a mixture of all saccharides investigated.
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Table 3.3.: Glucose prediction within mixtures with various albumin concentrations
(0− 1000 mg/dL) taken within one day
Referencing Used QCL RMSECVcycle [mg/dL]
adjacent water measurement QCLG & QCLP 9.1
no referencing QCLG & QCLP 9.4
adjacent water measurement QCLG 9.4
no referencing QCLG 9.8
Due to the molecular structure of maltose, which is basically two glucose molecules
attached to each other, this substance has the largest impact on the glucose predic-
tion. Without maltose in solution a RMSECVcycle of 13.6 mg/dL can be achieved. It
is important to note that in an in vivo application disaccharides won’t be an issue as
they are already digested in the small intestine to monosaccharides and thus won’t
be present in the interstitial fluid [72–74]. In this condition a RMSECVcycle as low
as 11.9 mg/dL can be gained which is comparable to the RMSECV in pure glucose
solutions (6 mg/dL). Figure 3.8 shows the result in a Parkes error grid with (top)
and without (bottom) disaccharides present in the solution. The absolute deviation
with respect to the reference concentration is shown in Fig. 3.9. The predictions in
mixtures of all saccharides show some points in medically critical regions C and B.
However, in a mixture of monosaccharides only, which is the more realistic case in
terms of in vivo application, all points except for one lay in region A. Again there
is a large uncertainty for very small concentrations, but, again, this uncertainty is
not decisive in terms of diabetes management.
Impact of albumin
In order to imitate an in vivo environment in an in vitro setup, the presence of
proteins in the interstitial fluid needs to be kept in mind. The total amount of
proteins in the ISF is reported to be about 20 g/L whereof about 10 g/L is albumin
[75, 76]. The transflectance spectrum of albumin measured with QCLG and QCLP is
shown in Figure 3.10 B. For comparison an absorbance spectrum of albumin (dried
film measured by FTIR spectroscopy by Haase [77]) is shown in Figure 3.10 A.
Around 1650 cm−1 and 1545 cm−1 the amide I and amide II bands characteristic for
the secondary structure of proteins are present. As it was the case for saccharides,
the spectral transflectance is different to the absorbance measured in transmission.
From a measurement done within mixtures of glucose (0 mg/dL to 500 mg/dL) and
albumin (0 mg/dL to 1000 mg/dL) and pure spectra of the substances (16 different
concentrations, 8 measurement series, 64 measurements in total, using adjacent
water spectra as reference) a PLS calibration achieves a RMSECVcycle for glucose
below 10 mg/dL (see Table 3.3).
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Figure 3.6.: (Decadic) absorbance and transflectance spectra of different saccharides.
A: Spectra acquired in transmission geometry using a fiber-based sensor
[16, 17], B: Spectra acquired in transflection geometry. Figures adapted
from Isensee et al. [25].
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Figure 3.7.: RMSECV of glucose prediction with respect to the number of latent
variables for a mixture of different mono-and-disaccharides (circles) and
monosaccharides only (crosses).
Role of water reference
The sensor’s performance without any water reference is analyzed on the dataset
taken within a mixture of glucose and albumin. This is done as the water referencing
may not adequately reflect the in vivo measurement scheme. A PLS analysis of the
raw signal instead of the calculated transflectance (with water as a reference) is
done and gives a RMSECVcycle in the same range as the referenced dataset (see
Table 3.3). This shows that within a measurement basically no water reference is
required. However, this result has to be taken carefully because the measurements
are all taken within a single day. As seen earlier in pure glucose solutions, the
sensitivity of unreferenced signals can drastically drop among measurements taken
at different days or different setups.
Role of additional laser in another spectral region
Further the question arises if a laser in a spectral region apart from the carbohydrate
region is needed at all. To answer this, the impact of the additional laser (QCLP)
on the glucose prediction (in the same dataset) is investigated by comparison of
the result gained with both lasers and with QCLG only. Surprisingly, even though
the highest transflectance of albumin is in the spectral region of QCLP, it does not
add much information to the data set as the RMSECVcycle does not significantly
change. The Parkes error grid (see Fig. 3.11) as well as the absolute deviation from
the predicted value as shown in Fig. 3.12 indicate a sufficient glucose prediction
accuracy for clinical use (nearly all values in region A).
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Figure 3.8.: Parkes error grid of the glucose concentrations within a mixture of other
monosaccharides and disaccharides (A) and monosaccharides only (B)
as predicted by PLS analysis (leave-one-cycle-out crossvalidation, 7 la-
tent variables). Figures adapted from Isensee et al. [25].
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Figure 3.9.: Absolute deviation of predicted glucose concentration from reference
concentration within a mixture of other monosaccharides and disac-
charides (red) and monosaccharides only (blue) as predicted by PLS
analysis (leave-one-cycle-out crossvalidation, 7 latent variables).
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Figure 3.10.: (Decadic) absorbance and transflectance spectra of albumin. A: FTIR
spectrum acquired in transmission of a dried albumin film [77], B:
Spectra acquired in transflection geometry. Figure B adapted from
Isensee et al. [25].
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Figure 3.11.: Predicted glucose concentrations in mixtures of up to 1000 mg/dL al-
bumin shown in a Parkes error grid, calculated with PLS analysis with
and without water referencing, as well as with and without QCLP. All
measurements are taken within one day (intra-day).
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Figure 3.12.: Absolute deviation of predicted glucose values in the presence of up
to 1000 mg/dL albumin calculated with PLS analysis with and with-
out water referencing, as well as with and without QCLP. Nearly all
predicted values are in the region A of the Parkes error grid. All mea-
surements are taken within one day (intra-day).
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Impact of temperature
The temperature of an uncooled in vivo sensor might drift by a few degrees de-
pending on the temperature changes of the surrounding tissue. Therefore, the tem-
perature dependence of the raw signal as well as the change in transflectance is
investigated in vitro in the following. Experimentally, the signal obtained for glu-
cose (500 mg/dL) and water is acquired by heating the sensor to a temperature
around 45 ◦C and then measuring transflection signals while the system’s tempera-
ture falls back down to room temperatures. These heating cycles are repeated for
several times in order to collect enough data (120 samples for water and glucose).
Figure 3.13 shows examples for the raw signals obtained for water at different tem-
peratures. The change of the raw signal with temperature is strongly dependent on
the wavenumber and it is larger in the spectral region of QCLP, especially in regions
where the water absorbance is quite small (around 1550 cm−1 and 1740 cm−1).
A theoretical simulation of the reflected signal (see Section 2.1.4) shows that
there are different parameters that change with temperature as for example the layer
thickness of the water layer, the refractive indices and the absorptivities of the optical
components. Theoretical considerations (see Appendix A.1) show that the impact of
the water layer thickness is the most prominent. As the temperature dependence of
the water layer thickness additionally is the most uncertain one from the geometrical
setup, a regression of the obtained signal with the water layer thickness left as
free parameter is carried out (all input values are summarized in Table 2.3). A
typical fit curve is shown in Figure 3.14. While the theoretical model (red) fits
well to the acquired data (blue), there are still some differences present between
experimentally measured and theoretically calculated signal. The deviations might
arise from imprecise literature values for the refractive index, the absorptivity of
water and variations in the reflectivity of the patterned gold layer, as well as the
individual temperature dependence of these parameters. As shown in Section 2.1.4,
the variation of numerical values from different references amounts to 1.6 % and
4.3 % for refractive index (real-part) and absorptivity, respectively. Given the lack
of data for the temperature dependence of the refractive index of water n2 (real
part) a constant dependence of ∆n2/∆T = −0.001 1/K (interpolated average from
data shown in Fig. 2.10 [52]) is assumed for all wavenumbers, which is probably not
the case in nature.
Figure 3.15 shows the resulting water layer thicknesses d2 with respect to temper-
ature. As one would expect from thermal expansion of the surrounding sensor holder
(as described in Section 2.1.4) a linear dependence is observable. A linear regression
leads to a thermal expansion coefficient of ∆d2/∆T =12.8(1) nm/K. As discussed
in detail in Sec. 2.1.4, this expansion is in a realistic range (between 0 nm/K to
15.4 nm/K) to be caused by the expansion of the sensor housing under the assump-
tion that the outer holder expands more than the inner parts and the pressure is
partly upheld by the flexible silicone rings on top and below the layer stack. The de-
viation between the individual values for glucose (red) is probably caused by taking
the data before the system is thermally equilibrated (see Appendix A.3). This was
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Figure 3.13.: Transflected signals Ireflected at temperatures between 20 ◦C to 45 ◦C in
the spectral range of QCLG (A) and QCLP (B). Figure adapted from
Isensee et al. [25].
retrospectively recognized and could not further be investigated due to time reasons.
It leads to a shift in read-out temperature compared to the real temperature in the
measurement chamber as it is observed in Fig. 3.15. Except for this phenomenon,
the slope of the lines is still the same as the one for water. This finding confirms
the consistent temperature dependence of the water layer. It has to be pointed out
that the impact of glucose absorptivity and refractive index on the signal and its
temperature change is completely neglected in this consideration as the absolute
concentration of glucose is four orders of magnitude smaller than the one of water
(at a glucose concentration of 500 mg/dL).
How does a temperature change affect the glucose prediction? To answer this ques-
tion, transflection measurements of two glucose solutions (0 mg/dL i.e. water and
500 mg/dL) are performed at various temperatures between 25 ◦C to 40 ◦C. As the
two concentrations are acquired at different days and not at the exact same temper-
atures, there is no suitable water reference spectrum available for each individual
measurement. Using the non-referenced signal for a glucose prediction with PLS
leads to inaccurate predictions (as already observed in the day-to-day variance in
pure glucose solutions). These inaccuracies are amplified by th change in tempera-
ture. To overcome this issue the predicted values have to be recalibrated and cor-
rected with respect to temperature: First a PLS analysis on the unreferenced spectra
at the two concentrations (using the dataset of glucose and albumin from Sec. 3.1.2
as training data) is done. Then at every temperature T, the predicted concentra-
tion of the solution with 0 mg/dL glucose (Cwater,predicted(T )) is subtracted from the
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Figure 3.14.: Typical fit curve Ireflected,fit (orange) of the theoretical calculated re-
flected intensity on the actually measured signal Ireflected (blue) shown
in the spectral region of QCLG (A) and QCLP (B).
Figure 3.15.: Predicted water layer thickness d2 with respect to temperature in wa-
ter (blue) and glucose (red). The values show a linear increase with
temperature of ∆d2/∆T = 12.8(1) nm/◦C.
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predicted concentration of the solution with 500 mg/dL glucose (Cglucose,predicted(T )).
For recalibration of the predicted concentrations, the deviation between the glucose
prediction of one single measurement in the test set (Cglucose,referencepoint,predicted) and
the real glucose concentration (Cglucose,referencepoint,real) is used as scaling factor for all
predicted values. Thus, the overall correction is done according to
Cglucose, corrected =
Cglucose, predicted(T )− Cwater, predicted(T )
Cglucose,referencepoint,predicted − Cglucose,referencepoint,real . (3.1)
The predicted corrected glucose values are shown in Fig. 3.16 with respect to
temperature. The single measurement used for recalibration is marked in red. The
values are calculated for both QCLs and QCLG only. A RMSEP for glucose of
18.5 mg/dL and 130 mg/dL is obtained using both lasers and QCLG only, respec-
tively. This shows that by using the here introduced recalibration method, an ac-
ceptable sensitivity can be achieved even though no referencing on a water measure-
ment was done. In contrast to the experiments done within mixtures of different
substances, here, QCLP has a large effect on the glucose sensitivity. This leads to
the conclusion that QCLP provides important information about the temperature
and sensor conditions and thus is very helpful for the compensation of such sensor
changes.
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Figure 3.16.: Predicted glucose concentration with respect to temperature change
and used QCLs for a reference concentration of 500 mg/dL. Values
are calculated by PLS analysis that is trained on a data set acquired
at room temperature and the values are corrected with the predicted
water concentrations at the respective temperatures. Additionally, all
values are recalibrated by using the very first predicted value (indi-
cated in red) to correct for an overall setup change in the timespan in
between the two measurements (several months). The standard devi-
ation of the predicted glucose concentration from 500 mg/dL amounts
to 130 mg/dL and 18.5 mg/dL using only QCLG and both QCLs, re-
spectively.
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3.2. Glucose diffusion properties
For the monitoring of a physiological glucose change in vivo the sensor’s response
time must be adequately fast (i.e. faster than 5 min). The response time of the sensor
is the sum of the time glucose needs to diffuse into the measurement chamber and
the time needed for the spectral measurement itself. In this section, the timescales
of the diffusion process will be addressed by numerical simulations and in vitro
experiments. In addition, the impact of temperature on the diffusion time will be
assessed.
The glucose diffusion time for the sensor is measured by abruptly changing the
glucose concentration in the fluidic reservoir Creservoir and measuring the transflection
signal from the measurement chamber over time (as described in Section 2.2.3).
In order to get a high time resolution, the laser is set to a fixed wavenumber at
the position of a glucose absorption peak of 1045 cm−1. Thereby the transflection
signal corresponds to the glucose concentration inside the measurement chamber
Cchamber and a decrease (or increase if Creservoir < Cchamber) in transflection signal
can be observed during the diffusion process. An example of a typical measurement
result is shown in Fig. 3.17 together with the corresponding result of the numerical
simulation (see also Section 2.2.2).
In general, diffusion through a membrane is a complex process that is dependent
on various properties of the system. As discussed in Section 2.2.1, the diffusion
dynamics depend on parameters such as the mass and size of the molecules, the
viscosity of the substance, the porosity and pore sizes of the membrane, the tem-
perature as well as the diffusion distance.
When looking at the sensor with the silicon wafer only (without an additional fil-
tration membrane attached), the diffusion process should be dominated by diffusion
in free solution as the holes in the silicon are very large (10 µm) compared to the size
of the molecules. Hence no size-specific filtering effect from the silicon is expected.
The diffusion time should behave according to the Stokes-Einstein equation (see
Equation 2.34) and thus depend on the molecular mass M according to τ ∝M1/3.
The results of a measuremnt with glucose, maltodextrin and albumin (see Table
3.4) leads to an average glucose diffusion time (from 12 measurements) of 18(8) s
whereas the simulations suggest a diffusion time of 32 s. The measured diffusion
times for maltodextrin and albumin are in the same value range. Using the measured
glucose diffusion time the theoretically expected diffusion times of maltodextrin and
albumin can be calculated from the Stokes-Einstein equation (see Table 3.4, column
4): While the measured diffusion time of maltodextrin meets the expected time
within its error, the diffusion time measured for albumin is about 100 s faster than
expected.
According to the Stokes Einstein equation there is also an inverse dependence
on the temperature. This effect is demonstrated in a second experiment where the
glucose diffusion time is acquired (see Figure 3.18, empty symbols). However, no
inverse dependence on temperature T is observable by a 1/T fit.
An additional ultrafiltration membrane is needed for in vivo since many other sub-
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Figure 3.17.: Glucose concentrations in the measurement chamber after changing
the concentration in the fluidic reservoir (at time 0 s). The simulation
(green) was done with geometrical parameters as used in the exper-
iment (silicon layer thickness: 200µm, water layer thickness 10 µm).
The experimentally measured curve was acquired by a fixed frequency
measurement with QCLG at a wavenumber of 1045 cm−1 and normal-
ized to the equilibrium concentration.
Table 3.4.: Measured average diffusion times of 12 measurements per substance
(room temperature, no additional filtration membrane). 1): Expected
value extrapolated from the glucose diffusion time and the assumed
τ ∝M1/3 dependence.
substance average molecular weight diffusion time [s] expected diffusion time [s]1
Glucose 0.18 kDa 18± 8 (18)
Maltodextrin 1 kDa 24± 11 32
Albumin 66 kDa 22± 8 129
78
3.2. Glucose diffusion properties
Figure 3.18.: Overview of temperature dependence of diffusion times measured for
different substances with (filled symbols) and without (empty symbols)
ultrafiltration membrane. Circles indicate measurements where glu-
cose diffusion direction is into the measurement chamber and squares
indicate measurements where the diffusion direction is out of the mea-
surement chamber. The dashed lines show the fitted 1/T dependence
of the diffusion time. Figure adapted from [25].
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stances (especially proteins) besides glucose are present in the surrounding medium.
Its purpose is to prevent proteins and other macromolecules from entering the mea-
surement chamber, and thus from attaching to the surface and impacting a long-
term application of the sensor. It is expected that the glucose diffusion time will be
elongated significantly as the membrane serves as filtering barrier. In addition to
diffusion in free solution, also membrane specific processes will play a role. These
comprise for example the adhesion of molecules inside the membrane’s pores, the
membrane’s diffusion resistance caused by its porosity (e.g. death ends inside the
structure) and charging effects on the surfaces. This complex interplay of processes
was theoretically described by Renkin [78] and experimentally verified by Beck and
Schultz [79]. They used a semi-empirical approach that leads to an effective diffusion
coefficient Deff according to
Deff = D
(
1− Rs
Rp
)2 [
1− 2.104
(
Rs
Rp
)
+ 2.09
(
Rs
Rp
)3
− 0.95
(
Rs
Rp
)5]
(3.2)
with Rs being the radius of the particle, Rp being an effective pore size of the
membrane and D being the diffusion coefficient of the particles in free solution.
This formula shows that in first order the diffusion time follows the dependence
τ ∝ 1
D[1−Rs/Rp]2 . Hence, the temperature dependence of the diffusion time is in
first order given by the temperature dependence of the diffusion coefficient D which
follows the Stokes-Einstein equation: τ ∝ 1/T as shown earlier.
The effect of an such a membrane is investigated experimentally for the diffusion
of glucose and maltodextrin using a regenerated cellulose membrane with a nominal
weight cutoff of 25 kDa (Nr. 15004, Reichelt Chemietechnik). The result is shown
in Figure 3.18. For glucose a diffusion time of 214(15) s is obtained. As the diffusion
time of albumin is too long to measure experimentally (a huge amount of albumin
solution and a very long measurement time would be needed) the filtering effect is
proven by a measurement of maltodextrin. Its larger molecular mass compared to
glucose leads to a significantly longer diffusion time of 713(41) s.
Further, the effect of temperature is measured between 20 ◦C to 40 ◦C. While no
temperature dependence was observed in the measurements with silicon wafer only,
the measurements with additional membrane show the expected 1/T -dependence
(see dashed line in Fig. 3.18).
To conclude this section: a spectroscopic measurement time smaller than 100 s
in addition to the measured diffusion time of 214 s enables reasonable fast sensor
response time of 5 min. This measurement time scale corresponds to e.g. the time
of 4 laser sweep scans which, as shown in Chapter 2.1, easily satisfy the sensitivity
requirements for an in vivo sensor.
3.3. Long-term stability
In order to evaluate the sensors performance over a long period of time, an experi-
ment over 42 days is performed. Within this time, periodic spectral measurements as
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well as glucose diffusion experiments (at fixed frequency) are carried out. To imitate
in vivo conditions the solutions contained 1000 mg/dL of albumin. The corrected
glucose predictions of solutions containing 500 mg/dL glucose and 1000 mg/dL albu-
min are shown in Figure 3.19 A. The PLS analysis is trained with a training data set
taken 5 days before the start of the longterm measurement containing non-referenced
spectra of different mixtures of glucose (concentrations: 0-500 mg/dL) and albumin
(concentrations: 0-1000 mg/dL). To correct for the day-to-day variance in the data,
the predicted values are recalibrated. This is done by subtracting the predicted value
for a reference solution (in this case containing 1000 mg/dL albumin) taken at the
same day. Further the glucose prediction of the very first measurement (marked in
red) was used for recalibration of the glucose predictions according to Equation 3.1.
The diffusion times are acquired the same way as in Section 3.2 and are shown in Fig.
3.19 B. The different symbols indicate measurements where the glucose diffusion di-
rection points into the measurement chamber (circles) and out of the measurement
chamber (squares). The average diffusion time with additional regenerated cellulose
membrane is 221(9) s. There is no significant overall drift or slowdown observable
(change rate of median is equal to zero within 2σ) and thus a harmful longterm effect
from albumin can be excluded. Further the RMSEP of glucose is with 12.4 mg/dL
well below 3 % and does not show a significant worsening with measurement time.
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Figure 3.19.: A: Glucose prediction during long-term measurement obtained by PLS
regression with 6 latent variables and a training data set taken 5 days
before the start of the longterm measurement. The predicted values for
glucose solution with a concentration of 500 mg/dL are corrected with
a prediction from a reference substance and scaled by the very first pre-
diction value (marked in red). B: Glucose diffusion times calculated
from longterm experiment in the presence of 1000 mg/dL albumin in
solution. Circles indicate measurements where glucose diffusion direc-
tion is into the measurement chamber and squares indicate measure-
ments where the diffusion direction is out of the measurement chamber.
Figure adapted from Isensee et al. [25].
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The development of QCLs enabled new prospects for MIR spectroscopic inves-
tigation of liquid samples in the last two decades. Using the high spectral power
density of QCLs the measurements got much faster and the layer thicknesses be-
came larger and thus easier to handle. Various groups investigated the sensitivity
of this reagent-free method for the quantitative glucose measurement in vitro [11–
13, 15, 16, 18, 22, 80–86] as well as in vivo [14].
In this thesis, the theoretical and experimental basics of quantum cascade laser-
based glucose measurements in the context of a future continuous glucose monitoring
implant are investigated. Due to its compactness, size, biocompatibility, robustness
and potential to be implantable, a transflection measurement approach is found
to be most promising for this endeavour. The optical mechanisms in transflection
are investigated theoretically and experimentally and it is shown that the achieved
glucose sensitivity based on transflectance in pure glucose solutions as well as in
complex solutions with other substances suffices the medical directives for continuous
glucose monitoring. The influence of a temeperature change on the optical signal is
investigated in detail and it is shown, that the temperature-related change in water
layer thickness in the measurement chamber has the highest impact on the optical
signal.
The glucose diffusion properties into and out of the sensor are evaluated using
finite-volume simulations and experimental diffusion measurements. A response
time below 5 min can be achieved, which meets the requirements for the desired
sampling rate to monitor physiological glucose concentration changes in vivo.
The long-term stability of glucose sensitivity and glucose exchange is successfully
demonstrated in vitro by a long-term experiment over a time period of 42 days.
This finding highlights the prospect of using the transflection opto-fluidic interface
in a future long-term implant.
Table 4.1 compares the demonstrated results to other work using QCLs with re-
spect to different measurement parameters such as the type of QCL, the wavenumber
range, the environment of the substance and the concentrations measured [20]. In
Figure 4.1 a visualization of the achieved glucose sensitivities related to the respec-
tive mean glucose concentration is presented. All values except for the ones of this
work (blue circles) are measured in transmission geometry. This is probably due
to the more straight forward measurement design in transmission measurements.
In terms of sensitivity the results measured in transflection are comparable or even
better than the ones measured in transmission. The empty symbols indicate mea-
surements done with fixed frequency QCLs (e.g. DFB-QCLs) whereas filled symbols
indicate measurements where tunable QCLs (e.g. EC-QCLs) were used. All demon-
strated measurements show accuracies better than 10 % of the average glucose con-
centration in solution, whereby it is of note that all measurements with sensitivities
better than 1 % were made with a tunable QCL. It appears therefore legitimate
to conclude that the use of tunable QCLs is preferable over single fixed-frequency
QCLs for the investigation of body fluids such as glucose. However, EC-QCLs based
on their tuning mechanism are "complex to build, requiring careful alignment and
high-quality antireflection coatings." [87]. DFB-QCLs in contrast are "very compact
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(a few millimeters in length) and can easily be microfabricated in large quantities"
[87]. Further, also arrays of different DFB-QCLs with the individual QCLs emitting
at different wavelengths are reported (eg. Lee et al. [87]). Using such arrays or even
just a few single DFB-QCLs would combine the spectral advantage of EC-QCLs
with the small size simplicity of DFB-QCLs.
Spectral measurement and measurement timescales
As shown in Section 3.1, a high glucose sensitivity and selectivity can be achieved
using the data from the spectral range of a tunable EC-QCL from 900 cm−1 to
1200 cm−1. When it comes to in vivo application, however, a compact, robust and
easily adjustable sensor is required. Hence, the use of several small fixed frequency
QCLs (such as DFB-QCLs or Fabry-Perot QCLs) emitting at the glucose-specific
wavenumbers is a preferred option. If individual wavenumbers are to be used,
then the question arises which wavenumbers to choose. To find the most relevant
wavenumbers for the quantification of glucose, the EC-QCL spectra are artificially
split up and just a few distinct wavenumbers are used for the prediction of glucose
concentration. For the quantification of the importance of each wavenumber an
evolutionary algorithm is used (see Section 2.1.6). Table 4.2 provides an overview
on the most relevant wavenumbers and the corresponding RMSECVs for an opti-
mization on the data set of a mixture of glucose and other monosaccharides. It is
justified to neglect the impact of other disaccharides because they typically don’t
occur in the interstitial fluid [72–74]. With this assumption, a RMSECV around
15 mg/dL with only 5 distinct wavenumbers (assuming a bandwidth of 4 cm−1) can
be achieved. This also reduces the measurement time significantly from 68 s (4 scans
without dead time) to 5 s (corresponding integration time of each wavelength: 1 s).
In Figure 4.2 one can see that nearly all selected wavenumbers lay in a glucose ab-
sorbing region. Surprisingly, the pronounced glucose peak around 1080 cm−1 does
not seem to have much importance for the glucose specificity under these conditions.
One of the next steps towards an in vivo sensor would be to experimentally inves-
tigate the possibilities of such an DFB-QCL array. It would further be conceivable
that all individual DFB-QCLs would lase at the same time with different modulation
frequencies. This way, with the help of various micro fabricated lock-in amplifiers
at the respective modulation frequencies, the individual wavenumber-information
could be filtered out without the need for an optical filter or spectrometer, and the
overall measurement time could be decreased even more. However, it has to be
pointed out that measurement time is not the only time-limiting factor: the glucose
exchange time of the sensor (in the range of minutes) is even more relevant as it lays
in the range of few minutes. The overall measurement time should not be longer
than the timescale of physiological glucose change which is in the range of some
minutes. As shown in Section 3.2 when using a ultrafiltration membrane, which is
essential for a future in vivo use, in combination with the silicon wafer we measure
glucose diffusion times in the range of 4 minutes. With a measurement time of
some seconds the overall time delay would be smaller than 5 minutes and, hence,
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Figure 4.1.: Glucose sensitivities achieved in aqueous environments based on trans-
mission (data taken from references in Table 4.1) and transflection (this
work) measurements. The different symbols indicate different evalu-
ation metrics for quantification of sensitivity: NEC: Noise equivalent
concentration; LOD: Limit of detection; RMSECV: Root mean squared
error of cross validation; STD: Standard deviation; other: other met-
rics such as root means squared error of prediction or absolute deviation
from reference value. Filled symbols indicate measurements done with a
tunable QCL whereas empty symbols indicate measurements done with
a fixed-frequency QCL. Also 1% and 10% accuracy lines (dashed) are
shown. Figure adapted from Isensee et al. [20].
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Figure 4.2.: Relevant wavenumbers for the determination of glucose concentration
that are selected by an evolutionary algorithm. This is done with A) 3
distinct wavenumbers, B) 5 distinct wavenumbers and C) 7 distinct
wavenumbers. The glucose transflectance spectrum of a solution of
500 mg/dL glucose is shown in blue for comparison.
sufficiently short for physiological glucose changes.
Impact of temperature
The response to a temperature change is another important aspect to look at as
the temperature in the body can easily change by a few degrees depending on the
location and the surrounding of the sensor. The experimental investigation of the
signal change with temperature presented in Sec. 3.1.2 shows that quite a large
effect is observable in the spectra. In contrast to what is observed in a transmission
geometry (see e.g. [17]) the signal does not change linearly with temperature. The-
oretical calculations of the reflected optical signal shown in Sec. 2.1.4 indicate that
the main impact is the change in water layer thickness due to thermal expansion of
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the sensor’s stainless steel mounting. This effect is also seen in the investigation of
the single contributions (see Sec. A.1) where, depending on the spectral position
the effect of a change in layer thickness leads to a change in transflectance that is up
to one order of magnitude larger than the effect of the other temperature-dependent
quantities. However, this whole consideration has to be taken very carefully, as e.g.
the references for the temperature dependence of the refractive index of water are rel-
atively vague, and no real experimental data is found in the spectral region between
800 cm−1 to 1600 cm−1. Nevertheless it could be shown in Sec. 3.1.2 that the effect
of temperature on the transflectance can be corrected by a referencing procedure
where water is measured at the same temperature and used as a reference. Using
this procedure a relative RMSEP for glucose of 3.7 % is achieved at concentrations
of 500 mg/dL. It is conceivable that this value still contains some errors as e.g. by
the mounting position of the temperature sensor: In the setup used in this thesis it
was not mounted directly at the position where the optical interaction takes place,
i.e. inside measurement chamber itself, it instead was mounted on the stainless steel
holder some millimeters apart from the measurement chamber. This presumably
leads to an error in the temperature reading. To conclude, the correction procedure
is a reasonable solution for a correction of the temperature drift in vitro. However,
for the applicability in vivo, an additional reference measurement would lead to a
doubling of the measurement time on the one hand and on the other hand would
not be practically feasible with water as reference fluid in the same measurement
chamber.
To overcome this impracticality we propose a sensor with an integrated reference
chamber: The original measurement chamber is split up by a micro-fabricated well
into two chambers, one being in exchange with the reservoir outside the sensor via
the holes in the silicon wafer, and the other one being filled with a reference fluid
(as e.g. water) and sealed from the surrounding (no holes in the silicon wafer).
The beam is split up beforehand and detected by two separate detectors. This way
either a direct analogous referencing of the raw signals or a referencing done the way
described in Section 3.1.2 is possible. By this approach also the vague temperature
measurement is redundant as the reference is taken under the exact same conditions
(and temperature) as the measurement of the sample.
In the following an outlook and discussion on the possible use of the opto-fluidic
interface in an in vivo implant will be given.
Integration into an implant and miniaturization
The overall prospect is the integration of the investigated IR-optical-fluidic sensor
interface into a fully implantable device that contains all components needed for a
measurement. It contains a QCL, a detector, beam shaping optics, the IR-optical-
fluidic interface, an energy source, such as a rechargeable battery as well as a control
unit with a transmitter that controls the measurement process, the energy manage-
ment as well as the wireless transmission of the signal to an external receiver. The
device could then be implanted somewhere in the interstitial fluid as e.g. in the
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Figure 4.3.: Integration into a future implant consisting of different compartments:
one or more QCLs as radiation source, beam shaping optics, an opto-
fluidic interface, a battery as energy source, a control unit for signal
filtering, data acquisition, energy management and communication with
an outer receiver.
adipose tissue in the belly, and measure continuously over a long time without a
need for the patient to interact with it. It could then be wirelessly coupled via
bluetooth to an external receiver or insulin pump, that processes the data and au-
tonomously reacts to the glucose information by e.g. inserting the right amount of
insulin. Figure 4.3 exemplarily shows a sketch of such an implant.
In order to be able to implant the sensor in vivo following conditions must be
met:
• The setup must be biocompatible and integrable in vivo
• The energy requirement of the sensor must be met
• The acquired data has to be handled and communicated to an external receiver
• The setup’s size must be sufficiently small, i.e. in the range of several centime-
ters
• The setup must be long-term stable and must have a long lifetime (several
months)
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In the following these points will be discussed in detail.
In vivo environment
The sensor surface has to be made out of a biocompatible material or has to have
a biocompatible coating. Therefore, the proven materials and techniques used in
other fields as e.g. in pacemakers, can be adapted for the implant’s housing. The
more critical part is the infrared-optic-fluidic interface. The regenerated cellulose
membrane is reported to be biocompatible [88, 89], also silicon and diamond as
well as gold are biocompatible materials. Only the antireflective coating which
contains ZnSe (rated as toxic by Regulation (EC) No.1907/2006) is problematic. So
far, no solubility in water was experienced by us, however, there should be further
investigations on the biocompatibility of this material. Another option would be to
design a new coating made of biocompatible materials such as e.g. polyethylene [90].
Further, the immune response of biological organisms to the specific implant as well
as the fibril encapsulation process have to be investigated in the future [91, 92].
Energy management
The size of the implant scales directly with the energy consumption as the largest
component is the battery. Thus ultra-low power consumption of all components is
required in order to minimize the overall size of the implant. An assessment of the
energy consumption of the individual components is shown in Table 4.3. The overall
energy consumption is a combination of a continuous contribution of all components
in standby mode as well as periodically very high contributions by the QCL during
a measurement. The standby and operating currents of all components besides the
QCL are in the µA range and easy to handle with the supply current of a lithium-ion
battery. The high lasing currents of the QCL in the 100 mA range, however, must
be supplied by a capacitor, which is loaded by the battery prior to the event.
The average power consumption of the QCL is assessed as follows. Taking into
account the possibility to use only 5 fixed frequency QCLs with a bandwidth of
4 cm−1 in order to gain nearly the same amount of information as with a tuneable
QCL, and assuming the same integration time as used for the measurements shown
above (leading to the same signal to noise ratio), a time of 5 s is required for one
measurement (1 s per wavenumber). Low power consumption DFB-QCLs as the ones
reported e.g. by Katsuyama et al. [95] could therefor be used. These lasers (7.23 µm
to 7.27 µm wavelength) have a lasing threshold at a current around 52 mA (using a
voltage of 8.4 V, could be supplied by a voltage converter inside the implant) and
consume only 0.44 W at the threshold. In order to achieve sufficient lasing intensities
for the application, higher lasing currents are required: A current of 120 mA results
in a conceivable output power of about 5 mW (at a laser temperature of 40 ◦C) [95].
12 measurements per hour (one every 5 minutes) are necessary for a sufficient glucose
monitoring and thus an overall average power of 18.2 mW is required just from the
laser (assuming 80 % efficiency of the implant’s components for current and voltage
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supply).
In total, the power consumption of the device would then be around 18.6 mW.
Typical volumetric energy densities of e.g. rechargeable lithium-ion batteries are
around 200 Wh/L to 500 Wh/L [96]. Thus a battery volume as low as 1.3 cm3
(1.8 cm3) (assuming volumetric energy density of 350 Wh/L) is needed for a 24 h
(33 h) operation time. This means, that the device would have to be recharged
every 24h. This could be done from outside the body via electromagnetic induction
(e.g. [97]).
DFB QCLs typically require temperature stabilization by a Peltiér element. This
poses obvious issues in an in vivo application. The lasing properties in particular
the power and wavelength of the emitted beam depend on the laser’s temperature.
It is conceivable that the QCL is stabilized by the body temperature which can
change by a few degrees during measurements. The low power consumption DFB
QCLs reported by Katsuyama et al. [95] change their wavelength by 0.59 nm/K. In
the 10 µm wavelength range this results in a wavenumber change of <0.1 cm−1/K
and, thus, can be neglected compared to the bandwidth of 4 cm−1. The temperature
dependence of lasing intensity in the range of 1 mW/K constitutes a larger problem
[95]. However, this is not a problem when an additional reference channel is included
in the sensor (as proposed earlier).
Data management
Data handling could be done by a microcontroller integrated into the implant. It
manages the measurement process, does the signal filtering and signal referenc-
ing, the energy management, data storage as well as the data transmission via a
bluetooth module. There are already small, low energy consuming MEMS-based
microcontrollers with enough computing power for the application available (e.g. by
Microchip Technology Inc., Arizona, USA).
Miniaturization
An overall size of the implant in the range of few centimeters can be achieved by
miniaturization of the individual components. The pyroelectric detectors used in
our setups are intrinsically in the mm-range in size. When looking for a small laser,
some challenges occur due to the external grating in the EC-QCL as mentioned
earlier. Thus the use of fixed-frequency QCLs such as Fabry-Perot or DFB QCLs
that are intrinsically small (in the mm-range) seems to be a promising choice to
integrate into an implant.
Long-term stability and lifetime
For a long-term stable system the components itself have to be stable over long
periods of time. In Section 3.3 it has been demonstrated, that a stable glucose
diffusion into the sensor as well as a stable glucose prediction using one reference
measurement for each measurement over a time period of 42 days is possible. As the
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experiment was stopped due to personal capacity reasons, an even longer application
of the experiment could have been possible. This makes measurements over periods
of several months promising. Due to our proposed sealed referencing pathway exter-
nal calibration measurements are not required to account for temperature drifts. No
problem is seen in the lifetime of the materials, as the optical materials (diamond,
stainless steel, silicon) are robust and the electronic materials (microcontroller, bat-
tery, laser, detector) are designed for a long lifetime. The most limiting factor will
presumably be the lifetime of the rechargeable battery. Typical batteries have a
nominal cycle life of >500 cycles at 20 ◦C (e.g. CP 1454 A3, VARTA Microbattery
GMbH, Germany; no details given for higher temperatures), such that a lifetime of
>1 year could be possible.
Next step towards in vivo
As an intermediate step prior to full implantation, we suggest the use of the trans-
flection cell as an MIR-optical ’port into the body’. This port could be implanted in
the skin whereby the side of the silicon wafer points towards the interstitial fluid and
the optical window points towards the outside. This way the optical experimental
setup as it is can be flexibly used and modified from outside the body, while the
sensor’s spectral performance as well as long-term stability and biological response
can be investigated in vivo.
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4. Discussion
Table 4.2.: Achieved sensitivity (RMSECV) when restricting the amount of
wavenumbers. The evaluation of the best wavenumbers was done us-
ing an evolutionary algorithm. Table adapted from Isensee et al. [25]
Wavenumbers [cm−1] RMSECVcycle [mg/dL]
#
Wavenum-
bers
984 1036 1085 1099 1138 1148 1185 1195 in presence
of mono-
saccharides
in presence of
albumin
in pure glu-
cose solutions
3 X X X 20.4 10.2 6.5
5 X X X X X 16.5 9.4 6.5
7 X X X X X X X 15.4 9.6 6.6
Table 4.3.: Energy consumption of different components included in an implant
Component Operation
mode
Average
current
[µA]
Voltage [V] Average
Power
[mW]
Ref.
Bluetooth
module
in standby 2.0 3.3 0.01
e.g. [93]receiver active 25.0 3.3 0.13
transmitter
active (1
frame/second)
5.0 3.3 0.08
Microcontroller
(with AD-
converter
and lock-in
amplifier)
2% active
(72s/h), 98%
inactive
24.0 3.3 0.08
Pyroelectric
detector
2% active, 98%
inactive
10.8 3.0 0.04 e.g. [94]
QCL 2% active, 98%
inactive
18.2 e.g. [95]
94
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A.1. Investigation of the impact of temperature
dependence of the individual components on
the overall measured transflectance
In order to visualize the individual contributions of a temperature change on the
transflectance, the individual parameters (water layer thickness d2, real refractive
index n2 and absorptivity of water α2) are varied individually and the overall trans-
flectance signal is calculated as described in Section 2.1.4. This is done by varying
one parameter between at its values corresponding to 20 ◦C to 40 ◦C and keeping all
other parameters fixed at their value corresponding to 30 ◦C. The resulting spectral
temperature dependence (calculated by a linear fit on absorbance vs. temperature
at every single wavenumber) is shown in Fig. A.1 and its average, maximum and
minimum values are summarized in Table A.1.
Table A.1.: Overview on the order of magnitude of the temperature dependence of
the (decadic) transflectance with respect to the individual varied tem-
perature dependent contribution
Temperature dependence [1/◦C]
Contribution from Minimum Maximum Mean
n2 −0.0002 0.0045 −0.0047
α2 −0.0008 0.0011 −0.0038
d2 at 20◦C −0.0043 0.0194 −0.0283
d2 at 40◦C 0.0043 0.0283 0.0194
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Figure A.1.: Simulation of the change in (decadic) transflectance with temperature
with all other components held fixed at their value at 30 ◦C, respectively.
The legend indicates the parameter which was varied. The water layer
thickness was chosen to be d2 = 10 µm.
A.2. Simulated absorbance spectra of hypothetical
absorber
Using a hypothetical absorber with a Lorentz-shaped absorptivity the resulting
transflectance is calculated according to Section 2.1.4. Figure A.2 gives an overview
on the simulated transflectance in the spectral region of the two lasers with respect
to the water layer thickness d2. Figure A.3 shows the maximum of transflectance
with respect to the water layer thickness d2. As expected, the dependence of the
maximum transflectance to the water layer thickness is not linear (as expected from
transmission) but periodically modulated due to interference effects of the transflec-
tion geometry.
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Figure A.2.: A1 and A2: Profile of hypothetical absorber (Lorentz shape with a
width of 100 cm−1) as it is e.g. measured in transmission; B1 and B2
corresponding transflectance spectra simulated for a transflection geom-
etry with various layer thicknesses between 7.5 µm to 15 µm visualized
by color.
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Figure A.3.: Maximum value of simulated transflectance as shown in Figure A.2
with respect to layer thickness d2 for QCLG (A) and QCLP (B). The
curve shows a periodical modulation with layer thickness in contrast to
a linear dependence at it is expected from a transmission setup.
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A.3. Temperature progress curves
In the following, the reason for the difference in temperature between the individual
temperature ramps for glucose (see Section 3.1.2 Figure 3.15) is described. This
difference is caused by a deviation of the equilibrium starting point which can be
seen in the temperature progress shown in Fig. A.4): the starting temperatures of
every ramp (i.e. the highest temperature) is different between the individual glucose
ramps whereas it is approximately the same for all water ramps. This leads to an
absolute shift between readout and real sensor temperature which itself is dependent
on the starting temperature.
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Figure A.4.: Temperature progress with respect to the measurement order of the
measurements demonstrated in Sec. 3.1.2. The red crosses indicate
glucose measurements whereas the blue ones indicate water measure-
ments. While the maximum temperatures of every ramp are in the same
range for water, they are chosen differently for glucose measurements.
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