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KAM FOR THE NONLINEAR BEAM EQUATION 1:
SMALL-AMPLITUDE SOLUTIONS.
L. HAKAN ELIASSON, BENOIˆT GRE´BERT, AND SERGEI B. KUKSIN
Abstract. In this paper we prove a KAM result for the non linear beam
equation on the d-dimensional torus
utt +∆
2u+mu+ g(x, u) = 0 , t ∈ R, x ∈ Td, (∗)
where g(x, u) = 4u3 + O(u4). Namely, we show that, for generic m, many
of the small amplitude invariant finite dimensional tori of the linear equation
(∗)g=0, written as the system
ut = −v, vt = ∆2u+mu,
persist as invariant tori of the nonlinear equation (∗), re-written similarly. If
d ≥ 2, then not all the persisted tori are linearly stable, and we construct
explicit examples of partially hyperbolic invariant tori. The unstable invariant
tori, situated in the vicinity of the origin, create around them some local
instabilities, in agreement with the popular belief in the nonlinear physics
that small-amplitude solutions of space-multidimensonal hamiltonian PDEs
behave in a chaotic way.
The proof uses an abstract KAM theorem from another our publication
[15].
8/12/ 2015
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1. Introduction
1.1. The beam equation and the KAM for PDE theory. The paper deals
with small-amplitude solutions of the multi-dimensional nonlinear beam equation
on the torus:
(1.1) utt +∆
2u+mu = −g(x, u) , u = u(t, x), t ∈ R, x ∈ Td = Rd/2πZd,
where g is a real analytic function on Td×I for some neighbourhood I of the origin
in R, satisfying
(1.2) g(x, u) = 4u3 + g0(x, u) , g0 = O(u
4).
m is the mass parameter and we assume thatm ∈ [1, 2]. This equation is interesting
by itself. Besides, it is a good model for the Klein–Gordon equation
(1.3) utt −∆u+mu = −g(x, u), x ∈ Td,
which is among the most important equations of mathematical physics. We are
certain that the ideas and methods of our work apply – with additional technical
efforts – to eq. (1.3) (but the situation with the nonlinear wave equation (1.3)m=0,
as well as with the zero-mass beam equation, may be quite different).
Our goal is to develop a general KAM-theory for small-amplitude solutions of
(1.1). To do this we compare them with time-quasiperiodic solution of the linearised
at zero equation
(1.4) utt +∆
2u+mu = 0 .
Decomposing real functions u(x) on Td to Fourier series
u(x) =
∑
s∈Zd
use
is·x + c.c.
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(here c.c. stands for “complex conjugated”), we write time-quasiperiodic solutions
for (1.4), corresponding to a finite set of excited wave-vectors A ⊂ Zd, |A| =: n, as
(1.5) u(t, x) =
∑
s∈A
(ase
iλst + bse
−iλst)eis·x + c.c.,
where λs =
√|s|4 +m . We examine these solutions and their perturbations in
eq. (1.1) under the assumption that the action-vector I = { 12 (a2s + b2s), s ∈ A} is
small. In our work this goal is achieved provided that
- the finite set A is typical in some mild sense;
- the mass parameter m does not belong to a certain set of zero measure.
The linear stability of the obtained solutions for (1.1) is under control. If d ≥ 2,
and |A| ≥ 2, then some of them are linearly unstable.
The specific choice of a hamiltonian PDE with the mass parameter which we
work with – the beam equation (1.1) – is sufficiently arbitrary. This is simply
the easiest non-linear space-multidimensional equation from mathematical physics
for which we can perform our programme of the KAM-study of small-amplitude
solutions in space-multidimensional hamiltonian PDEs, and obtain for them the
results, outlines above. We are certain that out picture of the KAM-behaviour
of small solutions, as well as the method, developed to prove it, are sufficiently,
general. In particular, we believe that out method applies to the Klein-Gordon
equation (1.3).
Before to give exact statement of the result, we discuss the state of affairs in the
KAM for PDE theory. The theory started in late 1980’s and originally applied to
1d hamiltonian PDEs, see in [23, 24, 12]. The first works on this theory treated
a) perturbations of linear hamiltonian PDE, depending on a vector-parameter of
the dimension, equal to the number of frequencies of the unperturbed quasiperiodic
solution of the linear system (for solutions (1.5) this is |A|).
Next the theory was applied to
b) perturbations of integrable hamiltonian PDE, e.g. of the KdV or Sine-Gordon
equations, see [25].
In paper [6]
c) small-amplitude solutions of the 1d Klein-Gordon equation (1.3) with g(x, u) =
−u3+O(u4) were treated as perturbed solutions of the Sine-Gordon equation,1 and
a singular version of the KAM-theory b) was developed to study them.
It was proved in [6] that for a.a. values of m and for any finite set A most
of the small-amplitude solutions (1.5) for the linear Klein-Gordon equation (with
λs =
√|s|2 +m) persist as linearly stable time-quasiperiodic solutions for (1.3). In
[26] it was realised that it is easier to study small solutions of 1d equations like (1.3)
not as perturbations of solutions for an integrable PDE, but rather as perturbations
of solutions for a Birkhoff–integrable system, after the equation is normalised by a
Birkhoff transformation. The paper [26] deals not with 1d Klein-Gordon equation
(1.3), but with 1d NLS equation, which is similar to (1.3) for the problem under
discussion; in [29] the method of [26] was applied to the 1d equation (1.3). The
approach of [26] turned out to be very efficient and later was applied to many other
1d hamiltonian PDEs.
1Note that for suitable a and b we have mu−u3+O(u4) = a sin bu+O(u4). So the 1d equation
(1.3) is the Sine-Gordon equation, perturbed by a small term O(u4).
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Space-multidimensional KAM for PDE theory started 10 years later with the
paper [8] and, next, publications [9] and [17]. The just mentioned works deal with
parameter-depending linear equations (cf. a) ). The approach of [17] is different
from that of [8, 9] and allows to analyse the linear stability of the obtained KAM-
solutions. Also see [4, 5]. Since integrable space-multidimensional PDE (prac-
tically) do not exist, then no multi-dimensional analogy of the 1d theory b) is
available.
Efforts to create space-multidimensional analogies of the KAM-theory c) were
made in [33] and [30, 31], using the KAM-techniques of [8, 9] and [17], respectively.
Both works deal with the NLS equation. Their main disadvantage compare to the
1d theory c) is severe restrictions on the finite setA (i.e. on the class of unperturbed
solutions which the methods allow to perturb). The result of [33] gives examples of
some sets A for which the KAM-persistence of the corresponding small-amplitude
solutions (1.5) holds, while the result of [30, 31] applies to solutions (1.5), where
the set A is nondegenerate in certain very non-explicit way. The corresponding
notion of non-degeneracy is so complicated that it is not easy to give examples of
non-degenerate sets A.
Some KAM-theorems for small-amplitude solutions of multidimensional beam
equations (1.1) with typicalm were obtained in [18, 19]. Both works treat equations
with a constant-coefficient nonlinearity g(x, u) = g(u), which is significantly easier
than the general case (cf. the linear theory, where constant-coefficient equations
may be integrated by the Fourier method). Similar to [33, 30, 31], the theorems
of [18, 19] only allow to perturb solutions (1.5) with very special sets A (see also
Appendix B). Solutions of (1.1), constructed in these works, all are linearly stable.
1.2. Beam equation in the complex variables. Introducing v = ut ≡ u˙ we
rewrite (1.1) as
(1.6)
{
u˙ = −v,
v˙ = Λ2u+ g(x, u) ,
where Λ = (∆2 +m)1/2. Defining ψ(t, x) = 1√
2
(Λ1/2u + iΛ−1/2v) we get for the
complex function ψ(t, x) the equation
1
i
ψ˙ = Λψ +
1√
2
Λ−1/2g
(
x,Λ−1/2
(
ψ + ψ¯√
2
))
.
Thus, if we endow the space L2(T
d,C) with the standard real symplectic structure,
given by the two-form −idψ∧dψ¯ = −du˜∧dv˜, where ψ = 1√
2
(u˜+ iv˜), then equation
(1.1) becomes a hamiltonian system
ψ˙ = i ∂H/∂ψ¯
with the hamiltonian function
H(ψ, ψ¯) =
∫
Td
(Λψ)ψ¯dx+
∫
Td
G
(
x,Λ−1/2
(
ψ + ψ¯√
2
))
dx.
Here G is a primitive of g with respect to the variable u:
g = ∂uG , G(x, u) = u
4 +O(u5) .
The linear operator Λ is diagonal in the complex Fourier basis
{ϕs(x) = (2π)−d/2eis·x, s ∈ Zd}.
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Namely,
Λϕs = λsϕs, λs =
√
|s|4 +m, ∀ s ∈ Zd .
Let us decompose ψ and ψ¯ in the basis {ϕs}:
ψ =
∑
s∈Zd
ξsϕs, ψ¯ =
∑
s∈Zd
ηsϕ−s .
We fix any d∗ > d/2 and define the space
(1.7) Y C = {(ξ, η) ∈ ℓ2(Zd,C)× ℓ2(Zd,C) |
∑
s
max(1, |s|2)d∗(|ξs|2+ |ηs|2) <∞} ,
corresponding to the Fourier coefficients of complex functions (ψ(x), ψ¯(x)) from the
Sobolev space Hd
∗
(Td,C2) =: Hd
∗
. Let us endow Y C with the complex symplectic
structure −i∑s dξs ∧ dηs, and consider there the hamiltonian system
(1.8)
{
ξ˙s = i
∂H
∂ηs
η˙s = −i ∂H∂ξs
s ∈ Zd ,
where the hamiltonian function H is given by H = H2 + P with
(1.9) H2 =
∑
s∈Zd
λsξsηs, P =
∫
Td
G
x, ∑
s∈Zd
ξsϕs + η−sϕs√
2λs
dx.
Then the beam equation (1.6), considered in the Sobolev space {(u, v) | (ψ, ψ¯) ∈
Hd
∗}, is equivalent to the hamiltonian system (1.8), restricted to the real subspace
(1.10) Y R := {(ξ, η) ∈ Y C | ηs = ξ¯s, s ∈ Zd}.
The leading quartic part of P at the origin,
(1.11) P4 =
∫
Td
u4dx =
∫
Td
∑
s∈Zd
ξsϕs + η−sϕs√
2λs
4 dx,
satisfies the zero momentum condition, i.e.
P4 =
∑
i,j,k,ℓ∈Zd
C(i, j, k, ℓ)(ξi + η−i)(ξj + η−j)(ξk + η−k)(ξℓ + η−ℓ) ,
where C(i, j, k, ℓ) 6= 0 only if i+ j + k + ℓ = 0. If g does not depend on x, then P
satisfies a similar property at any order. This condition turns out to be useful to
restrict the set of small divisors that have to be controlled.
1.3. Admissible and strongly admissible sets A. Let A be a finite subset of
Zd, |A| =: n ≥ 0. We define
L = Zd \ A ,
and decompose the spaces Y C and Y R as
Y C = Y CA ⊕Y CL , Y R = Y RA ⊕Y RL , where Y CA = {(ξa, ηa), a ∈ A | (ξ, η) ∈ Y C} , etc.
Let us take a vector with positive components I = (Ia)a∈A ∈ Rn+. The n-
dimensional real torus
T nI =
{
ξa = η¯a, |ξa|2 = Ia, a ∈ A
ξs = ηs = 0, s ∈ L ,
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is invariant for the linear hamiltonian flow when P = 0 (i.e. g = 0 in (1.1)). Our
goal is to prove the persistency of most of the tori T nI when the perturbation P
turns on, assuming that the set of nodes A is admissible or strongly admissible in
the sense, discussed below in this section.
Definition 1.1. A finite set A ∈ Zd, |A| =: n ≥ 0, is called admissible if
j, k ∈ A, j 6= k ⇒ |j| 6= |k| .
Certainly if n ≤ 1, then A is admissible.
For any n, large admissible sets A with n elements are typical in the following
sense. For R ≥ 1 denote by B(R) the R-ball {x ∈ Rd | |x| ≤ R}, by B(R) – the
integer ball B(R) = B(R) ∩ Zd, denote by S(R) the sphere S(R) = ∂B(R), and
by S(R) – the integer sphere S(R) = S(R) ∩ Zd (so S(R) = ∅ if R2 /∈ Z). Let
ξ1, . . . , ξn, ξj = ξjω , be independent random variables, uniformly distributed in
B(R), R ≥ 1. Consider the event
Ω+ = {ξi 6= ξj if i 6= j} .
Then Aω = {ξ1ω, . . . , ξnω}, ω ∈ Ω+, is an n-points random set. We will call it an
n-points random R-set.
Obviously
PΩ+ ≥ 1− C(n, d)R−d .
Now consider the event
Ω1 = {|ξi| 6= |ξj | for all i 6= j} ⊂ Ω+ .
The conditional probability P (Ω1 | Ω+) is the probability that an n-points random
R-set Aω is admissible. In Appendix E we show that
(1.12) P (Ω1 | Ω+) ≥ 1− C(n, d)R−1 .
So for any n and d
admissible n-points random R-sets with R≫ 1 are typical.
Now we define a subclass of admissible sets and start with a notation. For vectors
a, b ∈ Zd we write
(1.13) a∠ b iff #{x ∈ S(|a|) | |x− b| = |a− b|} ≤ 2 ,
and
a∠∠ b iff a∠ a+ b .
Relation a∠ b means that the integer sphere of radius |b − a| with the centre at b
intersects S(|a|) in at most two points. Obviously,
(1.14) 0∠ b and 0∠∠ b ∀ b .
If d = 2, then for any a we have a∠ b provided that b 6= 0, and a∠∠ b if a+ b 6= 0.
Definition 1.2. An admissible set A is called strongly admissible if either |A| ≤ 1,
or |A| ≥ 2 and for any a, b ∈ A, a 6= b, we have a∠∠ b.
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Since a+ b 6= 0 for any two different points of an admissible set, then
for d ≤ 2 every admissible set is strongly admissible.
In high dimension this is not any more true, e.g. see the set (B.2) in Appendix B.
Still strongly admissible n-points random R-sets with R ≫ 1 are typical. Namely,
consider again the random points ξ1, . . . , ξn in B(R), and consider the event
Ω2 = {ξi∠∠ ξj for all i 6= j} .
Then the random sets, corresponding to ω ∈ Ω1 ∩Ω2, are strongly admissible, and
P (Ω1 ∩ Ω2 | Ω+) is the probability that an n-point random R-set Aω is strongly
admissible. Clearly
(1.15) P (Ω \ Ω2) ≤ n(n− 1)(1− P {ξ1∠∠ ξ2}) .
In Appendix E we prove that
(1.16) 1− P {ξ1∠∠ ξ2} ≤ CR−κ ,
where C = C(n, d) > 0 and κ = κ(d) > 0 (e.g. κ(3) = 2/9). By (1.12), (1.15) and
(1.16), for any n and d
strongly admissible n-points random R-sets with R≫ 1 are typical.
1.4. Statement of the main results. We recall that L = Zd \ A and define two
subsets of L, important for our construction:
(1.17) Lf = {s ∈ L | ∃ a ∈ A such that |a| = |s|} , L∞ = L \ Lf .
Clearly Lf is a finite subset of L. For example, if d = 1 and A is admissible, then
A∩−A ⊂ {0}, so
(1.18) if d = 1, then Lf = −(A \ {0}).
In a neighbourhood of an invariant torus T nI in the real space {(ξa = η¯a, a ∈
A)} ⊂ C2n we introduce the real action-angle variables (ra, θa)A by the relation
ξa =
√
Ia + ra e
iθa
(note that −i∑a∈A dξa ∧ dηa = −dI ∧ dθ). We will write
(1.19)
ξA =
√
I + r eiθ , ηA =
√
I + r e−iθ ; ξA = {ξa, a ∈ A} , ηA = {ηa, a ∈ A} .
We will often denote the internal frequencies by ω, i.e. λs = ωs for s ∈ A, and we
will keep the notation λs for the external frequencies with s ∈ L = Zd \ A. Then
the quadratic part of the Hamiltonian becomes, up to a constant,
H2 =
∑
a∈A
ωara +
∑
s∈L
λsξsηs.
The perturbation P is an analytic function of all variables and reads
P (r, θ, ξ, η) =
∫
Td
G(x, uˆI,m(r, θ, ξ, η))dx ,
where uˆI,m(r, θ, ξ, η) is u(x) = Λ
−1/2(ψ + ψ¯)/
√
2, expressed in the variables (r, θ, ξs, ηs):
uˆI,m =
∑
s∈A
√
Ia + ra
e−iθaϕa(x) + eiθaϕ−a(x)√
2 (|a|4 +m)1/4 +
∑
s∈L
ξsϕs(x) + η−sϕs(x)√
2 (|s|4 +m)1/4 .(1.20)
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For any I ∈ Rn+, m ∈ [1, 2] and θ0 ∈ Td the curve
(1.21) ra(t) = 0, θa(t) = θ
0
a + tωa for a ∈ A; ξs(t) = ηs(t) = 0 for s /∈ A ,
is a solution of the linear beam equation (1.4), lying on the torus T nI . Our goal is to
perturb the solutions (1.21) to solutions of the nonlinear equation (1.1). The first
step is to put the nonlinear problem to a Birkhoff normal form in the vicinity of a
small torus T nI . To do this we write I = νρ, ρ ∈ [c∗, 1]A =: D, where 0 < ν ≪ 1
and c∗ ∈ (0, 1/2] is a fixed parameter, and in a small neighbourhood of T nI make
a symplectic change of variables which simplifies the Hamiltonian H = H2 + P .
The corresponding result is obtained in Sections 3-4 and may be loosely stated as
follows:
Theorem 1.3. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
m /∈ C, any admissible set A, |A| := n ≥ 1, any c∗ ∈ (0, 1/2] and any analytic
nonlinearity (1.2), there exist ν0 > 0 and β∗0 > 0, and for any 0 < ν ≤ ν0,
0 < β∗ ≤ β∗0 there exists a closed domain Q˜ ⊂ D which is a semi-analytic set,2
such that meas(D \ Q˜) ≤ Cνβ∗ , and for every ρ ∈ Q˜ there exists an analytic
symplectic change of variables
Φ˜ρ : (r
′, θ′, u, v) 7→ (r, θ, ξ, η),
C∞–Whitney smooth in ρ, with the following property:
i) The transformed Hamiltonian Hρ = H ◦ Φ˜ρ reads
Hρ = (ω + νMρ) · r′ + 1
2
∑
a∈L∞
Λa(ρ)(u
2
a + v
2
a)
+
ν
2
( ∑
b∈Lef
Λb(ρ)
(
u2b + v
2
b
)
+
〈
K̂(ρ)
(
uh
vh
)
,
(
uh
vh
)〉)
+ f˜(r′, θ′, ζ˜; ρ) ,
(1.22)
where L = L∞∪Lf , Lf = Lef ∪Lhf , uh = (ua, a ∈ Lhf ), vh = (va, a ∈ Lhf ) , and
the decomposition Lf = Lef ∪ Lhf depends on the component of the domain Q˜ (one
of the sets Lef ,Lhf may be empty). The matrix M is explicitly defined in (3.44),
and each Λa(ρ) is Cν(|a|+1)−2-close to λa. The function f˜(·; ρ) is analytic and is
much smaller than the quadratic part.
ii) The real symmetric matrix K̂(ρ) smoothly depends on ρ and for all ρ satisfies
‖K̂(ρ)‖ ≤ Cν−c1β∗. If Lhf 6= ∅,3 then the hamiltonian operator JK̂(ρ) is hyperbolic,
and the moduli of real parts of its eigenvalues are bigger than C−1νc2β∗. It may be
complex-diagonalised by means of a smooth in ρ complex transformation U(ρ) such
that ‖U(ρ)‖+ ‖U(ρ)−1‖ ≤ Cν−c3β∗.
iii) The matrix K̂(ρ) and the domain Q˜ do not depend on the component g0 of
the function g.
For exact statement of the normal form result see Theorem 4.6.
Applying to the normal form above an abstract KAM theorem for multidimen-
sional PDEs, proved in [15], we obtain the main results of this work. To state them
2More precisely, there is a polynomial R of √ρ
j
, 1 ≤ j ≤ n, and a δ > 0 such that Q˜ = {ρ ∈
D | R ≥ δ}.
3otherwise the operator JK̂ is trivial.
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we recall that a Borel subset J ⊂ Rn+ is said to have a positive density at the origin
if
(1.23) lim inf
ν→0
meas(J ∩ {x ∈ Rn+ | ‖x‖ < ν})
meas{x ∈ Rn+ | ‖x‖ < ν}
> 0 .
The set J has the density one at the origin if the lim inf above equals one (so the
ratio of the measures of the two sets converges to one as ν → 0).
Theorem 1.4. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
strongly admissible set A ⊂ Zd, |A| =: n ≥ 1, any analytic nonlinearity (1.2), any
constant α∗ > 0 and any m /∈ C there exists a Borel set J ⊂ Rn+, having density
one at the origin, with the following property:
There exist constants C, c > 0, a continuous mapping U : Tn×J→ Y R = Y RA ⊕Y RL
(see (1.10)), analytic in the first argument, satisfying
(1.24)
∣∣U(Tn × {I})− (√I eiθ ,√I e−iθ, 0)∣∣
Y R
≤ C|I|1−α∗
(see (1.19)), and a continuous vector-function
(1.25) ω′ : J→ Rn , |ω′(I)− ω −MI| ≤ C|I|1+cα∗ ,
where the matrix M is the same as in (1.22), such that
i) for any I ∈ J and θ ∈ Tn the parametrised curve
(1.26) t 7→ U(θ + tω′(I), I)
is a solution of the beam equation (1.8). Accordingly, for each I ∈ J the analytic
n-torus U(Tn × {I}) is invariant for eq. (1.8).
ii) The set J may be written as a countable disjoint union of positive-measure
Borel sets Jj, such that the restrictions of the mapping U to the sets T
n × Jj and
of ω′ to the sets Jj are Whitney C1-smooth.
iii) The solution (1.26) is linearly stable if and only if in (1.22) the operator
K̂(ρ) is trivial (i.e. the set Lhf is emty). The set Je of ρ’s in J for which K̂(ρ) is
trivial is of positive measure, and it equals J if d = 1 or |A| = 1. For d ≥ 2 and for
some choices of the set A, |A| ≥ 2, the complement J \ Je has positive measure.
We recall that for d ≤ 2 every admissible set is strongly admissible, but for
higher dimension this is not the case. Still if A is admissible and d ≥ 3, then a
weaker version of the theorem above is true:
Theorem 1.5. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
admissible set A ⊂ Zd with d ≥ 3 and |A| =: n ≥ 1, any analytic nonlinearity
(1.2), any constant α∗ > 0 and any m /∈ C there exists a Borel set J ⊂ Rn+, having
positive density at the origin, such that all assertions of Theorem 1.4 are true.
Remark 1.6. 1) The torus T nI , invariant for the linear beam equation (1.8)G=0, is
of the size ∼ √I. If α∗ < 1/2, then the constructed invariant torus U(Tn × {I})
of the nonlinear beam equation is a small perturbation of T nI since by (1.24) the
Hausdorff distance between U(Tn × {I}) and T nI is smaller than C|I|1−α∗ .
2) Our result applies to eq. (1.1) with any d. Notice that for d sufficiently large
the global in time well-posedness of this equation is unknown.
3) The construction of solutions (1.26) crucially depends on certain equivalence
relation in Zd, defined in terms of the set A (see (4.5)). This equivalence is trivial
if d = 1 or |A| = 1 and is non-trivial otherwise.
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4) The operator JK̂(ρ) is complex-conjugated to the hyperbolic part of a com-
plex hamiltonian operator iJK(ρ), corresponding to the complex Birkhoff normal
form (3.14) for the beam equation. The operator K is symmetric and real. So it
seems that “typically” (for some ρ) iJK(ρ) has a nontrivial hyperbolic part, and
accordingly JK̂(ρ) 6= 0. We cannot prove this, but discuss in Appendix B examples
of sets A for which the operators iJK have nontrivial hyperbolic parts.
5) The solutions (1.26) of eq. (1.8), written in terms of the u(x)-variable as
solutions u(t, x) of eq. (1.1), are Hd
∗+1-smooth as functions of x and analytic as
functions of t. Here d∗ is a parameter of the construction for which we can take any
real number > d/2 (see (1.7)). The set J depends on d∗, so the theorem’s assertion
does not imply immediately that the solutions u(t, x) are C∞–smooth in x. Still,
since
−(∆2 +m)u = utt + g(x, u),
where g is an analytic function, then the theorems imply by induction that the
solutions u(t, x) define analytic curves R→ Hp(Td), for any p. In particular, they
are smooth functions.
Notation. Abstract sets. We denote a cardinality of a set X as |X | or as #X .
Matrices. For any matrix A, finite or infinite, we denote by tA the transposed
matrix; in particular, t(a, b) =
(
a
b
)
. If A is a finite matrix, then ‖A‖ stands for
its operator-norm. By J we denote the symplectic matrix
(
0 1
−1 0
)
as well as
various block-diagonal matrices diag
(
0 1
−1 0
)
, while I stands for the identity
matrix of any dimension.
Norms and pairings. For a linear space X of dimension N ≤ ∞, interpreted as a
space of real or complex sequences, we denote by 〈·, ·〉 the natural bi-linear paring: if
X ∋ vj = (vj1, . . . , vjN ), j = 1, 2, then 〈v1, v2〉 =
∑
j v
1
j v
2
j . Finite-dimensional spaces
X as above and the lattices ZN are given the Euclidean norm which we denote | · |,
and the corresponding distance. The tori are provided with the Euclidean distance.
For a ∈ ZN we denote 〈a〉 = max(1, |a|).
Analytic mappings. We call analytic mappings between domains in complex Banach
spaces holomorphic to reserve the name analytic for mappings between domains in
real Banach spaces. A holomorphic mapping is called real holomorphic if it maps
real-vectors of the space-domain to real vectors of the space-target. Note that when
we work with spaces, formed by sequences of complex 2-vectors, we use two different
reality conditions. The right one will be clear from the context. A mapping, defined
on a closed subset of a Banach space is called analytic (or holomorphic) if it extends
to an analytic (holomorphic) map, defined in some open neighbourhood of that set.
Parameters. Our functions depend on a parameter ρ ∈ D, where D ⊂ Rp is a
compact set (or, more generally, a bounded Borel set) of positive Lebesgue measure,
with a suitable p ∈ N. Differentiability of functions on D is understood in the sense
of Whitney. That is, f ∈ Ck(D) if it extends to a Ck-smooth function f˜ on Rp,
and |f |Ck(D) is the infimum of |f˜ |Ck(Rp), taken over all Ck-extensions f˜ of f .
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2. Small divisors
2.1. Non resonance of basic frequencies. In this subsection we assume that
the set A ⊂ Zd is admissible, i.e. it only contains integer vectors with different
norms (see Definition 1.1).
We consider the vector of basic frequencies
(2.1) ω ≡ ω(m) = (ωa(m))a∈A , m ∈ [1, 2] ,
where ωa(m) = λ =
√|a|4 +m. The goal of this section is to prove the following
result:
Proposition 2.1. Assume that A is an admissible subset of Zd of cardinality n
included in {a ∈ Zd | |a| ≤ N}. Then for any k ∈ ZA \ {0}, any κ > 0 and any
c ∈ R we have
meas
{
m ∈ [1, 2] |
∣∣∣∣∣∑
a∈A
kaωa(m) + c
∣∣∣∣∣ ≤ κ
}
≤ CnN
4n2κ1/n
|k|1/n ,
where |k| :=∑a∈A |ka| and Cn > 0 is a constant, depending only on n.
The proof follows closely that of Theorem 6.5 in [2] (also see [3]); a weaker form
of the result was obtained earlier in [7]. Non of the constants Cj etc. in this section
depend on the set A.
Lemma 2.2. Assume that A ⊂ {a ∈ Zd | |a| ≤ N}. For any p ≤ n = |A|, consider
p points a1, · · · , ap in A. Then the modulus of the following determinant
D :=
∣∣∣∣∣∣∣∣∣∣∣
dωa1
dm
dωa2
dm . . .
dωap
dm
d2ωa1
dm2
d2ωa2
dm2 . . .
d2ωap
dm2
. . . . . .
. . . . . .
dpωa1
dmp
dpωa2
dmp . . .
dpωap
dmp
∣∣∣∣∣∣∣∣∣∣∣
is bounded from below:
|D| ≥ CN−3p2+p ,
where C = C(p) > 0 is a constant depending only on p.
Proof. First note that, by explicit computation,
(2.2)
djωi
dmj
= (−1)jΥj
(|i|4 +m) 12−j , Υj = j−1∏
l=0
2l− 1
2
.
Inserting this expression in D, we deduce by factoring from each l − th column
the term (|aℓ|4 +m)−1/2 = ω−1ℓ , and from each j − th row the term Υj that the
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determinant, up to a sign, equals
[
p∏
l=1
ω−1aℓ
] p∏
j=1
Υj
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 . . . 1
xa1 xa2 xa3 . . . xap
x2a1 x
2
a2 x
2
a3 . . . x
2
ap
. . . . . . .
. . . . . . .
. . . . . . .
xpa1 x
p
a2 x
p
a3 . . . x
p
ap
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where we denoted xa := (|a|4 +m)−1 = ω−2a . Since |ωak | ≤ 2|ak|2 ≤ 2N2 for every
k, the first factor is bigger than (2N2)−p. The second is a constant, while the third
is the Vandermond determinant, equal to∏
1≤l<k≤p
(xaℓ − xak) =
∏
1≤l<k≤p
|ak|4 − |aℓ|4
ω2aℓω
2
ak
=: V .
Since A is admissible, then
|V | ≥
∏
1≤l<k≤p
|ak|2 + |aℓ|2
ω2aℓω
2
ak
≥ (1
4
)p(p−1)
N−3p(p−1) ,
where we used that each factor is bigger than 116N
−6 using again that |ωak | ≤
2|ak|2 ≤ 2N2 for every k. This yields the assertion. 
Lemma 2.3. Let u(1), ..., u(p) be p independent vectors in Rp of norm at most one,
and let w ∈ Rp be any non-zero vector. Then there exists i ∈ [1, ..., p] such that
|u(i) · w| ≥ Cp|w|| det(u(1), . . . , u(p))| .
Proof. Without lost of generality we may assume that |w| = 1.
Let |u(i) ·w| ≤ a for all i. Consider the p-dimensional parallelogram Π, generated
by the vector u(1), ..., u(p) in Rp (i.e., the set of all linear combinations
∑
xju
(j),
where 0 ≤ xj ≤ 1 for all j). It lies in the strip of width 2pa, perpendicular to the
vector w, and its projection to to the p − 1-dimensional space, perpendicular to
w, lies in the ball around zero of radius p. Therefore the volume of Π is bounded
by Cpp
p−1(2pa) = C′pa. Since this volume equals | det(u(1), . . . , u(p))|, then a ≥
Cp| det(u(1), . . . , u(p))|. This implies the assertion. 
Consider vectors d
iω
dmi (m), 1 ≤ i ≤ n, denote Ki = | d
iω
dmi (m)| and set
u(i) = K−1i
diω
dmi
(m), 1 ≤ i ≤ n .
From (2.2) we see that4 Ki ≤ Cn for all 1 ≤ i ≤ n (as before, the constant does
not depend on the set A). Combining Lemmas 2.2 and 2.3, we find that for any
vector w and any m ∈ [1, 2] there exists r = r(m) ≤ n such that∣∣∣ drω
dmr
(m) · w
∣∣∣ = Kr∣∣u(r) · w∣∣ ≥ KrCn|w|(K1 . . .Kn)−1|D|
≥ Cn|w|N−3n2+n .
(2.3)
Now we need the following result (see Lemma B.1 in [14]):
4In this section Cn denotes any positive constant depending only on n.
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Lemma 2.4. Let g(x) be a Cn+1-smooth function on the segment [1,2] such that
|g′|Cn = β and max1≤k≤nminx |∂kg(x)| = σ. Then
meas{x | |g(x)| ≤ ρ} ≤ Cn
(β
σ
+ 1
)( ρ
σ
)1/n
.
Consider the function g(m) = |k|−1∑a∈A kaωa(m) + |k|−1c. Then |g′|Cn ≤
C′n, and max1≤k≤nminm |∂kg(m)| ≥ CnN−3n
2+n in view of (2.3). Therefore, by
Lemma 2.4,
meas{m | |g(m)| ≤ κ|k|} ≤ CnN
3n2−n( κ
|k|N
3n2−n)1/n
=CnN
3n2+2n−1( κ
|k|
)1/n
.
This implies the assertion of the proposition.
2.2. Small divisors estimates. We recall the notation (1.17), (2.1), and note the
elementary estimates
(2.4) 〈a〉2 < λa(m) < 〈a〉2 + m
2〈a〉2 ∀ a ∈ Z
d , m ∈ [1, 2] ,
where 〈a〉 = max(1, |a|2). In this section we study four type of linear combinations
of the frequencies λa(m):
D0 =ω · k, k ∈ ZA \ {0}
D1 =ω · k + λa, k ∈ ZA, a ∈ L
D±2 =ω · k + λa ± λb, k ∈ ZA, a, b ∈ L .
In subsequent sections they will become divisors for our constructions, so we call
these linear combinations “divisors”.
Definition 2.5. Consider independent formal variables x0, x1, x2, . . . . Now take
any divisor of the form D0, D1 or D
±
2 , write there each ωa, a ∈ A, as λa, and then
replace every λa, a ∈ Zd, by x|a|2 . Then the divisor is called resonant if the obtained
algebraical sum of the variables xj , j ≥ 0, is zero. Resonant divisors are also called
trivial resonances.
Note that aD0-divisor cannot be resonant since k 6= 0 and the setA is admissible;
a D1-divisor (k; a) is resonant only if a ∈ Lf , |k| = 1 and ω · k = −ωb, where
|a| = |b|. Finally, a D+2 -divisor or a D−2 divisor with k 6= 0 may be resonant only
when (a, b) ∈ Lf × Lf , while the divisors D−2 of the form λa − λb, |a| = |b|, all are
resonant. So there are finitely many trivial resonances of the form D0, D1, D
+
2 and
of the form D−2 with k 6= 0, but infinitely many of them of the form D−2 with k = 0.
Our first aim is to remove from the segment [1, 2] = {m} a small subset to
guarantee that for the remaining m’s moduli of all non-resonant divisors admit
positive lower bounds. Below in this section
constants C,C1 etc. depend on the admissible set A,
while the exponents c1, c2 etc depend only on |A|. Borel
sets Cκ etc. depend on the indicated arguments and A.
(2.5)
We begin with the easier divisors D0, D1 and D
+
2 .
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Proposition 2.6. Let 1 ≥ κ > 0. There exists a Borel set Cκ ⊂ [1, 2] and positive
constants C (cf. (2.5)), satisfying meas Cκ ≤ Cκ1/(n+2), such that for all m /∈ Cκ,
all k and all a, b ∈ L we have
(2.6) |ω · k| ≥ κ〈k〉−n2 , except if k = 0,
(2.7) |ω · k + λa| ≥ κ〈k〉−3(n+1)
3
, except if the divisor is a trivial resonance,
(2.8) |ω · k + λa + λb| ≥ κ〈k〉−3(n+2)
3
, except if the divisor is a trivial resonance.
Here 〈k〉 = max(|k|, 1).
Besides, for each k 6= 0 there exists a set Akκ whose measure is ≤ Cκ1/n such
that for m /∈ Akκ we have
(2.9) |ω · k + j| ≥ κ〈k〉−(n+1)nfor all j ∈ Z .
Proof. We begin with the divisors (2.6). By Proposition 2.1 for any non-zero k we
have
meas{m ∈ [1, 2] | |ω · k| ≤ κ|k|−n2} < Cκ1/n|k|−n−1/n .
Therefore the relation (2.6) holds for all non-zero k if m /∈ A0, where measA0 ≤
Cκ1/n
∑
k 6=0 |k|−n−1/n = Cκ1/n.
Let us consider the divisors (2.7). For k = 0 the required estimate holds trivially.
If k 6= 0, then the relation, opposite to (2.7) implies that |λa| ≤ C|k|. So we may
assume that |a| ≤ C|k|1/2. If |a| /∈ {|s| | s ∈ A}, then Proposition 2.1 with
n := n+ 1, A := A ∪ {a} and N = C|k|1/2 implies that
meas{m ∈ [1, 2] | |ω · k + λa| ≤ κ|k|−3(n+1)3}
≤Cκ1/(n+1)|k|2(n+1)2−3(n+1)2− 1n+1 ≤ Cκ1/(n+1)|k|−(n+1)2 .
This relation with n + 1 replaced by n also holds if |a| = |s| for some s ∈ A, but
ω · k + λa is not a trivial resonant. Since for fixed k the set{λa | |a|2 ≤ C|k|} has
cardinality less than 2C|k|, then the relation |ω · k+ λa| ≤ κ|k|−3(n+1)3 holds for a
fixed k and all a if we remove from [1,2] a set of measure ≤ Cκ1/(n+1)|k|−(n+1)2+1 ≤
Cκ1/(n+1)|k|−n−1. So we achieve that the relation (2.7) holds for all k if we re-
move from [1, 2] a set A1 whose measure is bounded by Cκ
1/(n+1)
∑
k 6=0 |k|−n−1 =
Cκ1/(n+1).
For a similar reason there exist a Borel set A2 whose measure is bounded by
Cκ1/(n+2) and such that (2.8) holds for m /∈ A2. Taking Cκ = A0 ∪A1 ∪A2 we get
(2.6)-(2.8). Proof of (2.9) is similar. 
Now we control divisors D−2 = ω · k + λa − λb.
Proposition 2.7. There exist positive constants C, c, c− and for 0 < κ there is a
Borel set C′κ ⊂ [1, 2] (cf. (2.5)), satisfying
(2.10) meas C′κ ≤ Cκc,
such that for all m ∈ [1, 2] \ C′κ, all k 6= 0 and all a, b ∈ L we have
(2.11) R(k; a, b) := |ω · k + λa − λb| ≥ κ|k|−c− ,
except if the divisor is a trivial resonance
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Proof. We may assume that |b| ≥ |a|. We get from (2.4) that
|λa − λb − (|a|2 − |b|2)| ≤ m|a|−2 ≤ 2|a|−2.
Take any κ0 ∈ (0, 1] and construct the set Akκ0 as in Proposition 2.6. Then
measAkκ0 ≤ Cκ1/n0 and for any m /∈ Akκ0 we have
R := R(k; a, b) ≥ ∣∣ω · k + |a|2 − |b|2∣∣− 2|a|−2 ≥ κ0|k|−(n+1)n − 2|a|−2 .
So R ≥ 12κ0|k|−(n+1)n and (2.11) holds if
|b|2 ≥ |a|2 ≥ 4κ−10 |k|(n+1)n =: Y1.
If |a|2 ≤ Y1, then
R ≥ λb − λa − C|k| ≥ |b|2 − Y1 − C|k| − 1.
Therefore (2.11) also holds if |b|2 ≥ Y1 + C|k| + 2, and it remains to consider the
case when |a|2 ≤ Y1 and |b|2 ≤ Y1 + C|k| + 2. That is (for any fixed non-zero k),
consider the pairs (λa, λb), satisfying
(2.12) |a|2 ≤ Y1, |b|2 ≤ Y1 + 2 + C|k| =: Y2 .
There are at most CY1Y2 pairs like that. Since the divisor ω · k + λa − λb is not
resonant, then in view of Proposition 2.1 with N = Y
1/2
2 and |A| ≤ n+ 2, for any
κ˜ > 0 there exists a set Bkκ˜ ⊂ [1, 2], whose measure is bounded by
Cκ˜1/(n+2)κ−c10 |k|c2 , cj = cj(n) > 0,
such that R ≥ κ˜ if m /∈ Bkκ˜ for all pairs (a, b) as in (2.12) (and k fixed).
Let us choose κ˜ = κ
2c1(n+2)
0 . Then measB
k
κ˜ ≤ Cκc10 |k|c2 and R ≥ κ2c1(n+2)0
for a, b as in (2.12). Denote Ckκ0 = A
k
κ0 ∪ Bkκ˜ . Then measCkκ0 ≤ C
(
κ
1/n
0 +
κc10 |k|c2
)
, and for m outside this set and all a, b (with k fixed) we have R ≥
min
(
1
2κ0|k|−(n+1)n, κ2c1(n+2)0
)
. We see that if κ0 = κ0(k) = 2κ
c3|k|−c4 with suit-
able c3, c4 > 0, then
meas
(C′κ = ∪k 6=0Ckκ0) ≤ Cκc3 ,
and, if m is outside C′κ, R(k; a, b) ≥ κ|k|−c− with suitable c− > 0. 
It remains to consider the divisors D−2 with k = 0, i.e. D
−
2 = λa − λb. Such a
divisor is resonant if |a| = |b|.
Lemma 2.8. Let m ∈ [1, 2] and the divisor D−2 = λa − λb is non-resonant, i.e.
|a| 6= |b|. Then |λa − λb| ≥ 14 .
Proof. We have
|λa − λb| =
∣∣|a|4 − |b|4∣∣√|a|4 +m+√|b|4 +m ≥ |a|
2 + |b|2√|a|4 +m+√|b|4 +m ≥ 14 .

By construction the sets Cκ and C′κ decrease with κ. Let us denote
(2.13) C =
⋂
κ>0
(Cκ ∪ C′κ) .
From Propositions 2.6, 2.7 and Lemma 2.8 we get:
16 L. HAKAN ELIASSON, BENOIˆT GRE´BERT, AND SERGEI B. KUKSIN
Proposition 2.9. The set C is a Borel subset of [1, 2] of zero measure. For any
m /∈ C there exists κ∗ = κ∗(m) > 0 such that the relations (2.6), (2.7), (2.8) and
(2.11) hold with κ = κ∗.
In particular, if m /∈ C, then any of the divisors
ω · s, ω · s± λa, ω · s± λa ± λb, s ∈ Zd, a, b ∈ L,
vanishes only if this is a trivial resonance. If it is not, then its modulus admits a
qualified estimate from below.
The zero-measure Borel set C serves a fixed admissible set A, C = CA. But since
the set of all admissible sets is countable, then replacing C by ∪ACA we obtain a
zero-measure Borel set which suits all admissible sets C. For further purposes we
modify C as follows:
(2.14) C =: C ∪ { 43 , 53} .
3. The normal form
In Sections 3 and 4 we construct a symplectic change of variable that puts the
Hamiltonian (1.9) to a normal form, suitable to apply the abstract KAM theorem
that we have proved in [15]. Our notation mostly agrees with [15]. Constants in the
estimates may depend on the dimension d, but this dependence is not indicated.
3.1. Notation and statement of the result. We start with recalling some no-
tation from [15]. Let L be any subset of Zd (it is not excluded that L = Zd). We
fix any constant5
d∗ > 12d ,
and for γ ∈ [0, 1] denote by Y Lγ the following weighted complex ℓ2-space
(3.1) Y Lγ = {ζL =
(
ζs =
(
ξs
ηs
)
∈ C2, s ∈ L
)
| ‖ζL‖γ <∞},
where6
‖ζL‖2γ =
∑
s∈L
|ζs|2〈s〉2d∗e2γ|s|, 〈s〉 = max(|s|, 1).
We will often drop the upper index L and write Yγ and ζ instead of Y Lγ and ζ
L.
In a space Yγ = Y
L
γ we define the complex conjugation as the involution
(3.2) ζ = t(ξ, η) 7→ t(η¯, ξ¯) .
Accordingly, the real subspace of Yγ is the space
(3.3) Y Rγ = Y
LR
γ =
{
ζs =
(
ξs
ηs
)
| ηs = ξ¯s, s ∈ L
}
.
Any mapping defined on (some part of) Yγ with values in a complex Banach space
with a given real part is called real if it gives real values to real arguments.
We denote by Mγ the set of infinite symmetric matrices A : L × L → M2×2
valued in the space of 2× 2 matrices and satisfying
|A|γ := sup
a,b∈L
|Aba|max([a− b], 1)d∗eγ[a−b] <∞,
5The constants in the estimates below may depend on d∗, but this dependence never is
indicated.
6We recall that | · | signifies the Euclidean norm.
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where
[a− b] = min(|a− b|, |a+ b|)
(this is a pseudo-metric in Zd). Let us define the operator
D = diag{〈s〉I, s ∈ L}
(here I stands for the identity 2× 2-matrix). We denote by MDγ the set of infinite
matrices A ∈Mγ such that DAD ∈Mγ , and set
|A|Dγ = |DAD|γ = sup
a,b∈L
〈a〉〈b〉|Aba|max([a− b], 1)d∗eγ[a−b].
We note that in [15] instead of the norm | · |Dγ we use the norm | · |κγ which for κ = 2
is “weakly equivalent” to | · |Dγ in the sense that
| · |Dγ ≤ Cγ′ | · |2γ′ ∀ γ′ > γ , | · |2γ ≤ Cγ′ | · |Dγ′ ∀ γ′ > γ .
For a Banach space B (real or complex) we denote
Os(B) = {x ∈ B | ‖x‖B < s} ,
and for σ, γ, µ ∈ (0, 1] we set
Tnσ ={θ ∈ Cn/2πZn | |ℑθ| < σ},
Oγ(σ, µ) =Oµ2(Cn)× Tnσ ×Oµ(Yγ) = {(r, θ, ζ)},
OγR(σ, µ) =Oγ(σ, µ) ∩ {Rn × Tn × Y Rγ }.
The introduced domains depend on the set L. To indicate this dependence we will
sometime write them as
Oγ(σ, µ) = Oγ(σ, µ)L, OγR(σ, µ) = OγR(σ, µ)L.
We will denote the points in Oγ(σ, µ) as x = (r, θ, ζ).
Example 3.1. If fˆ = (fˆs, s ∈ Zd) ∈ Yσ = Y Zdσ , then the function f(y) =
∑
fˆse
is·y
is a holomorphic vector-function on Tnσ and its norm is bounded by Cd‖fˆ‖σ. Con-
versely, if f : Tnσ → C2 is a bounded holomorphic function, then its Fourier coeffi-
cients satisfy |fˆs| ≤Const e−|s|σ, so fˆ ∈ Y Zdσ′ for any σ′ < σ.
Let h : O0(σ, µ) × D → C be a C1-function, real holomorphic (see Notation)
in the first variable x = (r, θ, ζ), such that for all 0 ≤ γ′ ≤ γ and all ρ ∈ D the
gradient-map
Oγ′(σ, µ) ∋ x 7→ ∇ζf(x, ρ) ∈ Yγ
and the hessian-map
Oγ′(σ, µ) ∋ x 7→ ∇2ζf(x, ρ) ∈ MDγ
also are real holomorphic. We denote this set of functions by T γ,D(σ, µ,D) =
T γ,D(σ, µ,D)L.
For a function h ∈ T γ,D(σ, µ,D) we define the norm
[h]γ,Dσ,µ,D
through
(3.4) sup
0≤γ′≤γ
j=0,1
sup
x∈Oγ′(σ,µ)
ρ∈D
max(|∂jρh(x, ρ)|, µ‖∂jρ∇ζh(x, ρ)‖γ′ , µ2|∂jρ∇2ζh(x, ρ)|Dγ′).
18 L. HAKAN ELIASSON, BENOIˆT GRE´BERT, AND SERGEI B. KUKSIN
For any function h ∈ T γ,D(σ, µ,D) we denote by hT its Taylor polynomial at
r = 0, ζ = 0, linear in r and quadratic in ζ:
h(x, ρ) = hT (x, ρ) +O(|r|2 + ‖ζ‖3 + |r|‖ζ‖).
For L = Zd we denote
(3.5) T γ,D(µ) = {f ∈ T γ,D(σ, µ,D)Zd : f = f(ζ)}
(i.e., f is independent from θ, r and ρ). The norm (3.4), restricted to the space
T γ,D(µ), will be denoted [h]γ,Dµ .
Let P be the hamiltonian function defined in (1.9).
Lemma 3.2. P ∈ T γ∗,D(µ∗) for suitable γ∗, µ∗ ∈ (0, 1], depending on the nonlin-
earity g(x, u).
Lemma in proven in Appendix A.
The goal of this section is to get a normal form for the Hamiltonian H2 + P of
the beam equation, written in the form (1.8), in toroidal domains in the spaces Y Z
d
γ
which are complex neighbourhoods of the finite-dimensional real tori
(3.6) Tρ = {ζ = (t(ξs, ξ¯s), s ∈ Zd) | |ξa|2 = νρa if a ∈ A, ξs = 0 if s ∈ L} ,
invariant for the linear equation. Here ν > 0 is small and ρ = (ρa, a ∈ A) is a vector-
parameter of the problem, belonging to the domain D = [c∗, 1]A. We arbitrarily
enumerate the points of A, i.e. write A as
(3.7) A = {a1, . . . , an} ,
and accordingly write D as
(3.8) D = [c∗, 1]n .
In the vicinity of a torus (3.6) in the space Y Z
d
γ we pass from the complex
variables (ζa, a ∈ A), to the corresponding complex action-angles (Ia, θa), using the
relations
(3.9) ξa =
√
Iae
iθa , ηa =
√
Iae
−iθa , a ∈ A .
Note that in the variables (I, θ, ξ, η), where I = (Ia, a ∈ A), ξ = (ξb, b ∈ L) etc, the
involution (3.2) reads
(3.10) (I, θ, ξ, η)→ (I¯ , θ¯, η¯, ξ¯) .
So a vector (I, θ, ξ, η) is real if I = I¯ , θ = θ¯, ξ = η¯.
The complex toroidal vicinities of the tori Tρ (see (3.6)) in the space Y
Z
d
γ will be
of the form
(3.11) Tρ = Tρ(ν, σ, µ, γ) = {ζ | |I − νρ| < νc2∗µ2, |ℑθ| < σ, ‖ζL‖γ < ν1/2c∗µ} ,
where I = (Ia, a ∈ A), θ = (θa, a ∈ A) and ζL = {ζs, s ∈ L}. Since c∗ ≤ ρj ≤ 1 for
each j, then
(3.12) Tρ(ν, σ, µ, γ) ∩ Y Rγ ⊂ {ζ ∈ Y Rγ | distγ(ζ, Tρ) < C
√
νµ}
if µ ≤ 1, where C > 0 is an absolute constant.
We recall (see (1.17)) that we have split the set L to the union L = Lf ∪ L∞.
Accordingly, we will write vectors ζL = {ζs, s ∈ L} as ζL = (ζf , ζ∞), where
ζf = {ζs, s ∈ Lf}, ζ∞ = {ζs, s ∈ L∞} .
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Proposition 3.3. There exists a zero-measure Borel set C ⊂ [1, 2] such that for
any admissible set A, any c∗ ∈ (0, 1/2] and m /∈ C we can find real numbers
γ∗, ν0 ∈ (0, 1], where γ∗ depends only on g(·) and ν0 depends on A,m, c∗ and g(·),
such that
(i) For 0 < ν ≤ ν0 and ρ ∈ D = [c∗, 1]n there exist real holomorphic transforma-
tions
Φρ : Oγ
(1
2
,
c∗
2
√
2
)L
→ Tρ(ν, 1, 1, γ) , 0 ≤ γ ≤ γ∗ ,
which do not depend on γ in the sense that they coincide on the set Oγ∗(12 , c∗2√2 )L,
and are diffeomorphisms on their images, analytically depending on ρ and trans-
forming the symplectic structure −idξ ∧ dη on Tρ(ν, 1, 1, γ∗) to the 2-form
−ν
∑
ℓ∈A
drℓ ∧ dθℓ − i ν
∑
a∈L
dξa ∧ dηa.
The change of variable Φρ is close to the scaling by the factor ν
1/2 on the L∞-
modes but not on the (A∪Lf )-modes, where it is close to a certain affine transfor-
mation, depending on θ. For each γ, Φρ as a function of ρ holomorphically extends
to the complex domain
(3.13) Dc1 = {ρ ∈ CA | |ℑρj | < c1, c∗−c1 < ℜρj < 1+c1 ∀j ∈ A} , 0 < c1 < c∗ .
(ii) Φρ puts the Hamiltonian H2+P (see (1.9)) to a normal form in the following
sense: 7
1
ν
(H2 + P ) ◦ Φρ = Ω(ρ) · r +
∑
a∈L∞
Λa(ρ)ξaηa +
ν
2
〈K(ρ)ζf , ζf 〉+ f(r, θ, ζ; ρ) .
(3.14)
Here the vector Ω and the scalars Λa, a ∈ L∞, are affine functions of ρ. They are
defined by relations (3.44), (3.45), and after the natural extension to the complex
domain Dc1 satisfy there the estimates
(3.15) |Ω(ρ)− ω| ≤ C1ν, |Λa(ρ)− λa(ρ)| ≤ C1ν〈a〉−2 .
(iii) K is a symmetric real matrix, acting on vectors ζf . It is a quadratic poly-
nomial of
√
ρ = (
√
ρ
1
, . . . ,
√
ρ
n
), defined by relation (3.47), and satisfies
(3.16) ‖K(ρ)‖ ≤ C2 ∀ ρ ∈ Dc1 .
The matrix does not depend on the component g0 of the nonlinearity g.
(iv) The remaining term f belongs to T γ,D(12 , c∗2√2 ,D)L, analytically extends to
ρ ∈ Dc1 and for each 0 ≤ γ ≤ γ∗ this analytic extension satisfies
(3.17) [f ]γ,D1
2 ,
c∗
2
√
2
,Dc1
≤ C2ν , [fT ]γ,D1
2 ,
c∗
2
√
2
,Dc1
≤ C2ν3/2 .
The constants C1 and c1 depend only on A and c∗, while C2 also depend on m
and the function g(x, u).
Note that (3.15) and the Cauchy estimate imply that
(3.18) |∂ρΛa(ρ)| ≤ C3ν〈a〉−2 for a ∈ L∞ , ρ ∈ D .
The rest of this section is devoted to the proof of Proposition 3.3.
7The factor ν−1 in the l.h.s. of (3.14) corresponds to ν in the transformed symplectic structure
in item (i). So the Hamiltonian of the transformed equations with respect to the symplectic
structure −dr ∧ dθ − i dξ ∧ dη is given by the r.h.s. of (3.14).
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3.2. Resonances and the Birkhoff procedure. Let us write the quartic part
H4 = H2 + P4 of the Hamiltonian H (see (1.9), (1.11)) in the complex variables
ζ = ζZ
d
= {t(ξs, ηs), s ∈ Zd}:
H2 =
∑
s∈Zd
λsξsηs,
P4 =(2π)
−d ∑
(i,j,k,ℓ)∈J
(ξi + η−i)(ξj + η−j)(ξk + η−k)(ξℓ + η−ℓ)
4
√
λiλjλkλℓ
,
where J denotes the zero momentum set:
J := {(i, j, k, ℓ) ⊂ Zd | i+ j + k + ℓ = 0}.
We decompose P4 = P4,0 + P4,1 + P4,2 according to
P4,0 =
1
4
(2π)−d
∑
(i,j,k,ℓ)∈J
ξiξjξkξℓ + ηiηjηkηℓ√
λiλjλkλℓ
,
P4,1 =(2π)
−d ∑
(i,j,k,−ℓ)∈J
ξiξjξkηℓ + ηiηjηkξℓ√
λiλjλkλℓ
,
P4,2 =
3
2
(2π)−d
∑
(i,j,−k,−ℓ)∈J
ξiξjηkηℓ√
λiλjλkλℓ
,
and denote by R5 the remainder term of the the nonlinearity P . I.e.
(3.19) P = P4 +R5.
Finally we define
J2 = {(i, j, k, ℓ) ⊂ Zd | (i, j,−k,−ℓ) ∈ J , ♯{i, j, k, ℓ} ∩ A ≥ 2} .
For later use we note that, by Proposition 2.9,
Lemma 3.4. If m /∈ C, then there exists κ(m) > 0 such that for all (i, j, k, ℓ) ∈ J2
|λi + λj + λk − λℓ| ≥ κ(m) ;
|λi + λj − λk − λℓ| ≥ κ(m), except if {|i|, |j|} = {|k|, |ℓ|} .
For γ ≥ 0 we consider the phase space Yγ = Y Zdγ , defined as in Section 3.1, and
endowed it with the symplectic structure −i∑ dξk ∧ dηk. Since d∗ > d/2, then the
spaces Yγ are algebras with respect to the convolution, see Lemma 1.1 in [16]. This
implies the following result, where 〈·, ·〉 stands for the complex-bilinear paring of
C2r with itself:
Lemma 3.5. Let γ ≥ 0, r ∈ N and P r be a real homogeneous polynomial on Yγ of
degree r,
P r(ζ) =
∑
(j1,...jr)∈(L)r
〈aj1,...,jr , ζj1 ⊗ · · · ⊗ ζjr 〉 ,
where aj1,...,jr ∈ C2⊗· · ·⊗C2 (r times), |aj1,...,jr | ≤M , and aj1,...,jr = 0 unless j1+
· · ·+ jr = 0. Then the gradient-map ∇P r(ζ) satisfies ‖∇P r(ζ)‖γ ≤MCr−1‖ζ‖r−1γ .
So the flow-maps ΦtP r , |t| ≤ 1, of the hamiltonian vector-field XP r = iJ∇P r are
well defined real holomorphic mappings on a ball Bγ(δ) = {‖ζ‖γ < δ}, δ = δ(M) >
0, and satisfy there
‖ΦtP r(ζ) − ζ‖γ ≤ C1‖ζ‖r−1γ , C1 = C1(M) .
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Corollary 3.6. Consider the polynomial Qr(ζ) = P r(D−(ζ)), where D− is the di-
agonal matrix diag {|λs|−1/2I}. Then the Hessian-map ∇2ζQr ∈MDγ and |Qr|Dγ ≤
MCr−2‖ζ‖r−2γ for any γ ≥ 0. In particular Q ∈ T γ,D(µ) for any 0 < µ ≤ 1 (see
(3.5)).
Note that the corollary applies to the monomials, forming P4 (e.g. to P4).
Proposition 3.7. For m /∈ C there exists a real holomorphic and symplectic change
of variable τ in a neighbourhood of the origin in Yγ that puts the Hamiltonian
H = H2 + P into its partial Birkhoff normal form up to order five in the sense
that it removes from P4 all non-resonant terms, apart from those who are cubic
or quartic in directions of L. More precisely, for 0 ≤ γ ≤ γ∗, where γ∗ is as
in Lemma 3.2, and for a suitable δ(m) ≤ µ∗ (depending on m and g(x, u)), the
mapping τ satisfies
(3.20) ‖τ±1(ζ)− ζ‖γ ≤ C(m)‖ζ‖3γ ∀ ζ ∈ Bγ(δ(m)) .
It transforms the Hamiltonian H2 + P = H2 + P4 +R5 as follows:
(3.21) (H2 + P ) ◦ τ = H2 + Z4 +Q34 +R06 +R5 ◦ τ ,
where
Z4 =
3
2
(2π)−d
∑
(i,j,k,ℓ)∈J2
{|i|,|j|}={|k|,|ℓ|}
ξiξjηkηℓ
λiλj
,
and Q34 = Q4,1 +Q4,2 with
8
Q4,1 =(2π)
−d ∑
(i,j,−k,ℓ) 6∈J2
ξiξjξkηℓ + ηiηjηkξℓ√
λiλjλkλℓ
,
Q4,2 =
3
2
(2π)−d
∑
(i,j,k,ℓ) 6∈J2
ξiξjηkηℓ√
λiλjλkλℓ
.
The functions Z4, Q
3
4, R
0
6, R5 ◦ τ are real holomorphic on Bγ(δ(m)). Besides R06
and R5 ◦ τ are, respectively, functions of order 6 and 5 at the origin. For any
0 < µ ≤ δ(m) the functions Z4, Q34, R06 and R5 ◦ τ belong to T γ,D(µ) (see (3.5)),
and
(3.22)
[
Z4
]γ,D
µ
+
[
Q34
]γ,D
µ
≤ Cµ4 ,
(3.23)
[
R06
]γ,D
µ
≤ Cµ6 ,
(3.24)
[
R5 ◦ τ
]γ,D
µ
≤ Cµ5 ,
where C depends on A, m and g.
8The upper index 3 signifies that Q34 is at least cubic in the transversal directions {ζa, a ∈ L}.
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Proof. We use the classical Birkhoff normal form procedure. We construct the
transformation τ as the time one flow Φ1χ4 of a Hamiltonian χ4, given by
χ4 =− i
4
(2π)−d
∑
(i,j,k,ℓ)∈J
ξiξjξkξℓ − ηiηjηkηℓ
(λi + λj + λk + λℓ)
√
λiλjλkλℓ
− i(2π)−d
∑
(i,j,−k,ℓ)∈J2
ξiξjξkηℓ − ηiηjηkξℓ
(λi + λj + λk − λℓ)
√
λiλjλkλℓ
− 3i
2
(2π)−d
∑
(i,j,k,ℓ)∈J2
{|i|,|j|}6={|k|,|ℓ|}
ξiξjηkηℓ
(λi + λj − λk − λℓ)
√
λiλjλkλℓ
(3.25)
By Lemma 3.4 and Lemma 3.5 for m /∈ C the vector-field Xχ4 is real holomorphic
in Yγ and of order three at the origin. Hence τ = Φ
1
χ4 is a real holomorphic and
symplectic change of coordinates, defined in Bγ(δ(m)), a neighbourhood of the
origin in Yγ . By Lemma 3.5 it satisfies (3.20).
Since the Poisson bracket, corresponding to the symplectic form −idξ ∧ dη is
{F,G} = i〈∇ηF,∇ξG〉 − i〈∇ξF,∇ηG〉, and since ∇ηsH2 = λsξs, ∇ξsH2 = λsηs,
then we calculate
{H2, χ4} = −1
4
(2π)−d
∑
(i,j,k,ℓ)∈J
ξiξjξkξℓ + ηiηjηkηℓ√
λiλjλkλℓ
−(2π)−d
∑
(i,j,−k,ℓ)∈J2
ξiξjξkηℓ + ηiηjηkξℓ√
λiλjλkλℓ
−3
2
(2π)−d
∑
(i,j,k,ℓ)∈J2
{|i|,|j|}6={|k|,|ℓ|}
ξiξjηkηℓ√
λiλjλkλℓ
.
Therefore
(H2 + P4) ◦ τ =H2 + P4−{H2, χ4}−{P4, χ4}
+
∫ 1
0
(1− t){{H2 + P4, χ4}, χ4} ◦ Φtχ4dt
=H2 + Z4 +Q
3
4 +R
0
6
with Z4 and Q
3
4 as in the statement of the proposition and
R06 = {P4, χ4}+
∫ 1
0
(1− t){{H2 + P4, χ4}, χ4} ◦ Φtχ4dt.
The reality of the functions Z4 and Q
3
4 follow from the explicit formulas for them,
while the inclusion of these functions to T γ,D(µ) for any 0 < µ ≤ 1 and the estimate
(3.22) hold by Corollary 3.6. Concerning R06, by construction this is a holomorphic
function of order≥ 6 at the origin. Its reality follows from the equality (3.21), where
all other functions are real. The inclusion R06 ∈ T γ,D(µ) for any 0 < µ ≤ δ(m) and
the estimate (3.23) follow from the following three facts:
(i) {H2 + P4, χ4} = Z4 +Q34 and χ4 belong to T γ,D(1) by Corollary 3.6.
(ii) {T γ,D(1), T γ,D(1)} ∈ T γ,D(12 ) (see Proposition 2.6 in [15]).
(iii) T γ,D(12 ) ◦ Φtχ4 ∈ T γ,D(12δ(m)).
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In [15], Proposition 2.7, and [25], Lemma 10.7, the assertion (iii) is proven for a
special class of Hamiltonians χ4, but the proof easily generalises to Hamiltonian χ4
as above.
Finally, since by Lemma 3.2 the function R5 belongs to T γ,D(µ∗), then in view
of (iii) R5◦τ ∈ T γ,D(12δ(m)). Re-denoting 12δ(m) to δ(m) we get (3.22)-(3.24). 
Due to (3.20), if ζ ∈ Tρ(ν, 1/2, 1/2, γ), 0 ≤ γ ≤ γ∗, where ν ≤ C−1δ(m)2 and C
is an absolute constant (see (3.11)), then ‖τ±1(ζ) − ζ‖γ ≤ C′(m)ν 32 . Therefore
(3.26) τ±1(Tρ(ν, 1/2, 1/2, γ)) ⊂ Tρ(ν, 1, 1, γ) ,
provided that ν ≤ C−1δ(m)2 and ρ ∈ Dc1 , where c1 = c1(A,m, g(·), c∗) is suffi-
ciently small.
3.3. Normal form, corresponding to admissible sets A. Everywhere in Sec-
tion 3.3–4.5 the set A is assumed to be admissible in the sense of Definition 1.1.
The Hamiltonian Z4 contains the integrable part formed by monomials of the
form ξiξjηiηj = IiIj that only depend on the actions In = ξnηn, n ∈ Zd. Denote it
Z+4 and denote the rest Z
−
4 . It is not hard to see that
(3.27) Z+4 =
3
2
(2π)−d
∑
ℓ∈A, k∈Zd
(4− 3δℓ,k) IℓIk
λℓλk
.
To calculate Z−4 , we decompose it according to the number of indices in A: a
monomial ξiξjηkηℓ is in Z
−r
4 (r = 0, 1, 2, 3, 4) if (i, j,−k,−ℓ) ∈ J and ♯{i, j, k, ℓ} ∩
A = r. We note that, by construction, Z−04 = Z−14 = ∅.
Since A is admissible, then in view of Lemma 3.4 for m /∈ C the set Z−44 is empty.
The set Z−34 is empty as well:
Lemma 3.8. If m /∈ C, then Z−34 = ∅.
Proof. Consider any term ξiξjηkηℓ ∈ Z−34 , i.e. {i, j, k, ℓ} ∩ A = 3. Without lost of
generality we can assume that i, j, k ∈ A and ℓ ∈ L. Furthermore we know that
i + j − k − ℓ = 0 and {|i|, |j|} = {|k|, |ℓ|}. In particular we must have |i| = |k| or
|j| = |k| and thus, since A is admissible, i = k or j = k. Let for example, i = k.
Then |j| = |ℓ|. Since i + j = k + ℓ we conclude that ℓ = j which contradicts our
hypotheses. 
Recall that the finite set Lf ⊂ L was defined in (1.17). The mapping
(3.28) ℓ : Lf → A, a 7→ ℓ(a) ∈ A if |a| = |ℓ(a)|,
is well defined since the set A is admissible. Now we define two subsets of Lf ×Lf :
(Lf × Lf )+ ={(a, b) ∈ Lf × Lf | ℓ(a) + ℓ(b) = a+ b}(3.29)
(Lf × Lf )− ={(a, b) ∈ Lf × Lf | a 6= b and ℓ(a)− ℓ(b) = a− b}.(3.30)
Example 3.9. If d = 1, then in view of (1.18) ℓ(a) = −a and the sets (Lf ×Lf )± are
empty. If d is any, but A is a one-point set A = {b}, then Lf is the punched discrete
sphere {a ∈ Zd | |a| = |b|, a 6= b}, ℓ(a) = b for each a, and the sets (Lf × Lf )±
again are empty. If d ≥ 2 and |A| ≥ 2, then in general the sets (Lf × Lf )± are
non-trivial. See in Appendix B.
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Obviously
(3.31) (Lf × Lf )+ ∩ (Lf × Lf )− = ∅ .
For further reference we note that
Lemma 3.10. If (a, b) ∈ (Lf × Lf )+ ∪ (Lf × Lf )− then |a| 6= |b|.
Proof. If (a, b) ∈ (Lf × Lf )+ and |a| = |b| then ℓ(a) = ℓ(b) and we have
|a+ b| = |2ℓ(a)| = 2|a| = |a|+ |b|
which is impossible since b is not proportional to a. If (a, b) ∈ (Lf × Lf )− and
|a| = |b| then ℓ(a) = ℓ(b) and we get a−b = 0 which is impossible in (Lf×Lf )−. 
According to the decomposition L = Lf ∪ L∞, the space Yγ , defined in (3.1),
decomposes in the direct sum
(3.32) Yγ = Y
f
γ ⊕ Y∞γ , Y fγ = span {ζs, s ∈ Lf} , Y∞γ = span{ζs, s ∈ L∞} .
Lemma 3.11. For m /∈ C the part Z−24 of the Hamiltonian Z4 equals
3(2π)−d
( ∑
(a,b)∈(Lf×Lf )+
ξℓ(a)ξℓ(b)ηaηb + ηℓ(a)ηℓ(b)ξaξb
λaλb
+2
∑
(a,b)∈(Lf×Lf )−
ξaξℓ(b)ηℓ(a)ηb
λaλb
)
.
(3.33)
Proof. Let ξiξjηkηℓ be a monomial in Z
−2
4 . We know that (i, j,−k,−ℓ) ∈ J and
{|i|, |j|} = {|k|, |ℓ|}. If i, j ∈ A or k, ℓ ∈ A then we obtain the finitely many
monomials as in the first sum in (3.33). Now we assume that i, ℓ ∈ A and j, k ∈ L.
Then we have that, either |i| = |k| and |j| = |ℓ| which leads to finitely many
monomials as in the second sum in (3.33). Or i = ℓ and |j| = |k|. In this last case,
the zero momentum condition implies that j = k which is not possible in Z−4 . 
3.4. Eliminating the non integrable terms. For ℓ ∈ A we introduce the vari-
ables (Ia, θa, ζ
L) as in (3.11). Now the symplectic structure −idξ ∧ dη reads
(3.34) −
∑
a∈A
dIa ∧ dθa − idξL ∧ dηL .
In view of (3.27), (3.21) and Lemma 3.11, form /∈ C the transformed Hamiltonian
may be written as (recall that ω = (λa, a ∈ A))
(H2 + P ) ◦ τ =ω · I +
∑
s∈L
λsξsηs +
3
2
(2π)−d
∑
ℓ∈A, k∈Zd
(4− 3δℓ,k)Iℓξkηk
λℓλk
+3(2π)−d
( ∑
(a,b)∈(Lf×Lf )+
ξℓ(a)ξℓ(b)ηaηb + ηℓ(a)ηℓ(b)ξaξb
λaλb
+2
∑
(a,b)∈(Lf×Lf )−
ξaξℓ(b)ηℓ(a)ηb
λaλb
)
+Q34 +R
0
5 , R
0
5 = R5 ◦ τ +R06 .
The first line contains the integrable terms. The second and third lines contain
the lower-order non integrable terms, depending on the angles θ; there are finitely
many of them. The last line contains the remaining high order terms, where Q34 is
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of total order (at least) 4 and of order 3 in the normal directions ζ, while R05 is of
total order at least 5. The latter is the sum of R06 which comes from the Birkhoff
normal form procedure (and is of order 6) and R5 ◦ τ which comes from the term of
order 5 in the nonlinearity (1.2). Here I is regarded as a variable of order 2, while
θ has zero order. The fourth line should be regarded as a perturbation.
To deal with the non integrable terms in the second and third lines, following
the works on the finite-dimensional reducibility (see [13]), we introduce a change of
variables
Ψ : (I˜ , θ˜, ξ˜, η˜) 7→ (I, θ, ξ, η) ,
symplectic with respect to (3.34), but such that its differential at the origin is not
close to the identity. It is defined by the following relations:
Iℓ = I˜ℓ −
∑
|a|=|ℓ|, a 6=ℓ
ξ˜aη˜a, θℓ = θ˜ℓ ℓ ∈ A ;
ξa = ξ˜ae
iθ˜ℓ(a) , ηa = η˜ae
−iθ˜ℓ(a) a ∈ Lf ; ξa = ξ˜a, ηa = η˜a a ∈ L∞.
For any (I˜ , θ˜, ζ˜) ∈ Tρ(ν, σ, µ, γ) denote by y = {yl, l ∈ A} the vector, whose l-th
component equals yl =
∑
|a|=|l| ,a 6=l ξ˜aη˜a. Then
|I − 12νρ2| ≤ |I˜ − 12νρ2|+ |y| ≤ c2∗νµ2 +
∑
a∈Lf
|ξ˜aη˜a| ≤ 2c2∗νµ2 .
This implies that
(3.35) Ψ±1(Tρ
(
ν,
1
2
,
1
2
√
2
, γ
)
) ⊂ Tρ
(
ν,
1
2
,
1
2
, γ
)
.
We abbreviate Tρ
(
ν, 12 ,
1
2
√
2
, γ
)
=: Tρ.
We note that Ψ(T nI ) = T
n
I and although Ψ is not close to the identity in general,
it is close to the identity in variable (I, θ) in a neighbourhood of the T nI . Namely,
denoting Ψ(I˜ , θ˜, ζ˜L) = (I, θ, ζL), we have
(3.36) |I˜a − Ia| ≤ ‖(ζ˜L)‖2 , a ∈ A, θ = θ˜ and ‖ζL‖γ = ‖ζ˜L‖γ .
On the other hand, if (ξ˜, η˜) ∈ Tρ, then for l ∈ A
ξl =
√
Il e
iθl =
√
I˜l e
iθ˜l +O(ν−1/2)O(|ζL|2).
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Therefore, dropping the tildes, we write the restriction to Tρ of the transformed
Hamiltonian as
H1 :=H ◦ τ ◦Ψ = ω · I +
∑
a∈L∞
λaξaηa
+ 6(2π)−d
∑
ℓ∈A, k∈L
1
λℓλk
(Iℓ −
∑
|a|=|ℓ|
a∈Lf
ξaηa)ξkηk
+
3
2
(2π)−d
∑
ℓ,k∈A
4− 3δℓ,k
λℓλk
(Iℓ −
∑
|a|=|ℓ|
a∈Lf
ξaηa)(Ik −
∑
|a|=|k|
a∈Lf
ξaηa)
+ 3(2π)−d
∑
(a,b)∈(Lf×Lf )+
√
Iℓ(a)Iℓ(b)
λaλb
(ηaηb + ξaξb)
+ 6(2π)−d
∑
(a,b)∈(Lf×Lf )−
√
Iℓ(a)Iℓ(b)
λaλb
ξaηb +Q
3′
4 +R
0′
5 + ν
−1/2R4
′
5 .
Here Q3
′
4 and R
0′
5 are the function Q
3
4 and R
0
5, transformed by Ψ (so the former
satisfy the same estimates as the latter), while R4
′
5 is a function of forth order in
the normal variables. Or, after a simplification:
H1 =ω · I +
∑
a∈L∞
λaξaηa +
3
2
(2π)−d
∑
ℓ,k∈A
4− 3δℓ,k
λℓλk
IℓIk
+ 3(2π)−d
(
2
∑
ℓ∈A, a∈L∞
1
λℓλa
Iℓξaηa −
∑
ℓ∈A, a∈Lf
(2− 3δℓ,|a|)
λℓλa
Iℓξaηa
)
+ 3(2π)−d
∑
(a,b)∈(Lf×Lf )+
√
Iℓ(a)Iℓ(b)
λaλb
(ηaηb + ξaξb)
+ 6(2π)−d
∑
(a,b)∈(Lf×Lf )−
√
Iℓ(a)Iℓ(b)
λaλb
ξaηb +Q
3′
4 +R
0′
5 + ν
−1/2R4
′
5 .
(3.37)
We see that the transformation Ψ removed from H ◦ τ the non-integrable lower-
order terms on the price of introducing “half-integrable” terms which do not depend
on the angles θ, but depend on the actions I and quadratically depend on finitely
many variables ξa, ηa with a ∈ Lf .
The Hamiltonian H ◦ τ ◦ Ψ should be regarded as a function of the variables
(I, θ, ζL). Abusing notation, below we drop the upper-index L and write ζL =
t(ξL, ηL) as ζ = t(ξ, η).
3.5. Rescaling the variables and defining the transformation Φ. Our aim
is to study the Hamiltonian H1 on the domains Tρ = Tρ(ν,
1
2 ,
1
2
√
2
, γ), 0 ≤ γ ≤ γ∗
(see (3.35)). To do this we re-parametrise points of Tρ by mean of the change of
variables (I, θ, ξ, η) = χρ(r˜, θ˜, ξ˜, η˜), where
I = νρ+ νr˜, θ = θ˜, ξ =
√
ν ξ˜, η =
√
ν η˜ .
Clearly,
χρ : Oγ(1
2
,
c∗
2
√
2
)→ Tρ ,
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and in the new variables the symplectic structure reads
−ν
∑
ℓ∈A
d˜rℓ ∧ dθ˜ℓ − i ν
∑
a∈L
dξ˜a ∧ dη˜a.
Denoting
Φ = Φρ = τ ◦Ψ ◦ χρ,
we see that this transformation is real holomorphic in ρ ∈ Dc1 for a suitable c1 > 0.
It satisfies all assertions of the item (i) of Proposition 3.3.
We also notice for later use that,using using (3.36) and (3.20), for z = (r, θ, zL) ∈
Oγ(12 , c∗2√2 ), ζ = Φρ(z) = (ζA, ζL) satisfies or ν small enough
(3.38) ‖ζL‖γ ≤ ν1/2‖zL‖γ(1 + C
∥∥∥ν1/2z∥∥∥2
γ
) ≤ 2ν1/2‖zL‖γ ,
and ∥∥∥ζA − ν1/2√ρ+ reiθ∥∥∥ ≤ (√nν1/2‖zL‖0)(1 + C ∥∥∥ν1/2z∥∥∥2
0
) ≤ 2√nν1/2‖zL‖0
thus
(3.39)
∥∥∥ζA − ν1/2√ρeiθ∥∥∥ ≤ (2√nν1/2‖zL‖0+ν1/2 |r|
2c∗
) ≤ 2
c∗
√
nν1/2(‖zL‖0+ |r|) .
We have, dropping the tilde and forgetting the irrelevant constant ν(ω · ρ) ,
H ◦ Φ = ν
[
ω · r +
∑
a∈L∞
λaξaηa + (2π)
−dν
( 3
2
∑
ℓ,k∈A
4− 3δℓ,k
λℓλk
ρℓrk
+6
∑
ℓ∈A, a∈L∞
1
λℓλa
ρℓξaηa − 3
∑
ℓ∈A, a∈Lf
(2− 3δℓ,|a|)
λℓλa
ρℓξaηa
+3
∑
(a,b)∈(Lf×Lf )+
√
ρℓ(a)
√
ρℓ(b)
λaλb
(ηaηb + ξaξb)
+6
∑
(a,b)∈(Lf×Lf )−
√
ρℓ(a)
√
ρℓ(b)
λaλb
ξaηb
)]
+
((
Q3
′
4 +R
0′
5 + ν
−1/2R4
′
5
)
(I, θ,
√
νζ)
)
|I=νρ+νr .
(3.40)
So,
(3.41) ν−1H ◦ Φ = h+ f ,
where h ≡ h(I, ξ, η; ρ, ν) is the quadratic part of the Hamiltonian, independent
from the angle θ, and f is the perturbation, given by the last line in (3.40):
(3.42) f = ν−1
((
Q3
′
4 +R
0′
5 + ν
−1/2R4
′
5
)
(I, θ, ν1/2ζ)
)
|I=νρ+νr .
We have
(3.43) h = Ω · r +
∑
a∈L∞
Λaξaηa + ν〈K(ρ)ζf , ζf 〉
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where Ω = (Ωk)k∈A and
Ωk = Ωk(ρ, ν) = ωk + ν
∑
ℓ∈A
M ℓkρl, M
ℓ
k =
3(4− 3δℓ,k)
(2π)dλkλℓ
,(3.44)
Λa = Λa(ρ, ν) = λa + 6ν(2π)
−d∑
ℓ∈A
ρℓ
λℓλa
.(3.45)
Besides,
ζ = (ζa)a∈L, ζa =
(
ξa
ηa
)
, ζf = (ζa)a∈Lf ,
and K(ρ) is a symmetric complex matrix, acting in space
(3.46) Y fγ = {ζf} ≃ C2|Lf | ,
such that the corresponding quadratic form is
〈K(ρ)ζf , ζf 〉 =3(2π)−d
( ∑
ℓ∈A, a∈Lf
(3δℓ,|a| − 2)
λℓλa
ρℓξaηa
+
∑
(a,b)∈(Lf×Lf )+
√
ρℓ(a)
√
ρℓ(b)
λaλb
(ηaηb + ξaξb)+
2
∑
(a,b)∈(Lf×Lf )−
√
ρℓ(a)
√
ρℓ(b)
λaλb
ξaηb
)
.
(3.47)
Note that the matrix M in (3.44) is invertible since
detM = 3n(2π)−dn
(
Πk∈Aλk
)−2
det (4− 3δℓ,k)ℓ,k∈A 6= 0 .
Relation (3.15) follows from the explicit formulas (3.44)-(3.47), so the items (i) and
(ii) of Proposition 3.3 are proven.
It is clear that the matrix K(ρ) is analytic in ρ ∈ Dc1 (see definition in (3.13))
and satisfies (3.16). This proves (iii).
It remains to verify (iv). By Proposition 3.7 the function f belongs to the
class T γ,D(12 , c∗2√2 ,D). Since the reminding term f has the form (3.42) then for
(r, θ, ζ) ∈ Oγ(12 , c∗2√2 ) it satisfies the estimates
|f | ≤ Cν , ‖∇ζf‖γ ≤ Cν , ‖∇2ζf‖Dγ ≤ Cν .
Now consider the fT -component of f . Only the second term in (3.42) contributes
to it and we have that
|fT |+ ‖∇ζfT ‖γ + ‖∇2ζfT ‖Dγ ≤ Cν3/2 .
Recall that the function f depends on the parameter ρ through the substitution
I = νρ + νr. So f is analytic in ρ and holomorphically extends to a complex
neighbourhood of D of order one, where it satisfies the estimates above with a
modified constant C. Therefore by the Cauchy estimate the gradient of f in ρ
satisfies in the smaller complex neighbourhood Dc1 the same estimates as above,
again with a modified constant. This implies the assertion (iv) of the theorem.
We will provide the domain Oγ
(
1
2 ,
c∗
2
√
2
)L
with the coordinates (r, θ, ξ, η) with
the symplectic structure −∑ℓ∈A drℓ∧dθℓ −i∑a∈L dξa∧dηa. Then the transformed
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hamiltonian system, constructed in Proposition 3.3 has the Hamiltonian, given by
the r.h.s. of (3.14).
4. The final normalisation.
The normal form, provided by Proposition 3.3, has two disadvantages: it is
written in the complex variables with the non-standard reality condition (3.3), while
in the original equation (1.6) the reality condition is standard (namely, u(t, x) and
v(t, x) are real functions), and – which is much more important – the hamiltonian
operators iJK(ρ), corresponding to different ρ, do not commute. In this section we
pass in the normal form to the variables with the usual reality condition, construct
a ρ-dependent transformation which diagonalises the hamiltonian operator, and
examine the smoothness of this transformation as a function of ρ. So here we
are concerned with analysis of the finite-dimensional linear hamiltonian system,
corresponding to the Hamiltonian (3.47). In difference with the previous sections,
now the parameter ρ will belong to subdomains Q ⊂ D, which are closed semi-
analytic sets, defined by single polynomial relation, Q = {ρ | P (√ρ) ≥ δ}. We
recall that smoothness of functions on such domains is understood in the sense of
Whitney. We keep assuming that the set A is admissible. We recall that we provide
the phase-space with the symplectic structure −∑ drℓ ∧ dθℓ − i∑ dξa ∧ dηa.
4.1. Matrix K(ρ). Recalling (3.7) and (3.8), we write the symmetric matrix K(ρ),
defined by relation (3.47), as a block-matrix, polynomial in
√
ρ = (
√
ρ
1
, . . . ,
√
ρ
n
) .
We write it as K(ρ) = Kd(ρ) +Kn/d(ρ). Here Kd is the block-diagonal matrix
Kd(ρ) = diag
((
0 µ(a, ρ)
µ(a, ρ) 0
)
, a ∈ Lf
)
,
µ(a, ρ) = C∗
(3
2
ρℓ(a)λ
−2
a − λ−1a
∑
l∈A
ρlλ
−1
l
)
, C∗ = 3(2π)−d.
(4.1)
Note that9
(4.2) µ(a, ρ) is a function of |a| and ρ .
The non-diagonal matrix Kn/d has zero diagonal blocks, while for a 6= b its block
Kn/d(ρ)ba equals
C∗
√
ρl(a)ρl(b)
λaλb
((
1 0
0 1
)
χ+(a, b) +
(
0 1
1 0
)
χ−(a, b)
)
,
where
χ+(a, b) =
{
1, (a, b) ∈ (Lf × Lf )+,
0, otherwise,
and χ− is defined similar in terms of the set (Lf × Lf )−. In view of (3.31),
χ+(a, b) · χ−(a, b) ≡ 0.
9Here and in similar situations below we do not mention the obvious dependence on the
parameter m ∈ [1, 2].
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Accordingly, the hamiltonian matrix H(ρ) = iJK(ρ) equals (Hd(ρ) +Hn/d(ρ)),
where
Hd(ρ) = i diag
((
µ(a, ρ) 0
0 −µ(a, ρ)
)
, a ∈ Lf
)
,
Hn/d(ρ)ba = iC∗
√
ρℓ(a)
√
ρℓ(b)
λaλb
[
Jχ+(a, b) +
(
1 0
0 −1
)
χ−(a, b)
]
.
(4.3)
Note that all elements of the matrix H(ρ) are pure imaginary, and
(4.4) if (Lf × Lf )+ = ∅, then −iH(ρ) is real symmetric,
in which case all eigenvalues of H(ρ) are pure imaginary. In Appendix B we show
that if d ≥ 2, then, in general, the set (Lf × Lf )+ is not empty and the matrix
H(ρ) may have hyperbolic eigenvalues.
Example 4.1. In view of Example 3.9, if d = 1 then the operator Hn/d vanishes. We
see immediately that in this case Hd is a diagonal operator with simple spectrum.
Let us introduce in Lf the relation ∼, where
(4.5) a ∼ b if and only if a = b or (a, b) ∈ (Lf × Lf )+ ∪ (Lf × Lf )− .
It is easy to see that this is an equivalence relation. By Lemma 3.10
(4.6) a ∼ b, a 6= b ⇒ |a| 6= |b| .
The equivalence ∼ , as well as the sets (Lf ×Lf )±, depends only on the lattice Zd
and the set A, not on the eigenvalues λa and the vector ρ. It is trivial if d = 1 or
|A| = 1 (see Example 3.9)) and, in general, is non-trivial otherwise. If d ≥ 2 and
|A| ≥ 2 it is rather complicated.
The equivalence relation divides Lf into equivalence classes, Lf = L1f ∪· · ·∪LMf .
The set Lf is a union of the punched spheres Σa = {b ∈ Zd | |b| = |a|, b 6= a}, a ∈ A,
and by (4.6) each equivalence class Ljf intersects every punched sphere Σa at at
most one point.
Let us order the sets Ljf in such a way that for a suitable 0 ≤M∗ ≤M we have
– Ljf = {bj} (for a suitable point bj ∈ Zd) if j ≤M∗;
– |Lfj | = nj ≥ 2 if j > M∗.
Accordingly the complex space Y f = Y f0 (see (3.32)) decomposes as
(4.7) Y f = Y f1 ⊕ · · · ⊕ Y fM , Y fj = span {ζs, s ∈ Ljf} .
Since each ζs, s ∈ Lf , is a 2-vector, then
dimY fj = 2|Ljj | := 2nj , dimY f = 2|Lf | = 2
M∑
j=1
nj := 2N .
So dimY fj = 2 for j ≤M∗ and dimY fj ≥ 4 for j > M∗. In view of (4.6),
(4.8) |Ljf | = nj ≤ |A| ∀ j .
We readily see from the formula for the matrix H(ρ) = iJK(ρ) that the spaces
Y fj are invariant for the operator H(ρ). So
(4.9) H(ρ) = H1(ρ)⊕ · · · ⊕ HM (ρ) , Hj = Hj d +Hj n/d,
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where Hj operates in the space Y fj and Hj d and Hj n/d are given by the formulas
(4.3) with a, b ∈ Ljf . The hamiltonian operator Hj(ρ) polynomially depends on√
ρ. So its eigenvalues form an algebraic function of
√
ρ (see (3.13)). Since the
spectrum of Hj(ρ) is an even set, then we can write this algebraic function as
{±iΛj1(ρ), . . . ,±iΛjnj(ρ)} (the factor i is convenient for further purposes). The
eigenvalues of H(ρ) are given by another algebraic function which we write as
{±iΛm(ρ), 1 ≤ m ≤ N = |Lf |}. Accordingly,
(4.10) {±Λ1(ρ), . . . ,±ΛN(ρ)} = ∪j≤M{±Λjk(ρ), k ≤ nj} ,
and Λj = Λ
j
1 for j ≤M∗.
The functions Λk and Λ
j
k are defined up to multiplication by±1.10 But if j ≤M∗,
then Ljf = {bj} and Hj = Hjd, so the spectrum of this operator is {±iµ(bj, ρ)},
where µ(bj , ρ) is a well defined analytic function of ρ, given by the explicit formula
(4.1). In this case we specify the choice of Λj1:
(4.11) if Ljf = {bj}, we choose Λj1(ρ) = µ(bj , ρ).
So for j ≤ M∗, Λj(ρ) = µ(bj , ρ) is a polynomial of √ρ, which depends only on |bj|
and ρ.
Since the norm of the operator K(ρ) satisfies (3.20), then
(4.12) |Λjr(ρ)| ≤ C2 ∀ ρ, ∀ r , ∀ j .
Example 4.2. In view of (4.8), if A is a one-point set, A = {a∗}, then all sets |Ljf |
are one-point. So M∗ =M = N and
{±Λ1(ρ), . . . ,±ΛN(ρ)} = {±µ(a, ρ) | a ∈ Zd, |a| = |a∗|, a 6= a∗}.
In this case the spectrum of the hamiltonian operator H(ρ) is pure imaginary,
multiple and analytically depends on ρ.
Let 1 ≤ j∗ ≤ n and Dj∗0 be the set
(4.13) Dj∗0 = {ρ = (ρ1, . . . , ρn) | c∗ ≤ ρl ≤ c∗∗ if l 6= j∗ and 1− c∗∗ ≤ ρj∗ ≤ 1} ,
where 0 < c∗ ≤ 12c∗∗ < 1/4. This is a subset of D = [c∗, 1]n which lies in the
(Const c∗∗)-vicinity of the point ρ∗ = (0, . . . , 1, . . . , 0) in [0, 1]n, where 1 stands
on the j∗-th place. Since Kn/d(ρ∗) = 0, then K(ρ∗) = Kd(ρ∗). Consider any
equivalence class Ljf and enumerate its elements as bj1, . . . , bjnj (nj ≤ n). For ρ = ρ∗
the matrix Hj(ρ∗) is diagonal with the eigenvalues ±iµ(bjr, ρ∗), 1 ≤ r ≤ nj . It
suggests that for c∗∗ sufficiently small we may uniquely numerate the eigenvalues
{±iΛjr(ρ)} (ρ ∈ Dj∗0 ) of the matrix Hj(ρ) in such a way that Λjr(ρ) is close to
µ(bjr, ρ∗). Below we justify this possibility.
Take any b ∈ Lf and denote ℓ(b) = ab ∈ A. If ab = aj∗ , then
(4.14) µ(b, ρ∗) = C∗(
3
2
λ−2aj∗ − λ−2aj∗ ) = 12C∗λ−2aj∗ .
If ab 6= aj∗ , then
(4.15) µ(b, ρ∗) = −C∗λ−1a(b)λ−1aj∗ .
10More precisely, if Λk is not real, then well defined is the quadruple {±Λk ,±Λ¯k}; see below.
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If m ∈ [1, 2] is different from 4/3 and 5/3, then it is easy to see that 2λa 6= ±λa′
for any a, a′ ∈ A. By (2.14) this implies that for m ∈ [1, 2] \ C and for b, b′ ∈ Lf
such that |b| 6= |b′| we have
|µ(b, ρ∗)| ≥ 2c#(m) > 0 , |µ(b, ρ∗)± µ(b′, ρ∗)| ≥ 2c#(m) ,
and
(4.16) |µ(b, ρ)| ≥ c#(m) > 0 , |µ(b, ρ)± µ(b′, ρ)| ≥ c#(m) for ρ ∈ Dj∗0 ,
if c∗∗ is small. In particular, for each j the spectrum ±iµ(bjr, ρ∗), 1 ≤ r ≤ nj of the
matrix Hj(ρ∗) is simple.
Lemma 4.3. If c∗∗ ∈ (0, 1/2) is sufficiently small,11 then there exists co = co(m) >
0 such that for each r and j, Λjr(ρ) is a real analytic function of ρ ∈ Dj∗0 , satisfying
|Λjr(ρ)− µ(bjr, ρ)| ≤ C
√
c∗∗ ∀ ρ ∈ Dj∗0 ,(4.17)
and
(4.18) |Λjr(ρ)| ≥ co(m) > 0 and |Λjr(ρ)± Λjl (ρ)| ≥ co(m) ∀ r 6= l, ∀ j, ∀ ρ ∈ Dj∗0 ,
(4.19) |Λj1r1(ρ) + Λj2r2(ρ)| ≥ c0(m) ∀ j1, j2, r1, r2 and ρ ∈ Dj∗0 .
In particular,
(4.20) Λjr 6≡ 0 ∀r; Λjr 6≡ ±Λjl ∀ r 6= l .
The estimate (4.17) assumes that for ρ ∈ Dj∗0 we fix the sign of the function Λjr
by the following agreement:
(4.21)
Λrj(ρ) ∈ R and signΛjr(ρ) = signµ(bjr, ρ) ∀ρ ∈ Dj∗0 , ∀1 ≤ j∗ ≤ n , ∀ r, j ,
see (4.14), (4.15).
Below we fix any c∗∗ = c∗∗(A,m, g(·)) ∈ (0, 1/2) such that the lemma’s assertion
holds, but the parameter c∗ ∈ (0, 12 c∗∗] will vary during the argument.
Proof. Since the spectrum of Hj(ρ∗) is simple and the matrix Hj(ρ) and the num-
bers µ(bjr, ρ) are polynomials of
√
ρ, then the basic perturbation theory implies that
the functions Λjr(ρ) are real analytic in
√
ρ in the vicinity of ρ∗ and we have
|µ(bjr, ρ∗)− µ(bjr, ρ)| ≤ C
√
c∗∗ , |Λjr(ρ∗)− Λjr(ρ)| ≤ C
√
c∗∗ ,
so (4.17) holds. It is also clear that the functions Λjr(ρ) are analytic in ρ ∈ Dj∗0 .
Relations (4.17) and (4.16) (and the fact that µ(b, ρ) depends only on |b| and ρ)
imply (4.18) and (4.19) if c∗∗ > 0 is sufficiently small. 
Remark 4.4. The differences |2λa−λb| can be estimated from below uniformly in a, b
in terms of the distance from m ∈ [1, 2] to the points 4/3 and 5/3. So the constants
c# and co depend only on this distance, and they can be chosen independent from
m if the latter belongs to the smaller segment [1, 5/4].
11Its smallness only depends on A, m and g(·).
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Contrary to (4.19), in general a difference of two eigenvalues Λj1r1−Λj2r2 may vanish
identically. Indeed, if j, k ≤M∗, then Lkf and Ljf are one-point sets, Lkf = {bk} and
Ljf = {bj}, and Λj1 = µ(bj , ·), Λk1 = µ(bk, ·). So if |bj | = |bk|, then Λj1 ≡ Λk1 due to
(4.2). In particular, in view of Example 4.2, if n = 1 then each Ljf is a one-point
set, corresponding to some point bj of the same length. In this case all functions
Λk(ρ) coincide identically. But if j ≤ M∗ < k, or if max j, k > M∗ and the set
A is strongly admissible (recall that everywhere in this section it is assumed to be
admissible), then Λj1r1−Λj2r2 6≡ 0. This is the assertion of the non-degeneracy lemma
below, proved in Section 5.
Lemma 4.5. Consider any two spaces Y f r1 and Y f r2 such that r1 ≤ r2 and
r2 > M∗. Then
(4.22) Λr1j 6≡ ±Λr2k ∀ (r1, j) 6= (r2, k) ,
provided that either r1 ≤M∗, or the set A is strongly admissible.
We recall that for d ≤ 2 all admissible sets are strongly admissible. For d ≥ 3
non-strongly admissible sets exist. In Appendix B we give an example (B.2) of such
a set for d = 3 and show that for it the relation (4.22) does not hold.
4.2. Real variables. Let us pass in (3.14) from the complex variables ζL =
(ξL, ηL) to the real variables ζ˜L = (uL, vL), where
(4.23) ξl =
1√
2
(ul + ivl), ηl =
1√
2
(ul − ivl), l ∈ L ,
and denote by Σ the mapping
(4.24) Σ : (r, θ, uL, vL) 7→ (r, θ, ζL) .
Below we write u, v, ζ˜ instead of uL, vL, ζ˜L, and write ζ˜ = ζ˜L as ζ˜ = (ζ˜f , ζ˜∞), where
ζ˜f is formed by the components (ul, vl) of ζ˜, belonging to the set Lf , and similar
with ζ˜∞.
The new variables are real in the sense that now the reality condition, corre-
sponding to the involution (3.2), becomes
u¯l = ul, v¯l = vl ∀ l ∈ L ,
and the composition (r, θ, u, v) 7→ (r, θ, ζL) Φρ7−→ ζ 7→ (u(x), v(x)) sends real vectors
(r, θ, u, v) to real-valued functions (u(x), v(x)).
In the variables (r, θ, u, v) the symplectic form −dr ∧ dθ − idξ ∧ dη reads
ω2 = −dr ∧ dθ − du ∧ dv,
The transformed Hamiltonian is K˜K˜
(H2 + P ) ◦ Φρ = Ω(ρ) · r + 1
2
∑
a∈L∞
Λa(ρ)(u
2
a + v
2
a)
+
ν
2
〈K˜(ρ)ζ˜f , ζ˜f 〉+ f˜(r, θ, ζ˜; ρ) .
(4.25)
The assertion (ii)-(iv) of Proposition 3.3 in the new variables stay almost the same
– we only note that the hamiltonian operator νH(ρ) = iJνK now reads JνK˜.
Here 〈K˜ζ˜f , ζ˜f 〉 is the quadratic form 〈Kζf , ζf 〉, written in the variables ζ˜f . So the
spectrum of the operator H(ρ) equals that of the operator JK˜(ρ).
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The transformation (4.23) obviously respects the decomposition (4.9), and
(4.26) JK˜(ρ) = L1(ρ)⊕ · · · ⊕ LM (ρ),
where each Lj(ρ) is a real operator in the space Y fj , corresponding to a set Ljf .
We identify Y fj with C2nj , where nj = |Ljf |, and identify the operator Lj(ρ) with
its matrix in C2nj . This is an (2nj × 2nj)-matrix which polynomially depends on√
ρ and is real for real ρ.
It is easy to see that any one-dimensional set Ljf = {bj} j ≤M∗, contributes to
the quadratic form ν2 〈K˜(ρ)ζ˜f , ζ˜f 〉 the term ν2µ(bj , ρ)(u2bj + v2bj ). So
(4.27) 〈K˜(ρ)ζ˜f , ζ˜f 〉 =
M∗∑
j=1
µ(bj , ρ)
(
u2bj + v
2
bj
)
+ 〈K˜∗(ρ)ζ˜f , ζ˜f 〉 ,
where
JK˜∗(ρ) = LM∗+1(ρ)⊕ · · · ⊕ LM (ρ),
and each operator Lr, r ≥M∗+1, is a block of size ≥ 2. The hamiltonian operators
Lj, j ≤ M∗, corresponding to terms in the sum in (4.27), are given by the 2 × 2
matrices Lj(ρ) = µ(bj , ρ)J , and
JK˜(ρ) = L1(ρ)⊕ · · · ⊕ LM (ρ) .
According to (4.10) and (4.27) we numerate the eigenvalues {±iΛj, 1 ≤ j ≤ N}
in such a way that
(4.28) Λj(ρ) = Λ
j
1(ρ) = µ(bj , ρ) if 1 ≤ j ≤M∗ .
4.3. Removing singular values of the parameter ρ. Due to Lemma 4.3 we
know that for each j the eigenvalues {±iΛjk(ρ), k ≤ nj}, do not vanish identically
in ρ and do not identically coincide. Now our goal is to quantify these statements by
removing certain singular values of the parameter ρ. To do this let us first denote
P j(ρ) = (
∏
l Λ
j
l (ρ))
2 = ± detLj(ρ) and consider the determinant
P (ρ) =
∏
j
P j(ρ) = ± detJK˜(ρ) .
Recall that for an R×R-matrix with eigenvalues κ1, . . . , κR (counted with their
muiltiplicities) the discriminant of the determinant of this matrix equals the product∏
i6=j(κ1 − κj). This is a polynomial of the matrix’ elements.
Next we define a “poly-discriminant” D(ρ), which is another polynomial of the
matrix elements of JK˜(ρ). Its definition is motivated by Lemma 4.5, and it is
different for the admissible and strongly admissible sets A. Namely, if A is strongly
admissible, then
– for r = 1, . . . ,M∗ define Dr(ρ) as the discriminant of the determinant of the
matrix Lr(ρ)⊕ LM∗+1(ρ)⊕ · · · ⊕ LM (ρ);
– set D(ρ) = D1(ρ) · · · · ·DM∗(ρ).
This is a polynomial in the matrix coefficients of JK˜(ρ), so a polynomial of
√
ρ.
It vanishes if and only if Λrm(ρ) equals ±Λlk(ρ) for some r, l,m and k, where either
r, l ≥M∗ + 1 and m 6= k if r = l, or r ≤M∗ and m = 1.
If A is admissible, then we:
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– for l ≤ M∗, r ≥ M∗ + 1 define Dl,r(ρ) as the discriminant of the determinant
of the matrix Ll(ρ)⊕ Lr(ρ);
– set D(ρ) =
∏
l≤M∗,r≥M∗+1D
l,r(ρ).
This is a polynomial in the matrix coefficients of JK˜(ρ), so a polynomial in
√
ρ. It
vanishes if and only if Λr1(ρ) equals ±Λlk(ρ) for some r ≤M∗, some l ≥M∗+1 and
some k, or if Λlk(ρ) equals ±Λlm(ρ) for some l ≥M∗ + 1 and some k 6= m.
Finally, in the both cases we set
M(ρ) =
∏
b∈Lf
µ(b, ρ)
∏
b,b′∈Lf
|b|6=|b′|
(
µ(b, ρ)− µ(b′, ρ)).
This also is a polynomial in
√
ρ which does not vanish identically due to (4.16).
The set
X = {ρ | P (ρ)D(ρ)M(ρ) = 0}
is an algebraic variety, if written in the variable
√
ρ (analytically diffeomorphic to
the variable ρ ∈ [c∗, 1]A), and is non-trivial by Lemma 4.3. The open set D \ X
is dense in D and is formed by finitely many connected components. Denote them
Q1, . . . , QL. For any component Ql its boundary is a stratified analytic manifold
with finitely many smooth analytic components of dimension < n, see [10, 22]. The
eigenvalues Λj(ρ) and the corresponding eigenvectors are locally analytic functions
on the domains Ql, but since some of these domains may be not simply connected,
then the functions may have non-trivial monodromy, which would be inconvenient
for us. But since each Ql is a domain with a regular boundary, then by removing
from it finitely many smooth closed hyper-surfaces we cut Ql to a finite system of
simply connected domains Q1l , . . . , Q
nˆl
l such that their union has the same measure
as Ql and each domain Q
µ
l lies on one side of its boundary.
12 We may realise these
cuts (i.e. the hyper-surfaces) as the zero-sets of certain polynomial functions of ρ.
Denote by R1(ρ) the product of the polynomials, corresponding to the cuts made,
and remove from Q˜l \X the zero-set of R1. This zero-set contains all the cuts we
made (it may be bigger than the union of the cuts), and still has zero measure.
Again, (Q˜l \X) \ {zero-set of R1} is a finite union of domains, where each one lies
in some domain Qrl .
Intersections of these new domains with the sets Dj∗0 (see (4.13)) will be impor-
tant for us by virtue of Lemma 4.3, and any fixed set Dj∗0 , say D10 , will be sufficient
for out analysis. To agree the domains with D10 we note that the boundary of D10
in D is the zero-set of the polynomial
R2(ρ) = (ρ1 − (1− c∗∗))(ρ2 − c∗∗) . . . (ρn − c∗∗) ,
and modify the set X above to the set X˜,
X˜ = {ρ ∈ D | R(ρ) = 0} , R(ρ) = P (ρ)D(ρ)M(ρ)R1(ρ)R2(ρ) .
As before, D \ X˜ is a finite union of open domains with regular boundary. We still
denote them Ql:
(4.29) D \ X˜ = Q1 ∪ · · · ∪QJ , J <∞ .
12For example, if n = 2 and Q˜l is the annulus A = {1 < ρ21 + ρ22 < 2}, then we remove from A
not the interval {ρ2 = 0, 1 < ρ1 < 2} =: J (this would lead to a simply connected domain which
lies on both parts of the boundary J), but two intervals, J and −J .
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A domain Qj in (4.29) may be non simply connected, but since each Qj belongs
to some domain Qrl , then the eigenvalues Λa(ρ) and the corresponding eigenvectors
define in these domains single-valued analytic functions. Since every domain Ql
lies either in D10 or in its complement, we may enumerate the domains Ql in such
a way that
(4.30) D10 \ X˜ = Q1 ∪ · · · ∪Q J1 , 1 ≤ J1 ≤ J .
The domains Ql with l ≤ J1 will play a special role in our argument.
We naturally extend X˜ to a complex-analytic subset X˜c of Dc1 (see (3.13)),
consider the set Dc1 \ X˜c, and for any δ > 0 consider its closed sub-domain Dc1(δ),
Dc1(δ) = {ρ ∈ Dc1 | |R(ρ)| ≥ δ} ⊂ Dc1 \ X˜c .
Since the factors, forming R, are polynomials with bounded coefficients, then they
are bounded in Dc1 :
(4.31) ‖P‖C1(Dc1) ≤ C1 , . . . , ‖R2‖C1(Dc1 ) ≤ C1 .
So in the domain Dc1(δ) the norms of the factors P, . . . , R2, making R, are bounded
from below by C2δ, and similar estimates hold for the factors, making P , D and
M . Therefore, by the Kramer rule
(4.32) ‖(JK˜)−1(ρ)‖ ≤ C1δ−1 ∀ρ ∈ Dc1(δ) .
Similar for ρ ∈ Dc1(δ) we have
(4.33) |Λjk(ρ)| ≥ C−1δ ∀j, k ,
(4.34)
|µ(b, ρ)| ≥ C−1δ , |µ(b, ρ)− µ(b′, ρ)| ≥ C−1δ if b, b′ ∈ Lf and |b| 6= |b′| ,
and
(4.35) |Λjk1(ρ)± Λrk2(ρ)| ≥ C−1δ where (j, k1) 6= (r, k2) .
In (4.35) if the set A is strongly admissible, then the index j is any and r ≥M∗+1,
while if A is admissible, then either j ≤ M∗ (and so k1 = 1) and r ≥ M∗ + 1,
or j = r ≥ M∗ + 1. The functions Λjk(ρ) are algebraic functions on the complex
domain Dc1(δ), but their restrictions to the real domains Ql split to branches which
are well defined analytic functions.
By Lemma D.1 (applied to the domain {√ρ | ρ ∈ [c∗, 1]A)
(4.36) meas(D \ Dc1(δ)) ≤ Cδβ4 ,
for some positive C and β4. Denote c2 = c1/2, define set Dc2 as in (3.13) but
replacing there c1 with c2, and denote Dc2(δ) = Dc1(δ) ∩ Dc2 . Obviously,
(4.37) the set Dc2(2δ) lies in Dc1(δ) with its C−1δ-vicinity .
Consider the eigenvalues ±iΛk(ρ). They analytically depend on ρ ∈ Dc1(δ), where
|Λk| ≤ C2 for each k ≤ N by (4.12). In view of (4.37),
(4.38) | ∂
l
∂ρl
Λk(ρ)| ≤ Clδ−l ∀ ρ ∈ Dc2(2δ) , l ≥ 0 , k ≤ N ,
by the Cauchy estimate.
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4.4. Diagonalising. For real ρ the spectra of the operator JK˜(ρ) and of each
operator Ll(ρ) (see (4.26)) are invariant with respect to the involution z 7→ −z and
the complex conjugation. When the spectrum of JK˜ does not contain zero, we
have three possibilities for its eigenvalues iΛj:
a) iΛj ∈ iR \ {0};
b) iΛj ∈ R \ {0};
c) iΛj ∈ C \ (R ∪ iR).
The eigenvalues of the last type may be arranged in quadruples ±iΛj, ±iΛj+1,
where Λj+1 = Λ¯j . Due to (4.35) the type of an eigenvalue does not change while
ρ stays in a connected component Ql of D \ X˜. We recall our agreement (4.28); in
particular, for j ≤M∗ the eigenvalues ±iΛj have the type a).
For ρ ∈ Ql denote by Lhl the set of indices j such that Λj is of type b) or c), i.e.
the corresponding eigenvalues ±iΛj(ρ) are hyperbolic (the cardinality of Lhl may
depend on l, but not on ρ ∈ Ql). Now take any Λj(ρ), where ρ ∈ Ql, j ∈ Lhl and
write it as Λmr (ρ), m ≤M (see (4.10)). By the symmetries of the spectrum, Λmr (ρ)
equals Λmr′ (ρ) for some r
′. Therefore, by (4.35),
(4.39) |ℑΛj(ρ)| ≥ 1
2
C−1δ if Λj(ρ) is of type b) or c) and ρ ∈ Dc1(δ) .
Finally, let us denote
Q˜j = Qj ∩ Dc1(2δ) for j ≤ J .
These are closed domains, connected if δ ≪ 1, such that
∪Q˜l = Dc1(2δ) ∩ D .
By construction, the restrictions to the eigenvalues Λj(ρ) to the real domains Q˜l
are single-valued analytic functions. Since Dc1(2δ) satisfies a natural version of the
estimate (4.36), then meas(D \ Dc1(2δ)) ≤ C′δβ4 . So
(4.40)
∑
meas(Qj \ Q˜j) = meas(D \ Dc1(2δ)) ≤ C′δβ4 .
In view of (4.35) and (4.26), for ρ ∈ Q˜l, l ≤ J, the matrix JK˜(ρ) has complex
eigenvectors Ul(ρ), 1 ≤ l ≤ 2N, corresponding to the eigenvalues±iΛj(ρ), which an-
alytically depend on ρ. We normalise them to have unit length and numerate in such
a way that the eigenvector U2l corresponds to iΛl and U2l−1 corresponds to −iΛl.
We denote by U(ρ) the complex matrix with the column-vectors U1(ρ), . . . , U2N(ρ).
It is analytic in ρ ∈ Q˜l and diagonalises JK˜(ρ):
(4.41) U(ρ)−1JK˜(ρ)(ρ)U(ρ) = L0(ρ) = i diag {±Λ1(ρ), . . . ,±Λn(ρ)}.
Clearly ‖U(ρ)‖ ≤ √2N. In view of (4.35) and Lemma C.1
(4.42) ‖U(ρ)−1‖ ≤ C4δ−β5 , ∀ ρ ∈ Q˜l; β5 = 2N− 1.
Now we will modify U(ρ) to a symplectic transformation which still diagonalises
JK˜(ρ). Denote by ω2 the symplectic form on the complex space Y
f , ω2(v1, v2) =
〈Jv1, v2〉, where 〈·, ·〉 is the complex-bilinear form, and J is the symplectic matrix
(see Notation).
It is well known (see [1, 28]) that ω2(Ua, Ub) = 0, unless Λa = −Λb. That is,
(4.43) ω2(U2j−1, Uk) = δ2j,kπj(ρ),
38 L. HAKAN ELIASSON, BENOIˆT GRE´BERT, AND SERGEI B. KUKSIN
where δ is the Kronecker symbol. It is clear that |πk(ρ)| ≤ 1. For the same reason
as in Appendix C (see there (C.6)), estimate (4.42) implies that
(4.44) 1 ≥ |πk(ρ)| ≥ C−14 δβ5 ∀k, ∀ρ ∈ Q˜l , β5 = 2N− 1 .
Let us re-normalise the vectors Uk(ρ), 1 ≤ k ≤ 2N, to vectors U˜k(ρ), where
U˜2j−1(ρ) = π−1j (ρ)U2j−1(ρ), U˜2j(ρ) = U2j(ρ).
The modified conjugating operator is U˜ = U · diag (π−11 , 1, π−12 , . . . , 1), and for its
columns – the eigen-vectors U˜j – the relations (4.43) hold with πj ≡ 1. So the
transformation U˜(ρ) is symplectic, and we still have
(4.45) U˜(ρ)−1JK˜(ρ)U˜(ρ) = L0(ρ).
In view of (4.42), (4.44) it satisfies
(4.46) ‖U˜(ρ)‖+ ‖U˜(ρ)−1‖ ≤ C5δ−β5 , ∀ρ ∈ Q˜l , ∀l .
The operator U˜ respects the decomposition (4.26) and equals a direct sum of M
symplectic transformations, acting in the spaces Y fj .
The operator JK˜(ρ) Whitney–smoothly depends on ρ ∈ Q˜l and its eigenval-
ues satisfy (4.35). Since the diagonalising transformation U˜ respects the block-
decomposition (4.26), satisfies (4.46), and since (4.35) holds for r = j and any
k1 6= k2, then the basic perturbation theory for simple eigenvalues implies that
U˜(ρ) smoothly depends on ρ and
(4.47) sup
ρ∈Q˜l
(‖∂jρU˜(ρ)‖+ ‖∂jρU˜(ρ)−1‖) ≤ Cjδ−β(j) ∀ j ≥ 0 .
The positive constants β(j) depend only on g(·),m and A. Their explicit form is
not important for us.
Since for j ≤M∗ the operator Lj(ρ) is given by the 2× 2-matrix µ(bj, ρ)J , then
its normalised eigen-vectors are t(1, i)/
√
2 and t(1,−i)/√2. So the corresponding
j-th block of the operator U˜ is
U˜(ρ) |Y fj=
1√
2
(
1 1
i −i
)
=: Υ, 1 ≤ j ≤M∗ .
Accordingly the transformation U˜ may be written as
U˜(ρ) = (Υ ⊕ · · · ⊕Υ)︸ ︷︷ ︸
M∗ terms
⊕U˜∗(ρ) ,
and similar L0(ρ) = diag{±iµ(bj, ρ)} ⊕ L0∗(ρ).
In accordance with a), b) and c), we decompose further the complex diagonal
operator L0∗ as
L0∗(ρ) = L
a(ρ)⊕ Lb(ρ)⊕ Lc(ρ).
Re-ordering the eigenvalues ±iΛj we achieve that the elliptic eigenvalues, repre-
sented in the decomposition above as the eigenvalues of La(ρ), are
(4.48) {±iΛr(ρ),M∗ < r ≤M∗∗}, M∗∗ ≤ N ,
and the eigenvalues ±iΛr, r > M∗∗, are hyperbolic (i.e., their real parts are non-
zero).
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The complex-diagonal operator La(ρ) is elliptic, and a direct sum of operators
Υ−1 transform it to a hamiltonian operator, corresponding to the real Hamiltonian
(4.49)
1
2
∑
iΛj has type a)
±Λj(ρ)(u2j + v2j ) .
The sign ± depends on the Krein signature of the pair of eigenvalues ±iΛj(ρ), see
[1]. Since the eigenvalues iΛj(ρ) in (4.10) are defined up to multiplication by ±1,
then changing the signs for some of them we achieve that all the signs in (4.49)
are “+”.13 This argument does not apply to the domains Dj∗0 as in Lemma 4.3,
where the sign of each Λj(ρ) is fixed by the agreement (4.21). But for ρ in that
domain still all the signs are plus. Indeed, for ρ in the vicinity of ρ∗ this is true by
Lemma 4.3 and (4.21). Let us take any point ρ′ ∈ Dj∗0 and consider a deformation
in Dj∗0 of any point, close to ρ∗, to ρ′. During the deformation the functions Λj
stay real and do not vanish by Lemma 4.3, so the sign remains “+”.
The operator Lb(ρ) is real-diagonal hyperbolic, and we do not touch it. Consider
the complex-diagonal hyperbolic operator Lc(ρ). It splits to a direct sum of 4-
dimensional diagonal operators, where each one has eigenvalues (±a(ρ) ± ib(ρ)),
a, b 6= 0. As we show in Appendix C, a symplectic operator (U˜a,b)−1, satisfying
the estimates (C.7), transforms this complex-diagonal hamiltonian operator to the
operator with a real Hamiltonian which is the one-half of the quadratic form (C.4).
This operator depends on ρ. In view of (4.35)
|a(ρ)|, |b(ρ)| ≥ C−1δ ∀ ρ ∈ Q˜l , ∀ l ,
and for the same reason as above the derivatives ∂jρ
(
(U˜a(ρ),b(ρ))±1
)
satisfy estimates
(4.47).
Now consider the operator
Û(ρ) =
(
Υ⊕ · · · ⊕Υ)⊕ id ⊕ (⊕
j
U˜aj(ρ),bj(ρ)
)
,
where the first direct sum in the r.h.s. acts in the sub-space, corresponding to
the eigenvalues iΛj of type a), the identity transformation acts in the sub-space,
corresponding to the eigenvalues of type b), and the last direct sum corresponds
to the eigenvalues Λj = aj + ibj of type c). The operator (Û(ρ))
−1 transforms the
complex-diagonal operator L0(ρ) to the hamiltonian operator, corresponding to a
Hamiltonian
(4.50)
1
2
M∗∑
j=1
µ(bj , ρ)
(
u2bj + v
2
bj
)
+
1
2
M∗∗∑
j=M∗+1
Λj(ρ)
(
u2bj + v
2
bj
)
+
1
2
〈K̂(ρ)ζ˜hf , ζ˜hf 〉 .
Here the vector ζ˜hf is formed by the hyperbolic components of the vector ζ˜f , and
the spectrum of the hamiltonian operator JK̂(ρ) is formed by the hyperbolic eigen-
values of the operator JK˜(ρ). The operator Û(ρ) satisfies the estimates (4.47) with
suitable exponents β(j).
The operator (Û(ρ))−1 ◦ U˜(ρ) transforms the Hamiltonian (4.27) to the Hamil-
tonian above and also satisfies the estimates (4.47) (with modified exponents β(j)).
13So, in general, the functions Λj(ρ) of type a) cannot be chosen positive.
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4.5. Final transformation. We have
(4.51) meas∪j∈JQ˜j = measDc1(2δ) ∩ (D \ X˜) = measDc1(2δ) ∩ D .
The number J does not depend on δ, but the closed domains Q˜j depend on it,
Q˜j = Q˜j(δ), and for each j,
Q˜j(δ)ր Qj as δ → 0 ,
i.e., Q˜j(δ1) ⊂ Q˜j(δ2) if δ1 > δ2, and
⋃
δ>0 Q˜j(δ) = Qj .
For any j ≤ J let us consider the operator U˜(ρ), ρ ∈ Q˜j, as in (4.45) and denote
it U˜j(ρ). Now we define the operators Û(ρ) and U(ρ), ρ ∈ ∪Q˜j , by the following
relations:
Û(ρ) = U˜j(ρ), U(ρ) = (Uˆj(ρ))
−1U˜j(ρ) if ρ ∈ Q˜j .
With an eye on the relations (4.40) and (4.51), for any β∗ > 0 and ν > 0 we
choose δ > 0 such that
(4.52) Cδβ4 = νβ∗ ,
where C and β4 are the constant and the exponent from (4.36). For convenience
we denote (see (4.44))
(4.53) c¯ =
1
β4
and cˆ = β5c¯ = (2N− 1)c¯.
The Hamiltonian (4.25) is written in the variables (r, θ, ζ˜L), where ζ˜L = (ζ˜f , ζ˜∞),
according to the decomposition L = Lf ∪ L∞. Now we decompose the variable ζ˜f
further. Namely we write
(4.54) Lf = Lef ∪ Lhf ,
and
ζ˜f = (ζ˜
e
f , ζ˜
h
f ) , where ζ˜
e
f = (ζ˜b, b ∈ Lef ), ζ˜hf = (ζ˜b, b ∈ Lhf ) ,
where the sets Lef and Lhf correspond, respectively, to the elliptic and hyperbolic
eigenvalues iΛj(ρ). The sets Lef , Lhf and the decompositions above depend on the
domain Q˜l. In particular, in view of (4.21) and (4.30)
Lhf = ∅ if ρ ∈ D10 .
Recalling that µ(bj , ρ) = Λj(ρ) if 1 ≤ j ≤M∗, we write the quadratic Hamiltonian
(4.50), where ρ ∈ ∪Q˜l, as
1
2
∑
b∈Lef
Λb(ρ)
(
u2b + v
2
b
)
+
1
2
〈K̂(ρ)ζ˜hf , ζ˜hf 〉 .
The transformation U, constructed above, acts on the variables ζ˜f . We extend
it identically to the variables (r, θ, ζ˜∞), and denote the extension (acting on the
variables (r, θ, ζ˜L)) asU⊕ id. The normal form transformation from Proposition 3.3
and the constructions, made earlier in this section, jointly yield the transformation
Φ˜ρ = Φρ ◦ Σ ◦ (U−1 ⊕ id) .
We recall that ∪j∈ JQ˜j(ν) = Dc1(2δ) ∩ D, denote Dc1(2δ) ∩ D = Q˜(ν) and sum up
properties of this transformation in the form of a normal form theorem:
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Theorem 4.6. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
admissible set A and any m /∈ C there exist real numbers β∗0, ν0, γ∗ ∈ (0, 1], c∗∗ ∈
(0, 1/2], where γ∗ depends only on g(·) and c∗∗, β∗0 and ν0 also depend on A and
m, with the following property:
For any c∗ ∈ (0, 12c∗∗] the set D = [c∗, 1]n has an algebraic subset X˜ which is a
zero-set of a polynomial of
√
ρ, depending on A,m, and for any 0 < ν ≤ ν0 and
0 < β∗ ≤ β∗0 there exists a closed semi-analytic set Q˜(ν) ⊂ D \ X˜, such that
Q˜(ν)ր (D \ X˜) as ν → 0, and
(4.55) meas(D \ Q˜(ν)) ≤ Cνβ∗ .
For ρ ∈ Q˜ = Q˜(ν) and 0 ≤ γ ≤ γ∗ there exist real holomorphic transformations
Φ˜ρ : Oγ(12 , µ) = {(r, θ, u, v)} → Tρ(ν, 1, 1, γ) , µ = c∗/2
√
2 ,
which do not depend on γ in the sense that they coincide on the smallest set set
Oγ∗(12 , µ). The transformations smoothly depend on ρ and satisfy (Φ˜ρ)∗(−idξ ∧
dη) = ν(−dr∧dθ−du∧dv). With respect to the symplectic structure −dr∧dθ−du∧dv
the transformed system has the Hamiltonian (H2+P )◦ Φ˜ρ =: Hρ (see (1.9)), where
Hρ = Ω(ρ) · r + 1
2
∑
a∈L∞
Λa(ρ)(u
2
a + v
2
a)
+
ν
2
( ∑
b∈Lef
Λb(ρ)
(
u2b + v
2
b
)
+ 〈K̂(ρ)ζ˜hf , ζ˜hf 〉
)
+ f˜(r, θ, ζ˜; ρ).
(4.56)
Here the real symmetric operator K̂(ρ) acts in a space of dimension 2|Lhf |, Lhf =
Lf \Lef . The decomposition Lf = Lef ∪Lhf depends on the component of the domain
D \ X˜ which contains ρ, and for some of these components the set Lhf is empty (so
the operator K̂(ρ) is trivial). Moreover,
i) the functions Ω and Λa, a ∈ L∞, are the same as in Proposition 3.3, and the
function f˜ satisfies
(4.57) [f˜ ]γ,D
1/2,µ,Q˜
≤ Cν−cˆβ∗ν , [f˜T ]γ,D
1/2,µ,Q˜
≤ Cν−cˆβ∗ν3/2 , µ = (c∗/2
√
2) .
The functions Λb(ρ), b ∈ Lef , are real analytic in Q˜ and
(4.58) ‖Λb‖Cr(Q˜) ≤ Crν−rc¯β∗ (r ≥ 0), ∀ ρ ∈ Q˜ .
They satisfy (4.33) and for some connected components of D\X˜ also satisfy (4.19).
ii) The operator K̂(ρ) smoothly depends on ρ ∈ Q˜ and may be diagonalised by a
complex symplectic operator Û(ρ):
Û(ρ)−1JK̂(ρ)Û(ρ) = i diag{±Λ˜j(ρ), 1 ≤ j ≤ |Lhf |} .
The eigenvalues Λ˜j(ρ) satisfy (4.58) and
(4.59) |ℑΛ˜j(ρ)| ≥ C−1ν c¯β∗ ∀ ρ ∈ Q˜ , ∀ j .
The operator Û(ρ) smoothly depends on ρ and satisfies
(4.60) sup
ρ∈Q˜
(‖∂jρÛ(ρ)‖ + ‖∂jρÛ(ρ)−1‖) ≤ Cjν−β∗β(j) , ∀ j ≥ 0 .
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Accordingly,
(4.61) sup
ρ∈Q˜
‖∂jρJK̂(ρ)‖ ≤ Cjν−β∗β
′(j) for j ≥ 0
(the exponents β(j) and β′(j) depend on m,A and j).
iii) The domains Q˜(ν) and the matrix K̂(ρ) do not depend on the component
g0 of the nonlinearity g. The constants C,C
′, C¯ etc and the factors c¯, cˆ in the
exponents in the estimates above do not depend on ν ∈ (0, ν0].
5. Proof of the non-degeneracy Lemma 4.5
Consider the decomposition (4.9) of the hamiltonian operator H(ρ). To simplify
notation, in this section we suspend the agreement that |Lrf | = 1 for r ≤ M∗,
and changing the order of the direct summands achieve that the indices r1 and r2,
involved in (4.22), are r1 = 1 and r2 = 2. For r = 1, 2 we will write elements of the
set Lrf as arj , 1 ≤ j ≤ nr, and vectors of the space Y fr as
(5.1) ζ =
(
ζarj = (ξarj , ηarj ), 1 ≤ j ≤ nr
)
=
(
(ξar1 , ηar1 ), . . . , (ξarnr , ηarnr )
)
.
Using (3.7) and abusing notation, we will regard the mapping ℓ : Lf → A also
as a mapping ℓ : Lf → {1, . . . , n}. Consider the points ℓ(a11), . . . , ℓ(a1n1) (they are
different by (4.6)). Changing if needed the labelling (3.7) we achieve that
(5.2) {ℓ(a11), . . . , ℓ(a1n1) ∋ 1 .
We write the operator Hr as Hr = iM r, where
M r(ρ) = JKr(ρ) = JKr d(ρ) + JKr n/d(ρ) =:M r d(ρ) +M r n/d(ρ) ,
and the real block-matrices M r d = i−1Hr, d, M r n/d = i−1Hr, n/d are given by
(4.3). Then {±Λrj(ρ)} are the eigenvalues of M r(ρ), and
M r d(ρ) = diag
((
µ(arj , ρ) 0
0 −µ(arj , ρ)
)
, 1 ≤ j ≤ nr
)
,
where µ(arj , ρ) is given by (4.1).
Renumerating the eigenvalues we achieve that in (4.22) (with r1 = 1, r2 = 2),
Λ1j = Λ
1
1 and Λ
2
k = Λ
2
1. As in the proof of Lemma 4.3, consider the vector ρ∗ =
t(1, 0, . . . , 0). Let us abbreviate
µ(a, ρ∗) = µ(a) ∀ a ,
where µ(a) depends only on |a| by (4.2). In view of (4.3) M r(ρ∗) = M r d(ρ∗)
and thus Λ11(ρ∗) = µ(a
1
1) and Λ
2
1(ρ∗) = µ(a
2
1), if we numerate the elements of
L1f and L2f accordingly. As in the proof of Lemma 4.3, µ(|ar1|) equals 12C∗λ−2ar1 or
−C∗λ−1ℓ(ar1)λ
−1
ar1
. Therefore the relation µ(a11) = ±µ(a21) is possible only if the sign is
“+” and |a11| = |a21|. So it remains to verify that under the lemma’s assumption
(5.3) Λ11(ρ) 6≡ Λ21(ρ) if |a11| = |a21| .
Since |a11| = |a21|, then
ℓ(a11) = ℓ(a
2
1) =: aj# ∈ A and Λ11(ρ∗) = Λ21(ρ∗) =: Λ .
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To prove that Λ11(ρ) 6≡ Λ21(ρ) we compare variations of the two functions around
ρ = ρ∗. To do this it is convenient to pass from ρ to the new parameter y = (yj)n1 ,
defined by
yj =
√
ρj , j = 1, · · · , n.
Abusing notation we will sometime write yaj instead of yj. Take any vector x =
(x1, . . . , xn) ∈ Rn, where x1 = 0 and xj > 0 if j ≥ 2, and consider the following
variation y(ε) of y∗ = (1, 0, · · · , 0):
(5.4) yj(ε) =
{
1 if j = 1,
εxj if j ≥ 2.
By (4.18), for small ε the real matrix M r(ε) := M r(ρ(ε)) (r = 1, 2) has a simple
eigenvalue Λr1(ε), close to Λ. We will show that for a suitable choice of vector x the
functions Λ11(ε) and Λ
2
1(ε) are different. More specifically, that their jets at zero of
sufficiently high order are different.
Let r be 1 or 2. We denote Λ(ε) = Λr1(ρ(ε)), M(ε) = M
r(ρ(ε)) and denote
by Md(ε) and Mn/d(ε) the diagonal and non-diagonal parts of M(ε). The matrix
Mn/d(ε) is formed by 2× 2-blocks
(5.5)(
Mn/d(ε)
)arj
ark
= C∗
yℓ(ark)yℓ(arj )
λarkλarj
((
0 1
−1 0
)
χ+(ark, a
r
j) +
(
1 0
0 −1
)
χ−(ark, a
r
j)
)
,
(note that if j = k, then the block vanishes).
For ε = 0, M(0) = M rd(0) is a matrix with the single eigenvalue Λ(0) =
µ(ar1, ρ∗), corresponding to the eigen-vector ζ(0) = t(1, 0, . . . , 0). For small ε they
analytically extend to a real eigenvector ζ(ε) of M(ε) with the eigenvalue Λ(ε), i.e.
M(ε)ζ(ε) = Λ(ε)ζ(ε) , |ζ(ε)| ≡ 1 .
We abbreviate ζ = ζ(0),M = M(0) and define similar ζ˙, ζ¨,Λ, Λ˙ . . . etc, where
the upper dot stands for d/dε. We have
(5.6) M =Md = diag
(
µ(ar1),−µ(ar1), . . . ,−µ(arnr )
)
,
(5.7) M˙d = 0 .
Since (M(ε)− Λ(ε))ζ(ε) ≡ 0, then
(5.8) (M(ε)− Λ(ε))ζ˙(ε) = −M˙(ε)ζ(ε) + Λ˙(ε)ζ(ε).
Jointly with (5.6) and (5.7) this relation with ε = 0 implies that
(5.9) (Md − Λ)ζ˙ = −M˙n/dζ + Λ˙ζ.
In view of (5.6) we have 〈(Md − Λ)ζ˙ , ζ〉 = 0. We derive from here and from (5.9)
that
(5.10) Λ˙ = 〈M˙n/dζ, ζ〉 = 0 .
Let us denote by π the linear projection π : R2nr → R2nr which makes zero the
first component of a vector to which it applies. Then Md−Λ is an isomorphism of
the space πR2nr , and the vectors ζ˙ and −M˙ζ + Λ˙ζ = M˙n/dζ belong to πR2nr . So
we get from (5.9) that
(5.11) ζ˙ = −(Md − Λ)−1M˙n/dζ ,
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where the equality holds in the space πR2nr . Differentiating (5.8) we find that
(5.12) (M(ε)− Λ(ε))ζ¨(ε) = −M¨(ε)ζ(ε)− 2M˙(ε)ζ˙(ε) + Λ¨(ε)ζ(ε) + 2Λ˙(ε)ζ˙(ε) .
Similar to the derivation of (5.10) (and using that 〈ζ, ζ˙〉 = 0 since |ζ(ε)| ≡ 1), we
get from (5.12) and (5.10) that
Λ¨ = 〈M¨ζ, ζ〉+ 2〈M˙ ζ˙, ζ〉 = 〈M¨ζ, ζ〉 + 2〈(M − Λ)−1M˙n/dζ, t(M˙)ζ〉 .(5.13)
Since for each ε and every j
d2
dε2
ρj(ε) =
d2
dε2
y2j (ε) = 2x
2
j ,
d2
dε2
y1(ε)yj(ε) = 0 ,
and since 〈M¨ζ, ζ〉 = 〈M¨dζ, ζ〉, then
(5.14) 〈M¨ζ, ζ〉 = d
2
dε2
µ(ar1, ρ(ε)) |ε=0= C∗λ−1aj#
(
3λ−1aj#x
2
j#
− 2
n∑
j=2
x2jλ
−1
aj
)
=: k1 .
Note that k1 does not depend on r.
Now consider the second term in the r.h.s. (5.13). For any a, b ∈ Lrf we see that
d
dε(yℓ(a)(ε)yℓ(b)(ε)) |ε=0 is non-zero if exactly one of the numbers ℓ(a), ℓ(b) is a1,
and this derivative equals xℓ(c), where c ∈ {a, b}, ℓ(c) 6= a1. Therefore, by (5.5),
(M˙n/dζ)arj =
C∗
λaj#
(ξoarj ,−η
o
arj
), arj ∈ Lrf ,
ξoarj =
ϕ(ar1, a
r
j)
λarj
χ−(ar1, a
r
j), η
o
arj
=
ϕ(ar1, a
r
j)
λarj
χ+(ar1, a
r
j) ,
(5.15)
where ϕ(ar1, a
r
1) = 0 and for j 6= 1
ϕ(ar1, a
r
j) =

xℓ(arj ) if j# = 1 ,
xj# if ℓ(a
r
j) = a1 ,
0 if j# 6= 1, ℓ(arj) 6= a1 .
Since χ±(ar1, a
r
1) = 0, then ξ
o
ar1
= ηoar1 = 0.
In view of (3.31), at most one of the numbers ξoarj , η
o
arj
is non-zero. By (5.15),
(5.16) ((M − Λ)−1M˙n/dζ)arj =
C∗
λaj#
(ξooarj , η
oo
arj
),
where ξooarj = η
oo
arj
= 0 if j = 1, and otherwise
ξooarj =
ϕ(ar1, a
r
j)χ
−(ar1, a
r
j)
λarj (µ(a
r
j)− µ(ar1))
, ηooarj =
ϕ(ar1, a
r
j)χ
+(ar1, a
r
j)
λarj (µ(a
r
j) + µ(a
r
1))
.
Here µ(arj) =
1
2C∗λ
−2
a1 if ℓ(a
r
j) = a1 and µ(a
r
j) = −C∗λ−1arl λ
−1
a1 if ℓ(a
r
j) 6= a1.
Similar,
(tM˙ζ)arj =
C∗
λaj#
(ξoarj , η
o
arj
),
so the second term in the r.h.s. of (5.13) equals
(5.17)
C2∗
λ2aj#
nr∑
j=2
ϕ(ar1, a
r
j)
2
λ2arj
( χ−(ar1, arj)
µ(arj)− µ(ar1)
+
χ+(ar1, a
r
j)
µ(arj) + µ(a
r
1)
)
=: k2(r) .
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Finally, we have seen that
Λr1(ρ(ε)) = Λ
1
1(ρ∗) +
1
2
ε2k1 +
1
2
ε2k2(r) +O(ε
3), r = 1, 2,
where k1 does not depend on r. Since a
r
1 ∼ arj for each r and each j (see (4.5)),
then for j > 1 at least one of the coefficients χ±(ar1, a
r
j) is non-zero. As χ
+ ·χ− ≡ 0,
then
(5.18)
χ−(ar1, a
r
j)
µ(arj)− µ(ar1)
+
χ+(ar1, a
r
j)
µ(arj) + µ(a
r
1)
6= 0 ∀ r, ∀ j > 1 .
We see that the sum, defining k2(r), is a non-trivial quadratic polynomial of the
quantities ϕ(ar1, a
r
j) if nr ≥ 2, and vanishes if nr = 1.
The following lemma is crucial for the proof.
Lemma 5.1. If the set A is strongly admissible and |a| = |b|, a 6= b, and χ+(a, a′) 6=
0, χ+(b, b′) 6= 0, or χ−(a, a′) 6= 0, χ−(b, b′) 6= 0, then |a′| 6= |b′|.
Proof. Let first consider the case when χ+ 6= 0.
We know that ℓ(a) = ℓ(b) =: aj# . Assume that |a′| = |b′|. Then ℓ(a′) = ℓ(b′) =:
aj♭ ∈ A. Denote aj# + aj♭ = c. Then c 6= 0 since the set A is admissible.
As (a, a′), (b, b′) ∈ (Lf × Lf )+, then we have |aj# − c| = |a − c| = |b − c| . As
|aj# | = |a| = |b|, then the three points aj# , a and b lie in the intersection of two
circles, one centred in the origin and another centred in c = aj# + aj♭ . Since A is
strongly admissible, then aj# ∠ c (see (1.13)). So among the three point two are
equal, which is a contradiction. Hence, |a′| 6= |b′| as stated.
The case χ− 6= 0 is similar. 
We claim that this lemma implies that
(5.19) Λ11(ρ(ε)) 6≡ Λ21(ρ(ε)) for a suitable choice of the vector x in (5.4) ,
so (5.3) is valid and Lemma 4.5 holds. To prove (5.19) we consider two cases.
Case 1: j# = 1. Then ϕ(a
r
1, a
r
j) = xℓ(arj ). Denoting
C2∗
λ2a1
x2ℓ(ar
j
)
λ2
ar
j
=: zℓ(arj ) we see that
k2(1) and k2(2) are linear functions of the variables za1 , . . . , zℓn .
i) Assume that χ−(ar1, arj) = 1 for some r ∈ {1, 2} and some j > 1. Denote
ℓ(arj) = aj∗ . Then j∗ 6= j# and
k2(r) =
zaj∗
µ(arj)− µ(ar1)
+ . . . ,
where . . . is independent from zj∗ . Now let r
′ = {1, 2} \ {r}, and find j′ such
that ℓ(ar
′
j′ ) = aj∗ . If such j
′ does not exist, then k2(r′) does not depend on zj∗ .
Accordingly, for a suitable x we have k2(r) 6= k2(r′), and (5.19) holds. If n2 = 1,
then r = 1 and r′ = 2. So j′ does not exists and (5.19) is established.
If j′ exists, then n1, n2 ≥ 2, so the set A is strongly admissible. By Lemma 5.1
χ−(ar
′
1 , a
r′
j′ ) = 0 since χ
−(ar1, a
r
j) = 1 and
(5.20) |ar1| = |ar
′
1 |, |arj | = |ar
′
j′ | .
So
k2(r
′) = zj∗
χ+(ar
′
1 , a
r′
j′ )
µ(ar
′
j ) + µ(a
r′
1 )
+ . . . .
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Since χ+ equals 1 or 0, then using again (5.20) and the fact that µ(a) only depends
on |a|, we see that k2(r) 6= k2(r′) for a suitable x, so (5.19) again holds.
ii) If χ−(ar1, a
r
j) = 0 for all j and r, then χ
+(ar1, a
r
j) = 1 for some r and j. Define
zj∗ as above. Then the coefficient in k2(r) in front of zj∗ is non-zero, while for
k2(r
′) it vanishes. This is obvious if nr′ = 1. Otherwise A is strongly admissible
and it holds by Lemma 5.1 (and since χ− ≡ 0). So (5.19) again holds.
Case 2: j# 6= 1. Then by (5.2) there exists a1j ∈ Lrf such that ℓ(arj) = a1. So
χ+(a11, a
1
j) 6= 0 or χ−(a11, a1j) 6= 0. Then ϕ(a11, a1j) = xaj# , the sum in (5.17) is
non-trivial and for the same reason as in Case 1 (5.19) holds.
This completes the proof of Lemma 4.5.
6. KAM
6.1. An abstract KAM result. We first recall the abstract KAM theorem from
[15], adapting the result and the notation to the present context. Consider a Hamil-
tonian H(r, θ, u, v; ρ) of the form (4.56). Denote
(6.1) L∞ ∪ Lef = L˜∞, Lhf = L˜f , νK̂(ρ) = H(ρ) ,
and re-denote (see(3.45))
(6.2) νΛb(ρ) =: Λb(ρ) , λa := 0 if b ∈ Lef and a ∈ Lf = Lef ∪ Lhf .
Then the Hamiltonian reads
(6.3) H = Ω(ρ)·r+1
2
∑
a∈L˜∞
Λa(ρ)(u
2
a+v
2
a)+
1
2
〈Hζ˜f , ζ˜f 〉+f(r, θ, ζ˜; ρ) , ζ˜ = (u, v) .
Assume that the parameter ρ belongs to a closed ball in Rd of a radius at most
one, which we denote D0. The Hamiltonian H is regarded as a perturbation of the
quadratic Hamiltonian
h = Ω(ρ) · r + 1
2
∑
a∈L˜∞
Λa(ρ)(u
2
a + v
2
a) +
1
2
〈H(ρ)ζ˜f , ζ˜f 〉 .
We will assume that h satisfies the following assumptions A1 – A3, depending on
constants
(6.4) δ0, c, β > 0, s∗ ∈ N ,
where c is such that the set A is contained in the ball {|a| ≤ c.
For a ∈ L˜f ∪ L˜∞ ∪ {∅} we define
(6.5) [a] =

L˜f if a ∈ L˜f ,
Lef ∪ {b ∈ L∞ : |b| ≤ c} if a ∈ Lef or a ∈ L∞ and |a| ≤ c ,
{b ∈ L∞ | |b| = |a|} if a ∈ L∞ and |a| > c ,
{∅} if a = ∅ .
Hypothesis A1 (spectral asymptotic.) For all ρ ∈ D0 we have
(a) |Λa| ≥ δ0 ∀ a ∈ L˜∞;
(b) |Λa − |a|2| ≤ c〈a〉−β ∀ a ∈ L˜∞;
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(c) ‖(JH(ρ))−1‖ ≤ 1δ0 , ‖(Λa(ρ)I − iJH(ρ))−1‖ ≤ 1δ0 ∀ a ∈ L˜∞ ;
(d) |Λa(ρ) + Λb(ρ)| ≥ δ0 for all a, b ∈ L˜∞;
(e) |Λa(ρ)− Λb(ρ)| ≥ δ0 if a, b ∈ L˜∞ and [a] 6= [b].
Hypothesis A2 (transversality). For each k ∈ Zn \ {0} and every vector-function
Ω′(ρ) such that |Ω′ − Ω|Cs∗(D) ≤ δ0 there exists a unit vector z = z(k) ∈ Rn,
satisfying
(6.6) |∂z〈k,Ω′(ρ)〉| ≥ δ0 ∀ ρ ∈ D0.
Besides the following properties (i)-(iii) hold for each k ∈ Zn \ {0}:
(i) For any a, b ∈ L˜∞ ∪ {∅} such that (a, b) 6= (∅, ∅), consider the following
operator, acting on the space of [a]× [b]-matrices 14
L(ρ) : X 7→ (Ω′(ρ) · k)X ±Q(ρ)[a]X +XQ(ρ)[b] .
Here Q(ρ)[a] is the diagonal matrix diag{Λa′(ρ) : a′ ∈ [a]}, and Q(ρ)[∅] = 0. Then
either
(6.7) ‖L(ρ)−1‖ ≤ δ−10 ∀ ρ ∈ D0 ,
or there exists a unit vector z such that
|〈v, ∂zL(ρ)v〉| ≥ δ0 ∀ ρ ∈ D0 ,
for each vector v of unit length.
(ii) Denote m = 2|L˜f | and consider the following operator in Cm, interpreted as
a space of row-vectors:
L(ρ, λ) : X 7→ (Ω′(ρ) · k)X + λX + iXJH(ρ) .
Then
‖L−1(ρ,Λa)‖ ≤ δ−10 ∀ ρ ∈ D0, a ∈ L˜∞ .
(iii) For any a, b ∈ L˜f ∪{∅} such that (a, b) 6= (∅, ∅), consider the operator, acting
on the space of [a]× [b]-matrices:
L(ρ) : X 7→ (k · Ω′(ρ))X − iJH(ρ)[a]X + iXJH(ρ)[b]
(the operator H(ρ)[a] equals H if a ∈ L˜f and equals 0 if a = ∅, and similar with
H(ρ)[b]). Then the following alternative holds: either L(ρ) satisfies (6.7), or there
exists an integer 1 ≤ j ≤ s∗ such that
(6.8) |∂j
z
detL(ρ)| ≥ δ0‖L(ρ)‖dim−1Cj(D0) ∀ ρ ∈ D0 .
Here dim= (dim L˜f )2 if a, b ∈ L˜f and dim= dim L˜f if a or b is the empty set.
Hypothesis A3 (a Melnikov condition). There exist τ > 0, ρ∗ ∈ D0 and C > 0
such that
(6.9) |〈k,Ω(ρ∗)〉− (Λa(ρ∗)−Λb(ρ∗))| ≥ C|k|−τ ∀ k ∈ Zn, k 6= 0, if a, b ∈ L˜∞ \ [0]
(cf. (6.5)).
14so if b = ∅, this is the space C[a].
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Recall that the domains Oγ(σ, µ) and the classes T γ,D(σ, µ,D0) were defined at
the beginning of Section 3. Denote
χ = |∂ρΩ(ρ)|Cs∗−1 + sup
a∈L˜∞
|∂ρΛa(ρ)|Cs∗−1 + ‖∂ρH‖Cs∗−1 .
Consider the perturbation f(r, θ, ζ; ρ) and assume that
ε = [fT ]γ,Dσ,µ,D0 <∞ , ξ = [f ]
γ,D
σ,µ,D0 <∞ ,
for some γ, σ, µ ∈ (0, 1]. We are now in position to state the abstract KAM theorem
from [15]. More precisely, the result below follows from Corollary 3.7 of that work.
Theorem 6.1. Assume that Hypotheses A1-A3 hold for ρ ∈ D0. Then there exist
ε0, κ, β¯, C > 0 such that if for a suitable ℵ > 0 we have
(6.10) χ, ξ = O(δ1−ℵ0 ) and ε ≤ ε0δ1+κℵ0 =: ε∗ ,
then there is a Borel set D′ ⊂ D0 with meas(D0 \ D′) ≤ Cεβ¯, and for all ρ ∈ D′
the following holds:
There exists a Cs∗-smooth mapping
F : O0(σ/2, µ/2)×D′ → O0(σ, µ) , (r, θ, ζ˜; ρ) 7→ Fρ(r, θ, ζ˜) ,
defining for ρ ∈ D′ real holomorphic symplectomorphisms Fρ : O0(σ/2, µ/2) →
O0(σ, µ), satisfying for any x ∈ O0(σ/2, µ/2), ρ ∈ D′ and |j| ≤ 1 the estimates
(6.11) ‖∂jρ(Fρ(x)− x)‖0 ≤ C
ε
ε∗
, ‖∂jρ(dFρ(x)− I)‖0,0 ≤ C
ε
ε∗
,
such that
(6.12) H ◦ Fρ = Ω˜(ρ) · r + 1
2
〈ζ, A(ρ)ζ〉 + g(r, θ, ζ; ρ)′.
Here
(6.13) ∂ζg = ∂rg = ∂
2
ζζg = 0 for ζ = r = 0 ,
Ω˜ = Ω˜(ρ) is a new frequency vector satisfying
(6.14) ‖Ω˜− Ω‖Cs∗ ≤ Cδ1+ℵ0 ,
and A : L× L →M2×2(ρ) is an infinite real symmetric matrix, belonging to MD0 .
It is of the form A = Af ⊕A∞, where
(6.15) ‖∂αρ (Af (ρ)−H(ρ))‖ ≤ Cδ1+ℵ0 , |α| ≤ s∗ .
The operator A∞ is such that (A∞)ba = 0 if [a] 6= [b] (see (6.5)), and all eigenvalues
of the hamiltonian operator JA∞ are pure imaginary.
The exponent β¯ and the constants ε0 and κ depends only on A, τ , s∗ and dim L˜f
(note that they do not depend on the radius of the ball D0). The constant C does
not depend on δ0,ℵ, nor on the domain D0.
So for ρ ∈ D′ the torus Fρ
({0}×Tn×{0}) is invariant for the hamiltonian system
with the Hamiltonian H(·; ρ) given by (6.3), and the hamiltonian flow on this torus
is conjugated by the map Fρ with the linear flow, defined by the Hamiltonian (6.12)
on the torus ({0} × Tn × {0}).
Next we show that Theorem 6.1 applies to the Hamiltonian (4.56). To state the
corresponding result we recall that in Theorem 4.6, assuming that m /∈ C , we put
the beam equation to the normal form (4.56) when ρ belongs to the closed domain
Q˜(ν) ⊂ D = [c∗, 1]n and 0 < ν ≤ ν0. The domain Q˜(ν) was constructed in Section 4
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as the union Q˜(ν) = ∪ Jj=1Q˜j(ν), where J does not depend on the small parameter
ν and any domain Q˜j(ν) lies in the corresponding connected component Qj of the
set D \ X˜. The domains Q˜j(ν) grow when ν decays and satisfy (4.55).
Let us define
(6.16) Dν =
{
Q˜(ν) if A is strongly admissible,
Q˜(ν) ∩D10 if not
(see (4.13)). We notice that Dν ⊂ Dν′ for ν ≥ ν′.
Theorem 6.2. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
admissible set A and any m /∈ C, may be found a real number c∗∗ ∈ (0, 1/2],
depending on g(·), A and m, such that for any c∗ ∈ (0, 12c∗∗] there exist β∗0, ν0 ∈
(0, 1], depending on g(·), A, m and c∗, with the following property:
For any closed ball D0 ⊂ Dν0 ⊂ D = [c∗, 1]n and any ν ≤ ν0, β∗ ≤ β∗0 there exist
a Borel set D˜0ν ⊂ νD0 ⊂ νD = [c∗ν, ν]n, depending on ν, g(·), c∗,A,m,D0 and
satisfying
(6.17) meas(D0 \ D˜0ν) ≤ Cνβ¯+n , β¯ > 0 ,
a C1-mapping U : Tn×D˜0ν → Y ZdR0 = Y AR0 ×Y LR0 , analytic in the first argument
and satisfying
(6.18)
∥∥∥U(θ, I)− (√Ieiθ,√Ie−iθ, 0)∥∥∥
0
≤ Cν1−c1β∗ ,
and a C1-smooth vector function ω′ : D˜0ν → Rn, satisfying
(6.19) ω′(I) = ω +M I +O(|I|1+c2β∗) ,
where the matrix M is given in (3.44), such that
i) for I ∈ D˜0ν and θ ∈ Tn the curve
(6.20) t 7→ U(θ + tω′(I), I)
is a solution of the beam equation (1.8). Accordingly, for each I ∈ D˜0ν the analytic
torus U(Tn × {I}) is invariant for equation (1.8).
ii) The solution (6.20) is linearly stable if and only if the operator K̂(ρ) in
the normal form (4.56) is trivial (equivalently if the hamiltonian operator iJK(ρ),
corresponding to the Hamiltonian (3.47), is elliptic), and this stability does not
depend on ρ ∈ D˜0ν . In particular, this happens if in (6.16) |A| = 1 or d = 1, or if
ρ ∈ Q˜ ∩ D10.
The constants c1, c2 and C and the exponent β¯ depend on A, m, c∗ and g(·), but
not on the ball D0 ⊂ Dν0 .
6.2. Proof of Theorem 6.2. In this section we denote by C,C1 etc and c, c1 etc
various constants, depending only on g(·),m,A (not on D0 or ν).
First we verify that the Hypotheses A1-A3 of Theorem 6.1 are satisfied uniformly
for ρ ∈ Dν (see (6.16)) and ν ≤ ν0, where ν0 is defined in Theorem 4.6:
Proposition 6.3. There exists a zero-measure Borel set C ⊂ [1, 2] such that for
any admissible set A and any m /∈ C, may be found a real number c∗∗ ∈ (0, 1/2],
depending on g(·), A and m, such that for any c∗ ∈ (0, 12c∗∗] there exists ν0, β∗0 ∈
(0, 1], depending on g(·), A, m and c∗, with the following property:
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For 0 < ν ≤ ν0 and 0 < β∗ ≤ β∗0 the system (4.56) with the notation (6.1), (6.2)
satisfies the Hypotheses A1-A3 of Theorem 6.1 for all ρ ∈ Dν ⊂ [c∗, 1]n, where
(6.21) δ0 = ν
1+β∗α , c = 2max{〈a〉3, a ∈ A}, β = 2 , s∗ = 4 |L˜f |2
with some
(6.22) α > (c¯+ β(0)) .
The constant c¯ and β(0) are defined in Theorem 4.6, they depend only on m, g(·)
and A.
Proof. We will check the validity of the three hypotheses.
First we note that using (3.45), (2.4), (4.12), (4.33) and (4.52) we get
(6.23) 12+
1
2 |a|2 ≤ Λa ≤ 2|a|2+1 , |Λa−λa|Cs(D0) ≤ C3ν|a|−2 ∀ s , ∀ a ∈ L∞ ,
(6.24) C1ν
1+c¯β∗ ≤ |Λa| ≤ C2ν ∀ a ∈ Lef
(we recall (6.2)). The function Ω(ρ) ∈ Rn is defined in (3.44), so
(6.25) Ω(ρ) = ω + νMρ, detM 6= 0 ,
and H is a symmetric real linear operator in the space Y f (cf (3.46)). Its norm
satisfies
(6.26) ‖H(ρ)‖ ≤ Cν1−β∗β′(0) ,
see Theorem 4.6.ii).
Hypothesis A1. Relations (a) and (b) immediately follow from (6.23), (6.24) and
(6.22)
To prove (c) note that the operator Û conjugates JH and (ΛaI − iJH) with
diagonal operators with the eigenvalues ±iΛhj (ρ) and Λa(ρ) ± Λhj (ρ), respectively.
By (6.24) and (4.59) the norms of the eigenvalues are≥ C−1ν1+c¯β∗ . Since the norms
of Û and its inverse are bounded by (4.60), then the required estimate follows by
(6.22).
Condition (e) follows from (6.23), (6.24) and (6.5).
Now consider (d).15 If a ∈ L and b ∈ L∞, then again the relation follows from
(6.23) and (6.24). Next, let a, b ∈ Lf . Let us write Λa and Λb as Λjr and Λkm,
j ≤ k. If j = k, then the condition follows from (4.35), (4.52) (from (4.33) if
m = r). If j ≤ M∗ < k, then it again follows from (4.35). If j, k ≤ M∗, then
Λjr = Λ
j
1 = µ(bj , ρ) and Λ
k
m = µ(bm, ρ), so the relation follows from (4.34). Finally,
let j, k > M∗. Then if the set A is strongly admissible, the required relation follows
from (4.35), while if ρ ∈ D10 , then it follows from (4.19).
Hypothesis A2. By (6.25), ∂zΩ(ρ) = νMz. Choosing
(6.27) z =
tMk
|tMk|
and using that |Ω′ − Ω|Cs∗ ≤ δ0 we achieve that ∂z〈k,Ω′(ρ)〉 ≥ Cν, so (6.6) holds.
To verify (i) we restrict ourselves to the more complicated case when a, b 6= ∅.
Then L(ρ) is a diagonal operator with the eigenvalues
λkab := 〈k,Ω′(ρ)〉+ Λa(ρ)± Λb(ρ) a ∈ [a], b ∈ [b] .
15This is the only condition of Theorem 6.1 which we cannot verify for any domain D˜j without
assuming that the set A is strongly admissible.
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Clearly
|λkab − (〈k, ω〉+ λa ± λb)| ≤ Cν|k|
(we recall (6.2)). Therefore by Propositions 2.6 and 2.7 the first alternative in (i)
holds, unless
(6.28) |k| ≥ Cν−c
for some (fixed) c > 0. But if we choose z as in (6.27), then ∂zL(ρ) becomes a
diagonal matrix with the diagonal elements bigger than |tMk| − Cν|k| − C1ν. So
if k satisfies (6.28), then the second alternative in (i) holds.
To verify (ii) we write L(ρ,Λa) as
L = (〈k,Ω′〉+ Λa(ρ))I + iνJHh0 .
The transformation Û conjugates L with the diagonal operator with the eigenvalues
λkaj =: 〈k,Ω′〉+Λa(ρ)± νiΛhj . In view of (4.59), |λkaj | ≥ |ℑλkaj | ≥ C−1ν1+c¯β∗ . This
implies (ii) by (6.22).
It remains to verify (iii). As before, we restrict ourselves to the more complicated
case a, b ∈ L˜f . Let us denote
λ(ρ) := 〈k,Ω′(ρ)〉 = 〈k, ω〉+ ν〈k,Mρ〉+ 〈k, (Ω′ − Ω)(ρ)〉 ,
and write the operator L(ρ) as
L(ρ) = λ(ρ)I + L0(ρ) , L0(ρ)X = [X, iJH(ρ)] .
In view of (6.26),
(6.29) ‖L0‖Cj ≤ Cjν1−cjβ∗ for j ≥ 0 .
Now it is easy to see that if |〈k, ω|〉 ≥ C(ν1−c0β∗ + ν|k|) with a sufficiently big C,
then the first alternative in (iii) holds.
So it remains to consider the case when
(6.30) |〈k, ω〉| ≤ C(ν1−c0β∗ + ν|k|) .
By Proposition 2.6 the l.h.s. is bigger than κ|k|−n2 . Assuming that β∗0 ≪ 1, we
derive from this and (6.30) that
(6.31) |k| ≥ Cν−1/(1+n2) .
In view of (6.29)-(6.31), again if β∗0 ≪ 1, we have:
(6.32) |λ(ρ)| ≤ Cν(ν−c0β∗ + |k|) ≤ C1ν|k| ,
(6.33) |(∂ρ)jλ(ρ)| ≤ Cj |k|δ0, 1 ≤ j ≤ s∗ ,
(6.34) ‖L‖Cj ≤ Cν(ν−cjβ∗ + |k|) + Cj |k|δ0 .
Denote detL(ρ) = D(ρ). Then
D(ρ) =
∏
j,k∈Lhf
∏
σ1,σ2=±
(λ(ρ) + σ1νΛ
h
j (ρ)− σ2νΛhk(ρ)) .
Choosing z as in (6.27) we get
∂zλ(ρ) ≥ C−1|k|ν − |k|δ0 ≥ 1
2
C−1|k|ν .
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In view of (6.32), (6.33) and (6.29) this implies that
|∂zλ| & |λ(ρ)|, |∂zλ| ≫ |(∂ρ)jλ(ρ)|, |∂zλ| ≫ |(∂ρ)jL0| .
Let us denote 2 |L˜f | = m; then s∗ = m2. Chose in (6.8) j = s∗ = m2. Then
∂s∗
z
D(ρ) is a small perturbation of (∂zλ(ρ))
m2 since the latter is the leading term
of the former: all other terms, forming ∂s∗
z
D(ρ), are much smaller. So we get that
|∂s∗
z
D(ρ)| ≥ C−11 (|k|ν)m
2
.
In the same time, in view of (6.34) the r.h.s. of (6.8) is bounded from above by
Cmδ0(ν
(m2−1)(1−cjβ∗) + νm
2−1|k|m2−1) .
This implies (6.8), if
(|k|ν)m2ν−1−β∗α ≥ C1Cm((|k|ν)m
2−1 + ν(m
2−1)(1−cjβ∗))
which is achieved as soon as β∗0 ≤ m2cj(1+m2)(m2−1) since α is positive.
Hypothesis A3. The required inequality follows from Proposition 2.7 since the
divisor, corresponding to (6.9) where a, b 6∈ Lf , cannot be resonant. 
Now we will use Proposition 6.3 to derive Theorem 6.2 from Theorem 6.1.
Let us take γ∗, µ, σ = 12 and cˆ > 0 as in the Theorem 4.6 (see also (4.53)),
and take α, β∗0, ν0 > 0 and δ0 = ν1+β∗α as in Proposition 6.3. Since ν ≤ ν0,
then D0 ⊂ Dν0 ⊂ Dν and the proposition applies. So the Hypotheses A1-A3
of Theorem 6.1 are fulfilled, and to show that the theorem is applicable to the
Hamiltonian (4.56) with ρ ∈ D0 we have to verify that the quantities χ, ξ and ε
meet the relation (6.10). To do this let us write the estimates (4.57) as
ξ := [f˜ ]γ,Dσ,µ,D0 ≤ Cν1−cˆβ∗ , ε := [f˜T ]
γ,D
σ,µ,D0 ≤ Cν3/2−cˆβ∗ ,
and note that trivially χ ≤ Cν1−β∗β′(s∗). This implies (6.10), written as,
χ ≤ Cδ1−ℵ0 , ξ ≤ Cδ1−ℵ0 , ε ≤ ε0δ1+κℵ0 =: ε∗ ,
if ν0 is sufficiently small and
(6.35)
α+ β′(s∗)
1 + β∗α
β∗ ≤ ℵ , α+ cˆ
1 + β∗α
β∗ ≤ ℵ , ℵ < 1/2− β∗α− cˆβ∗
κ(1 + β∗α)
.
Let us chose
(6.36) α = 2(c¯+ β(0)) , ℵ = 4nβ∗
(
α+ cˆ+ β′(s∗) + β′(0)
)
= β∗c˜ .
Then (6.22) and (6.35) hold if β∗0 is sufficiently small, and the relations (6.10) are
fulfilled.
Now we apply Theorem 6.1 to the Hamiltonian H˜ρ with ρ ∈ D0. We get that
there exist positive constants β¯, C1 with the property that for 0 < β∗ ≤ β∗0 and
0 < ν ≤ ν0 there exist a Borel set D′ ⊂ D0, satisfying
meas(D0 \ D′) ≤ C1εβ¯ ≤ C1ν(3/2−cˆβ∗)β¯ ≤ Cνβ¯ ,
and a Cs∗ -smooth mapping F : O0(1/4, µ/2)×D′→ O0(1/2, µ) such that for ρ ∈ D′
(6.37) Hρ ◦ Fρ = ω′(ρ) · r + 1
2
〈ζ, A(ρ)ζ〉 + g(r, θ, ζ; ρ),
where ∂ζg = ∂rg = ∂
2
ζζg = 0 for ζ = r = 0. As a consequence, the torus Fρ({0} ×
Tn × {0}) is invariant for the Hamiltonian Hρ, and the the mapping Fρ linearises
KAM FOR THE NONLINEAR BEAM EQUATION 53
the hamiltonian flow on this torus, i.e. solutions of the hamiltonian equation on
the torus read Fρ(0, θ0 + tΩ˜(ρ), 0), θ0 ∈ Tn. So, setting D˜ν0 := νD′, D˜ν0 = {I}, we
have meas(νD0 \ D˜ν0) ≤ C1νβ¯+n , and defining the mapping U as
U : Tn × D˜ν0 → Y ZdR0 , U(θ, I) = Φ˜ρ ◦ Fρ(0, θ, 0) with ρ = ν−1I ,
where Φ˜ρ is the mapping from Theorem 4.6, we obtain that the curve (6.20) is a
solution of (1.8). As Fρ is close to the identity (see (6.11)), we deduce that
(6.38) dist(Fρ(0, ·, 0)(Tn), T nI ) ≤ C
ε
ε∗
≤ Cν 32−cˆβ∗−(1+β∗α)(1+2κℵ) ≤ Cν 12−c♭β∗
with c♭ = (2 + 3κ)c˜. In particular, the torus Fρ(0, ·, 0)(Tn) lies in the domain
Tρ(ν, 1, 1, 0). In view of (6.13) it is invariant for the beam equation (1.8). Recall
that
Φ˜ρ = Φρ ◦ Σ ◦ (U−1 ⊕ id) ,
where U−1 ⊕ id only moves the Lf -variables and satisfies (4.46), Σ is the change
from the complex to the real variables and Φρ satisfies (3.39). Combining (3.39),
(4.46) and (6.38) we get that∥∥∥U(I, θ)A − (√Ieiθ,√Ie−iθ)∥∥∥ ≤ C ν 12 ν−cˆβ∗ ν 12−cˆ♭β∗ = C ν1−(cˆ+c♭)β∗
where U(I, θ) = (U(I, θ)A, U(I, θ)L) ∈ Y ZdR0 = Y AR0 × Y LR0 , and (
√
Ieiθ,
√
Ie−iθ)
stands for the vector
(
(ξa, ηa), a ∈ A
)
, ξa ≡ η¯a, as in (3.9).
Similarly we verify using (3.38), (4.46) and (6.11) that∥∥U(I, θ)L∥∥
0
≤ C ν1−(cˆ+c♭)β∗ .
This proves (6.18) with c1 = cˆ+ c♭. On the other hand (6.14) leads to
‖Ω− Ω′‖C1 ≤ Cν(1+β∗α)(1+ℵ) ≤ Cν1+c2β∗
with c2 = c˜+ 2(c¯+ β(0)). Thus defining ω
′(I) = Ω′(ν−1I) and using (3.44) we get
|ω′(I)− ω −M I| ≤ Cν1+c2β∗ .
Finally, since in Theorem 6.1 the infinite real symmetric matrix A is of the form
A = Af ⊕A∞, where
Af (ρ) = νK̂(ρ) +O(δ
1+ℵ
0 ) = νK̂(ρ) +O(ν
(1+β∗α)(1+ℵ))
and A∞ is a block–diagonal matrix such that all eigenvalues of the hamiltonian
operator JA∞ are pure imaginary (see (6.15)), then the linear stability of the
constructed invariant torus U(Tn×{I}) is determined by the stability of the matrix
Af (ρ), ρ = ν
−1I. If the set Lhf is not trivial, then by (4.59) the operator JK̂ admits
an eigenvalue whose real part is larger than ν c¯β∗ . Let us denote νβ∗β
′(0)JK̂ = L1,
ν−1+β∗β
′
0JAf = L2 (β
′(0) is defined in (4.61)). Then
i) ‖L1‖ ≤ C by (4.61),
ii) L1 has an eigenvalues whose real part is ≥ νβ∗(c¯+β′(0)),
iii) ‖L1 − L2‖ ≤ Cν−1+β∗β′(0)δ1+ℵ0 ≤ Cνℵ.
By i), iii) and Lemma C.2 the distance between the spectra of the operators L1 and
L2 is bounded by Cν
ℵ/2n ≤ Cν2β∗(cˆ+β′(0)) where we used (6.36). Then in view of
ii) the operator L2 has an eigenvalue with a nontrivial real part. Accordingly, the
hamiltonian operator JAf is unstable.
54 L. HAKAN ELIASSON, BENOIˆT GRE´BERT, AND SERGEI B. KUKSIN
6.3. Proofs of Theorems 1.5 and 1.4. Everywhere in this section “ball” means
“closed ball”. Let us fix β∗ > 0 small enough so that Theorem 6.2 applies on any
ball D0 ⊂ Dν (see (6.16)) with ν ≤ ν0.
We start with a construction which allows to apply Theorem 6.2 to prove the two
theorems. For any γ > 0 let us find ν′ ≡ ν′(β∗) > 0 so small that
(6.39)
J∑
j=1
meas(Qj \ Q˜j(ν′)) ≤ 1
4
γ
∑
measQj =
1
4
γmeasD
(see (4.29) and (4.40)). Since each Q˜ν is a component of a closed semi-analytic
set, then its interior Int Q˜ν has the same measure as the set itself. By the Vitali
theorem we can find a countable family of non-intersecting balls in Int Q˜ν such that
their union feel up this domain up to a zero-measure set. Therefore in Q˜j(ν
′) exist
Nj = Nj(γ) non-intersecting balls B
1
j , . . . , B
Nj
j , B
r
j = B
r
j (γ), such that
(6.40) meas
(
Q˜j(ν
′) \ ∪Njr=1Brj
) ≤ 1
4 J
γmeas(Qj) , j = 1, . . . , J .
Note that ∪Njr=1Brj ⊂ Q˜j(ν) if ν ≤ ν′.
Now to each ball Brj and every ν ≤ ν′ we apply Theorem 6.2 to construct a set
(Brj )
′(ν), corresponding to the tori, persisting in the perturbed equation, and for
each j find νj ∈ (0, ν′] such that
(6.41) meas
( ∪Njr=1 Brj (γ) \ ∪Njr=1(Brj )′(γ, ν)) ≤ 14 Jγmeas(Qj) if ν ≤ νj .
This νj depends on Nj .
Proof of Theorem 1.5. Let us consider the domains Ql ⊂ D10 . They correspond to
l ≤ J1, see (4.30), and feel in D10 up to a set of zero measure. Since c∗ ≤ 12c∗∗ ≤ 1/4,
then
(6.42) D10 ⊂ {ρ | 12 ≤ ‖ρ‖ ≤ 2} , measD10 ≥ 12cn∗∗ > 0 .
Next in the construction above we choose γ = 1/2, find the corresponding ν0 =
min(ν1, · · · , νJ1) > 0 and for ν ≤ ν0 construct the sets (Blr)′(1/2, ν), l ≤ J1, r ≤ Nl.
Denote by B(ν) their union, and denote Dν = νB(ν) ⊂ [0, ν]n. Now we set
J = ∪∞j=0Dν(j) , ν(j) = 5−jν0 .
In view of (6.42), J is a disjoint union of Borel sets. Since by (6.39)-(6.41) meas(D10\
B(ν(j)) ≤ 38 measD10 and J∩ [0, ν(j)]n ⊃ Dν(j) = ν(j)B(ν(j)), we see that the lim inf
in (1.23) is ≥ 38 measD10 . So J has a positive density at the origin.
Now we define the mapping U : Tn × J→ Y R by the relation
U |ν(j)(Br1)′(1/2,ν(j))= Uν
(j),(Br1)
′(1/2,ν(j)) ∀ r ≤ N1, j ≥ 0 ,
where Uν
(j),(Br1)
′(1/2,ν(j)) is the mapping from Theorem 6.2, corresponding to ν =
ν(j) and D0 = Br1 , and define the mapping ω′ : J→ Rn similarly.
These maps obviously are continuous. Since for any vector I ∈ Dν(j) ⊂ J the
norm of I is equivalent to ν(j), then by Theorem 6.2 the maps satisfy all assertions
of Theorem 1.5, apart from those related to the triviality of the hyperbolic operator
JK. If d = 1 or |A| = 1, then JK = 0 by Examples 4.1 and 4.2. Examples of
non-trivial operators JK (when d ≥ 2 and |A| ≥ 2) are given in Appendix B. So
Theorem 1.5 is proved.
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Proof of Theorem 1.4. Since now the set A is strongly admissible, then Theorem 6.2
applies to every ball in every domain Q˜j(ν), j ≤ J. For any γ > 0 let us chose
c∗ = c∗(γ) such that meas([0, 1]n \D) ≤ 14γ. Next for each j ≤ J we find νj = νj(γ)
and the collection of balls {Brj (γ), r ≤ Nj} and sets {(Brj )′(γ, ν), r ≤ Nj, ν ≤ νj}
as in (6.40), (6.41). Denote
(6.43)
ν(γ) = min{νj(γ), j ≤ J} , B(γ, ν) = ∪ Jj=1 ∪Njr=1 (Brj )′(γ, ν) , 0 < ν ≤ ν(γ) .
Note that ν : (0, 1] → (0, 1], γ 7→ ν(γ), is a non-increasing function which goes to
zero with γ. From (6.39), (6.40), (6.41) we have
(6.44) meas([0, 1]n \ B(γ, ν)) ≤ 1
4
γ +
J∑
j=1
meas(Q˜j \ ∪r(Brj )′(γ, ν)) ≤
3
4
γ ,
for any ν ≤ ν(γ).
Let νk = 2
−k, k ≥ 1, and let {γk} be a non-increasing sequence of positive
numbers, converging to zero so slowly that ν(γk) ≥ νk. For k ≥ 1 denote
Kk = [0, νk]
n , Γk = ∂Kk+1 ∩ (0, νk)n
(Γk lies in the interior of Kk). Let Ok be an ε-vicinity of Γk in Kk (ε > 0) so small
that measOk ≤ 14γkνnk . For every k let Bk = νkB(γk, νk) ⊂ Kk . Then
(6.45) meas(Kk \ Bk) ≤ 3
4
γkν
n
k .
Finally, we set
J(m,A) = ∪∞k=1
(Bk \ (Ok ∪Kk+1)) .
This is a disjoint union of Borel sets, and we derive from (6.45) that J(m,A) has
density one at the origin.
To construct the mappings U : Tn × J(m,A)→ Y R and ω′ : J(m,A)→ Rn, for
each k ≥ 1 we define them on the sets νk(Brj )′(γk, νk), forming the set Bk, using
Theorem 6.2. We do this exactly as above, when proving Theorem 1.5. Next we
restrict the maps to the sets Bk \ (Ok ∪Kk+1), forming J(m,A). Our construction
implies that the mappings are continuous. The estimates (1.24) and (1.25) with
suitable constants C, c follow from Theorem 6.2, if we note that for I ∈ Kk \Kk+1
the norm of I is equivalent to νk, provided that γk → 0 sufficiently slow.
The analysis of the linear stability of the constructed solutions is the same as
before. This proves Theorem 1.4.
Remark 6.4. Let A ⊂ Zd be an admissible set. The Hypothesis A1(d) is the only
assumption of Theorem 6.1 which we cannot verify for the Hamiltonian (4.25) and
all domains Q˜j if d ≥ 3. Accordingly, if under the assumptions of Theorem 1.5 the
Hypothesis A1(d) holds for all ρ ∈ Q˜j and every j, then the assertion of Theorem 1.4
is true for this A. Similar, if the Hypothesis A1(d) holds for some domain Q˜j , then
the assertion of Theorem 6.2 is valid for any ball D0 ⊂ Q˜j .
If for ρ ∈ Qj the operator K̂ is non-trivial and the assertion of Theorem 6.2 holds
for balls D0 ⊂∈ Qj (e.g. the set A is strongly admissible), then the constructed
KAM-solutions are linearly unstable. In this case the set J in Theorem 1.5 contains
a subset Jh (corresponding to the scaling of the component Q˜j), having positive
density at the origin, filled in with linearly unstable KAM-solutions.
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7. Conclusions.
The set A(d,A) = U(Tn × J), where A ⊂ Zd is an admissible set and U and J
are constructed in Theorems 1.5, 1.4, is invariant for the beam equation (written in
the form (1.8)), and is filled in with its time-quasiperiodic solutions. The assertion
ii) of Theorem 1.5 implies that the Hausdorff dimension of this set equals 2n. Now
let
A = ∪A⊂ZkA(d,A) .
This set is formed by time-quasiperiodic solutions of (1.1) and has infinite Hausdorff
dimension. For d = 1 it is linearly stable. But for d ≥ 2 some solutions, forming
the set (e.g. those, corresponding to |A| = 1) are linearly stable, while in view of
the examples in Appendix B some others with |A| ≥ 2 are linearly unstable.
For d ≥ 2 the unstable parts of the sets A creates around them some local
instabilities. It is unclear for us wether these instabilities have anything to do
with the phenomenon of the energy cascade to high frequencies, predicted by the
theory of wave turbulence for small-amplitude solutions of space-multidimensional
hamiltonian PDEs. The linear instability of solutions and the energy cascade to
high frequencies on various time-scales are now topics of major interest for the
nonlinear PDE community, e.g. see in [11].
We note that the fact that KAM-solutions of high dimensional PDEs may be
linearly unstable is not new: in [20] the instability of some KAM-solutions for the 2d
cubic NLS equation was observed (see there Remark 1.1), while in [30, 31] algebraic
reasons for the instability of KAM-solutions for multidimensional NLS equations
were discussed.
Our study of the beam equation (1.1) leads to several natural questions. One is
to find a sufficient condition for an admissible set A ⊂ Zd, such that d, |A| ≥ 2, to
guarantee that the hamiltonian operator JK̂(ρ) in Theorem 1.3 is non-trivial for
ρ in some component Q˜l of the set Q˜ (we recall that for some components of Q˜ it
always is trivial). Cf. Remark 1.6.4).
If for some A this property is fulfilled and the assertion of Theorem 1.4 holds
(e.g. the set A is strongly admissible), then by Remark 6.4 the set J has a subset
Jh, having positive density at the origin, such that for ρ ∈ Jh the corresponding
KAM-solutions of eq. (1.1) are linearly unstable.
Another question is to study the persistence of small-amplitude linear solutions
(1.5) in the beam equation (1.1) for the case when the set A is not admissible.
A third question concerns the role of the Hypothesis A1(d) in Section 6.1. In
the notation of that section, do the majority of the invariant tori Tn×{0}× {0} of
the Hamiltonian h persist as invariant tori for the Hamiltonian H , if the condition
A1(d) is violated and Λa + Λb ≡ 0 for some a, b ∈ L˜∞?
We recall that the condition A1(d) is the only one which we can check for strongly
admissible sets A, but not for admissible.
Appendix A. Proof of Lemma 3.2
For any γ ≥ 0 let us denote by Zγ the space of complex sequences v = (vs, s ∈ Zd)
with finite norm ‖v‖γ , defined by the same relation as the norm in the space Yγ .
For v ∈ Zγ we will denote by F(v) = u(x) the Fourier-transform of v, u(x) =∑
vse
is·x. By Example 3.1 if u(x) is a bounded real holomorphic function in Tnσ′ ,
then F−1u ∈ Zσ for σ < σ′.
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Let F be the Fourier-image of the nonlinearity g, i.e. F (v) = F−1g(x,F(v)(x)).
Lemma A.1. For sufficiently small µ∗ > 0, γ∗ > 0 and for all 0 ≤ γ ≤ γ∗,
i) F defines a real holomorphic mapping Oµ∗(Zγ)→ Zγ,
ii) ∇F defines a real holomorphic mapping Oµ∗(Zγ) → Mγ, where Mγ is the
space of matrices A : Zd × Zd → C, satisfying |A|γ := sup |Aba| eγ|a−b| <∞ .
Proof. i) For sufficiently small σ′, µ > 0 the nonlinearity g defines a real holomor-
phic function g : Tdσ′ × Oµ(C) → C and the norm of this function is bounded by
some constant M . We may write it as g(x, u) =
∑∞
r=3 gr(x)u
r , where gr(x) =
1
r!
∂r
∂ur g(x, u) |u=0. So gr(x) is holomorphic in x ∈ Tdσ′ and by the Cauchy estimate
|gr| ≤Mµ−r. So
‖F−1gr‖γ ≤ CσMµ−r ∀ 0 ≤ γ ≤ σ ,
for any σ < σ′. Cf. Example 3.1. We may write F (v) as
(A.1) F (v) =
∞∑
r=3
(F−1gr) ⋆ v ⋆ · · · ⋆ v︸ ︷︷ ︸
r
.
Since the space Zγ is an algebra with respect to the convolution (see Lemma 1.1 in
[16]), the r-th term of the sum is bounded as follows:
(A.2) ‖(F−1gr) ⋆ v ⋆ · · · ⋆ v︸ ︷︷ ︸
r
‖γ ≤ C1Cr+1µ−r‖v‖rγ .
This implies the assertion with γ∗ = σ and a suitable µ∗ > 0.
ii) For r ≥ 3 consider the r-th term in the sum for g(x, u(x)) and denote by Gr
its Fourier-image, Gr(v) = F−1(grur), u = F(v). Then
(∇Gr(v))ba = r(2π)−d
∫
e−ia·xgr(x)ur−1eib·x dx .
Applying (A.2) (with r convolutions instead of r + 1) we see that
(A.3) |(∇Gr(v))ba| ≤ C2Crµ−r‖v‖r−1γ 〈b − a〉−d
∗
e−γ|b−a| .
So |∇Gr(v)|γ ≤ Crµ−r‖v‖r−1γ , which implies the second assertion of the lemma. 
Proof of Lemma 3.2. Let us consider the functional P (ζ) as in (1.9), and write it
as P (ζ) = p ◦ Υ ◦D−1ζ . Here D is the operator, defined in Section 3.1, Υ is the
bounded operator
Υ : Yγ → Zγ , ζ → v, vs = ξs + η−s√
2
∀ s,
and p(v) =
∫
G(x, (F−1v)(x)) dx. Lemma A.1 with g replaced by G immediately
implies that P is a real holomorphic function on Oµ∗(Yγ∗) with suitable µ∗, γ∗ > 0.
Next, since
∇P (ζ) = D−1 ◦ tΥ ◦ ∇p(Υ ◦D−1ζ) ,
where ∇P = F is the map in Lemma A.1, then ∇P defines a real holomorphic
mapping Oµ∗(Yγ∗)→ Yγ∗ .
Further,
∇2P (ζ) = D−1(tΥ ∇2p(Υ ◦D−1ζ) Υ)D−1 .
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Since for any A ∈Mγ the matrix tΥAΥ is given by the relation
(tΥAΥ)ba =
1
2
∑
a′=±a, b′=±b
Ab
′
a′ ,
then |D−1(tΥAΥ)D−1|Dγ ≤ 2|A|γ . So
|∇2P (ζ)|Dγ ≤ 2|∇2p(ζ)|γ = 2|∇F (ζ)|γ ,
and in view of item ii) of Lemma A.1, the mapping
∇2γP : Oµ∗(Yγ)→MDγ , 0 ≤ γ ≤ γ∗ ,
is real holomorphic and bounded in norm by a γ-independent constant. 
Appendix B. Examples
In this appendix we discuss some examples of hamiltonian operators H(ρ) =
iJK(ρ) defined in (4.3), corresponding to various dimensions d and sets A. In
particular we are interested in examples which give rise to partially hyperbolic
KAM solutions.
Examples with (Lf × Lf )+ = ∅.
As we noticed in (4.4), if (Lf × Lf )+ = ∅ then H is Hermitian, so the constructed
KAM-solutions are linearly stable. This is always the case when d = 1.
When d = 2 and A = {(k, 0), (0, ℓ)} with the additional assumption that neither k2
nor ℓ2 can be written as the sum of squares of two natural numbers, we also have
(Lf × Lf )+ = ∅.
Similar examples can be constructed in higher dimension, for instance for d = 3 we
can take A = {(1, 0, 0), (0, 2, 0)} or A = {(1, 0, 0), (0, 2, 0), (0, 0, 3)}.
We note that in [19] the authors perturb solutions (1.5), corresponding to set A
for which (Lf × Lf )+ = ∅ and (Lf × Lf )− = ∅. This significantly simplifies the
analysis since in that case there is no matrix K in the mormal form (3.14) and the
unperturbed quadratic Hamiltonian is diagonal.
Examples with (Lf × Lf )+ 6= ∅. In this case hyperbolic directions may appear
as we show below.
The choice A = {(j, k), (0,−k)} leads to ((j,−k), (0, k)) ∈ (Lf × Lf )+.
Note that this example can be plunged in higher dimensions, e.g. the 3d-set A =
{(j, k, 0), (0,−k, 0)} leads to a non trivial (Lf × Lf )+.
Examples with hyperbolic directions
Here we give examples of normal forms with hyperbolic eigenvalues, first in dimen-
sion two, then – in higher dimensions. That is, for the beam equation (1.1) we will
find admissible sets A such that the corresponding matrices iJK(ρ) in the normal
form (3.14) have unstable directions. Then by Theorem 1.5 the time-quasiperiodic
solutions of (1.1), constructed in the theorem, are linearly unstable.
We begin with dimension d = 2. Let
A = {(0, 1), (1,−1)} .
We easily compute using (3.29), (3.30) that
Lf =
{
(0,−1), (1, 0), (−1, 0), (1, 1), (−1, 1), (−1,−1))} ,
and
(Lf × Lf )+ = {
(
(0,−1), (1, 1)); ((1, 1), (0,−1))}, (Lf × Lf )− = ∅.
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So in this case the decomposition (4.9) of the hamiltonian operator H(ρ) = iJK(ρ)
reads
H(ρ) = H1(ρ)⊕H1(ρ)⊕H3(ρ)⊕H4(ρ)⊕H5(ρ) ,
where H1(ρ)⊕H1(ρ)⊕H3(ρ)⊕H4(ρ) is a diagonal operator with purely imaginary
eigenvalues and H5(ρ) is an operator in C4 which may have hyperbolic eigenvalues.
That is, now M = 5 and M∗ = 4.
Let us denote ζ1 = (ξ1, η1) (reps. ζ2 = (ξ2, η2)) the (ξ, η)-variables corresponding
to the mode (0,−1) (reps. (1, 1)). We also denote ρ1 = ρ(1,0), ρ2 = ρ(1,−1),
λ1 =
√
1 +m and λ2 =
√
4 +m. By construction H5(ρ) is the restriction of the
Hamiltonian 〈K(m, ρ)ζf , ζf 〉 to the modes (ξ1, η1) and (ξ2, η2). We calculate using
(3.47) that
(B.1) 〈H5(ρ)(ζ1, ζ2), (ζ1, ζ2)〉 = β(ρ)ξ1η1 + γ(ρ)ξ2η2 + α(ρ)(η1η2 + ξ1ξ2) ,
where
α(ρ) =
6
4π2
√
ρ1ρ2
λ1λ2
, β(ρ) =
3
4π2
1
λ1
(ρ1
λ1
− 2ρ2
λ2
)
, γ(ρ) =
3
4π2
1
λ2
(ρ2
λ2
− 2ρ1
λ1
)
.
Thus the linear hamiltonian system, governing the two modes, reads16
ξ˙1 = −i(βξ1 + αη2)
η˙1 = i(βη1 + αξ2)
ξ˙2 = −i(γξ2 + αη1)
η˙2 = i(γη2 + αξ1).
So the hamiltonian operator H5 has the matrix iM , where
M =

−β 0 0 −α
0 β α 0
0 −α −γ 0
α 0 0 γ
 .
We can calculate its characteristic polynomial of M explicitly to obtain after fac-
torisation
det(M − λI) = (λ2 + (γ − β)λ − βγ + α2)(λ2 − (γ − β)λ− βγ + α2) .
Then we compute discriminant of the quadratic polynomial λ2+(γ−β)λ−βγ+α2,
∆ = (β + γ)2 − 4α2.
Choosing ρ1 = ρ2 = ρ we get
β + γ = 3(2π)−2ρ
( 1
λ21
+
1
λ22
− 4
λ1λ2
)
, α = 6(2π)−2ρ
1
λ1λ2
,
and
∆ =
9ρ
(2π)4
( 1
λ21
+
1
λ22
)( 1
λ21
+
1
λ22
− 8
λ1λ2
)
≤ 9ρ
(2π)4
( 1
λ21
+
1
λ22
)( 1
λ21
− 7
λ22
)
.
Thus, ∆ < 0 for all m ∈ [1, 2], andM has eigenvalues with non vanishing imaginary
parts. Accordingly, the hamiltonian operatorsH5 andH have hyperbolic directions.
Actually, since the discriminant of the polynomial λ2 − (γ − β)λ − βγ + α2 also
equals ∆, the hamiltonian operator H5 has only hyperbolic directions.
16Recall that the symplectic two-form is: −i∑ dξ ∧ dη.
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This example can be generalised to any dimension d ≥ 3. Let us do it for d = 3.
Let
(B.2) A = {(0, 1, 0), (1,−1, 0)}.
We verify that Lf contains 16 points, that (Lf × Lf )− = ∅ and
(Lf × Lf )+ = {((0,−1, 0), (1, 1, 0)); ((1, 1, 0), (0,−1, 0));
((1, 0,−1), (0, 0, 1)); ((0, 0, 1), (1, 0,−1));
((1, 0, 1), (0, 0,−1)); ((0, 0,−1), (1, 0, 1))} .
I.e. (Lf × Lf )+ contains three pairs of symmetric couples (a, b), (b, a) which give
rise to three non trivial 2 × 2-blocks in the matrix H. Now M = 13, M∗ = 10 and
the decomposition (4.9) reads
H(ρ) = H1(ρ)⊕ · · · ⊕ H13(ρ) .
Here H1(ρ) ⊕ · · · ⊕ H10(ρ) is the diagonal part of H with purely imaginary eigen-
values, while the operators H11(ρ), H12(ρ), H13(ρ) correspond to non-diagonal
4× 4–matrices.
Denoting ρ1 = ρ(0,1,0) and ρ2 = ρ(1,−1,0) we find that the restriction of the Hamil-
tonian 〈K(m, ρ)ζf , ζf 〉 to the modes (ξ1, η1) := (ξ(0,−1,0), η(0,−1,0)) and (ξ2, η2) :=
(ξ(1,1,0), η(1,1,0)) is governed by the Hamiltonian hr(ρ1, ρ2) given in (B.1), as in
the 2d case. Similarly the restrictions of the Hamiltonian 〈K(m, ρ)ζf , ζf 〉 to the
pair of modes (ξ(1,0,−1), η(1,0,−1)) and (ξ(0,0,1), η(0,0,1)) and to the pair of modes
(ξ(1,0,1), η(1,0,1)) and (ξ(0,0,−1), η(0,0,−1)) are given by the same Hamiltonian (B.1).
So H11(ρ) ≡ H12(ρ) ≡ H13(ρ) and for ρ1 = ρ2 we have 3 hyperbolic directions, one
in each block Y f11, Y f12 and Y f13 (see (4.7)) with the same eigenvalues.
We notice that the eigenvalues are identically the same for all three blocks, thus
the relation (4.22) is violated. This does not contradict Lemma 4.5 since the set
(B.2) is not strongly admissible. Indeed, denoting a = (0, 1, 0), b = (1,−1, 0) we
see that c := a + b = (1, 0, 0). So three points (0,−1, 0), (0, 0,±1) ∈ S|a| all lie at
the distance
√
2 from c. Hence, it is not true that a∠∠ b.
Appendix C. Some linear algebra
Lemma C.1. Let L be an N×N -complex matrix with eigenvalues λ1, . . . , λN such
that |λj − λk| ≥ δ > 0 for all j 6= k, and the normalised eigenvectors ξ1, . . . , ξN .17
Consider the N ×N -matrix U = (ξ1ξ2 . . . ξN ), so that
(C.1) U−1LU = diag {λ1, . . . , λN} =: Λ .
Then
(C.2) ‖U−1‖ ≤
√
N (2δ−1‖L‖)N−1 .
Proof. 18 Let Ux = y, where ‖y‖ = 1. We have to estimate the norm of x. To do
this we will estimate the components xj of that vector.
From (C.1) we have that
(C.3) P (L)U = UP (Λ) ,
17we recall that they should be regarded as column-vectors.
18We learned this short proof from V. Sˇvera´k.
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for any polynomial P . Now for j = 1, . . . , N consider the Lagrangian polynomials
Pj ,
Pj(z) =
(z − λ1) . . . ̂(z − λj) . . . (z − λN )
(λj − λ1) . . . ̂(λj − λj) . . . (λj − λN )
,
where the over-hat means that the corresponding factor is omitted. Then Pj(λl) =
δj,l. Therefore Pj(Λ) = diag(0, . . . , 1
j
, . . . , 0). Applying (C.3) with P = Pj to the
vector x we get:
Pj(L)y = UPj(Λ)x = U
(t
(0, . . . , xj , . . . , 0)
)
= xjξj .
Therefore
|xj | = ‖Pj(L)y‖ ≤ ‖Pj(L)‖ ≤ (2‖L‖)
N−1
δN−1
,
since ‖L−λjE‖ ≤ 2‖L‖. From this we find that ‖x‖ ≤
√
N(2δ−1‖L‖)N−1‖y‖, and
the required estimate is established. 
As an example of applying estimate (C.2), consider in the symplectic space
(
R4 =
{(p1, p2, q1, q2)}, dp ∧ dq =: ω2
)
the symmetric matrix A = Aa,b, corresponding to
the quadratic form
(C.4) a(p1q1 + p2q2) + b(p1q2 − p2q1), a, b 6= 0 ,
and the hamiltonian operator JA. It has the eigenvalues (±a± ib), see [1], Appen-
dix 6. So the spectrum of JA is simple, and we can diagonalise it as in the lemma
above: U−1JAU = diag{±a± ib} . Clearly ‖U‖ ≤ 2, and by (C.2)
‖U−1‖ ≤ 2(‖A‖/min(|a|, |b|))3 =: T .
Let us enumerate the eigenvalues (±a± ib) as follows: λ1 = a+ ib, λ2 = −a+ ib,
λ3 = −a − ib, λ4 = a − ib, and let ξ1, . . . , ξ4 be the corresponding eigenvectors.
Then ω2(ξa, ξb) = 0, unless {a, b} = {1, 3} or {a, b} = {2, 4}. Consider
ω2(ξ1, ξ3) =: t1,3 , ω2(ξ2, ξ4) =: t2,4 .
Find a unit vector ξd1 ∈ C4 such that ω2(ξ1, ξd1) = 1, and decompose it as
(C.5) ξd1 = x1ξ1 + · · ·+ x4ξ4 , xj ∈ C .
Then ‖x‖ ≤ ‖U−1‖ ≤ T . We have
(C.6) 1 = ω2(ξ1, ξ
d
1) =
∑
xjω2(ξ1, ξj) = x3t1,3 ≤ ‖x‖t1,3 .
So 1 ≥ |t1,3| ≥ T−1. Similar 1 ≥ |t2,4| ≥ T−1.
Now let us modify the eigenvectors as follows:
ξ˜1 = (t1,2)
−1ξ1, ξ˜2 = (t2,4)−1ξ2, ξ˜3 = ξ3, ξ˜4 = ξ4 .
Let {e1 = ep1 , e2 = ep2 , e3 = eq1 , e4 = eq2} be the standard euclidean base of
R4. Then ω2(ea, eb) = ω2(ξ˜a, ξ˜b) for all a, b, so the modified transformation U˜ =
U diag{(t1,2)−1, (t2,4)−1, 1, 1} is symplectic. It still diagonalises JA, U˜−1JAU˜ =
diag{±a± ib}, and satisfies
(C.7) ‖U˜−1‖ ≤ T, ‖U˜‖ ≤ 2T .
Lemma C.2. Consider two N × N -matrices A1, A2, real or complex. Then the
distance between their spectra is bounded by C‖A1−A2‖1/N , where C depends only
on N and the norms of the two matrices.
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Proof. Consider the characteristic polynomial of A1. The classical Cartan theorem
(see [27], Section 1.7) tells that the subset Sε(A1) of the complex plain, where this
polynomial is smaller than ε, may be covered by a finite collection of complex discs
such that the sum of their radii equals 2e (ε)1/N . The set Sε(A1) contains the
eigenvalues of the matrix A2 (i.e., the zeroes of its characteristic polynomial) if we
chose ε =Const ‖A1 −A2‖. This implies the assertion. 
Appendix D. An estimate for polynomial functions
Lemma D.1. Let F (x) be a non-trivial real polynomial of degree d¯, restricted to
a bounded domain K ⊂ Rn with a piece-wise smooth boundary. Then there exists a
positive constant CF such that
(D.1) meas{x ∈ Kn | |F (x)| < ε} ≤ CF ε1/d¯, ∀ ε ∈ (0, 1] .
Proof. By the compactness argument it suffices to prove this in the vicinity of any
point x0 ∈ K ⊂ Rn, where F (x0) = 0. So we have reduced the problem to the case
when
(D.2) F : Bnκ := {|x| < κ} → R, κ > 0 ,
and F is a non-trivial polynomial of degree d¯, F (0) = 0. For a unit vector ξ ∈ Rn
consider the polynomial of one variable z 7→ F (zξ). For a generic ξ it has the
form CF zd¯ + . . . , CF 6= 0. Rotating the coordinate system we achieve that ξ =
(1, 0, . . . , 0). Denote
x = (x1, . . . , xn) = (x1, x¯), x¯ = (x2, . . . , xn) .
Then
F (x) = F (x1, x¯) = Cd(x¯)x
d
1 + · · ·+ C0(x¯) , Cd(0) = CF ,
where each Cj is a polynomial of x¯ whose coefficients are bounded in terms of F .
Decreasing κ if needed we achieve that
|Cd(x¯)| ≥ 12 CF ∀ x¯ ∈ Bn−1κ .
Lemma 2.4 with n = d¯ applies to the function x1 7→ F (x1, x¯), x¯ ∈ Bn−1κ , and
implies that
meas{x1 ∈ [−κ,κ] : |F (x1; x¯)| ≤ ε} ≤ C ′F ε1/d¯ .
Jointly with the Fubini theorem this inequality establishes for the function (D.2)
estimate (D.1) with Kn replaced by Bnκ and implies the assertion of the lemma. 
Appendix E. Admissible and strongly admissible random R-sets are
typical
In this appendix we prove (1.12) and (1.16).
Proof of (1.12). Clearly
(E.1) P (Ω \Ω1) ≤
(
n
2
)
P {|ξ1| = |ξ2|} ,
and
P {|ξ1| = |ξ2|} = |B(R)|−2C∗ , C∗ =
∑
(a,b)∈B(R)×B(R)
|a|=|b|
1 .
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Denote by B+(R) the subset of Rd which is the union of standard 1-cubes with
centres in points of B(R) and denote by K(R) the cube {x ∈ Rd | |xj | ≤ R ∀ j}.
Then
C∗ ≤
∫
B+(R)
∫
B+(R)
χ| |x|−|y| |≤√d dx dy ≤
∫
K(R+1/2)
∫
K(R+1/2)
χ| |x|−|y| |≤√d dx dy .
A straightforward (but a bit cumbersome) calculation shows that the r.h.s. is
≤ C(d)R−1. Therefore P (Ω \ Ω1) ≤ C(n, d)R−1. This and (E.1) implies (1.12).
Proof of (1.16). Let us denote Ad = π
d/2/Γ(d+22 ), where Γ is the gamma-function.
Then, by the celebrated result of Vinogradov and Chen, for d ≥ 2 we have∣∣|B(R)| −AdRd∣∣ ≤ CθdRθd ∀R > 0 ,
for any θd > d − 2 for d ≥ 4 and θ3 = 4/3; e.g. see [32]. Since |S(R)| ≤ |B(R +
ε)| − |B(R − ε)| for every ε > 0, then
(E.2) ΓR,d := |S(R)| ≤ 2CθRθ ∀R > 0 ,
with θ = θd as above.
19
Below we restrict ourselves to the case d = 3 since for higher dimension the
argument is similar, but more cumbersome. We have that
(E.3)
1− P {ξ1∠∠ ξ2} = |B(R)|−2C∗∗ , C∗∗ = #{(a, b) ∈ B(R)×B(R) | not a∠∠ b} ,
and, denoting a+ b = c, that
(E.4) C∗∗ ≤ #{(a, c) ∈ B(2R)×B(2R) | not a∠ c} .
Now we will estimate the r.h.s. of (E.4), redenoting 2R back to R. That is, will
estimate the cardinality of the set
X = {(a, b) ∈ B(R)×B(R) | not a∠ b} .
It is clear that (a, b) ∈ X , a 6= 0, iff there exist points a′, a′′ ∈ S(|a|) such that b
lies in the line Πa,a′,a′′ , which is perpendicular to the triangle (a, a
′, a′′) and passes
through its centre, so it also passes through the origin. Let v = va,a′,a′′ be a
primitive integer vector in the direction of Πa,a′,a′′ . For any a ∈ Zd, a 6= 0, denote
∆(a) =
{ {a′, a′′} ⊂ S(|a|) \ {a} | a′ 6= a′′} .
Then
|∆(a)| < Γ2|a|,3 ≤ C2θR2θ, θ = θ3 ,
see (E.2). For a fixed a ∈ B(R) \ {0} consider the mapping
∆(a) ∋ {a′, a′′} 7→ v = va,a′,a′′ .
It is clear that each direction v = va,a′,a′′ gives rise to at most 2R|v|−1 points b
such that (a, b) ∈ X . So, denoting
Xa = {b ∈ B(R) | (a, b) ∈ X} ,
19It is known (see [21], Theorem 338) that ΓR,2 ≤ CδRδ for every δ > 0. Writing ΓR,3 as
an integral in the counting measure
∑
s∈Z3 δ(· − s), ΓR,3 =
∫
S(R)
1, applying to this integral the
Fubini theorem and the estimate for ΓR′,2, 0 ≤ R′ ≤ R, we find that ΓR,3 ≤ C′δR1+δ for each
δ > 0, which is better than the estimate, obtained from the Vinogradov–Chen result. But the
latter is sufficient for us.
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we have
|Xa| ≤ 2R
∑
|va,a′,a′′ |−1 , if a 6= 0 ,
where the summation goes through all different vectors v, corresponding to various
{a′, a′′} ∈ ∆(a). As |v|−1 is the bigger the smaller |v| is, we see that the r.h.s. is
≤ 2R∑v∈B(R′)\{0} |v|−1, where R′ is any number such that |B(R′)| ≥ |∆(a)|. Since
|∆(a)| ≤ Γ2|a|,3, then choosing R′ = R′a = CΓ2/3|a|,3 we get for any a ∈ B(R) \ {0}
that
|Xa| ≤ 2CR
∑
B(R′a)\{0}
|v|−1 ≤ C1R
∫
B(R′a)
|x|−1 dx ≤ C2R(R′a)2 = C3RΓ4/3|a|,3 .
By (1.14), X0 = {0}. So
|X | =
∑
a∈B(R)
|Xa| ≤ 1 + CR
∑
a∈B(R)\{0}
Γ
4/3
|a|,3 .
Evoking the estimate (E.2) we finally get that
|X | ≤ C1R
∑
a∈B(R)\{0}
|a| 43 θ3 ≤ C2R
∫
B(R)
|x| 43 θ3 dx ≤ C3R1+3+ 43 θ3 = C3R5+7/9 .
Jointly with (E.3), (E.4) and the definition of the set X this implies the required
relation (1.16) with κ = 2/9.
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