The major issue with implementation is the selection of the process of calculating system and noise covariance matrices; traditionally determined using trial-and-error "tuning" or genetic algorithm optimization. In this paper, we study the Enhanced Fireworks Algorithm (EFWA) as a method of optimizing the Extended Kalman Filter parameters for estimating the rotor speed. The EFWA algorithm explores and exploits the search space for the optimal solution by using cooperative "swarm" intelligence. A Simulink model of a system comprised of an induction motor controlled by a variable frequency drive (VFD) operating in constant volts/hertz (V/Hz) mode is used to experiment with the method under varying operating conditions. Our results indicate that EFWA optimization provides better results than the alternative state-of-the-art genetic algorithm (GA) for a comparable number of parameter set trials.
I. INTRODUCTION
Variable frequency drives (VFDs) of induction motors (IMs) are often used in industry, wherein the speed-sensorless control is highly desirable since it eliminates the mechanical sensors from the system which improves reliability, decreases cost of manufacturing, simplifies installation, and reduces maintenance [1] . Over the past 25 years, the Kalman filter (KF) has proven to be a very robust and accurate strategy for IM parameter estimation due to its noise tolerance [2] . The KF provides a means to infer missing information from indirect and noisy measurements, and this approach has been applied to motor drive systems [3] and [4] .
For the purpose of estimating the rotor speed from the measurements of the stator currents, the induction motor is modeled as a dynamic system. With the rotor speed included as one of the state variables, the model is nonlinear. The extended Kalman filter (EKF) is one of the variations of the Kalman filter that can be used to estimate the state of the nonlinear system. The EKF can filter out noise in the measurements and system if the covariances are known [1] ; however, such noise statistics may not be available a priori, and unresolved in the implementation of the EKF is the choice of the process and measurement noise covariance matrices [2] . In many practical implementations presented in the literature, covariances have been determined using a trial-and-error method, which is a time consuming and unreliable process [5] .
Another approach to dealing with unknown noise covariances in an EKF iteration is to treat them as system parameters that need to be tuned and optimized for a specific performance measure defined as the objective of the EKF. For this purpose, optimization algorithms such as Genetic algorithms (GA) have been explored [1] , [4] , [6] and [7] and found to be an improvement over using trial-and-error, however a large number of iterations may be required. Other methods have been explored to improve on the results from GA. Adaptive tuning with a Fuzzy Logic controller has been successfully used with an EKF in [8] to combine different measurements. Particle Swarm Optimization (PSO) was also considered but with less successful results because it does not fully explore the space before termination [9] . Improved PSO, which includes GA, is used in speed estimation for field oriented control of an IM in [2] with good results. The Enhanced Fireworks Algorithm (EFWA) is a relatively new type of Particle Swarm algorithm, which mimics firework explosions to find a good solution [6] . Swarm intelligence has the advantage of moving the population towards "good" locations with favourable results, and away from those with poor results. This improves the search by reducing the time to find a solution.
In this paper, we present an EFWA implemented as part of a speed sensorless drive to optimize the EKF covariance matrices, which is a new approach. The algorithm is modified for our purpose by setting the minimum and maximum number of sparks per iteration as well as by establishing a minimum spark amplitude. Our results demonstrate that the EFWA optimization provides good results with fewer iterations compared to the best alternative GA optimization. This advantage may be desirable for applications in adaptive sensorless drives with EKF where fast convergence is required for online tuning of controllers.
II. DESCRIPTION OF THE SYSTEM
The system considered in this paper is comprised of a speed controller, VFD, IM, EKF and a mechanical load, as depicted in Fig. 1 . The speed controller provides a speed reference to the VFD, which determines the appropriate voltage magnitude and frequency to achieve the desired speed. The VFD also includes a voltage source inverter (VSI) which typically uses pulse-width modulation (PWM) and switches the inverter transistors to output the voltages with appropriate fundamental frequency and magnitude. These voltages are applied to the induction motor stator. A commonly used scalar Volts-per-Hertz (V/Hz) operation is assumed in this paper [10] , and the VSI switching is neglected for control design. In order to maintain constant flux of the motor at different speeds, the ratio of the voltage to the frequency must be kept constant, hence it is called constant V/Hertz control. The V/Hz VFDs are simple in design, easy to use, and popular for low-cost applications.
In conventional sensor-based drives, the actual speed measurement may be obtained using a mechanical sensor or a position encoder, which is shown in Fig. 1 ) and used as input to the EKF module. Based on these values, the EKF estimates the state of the induction motor system including the rotor speed, which is used as a feedback signal to the speed control. In this way, the mechanical speed sensor is eliminated, thus achieving a sensorless drive.
To demonstrate the proposed approach of optimizing the covariance matrices, the system of Fig. 1 has been modelled in Simulink. To evaluate the performance of the EKF in terms of accuracy of estimating the motor speed, the estimated speed is compared with the speed determined by the IM model, shown in Fig. 1 as the measured speed. 
III. STATE-SPACE MODEL OF INDUCTION MOTOR
The EKF application requires the development of a statespace model of the induction motor. The model is developed in the stationary dq reference frame [10] . For the purpose of this paper, the discrete-time version is obtained by discretizing the continuous-time system using forward Euler's integration [11] . The resulting dynamic system is assumed to have the following form: 
The following variables and parameters are used:
• R R are stator and rotor resistance, respectively. The above parameters are combined to provide additional terms used in the A and B matrices
The remaining parameters and their values are given in Appendix.
IV. EKF ALGORITHM FOR ROTOR SPEED ESTIMATION
The state space model of the I.M. is only an approximation and is subject to uncertainties. If parameters of the real system can be measured, then the difference between these and the predicted values, the error, can be used to correct the model using a feedback loop. In the feedback loop, the error is multiplied by a value chosen to optimize the decay of the error; the Kalman gain.
This method can be implemented using the state space model provided in (1) and (2) . Note that (1) 
The basic idea of the discrete-time EKF is to linearize the state transition function () f at each time and use the Jacobian: 
The EKF estimation process is illustrated in Fig. 2 . Each iteration has two cycles: the predict cycle and the filter cycle. Initially the value of the state matrix, ˆn n x , is zero and the value of the error covariance matrix of the process noise, nn P ,is a unit matrix. Inputs, ( ) n u , are applied to the system "Motor Dynamics" and as a result the measurements, ( ) n y , are produced. The same inputs are applied to the EKF predict cycle along with the previous state, ˆn n x , to find the a priori prediction of the state,
, and the prediction of the error covariance matrix, 1 n n + P using (4) and the following equation.
The filter cycle uses the measurements and predictions to compute the Kalman gain that will minimizes the difference between these values. The Kalman gain is calculated so that if the measurement noise is small then the measurement is weighted more heavily in determining the best estimate. If the process noise is small then the a priori estimate is more heavily weighted.
Steps to calculate the Kalman gain use the following equations.
() H , the measurement function, is denoted by 
These measured values are used to correct the estimate, as well as the following terms:
The Kalman gain, n K is computed using error covariance matrices of system and measurement noise.
where n R is the measurement noise covariance. The updated state estimate isˆn n x ( ) ( )
where the portion of the equation inside square brackets indicates the error or difference between the measured and estimated values. The updated error covariance matrix is nn P calculated as follows:
The algorithm repeats with each iteration, but only needs the previous time step and so is recursive.
V. SIMULATION
For this paper, the system of Fig. 1 has been simulated in Simulink. The motor used for the simulation studies is a threephase, six-pole, 60Hz, 7.5 kW squirrel-cage induction motor with the parameters summarized in the Appendix. The mechanical load is set to be constant at 20 Nm for this study.
A diagram of the Simulink model is provided in Fig. 3 . The speed controller uses the reference set point and the estimated speed in the feedback loop to determine the required input to the VFD [10] . For the purpose of this paper, the VFD has been modelled using fundamental Simulink blocks and variable continuous sources. The VSI has not been considered, and only the average dq voltages have been used [10] . The full-order dq model of the IM [10] has been built in Simulink as well. The IM model outputs torque and speed. The mechanical load is a constant torque.
A Matlab function block is used in Simulink to implement the EKF. The EKF code is executed for each iteration of the simulation. In the EKF block, the error covariance matrix P is initially set as a 5x5 unit matrix, while the noise covariance matrices Q and R are as follows: 
R are determined using several considered approaches: trial-and-error approach; the GA; and the proposed EFWA optimization.
As shown in Fig. 1 , the inputs to the speed estimator include the stator voltages and stator currents. Therefore, these variables are also used for optimization of the EKF parameters. To emulate a realistic operation of the drive system, the system is assumed to start from zero initial conditions and the reference speed is set to define the following profile as depicted in Fig. 3a 
To compare and evaluate the candidate solutions that are obtained by different methods, the performance is assessed iteratively using the mean square error (MSE) which is calculated as ( ) 
where N is the number of samples, meas ω is the measured speed, and est ω is the estimated speed. The lowest value of MSE will be achieved by using optimized EKF parameters. For consistency of comparison among different methods, the sampling time was set to be 
VI. TRIAL-AND-ERROR
In the first study, the five diagonal values of Q and two diagonal values of R are determined using a trial-and-error approach. This method is time-consuming, requires human interaction, and may be unreliable [2] . Since the estimated speed typically changes more than the other variables, the values assigned to 5 Q are usually chosen to be larger than the other values, however, the distribution of noise is unknown, so there is no relationship to fine tune the matrices. The following values were determined through this method in a comparable paper [ . These parameters have been used for comparison with the GA and EFWA optimization algorithms. The dynamic performance of the EKF with these values is provided in Figs. 4a and 4b . The resulting MSE with these parameters has been calculated using the Simulink model to be 1.9904.
VII. GENETIC ALGORITHM BASED OPTIMIZATION
To optimize the covariance matrices, the GA has been implemented in Matlab with specified parameters such as the initial range, to randomly generate the first generation's population of chromosomes in a script file. The fitness function is assumed to be the MSE (12) of the estimated speed, and it has been calculated for each chromosome by another script file that calls the Simulink model of the considered drive system of Fig.  3 and runs it over the speed profile depicted in Fig. 4a . The GA determines the best value of the fitness function for each generation [1] , [7] , [8] , and [11] .
In this study, the chromosome with the best result (i.e. the smallest value of MSE) is considered to be "Elite" and is passed directly to the next generation. The next best chromosomes become parents to the upcoming generation. The parents randomly exchange information from their own individual chromosomes to create an offspring. The remaining individual of the next generation is produced by mutation to randomly introduce new genetic material into each generation. The elite, offspring and mutant individuals form the next generation's population. The GA repeats these steps until a termination condition is met -either the maximum number of generations has been reached, or there has been a stall (no further improvements in the value of the fitness function) exceeding the stall limit [1] , [7] , [8] and [11] .
In the EKF speed estimation model, the five diagonal values of Q and two diagonal values of R must be optimized. These values are coded into a seven-element chromosome:
[ ]
Each chromosome of the first population has seven elements which are chosen randomly from the initial range. To test the fitness, the chromosome elements are copied into Q and R matrices, the simulation is run, and the MSE is evaluated. The following parameters are used in the GA optimization for this study: population N = 115; number of generations G = 20; probability of crossover = 0.9; and initial range = [0, 0.1].
With a population of 115 chromosomes, after 20 generations, the fitness function MSE has been reduced to 0.4348, which has been achieved with the optimized matrices: . These results represent an appreciable improvement over the trial-and-error method [2] (See Section VI, where MSE = 1.9904).
Figs. 4a and 4b shows the speed estimation performance of the extended Kalman filter (EKF) used for the closed-loop constant V/Hz controller with the EKF matrices specified using the trial-and-error and the GA optimization methods. The simulation results show that EKF optimized by GA gives more accurate speed estimation for increasing, decreasing, and constant speed conditions. Figure 4a : Performance of the sensorless motor drive speed estimation using the EKF tuned using the trial-and-error method and the GA optimization approach. 
VIII. ENHANCED FIREWORKS OPTIMIZATION

A. Fireworks alogrithm
The family of particle swarm algorithms, which include the fireworks algorithm (FWA), use "intelligence" created by the cooperative nature of swarms. In the FWA, randomly generated individual fireworks are created to represent the initial population. These fireworks are tested and given a fitness score. If the fitness level is strong, the firework will generate many sparks and the distance the sparks travel will be low. This allows the algorithm to exploit the general area around a successful candidate solution. If the fitness level of an individual candidate solution is poor, the firework will generate fewer sparks and the distance the sparks travel will be greater. Fewer sparks means that the algorithm avoids unnecessary computing of candidate solutions in a poor region, and allows the algorithm to explore a larger solution space. Fig. 5 provides the conceptual idea of FWA.
Once each of the fireworks have generated their offspring sparks, the sparks' fitness values are evaluated. The firework or spark with the best fitness value moves on to the next generation. Each new generation consists of an initial population of fireworks and a resulting set of sparks. The pseudocode for the fireworks algorithm is provided in [5] . In the FWA, the probability density function of the randomly generated spark is Gaussian as opposed to the uniform distribution used in GA. 
B. Enhanced Fireworks Algorithm
The Enhanced Fireworks Algorithm addresses concerns identified with the original FWA [6] . The amplitudes, which are the distance the spark travels from the firework (parent), could be very small for fireworks with good scores, so a minimum amplitude is introduced which decreases with each generation. In FWA, the amplitude was applied to all dimensions equally which led to poor search diversity. In the EFWA, a different random displacement of the amplitude is applied to each dimension.
The Gaussian mutation operation used in conventional FWA tends to move chromosomes towards the origin. So, in the EFWA, the mutation operation is modified to move the chromosomes from their original location towards the location of the best chromosome so far.
The mapping code in FWA which moves a randomly generated infeasible candidate solution into a feasible set of the optimization problem, was originally based on using a modulus operator to provide a new value when a spark travelled outside of the bounds. This operator had the tendency to move chromosomes towards the origin. To improve performance in EFWA, a random mapping function was introduced.
The FWA uses a distance-based selection strategy, where the fireworks/sparks with the greatest distance from others are selected for the next generation to introduce variety, which was computationally expensive. In the EFWA considered here, the, elitism-random selection is used, wherein the top candidate
Good fitness score
Bad fitness score spark is chosen for the next generation and the rest of the next group is selected randomly from the candidate solutions. All of these modifications were found to be beneficial and used in this study.
In this paper, the following parameters are used for the EFWA optimization: population = 10; maximum number of sparks = 100; number of generations = 20; initial range = [0, 0.1]. These settings were chosen to establish a case comparable to the GA optimization presented in Section VII, in terms of cost of computations and initial range, e.g. similar process and number of cost function evaluations (i.e. calls to the Simulink file). The same MSE (12) was used to evaluate the fitness of each candidate spark.
The EFWA study was run with a counter to keep track of the number of cost function calls. Once the number of function calls was determined, the population of the GA study could be calculated, so that an equal number of function calls were made in the GA study. The following equation represents the function calls for the GA.
( )
where GA FC is the number of function calls in the GA study, ; however, because there are a minimum and a maximum number of sparks per firework, the actual number of sparks may vary from this amount. Therefore a counter and equation (13) , which is simplified to (14) are used to determine the population for the comparable GA study.
Using this equation, it was determined that for GA and EFWA to have an equal number of function evaluations, a population of 115 was required for the GA. The MSE resulting from running EFWA optimization is typically reduced to less than 0.5 within five generations as opposed to similar results after 20 generations with the GA method. provide a fitness score of 0.4212. Fig. 6 shows the EKF speed estimation performance for the closed-loop constant V/Hz controller with the covariance matrices optimized by the EFWA method, trial-and-error method, and the GA method. Fig. 7 shows a magnified view of the comparison of all considered methods. It can be seen in Fig.  6 that the EKF provides accurate speed tracking for increasing, decreasing, and constant speed conditions. It is also observed in Fig. 7 that the EFWA method provides the most accurate results with respect to the actual speed which is the reference. Figure 6 : Performance of the EKF speed estimation with covariance matrices optimized using different methods: trial-and-error, GA optimization, and EFWA optimization methods, respectively. 
C. Results
Since the GA optimization is the closest to the proposed EFWA, a more detailed comparison of the EFWA and GA methods is made over twenty generation runs. Independent runs of each method were conducted and the average MSE was calculated for each generation with the results provided in Fig.  8 . As can be observed, the GA starts with a high MSE and takes about 10 generations to stabilize at its best solution (MSE = 0.4348 after 20 generations). At the same time, the EFWA starts with a much better solution in generation 1 and reaches a good solution after just a few generations (it's MSE = 0.4212 after 4 generations). This fast convergence is achieved due to initial information sharing by the EFWA algorithm; the firework fitness score, which determines how far away and how many sparks are generated in a particular location in the solution space. 
IX. CONCLUSIONS
This paper considered a conventional V/Hz induction motor drive with sensorless operation using EKF speed estimation.
In general, tuning and optimizing the parameters and covariance matrices of the EKF requires many evaluations of objective functions, which may be time consuming and computationally expensive. Therefore, obtaining a good solution (set of parameters) while using a small number of function evaluations is important for implementing EKF-based speed estimation in induction motor drives. In these applications, for fast on-line tuning, only a limited number of measurements may be performed using digital signal processing (DSP)/microcontroller hardware, before the drive has to be ready for sensorless operation.
We presented a new method to optimize the performance of the EKF for sensorless speed estimation of induction motor drives using the enhanced fireworks algorithm (EFWA). Using the model of the considered motor drive system, this paper applied the EFWA to optimize the parameters and covariance matrices of the EKF. It is demonstrated that using the proposed EFWA approach, a set of good parameters that gives the smallest speed estimation error can be found after just a few iterations, which represents a significant improvement over the conventional GA based optimization. Due to its fast convergence, it is envisioned that the proposed approach may be easily implemented on low-cost DSP/microcontroller hardware and applied to sensorless motor drive systems. 
