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Abstract
Microseism time series, recorded in a broadband seismic station located at the eastern Pyrenees, 50 km far from the
Mediterranean Sea, have been analyzed by means of the dynamical system tools in an attempt to elucidate whether the
recorded time series are linear or nonlinear, deterministic or stochastic. We have detected strong evidences that mi-
croseism time series are stochastic, and no evidence of nonlinearity and/or determinism has been found. In order to get
more insight on the underlying mechanism, we tested a toy model that reproduces some observable characteristics of the
microseisms. This toy model consists in a forced, damped nonlinear oscillator in which the force term is composed of
two harmonic forces and additive white noise. We have concluded that noise contribution is of fundamental importance
in modeling the spectral properties of observed time series, and assimilate it to the ubiquitous local, high frequency
noise. A global mechanism for microseism generation is suggested in terms of atmospheric turbulence at diﬀerent
wavelengths.
 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
Steady unrest of the ground detected by seismometers located virtually anywhere in the world is usually called
microseism oscillations. It should be noted, that these ground motions are not related to any earthquake activities
nearby, and are interpreted as a strong background noise in the records of seismic waves generated by earthquakes. The
early studies of the spectral characteristics of microseisms [1] revealed two distinct maxima in their power spectra, at
about 0.1 and 0.2 Hz, typically present in almost all the records performed at diﬀerent seismic stations. The lower peak
is located at about 0.1 Hz and has been interpreted as a direct result of the oscillations generated by ocean waves on
nearby coasts, since its shape and frequency position as a rule coincides with the main peak in the spectrum of the ocean
waves. The interpretation for the highest one had been ﬁrst proposed by Longuet-Higgins [2] in terms of nonlinear wave
transformation mechanism. The basic idea suggested in [2] can be brieﬂy summarized as follows. Two gravity waves of
approximately the same periods propagating in opposite directions on the surface of the ocean can give rise to the
pressure variations at the seabed. These oscillations can produce acoustic disturbances that have the peak in the power
spectrum at about twice the characteristic frequency of the two ocean gravity waves and propagate through the solid
earth as surface waves, mainly of Raleigh type. The current state of the art in the ﬁeld of microseisms data and analysis
is given in the review by Webb [3].
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The presence of two maxima in the power spectrum of microseism oscillations is a characteristic feature of the
background seismic noise. Their location on the frequency axis can be slightly changed depending on the place where
the record had been obtained, but the approximate ratio 2:1 seems always be the case. As for the magnitude of mi-
croseism oscillations, its variation is rather big (about two orders of magnitude), depending on either the location of the
seismic station or the power of the sea storm somewhere nearby.
In Fig. 1a we show two parts of diﬀerent microseism time series recorded at the broadband seismic station CAD
located at the eastern Pyrenees, at about 50 km from sea [4] for a quiet day (bottom) and for a stormy day (top). Fig. 2
displays their corresponding power spectra with distinct peaks at 0.06 and 0.11 Hz. Following Webb [3], we can
interpret these spectral peaks as those corresponding to teleseismic microseisms, whereas that of 0.016 Hz to infra-
gravity waves. The small peaks located between 0.4 and 2 Hz correspond to local seismicity, and the signal located at
frequencies higher than 2 Hz to local seismic noise.
So far, the spectral study of microseism records has been mainly used for the analysis and interpretation of the
background seismic noise. This means that linear theory of waves propagation and transformation was the principal
tool utilized for this purpose [5]. At the same time, it has been well established that the basic mechanism responsible for
the appearance of microseisms should be intrinsically nonlinear interaction of two ocean waves [3,6]. If to accept as the
working hypothesis that nonlinear wave transformation plays a key role in generating microseisms, an interesting
question appears of whether it is possible that deterministic chaos can be responsible for the apparent complexity
observed in the microseism records. In this article we would like to address this question in detail and also discuss in
quantitative terms the degree of nonlinearity present in microseism records as well as the role of stochastic (noise)
components in the data and mathematical models traditionally used in the analysis. In this work, the hypothesis of the
deterministically chaotic origin of microseisms is tested against the alternative ones based on the assumption of a purely
stochastic nature of the recorded oscillations. In the framework of such alternative considerations, the wide spectral
peak in microseism records can be either the manifestation of frequency selective properties of the source generating the
elastic waves or the result of propagation eﬀect, when initially excited noise-like envelope of elastic waves is transformed
in the solid earth waveguide playing the role of a (maybe nonlinear) ﬁlter.
In our investigations, we accept the classiﬁcation scheme of complex time series, similar to the one proposed by Palus
[7], that enables one to elucidate the physics of microseism generation mechanism. We test three possibilities for de-
signing a general model, capable of reproducing the observed waveforms of microseism oscillations.
1. Nonlinear deterministic
2. Linear stochastic
3. Nonlinear stochastic
The comparison between the models is carried out by calculating a set of measures known as discriminating statistics
(DS). DS are deﬁned as quantitative measures of the data series based on some of their statistical properties. The
classiﬁcation of the recorded time series is performed by comparing the same DS for original data and so called sur-
rogates. Surrogates are computer generated time series obtained from the original data by specially designed algo-
rithms, suppressing some speciﬁc properties of the data, while preserving other characteristics intact. The necessity of
exploiting such method for classifying the results of numerical analysis comes from our inability to estimate conﬁdence
intervals for some DS, like correlation dimension or other indicators of determinism and/or nonlinearity present in the
data. The availability of many computer generated surrogate time series allows calculating the probability distribution
function for any given DS, with subsequent error estimation by standard statistical methods.
For obtaining the surrogates, we used the following techniques:
(a) randomization of phases of the Fourier transform (RP),
(b) autoregressive moving average model (ARMA),
(c) nonlinear quasi-periodically forced oscillator with and without additive noise terms (NLFO-N, NLFO).
The description of RP and ARMAmethods can be found in many works (see e.g., [8,9] and references therein), so we do
not reiterate it here. As for the NLFO model, the detailed discussion of this model can be found in Section 3.
The calculation of the same DS has been performed for both the available data records and their surrogates, thus
allowing choosing between the three types of models given above. Besides using the standard measures like correlation
dimension, we also studied linear and nonlinear redundancies, local prediction properties, and DS of instantaneous
amplitudes based on the Hilbert transform of the time series. Comparative analysis of all those techniques enabled us to
perform (sometimes very subtle) distinction between diﬀerent classes of nonlinear models consistent with the available
data.
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The overall procedure of our data analysis is as follows. First, we perform a standard Fourier and autocorrelation
analysis of the time series in order to estimate the characteristic time scales present of the data. At this stage, we also
carry out preliminary data processing consisting in ﬁltration of additive noise and test the stationarity of the time series.
Fig. 1. (a) Examples of high amplitude (top) and low amplitude (bottom) microseism records (vertical component). Note the diﬀerence
in the amplitude scale. (b) Dynamic spectrum and recurrence plot (c) for the high amplitude microseism signal. In the calculation of the
recurrence plot 14-dimensional embedding space and the delay time 0.5 s are used.
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This stage is accomplished by calculating mutual information [10] for obtaining the value of characteristic time scales of
information decay in the data and plotting the return maps for getting a rough representation of the nonlinear dynamics
underlying the studied process. Next, we calculate the correlation dimension for the microseism series, and, in the case
of detecting its ﬁnite value, repeat the procedure with surrogate time series. As noted by many authors, even if DS for
surrogates are statistically diﬀerent from the ones calculated for the original time series, other additional tests are
necessary to support or reject the hypothesis about chaotic nature of the data. Therefore, we also perform the calcu-
lation of redundancies [7], local prediction models [11], and, ﬁnally, statistical distribution of instantaneous amplitudes
[12] to get additional evidence in favor of (or against) the hypothesis on the presence of deterministic components in the
data. Surprisingly enough, no decisive evidence for nonlinearity or determinism has been found in the analyzed time
series. This result justiﬁes the necessity of considering stochastic or noise-driven systems as alternative models consistent
with the available microseism data.
The paper is organized as follows: A brief description of our numerical experiments and data processing methods is
given in Section 2. In Section 3 a toy model utilizing noise as a driving force is proposed that generates time series with
spectral characteristics similar to microseism data. In Section 4 we discuss the obtained results and possible global
mechanisms for microseism generation.
2. Analysis of microseism time series
The following describes the tests we ran on the observed time series. For more details of the methods and algorithms
discussed in the present work see e.g., [8,10–15] and references therein.
2.1. Dynamical tests
2.1.1. Stationarity
Many physical phenomena can be described in terms of statistical equilibrium, that is, if we take into consideration a
given interval of a time series and divide it into subintervals, the distinct sections appear ‘‘the same’’. More precisely, we
can say that the statistical properties of the stationary process (the moments of diﬀerent order) are independent of time.
It should be noted that the property of stationarity is crucial for subsequent calculations of dynamic invariants, like
correlation dimension or redundancy. That is why considerable eﬀorts have been made in order to suppress nonsta-
tionary components present in our data. Besides applying traditional statistical procedures of moments calculation and
Chi-square tests [16], we also used the analysis based on visual inspection of spectrograms and recurrence plots [17]. The
former one (also called windowed Fourier transform) may be considered as a traditional tool for visualizing nonsta-
tionarities displayed by diﬀerent Fourier components of the power spectrum. A conventional way of visualizing Fourier
content of complicated waveforms is to plot two-dimensional dynamic spectra, with time along the abscissa and fre-
quency along ordinate. In such a presentation, the color indicates the intensity of corresponding Fourier component.
Fig. 2. Power spectra of the high and low amplitude microseisms.
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Usually the interference patterns, like man generated signals or earthquakes, can be easily recognized on such two-
dimensional plots and ﬁltered out before subsequent processing.
2.1.2. Autocorrelation
The autocorrelation function of a linear process is a measure of the degree of dependence that is present in the values
of a time series sðtÞ, delayed by an interval s, known as delay time. For a random process, the autocorrelation function
ﬂuctuates randomly around zero, indicative of a lack of memory of a given time with respect to the past. For a periodic
process, the autocorrelation function is also periodic, indicative of a close relation between values that repeat on time.
The ﬁrst zero crossing of the autocorrelation function is a measure of the time for which data become independent. This
time is also of interest in dynamical systems theory since it provides a criterion for selecting the delay time in the
procedure of phase space reconstruction.
The coherence time t0 of the autocorrelation function is the time for which the absolute value of the autocorrelation
is lower than a given h for all t > t0. If the autocorrelation function vanishes exponentially for t !1, the coherence
time is ﬁnite, and otherwise inﬁnite. A large coherence time, of the order of the length of the analyzed time series, may
be indicative of nonlinearity.
2.1.3. Embedding
Most of the recently proposed techniques for ﬁnding determinism and/or nonlinearity in experimental time series are
based on the celebrated embedding theorem by Takens [18] stating that it is possible to extract certain information
about the multidimensional dynamical system used as a mathematical model of the studied phenomenon from a scalar
time series corresponding to the temporal evolution of a single coordinate. In particular, the theorem states that such
dynamic invariants as fractal dimension of the underlying attractor or Lyapunov characteristic exponents can be
calculated by analyzing the statistical properties of the reconstructed multidimensional trajectory in the phase space.
The commonly accepted procedure for the study of dynamical invariants uses time-delayed copies of the scalar time
series as the components of multidimensional vectors in the reconstructed phase space and analyzes the dependence of
the invariants on the dimensionality of the phase space. In the case of suﬃciently long and clear from noise time series,
such a procedure allows discriminating between deterministic and stochastic processes and detecting the presence of
deterministic chaos in the experimental data.
2.1.4. Recurrence plots
It is a useful tool for displaying hidden correlations in the data resulting from quasi-regular behavior of phase
trajectories, recurrences to any point in the reconstructed n-dimensional phase space. If the dynamics of the system is
deterministic (periodic or chaotic), phase trajectory evolves in a similar manner in any small area of the phase space,
that is a manifestation of smoothness of underlying dynamical system. This property can be analyzed by monitoring the
local statistics of phase trajectories in some preselected areas of phase space. Technically, it is performed by ﬁnding all
the neighboring points xjiðrÞ within a predeﬁned distance r around each point xi of the data. Then, the time position j of
all the neighbors is plotted against the time position of the reference point i. In the case of deterministically evolving
system, these plots present quasi-regular patterns and can be used both for the purpose of discriminating chaotic
processes from noise and detecting nonstationarities in the data [17,19]. In particular, approximate symmetry of re-
currence patterns with respect to the main diagonal serves as the indication of stationarity of the studied process, while
the appearance of clusters is a feature of determinism.
2.1.5. Mutual information [10]
Let x and y be two random variables (or, equivalently, two samples sðtÞ and sðt þ sÞ of a time series). The mutual
information provides us with the amount of information that the variable y contains on the variable x. The mutual
information is computed in terms of Shannon entropy and can be viewed as a nonlinear generalization of the auto-
correlation function. If two samples are independent, the mutual information is zero. For a time series, the ﬁrst local
minimum in the plot of mutual information versus delay time is considered as better estimate for the optimal time delay
compared to the ﬁrst zero crossing of the autocorrelation function (which is deﬁned for linear processes).
2.1.6. Redundancy
Constitutes an extension of the mutual information (which is deﬁned for two-dimensions (variables)) to m-dimen-
sions (variables). One should distinguish between general (or nonlinear) and linear redundancy. The linear one is
computed from the correlation matrix of a given time series and constitutes a characterization of linear properties of the
data in terms of linear dependence (correlation) between n-components of the reconstructed phase trajectory in the m-
dimensional phase space. On the other hand, the amount of (possibly nonlinear) common information contained in the
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m-components is called general redundancy and is a useful measure for detecting a general type of dependence between
variables. It has been proposed by Palus [7] to use diﬀerences in the plots of linear and general redundancy as indicators
of the presence of nonlinearity in the data. In this approach, both redundancies are calculated and plotted as functions
of time delay between the components of the reconstruction phase space. Palus has shown that in the case of deter-
ministically chaotic nonlinear systems, signiﬁcantly diﬀerent shapes of the linear and general redundancy curves are
observed, like e.g., diﬀerent number of and/or time lag position of maxima, absence or presence of various trends, etc.
Thus, if by comparing linear and general redundancy plots we observe signiﬁcantly diﬀerent structures the presence of
nonlinearity can be suspected.
2.1.7. Correlation dimension [20]
The dynamics of a dissipative deterministic system is deﬁned by the geometry of the attractor in the phase space (the
region where a dissipative system evolves once the transients have vanished). If the attractor is of low dimension the
system is deterministic, otherwise it is, or behaves as, stochastic. The correlation dimension gives a good approximation
to the attractors dimension, computed from the correlation integral. The correlation integral CmðrÞ is deﬁned as the
fraction of all pairs of points on the reconstructed attractor separated by distances less than r. It is usually computed for
a chosen range of distances r in the phase spaces of increasing dimension m. The power law dependence of the cor-
relation integral on r
CmðrÞ  rmm
enables one to calculate the exponents mm in the limit r ! 0. The limiting value, m (if it exists as m!1) of the exponent
mm is called correlation dimension and deﬁnes the minimal number of independent coordinates, necessary for describing
the dynamics of the system. The plot of mm versus m shows saturation for a deterministic system at a value equal to m,
whereas the absence of apparent saturation is a characteristic feature of random processes. If the saturation is detected,
the surrogate data test has to be applied This approach allows testing the null hypothesis that the studied data belong to
the class of linear stochastic Gaussian processes (which the surrogates belong to) against the alternative that the data
are deterministically chaotic. By rejecting the null hypothesis, the conclusion about intrinsic determinism and/or
presence of nonlinearity in the analyzed data can be derived [14].
2.1.8. Determinism versus stochasticity
This test consists in ﬁtting a set of local prediction models to several subsets of data. The basic idea underlying this
approach consists in the expectation to obtain better short-time prediction for deterministic (even chaotic) models
compared to the stochastic ones. The procedure proposed by Casdagli and Weigend [11] is based on the Takens re-
construction of the phase space and linear approximation of the dynamics in small areas around (some of) the data
points. The ﬁrst half of the available data is then used as training set for computing linear predictors. The second half of
the data is utilized for estimating the short-term predictive power of the predictors found from the analysis performed in
the previous stage. By varying the size of the local neighborhood used in building the linear predictive models, one then
analyzes the dependence of the predictive power (the error value E(k)) on the degree of locality (the number k of nearest
neighbors used) of the model. If the error is smaller for fewer neighbors used (highly local models are eﬀective), the data
are concluded to originate from a deterministic process. If, on the contrary, large amount of neighbors give better
prediction, the time series is a stochastic process.
2.1.9. Rytov–Dimentberg criterion
This criterion, not yet widely spread in the literature, was proposed by Rytov [21] and later by Dimentberg [22] as a
tool to distinguish between noises passed through a ﬁlter from self-sustained oscillations with additive noise. The
criterion has been further extended by Landa and Zaikin [12] for distinguishing ﬁltered noise or noise-induced oscil-
lations from chaotic self-sustained oscillations in the presence of noise. According to this criterion, the probability
density for the instantaneous amplitude squared is a monotonously decreasing function, if the time series is obtained
from ﬁltered noise or noise-induced oscillations, whereas for self-sustained oscillations, even in the presence of intensive
external noise, this function displays several well-pronounced peaks.
The instantaneous amplitude refers to the amplitude of analytical signal zðtÞ constructed from the time series sðtÞ
with the use of Hilbert transform
hðtÞ ¼ 1
p
PV
Z 1
1
sðsÞ
t  s
where PV means the integral taken in the sense of the Cauchy principal value. This integral transformation is widely
used in signal processing and provides a 90 degree phase shift of all the spectral components of the signal sðtÞ. In other
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words, the Hilbert transformed signal hðtÞ can be thought of as the imaginary component of the real signal, sðtÞ. Its
instantaneous amplitude AðtÞ is deﬁned as AðtÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃs2ðtÞ þ h2ðtÞp and refers to the magnitude of analytic signal
zðtÞ ¼ sðtÞ þ ihðtÞ constructed from the time series sðtÞ (see e.g., [23,24]). A practical way to apply this criterion simply
consists in the construction and further analysis of histograms of the square of instantaneous amplitude for the ob-
served time series sðtÞ.
2.2. Data analysis
Microseism time series have been selected from 30 min window seismograms recorded at CAD broad band station at
a sampling rate of 80 Hz during 1995 and 1996, starting at 03:00 am to avoid cultural noise; for details see [4]. If some
earthquakes (teleseism or local) were present during this time window, the record was rejected. In total we have an-
alyzed 40 time series corresponding to high microseism activity (high amplitude microseisms) and 15 time series of low
microseism activity (low amplitude microseisms).
We have applied the tests brieﬂy described in the previous section to the microseism time series with the following
results (in the ﬁgures that follow, all examples correspond to the high amplitude microseism shown in Fig. 1).
2.2.1. Stationarity
Time series are stationary for time intervals longer than 350 s (roughly ﬁve times the period of the widest wave
packet). Fig. 1 also shows examples of periodogram (b) and recurrence plot (c) for a high amplitude microseism record
of December 27, 1995. The dynamic spectrum shows apparent short-time nonstationarities at about 250, 400, 860–920,
1350–1450 s, which may be caused by local events. Similar interpretation is also given in [3] (caption of Fig. 4). Prior to
calculating correlation dimension or any other characteristics of nonlinearity/determinism, those parts have been ﬁl-
tered out. As for the recurrence plot, it shows no apparent inhomogeneity in the direction orthogonal to the diagonal,
thus providing an additional support in favor of stationarity of the microseism data. At the same time, it presents some
indication of nonlinearity, for the distribution of points shows certain structures that cannot be expected from a purely
random time series.
2.2.2. Autocorrelation
The autocorrelation function displays the ﬁrst zero crossing at about 1 s, that constitutes an estimate for the co-
herence time (see Fig. 3). We can distinguish two more characteristic time scales (coherency times), a ﬁnite one of about
15 s, where oscillations become stable, and another one, seemingly inﬁnite, deﬁned by an average value of the auto-
correlation at the level 0.1. Fig. 3 displays the autocorrelation function for microseisms of both high and low am-
plitude, clearly showing that they share the same characteristics.
2.2.3. Mutual information and redundancy
Fig. 4 (top) displays the linear redundancy for the embedding dimensions m ¼ 2; 3; 4, and (bottom) general re-
dundancy, calculated at ﬁxed values of all the control parameters. The curve for m ¼ 2 (bottom) corresponds to the
Fig. 3. Autocorrelation function of the high and low amplitude microseism shown in Fig. 1.
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mutual information. It presents a minimum at about 1 s, thus providing the good choice for the value of delay time in
the Takens reconstruction procedure. For the three-dimensions shown, the structure of the redundancy curves is not
signiﬁcantly diﬀerent (this behavior, not shown for clarity, continues up to m ¼ 10), indicating the absence of deter-
minism and nonlinearity in the analyzed time series.
2.2.4. Correlation dimension
Fig. 5 presents an example of local slope curves DmðrÞ
DmðrÞ ¼ d½logCmðrÞ

d½log r

calculated for a high amplitude microseism time series. It is shown in logarithmic coordinates for embedding dimension
m changing from 2 to 11 and the delay time s ¼ 1 s. Although the characteristic plateau is rather well deﬁned for m ¼ 2
and 3, its presence is not obvious for higher embedding dimensions. On the other hand, the inspection of these curves
does not allow discarding the possibility of deterministic behavior, since the local slope of the correlation integral at
small values of r is apparently less than the embedding dimension, especially at high values of the latter. Moreover, by
applying some of the tests developed for this purpose in the literature [25], the ﬁnite value of correlation dimension can
be surely detected for the curves shown in Fig. 5 corresponding to high embedding dimensions. Therefore, to make the
ﬁnal conclusion on the presence of determinism in the given data, we perform additional tests, e.g., those based on the
analysis of surrogate time series.
Fig. 5. Local slope of the correlation integral CmðrÞ versus the distance r for the embedding dimension changing from m ¼ 2 to m ¼ 11
for the high amplitude microseism time series.
Fig. 4. Redundancies for the high amplitude microseism. Linear (top) and general, or nonlinear (bottom) redundancy plots for three
values of the embedding dimension: m ¼ 2; 3; 4. The nonlinear redundancy for the embedding dimension m ¼ 2 corresponds to the
mutual information.
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2.2.5. Determinism versus stochasticity
Fig. 6 presents the example of applying the determinism versus stochasticity (DVS) test to a microseism series for
embedding dimensions m ¼ 2; 4; 6; 8 (results are independent of the time delay used). For all the dimensions, the
prediction error is a decreasing function of the number of points used for the local prediction, showing a saturation
starting from the cluster sizes of about several tens of points. This fact leads to the conclusion about the spurious ﬁnite
value of dimension estimates that may follow from processing the data like those shown in Fig. 5 and, hence, points to
the stochastic origin of the time series.
2.2.6. Rytov–Dimentberg criterion
Fig. 7 shows the results of calculating the probability distribution functions for the instantaneous amplitude squared
of low (left) and high (right) amplitude microseisms. The plots are characterized by monotonically decreasing distri-
bution functions for both low and high amplitude data. We note that for noise-induced oscillations considered in [12]
the same behavior was observed for diﬀerent intensities of the noise, whereas for chaotic oscillations in the same model
the situation was qualitatively diﬀerent, i.e. several well-deﬁned maxima appear in the probability density function. This
result can be considered as a convincing argument in favor of the hypothesis that microseism oscillations are either a
noise passed through a nonlinear ﬁlter or noise-induced oscillations. If the data are ﬁltered noise then the Duﬃng
oscillator [26] inﬂuenced by the additive noise can be considered as a good candidate for modeling purposes. Another
case is if the data are noise-induced oscillations, which is a result of a noise-induced phase transition that manifests itself
in the excitation of noise-induced oscillations. In this case, another oscillator model, like, e.g., a pendulum with a
randomly vibrated suspension axis [12], can be used.
Fig. 6. DVS test for the high amplitude microseism. The dependence of normalized prediction error EðkÞ on the cluster size (number of
points k) used in deriving the linear predictors in the reconstructed phase space.
Fig. 7. RD criterion applied to the high amplitude (a) and low amplitude (b) microseisms. The probability distribution function W ðA2Þ
for the instantaneous amplitudes squared decreases monotonically.
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3. Analysis of surrogates
The set of both RP and ARMA surrogate data present the same characteristics as the original time series from the
viewpoint of correlation dimension analysis. This fact supports the conclusion derived from DVS and Rytov–
Dimentberg (RD) tests about the stochastic origin of the studied time series and, therefore, spurious ﬁnite value of
correlation dimension found in some of our calculations. Like in many other cases discussed in the literature (see e.g.,
[13,16]), the curves of the local slope of correlation integral for surrogates look very similar to those shown in Fig. 5. We
do not reproduce them here, since they do not provide any new information on the studied data. Instead, we would like
to discuss in some detail the results of numerical experiments with NLFO surrogates.
In order to simulate the observed characteristics of microseism time series, we adopted as a ﬁrst step a reductionism
point of view. We derived a toy model, that is, a mathematical system that reproduces some characteristics of obser-
vations (independently of the physics of the process), in an attempt to concentrate on the global properties of the
underlying geophysical system, without paying much attention to the details of real processes. Following the classical
assumption that considers microseism time series as a superposition of oscillations, we propose a forced, damped,
nonlinear oscillator with additive noise as a working model
_q ¼ p
_p ¼  oV ðqÞ
oq
 dp þ
X2
i¼1
ci cosðxitÞ þ lF ðtÞ
ð1Þ
where q stands for the displacement, d the coeﬃcient of damping, V the potential (deﬁned in the Appendix A), ci the
amplitudes of the external harmonic forces, F ðtÞ white noise and l its corresponding amplitude. Initially we considered
the harmonically excited Duﬃng oscillator (NLFO) [26], to which Eq. (1) reduces for i ¼ 1, l ¼ 0 and V a bistable
potential. In this way, Longuet-Higgins model [2], consisting in an external harmonic force originated by oceanic
storms, is preserved, and the nonlinear terms are all included in the potential V. For comparing the time series generated
by the nonlinear oscillator with real microseism time series, both in time and frequency domains, two external forces
were needed to account for the spectral peaks of 0.1, 0.2 and 0.016 Hz present in the microseism spectra. A
comparative study of the spectral characteristics of microseisms with those of NLFO surrogates, suggested the need to
incorporate an n-well potential (NLFO-N) instead of the two-well one with the bistable potential.
In Fig. 8 we present an example of the time series generated by model (1) and in Fig. 9 its corresponding power
spectrum. The following parameters (see Appendix A) have been used to generate the time series:
potential : number of wells n ¼ 11; a ¼ 0:5; b ¼ 4:0; c ¼ 2:0
friction : d ¼ 0:1
external force : c1 ¼ 20; f1 
2p
x1
¼ 0:01 Hz; c2 ¼ 20; f2 
2p
x2
¼ 0:25 Hz
additive white noise : l ¼ 100
Fig. 8. An example time series generated by the nonlinear oscillator (1) with additive noise ðl 6¼ 0Þ.
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By comparing Figs. 8 and 9 with Figs. 1a and 2, we can observe that they are qualitatively very similar. For diﬀerent
values of the parameters and diﬀerent levels of noise, we have found that this model is able to reproduce the spectral
characteristics of microseism time series for both high amplitude and low amplitude microseisms, the diﬀerences be-
tween high and low amplitude depending only on the amplitude of noise l.
We have applied the same set of time series analysis tests to the generated data. As an example, we present the results
of the analysis for a time series generated from Eq. (1) with the above values of the parameters. The results of the tests
are the following:
Mutual information. Presents a minimum at 1.3 s, as displayed in Fig. 10, bottom, the curve for m ¼ 2.
Fig. 10. Redundancies for the time series generated by the system (1). Linear (top) and general, or nonlinear (bottom) redundancy
plots for three values of the embedding dimension: m ¼ 2; 3; 4. The nonlinear redundancy for the embedding dimension m ¼ 2 cor-
responds to the mutual information.
Fig. 9. Power spectrum of the time series shown in Fig. 8.
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Redundancy. Fig. 10 also shows the curves of linear and general redundancy for diﬀerent values of embedding di-
mension. The plots show no apparent diﬀerences, that should be in the case of a strong noise component.
Correlation dimension. There is a well-deﬁned plateau for low dimensions (m6 8), see Fig. 11. There is no saturation
of the correlation dimension, indicative of the stochasticity of the time series.
DVS (Fig. 12). For an embedding dimension m ¼ 2 the prediction error function is monotonically decreasing until
reaching a constant value, about in the same manner as it was in the case of microseism data. However, for dimensions
m ¼ 4; 6; 8, the function displays a local minimum corresponding to a cluster size of about 500 points, indicating better
prediction quality for smaller clusters and, therefore, possible presence of determinism in the system. It is however not
surprising, since the system at hand is indeed a deterministic oscillator, although perturbed by the noise.
RD criterion. Fig. 13 shows the RD criterion applied to the oscillator time series. The probability density of the
square of the instantaneous amplitude presents three low peaks for A2 < 500. These peaks, along with the local min-
imum in the prediction in the DVS test, indicate a deterministic component in the oscillator, contrary to the results of
calculations performed for the microseism data.
By comparing Figs. 1a and 2 relative to microseisms with Figs. 8 and 9 relative to the nonlinear oscillator, we
conclude that the model mimics quite well the spectral characteristics of the observed microseisms. As for DVS and RD
criteria, the nonlinear oscillator model presents the properties quite diﬀerent from those of microseism oscillations. It
can be, therefore, concluded that low-dimensional models, even with strong noise source included, cannot be used for
an adequate mathematical description of the microseism phenomenon. It is worth noting that in attempting to re-
produce the characteristics of a time series by means of nonlinear models, the solution may not be unique: diﬀerent
models can reproduce the same observations. We however believe that the model (1) possesses almost all typical
properties of low-dimensional nonlinear oscillators, and, hence, the simulation with any other nonlinear oscillator
would bring approximately the same results.
Fig. 12. DVS test for the nonlinear oscillator (1) with additive noise source. The dependence of normalized prediction error EðkÞ on the
cluster size (number of points k) used in deriving the linear predictors in the reconstructed phase space.
Fig. 11. Local slope of the correlation integral CmðrÞ versus the distance r for the embedding dimension changing from m ¼ 2 to
m ¼ 11 for the nonlinear oscillator time series.
206 V.B. Ryabov et al. / Chaos, Solitons and Fractals 16 (2003) 195–210
4. Discussion and conclusions
The analysis of microseism time series has revealed some interesting characteristics: time series appear to be sto-
chastic without any indication of nonlinearity and/or determinism. At the same time, up to our knowledge, the models
of microseism generation being discussed in the literature [2,6,27,28] are intrinsically nonlinear (two waves interaction
mechanism). It should be however noted, that the conventional microseism models developed in the above works were
proposed mainly for explaining the shape of power spectra and the analysis of seismic waves propagation, earthquake
detectability, etc. (see e.g., the review [3]), and did not focus on the nonlinear properties of data.
In this work we make an attempt to look at the microseism phenomenon from a basically diﬀerent viewpoint, by
considering the geophysical system consisting of atmosphere, ocean and solid earth at the global scale and behaving as
an aggregate nonlinear dynamical system that generates microseism oscillations as a result of its complicated dynamics.
Such an approach is close in spirit (e.g., from the point of view of the time series analysis), to the study of fully de-
veloped turbulent ﬂow in hydrodynamics, when a scalar time series, say, of the amplitude of ﬂuid velocity, is measured
at some point to extract qualitative information of the extended multidimensional system. In such a situation, the
spectral characteristics based on the notion of waves (or linear modes) are no longer adequate for the description of
dynamics [29], and the invariants like correlation dimension or the spectrum of Lyapunov exponents have been sug-
gested to be more appropriate. To get a deeper insight on the dynamics of microseisms, we have performed an analysis
of microseism time series from the point of view of dynamical systems, in an attempt to determine whether they are
linear or nonlinear, deterministic or stochastic. It should be noted here that, in fact, the question of whether a given time
series is deterministic and/or nonlinear has no unambiguous answer, because the result of calculation for any dynamical
invariant can be dependent on many external and internal factors, like noise, interaction with other systems not in-
cluded into consideration, and intrinsic parameters of the calculation procedure. That is why the only meaningful way
of analysis seems to be via comparison of the experimental data to some kind of artiﬁcial (or surrogate) time series with
well-controlled statistical properties [8,15,30].
We have analyzed microseism time series recorded at the eastern Pyrenees on a broadband seismic station located at
about 50 km of the shore of the Mediterranean Sea. Microseism power spectra display common typical characteristics
for all analyzed microseisms: a broad spectral peak of large amplitude, located at 0.2 Hz, and another broad peak of
lower amplitude, located at about 0.1 Hz. An analysis of the time series has displayed strong evidences in favor that the
series is purely stochastic without any indication of either determinism or nonlinearity of the process.
Further analysis on records from diﬀerent geographic origin is needed to establish whether these results are general
or are due only local phenomena (our feeling, however, is that these results are of general character). All of the spectral
characteristics revealed by the set of tests we have applied to the microseism time series can be quite well reproduced by
a forced, dissipative nonlinear oscillator with the presence of additive noise. It has been revealed that the presence of
this additive noise is of fundamental importance to mimic all the dynamic features of the microseism time series. It
however turned out that the simple nonlinear oscillator model is not capable of reproducing the stochastic properties of
the time series analyzed by means of DVS or RD techniques.
A key question, for which there is not yet a deﬁnite answer, refers to the nonlinearity of the microseisms time series.
Guschin and Pavlenko [31] found some indications of nonlinearity, which was attributed to elastic nonlinearity of
sedimentary soils. This interpretation is somewhat ambiguous and raises the question of the similar behavior for low
Fig. 13. RD criterion for the nonlinear oscillator. The probability distribution function W ðA2Þ for the instantaneous amplitudes
squared shows well-pronounced maxima at low values of A2.
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and high frequency microseisms. A possible solution consists on the assumption that the found nonlinearity is due to
multiplicative noise (instead of an additive one), that could be written as gðqÞF ðtÞ where gðqÞ is a nonlinear function of
displacements. This aspect will be addressed in a future work.
As it has been pointed out in Section 1, we found it surprising that the spectra of low amplitude microseisms (those
generated in the absence of oceanic storms, that is, in the absence of external forces) displayed the same characteristics
that the spectra of high amplitude microseisms (those generated by oceanic storms, that is, in the presence of external
forces). We simulated this eﬀect by integrating Eq. (1) in the absence of external forces, that is, with only the noise term
as a driving force. The shape of the spectrum was found basically the same. The broad spectral peak of large amplitude
can now be interpreted as the fundamental harmonic of the potential (that is, a medium property for the case of mi-
croseisms), and the broad peak of lower amplitude as a subharmonic of the main frequency. If we interpret the spectral
peak of large amplitude as a mechanical resonance of the medium, this resonance could be attributed to a waveguide of
7–8 km thickness, deﬁned by the free surface and Conrad discontinuity. Clearly this interpretation is not contemplated
in Longuet-Higgins model. Another model alternative to that of Longuet-Higgins was suggested by Friedrich et al. [28],
who attributed the origin of the microseisms generated at the North Sea, and recorded at Graefenberg array, to res-
onances deﬁned by the geometry of the Fjords.
In applying the RD criterion, we have seen that for the observed microseism time series the probability density
function is monotonically decreasing, whereas for the forced oscillator presents some low amplitude peaks. It is worth
to note that introducing a narrow-band noise instead of the harmonic forces of the toy model can eliminate the misﬁt
connected with these peaks. At this point we can comment that two extreme possibilities in the model of type (1) that
can satisfy observed data can be considered: (i) two harmonic force terms with some amount of additive noise, and (ii)
white noise-induced oscillations, without any harmonic force term. In between, any model seems to be possible. As
already pointed out, in this ﬁrst attempt we have chosen the toy model because of its simplicity. The question of the
model choice is out of the scope of the present paper and will be addressed in a future work.
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Appendix A. The n-well potential
The n-well potential has been constructed under the following conditions: the ﬁrst derivative should be continuous,
whereas the height and broadness of the n-potential wells can be controlled by a few parameters. Although rather
arbitrary, for simplicity and symmetry the wells are characterized by a set of N ¼ ð2nþ 1Þ parabolas deﬁned as
cðx 2biÞ2, where c is a parameter and i ¼ 0; 1; . . . ; n, and another set deﬁned as cða bÞ=aðx ð2i 1ÞbÞ2 þ cbðb aÞ
(see Fig. 14). The two sets of parabolas are joined. The inﬂection point (that is, the common point) is located at a
Fig. 14. Geometrical shape of the n-wells nonlinear potential (A.1) used in numerical experiments with system (1).
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distance a of the symmetry axis of the parabola. The maximum height of the wells is cbðb aÞ. The outermost
boundaries are of inﬁnite height. So constructed potential function and its ﬁrst derivative are continuous. If the energy
is large enough, the systems oscillates in the broad well that includes many small ones, otherwise in any of the secondary
n wells. The equation of the potential is
V ðxÞ ¼
cðxþ 2bnÞ2 x < ð2n 1Þb a
cðabÞ
a ðxþ ð2n 1ÞbÞ2 þ cbðb aÞ ð2n 1Þb a6 x < ð2n 1Þbþ a
cðxþ 2bðn 1ÞÞ2 ð2n 1Þbþ a6 x < ð2ðn 1Þ  1Þb a
..
. ..
.
cðabÞ
a ðxþ bÞ2 þ cbðb aÞ b a6 x < bþ a
cðabÞ
a ðx bÞ2 þ cbðb aÞ b a6 x < bþ a
cðabÞ
a ðx 3bÞ2 þ cbðb aÞ 3b a6 x < 3bþ a
..
. ..
.
cðx 2bðn 1ÞÞ2 ð2ðn 1Þ  1Þbþ a6 x < ð2n 1Þb a
cðabÞ
a ðx ð2n 1ÞbÞ2 þ cbðb aÞ ð2n 1Þb a6 x < ð2n 1Þbþ a
cðx 2bnÞ2 ð2n 1Þbþ a6 x
8>>>>>>>>>>><
>>>>>>>>>>>:
ðA:1Þ
The nonlinearity in the above equation is deﬁned by the potential oV ðxÞ=ox, that is a smooth piecewise continuous
function.
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