Asymptotic oscillation results for solutions to first-order nonlinear differential-difference equations of advanced type  by Anderson, Clifford H
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 24, 430-439 (1968) 
Asymptotic Oscillation Results for Solutions 
to First-Order Nonlinear Differential-Difference 
Equations of Advanced Type* 
CLIFFORD H. ANDERSON 
Department of Mathematics, 
Ohio University 
Athens, Ohio 45701 
1. INTRODUCTION 
We will develop some of the beginning theory for differential-difference 
equations of advanced type. Consider the equation 
Y’(X) =f(x, Y(X), Y(X + ~I)YV Y(X + kl)), U-1) 
where 0 < h, < *** < h, < 00. The works of Hilb [I], Dixon [2], Wright [3] 
and [4], Verblunsky [5], and Dickson [6] either consider convergence of 
series representation to solutions of equations of retarded type for all x, or 
obtain local series representation to solutions to the general linear differential- 
difference equation with no restrictions concerning type, but for x contained 
in a finite interval. Much is to be learned from their work; however, we can 
obtain results which do not hold in the more general case. 
Two different existence-uniqueness theorems are obtained for solutions 
to Eq. (1.1). A nonexistence theorem is obtained which pertains to a large 
subclass of the nonlinear equations discussed by Wright [3]. Four oscillation 
theorems are given for solutions to the equation 
Y’W = 44f[Y(X + l)l- u4 
We define a solution to Eq. (1.1) to be a continuous function with a piecewise 
continuous derivative where the left derivative satisfies (1.1). We define a 
proper solution to equation (1.1) to be a solution which neither terminates nor 
goes off to infinity for any finite x. 
The oscillation results in Section 3 are suggested by the work of Birkhoff 
and Kotin [7] concerning a linear equation of retarded type. For purposes of 
shorthand, we will agree with Birkhoff and Kotin [7] and write DAE instead 
* These results are a portion of the author’s Ph. D. dissertation at the University of 
Missouri, Columbia, Missouri. 
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of Differential-Difference Equation, but we will mean an equation of advanced 
type- 
2. EXISTENCE THEOREMS 
This section is devoted to the nonlinear, first order DAE 
Y’(X) =f(x, Y(X), Y(X + hlL Y(X + u (2.1) 
where 0 < x < co, 0 < h, < h, < *** < h, < co, y is a column vector 
in Rm, y(x) a vector valued function, ’ = dldx termwise differentiation on the 
column vectors, and f  : R+ x Rmp --+ R”. It is convenient to let 11 11 be the 
norm for A” given by 
for each y in Rm. In Theorem 1 we generalize a theorem of Doss and Nasr [8] 
to find a solution to (2.1) which satisfies the initial condition 
Y(Xo) =y”, (2.2) 
whereO<x,<coandj/yOj/<oo. 
THEOREM 1. There exists a unique, bounded solution to (2.1) which satisfies 
(2.2) provided f is piecewise continuous and satisjes the following conditions: 
(i) llf(x,y”,Y,...,yP) -f(x, x0, zl,..., xp) II < 5 {K(X) II yi - zi ll}, 
I=0 
for all choices yi, zi in Rm, 
(ii) 
(iii) there is a (p + I)-tuple of vectors zi in Rm for which 
I 1" Ilfc? z", zl,..., z”) II dx = A < 03. 
The solution y  thus obtained has a limit y( m) as x -+ co and there is a one to one 
correspondence between y( 00) and yo. 
The Referee has pointed out that Theorem 1 is very similar to Theorem 1 
and Corollary 2 in the paper of Sugiyama [9], considering a slightly more 
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general equation. Our condition (iii) is weaker than the corresponding con- 
dition of Sugiyama. Thus we observe that 
1 
z 2 I~~(~,Y~,Y~,...,Y~) II dt < % s Ilf(t> z”, zl,-.-, z”) IIdt . 
+ jz Ilf(t,yo,yo ,..., Y”> -At, z”, z1 ,..., zp> II dt 
%I 
<A+mB, 
where m = (max 11 y” - xi jl : i = 0, l,..., p). Define @ = A + mB. We 
suppress the rest of the proof in favor of Sugiyama. 
As an example of a one-dimensional equation which satisfies the conditions 
of Theorem 1, consider the DAE 
y'(x) = _ Y(" + 1) 
e l+ex’ (2.4) 
The bounded solutions are of the form 
y(x) = A(1 + e-*). 
For this example, the result of the theorem holds for all negative x0, in spite 
of the fact that 
s 
m dx 
= e log( 1 + exp[- x0 - 11) 
r. e-l + es 
diverges as x0 goes to minus infinity. The integral at x0 = 0 is less than .856 
which satisfies (ii). 
It is clear that if 
then there is an x0 with x0 < x1 for which inequality (ii) is valid. It is also 
clear, that in certain cases, such as in example (2.4), the condition that the 
integral is finite is sufficient even though inequality (ii) is violated. In Sec- 
tion 3, Theorem 4 will indicate that a negative coefficient of y(x + I), as 
we have in example (2.4), has some bearing on this apparent discrepancy. 
Doss and Nasr [8] give an example of a function which violates condition (ii) 
by having an infinite integral, thus giving the impression that B < CO would 
probably be enough to give the result of Theorem 1. We now show by 
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example that unless other conditions are added, we cannot weaken inequality 
(ii). Consider the DAE 
y’(x) = 4x)y(x + 4, (2.5) 
where 
44 = i 
h if 0 <x < l/h 
0 otherwise. Q-6) 
All bounded solutions, indeed all solutions, to equations (2.5), (2.6) are of the 
form 
1 
0 if x< 
y(x) = hmx if 0 <x < l/h 
m if x > l/h 
and all solutions pass through the point (0.0). 
An example with a continuous coefficient, is obtained by noticing that 
y(x) = A(1 - e-“). 
A real, N a positive integer is a bounded solution to 
NY@+ 1) 
Y’W = Fee-N ’ 
Again, all bounded solutions pass through the point (0.0). 
So far no mention has been made of any unbounded solutions, but we will 
now show that there can be many of them. Theorem 2 is an existence-unique- 
ness theorem for a different class of equations, but example (2.4) will satisfy 
the hypotheses of both Theorems 1 and 2. Consider Eq. (2.1) again and this 
time suppose that f satisfies a condition which is chosen so that the equation 
can be put in a form to which the familiar method of steps or continuation 
can be applied: 
(*) f is continuous and has an inverse g such that if we define 
44 =f (x, Y(X), Y(X + hd,..., Y(X + h,)), 
then 
Y@ + h,) = g(44, x, Y(X), Y(X + W,..., Y(X + L,)), 
and conversely, and g is infinitely differentiable. One example where the 
RHS satisfies (*) is 
Y’(X) = qx, Y(X)) + 4.4 [Y(X + 1w3, 
where we can write 
Y(X + 1) = [Y’(X) - w, Yc4M~)13~ 
409/24/2- = 3 
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an infinitely differentiable function of x if both F and a are infinitely differenti- 
able and if a(x) is never zero on [0, co). 
Clearly, if condition (*) is satisfied for a given f, then there is a unique g 
associated with that f. 
We now describe a class of admissible initiai conditions for the DAE (2.1) 
where f satisfies condition (*). For a given pair f, g as in (+) and any 
u : [0, h,] --+ RnL with u’ continuous, let us write 
G,(x) = g(u’(x), x, u(x), u(x + k),..., u(x + &-,)I. (2.8) 
Let us consider the class 
U, = {u : [0, h,] + Rm 1 utN+l) is continuous and u(~)(/z~ -) = Gp)(O +) 
for n = 0, l,..., N} 
where N = 0, I, 2,... and 1%) = dn/dxn. Notice that UN+, 2 U, . It can be 
shown that U, is not only nonempty, but is dense in the space of continuous 
functions from [0, h,] to Rm. 
THEOREM 2. If f satisfies condition (*), then for each u E UN , N > 0, 
there is a unique, continuous function y  : [0, (N + 1) h,] ---) Rnz such that y  
satisJes Eq. (2.1) for x E [0, Nh,] and y  restricted to [0, h,] agrees with u. 
If u E UN, but not UN+, , then y  cannot be continuously extended as far as 
(N+2)h,.IfuEU,, then y  is infinitely differentiable for all s > 0. 
PROOF. Existence: For a given u E UN let us define a function y one step 
at a time on intervals of length h, . We have allowed ourselves no other 
choice on [0, h,] but to define 
Y(X) = 44 
In fact we must define 
for x E LO, U. 
Y(X) = Gtdx - h,) for x E (4 , 2U. 
Clearly y now satisfies Eq. (2.1) f or x E [0, h,). From the last two displayed 
equations, the continuity of ufn), n < N + I, and the definition of U, , we 
have 
y’“‘(h, +) = Gp’(O +) = uCn)(hz, -), 
for n = 0, I,... N. So although u had N + 1 continuous derivatives on 
[0, h,] it is the case that y has only N continuous derivatives on [0,2h,]. 
Thus if N = co, y is infinitely differentiable on [0,2h,], but at the other 
extreme, if u E U,, but not U, , then y cannot be extended as far as 3h, . 
The induction argument would begin with the definition 
~(4 = G(x - h,) for x E (Mb, (M + 1) &I. 
FIRST-ORDER NONLINEAR DIFFERENTIAL-DIFFERENCE EQUATIONS 435 
We notice that the continuity of G, (n) at x = Mh, is dependent upon the 
continuity of G ~+r)atx=(m--l)h,. This completes the existence part 
of the proof. 
UNIQUENESS. Suppose y and Y are two solutions which agree on an 
interval [a, a + h,], a 3 0. Now 
y(x) = G,(x - h,) = Y(x) for x E [a + h, , a +- &,I, 
and 
y’(x) =f(x, Y(X),..., y(x + 4) = Y’(x) 
for x E [a - h, , a]. The uniqueness part of Theorem 2 is proved and the 
proof of the entire theorem is complete. 
REMARKS. (1) From the uniqueness part of Theorem 2, we see that if 
any solution to equation (2.1) is zero on any interval of length h, and if 
g(O, x, o,..., 0) = 0, then that solution is trivial. 
(2) Consider the DdEy’(x) = y(x + 1) with initial condition 
U(X) = exp 
[ 
1 
- 1 X2(X-1)2 *
Notice that all derivatives of y are zero if x is an integer, y changes sign 12 
times in the interval (n, n + I), and the slope if y increases in magnitude as y 
oscillates faster and faster as x increases, thus y becomes unbounded as 
x-+ co. 
(3) It is easily shown that even if the right-hand side of a DAE of advanced 
type satisfies a Lipschitz condition, there is no continuity of initial condition 
associated with the solutions of such an equation. 
We define a solution to be a positive solution if it is eventually positive. 
That is, positive for all x greater than some x,, . 
THEOREM 3. Consider the DAE 
Y’(X) = 4X)f(Y@ + 1)) (2.11) 
where U(X) > 0, s” u(t) dt = co f or all x < CCL If f (z) is both positive and 
non-decreasing fw "z positive and if s” [dz/f (z)] < co fm every y such that 
0 < y < co, then Eq. (2.11) has no &sitive solutions. If for negative z, f (2) 
is either positive and nonincreusing or else negative and non-decreasing und in 
both cases if 1 J-” dz/f(z) 1 < co 
Eq. (2.11) has no-kegutive solutions. 
f oreveryysuchthutO<y<co, then 
PROOF. We prove only the positive case as the other cases are similar. 
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Suppose y(x) > 0 for all x < x0 . By (2.1 I), y’(x) > 0 for all x + 1 3 x0 . 
Thusf(y(x + 1)) >j(y(x)) if x 3 x0 . Thus 
and 
Y’(X) 3 44f(Yc4) 
yielding a contradiction and finishing the proof of Theorem 3. 
A consequence of Theorem 3 is that if OL > 1, then all proper solutions 
(if any exist) to 
YW = [Y(X + l)l”, (2.12) 
must oscillate. It is clear that for a: > 1, a solution to (2.12) can change sign 
at x0 + 1 only if both y’(xO) and ~“(“a) are zero. 
In a paper by Wright [3], it is assumed that the general nonlinear differen- 
tial-difference equation can be written as a linear term plus the nonlinear 
portion as a power series in y(x + hi), (i = 0, l,...,p). Although special 
cases of such an equation have been shown to be of some importance, for 
equations of advanced type, Theorems 2 and 3 tell us that this assumption 
must be reexamined. It is not clear whether proper solutions ever exist in 
this case. 
3. ASYMPTOTIC OSCILLATION RESULTS 
In this Section we examine some of the properties of nontrivial proper 
solutions to the DAE 
Y’W = 44f(Y(x + 1)). (3.1) 
We want just those conditions on f which will allow us to use Theorem 2. 
The linear equation 
Y’(X) = 44 Y(X + 1) (3.2) 
analogous to Eq. (3.1) is not so particular as it seems at first glance. The 
seemingly more general equation 
2’(x) = P(X) z(x) + 4(x) 2(x + h), h > 0, 
can be transformed by a simple change of variables into an equation of the 
same form as (3.2). 
THEOREM 4. If a(x) < 0 for all x > 0, a bounded and infinitely da@zn- 
tiable, ;f sgn f (z) = sgn z, ;f f has an in$nitely differentiable inverse, and if y 
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is a nontrivial proper solution to equation (3.1), then either y  changes sign an 
odd number of times in every interval of length one beyond some initial interval, 
or else y  is never zero, but 1 y(x) / d ecreases monotonically (to a finite limit). 
PROOF. The existence of a nontrivial proper solution is guaranteed by 
Theorem 2. 
The method of proof is to show that if y(x,,) = 0 for some 0 < x0 < co, 
then y must change sign an odd number of times in the interval (x,, , x,, + 1). 
Suppose y(q) = 0, then there is an xi , with x0 < x1 < x,, + 1, and an 
E > 0 so that y(q) = 0, but y(x) f 0 for any x E (x1 , X, + 6). There is a 
6 < E so that y(x) *y’(x) > 0 on (x1 , x1 + 8). Also y’(x) * y(x + 1) < 0 
for x E (x1 , xi + 8). Thus y(x) * y(x + 1) < 0 for x E (xr , xi + 8). This 
argument can be repeated again at each change in sign of y. Hence if a non- 
trivial solution is to be nonoscillatory, it can not have any zeros. 
The possibility of nonoscillatory solutions is shown by the example 
y(x) = AeS5, s = - 1.2931... 
which is a solution to the DAE 
y’(x) = - 35Ty(x + 1)/2. (3.3) 
If y is a non-oscillatory solution, it is clear that y(x) . y’(x) < 0. Hence the 
proof of Theorem 4 is finished. 
If y is non-oscillatory, there are several possibilities concerning the limit 
which need to be considered. We list only two of them as follows: 
(1) If sz a(t) dt > - co, then by Theorem 1, there is an x0 beyond which 
all bounded solutions are “combed”, that is they do not cross each other 
for x > x0 . Also there is a one to one correspondence between y(xJ and 
y(co), but in the above theorem we have indicated a one to one correspond- 
ence between y(0) and y(x,,), 
(2) If y’ has a limit it must be zero. If, in addition, 
liT+yp a(x) < 0, 
then 
y( co) = lj+m[ f -l(y’(x)ra(x))] = 0. 
Let us notice that even though we have shown that all nonoscillatory 
solutions are bounded if a(x) < 0, hence that all unbounded solutions 
oscillate, there can be a bounded oscillatory solution to a particular DAE if 
sz a(t) dt = - co. For instance 
~(4 = B 
3?rx 
cos2 + Csin? 
is a solution to (3.3). 
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The next theorem is a combination of Theorems 3 and 4 in a fairly specific 
way. 
THEOREM 5. If a(x) > 0 f or all x 3 0, a bounded and infinitely differ- 
entiable, and Jz a(t) dt = co, if sgn f (z) = sgn z, if f has an infinitely dsf- 
ferentiable inverse, and if both 
I “dy and -m dy ll,f(Y) < * s- -v,f(Y) < c0 
fw all yO, 0 < y,, < 00, then all nontrivial proper solutions to equation (3.1) 
are oscillatory. 
PROOF. Theorem 2 gives the existence of nontrivial proper solutions. 
Theorem 3 gives the nonexistence of nonoscillatory solutions. The proof is 
finished. 
Thus all nontrivial proper solutions to 
are oscillatory. 
y’(x) = sinh(by(x + 1)) 
Our next result pertains to the linear equation (3.2). 
THEOREM 6. If  a is bounded and infinitely d$mtttiable, if a(x) > 0, 
a’(x) + a(x) a(x + 1) > 0, and y  is a proper solution to Eq. (3.2) such that 
for some x0 > 1, both y(x,,) # 0 and a(xJ 3 1, then y  changes s&n in the intervaal 
1x0 9 0 x + 43. Further, ; f  there exists a sequence xi -+ 00 with a(xi) > 1, then all 
nontrivial proper solutions to equation (3.2) are oscillatory. 
PROOF. We may assume y(xo) > 0. Suppose y(x) > 0 for x E [x0 , x0 + 41. 
Then y’(x) > 0 for x E [x0 - 1, x0 + 31. Now 
y”(x) > Y(X + 1) [a’(x) + a(x) 4x + 1)l 
for x E [x0 - 2, x0 + 11. Hence 
Y(X + 1) -Y(x) > aWY(x + 1) 
for x in some neighborhood of x0 . In particular 
Y(Xo + 1) * [l - 4xo>l > Y(Xo) > 09 
yielding a contradiction. 
The statement for x(-j co follows immediately and thus the proof of 
Theorem 6 is complete. 
We now consider a special case of Eq. (3.1). 
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THEOREM 7. If y is a solution to 
Y’(X) = 44 EY(X + 1)3”, 
1 
a=--- 
where k is a positive integer and y(x,, i 1) = 0, but a(~,,) f 0, then x0 + 1 
is a zero of y of multiplicity at least 2k - 1. Further, if k > 1 and a(x) f 0 
for x = x,, + m, m = 0, 1, 2 ,..., then y must oscillate. 
This result follows from repeated differentiation and the proof is omitted. 
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