Given a Cartesian product G = G 1 : : : G m (m 2) of nontrivial connected graphs G i and the n{dimensional base B de Bruijn graph D = D B (n), it is investigated whether or not G is a spanning subgraph of D. Special attention is given to graphs G = G 1 : : : G m which are relevant for parallel computing, namely, to Cartesian products of paths ("m{dimensional grids ") or cycles ("m{dimensional tori "). Although these results are valid only for de Bruijn graphs of dimension n = 2, they do have consequences for the case n > 2, too : for even n, we can apply our results to obtain embeddings of grids and tori G into de Bruijn graphs D C (n) with dilation n=2, where the base C is a xed (typically small) integer 2, and n is big enough to ensure jGj jD C (n)j.
Introduction
In the context of parallel and distributed computation the problem of embedding one interconnection network into another one is of fundamental importance and has gained considerable attention; see, e.g., the survey article of Monien and Sudborough 10] , and the literature mentioned there. De Bruijn graphs are popular communication networks for parallel computers because they feature several nice properties such as xed node degree and small diameter (for more details cf. 4, 15, 16] ). The problem of studying embeddings of hypercubes, grids and tori into de Bruijn graphs was initiated by Heydemann, Opatrny, and Sotteau 7, 8] who obtained a variety of results on embedding hypercubes and 2-dimensional grids into de Bruijn graphs, while grids of higher dimension and tori were considered only brie y. In 12] results on the embedding of multidimensional tori into de Bruijn graphs were presented. (For de nitions, see Section 2.) In the present paper, given a Cartesian product G = G 1 : : : G m (m 2) of nontrivial connected graphs G i and the n-dimensional base B de Bruijn graph D = D B (n), we investigate whether or not there exists a spanning subgraph of D which is isomorphic to G. We apply our results to obtain embeddings of relatively small dilation of common processor networks (as grids, tori, and hypercubes) into de Bruijn graphs of small xed base. Our results generalize and improve some of the results obtained by Heydemann, Opatrny, and Sotteau 7, 8] . Parts of the present paper were presented in 2]. The paper is organized as follows. In Section 2, we collect some de nitions and notational conventions. Thereafter, in Section 3, we present our main results (Theorems 1 and 2) and their corollaries. Experimental results are presented in Section 4. Section 5 contains a somewhat technical part of the proof of Theorem 2 which was postponed in Section 3.
Notation
Unless stated otherwise, graphs will be undirected, multiple edges and loops are admitted. Our terminology is standard and (essentially) in accordance with the terminology of 5]; graph-theoretic notions not de ned here can be found in 5] . For a graph G, we denote by V (G) and E(G) the set of vertices and edges, respectively. A graph is simple if it has neither loops nor multiple edges. The complete graph with n vertices is denoted K n . The complete bipartite graph with color classes of cardinality n and m, respectively, is denoted K(n; m). A graph is nontrivial if it has at least two vertices. 
The main results
In this section, we present our results on the question whether or not a given Cartesian product G = G 1 : : : G m (m 2) of nontrivial graphs G i is a spanning subgraph of D B (n). The proof of our rst result (Theorem 1) is based on the following lemma. Proof Let A 0 ; A 1 be disjoint sets with jA 0 j = a, jA 1 j = b, and A 0 A 1 = f0; : : :; B?1g. For x; y 2 f0; : : :; B ? 1g, we write x y if x; y 2 A i for i = 0 or 1, and we use x 6 y to indicate that x y does not hold. Let V be the set of pairs (x; y) with x; y 2 f0; : : : ; B ? 1g. We draw an edge between (x; y), (x 0 ; y 0 ) 2 V if x = x 0 and y 6 y 0 or y = y 0 and x 6 x 0 . Let E denote the corresponding set of edges. Then the graph G = (V; E) is isomorphic to K(a; b) K(a; b). Let ' : V ?! V (D B (2)) be the mapping de ned by '(x; y) = hx; yi if x y and '(x; y) = hy; xi, otherwise.
Clearly, ' is bijective. For the purpose of showing that ' de nes a subgraph embedding of G into D B (2), let (x; y); (x; y 0 ) 2 V with y 6 y 0 . By symmetry, we may assume x y; x 6 y 0 . It follows that '(x; y) = hx; yi, '(x; y 0 ) = hy 0 ; xi, and thus '(x; y) and '(x; y 0 ) are neighbors in D B (2) . Clearly, the case (x; y); (x 0 ; y) 2 V , x 6 x 0 , can be settled in the same manner, and thus ' de nes a subgraph embedding G ?! D B (2 We mention that, in a sense, Corollary 1 is sharp since the Cartesian product C 3 C 3 is not a spanning subgraph of D 3 (2) , as can easily be checked. (Here C t denotes the cycle of length t.) In addition, we found that C 5 C 5 is a spanning subgraph of D 5 (2) but do not know whether or not C t C t is a spanning subgraph of D t (2) for odd t 7. The fact that C 5 C 5 is a spanning subgraph of D 5 (2) can be seen as follows. For i = 0; 1; 2; 3; 4 let A i and B i be the following 5{cycles contained in D 5 (2) , where the addition is modulo 5 (cf Figure 1 for an illustration of the construction):
A i = (hi; ii ; hi; 1 + ii ; h1 + i; 4 + ii ; h4 + i; 1 + ii ; hi; 4 + ii) B i = (hi; ii ; hi; 2 + ii ; h2 + i; 3 + ii ; h3 + i; 2 + ii ; hi; 3 + ii): vertices. Then G can be embedded into D C (2t) with load 1, expansion 1, and dilation t.
In Section 4 we demonstrate how a similar result for tori can be used for applications in the eld of parallel image processing. In the remainder of this section, we present a nonexistence result for de Bruijn graphs D B (n) with n 3 which contrasts the above results for n = 2. We remark that the additional assumption made in Theorem 1 for the case m = 2, n = 3 cannot be dropped (but, possibly, relaxed): let G 1 and G 2 be paths of length one and three, respectively. Then the grid G 1 G 2 is a spanning subgraph of D 2 (3).
Proof The proof consists of two parts. In part I, Theorem 2 is proved with the exception of the case m = 2; n = 3. In part II the case m = 2; n = 3 is settled. Since the proof of part II is somewhat technical, it is postponed to Section 5.
Part I: We assume n 4 when m = 2.
We show how this case can be settled by application of the results proved in 1]. For a direct argument which does not use the more general results of 1], we refer to the original proof of Theorem 2 presented in 2]. Clearly, it su ces to settle the case that the G i are simple graphs, which is assumed henceforth.
We suppose that G is a subgraph of D and show that this implies jGj < jDj. If 
Application
This section is addressed to readers particularly interested in practical applications and may be skipped by those mainly concerned with theoretical matters. We describe the practical impact of our results on parallel algorithms in digital image processing; for an introduction to this application eld, we refer to 9, 14] . The implementation of an algorithm on a parallel system can be modeled as a graph embedding problem where the host graph is given by the interconnection network, and the guest graph corresponds to the data dependency graph of the algorithm. Typically, the radius r is small in comparison to the image dimension M. Therefore, the kernel is stored (redundantly) on all nodes in a parallel implementation, whereas the image is distributed among the nodes. A 2-dimensional torus C M C M would be the natural choice for the interconnection network of a target parallel computer. The embedding of the convolution into C M C M has dilation r, since the data have to be communicated along paths of length at most r. 1 1 More formally, the data dependency graph of the algorithm that computes the convolution is the graph G = (C M C M ) r (\r-th power of C M C M ") and the embedding of G into C M C M is de ned by the identity map on V (G), where each edge of G is mapped on a path of length at most r. In graph theory, the r-th power of a graph H is the graph with the same vertex set as H where two vertices are joined by an edge if and only if their distance in H is at most r.
In contrast to low level image processing, the algorithms associated with the higher levels, as for example Fast Fourier Transform, Viterbi algorithm, or sorting, call for interconnection networks with low diameter. In this context, typical structures are trees, de Bruijn graphs, hypercubes or dense irregular graphs. Naturally, it is desirable to perform all stages of an algorithm on one machine. Choosing the de Bruijn graph as interconnection network, embeddings of tori or grids into de Bruijn graphs become of signi cant importance. Theorem 1 provides us with such embeddings, but we have to take into account two practical limitations:
The number of M 2 pixels of an image exceeds by far the number of nodes in practical interconnection networks. De Bruijn graphs of dimension 2 cannot be directly used in practical applications, because of their high node degree. 
The Second Part of the Proof of Theorem 2
We now present the part of the proof of Theorem 2 which was postponed in Section 3. We need some preparation.
In directed graphs, we write ? ! 2 for x 2 V (G 1 ) as described in the paragraph before Lemma 8. Whenever we say that a diagonal con guration D is generated by some admissible walks of G 1 and G 2 , we mean that the construction of D is based on this xed choice of the isomorphisms y 1 and x 2 . The case B = 2 is easily settled. Suppose that D = D 2 (3) . Note that the graph that results from D by deletion of the loops has minimum degree two. From this, together with the fact that G is loopless, one concludes that G has minimum degree at most two. On the other hand the minimum degree of G i is at least i(i = 1; 2), which implies that the minimum degree of G is at least three. This contradiction settles the case B = 2. Hence let B 3. We rst assume that not both G 1 and G 2 are cycles. Note that, under this assumption, it su ces to settle the case that G 1 is not a cycle: this follows from the fact that the condition imposed on G 2 ("no vertices of degree one") is more restrictive than the condition imposed on G 1 ("not a path"). Thus assume that G 1 is not a cycle. Since G 1 is connected and not a path it follows that (G 1 ) 3. We claim that the following holds. 
For the proof of (4) Remark. In the above proof, the case that G is a Cartesian product of two cycles is settled by making use of 1], Theorem 4. We mention that a more direct proof can be based on Lemma 8 without employing the results of 1] and, in fact, the original proof found by the present authors was of this type. The interested reader is referred to 3].
Conclusion
This paper presents conditions for the existence (or non-existence) of optimal embeddings, i.e., embeddings with unit dilation, load, and expansion, of Cartesian products of graphs into de Bruijn graphs. In particular, we prove that Cartesian products of graphs cannot be optimally embedded into de Bruijn graphs of dimension greater than 3. In the case of de Bruijn graphs of dimension 3 this non-existence result is extended to large classes of Cartesian product graphs including the case of more than two factors and the case of 2-dimensional tori graphs, which are of particular interest for practical applications. For de Bruijn graphs of dimension 2, optimal embeddings of Cartesian products of graphs do exist under some additional conditions. The proof of this result is constructive and covers such important cases as multidimensional grids, binary hypercubes, and tori with even side length. Some questions concerning optimal embeddings into de Bruijn graphs of dimension 2 and 3 have been left open and we expect that, for these cases, di erent methods have to be employed in order to obtain complete answers. For practical applications one is mainly interested in embeddings into de Bruijn graphs of small base, e.g., of base 2. Therefore the obtained embeddings have to be combined with embeddings transforming base and dimension of de Bruijn graphs. In total, we obtain embeddings of Cartesian products of graphs into de Bruijn graphs of xed base with dilation at most half the diameter of the de Bruijn graph. Experimental results have shown that the e ciency of parallel implementations can be improved considerably by means of the obtained embeddings. Especially this is the case for algorithms having communication demands that can be described by tori and grids at one stage and by de Bruijn graphs at another stage. These kind of mixed communication demands are typical for applications in the area of digital image processing.
