The above so-called ''nonlocal'' boundary value problem was studied by w x w x Il'in and Moiseev 7 , S. A. Marano 8 , and more recently by Gupta and w x w x co-authors 3᎐6 . It is known 3, 4 that the existence of a solution for these Ž . BVPs can be studied via the existence of a solution for Eq. 1.1 subject to one of the following three-point boundary value conditions, xЈ 0 s 0, x 1 s ␣ x , 1 . 4
Ž . Ž . Ž . Ž .
x 0 s 0, x 1 s ␣ x , 1 . 5 w x Ž . Ž . The authors of 4 proved existence results for the BVP 1.1 , 1.4 with w x Ž . the condition ␣ / 1 and in 3 , they obtained results for the BVP 1.1 , Ž . 1.5 when ␣ -1. These assumptions ensure that the linear part L is invertible. They assume also that the nonlinear part f has linear growth.
Ž . Ž . In this paper, we shall prove existence results for BVP 1.1 , 1.4 and Ž . Ž . BVP 1.1 , 1.5 which allow f to have nonlinear growth. We do this by imposing a decomposition condition for f and by showing that the growth of certain nonlinear terms is not restricted provided they satisfy a sign condition. We obtain appropriate a priori bounds and apply degree theory. Moreover, by using the coincidence degree theory of Mawhin, we are also able to give existence results when the linear operator L is non-invertible Ž . Ž . and f has nonlinear growth. This allows us to treat the BVP 1.1 , 1.4
Ž . Ž . with ␣ s 1, and the BVP 1.1 , 1.5 with ␣ s 1r.
We give examples of equations which can be treated by our results but w x the results of 3᎐6, 11 cannot be applied.
NON-RESONANCE RESULTS
w x 1 w x 2 w x 1 w x We shall use the classical spaces C 0, 1 , C 0, 1 , C 0, 1 , and L 0, 1 .
1 w x 5 5 < Ž .< 5 5 For x g C 0, 1 , we use the norms x s max x t and x s ϱ t gw0, 1x
Ä5 5 5 5 4 1 w x 5 5 max x , xЈ . We denote the norm in L 0, 1 by и . We also use the with its usual norm.
In our first result we show that the growth of certain nonlinear terms is not restricted provided they satisfy a sign condition. This idea is similar to, w x but different from, one used in 1 . 
Let N: X ª Z be the nonlinear mapping defined by w x
Nx t s f t, x, xЈ , t g 0, 1 .
Ž .Ž . Ž .
Since ␣ / 1, L is a one-to-one linear mapping. Let K [ L y1 so that KN: X ª X is compact by the Arzela-Ascoli theorem. By the Leray-Schaudeŕ Ž . Ž . degree theory, to obtain the existence of a solution for BVP 1.1 , 1.4 in 1 w x C 0, 1 it suffices to prove that the set of all possible solutions of the following family of equations
1 w x w x is bounded in C 0, 1 by a constant independent of g 0, 1 .
Ž . Ž . Ž . To do this, suppose x is a solution of 2.2 , 2.3 , so that x g D L and xЈ xЉ s xЈ f t, x, xЈ q xЈe.
Ž . 
Ž . By our assumption 2.1 , x Јq x Јq cq e.
We will need the following simple lemma to deal with the second set of boundary conditions.
Ž . 0, 1 , and ␣ ) 1, ␣ / 1r. Then there exist , and C g 0, 1 such that
Ž . Ž . Ž . 
Proof. By the same argument as in the proof of Theorem 2.1, it suffices to show that all possible solutions of the following family of equations
1 w x w x are bounded in C 0, 1 by a constant independent of g 0, 1 .
Ž . Suppose that x is a solution of 2.7 and let be as in Lemma 2.2, or 5 5 5 5 Ž . Remark 2.3, and write C s c q e . Multiplying both sides of Eq. 2.7 1 1 with xЈ and integrating, we obtain Ž . Ž . 
RESULTS AT RESONANCE

Ž . Ž .
In the following, we shall prove existence results for BVP 1.1 , 1.4 Ž . Ž . with the condition ␣ s 1 and BVP 1.1 , 1.5 when ␣ s 1r. In these cases, the linear operator L is non-invertible and the Leray-Schauder continuation theorem cannot be used. We shall apply the continuation w x theorem of Mawhin 10 . For the convenience of the reader, we recall this theorem.
Ž . Let X and Z be real Banach spaces and L: D L ; X ª Z be a linear Ž Ž .Ž . operator which is Fredholm of index zero that is, im L the image of L Ž . Ž . Ž . Ž is closed in Z, and ker L the kernel of L and Zrim L the cokernel of . . L are finite dimensional with equal dimension . Let P: X ª ker L and 
Assume that
Ž .
1 There exists a constant M G 0 such that Ž . and Lx s xЉ, x g D L . We define N: X ª Z by setting w x N x t s yf t, x t , xЈ t y e t , t g 0, 1 . 
Ž . Ž . Ž .
Ž . Ž . This implies that xЈ t is increasing for t small enough. Since xЈ 0 s 0, Ž . Ž . Ž . xЈ t ) 0 for t small enough. Thus x t is increasing, contradicting x 0 s < Ž .< max x t .
tgw0, 1x
Ž . Ž . If x 0 -yM, then a similar argument shows that x t is decreasing and a contradiction is obtained. Thus we have shown
Ž . Ž . and we have proved that U is bounded.
Suppose that x g U and x ' C 1 w x has at least one solution in C 0, 1 .
We now treat the boundary condition 1.5 . In the following, we assume that the mapping N and the linear operator L are the same as in the proof of Theorem 3.2 and let 
