Amyloid beta (Aβ) plaques aggregation is considered as the "start" of the degenerative process that manifests years before the clinical symptoms appear in Alzheimer's Disease (AD). The aim of this study is to use back propagation neural networks (BPNNs) in 18 F-florbetapir PET data for automated classification of four patient groups including AD, late mild cognitive impairment (LMCI), early mild cognitive impairment (EMCI), and significant memory concern (SMC), versus normal control (NC) for early AD detection. Five hundred images for AD, LMCI, EMCI, SMC, and NC, i.e., 100 images for each group, were used from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database. The results showed that the automated classification of NC/AD produced a high accuracy of 87.9%, while the results for the prodromal stages of the disease were 66.4%, 60.0%, and 52.9% for NC/LCMI, NC/EMCI and NC/SMC, respectively. The proposed method together with the image preparation steps can be used for early AD detection and classification with high accuracy using Aβ PET dataset.
Introduction
Alzheimer's disease (AD) is the most common type of neurodegenerative disease that accounts for approximately 60% to 80% of dementia cases [1] , leading to an irreversible and progressive mental deterioration as a result of neuronal death in the brain. Currently, there are approximately 47 million people affected by the disease around the globe [2] and it is expected to increase dramatically to over 100 million by 2050 [3] . There are presently no clinically proven treatments to avoid or stop the progression of the disease, as they only target the symptoms of AD rather than its cause [4] . The main underlying reason might be the late diagnosis from common behavioral diagnostic approaches, leading to late intervention where irreversible brain damage has already happened. Thus, given that AD can be detected at earlier stages, 12-2-0012 Private sector contributions are facilitated by the Foundation for the National Institutes of Health (www.fnih.org). The grantee organization is the though they are time consuming during the training stage. The amount of data is also important because large amount of data and output classes may need deep-learning approaches to provide effective learning; however, this increases the computational cost. For this reason, image preprocessing steps are still an effective way to prepare efficient data for shallow neural networks or other machine learning models.
Deep learning has high accuracy and reliability for classification of disease stages, and thus making effective diagnosis. However, training phases of deep learning methods need considerable time. Image processing techniques are used to reduce the amount of data to the neural network to minimize training and testing time while increasing the performance and accuracy for limited class problems [22, 23, 24] .
In the current study, we propose the use of back propagation neural networks (BPNNs) for the automated classification of 4 groups of patients including AD, LMCI, EMCI, SMC versus normal controls (NC) on 18 F-florbetapir PET images from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database, with 100 images for each group. The proposed system consists of two stages: image preparation and artificial neural networks. Basic and effective image processing techniques are applied in order to prepare data for the shallow BPNN.
Material and methods

Datasets
The datasets used in the current study were downloaded from the open Alzheimer's Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI is a public-private partnership, led by Principal Investigator Michael W. Weiner, MD., and was launched in 2003. The goal of ADNI is to test whether serial magnetic resonance imaging (MRI), positron emission tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined to measure the progression of MCI and AD at its early stage by providing very large clinical and imaging datasets. For up-to-date information, see www.adniinfo.org. Informed consent was obtained for all subjects, and the study was approved by the relevant institutional review board at each data acquisition site (for up-to-date information, see http://adni.loni.usc.edu/wp-content/themes/freshnews-dev-v2/documents/policy/ADNI_ Acknowledgement_List%205-29-18.pdf). All methods were performed in accordance with the relevant guidelines and regulations.
For this study, a total of 500 images, i.e., 100 images for each group, were used for five groups denoted as AD, LMCI, EMCI, SMC, and NC. Therefore, each image belongs to a different subject. For NC group, data were selected from a combination of ADNI1/GO and ADNI2 while for AD, LMCI, EMCI, and SMC groups, all data were selected from ADNI2. However, we randomly selected 100 baseline images for each group (except AD) among the larger population. Subject ID numbers are presented in the supplement file for reproducibility purpose. Table 1 shows the phenotypic data for each group. In the dataset we used, 66% of the AD patients carried at least one APOE ε4, while this rate was 51%, 54%, 31%, and 34% for the LMCI, EMCI, SMC, and NC groups, respectively (Table 1) . On the other hand, people with MCI might be converted to AD or remain stable, while some of them even get better and convert to NC. In the dataset we used, 59% of LMCI patients converted to AD (LMCI-converters), 38% remained stable (LMCI-non-converters) and 3% converted to NC. 59.3% of LMCI-converters carried APOE ε4. For EMCI patients, 16% of them converted to AD (EMCI-converters), while 74% remained stable (EMCI-nonconverters) and 10% converted to NC. 68.8% of LMCI-converters carried APOE ε4. The conversion rate for SMC patients was 1%. The details are presented in Table 2 .
Subjects were injected with 10 mCi ±10% 18 F-florbetapir and acquisition started at 50-90 min post injection. A dynamic 3D scan consisting of four 5-min frames, i.e., a total of 20 min, was performed. Fully 3D iterative image reconstruction was performed with 4 iterations and 20 subsets. Fig 1 shows the sample images from each group.
Preprocessing
The goal of the preprocessing steps is to make PET data more uniform and to increase the similarities of PET images if they are obtained by different scanners. These will provide consistency and more efficient data analysis. The preprocessing was performed by ADNI; however, further image processing steps that we implemented are described in the following sections. The details of ADNI preprocessing can be summarized as follows: co-registration of frames, averaging the frames, standardization and resolution.
Co-registration. PET data from scanners in all sites are downloaded for quality control from the University of Michigan. Firstly, the data are converted to a standard file format. Separate frames are extracted from the image file for registration purposes. Each extracted frame (4 frames in total) is co-registered to the first extracted frame of the raw image file. The base frame image and the four co-registered frames are recombined into a co-registered dynamic image set. These image sets have the same image size and voxel dimensions and remain in the same spatial orientation as the original PET image data.
Averaging. This type of processed image set is essentially generated by averaging the four 5-minute frames of the co-registered image set described above. A single 20 min PET image set is created at the end of this process.
Standardization. Each subject's co-registered and averaged image from the raw data is then reoriented into a standardized size. This image grid is oriented such that the anterior-posterior axis of the subject is parallel to the anterior commissure-posterior commissure line. This standardized image then serves as a reference image for all PET scans on that subject. The individual frames from each PET scan are co-registered to this baseline reference image.
Resolution. Each image set is filtered with a scanner-specific filter function to produce images of a uniform isotropic resolution of 8 mm FWHM. The specific filter functions were determined from the Hoffman phantom PET scans that were acquired during the certification process. More detailed information about each step can be found at http://adni.loni.usc.edu/ methods/pet-analysis/pre-processing/.
Image processing
Our image processing method includes the preparation and minimization of data to minimize the training time and to optimize the recognition skills of neural networks. In the initial step of image processing, images are automatically cropped to remove black frames from the region of interest, which increases the computational cost during the training and generalization with zero values. Then, cropped images are resized to 200×200 pixels in order to apply the Average Pixel Per Node (APPN) approach. The APPN is based on dividing images into predefined segments and calculating the average of the gray level values for each segment. Thus, reduced and statistically measured inputs are provided for the neural network. In this paper, a 10×10 segment size was used for APPN and in total, 400 normalized input values were fed to the neural network. Fig 2 shows the steps of the image preparation phase in detail.
Back Propagation Neural Networks (BPNNs)
Back Propagation (BP) is one of the most widely used and effective supervised learning algorithms in ANNs. Ease of implementation and fast convergence make BP popular for researchers requiring shallow neural networks. BP has been used to solve real-life classification problems with superior results. Therefore, it can be used for any classification problems or applications using medical data in order to simulate and improve the human recognition skills.
Normalized values are sent to the input layer of the neural network with or without preprocessing and the total potential of each neuron of the hidden layer is calculated by using these input values and initially randomized weights. Then, the output of each neuron is calculated using the activation function. These steps are repeated in the next layer, which is the output layer for a 3-layered neural network. It uses gradients to update the weights and biases during the training by propagating the error signal to the back. Learning and momentum rates are used to increase the learning speed and to avoid the local minima during the convergence. All these feed forward and feedback calculations are repeated until the stopping criteria, generally Root Mean Square (RMS) error, is reached. The general topology of the 3-layered BPNN is shown in Fig 3. There are different types of neuron activation functions such as Logistic Sigmoid which produces smooth slope between 0 and 1, Tangent Sigmoid function which produces output between -1 and 1, Hard Activation Function which produces only 0 or 1, and Rectified Linear Unit (RELU) function which produces linear slope between 0 and 1. Tangent Sigmoid and Hard Activation is not considered for this research because of the differences of outputs but Logistic Sigmoid and ReLU functions are used. Also, number of hidden neurons, learning rate and momentum factors are other parameters that affect the accuracy both in training and testing phases. However, there is not an exact rule that gives an optimum activation function or other parameter values. Thus, several experiments (training and testing of neural network) were performed with different parameter values and with different activation functions to determine the optimum neural network structure both in training and testing. In this research, the hold-out method is considered to build the initial model and to obtain results efficiently in terms of time. It is one of the effective ways to train neural network while it only consists one train-test step and mainly depends on randomly selected training patterns.
BPNN is used for training 30% of the total images for each class that consists of 100 images. The hidden neuron number is determined as 45 in the hidden layer after performing several experiments. The momentum rate, learning rate and minimum RMS error are set to 0.90, 0.00079 and 0.003, respectively, for all experiments. Increments or decrements of the momentum rate and learning rate do not affect the testing performance of the system, but cause late or no convergence during training. The minimum RMS error is set to 0.003 by performing several experiments in interval of 0.0002 to 0.003. The maximum and minimum values of 
Results
The NC group was compared with other four groups, namely AD, LCMI, EMCI, and SMC. The generalization (test) was performed using 70% of the untrained data of each class for each experiment. In the first experiment, randomly selected NC and AD images were used to train the BPNN and the convergence of neural network was completed after 2837 iterations and in 70.89 seconds. Sensitivity, specificity and accuracy in this experiment are measured as 92.4%, 84.3%, and 87.9%, respectively. In the second experiment, NC and LMCI images were considered. The convergence completed after 3680 iterations and in 91.85 seconds. Sensitivity, specificity and accuracy of 62.9%, 70.0% and 66.4% were achieved, respectively. In the third experiment, NC and EMCI images were used for training. The learning of BPNN was completed after 3886 iterations and in 96.92 seconds. Sensitivity of 60.0%, specificity of 60.0% and accuracy of 60.0% were obtained. Finally, in the last experiment, NC and SMC images were used to train the BPNN. Training was completed after 4884 iterations and in 122.67 seconds. Sensitivity, specificity and accuracy values of 60.0%, 45.7% and 52.9% respectively were obtained for the data to be tested. A training performance of 100% was obtained for each experiment. Table 4 summarizes the results for each experiment.
The confusion matrix showing true positive, true negative, false positive and false negative values is presented in Table 5 .
In this study, we used 100 images for each group and the number of converters/non-converters is too low to make further discrimination between them. Also considering that this number will be further decreased after using some of them for training, the results will not be accurate with the current dataset. However, we considered the information on conversion and genotype ( Table 2 ) to see how BPNN performed when such information is provided. The results showed that a total of 19 of the 24 subjects (79.2%) who were both APOE ε4 carriers and LMCI-converters were classified as LMCI with our method, which is very promising to proceed with the prediction studies in the further studies. 
Discussion
The classification of AD using ANNs has been studied for many years and reached high accuracy. However, although many studies have used MRI data to assess brain atrophy, MRI is not able to detect the hallmarks of AD for MCI patients who are at risk of AD. This is because MRI is only useful to assess progressive cerebral atrophy that is a later stage after Aβ aggregation and tau mediated neuronal dysfunction in the proposed AD pathological cascade [25] .
To date, almost all studies with PET for AD have been done on 18 F-FDG, which mainly shows synaptic activity/dysfunction, and in those studies, mostly NC/AD and NC/MCI classifications have been assessed [8, [26] [27] [28] [29] . Since the molecular pathology of AD can be visualized with amyloid PET imaging, in our study, we are able to use ANN method to classify AD, LMCI, EMCI, and SMC versus NC, in which some of these groups include subjects in prodromal (MCI) and preclinical (SMC) stages. Table 6 summarizes the results of different reports on classification of AD and some of its stages with different neural network algorithms on the 18 F-florbetapir PET dataset. The results show that our method based on 18 F-florbetapir PET data can be used successfully in the classification and early detection of AD.
We achieved high accuracy for NC/AD classification, while the NC/LMCI classification results were promising, followed by NC/EMCI and NC/SMC. The low classification accuracy for some of the non-AD groups could be attributed to that these groups might include both biomarker-positive and biomarker-negative individuals. The presence of cerebral amyloid pathology in MCI, SMC, and even NC persons varies from 10% to 80% depending on the risk factors for AD [32] . Therefore, non-AD individuals might be amyloid-positive and might or might not convert to AD [33] . Another study showed that Aβ aggregation can be positive in non-AD subjects due to the fact that 20%-40% of cognitively normal or non-AD individuals, and especially these individuals are older and carry APOE ε4 [20] . Therefore, some of the NC group patients are probably Aβ-positive. Thus, we believe the main factor behind the low classification accuracy for the prodromal stages is because the patients classified as MCI (either LMCI or EMCI) and SMC might be either amyloid-positive or negative, together with the fact that 20%-40% of the NC group might be Aβ-positive, which directly affects the classification accuracy.
The conventional analysis has proved to agree with the autopsy to some degree. Interpretation of PET data in the setting AD is usually a manual approach using visual qualitative reading or a reference region based quantitative analysis. A manual approach can be prone to interpretation errors and strongly depends on the experience and training of the reading physician. Furthermore, it requires highly experienced board certificated nuclear medicine and radiology physicians (usually 2 to 5 readers) to interpret the amyloid beta images. Also, there are factors affecting the quantitative analysis such as selecting the reference region from cerebellum or white matter. Quantitative regional analysis of amyloid PET data is a time-consuming and complex process which also requires MRI coregistration. Region of interest (ROI) analyses have been the mainstream to investigate the changes in many studies related with AD. However, studies utilizing the ROI analyses exclusively depend on previous experience on ROI selection. In addition, they do not consider the regions outside of the ROIs which might include further information. Artificial intelligence offers an efficient methodology and objective classification systems for analyzing high-dimensional and large dataset. It can learn complex patterns and changes cannot be detected visually. Single pixel in an image may change the class of image but it cannot be perceived by human beings. BPNN uses normalized inputs of images and their corresponding weights to identify this change. This ability is obtained during the training which consists of error minimization and weights adjustments using gradientdescent algorithm.
Finally, but most importantly, the National Institute on Aging at the National Institutes of Health and the Alzheimer's Association recently published a research framework for the biological definition of AD [34] . According to this newly revised definition, "An individual with biomarker evidence of Aβ deposition (e.g. abnormal amyloid PET scan) with an evidence of pathologic tau biomarker would be assigned the label Alzheimer's disease". Therefore, imaging the tau pathology is as important as imaging the biomarker Aβ in the early detection of AD.
On the other hand, neurodegenerative injury biomarkers and cognitive symptoms are not considered as specific to AD as opposed to Aβ and pathologic tau biomarkers, which are specific neuropathological changes that define AD. In addition, in the three cognitive stages, namely cognitively unimpaired, MCI, and dementia, syndromes are combined with biomarkers for a broader definition. Therefore, we believe that further studies should be designed according to these new broader definitions and the staging of the disease.
By considering all the factors mentioned above, in our further studies, we will use additional datasets including other imaging agents such as FDG for brain glucose utilization and flortaucipir for tau protein imaging as supportive inputs to increase the accuracy of each classification. Age, APOE genotype, education, and sex should also be considered for a more accurate classification. Moreover, the new dataset including risk factors could be useful for prediction studies to foresee whether an MCI patient will convert to AD in future. In fact, when considering the APOE genotype and the conversion information of LMCI patients, 80% of the subjects who are both APOE ε4 carriers and LMCI-converters were classified as LMCI with our method. In this study, we showed that traditional BPNN can effectively be used for the classification of AD with image preprocessing, which minimizes training time and increases the testing performance of the system. The obtained results are superior to other recent researches and this makes our system more efficient in real-life implementation with higher accuracy. With additional datasets on a different biomarker like pathologic tau, our method can be used for higher classification accuracy and prediction studies.
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