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SIGN-CHANGING BLOWING-UP SOLUTIONS FOR THE
BREZIS–NIRENBERG PROBLEM IN DIMENSIONS FOUR AND FIVE
A. IACOPETTI, G. VAIRA
Abstract. We consider the Brezis-Nirenberg problem:
−∆u = λu+ |u|p−1u in Ω, u = 0 on ∂Ω,
where Ω is a smooth bounded domain in RN , N ≥ 3, p = N+2
N−2
and λ > 0.
In this paper we prove that, if Ω is symmetric and N = 4, 5, there exists a sign-changing
solution whose positive part concentrates and blows-up at the center of symmetry of the
domain, while the negative part vanishes, as λ → λ1, where λ1 = λ1(Ω) denotes the first
eigenvalue of −∆ on Ω, with zero Dirichlet boundary condition.
1. Introduction and statement of the main results
In this paper we deal with the following problem{ −∆u = λu+ |u|p−1u in Ω
u = 0, on ∂Ω
(1.1)
where Ω is a bounded smooth domain of RN , N = 4, 5, λ > 0, p+1 = 2NN−2 is the critical Sobolev
exponent for the embedding of H10 (Ω) into L
p+1(Ω).
Problem (1.1) is known as the Brezis–Nirenberg problem since the first existence results for
positive solutions of (1.1) were given in their celebrated paper [14]. In particular they showed
that the dimension N plays a crucial role in the study of Problem (1.1). In fact they proved that
if N ≥ 4 there exist positive solutions of (1.1) for every λ ∈ (0, λ1), where λ1 = λ1(Ω) is the
first eigenvalue of −∆ on Ω with zero Dirichlet boundary condition, while if N = 3 there exists
λ∗ = λ∗(Ω) > 0 positive solutions exist if λ ∈ (λ∗, λ1). When Ω = B is a ball they also proved
that λ∗(B) =
λ1(B)
4 and a positive solution of (1.1) exists if and only if λ ∈ (λ1(B)4 , λ1(B)).
Moreover, as consequence of the classical Pohozaev’s identity positive solutions do not exist if
λ ≤ 0 and Ω is star-shaped.
Since then several results have been obtained for Problem (1.1), in particular on the asymptotic
analysis of positive solutions, mainly for N ≥ 5, because also the case N = 4 presents more
difficulties compared to the higher dimensional ones.
Concerning the case of sign-changing solutions of (1.1), several existence results have been
obtained if N ≥ 4. In this case one can get sign-changing solutions for every λ ∈ (0, λ1(Ω)), or
even λ > λ1(Ω) (see [17, 19, 18, 23, 24, 6, 21, 20, 42]). In particular, Capozzi, Fortunato and
Palmieri in [17] showed that for N = 4, λ > 0 and λ 6∈ σ(−∆) (the spectrum of −∆ in H10 (Ω))
Problem (1.1) has a nontrivial solution. The same holds if N ≥ 5 for all λ > 0.
The case N = 3 presents the same difficulties enlightened before for positive solutions and
even more. In fact, it is not yet known, when Ω = B is a ball in R3, if there are nonradial
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sign-changing solutions of (1.1) when λ is smaller than λ∗(B) = λ1(B)/4. A partial answer to
this question posed by H. Brezis has been given in [10].
However, even in the case N = 4, 5, 6, some apparently strange phenomenon appears for
what concerns radial sign-changing solutions in the ball. Indeed it was first proved by Atkinson,
Brezis and Peletier in [5] that for N = 4, 5, 6 there exists λ∗ = λ∗(N) such that there are no
sign-changing radial solutions of (1.1) for λ ∈ (0, λ∗). Later this result was proved in [1] in a
different way.
As it will be clear in the sequel, the nonexistence result of Atkinson, Brezis and Peletier is
connected to the asymptotic analysis of low-energy sign-changing solutions of (1.1). Ben Ayed,
El Mehdi and Pacella have investigated the latter question in [10],[11]. More precisely, denoting
by ‖ · ‖ the H10 (Ω)-norm and by S the best Sobolev constant for the embedding H10 (Ω) into
L2∗(Ω), they studied the asymptotic behavior of sign-changing solutions uλ of (1.1) such that
‖uλ‖2 → 2SN/2, as λ → 0 if N ≥ 4, or λ → λ¯, if N = 3, where λ¯ is the infimum of the values
of λ for which nodal low-energy solutions exist (see [10]). They proved that these solutions blow
up at two different points a¯1, a¯2, which are the limit of the concentration points aλ,1, aλ,2 of the
positive and negative part of uλ. We point out that they need to assume the extra hypothesis
that the concentration speeds of the two concentration points are comparable for N ≥ 4 (see
[11]), while in dimension three this was derived without any extra assumption (see [10]).
In view of the results of Ben Ayed, El Mehdi and Pacella we get that, for N ≥ 4, the question
of proving the existence of sign-changing low-energy solutions (i.e. such that ‖uλ‖2Ω converges to
2SN/2 as λ → 0) whose positive and negative part concentrate and blow up at the same point,
was left open.
In [30], by studying the asymptotic behavior, as λ → 0, of low-energy radial sign-changing
solutions of (1.1) in the unit ball of RN , for N ≥ 7 (for these dimensions they do exist, as proved
by Cerami, Solimini and Struwe in [20]), it has been proved that the positive and the negative
part of such solutions concentrate and blow up at the center of the ball, and their concentration
speeds are not comparable. Moreover, in the recent paper [33], it has been proved that for N ≥ 7
these so called “bubble-tower” solutions for (1.1), exist, as λ → 0, in general bounded domains
with some symmetry.
We point out that, in the previous result, the assumption N ≥ 7 on the dimension is not only
technically crucial but it also is necessary. In fact, in the recent paper [31], the authors proved
that for the low dimensions N = 4, 5, 6, and in general bounded domains, there cannot exist
sign-changing “bubble-tower” solutions for (1.1), as λ→ 0. This result is hence the counterpart,
in general bounded domains, of the nonexistence theorem of Atkinson, Brezis and Peletier if we
think of sign-changing “bubble-tower” solutions as the functions which play, in general bounded
domains, the same role as the radial solutions in the case of the ball.
In view of all these results it is natural to ask what kind of asymptotic profile we can expect
for sign-changing solutions in the low dimensions N = 4, 5, 6, as λ goes to some strictly positive
“limit” value. The case of radial sign-changing solutions in the ball, having two nodal regions,
has been investigated in [32]. By studying the associated differential equation, and taking into
account the results of [6], [7], the authors prove that if (uλ) is a family of radial sign-changing
solutions of (1.1) in the unit ball B1 of R
N , having two nodal regions, such that uλ(0) > 0, and
denoting by λ¯ = λ¯(N) the limit value of the parameter λ, which arises from the study of the
related ordinary differential equation, then:
(i) if N = 4, 5, then λ¯ = λ1(B1), where λ1(B1) is the first eigenvalue of −∆ in H10 (B1),
and u+λ concentrates and blows-up at the center of the ball having the limit profile of a
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“standard bubble” in RN (i.e. a solution of the critical problem in RN , see (2.1)), while
u−λ converges to zero uniformly, as λ→ λ¯.
(ii) if N = 6, then λ¯ ∈ (0, λ1(B1)) and u+λ behaves as in (i) while u−λ converges to the unique
positive radial solution of (1.1) in B1, as λ→ λ¯.
The aim of this paper is to show that, in general (symmetric) bounded domains of RN , when
N = 4, 5, there exist sign-changing solutions of Problem (1.1) having an asymptotic profile, as
λ→ λ1(Ω), which is similar to that of radial ones in the ball.
The case N = 6 is more delicate and at the moment we can only make some conjecture (see
Remark 8.3).
In order to state our results, we denote by e1 the first (positive, L
2-normalized) eigenfunction
of the Laplace operator with Dirichlet boundary condition, namely e1 solves the problem
−∆e1 = λ1e1 in Ω
e1 = 0 on ∂Ω,
(1.2)
and e1 > 0 in Ω, |e1|22 =
∫
Ω
|e1|2 dx = 1. We construct solutions uλ of Problem (1.1) which, up
to a remainder term, are given by a superposition of a “standard bubble” (suitably projected)
and the first eigenfunction of the Laplace operator, multiplied by a factor tending to zero, as
λ→ λ1.
More precisely, denoting by P the projection onto H10 (Ω) (see (2.4)), we get:
Theorem 1.1. Let N = 4. Assume that 0 ∈ Ω and that Ω is symmetric with respect to x1, . . . , x4.
Then, for all λ > λ1 sufficiently close to λ1, there exists a sign-changing solution uλ of problem
(1.1) of the form
uλ(x) = P
(
α4
(λ − λ1)e−
1
λ−λ1 s1λ
(λ− λ1)2e−
2
λ−λ1 s21λ + |x|2
)
− e− 1λ−λ1 [(s2λ − 1)2 + 1] e1 +Φλ (1.3)
where α4 = 2
√
2, sjλ → s¯j > 0, j = 1, 2 as λ→ λ+1 and Φλ → 0 in H10 (Ω) as λ→ λ+1 . Moreover
uλ is even with respect to the variables x1, . . . , x4.
Theorem 1.2. Let N = 5. Assume that 0 ∈ Ω and that Ω is symmetric with respect to x1, . . . , x5.
Then, for all λ < λ1 sufficiently close to λ1, there exists a sign-changing solution uλ of problem
(1.1) of the form
uλ(x) = P
α5
(
(λ1 − λ) 32 d2λ
(λ1 − λ)2d22λ + |x|2
) 3
2
− (λ1 − λ) 34 d1λe1 +Φλ (1.4)
where α5 = 15
√
15, djλ → d¯j > 0, j = 1, 2 as λ → λ−1 and Φλ → 0 in H10 (Ω) as λ → λ−1 .
Moreover uλ is even with respect to the variables x1, . . . , x5.
Remark 1.3. We observe that the solutions obtained in Theorem 1.1 and Theorem 1.2 are sign-
changing because, in the case N = 4 they solve Problem 1.1 for λ > λ1 and it is well known that
for these values of the parameter λ there cannot exist positive (or negative) solutions of Problem
(1.1) (see Remark 1.1 in [14]). In the case N = 5, the sign-changingness of the solution is a
consequence of the estimates of the L∞-norm of the remainder term (see the proof of Theorem
1.2 and Proposition 8.1).
We point out that since λ1(Ω) is reached from above, if N = 4, while, it is reached from below,
if N = 5, our results agree with those of [4] and [26] for radial sign-changing solutions in the
ball.
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Moreover, we observe that, thanks to the estimates of the L∞-norm of the remainder term in
compact subsets of Ω \ {0} (see the proof of Theorem 1.2, Proposition 8.1 and Remark 8.2), the
main contribution to the negative part of the solutions obtained in Theorem 1.1, Theorem 1.2
is given by the first (normalized, positive) eigenfunction of −∆ in H10 (Ω), multiplied by a factor
tending to zero, as λ → λ1. Hence, this family of solutions verifies, in the more general setting
of bounded (symmetric) domains, a conjecture made by Atkinson, Brezis and Peletier in [6] for
nodal radial solutions in the ball, for N = 4, 5, which states that the negative part of these nodal
radial solutions, converges to zero, in compact subsets of B1 \ {0}, as the first eigenfunction of
−∆ in the unit ball multiplied by a vanishing factor, as λ→ λ1.
We also observe that the energy (see (1.5)) of the solutions obtained in Theorem 1.1, Theorem
1.2 converges, as λ→ λ1(Ω), to the “critical” energy level 1N SN/2 for the Palais-Smale condition
(as a consequence of (7.4), (7.5) and since the H10 -norm of the remainder term goes to zero).
The proof of our results is based on the Lyapunov-Schmidt reduction method which allows us
to reduce the problem of finding blowing-up solutions to (1.1) to the problem of finding critical
points of a functional (the reduced energy) which depends only on the concentration parameters.
We point out that, since we deal with the critical exponent, there are serious difficulties with the
standard procedure (see Section 1 of [33]), when trying to look for critical points for the energy
functional associated to (1.1), namely
Jλ(u) =
1
2
∫
Ω
|∇u|2 dx− 1
p+ 1
∫
Ω
|u|p+1 dx− λ
2
∫
Ω
u2 dx, u ∈ H10 (Ω). (1.5)
In order to overcome these difficulties, for the case N = 5 we use an idea, introduced in our paper
[33], which is based on the splitting of the remainder term in two parts. Usually the remainder
term Φλ is found by solving an infinite dimensional problem, called “the auxiliary equation”,
here, we look for a remainder term which is the sum of two remainder terms, of different orders.
These two functions are found by solving a system of two equations, which is obtained by split-
ting the auxiliary equation in an appropriate way. We also point out that, in order to make the
finite dimensional reduction method work, we use some techniques which usually belongs to the
variational framework. In fact, the standard procedure allows us to get only estimates of the
H10 -norm of the remainder term, but in our case it is necessary to improve these estimates (at
least for one of its components) in the L∞-norm.
For the case N = 4 we use the standard procedure, but it requires finer and different esti-
mates, since they are more delicate in this dimension, and it also requires suitable choices of the
parameters δ and τ .
We also observe that the symmetry assumption on the domain Ω is only made in order to
simplify the computations which however, even in the symmetric context, are long and tough.
But there is no reason, a priori, for the previous result not to hold in general domains.
2. Notations and some preliminary results
We introduce the functions
Uδ(x) = αN δ
N−2
2
(δ2 + |x|2)N−22
, δ > 0, x ∈ RN (2.1)
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with αN := [N(N − 2)]N−24 . Is is well known (see [8], [16], [44]) that (2.1) are the only radial
solutions of the equation
−∆u = up in RN . (2.2)
We define ϕδ to be the unique solution to the problem{
∆ϕδ = 0 in Ω
ϕδ = Uδ on ∂Ω, (2.3)
and let
PUδ := Uδ − ϕδ (2.4)
be the projection of Uδ onto H10 (Ω), i.e.{ −∆PUδ = Upδ in Ω
PUδ = 0 on ∂Ω. (2.5)
Finally, we introduce the Robin’s function of a domain Ω which is defined as τ(x) = H(x, x).
Here H(x, y), x, y ∈ Ω, is given as follows: for all y ∈ Ω, H(x, y) satisfies
−∆H(x, y) = 0, in Ω, H(x, y) = 1|x− y|N−2 , x ∈ ∂Ω.
The function H is nothing but the regular part of the Green function. Indeed, if G(x, y) denotes
the Green function of the Laplace operator at the boundary ∂Ω, we have:
G(x, y) = γN
(
1
|x− y|N−2 −H(x, y)
)
with γN :=
1
(N−2)ωN , where ωN denotes the surface area of the unit sphere in R
N .
It is well-known that the following expansions holds (see [40])
ϕδ(x) = αNδ
N−2
2 H(0, x) +O(δ
N+2
2 ) as δ → 0. (2.6)
Moreover, from elliptic estimates it follows that
0 < ϕδ(x) < cδ
N−2
2 , in Ω (2.7)
and
|ϕδ|q,Ω ≤ CδN−22 , q ∈
(
p+ 1
2
, p+ 1
]
(2.8)
see for instance [45] and references therein.
In what follows we let
(u, v) :=
∫
Ω
∇u · ∇v dx, ‖u‖ :=
(∫
Ω
|∇u|2 dx
) 1
2
as the inner product in H10 (Ω) and its corresponding norm while we denote by (·, ·)H1(RN ) and
by ‖ · ‖H1(RN ) the scalar product and the standard norm in H1(RN ). Moreover we denote by
|u|r :=
(∫
Ω
|u|r dx
) 1
r
the Lr(Ω)-standard norm for any r ∈ [1,+∞]. When A 6= Ω is any Lebesgue measurable subset
of RN , or, when A = Ω and we need to specify the domain of integration, we use the alternative
notations ‖u‖A, |u|r,A.
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From now on we assume that Ω is a bounded open set with smooth boundary of RN , sym-
metric with respect to x1, . . . , xN and which contains the origin.
We define then
Hsim :=
{
u ∈ H10 (Ω) : u is symmetric with respect to x1, . . . , xN
}
,
and for q ∈ [1,+∞]
Lqsim := {u ∈ Lq(Ω) : u is symmetric with respect to x1, . . . , xN} .
3. Setting of the problem
Let i∗ : L
2N
N+2
sim → Hsim be the adjoint operator of the embedding i : Hsim(Ω)→ L
2N
N−2
sim , namely
if v ∈ L
2N
N+2
sim then u = i
∗(v) in Hsim is the unique solution of the equation
−∆u = v in Ω u = 0 on ∂Ω.
By the continuity of i it follows that
‖i∗(v)‖ ≤ C|v| 2N
N+2
∀v ∈ L
2N
N+2
sim (3.1)
for some positive constant C which depends only on N .
Hence, we can rewrite problem (1.1) in the following way{
u = i∗ [f(u) + λu]
u ∈ Hsim (3.2)
where f(s) = |s|p−1s, p = N+2N−2 .
Let Zδ the following function
Zδ(x) := ∂δUδ(x) = αN N − 2
2
δ
N−4
2
|x|2 − δ2
(δ2 + |x|2)N2
. (3.3)
We remark that the function Zδ solves the problem (see [13])
−∆z = p|Uδ|p−1z, in RN . (3.4)
Let PZδ the projection of Zδ onto H10 (Ω). Elliptic estimates give
PZδ(x) = Zδ(x) − αN N − 2
2
δ
N−4
2 H(0, x) +O(δ
N
2 )︸ ︷︷ ︸
:=ψδ(x)
(3.5)
uniformly in Ω.
We next describe the shape of the solution we are looking for.
Let δ, τ be positive parameters defined in the following way: for N = 4 we let
δ = ǫe−
1
ǫ s1 τ = e
− 1
ǫ g(s2) with λ− λ1 = ǫ, g(s2) = (s2 − 1)2 + 1, sj > 0. (3.6)
Instead, for N = 5 we let
τ = ǫ
3
4 d1 δ = ǫ
3
2 d2, with λ1 − λ = ǫ, dj > 0. (3.7)
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Fix a small η > 0 and assume that
η < dj , sj <
1
η
for j = 1, 2. (3.8)
We look for an approximate solution to problem (3.2) which is of the form
uλ(x) = PUδ − τe1 +Φλ(x) (3.9)
where e1 > 0 is the first eigenfunction of −∆ corresponding to the first eigenvalue λ1, and the
remainder term Φλ is a small function which is even with respect to the variables x1, . . . , xN .
Finally let us recall some useful inequality that we will use in the sequel. Since these are known
results, we omit the proof.
Lemma 3.1. Let α be a positive real number. If α ≤ 1 there holds
(x+ y)α ≤ xα + yα,
for all x, y > 0. If α ≥ 1 we have
(x + y)α ≤ 2α−1(xα + yα),
for all x, y > 0.
Lemma 3.2. Let q be a positive real number. There exists a positive constant c, depending only
on q, such that for any a, b ∈ R
||a+ b|q − |a|q| ≤
{
cmin{|b|q, |a|q−1|b|} if 0 < q < 1,
c(|a|q−1|b|+ |b|q) if 1 ≤ q ≤ 2. (3.10)
Moreover if q > 2 then ∣∣|a+ b|q − |a|q − q|a|q−2ab∣∣ ≤ c (|a|q−2|b|2 + |b|q) . (3.11)
Recalling that f(s) = |s|p−1s, where p = N+2N−2 , we have:
Lemma 3.3. Let N < 6. There exists a positive constant c, depending only on p, such that for
any a, b ∈ R
|f(a+ b)− f(a)− f ′(a)b| ≤ c(|a|p−2|b|2 + |b|p), (3.12)
and
|f(a+ b)− f(a)| ≤ c(|a|p−1|b|+ |b|p + |a|p−2|b|2). (3.13)
Lemma 3.4. Let N < 6. There exists a positive constant c depending only on p such that for
any a, b1, b2 ∈ R we get
|f(a+ b1)− f(a+ b2)− f ′(a)(b1 − b2)| ≤ c
(|a|p−2|b2 − b1|+ |b1|p−1 + |b2|p−1) |b1 − b2|. (3.14)
3.1. Scheme of the reduction. Let us consider
K1 := span {e1} ⊂ Hsim; K := span {PZδ, e1} ⊂ Hsim
and
K⊥1 :=
{
φ ∈ Hsim : (φ, e1)H10 (Ω) = 0
}
; K⊥ :=
{
φ ∈ Hsim : (φ, e1)H10 (Ω) = 0, (φ,PZδ)H10 (Ω) = 0
}
.
Let Π1 : Hsim → K1, Π : Hsim → K and Π⊥1 : Hsim → K⊥1 , Π⊥ : Hsim → K⊥ be the projections
onto K1, K and K⊥1 , K⊥, respectively.
We set
Vλ(x) := PUδ(x)− τe1(x). (3.15)
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We remark that Vλ(x) = Vλ(s¯, x) for N = 4 and Vλ(x) = Vλ(d¯, x) for N = 5 where s¯ := (s1, s2) ∈
R
2
+ and d¯ := (d1, d2) ∈ R2+.
In order to solve Problem (1.1) we will solve the couple of equations
Π⊥ {Vλ +Φλ − i∗ [f(Vλ +Φλ) + λ(Vλ +Φλ)]} = 0, (3.16)
Π {Vλ +Φλ − i∗ [f(Vλ +Φλ) + λ(Vλ +Φλ)]} = 0. (3.17)
Given s¯ and d¯ satisfying condition (3.8), one has to solve first the equation (3.16) in Φλ which
is the lower order term in the description of the ansatz and then solve equation (3.17).
We recall finally the definition of stable critical point that we will use in the sequel.
Definition 3.5. Let h : D → R be a C1− function where D ⊂ Rm is an open set. We say that
x0 is a stable critical point if
∇h(x0) = 0
and there exists a neighborhood U of x0 such that
∇h(x) 6= 0 ∀ x ∈ ∂U
∇h(x) = 0, x ∈ U =⇒ h(x) = h(x0)
and
deg(∇h, U, 0) 6= 0
where deg denotes Brouwer degree.
We remark that any non-degenerate critical point of h is a stable critical point in the sense of
Definition 3.5.
Moreover it is easy to see that if x0 is a minimum or a maximum point of h (not necessarily
non-degenerate) then x0 is a stable critical point in according to Definition 3.5.
The case N = 4. For N = 4 we write (3.16) as
Rλ + L(Φλ) +N (Φλ) = 0 (3.18)
where
Rλ := Π⊥ {Vλ − i∗ [f(Vλ) + λVλ]} (3.19)
L(Φλ) := Π⊥ {Φλ − i∗ [f ′(Uδ)Φλ + λΦλ]} (3.20)
and
N (Φλ) := Π⊥ {−i∗ [f(Vλ +Φλ)− f(Vλ)− f ′(Uδ)Φλ]} . (3.21)
The case N = 5. As anticipated in the introduction, in the case N = 5 we split the remainder
term as
Φλ = φ1 + φ2
with
‖φ2‖ = o(‖φ1‖).
We start with solving the auxiliary equation (3.16).
We write (3.16) as
R1 +R2 + L1(φ1) + L2(φ2) +N1(φ1) +N2(φ1, φ2) = 0, (3.22)
where
R1 := Π⊥1 {−τe1 − i∗ [−λτe1]} , (3.23)
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R2 := Π⊥ {PUδ − i∗ [λPUδ + f(PUδ − τe1)]} . (3.24)
L1(φ1) := Π⊥1 {φ1 − i∗ [λ1φ1]} (3.25)
L2(φ2) := Π⊥ {φ2 − i∗ [f ′(Uδ)φ2 + λφ2]} (3.26)
N1(φ1) := Π⊥1 {−i∗[f(−τe1 + φ1)− (λ1 − λ)φ1]}, (3.27)
and
N2(φ1, φ2) := Π⊥{−i∗[f(Vλ + φ1 + φ2)− f ′(Uδ)φ2 − f(−τe1 + φ1)− f(PUδ − τe1)]}. (3.28)
In order to solve equation (3.16) we solve the following system of equations
R1 + L1(φ1) +N1(φ1) = 0,
R2 + L2(φ2) +N2(φ1, φ2) = 0,
(3.29)
We remark that it is not restrictive to considerR1,L1(φ1),N1(φ1) ∈ K⊥1 since only δ1 appears.
It is clear that a solution of (3.29) gives a solution of (3.22).
Hence we solve the first equation in (3.29) finding a solution φ¯1 and after that we solve the second
equation in (3.29) finding also φ¯2 with φ1 = φ¯1.
4. A linear problem
Let us consider the linear operator L : K⊥ → K⊥ such that
L(φ) = Π⊥ {φ− i∗ [f ′(Uδ)φ+ λφ]} . (4.1)
Next results states the invertibility of L and provides a uniform estimate on L−1.
Proposition 4.1. Let N = 4, 5 and δ as in (3.6) or (3.7).
Then, for any small η > 0, there exists C ≡ C(η) > 0 such that for all λ sufficiently close to λ1,
for any real number s1 ∈ (η, 1η ) (or d1 ∈ (η, 1η )) and for any φ ∈ K⊥ it holds
‖L(φ)‖ ≥ C‖φ‖.
Proof We argue by contradiction. Assume that there exists a small η > 0, a sequence (λn)n
converging to λ1, a sequence of real numbers (sn)n ⊂ (η, 1η ) (or (dn)n ⊂ (η, 1η )) and a sequence
of functions (φn)n ⊂ H10 (Ω) such that for all n ∈ N
φn ∈ K⊥ and ‖φn‖ = 1 (4.2)
and
L(φn) = hn with ‖hn‖ → 0, as n→ +∞. (4.3)
Since hn ∈ K⊥ we get that there exist some real numbers cnj , j = 0, 1 such that
φn − i∗ [f ′(Uδn)φn + λnφn] = hn + wn in Ω (4.4)
where wn = c
n
0PZδn + cn1 e1.
Step 1: The first aim is to prove that:
lim
n→+∞
‖wn‖ = 0. (4.5)
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To this end we multiply (4.4) by PZδn and by e1 and we integrate by parts in Ω deducing that
(φn,PZδn)H10 (Ω) −
∫
Ω
f ′(Uδn)φnPZδn dx − λn
∫
Ω
φnPZδn dx
= (hn,PZδn)H10 (Ω) + cn0 (PZδn ,PZδn)H10 (Ω) dx+ cn1 (e1,PZδn)H10 (Ω)
and
(φn, e1)H10 (Ω) −
∫
Ω
f ′(Uδn)φne1 dx− λn
∫
Ω
φne1 dx
= (hn, e1)H10 (Ω) + c
n
0 (PZδn , e1)H10 (Ω) + cn1 (e1, e1)H10 (Ω).
We remark that since PZδn solves (3.4) and φn ∈ K⊥ we have
0 = (φn,PZδn)H10 (Ω) =
∫
Ω
f ′(Uδn)φnZδn dx
and
(PZδn ,PZδn)H10 (Ω) =
∫
Ω
|∇PZδn |2 dx =
∫
Ω
f ′(Uδn)ZδnPZδn dx.
Moreover since e1 solves (1.2)
(PZδn , e1)H10 (Ω) =
∫
Ω
∇e1∇PZδn dx = λ1
∫
Ω
e1PZδn dx.
and (since e1 ∈ K⊥)
0 = (φn, e1)H10 (Ω) = λ1
∫
Ω
e1φn dx.
Hence the equations become
cn0
∫
Ω
f ′(Uδn)ZδnPZδn dx︸ ︷︷ ︸
(I)
+cn1λ1
∫
Ω
e1PZδn dx︸ ︷︷ ︸
(II)
= −
∫
Ω
f ′(Uδn)φn(PZδn − Zδn) dx
−λn
∫
Ω
φnPZδn dx− (hn,PZδn)H10 (Ω)︸ ︷︷ ︸
:= 0
since hn ∈ K⊥
and
cn0λ1
∫
Ω
e1PZδn dx︸ ︷︷ ︸
(II)
+cn1λ1
∫
Ω
e21 dx︸ ︷︷ ︸
:=D0>0
= −
∫
Ω
f ′(Uδn)φne1 dx− (hn, e1)H10 (Ω)︸ ︷︷ ︸
:= 0
since hn ∈ K⊥
By definition of projection we have PZδn = Zδn − ψδn , where ψδn is an harmonic function and
ψδn = Zδn on ∂Ω. Therefore, by elliptic estimates, it follows that there is a constant C > 0
depending only on N and Ω, such that |ψδn |∞,Ω ≤ Cδ
N−4
2
n (see also (3.5)).
Hence ∫
Ω
f ′(Uδn)PZδnZδn dx =
∫
Ω
f ′(Uδn)Z2δn dx−
∫
Ω
f ′(Uδn)ψδnZδn dx
Now∫
Ω
f ′(Uδn)Z2δn dx = αp+1N δ−2n
∫
RN
(|y|2 − 1)2
(1 + |y|2)N+2 dy +O(δ
N−2
n ) = Aδ
−2
n + o(1) as n→ +∞
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where
A := αp+1N
∫
RN
(|y|2 − 1)2
(1 + |y|2)N+2 dy.
Moreover∫
Ω
f ′(Uδn)ψδnZδn dx = δN−4n αpN
N − 2
2
H(0, 0)
∫
RN
1− |y|2
(1 + |y|2)N+42
dy +O(δN−3n )
=

A0 +O(δn) if N = 4
O(δn) if N = 5
where
A0 := α
p
N
N − 2
2
H(0, 0)
∫
RN
1− |y|2
(1 + |y|2)N+42
.
Therefore
(I) =

Aδ−2n −A0 + o(1) if N = 4
Aδ−2n + o(1) if N = 5
as n→ +∞. Moreover ∫
Ω
e1PZδn dx =
∫
Ω
e1Zδn dx−
∫
Ω
e1ψδn dx
and now ∫
Ω
e1Zδn dx = δ
N−4
2
n
∫
Ω
e1
|x|2 − δ2n
(δ2n + |x|2)N2
dx = δ
N−4
2
n
∫
Ω
e1
|x|N−2 dx+ o(δ
N−4
2
n )
= Bδ
N−4
2
n + o(δ
N−4
2
n ) as n→ +∞
since
B =
∫
Ω
e1
1
|x|N−2 dx ≤ |e1|∞,Ω
∫
Ω
1
|x|N−2 dx
and
∫
Ω
1
|x|N−2 dx is integrable in Ω ⊂ RN with N = 4, 5.
Moreover ∫
Ω
e1ψδn dx = δ
N−4
2
n αN
N − 2
2
∫
Ω
e1H(0, x) dx︸ ︷︷ ︸
:=B0
=
{
B0 if N = 4
o(1) if N = 5
We then get
(II) =
{
B −B0 + o(1) if N = 4
Bδ
1
2
n + o(1) if N = 5
Hence the equations become for N = 4
cn0
(
A−A0δ2n + o(δ2n)
)
+ cn1λ1
(
(B −B0)δ2n + o(δ2n)
)
= − δ2n
∫
Ω
f ′(Uδn)φn(PZδn − Zδn) dx︸ ︷︷ ︸
(III)
− δ2nλn
∫
Ω
φnPZδn dx︸ ︷︷ ︸
(IV )
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and
cn0λ1 (B −B0 + o(1)) + cn1λ1D0 = −
∫
Ω
f ′(Uδn)φne1 dx︸ ︷︷ ︸
(V )
while for N = 5
cn0
(
A+ o(δ2n)
)
+ cn1λ1
(
Bδ
5
2
n + o(δ
2
n)
)
= − δ2n
∫
Ω
f ′(Uδn)φn(PZδn − Zδn) dx︸ ︷︷ ︸
(III)
− δ2nλn
∫
Ω
φnPZδn dx︸ ︷︷ ︸
(IV )
and
cn0λ1
(
Bδ
1
2
n + o(1)
)
+ cn1λ1D0 = −
∫
Ω
f ′(Uδn)φne1 dx︸ ︷︷ ︸
(V )
Now by using (3.5) we get that
|(III)| =
∣∣∣∣−δ2n ∫
Ω
f ′(Uδn)φn(PZδn − Zδn) dx
∣∣∣∣
≤ δ2n|PZδn − Zδn | 2N
N−2 ,Ω
|φn| 2N
N−2 ,Ω
|f ′(Uδn)|N
2 ,Ω
= O(δ2n)
since |φn| 2N
N−2 ,Ω
≤ C‖φn‖H10 (Ω) = C and |f ′(Uδn)|N2 ,Ω is bounded.
We remark that
‖PZδn‖2 =
∫
Ω
f ′(Uδn)PZδnZδn dx ≤
∣∣∣∣∫
Ω
f ′(Uδn)PZδnZδn dx
∣∣∣∣ ≤ Cδ−2n .
Hence we get
|(IV )| ≤ C|φn|2,Ω‖PZδn‖ ≤ Cδn.
Finally
|(V )| ≤ |e1|∞,Ω
∫
Ω
|f ′(Uδn)φn| dx ≤ C |Uδn |
4
N+2
N+2
N−2 ,Ω
|φn|N+2
N−2 ,Ω
≤ Cδ
2(N−2)
N+2
n = o(1)
Then for N = 4
cn0
(
A−A0δ2n + o(δ2n)
)
+ cn1λ1
(
(B −B0)δ2n + o(δ2n)
)
= o(δn)
cn0λ1 (B −B0 + o(1)) + cn1λ1D0 = o(1)
while for N = 5 
cn0
(
A+ o(δ2n)
)
+ cn1λ1
(
Bδ
5
2
n + o(δ2n)
)
= o(δn)
cn0λ1
(
Bδ
1
2
n + o(1)
)
+ cn1λ1D0 = o(1).
In both cases the system is definitely non singular and hence it has a solution (cn0 , c
n
1 ) such that
cnj → 0 as n→ +∞.
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Moreover cn0 = o(δn). Now we observe that
‖wn‖2H10 (Ω) = (φn, wn)H10 (Ω) −
∫
Ω
f ′(Uδn)φnwn dx− λn
∫
Ω
φnwn dx− (hn, wn)H10 (Ω)
= −cn0
∫
Ω
f ′(Uδn)φnPZδn dx− cn1
∫
Ω
f ′(Uδn)φne1 dx + (φn, wn)H10 (Ω)
−λncn0
∫
Ω
φnPZδn dx− λncn1
∫
Ω
φne1 dx− (hn, wn)H10 (Ω)
Reasoning as before and using that cn0 = o(δn), c
n
1 = o(1) as n→ +∞ we get that
‖wn‖2H10 (Ω) = o(1)
and the thesis easily follows.
Step 2: Let
φ˜n(y) = δ
N−2
2
n φn(δny).
Then φ˜n solves the problem
−∆φ˜n − pU(y)p−1φ˜n − λnδ2nφ˜n = δ
N+2
2
n ∆(hn(δny) + wn(δny)) in
Ωn
δn
. (4.6)
We point out that, since ‖φ˜n‖ Ω
δn
is bounded, then φ˜n converges weakly in D
1,2(RN ), up to a
subsequence, to some φ0. This means that∫
Ω
δn
∇φ˜n∇ϕdx→
∫
RN
∇φ0∇ϕdx as n→ +∞
for any ϕ ∈ C∞0 (RN ).
By multiplying equation (4.6) by ϕ ∈ C∞0 (RN ) and integrating we get that∫
Ω
δn
∇φ˜n∇ϕdx−p
∫
Ω
δn
Up−1φ˜nϕdx−λnδ2n
∫
Ω
δn
φ˜nϕdx = δ
N+2
2
n
∫
Ω
δn
∇h˜n∇ϕdx+δ
N+2
2
n
∫
Ω
δn
∇w˜n∇ϕdx
where h˜n(y) = hn(δny) and w˜n(y) = wn(δny). So, as n→ +∞, by using also the results of Step
1, we get that φ0 solves the problem
−∆φ0 = p |U(y)|p−1 φ0 in RN
and satisfies the condition ∫
RN
∇φ0∇Z dx = 0
and hence φ0 ≡ 0.
Moreover also ‖φn‖H10 (Ω) is bounded and so, up to a subsequence, also φn converges weakly
to some φ∗ in H10 (Ω) and, as before, we get that, as n→ +∞, φ∗ solves
−∆φ∗ = λ1φ∗ in Ω
with the condition ∫
Ω
∇e1∇φ∗ dx = 0.
Hence we get that φ∗ = 0.
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Step 3: We claim that ‖φn‖ = o(1). This immediately gives a contradiction since by as-
sumption ‖φn‖2 = 1. To prove the claim we multiply by φn the equation (4.4) and we integrate
obtaining
‖φn‖2 =
∫
Ω
f ′(Uδn)φ
2
n dx+ λn
∫
Ω
φ2n dx+ (hn, φn)H10
= p
∫
Ω
δn
|U|p−1φ˜2n dx+ λn
∫
Ω
φ2n dx+ o(1)
φ˜2n is uniformly bounded in L
N
N−2 (RN ) and converges to zero almost everywhere in RN . Hence
φ˜2n converges weakly to zero in L
N
N−2 (RN ). Since Up−1 ∈ LN2 (RN ), by definition, we get that
p
∫
Ω
δn
|U|p−1φ˜2n dx = o(1).
Moreover φn converges weakly to zero in H
1
0 (Ω) and then φn converges strongly to zero in L
2(Ω)
and then
λn
∫
Ω
φ2n dx = o(1).
At the end we get that ‖φn‖ = o(1). ✷
5. The reduction for N = 4
Here we estimate the error term Rλ. The following result holds.
Proposition 5.1. For any η > 0, there exists ǫ0 > 0 and c > 0 such that for all ǫ ∈ (0, ǫ0), for
all (s1, s2) ∈ R2+ satisfying (3.8), we have
‖Rλ‖ ≤ cǫe− 1ǫ .
Proof. By continuity of Π⊥, by definition of i∗ and by using (3.1), we deduce that
‖Rλ‖ ≤ c|λPUδ + f(PUδ − τe1)− f(Uδ) + τ(λ − λ1)e1| 2N
N+2
≤ c|f(PUδ − τe1)− f(PUδ)| 2N
N+2︸ ︷︷ ︸
(I)
+ c|f(PUδ)− f(Uδ)| 2N
N+2︸ ︷︷ ︸
(II)
+ cλ|PUδ| 2N
N+2︸ ︷︷ ︸
(III)
+ cτ |λ− λ1||e1| 2N
N+2︸ ︷︷ ︸
(IV )
. (5.1)
Let us fix η > 0. We begin with estimating (I).
Thanks to Lemma 3.3 there exists a positive constant c (depending only on p) such that
|f(PUδ − τe1)− f(PUδ)| ≤ c(PUp−1δ τe1 + τpep1 + τ2PUp−2δ e21). (5.2)
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Hence, we get∫
Ω
|f(PUδ − τe1)− f(PUδ)| 2NN+2 dx
≤ c1
∫
Ω
[
PU (p−1)(
2N
N+2 )
δ (τe1)
2N
N+2 + (τe1)
p+1 + τ
4N
N+2PU
2N(6−N)
(N−2)(N+2)
δ e
4N
N+2
1 dx
]
≤ c2
(
τ
2N
N+2 |e1|
2N
N+2∞
∫
Ω
δ
4N
N+2
(δ2 + |x|2) 4NN+2
dx+ τp+1
∫
Ω
ep+11 dx+ τ
4N
N+2 |e1|
4N
N+2∞
∫
Ω
δ
N(6−N)
N+2
(δ2 + |x|2)N(6−N)N+2
dx
)
≤ c2
τ 2NN+2 |e1| 2NN+2∞ ∫
Ω
δ−
4N
N+2(
1 +
∣∣x
δ
∣∣2) 4NN+2 dx+ τp+1|e1|p+1∞ |Ω|+ τ
4N
N+2 |e1|
4N
N+2∞ δ
N(6−N)
N+2
∫
Ω
1
|x| 2N(6−N)N+2
dx

≤ c3
τ 2NN+2 δN− 4NN+2 ∫
Ω/δ
1(
1 + |y|2
) 4N
N+2
dy + τp+1 + τ
4N
N+2 δ
N(6−N)
N+2

≤ c3
τ 2NN+2 δN(N−2)N+2 ∫
RN
1(
1 + |y|2
) 4N
N+2
dy +O
(
τ
2N
N+2 δ
N(N−2)
N+2
∫ +∞
1/δ
r4
(1 + r2)
4N
N+2
dr
)
+τp+1 + τ
4N
N+2 δ
N(6−N)
N+2
)
.
since ∫
Ω
1
|x| 2N(6−N)N+2
dx < +∞
for N = 4. Hence, we have
|f(PUδ − τe1)− f(PUδ)| 2N
N+2
≤ c
(
τδ
N−2
2 + τp + τ2δ
6−N
2
)
.
Recalling the choice of τ and δ (see (3.6)), we deduce that
(I) = |f(PUδ − τe1)− f(PUδ)| 2N
N+2
≤ c
(
ǫe−
2
ǫ + ǫ3e−
3
ǫ + ǫe−
3
ǫ
)
≤ cǫe− 1ǫ (5.3)
where c depends on η (and also on Ω, N).
In order to estimate (II), writing PUδ = Uδ −ϕδ, using (2.7), (2.8) and the usual elementary
inequalities, we get∫
Ω
|(PUδ)p − Upδ |
2N
N+2 dx ≤ c
(∫
Ω
|Up−1δ ϕδ|
2N
N+2 dx+
∫
Ω
|ϕδ|p+1 dx+
∫
Ω
U
2N(6−N)
(N+2)(N−2)
δ ϕ
4N
N+2
δ dx
)
≤ c1
(
δ
N−2
2
2N
N+2
∫
Ω
(
δ2
(δ2 + |x|2)2
) 2N
N+2
dx+ |ϕδ|p+1p+1,Ω
+|ϕδ|
4N
N+2∞ δ
N(6−N)
N+2
∫
Ω
1
|x| 2N(6−N)N+2
dx
)
≤ c2
(
δ
2N(N−2)
N+2
∫
Ω/δ
1
(1 + |y|2) 4NN+2
dy + δN + δ
2N(N−2)
N+2 +
N(6−N)
N+2
)
.
(5.4)
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We observe that for N = 4 we have that 1
(1+|y|2)
4N
N+2
∈ L1(RN ), and hence we get that
δ
2N(N−2)
N+2
∫
Ω/δ
1
(1 + |y|2) 4NN+2
dy = δ
2N(N−2)
N+2
∫
RN
1
(1 + |y|2) 4NN+2
dy + o(δ
2N(N−2)
N+2 ).
Hence it follows that
(II) =
(∫
Ω
|(PUδ)p − Upδ |
2N
N+2 dx
)N+2
2N
≤ c3
(
δN−2 + δ
N+2
2 + δN−2+
6−N
2
)
≤ c3δN−2 ≤ c4ǫe− 1ǫ .
(5.5)
for all sufficiently small ǫ.
We now estimate (III). Since PUδ ≤ Uδ we have:∫
Ω
PU
2N
N+2
δ dx ≤ α
2N
N+2
N δ
N(N−2)
N+2
∫
Ω
1
(δ2 + |x|2)N(N−2)N+2
dx
≤ α
2N
N+2
N δ
N(N−2)
N+2
∫
Ω
1
|x|N(N−2)N+2
dx.
Since N = 4 we have that 1
|x|
N(N−2)
N+2
is integrable near the origin and hence we deduce that
(III) ≤ cδN−22 ≤ cǫe− 1ǫ .
Finally
(IV ) ≤ cτǫ ≤ cǫe− 1ǫ .
Putting together all these estimates we deduce that there exists a positive constant c = c(η) >
0 and ǫ0 = ǫ0(η) > 0 such that for all ǫ ∈ (0, ǫ0), for all (s1, s2) ∈ R2+ satisfying (3.8)
‖Rλ‖ ≤ cǫe− 1ǫ ,
and the proof is complete. 
5.1. Solving the equation (3.18). We are now in position to find a solution Φλ ∈ K⊥ of the
equation (3.18), namely we prove the following result.
Proposition 5.2. Let N = 4, τ and δ as in (3.6).
Then, for any η > 0, there exists ǫ0 > 0 and c > 0 such that for all ǫ ∈ (0, ǫ0), for all (s1, s2) ∈ R2+
satisfying condition (3.8), there exists a unique solution Φ¯λ ∈ K⊥ of the equation (3.18), such
that
‖Φ¯λ‖ ≤ cǫe− 1ǫ . (5.6)
Moreover Φ¯λ is continuously differentiable with respect to (s1, s2).
Proof. Let us fix η > 0 and define the operator T : K⊥ → K⊥ as
T (Φλ) := −L−1[N (Φλ) +Rλ].
We remark that L is invertible by Proposition 4.1 (L ≡ L).
In order to find a solution of the equation (3.18) we solve the fixed point problem T (Φλ) = Φλ.
Let us define the proper ball
Bǫ := {Φλ ∈ K⊥ : ‖Φλ‖ ≤ r ǫe− 1ǫ }
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for r > 0 sufficiently large.
From Proposition 4.1, there exists ǫ0 = ǫ0(η) > 0 and c = c(η) > 0 such that:
‖T (Φλ)‖ ≤ c(‖N (Φλ)‖+ ‖Rλ‖), (5.7)
and
‖T (Φλ)− T (Ψλ)‖ ≤ c(‖N (Φλ)−N (Ψλ)‖), (5.8)
for all Φλ,Ψλ ∈ K⊥, for all (s1, s2) ∈ R2+ satisfying (3.8) and for all ǫ ∈ (0, ǫ0).
We begin with estimating the right hand side of (5.7).
Thanks to Proposition 5.1 we have that
‖Rλ‖ ≤ cǫe− 1ǫ ,
for all ǫ ∈ (0, ǫ0), for all (s1, s2) ∈ R2+ satisfying (3.8). Thus it remains only to estimate ‖Nλ(Φλ)‖.
Thanks to (3.1) and the definition of Nλ we deduce:
‖N (Φλ)‖ ≤ c|f(PUδ − τe1 +Φλ)− f(PUδ − τe1)− f ′(PUδ − τe1)Φλ| 2N
N+2
+|[f ′(PUδ − τe1)− f ′(PUδ)]Φλ| 2N
N+2
+ |[f ′(PUδ)− f ′(Uδ)]Φλ| 2N
N+2
≤ c|PUp−2δ Φ2λ| 2NN+2 + c|τ
p−2ep−21 Φ
2
λ| 2N
N+2
+ c|Φpλ| 2NN+2 + c|τ
p−1ep−11 Φλ| 2N
N+2
+c|(τe1)p−2PUδΦλ| 2N
N+2
+ c|ϕp−1δ Φλ| 2NN+2 + c|ϕ
p−2
δ UδΦλ| 2NN+2 (5.9)
Now since p − 2 = 6−NN−2 , we have (PUp−2δ )
2N
N+2 = PU
2N(6−N)
(N−2)(N+2)
δ ≤ U
2N(6−N)
(N−2)(N+2)
δ ≤ cδ−
N(6−N)
N+2 .
Hence we get that(∫
Ω
(
PUp−2δ Φ2λ
) 2N
N+2
dx
)N+2
2N
≤ c
(
δ−N
6−N
N+2
∫
Ω
Φ
4N
N+2
λ dx
)N+2
2N
≤ c1δ− 6−N2
(∫
Ω
Φ
4N
N+2
λ dx
)N+2
2N
≤ c2δ− 6−N2 ‖Φλ‖2.
We observe that for N = 4, and thanks to the choice of δ we have
δ−
6−N
2 ‖Φλ‖2 ≤ cǫe− 1ǫ
for all sufficiently small ǫ.
The remaining terms of (5.9) are even simpler. In fact, it holds(∫
Ω
(|τe1|p−2Φ2λ) 2NN+2 dx)N+22N ≤ c(τ 2N(6−N)(N+2)(N−2) |e1| 2NN+2∞ ∫
Ω
Φ
4N
N+2
λ dx
)N+2
2N
≤ c1τ
6−N
N−2
(∫
Ω
Φ
4N
N+2
λ dx
)N+2
2N
≤ c2τ
6−N
N−2 ‖Φλ‖2.
Thanks to choice of τ and δ it is clear that τ
6−N
N−2 ‖Φλ‖2 ≤ cǫe− 1ǫ .
Moreover (∫
Ω
|Φλ|p 2NN+2 dx
)N+2
2N
≤ c‖Φλ‖p,
|τp−1ep−11 Φλ| 2N
N+2
≤ cτp−1‖Φλ‖ ≤ ǫe− 1ǫ ‖Φλ‖ ≤ cǫe− 1ǫ ,
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and for the other terms one can reason as before.
It remains to prove that T : Bǫ → Bǫ is a contraction. It is sufficient to estimate ‖N (φ1) −
N (φ2)‖ for any φ1, φ2 ∈ Bǫ. To this end by using Lemma 3.4 we get
‖N (φ1)−N (φ2)‖ ≤ c|f(Vλ + φ1)− f(Vλ + φ2)− f ′(Vλ)(φ1 − φ2)| 2N
N+2
+|[f ′(Vλ)− f ′(PUδ)]|φ1 − φ2|| 2N
N+2
+ c|[f ′(PUδ)− f ′(Uδ)]|φ1 − φ2|| 2N
N+2
≤ c|V p−2λ |φ1 − φ2|2| 2NN+2 + c||φ1|
p−1|φ1 − φ2|| 2N
N+2
+c|φp−12 |φ1 − φ2|| 2N
N+2
+ c||PUδ|p−2|τe1||φ1 − φ2|| 2N
N+2
+ c||τe1|p−1|φ1 − φ2|| 2N
N+2
+c||Uδ|p−2|ϕδ||φ1 − φ2|| 2N
N+2
+ c||ϕδ|p−1|φ1 − φ2|| 2N
N+2
≤ ǫα‖φ1 − φ2‖
for some α > 0, for all sufficiently small ǫ > 0.
At the end we get that there exists L ∈ (0, 1) such that
‖T (φ2)− T (ψ2)‖ ≤ L‖φ1 − φ2‖.
Moreover in a standard way one can prove that the map Φλ is differentiable with respect to
(s1, s2) (see [2]). The proof is complete. 
5.2. Estimates for the reduced functional. We are left now to solve (3.17) for N = 4. Let
Φ¯λ ∈ K⊥ be the solution found in Proposition 5.2. Hence Vλ + Φ¯λ is a solution of our original
problem (1.1) if we can find s¯λ = (s¯1λ, s¯2λ) which satisfies condition (3.8) and solves equation
(3.17).
To this end we consider the reduced functional J˜λ : R
2
+ → R defined by:
J˜λ(s1, s2) := Jλ(Vλ + Φ¯λ),
where Jλ is the functional defined in (1.5).
Our main goal is to show first that solving equation (3.17) is equivalent to finding critical points
(s¯1,λ, s¯2,λ) of the reduced functional J˜λ(s1, s2) and then that the reduced functional has a critical
point.
Lemma 5.3. For any small η > 0 there exists ǫ0 > 0 such that for all λ ∈ (λ1, λ1 + ǫ0) if
(s¯1,λ, s¯2,λ) is a critical point of J˜λ and satisfies (3.8), then Vλ + Φ¯λ is a solution of (1.1).
Proof. Let us fix a small η > 0 and let Φ¯λ be the solution of the auxiliary equation (3.16) found
in Proposition 5.2. By assumption (s¯1,λ, s¯2,λ) is a critical point of J˜λ(s1, s2). Hence
∇J˜λ(s¯1,λ, s¯2,λ) =
(
∂s1 J˜λ, ∂s2 J˜λ
)
|(s¯1,λ,s¯2,λ)
= (0, 0).
Then for j = 1, 2
0 = ∂sj J˜λ = J
′
λ(Vλ + Φ¯λ)[∂sjVλ + ∂sj Φ¯λ]
=
(
Vλ + Φ¯λ − i∗
[
f(Vλ + Φ¯λ) + λ(Vλ + Φ¯λ)
]
, ∂sjVλ + ∂sj Φ¯λ
)
H10 (Ω)
=︸︷︷︸
Φ¯λ solution of (3.16)
(
cλ0PZδ + cλ1e1, ∂sjVλ + ∂sj Φ¯λ
)
H10 (Ω)
=

(
cλ0PZδ + cλ1e1, ∂s1(PUδ) + ∂s1Φ¯λ
)
H10 (Ω)
for j = 1
(
cλ0PZδ + cλ1e1, ∂s2(−τe1) + ∂s1Φ¯λ
)
H10 (Ω)
for j = 2
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for some cλ0 , c
λ
1 ∈ R.
We shall prove that cλ0 , c
λ
1 are equal to zero for λ near λ1.
Now we deduce that (recalling the choice of τ)
∂s2(−τe1) = −e−
1
ǫ g′(s2)e1,
while (recalling the choice of δ) that
∂s1PUδ = ǫe−
1
ǫPZδ.
Hence, we get that
0 =
(
cλ0PZδ + cλ1e1, ǫe−
1
ǫPZδ + ∂s1Φ¯λ
)
H10 (Ω)
= ǫe−
1
ǫ cλ0 (PZδ,PZδ)H10 (Ω) + cλ0 (PZδ, ∂s1Φ¯λ)H10 (Ω) + ǫe−
1
ǫ cλ1 (e1,PZδ)H10 (Ω)
+cλ1 (e1, ∂s1Φ¯λ)H10 (Ω) (5.10)
and
0 =
(
cλ0PZδ + cλ1e1,−e−
1
ǫ g′(s2)e1 + ∂s2Φ¯λ
)
H10 (Ω)
= −e− 1ǫ g′(s2)cλ0 (PZδ, e1)H10 (Ω) + cλ0 (PZδ, ∂s2Φ¯λ)H10 (Ω) − e−
1
ǫ g′(s2)cλ1 (e1, e1)H10 (Ω)︸ ︷︷ ︸
:=D0>0
+cλ1 (e1, ∂s2Φ¯λ)H10 (Ω) (5.11)
Now:
(PZδ, e1)H10 (Ω) =
∫
Ω
f ′(Uδ)Zδe1 dx = p
∫
Ω
Up−1δ Zδe1 dx
= pαpN
∫
Ω
δ
|y|2 − 1
(1 + |y|2)N+42
e1(δy) dy
= A0 + o(1)
where
A0 := pα
p
Ne1(0)
∫
R4
|y|2 − 1
(1 + |y|2)4 dy.
Moreover, we point out that, since Φ¯λ ∈ K⊥, it holds
(e1, Φ¯λ)H10 (Ω) = 0; (PZδ, Φ¯λ)H10 (Ω) = 0.
These imply
(e1, ∂sj Φ¯λ)H10 (Ω) = −(∂sj e1, Φ¯λ)H10 (Ω) = 0
and
(PZδ, ∂sj Φ¯λ) = −(∂sjPZδ, Φ¯λ)H10 (Ω) =

−(∂s1PZδ, Φ¯λ)H10 (Ω) for j = 1
0 for j = 2
(5.12)
and
(∂s1PZδ, Φ¯λ)H10 (Ω) = O(‖∂s1PZδ‖ · ‖Φ¯λ‖) = o(‖∂s1PZδ‖).
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(PZδ,PZδ)H10 (Ω) =
∫
Ω
f ′(Uδ)PZδZδ dx
=
∫
Ω
δ2(δ2 − |x|2)2
(δ2 + |x|2)6 dx−
∫
Ω
δ2(δ2 − |x|2)
(δ2 + |x|2)4 ψδ dx
= Bδ−2 −B0 +O(δ2)
where
B :=
∫
R4
(1− |y|2)2
(1 + |y|2)6 dy; B0 :=
∫
R4
1− |y|2
(1 + |y|2)4 dy
Now
∂s1Zδ = 2ǫe
− 1
ǫ
δ(−δ2 + 3|x|2)
(δ2 + |x|2)3
and hence
∂xj (∂s1Zδ) = 24ǫe
− 1
ǫ
δxj(δ
2 − |x|2)
(δ2 + |x|2)4 .
We have that
‖∂s1Zδ‖2 ≤ cδ−2.
The equations (5.11), (5.10) become
cλ0 (A0 + o(1)) + c
λ
1D0 = 0
cλ0 (B −B0δ2 + o(1)) + cλ1 (A0δ2 + o(δ2)) = 0
(5.13)
It follows easily that for all ǫ sufficiently small, meaning for all λ sufficiently near to λ1, the
system (5.13) has only the trivial solution and the proof is now complete.

Lemma 5.4. For any η > 0 there exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0) it holds
Jλ(Vλ + Φ¯λ) = Jλ(Vλ) + o(ǫe
− 2
ǫ )
Proof. Let us fix η > 0. By making some computations it follows that
Jλ(Vλ + Φ¯λ)− Jλ(Vλ) = 1
2
∫
Ω
|∇Φ¯λ|2 dx+
∫
Ω
∇Vλ∇Φ¯λ dx− λ
2
∫
Ω
Φ¯2λ dx
−λ
∫
Ω
Φ¯λVλ dx−
∫
Ω
[
F (Vλ + Φ¯λ)− F (Vλ)
]
dx,
where we have set F (s) := 1p+1 |s|p+1. Now
1
2
∫
Ω
|∇Φ¯λ|2 dx = 1
2
‖Φ¯λ‖2 = o(ǫe− 2ǫ )
and
λ
2
∫
Ω
Φ¯2λ dx =
λ
2
|Φ¯λ|22,Ω ≤ C‖Φ¯λ‖2 = o(ǫe−
2
ǫ ).
Moreover∫
Ω
∇Vλ∇Φ¯λ dx =
∫
Ω
∇(PUδ − τe1)∇Φ¯λ dx =
∫
Ω
Upδ Φ¯λ dx− τλ1
∫
Ω
e1Φ¯λ dx︸ ︷︷ ︸
:=0 since Φ¯λ∈K⊥
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and hence∫
Ω
∇Vλ∇Φ¯λ dx− λ
∫
Ω
Φ¯λVλ dx =
∫
Ω
Upδ Φ¯λ dx− λ
∫
Ω
Φ¯λPUδ dx+ λτ
∫
Ω
e1Φ¯λ dx︸ ︷︷ ︸
:=0 since Φ¯λ∈K⊥
.
We estimate the second term and we get that∣∣∣∣λ∫
Ω
PUδΦ¯λ dx
∣∣∣∣ ≤ ∣∣∣∣λ∫
Ω
Φ¯λUδ dx
∣∣∣∣ + ∣∣∣∣λ∫
Ω
Φ¯λϕδ dx
∣∣∣∣ ≤ C‖Φ¯λ‖|Uδ|2,Ω + C‖Φ¯λ‖|ϕδ|2,Ω = o(ǫe− 2ǫ )
since
|Uδ|2,Ω ≤ cδ
√
log
1
δ
= o(ǫ1−σe−
1
ǫ )
for some σ > 0. Finally, for the remaining terms, by using (3.11) we deduce that∣∣∣∣∫
Ω
[
F (Vλ + Φ¯λ)− F (Vλ)− f(Vλ)Φ¯λ
]∣∣∣∣ ≤ c(∫
Ω
|Vλ|p−1Φ¯2λ dx +
∫
Ω
|Φ¯λ|p+1 dx
)
≤ c (|PUδ|2,Ω|Φ¯λ|4,Ω + τ |e1|2,Ω|Φ¯λ|24,Ω + ‖Φ¯λ‖4) ≤ c1(δ log 1δ ‖Φ¯λ‖2 + τ‖Φ¯λ‖2 + ‖Φ¯λ‖4
)
= o(ǫe−
2
ǫ ).
At the end by using (3.13) we get that∣∣[f(Vλ)− f(Uδ)] Φ¯λ dx∣∣
≤ c1
(∫
Ω
|Uδ|p−2(ϕδ + τe1)2|Φ¯λ| dx+
∫
Ω
|Uδ|p−1|ϕδ + τe1||Φ¯λ| dx+
∫
Ω
|ϕδ + τe1|p|Φ¯λ| dx
)
≤ c2
(|ϕδ + τe1|2∞|Uδ|2|Φ¯λ|4 + |Uδ|2|ϕδ + τe1|4|Φ¯λ|4 + |ϕδ + τe1|3∞|Φ¯λ|4) = o(ǫe− 2ǫ )

6. The reduction for N = 5
In this section we solve (3.29).
6.1. The auxiliary equation: solution of the system (3.29). Let us define:
θ1 :=
5
4
; θ2 := 3. (6.1)
In this section we solve system (3.29). More precisely, the aim is to prove the following result.
Proposition 6.1. Let N = 5, τ and δ as in (3.7). Then, for any η > 0, there exist ǫ0 > 0 and
c > 0 such that for all ǫ ∈ (0, ǫ0), for all (d1, d2) ∈ R2+ satisfying (3.8), there exists a unique
φ¯1 ∈ K⊥1 solution of the first equation of (3.29) such that
‖φ¯1‖ ≤ cǫ
θ1
2 +σ.
Moreover, fixing φ1 = φ¯1, there exists a unique solution φ¯2 ∈ K⊥ of the second equation of (3.29)
such that
‖φ¯2‖ ≤ c ǫ
θ2
2 +σ,
for some positive real number σ whose choice depends only on N . Furthermore, φ¯1 depends only
on d1 and it is continuously differentiable with respect to d1, φ¯2 is continuously differentiable
with respect to (d1, d2).
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In order to prove Proposition 6.1 let us first consider the linear operator
L1 : K⊥1 → K⊥1
defined as in (3.25).
Next result states the invertibility of the operator L1 and provides a uniform estimate on the
inverse of the operator L1.
Proposition 6.2. The linear operator L1 : K⊥1 → K⊥1 is invertible and ‖L−11 ‖ ≤ c for some
constant depending only on N and Ω.
Proof. Let us fix h ∈ K⊥1 . We consider the problem{ −∆φ = λ1φ+ h in Ω,
φ = 0, on ∂Ω.
(6.2)
Since h ∈ K⊥1 it is well known that (6.2) has a solution φ ∈ H10 (Ω) (see [3], Theorem 0.7).
Moreover it is elementary to see that the solution is unique in K⊥1 .
Hence by definition of Π⊥1 and i
∗ it follows immediately that L1(φ) = h has a unique solution
φ¯ = φ¯(h) ∈ K⊥1 , and from elliptic estimates we have ‖φ¯‖ ≤ c‖h‖, which implies the boundedness
of L−11 . The proof is complete. 
For the linear operator L2 we have the invertibility proved in Proposition 4.1.
At this point the strategy is to solve the first equation of (3.29) by a fixed point argument,
finding a unique φ¯1 and then, substituting φ¯1 in the second equation of (3.29), we obtain an
equation depending only on the variable φ2. Hence, using again a fixed point argument, we solve
the second equation of (3.29) uniquely.
6.2. The solution of the first equation of (3.29). The aim is to prove the following propo-
sition.
Proposition 6.3. Let N = 5 and τ as in (3.7). Then, for any η > 0, there exists ǫ0 > 0 and
c > 0 such that for all ǫ ∈ (0, ǫ0), for all d1 ∈ R+ satisfying condition (3.8) for j = 1, there exists
a unique solution φ¯1 = φ¯1(d1), φ¯1 ∈ K⊥1 of the first equation in (3.29) which is continuously
differentiable with respect to d1 and such that
‖φ¯1‖ ≤ cǫ
θ1
2 +σ, (6.3)
where θ1 is defined in (6.1) and σ is some positive real number whose choice depends only on N .
In order to prove Proposition 6.3 we observe that:
Proposition 6.4. It holds
R1 = 0.
Proof. Let us fix τ > 0. By linearity we have R1 = τΠ⊥1 {−e1 − i∗ [−λe1]}; hence R1 = 0 if and
only if −e1 − i∗ [−λe1] = ce1 for some c ∈ R. This is true, since, by definition of i∗ and e1, it
holds −e1 − i∗ [−λe1] = (−1 + λλ1 )e1. The proof is complete. 
We are ready to prove Proposition 6.3.
Proof of Proposition 6.3. Let us fix η > 0 and define T1 : K⊥1 → K⊥1 as
T1(φ1) := −L−11 [N1(φ1)].
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Thanks to Proposition 6.4 it is clear that solving the first equation of (3.29) is equivalent to
solving the fixed point equation T1(φ1) = φ1.
Let us define the ball
B1,ǫ := {φ1 ∈ K⊥; ‖φ1‖ ≤ r ǫ
θ1
2 +σ} ⊂ K⊥
with r > 0 sufficiently large and σ > 0.
We want to prove that, for ǫ small, T1 is a contraction in the proper ball B1,ǫ, namely we want
to prove that, for ǫ sufficiently small
(1) T1(B1,ǫ) ⊂ B1,ǫ;
(2) ‖T1‖ < 1.
By Proposition 6.2 we get:
‖T1(φ1)‖ ≤ c‖N1(φ1)‖ (6.4)
and
‖T1(φ1)− T1(ψ1)‖ ≤ c(‖N1(φ1)−N1(ψ1)‖), (6.5)
for all φ1, ψ1 ∈ K⊥1 . Thanks to (3.1) and the definition of N1 we deduce that
‖N1(φ1)‖ ≤ c|f(−τe1 + φ1)− (λ1 − λ)φ1| 2N
N+2
, (6.6)
and
‖N1(φ1)−N1(ψ1)‖ ≤ c|f(−τe1 + φ1)− f(−τe1 + ψ1)− (λ1 − λ)(φ1 − ψ1)| 2N
N+2
. (6.7)
Now we estimate the right-hand term in (6.4).
By definition and thanks to Lemma 3.1 we have the following:
|f(−τe1 + φ1)− (λ1 − λ)φ1| ≤ c(τp|e1|+ |φ1|p + ǫ|φ1|). (6.8)
Since |e1| ≤ ‖e1‖∞, p 2NN+2 = 2NN−2 and |φp1| 2NN+2 = |φ1|
p
2N
N−2
, from (6.8) and the Sobolev inequality
we deduce the following:
|f(−τe1 + φ1)− (λ1 − λ)φ1| 2N
N+2
≤ c1(τp + ‖φ1‖p + ǫ‖φ1‖). (6.9)
Observe that since τ = O(ǫ3/4), p = 73 then τ
p = O(ǫ7/4), in particular τp = o(ǫθ1/2). Hence,
thanks to (6.4), Proposition 6.4, (6.6), (6.9) and since p > 1, there exist c > 0 and ǫ0 = ǫ0(η) > 0
such that
‖φ1‖ ≤ cǫ
θ1
2 +σ ⇒ ‖T1(φ1)‖ ≤ cǫ
θ1
2 +σ,
for all ǫ ∈ (0, ǫ0), for all d1 ∈ R+ satisfying (3.8) (with j = 1), for some positive real number
σ, whose choice depends only on N . In other words T1 maps the ball B1,ǫ into itself and (1) is
proved.
We want to show that T1 is a contraction. To do this for any φ1, ψ1 ∈ B1,ǫ we write
|f(−τe1 + φ1)− f(−τe1 + ψ1)− (λ1 − λ)(φ1 − ψ1)|
= |f(−τe1 + ψ1 + (φ1 − ψ1))− f(−τe1 + ψ1)− f ′(−τe1 + ψ1)(φ1 − ψ1)− (λ1 − λ)(φ1 − ψ1)|
By using Lemma 3.4, we get that
|f(−τe1 + ψ1 + (φ1 − ψ1))− f(−τe1 + ψ1)− f ′(−τe1 + ψ1)(φ1 − ψ1)|
≤ c (τp−2|e1|p−2|φ1 − ψ1|+ |φ1|p−1 + |ψ1|p−1) |φ1 − ψ1|
≤ c (τp−2‖e1‖p−2∞ |φ1 − ψ1|+ |φ1|p−1 + |ψ1|p−1) |φ1 − ψ1|
≤ c1
(
τp−2|φ1 − ψ1|+ |φ1|p−1 + |ψ1|p−1
) |φ1 − ψ1|
(6.10)
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By direct computation (p−1) 2NN+2 = 8N(N−2)(N+2) , so, since τp−2|φ1−ψ1|
2N
N+2 , |φ1|(p−1) 2NN+2 , |ψ1|(p−1) 2NN+2 ∈
L
N+2
4 , |φ1 − ψ1| 2NN+2 ∈ Lp and 1 = 4N+2 + N−2N+2 , by Ho¨lder inequality, we get that∣∣((τp−2|φ1 − ψ1|+ |φ1|p−1 + |ψ1|p−1) (φ1 − ψ1)∣∣ 2N
N+2
≤ c
[(
(τp−2|φ1 − ψ1| 2N
N−2
+ |φ1|
4
N−2
2N
N−2
+ |ψ1|
4
N−2
2N
N−2
) 2N
N+2
(
|φ1 − ψ1|
2N
N−2
2N
N−2
)N−2
N+2
]N+2
2N
= c
(
τp−2|φ1 − ψ1| 2N
N−2
+ |φ1|
4
N−2
2N
N−2
+ |ψ1|
4
N−2
2N
N−2
)
|φ1 − ψ1| 2N
N−2
. (6.11)
We point out that since
Hence by (6.5), (6.7), (6.10), (6.11) and Sobolev inequality we get that there exists L ∈ (0, 1)
such that
‖φ1‖ ≤ cǫ
θ1
2 +σ, ‖ψ1‖ ≤ cǫ
θ1
2 +σ ⇒ ‖T1(φ1)− T1(ψ1)‖ ≤ L‖φ1 − ψ1‖.
Hence by the Contraction Mapping Theorem we can uniquely solve T1(φ1) = φ1 in B1,ǫ. We
denote by φ¯1 ∈ B1,ǫ this solution. A standard argument shows that d1 → φ¯1(d1) is a C1-map
(see also [37]). The proof is then concluded. 
Remark 6.5. Let us fix a small η > 0. We observe that if φ¯1 is the fixed point of T1 in
B1,ǫ found in the previous proposition, then, by using the estimate (6.9), taking into account
that ‖φ¯1‖ ≤ cǫ5/8 and by making elementary computations, we get that ‖φ¯1‖ ≤ cτ1+γ , for all
0 < γ ≤ 1724 , for all ǫ sufficiently small, for all d1 ∈ (η, 1η ).
6.3. The solution of the second equation of (3.29). The aim of this section is to prove the
following result:
Proposition 6.6. Let N = 5, τ and δ as in (3.7). Let φ¯1 ∈ K⊥1 be the solution of the first
equation in (3.29) found in Proposition 6.3.
Then, for any η > 0, there exists ǫ0 > 0 and c > 0 such that for all ǫ ∈ (0, ǫ0), for all (d1, d2) ∈ R2+
satisfying condition (3.8), there exists a unique solution φ¯2 ∈ K⊥ of the second equation in (3.29),
such that
‖φ¯2‖ ≤ cǫ
θ2
2 +σ, (6.12)
where θ2 is defined in (6.1) and σ is some positive real number depending only on N . Moreover
φ¯2 is continuously differentiable with respect to (d1, d2).
In order to prove Proposition 6.6 we have to estimate the error term R2 defined in (3.24). It
holds the following result.
Proposition 6.7. For any η > 0, there exists ǫ0 > 0 and c > 0 such that for all ǫ ∈ (0, ǫ0), for
all (d1, d2) ∈ R2+ satisfying (3.8), we have
‖R2‖ ≤ c ǫ
θ2
2 +σ,
for some positive real number σ, whose choice depends only on N .
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Proof. By continuity of Π⊥ and by definition of i∗, using (3.1), we deduce that
‖R2‖ ≤ c|λPUδ + f(PUδ − τe1)− f(Uδ)| 2N
N+2
≤ c|f(PUδ − τe1)− f(PUδ)| 2N
N+2︸ ︷︷ ︸
(I)
+ c|f(PUδ)− f(Uδ)| 2N
N+2︸ ︷︷ ︸
(II)
+ cλ|PUδ| 2N
N+2︸ ︷︷ ︸
(III)
. (6.13)
Let us fix η > 0. Reasoning as in the proof of Proposition 5.1 we get that
(I) = |f(PUδ − τe1)− f(PUδ)| 2N
N+2
≤ c
(
τδ
N−2
2 + τp + τ2δ
6−N
2
)
.
Recalling the choice of τ and δ (see (3.7)), we deduce that
(I) = |f(PUδ − τe1)− f(PUδ)| 2N
N+2
≤ c
(
ǫ
3
4 ǫ
3
2
3
2 + ǫ
3
4
7
3 + ǫ
9
4
)
≤ cǫ 32+σ (6.14)
where c depends on η (and also on Ω, N), σ is some positive real number depending only on N .
In order to estimate (II), writing PUδ = Uδ − ϕδ, using (2.7), (2.8), and arguing as in (5.4),
we get∫
Ω
|(PUδ)p − Upδ |
2N
N+2 dx ≤ c2
(
δ
2N(N−2)
N+2
∫
Ω/δ
1
(1 + |y|2) 4NN+2
dy + δN + δ
2N(N−2)
N+2 +
N(6−N)
N+2
)
.
(6.15)
We observe that for N = 5 we have that 1
(1+|y|2)
4N
N+2
∈ L1(RN ), and hence we get that
δ
2N(N−2)
N+2
∫
Ω/δ
1
(1 + |y|2) 4NN+2
dy = δ
2N(N−2)
N+2
∫
RN
1
(1 + |y|2) 4NN+2
dy + o(δ
2N(N−2)
N+2 ).
Hence it follows that
(II) =
(∫
Ω
|(PUδ)p − Upδ |
2N
N+2 dx
)N+2
2N
≤ c3
(
δN−2 + δ
N+2
2 + δN−2+
6−N
2
)
≤ c4δN−2 ≤ c5ǫ
θ2
2 +σ.
(6.16)
for all sufficiently small ǫ, for some positive σ depending only on N .
It remains to estimate (III). Since PUδ ≤ Uδ we have:∫
Ω
PU
2N
N+2
δ2
dx ≤ α
2N
N+2
N δ
N(N−2)
N+2
∫
Ω
1
|x|N(N−2)N+2
dx.
Since N = 5 we have that 1
|x|
N(N−2)
N+2
is integrable near the origin and hence we deduce that
(III) ≤ c ǫδN−22 . Thanks to the choice δ, by an elementary computation, we get that:
(III) ≤ c ǫ 94 ≤ cǫ θ22 +σ,
for all sufficiently small ǫ, for some positive σ depending only on N .
Finally, putting together all these estimates we deduce that there exists a positive constant
c = c(η) > 0 and ǫ0 = ǫ0(η) > 0 such that for all ǫ ∈ (0, ǫ0), for all (d1, d2) ∈ R2+ satisfying (3.8)
‖R2‖ ≤ cǫ
θ2
2 +σ,
for some positive real number σ (whose choice depends only on N). The proof is complete. 
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We are now in position to prove Proposition 6.6.
proof of Proposition 6.6. Let us fix η > 0 and define the operator T2 : K⊥ → K⊥ as
T2(φ2) := −L−12 [N1(φ¯1, φ2) +R2],
where φ¯1 ∈ K⊥1 ∩B1,ǫ be the unique solution of the first equation of (3.29) found in Proposition
6.3.
In order to find a solution of the second equation of (3.29) we solve the fixed point problem
T2(φ2) = φ2. Let us define the proper ball
B2,ǫ := {φ2 ∈ K⊥ : ‖φ2‖ ≤ r ǫ
θ2
2 +σ}
for r > 0 sufficiently large and σ > 0 to be chosen later.
From Proposition 4.1, there exist ǫ0 = ǫ0(η) > 0 and c = c(η) > 0 such that:
‖T2(φ2)‖ ≤ c(‖N2(φ¯1, φ2)‖ + ‖R2‖), (6.17)
and
‖T2(φ2)− T2(ψ2)‖ ≤ c(‖N2(φ¯1, φ2)−N2(φ¯1, ψ2)‖), (6.18)
for all φ2, ψ2 ∈ K⊥, for all (d1, d2) ∈ R2+ satisfying (3.8) and for all ǫ ∈ (0, ǫ0).
We begin with estimating the right hand side of (6.17).
Thanks to Proposition 6.7 we have that
‖R2‖ ≤ cǫ
θ2
2 +σ,
for all ǫ ∈ (0, ǫ0), for all (d1, d2) ∈ R2+ satisfying (3.8). Thus it remains only to estimate
‖N2(φ¯1, φ2)‖. Thanks to (3.1) and the definition of N2 we have:
‖N2(φ¯1, φ2)‖ ≤ c|f(PUδ−τe1+ φ¯1+φ2)−f ′(Uδ)φ2−f(−τe1+ φ¯1)−f(PUδ−τe1))| 2N
N+2
. (6.19)
We estimate the right-hand side of (6.19):
|f(PUδ − τe1 + φ¯1 + φ2)− f ′(Uδ)φ2 − f(−τe1 + φ¯1)− f(PUδ − τe1))| 2N
N+2
≤ |f(PUδ − τe1 + φ¯1 + φ2)− f(PUδ − τe1 + φ¯1)− f ′(PUδ − τe1 + φ¯1)φ2| 2N
N+2
+ |f(PUδ − τe1 + φ¯1)− f(PUδ − τe1)− f ′(PUδ − τe1)φ¯1| 2N
N+2
+ |[f ′(PUδ − τe1 + φ¯1)− f ′(PUδ − τe1)]φ2| 2N
N+2
+ |[f ′(PUδ − τe1)− f ′(PUδ)]φ2| 2N
N+2
+ |[f ′(PUδ)− f ′(Uδ)]φ2| 2N
N+2
+ |[−f(−τe1 + φ¯1) + f(−τe1) + f ′(−τe1)φ¯1| 2N
N+2
+ |f ′(−τe1)φ¯1| 2N
N+2
+ |[f ′(PUδ − τe1)− f ′(−τe1)]φ¯1| 2N
N+2
.
In order to estimate these terms, by Lemma 3.2 and Lemma 3.3 we deduce that:
|f(PUδ−τe1+φ¯1+φ2)−f(PUδ−τe1+φ¯1)−f ′(PUδ−τe1+φ¯1)φ2| ≤ c(|PUδ−τe1+φ¯1|p−2φ22+|φ2|p),
|f(PUδ − τe1 + φ¯1)− f(PUδ − τe1)− f ′(PUδ − τe1)φ¯1| ≤ c(|PUδ − τe1|p−2φ¯21 + |φ¯1|p),
|[f ′(PUδ − τe1 + φ¯1)− f ′(PUδ − τe1)]φ2| ≤ c(|PUδ − τe1|p−2|φ¯1||φ2|+ |φ¯1|p−1|φ2|),
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|f ′(PUδ − τe1)− f ′(PUδ)]φ2| ≤ c(|PUδ|p−2|τe1||φ2|+ |τe1|p−1|φ2|),
|f ′(PUδ)− f ′(Uδ)]φ2| ≤ c(|Uδ|p−2|ϕδ||φ2|+ |ϕδ|p−1|φ2|),
| − f(−τe1 + φ¯1) + f(−τe1) + f ′(−τe1)φ¯1| ≤ c
(|τe1|p−2|φ¯1|2 + |φ¯1|p) ,
|[f ′(PUδ − τe1)− f ′(−τe1)]φ¯1| ≤ c(|PUδ|p−2|τe1||φ¯1|+ |τe1|p−1|φ¯1|). (6.20)
Now we have to estimate the L
2N
N+2 -norm of every term. We give a detailed proof of the first
two terms; for the remaining ones the proof is similar.
By the triangular inequality and Lemma 3.1, it holds
|PUδ − τe1 + φ¯1|p−2φ22 + |φ2|p ≤ |PUδ|p−2φ22 + |τe1|p−2φ22 + |φ¯1|p−2φ22 + |φ2|p. (6.21)
Since p − 2 = 6−NN−2 , we have (PUp−2δ )
2N
N+2 = PU
2N(6−N)
(N−2)(N+2)
δ ≤ U
2N(6−N)
(N−2)(N+2)
δ ≤ cδ−
N(6−N)
N+2 . Hence,
by the previous estimate and thanks to the Sobolev inequality, we get that(∫
Ω
(
PUp−2δ φ22
) 2N
N+2
dx
)N+2
2N
≤ c
(
δ−N
6−N
N+2
∫
Ω
φ
4N
N+2
2 dx
)N+2
2N
≤ c1δ− 6−N2
(∫
Ω
φ
4N
N+2
2 dx
)N+2
2N
≤ c2δ− 6−N2 ‖φ2‖2.
We observe that for N = 5, and thanks to the choice of δ we have
δ−
6−N
2 ‖φ2‖2 ≤ cǫ− 12 32 ǫ3 ≤ cǫ
θ2
2 +σ,
for all sufficiently small ǫ.
The remaining terms of (6.21) are even simpler. In fact, it holds(∫
Ω
(|τe1|p−2φ22) 2NN+2 dx)N+22N ≤ c(τ 2N(6−N)(N+2)(N−2) ‖e1‖ 2NN+2∞ ∫
Ω
φ
4N
N+2
2 dx
)N+2
2N
≤ c1τ
6−N
N−2
(∫
Ω
φ
4N
N+2
2 dx
)N+2
2N
≤ c2τ
6−N
N−2 ‖φ2‖2.
Thanks to choice of τ and δ it is clear that τ
6−N
N−2 ‖φ2‖2 ≤ cǫ
θ2
2 +σ.
For the third term, applying Ho¨lder inequality and Sobolev inequality we have(∫
Ω
(|φ¯1|p−2φ22) 2NN+2 dx)N+22N ≤ c‖φ¯1‖p−2‖φ2‖2,
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and it is clear that ‖φ¯1‖p−2‖φ2‖2 ≤ cǫ
θ2
2 +σ. Finally, since 2NN+2 · p = p + 1 by the Sobolev
inequality we get that (∫
Ω
|φ2|p 2NN+2 dx
)N+2
2N
≤ c‖φ2‖p,
and the estimate of the first term is done. For the second term of (6.20), reasoning as in (6.21),
we get that
|f(PUδ − τe1 + φ¯1)− f(PUδ − τe1)− f ′(PUδ − τe1)φ¯1| ≤ c
(|PUδ|p−2φ¯21 + |τe1|p−2φ¯21 + |φ¯1|p) .
(6.22)
As be before we have (∫
Ω
(
PUp−2δ φ¯21
) 2N
N+2
dx
)N+2
2N
≤ cδ− 6−N2 ‖φ¯1‖2.
Thanks to the choice of δ and since φ¯ ∈ B1,ǫ, then, for all sufficiently small ǫ, we have
δ−
6−N
2 ‖φ¯1‖2 ≤ cǫ− 12 32 ǫ 52 ≤ cǫ
θ2
2 +σ.
This estimate is trivially true for ||τe1|p−2φ¯21| 2N
N+2
, let us check the estimate of the L
2N
N+2 -norm
of the last term of (6.22). As before we have(∫
Ω
|φ¯1|p 2NN+2 dx
)N+2
2N
≤ c‖φ¯1‖p,
and for all small ǫ we have ‖φ¯1‖p ≤ cǫ 54 73 ≤ cǫ
θ2
2 +σ.
The same techniques used so far apply to the other remaining estimates, we limit ourselves to
checking the lowest order term.
Thanks to Ho¨lder and Sobolev inequalities we have∣∣PUp−2δ τe1φ¯1∣∣ 2N
N+2
≤ c|PUδ| 2N
N−2
τ |e1|∞‖φ¯1‖
and thanks to the choice of τ and since φ¯1 ∈ B1,ǫ we have
|PUδ| 2N
N−2
τ‖e1‖∞‖φ¯1‖ ≤ cǫ 34 ǫ 54 ≤ cǫ
θ2
2 +σ.
It remains to prove that T2 : B2,ǫ → B2,ǫ is a contraction. Thanks to (6.18) it suffices to
estimate ‖N2(φ¯1, φ2) − N2(φ¯1, ψ2)‖ for any ψ2, φ2 ∈ B2,ǫ. To this end, thanks to (3.1), the
definition of N2 we have:
‖N2(φ¯1, φ2)−N2(φ¯1, ψ2)‖ ≤ c|f(PUδ−τe1+φ¯1+φ2)−f(PUδ−τe1+φ¯1+ψ2)−f ′(Uδ)(φ2−ψ2)| 2N
N+2
,
then, reasoning as in the proof of Proposition 6.3, we get that
‖N2(φ¯1, φ2)−N2(φ¯1, ψ2)‖ ≤ ǫα‖φ2 − ψ2‖, (6.23)
for some α > 0, for all sufficiently small ǫ > 0.
At the end, thanks to (6.18) and (6.23), we get that there exists L ∈ (0, 1) such that
‖T2(φ2)− T2(ψ2)‖ ≤ L‖φ2 − ψ2‖.
The proof is complete. 
Putting together Proposition 6.3 and 6.6 we get the proof of Proposition 6.1.
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Remark 6.8. Let us fix a small η > 0. We observe that the fixed point φ¯2 of T2 in B2,ǫ, found
in Proposition 6.6, verifies ‖φ¯2‖ ≤ cǫ3/2, hence, by definition we get that ‖φ¯2‖ ≤ cτ1+γ , for all
0 < γ ≤ 34 , for all ǫ sufficiently small, for all (d1, d2) ∈ (η, 1η )× (η, 1η ).
6.4. Estimates for the reduced functional. We are left now to solve (3.17). Let (φ¯1, φ¯2) ∈
K⊥1 ×K⊥ be the solution found in Proposition 6.1. Hence Vλ+ φ¯1+ φ¯2 is a solution of our original
problem (1.1) if we can find d¯λ = (d¯1λ, d¯2λ) which satisfies condition (3.8) and solves equation
(3.17).
To this end we consider the reduced functional J˜λ : R
2
+ → R defined by:
J˜λ(d1, d2) := Jλ(Vλ + φ¯1 + φ¯2),
where Jλ is the functional defined in (1.5).
Our main goal is to show first that solving equation (3.17) is equivalent to finding critical points
(d¯1,λ, d¯2,λ) of the reduced functional J˜λ(d1, d2) and then that the reduced functional has a critical
point.
Lemma 6.9. For any small η > 0 there exists ǫ0 > 0 such that for all λ ∈ (λ1 − ǫ0, λ1) if
(d¯1,λ, d¯2,λ) is a critical point of J˜λ and satisfies (3.8), then Vλ + Φ¯λ is a solution of (1.1).
Proof. Let us fix a small η > 0 and let Φ¯λ = φ¯1 + φ¯2 be the solution of the auxiliary equation
(3.16), found Proposition 6.1. By assumption (d¯1,λ, d¯2,λ) is a critical point of J˜λ(d1, d2). Hence
∇J˜λ(d¯1,λ, d¯2,λ) =
(
∂d1 J˜λ, ∂d2 J˜λ
)
|(d¯1,λ,d¯2,λ)
= (0, 0).
Then for j = 1, 2
0 = ∂dj J˜λ = J
′
λ(Vλ + Φ¯λ)[∂djVλ + ∂dj Φ¯λ]
=
(
Vλ + Φ¯λ − i∗
[
f(Vλ + Φ¯λ) + λ(Vλ + Φ¯λ)
]
, ∂djVλ + ∂dj Φ¯λ
)
H10 (Ω)
=︸︷︷︸
Φ¯λ solution of (3.16)
(
cλ0PZδ + cλ1e1, ∂djVλ + ∂dj Φ¯λ
)
H10 (Ω)
=

(
cλ0PZδ + cλ1e1, ∂d1(−τe1) + ∂d1Φ¯λ
)
H10 (Ω)
for j = 1
(
cλ0PZδ + cλ1e1, ∂d2(PUδ) + ∂d2Φ¯λ
)
H10 (Ω)
for j = 2
for some cλ0 , c
λ
1 ∈ R.
We shall prove that cλ0 , c
λ
1 are equal to zero for λ near λ1. Let ǫ = λ1 − λ.
Now we deduce that (recalling that τ = ǫ
3
4 d1)
∂d1(−τe1) = −ǫ
3
4 e1,
while (recalling that δ = ǫ
3
2 d2) we get that
∂d2PUδ = ǫ
3
2PZδ.
Hence
0 =
(
cλ0PZδ + cλ1e1,−ǫ
3
4 e1 + ∂d1Φ¯λ
)
H10 (Ω)
= −ǫ 34 cλ0 (PZδ, e1)H10 (Ω) + cλ0 (PZδ, ∂d1Φ¯λ)H10 (Ω) − ǫ
3
4 cλ1 (e1, e1)H10 (Ω)
+cλ1 (e1, ∂d1Φ¯λ)H10 (Ω) (6.24)
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and
0 =
(
cλ0PZδ + cλ1e1, ǫ
3
2PZδ + ∂d2Φ¯λ
)
H10 (Ω)
= ǫ
3
2 cλ0 (PZδ,PZδ)H10 (Ω) + cλ0 (PZδ, ∂d2Φ¯λ)H10 (Ω) + ǫ
3
2 cλ1 (e1,PZδ)H10 (Ω)
+cλ1 (e1, ∂d2Φ¯λ)H10 (Ω) (6.25)
Now:
(PZδ, e1)H10 (Ω) =
∫
Ω
f ′(Uδ)Zδe1 dx = p
∫
Ω
Up−1δ Zδe1 dx
= pαpNδ
N−4
2
∫
Ω
δ
|y|2 − 1
(1 + |y|2)N+42
e1(δy) dy
= A0δ
N−4
2 + o(δ
N−4
2 )
where
A0 := pα
p
Ne1(0)
∫
RN
|y|2 − 1
(1 + |y|2)N+42
dy.
By using (3.5) we get
(PZδ,PZδ)H10 (Ω) =
∫
Ω
f ′(Uδ)ZδPZδ, dx
=
∫
Ω
f ′(Uδ)Z2δ dx−
∫
Ω
f ′(Uδ)Zδψδ dx
= pαpNδ
N−2
∫
Ω
(|x|2 − δ2)2
(δ2 + |x|2)N+2 dx+O
(
δ
N
2 |ψδ|∞,Ω
∫
Ω
|x|2 − δ2
(δ2 + |x|2)N+42
dx
)
= B0δ
−2 +O(δN−4)
where
B0 := pα
p
N
∫
RN
(|y|2 − 1)2
(1 + |y|2)N+2 dy.
Secondly, we point out that, since Φ¯λ ∈ K⊥, it holds
(e1, Φ¯λ)H10 (Ω) = 0; (PZδ, Φ¯λ)H10 (Ω) = 0.
These imply
(e1, ∂dj Φ¯λ)H10 (Ω) = −(∂dje1, Φ¯λ)H10 (Ω) = 0
and
(PZδ, ∂dj Φ¯λ) = −(∂djPZδ, Φ¯λ) =

0 for j = 1
−(∂d2PZδ, Φ¯λ)H10 (Ω) for j = 2
and
(∂d2PZδ, Φ¯λ)H10 (Ω) = O(‖∂d2PZδ‖ · ‖Φ¯λ‖) = o(‖∂d2PZδ‖).
Now, since
‖∂d2PZδ‖ = O(‖∂d2Zδ‖),
by making some computations and using the fact that N = 5, we get that
∂d2Zδ = δ
5
2
3δ2 − 7|x|2
(δ2 + |x|2) 72 +
1
2
δ
1
2 d−12
|x|2 − δ2
(δ2 + |x|2) 52
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Hence
‖∂d2Zδ‖2 =
∫
Ω
δ|x|2
(δ2 + |x|2)7
[
35δ2
|x|2 − δ2
δ2 + |x|2 +
1
2
d−12 (7δ
2 − 3|x|2)
]2
dx
= C0δ
−2 +O(δ)
where
C0 :=
∫
RN
|y|2
(1 + |y|2)7
[
35
|y|2 − 1
1 + |y|2 +
1
2
d−12 (7− 3|y|2)
]2
dy
and hence
(∂d2PZδ, Φ¯λ)H10 (Ω) = o(δ−1).
The equations (6.24), (6.25) become
cλ0 (A0ǫ
3
2 d¯2,λ +O(ǫ
2)) + ǫ
3
4 cλ1D = 0
cλ0 (B0d¯2,λ + o(1)) + c
λ
1 (A0d¯2,λǫ
9
4 +O(ǫ
1
54) = 0
(6.26)
Since (d¯1,λ, d¯2,λ) satisfies (3.8), it follows easily that for ǫ sufficiently small, the system (6.26)
has only the trivial solution and the proof is now complete. 
We prove a technical result on the behavior of the L∞-norm of φ¯1. After that, we prove two
lemmas about the C0-expansion of the reduced functional J˜ǫ(d1, d2) := Jǫ(Vλ + φ¯1 + φ¯2), where
φ¯1 ∈ K⊥1 ∩B1,ǫ and φ¯2 ∈ K⊥ ∩B2,ǫ are the functions given by Proposition 6.1.
Lemma 6.10. Let η be a small positive number and φ¯1 ∈ K⊥1 be the solution of the first equation
in (3.29), found in Proposition 6.3 . Then, up to a subsequence, as ǫ→ 0, we have
|φ¯1|∞ → 0,
uniformly with respect to d1 such that η < d1 <
1
η .
Proof. Let us fix a small η > 0 and remember that τ = d1ǫ
3
4 , where d1 ∈]η, 1η [ . We observe that
by definition, since φ¯1 ∈ K⊥1 solves the first equation of (3.29), then, for all ǫ sufficiently small,
for all d1 ∈]η, 1η [, there exists a constant cǫ = cǫ(d1) such that φ¯1 weakly solves
−∆φ¯1 = (λ1 − ǫ)φ¯1 + f(−τe1 + φ¯1)− λ1cǫe1. (6.27)
Testing (6.27) with e1, and taking into account that φ¯1 ∈ K⊥1 , we deduce that cǫ → 0, as
ǫ→ 0, uniformly with respect to d1 ∈]η, 1η [.
We observe that φ¯1 is a classical solution of (6.27). This comes from standard elliptic regularity
theory, the application of a well-known lemma by Brezis and Kato, taking into account that
φ¯1 ∈ H10 (Ω) weakly solves (6.27) and the smoothness of e1, f.
We consider the quantity supd1∈]η, 1η [ |φ¯1|∞, which is defined for all ǫ ∈ (0, ǫ0), where ǫ0 > 0 is
given by Proposition 6.3. We want to prove that
lim
ǫ→0+
sup
d1∈]η, 1η [
|φ¯1|∞ = 0. (6.28)
In order to prove (6.28) we argue by contradiction. Assume that (6.28) is false. Then, there
exists a positive number m ∈ R+, a sequence (ǫk)k ⊂ R+, ǫk → 0 as k → +∞, such that
sup
d1∈]η, 1η [
|φ¯1,k|∞ > m, (6.29)
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for any k ∈ N, where we have set φ¯1,k := φ¯1(ǫk, d1) ∈ B1,ǫk . We observe that (6.29) contemplates
the possibility that supd1∈]η, 1η [ |φ¯1,k|∞ = +∞. From (6.29), for any k ∈ N, thanks to the
definition of sup, we get that there exists d1,k ∈]η, 1η [ such that
|φ¯1,k|∞(d1,k) > m
2
.
Hence, if we consider the sequence
(|φ¯1,k|∞(d1,k))k, then, up to a subsequence, as k → +∞,
there are only two possibilities:
(a): |φ¯1,k|∞(d1,k)→ +∞;
(b): |φ¯1,k|∞(d1,k)→ l, for some l ≥ m2 > 0.
We will show that (a) and (b) cannot happen.
Assume (a). We point out that, since η > 0 is fixed, then, d1,k ∈]η, 1η [ for all k, in particular
this sequence stays definitely away from 0 and from +∞. Hence, in order to simplify the notation
of this proof, we omit the dependence from d1,k in φ¯1,k(d1,k), cǫk(d1,k) and thus we simply write
φ¯1,k, cǫk . In particular, we observe that, for any fixed k, φ¯1,k is a function depending only on
the space variable x ∈ Ω.
Then, for any k ∈ N, let ak ∈ Ω such that |φ¯1,k(ak)| = |φ¯1,k|∞ and set Mk := |φ¯1,k|∞. We
consider the rescaled function
φ˜1,k(y) :=
1
Mk
φ¯1,k
(
ak +
y
Mβk
)
, β =
2
N − 2 ,
defined for y ∈ Ω˜k := M
2
N−2
k (Ω − ak). Moreover let us set e˜1,k(y) := 1Mk e1
(
ak +
y
M
2
N−2
k
)
,
τk := d1,kǫ
3
4
k . It is clear that ‖e˜1,k‖∞,Ω˜k → 0, τk → 0, as k→ +∞. By elementary computations
we see that φ˜1,k solves
−∆φ˜1,k = λ1 − ǫk
M
4
N−2
k
φ˜1,k + f(−τke˜1,k + φ˜1,k)− λ1cǫk
M
4
N−2
k
e˜1,k in Ω˜k
φ˜1,k = 0, on ∂Ω˜k
(6.30)
Let us denote by Π the limit domain of Ω˜k. Since we are assuming (a) we have Mk → +∞,
as k → +∞, and hence Π is the whole RN or an half-space. Moreover, since the family (φ˜1,k)k
is uniformly bounded and solves (6.30), then, by the same proof of Lemma 2.2 of [11], we get
that 0 ∈ Π (in particular 0 /∈ ∂Π), and, by standard elliptic theory, it follows that, up to a
subsequence, as k → +∞, we have that φ˜1,k converges in C2loc(Π) to a function w which satisfies
−∆w = f(w) in Π, w(0) = 1 (or w(0) = −1), |w| ≤ 1 in Π, w = 0 on ∂Π. (6.31)
We observe that, thanks to the definition of the chosen rescaling, by elementary computations
(see Lemma 2 of [30]), it holds ‖φ˜1,k‖2Ω˜ǫ = ‖φ¯1,k‖
2
Ω. Now, since ‖φ¯1,k‖ ≤ cǫ
θ1
2 +σ
k , where c depends
only on η and σ is some positive number (see Proposition 6.3), we have ‖φ˜1,k‖2Ω˜k = ‖φ¯1,k‖
2
Ω → 0,
as k → +∞. Hence, since φ˜1,k → w in C2loc(Π), by Fatou’s lemma, it follows that
‖w‖2Π ≤ lim inf
k→+∞
‖φ˜1,k‖2Ω˜k = 0. (6.32)
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Therefore, since ‖w‖2Π = 0 and w is smooth, it follows that w is constant, and from w(0) = 1
(or w(0) = −1) we get that w ≡ 1 (or w ≡ −1) in Π. But, since w is constant and solves
−∆w = f(w) in Π, then necessarily f(w) ≡ 0 in Π, and hence w must be the null function, but
this contradicts w ≡ 1 (or w ≡ −1).
Assume (b). We use the same convention on the notation as in previous case. Then (φ¯1,k)k is
uniformly bounded, in particular there exist two positive constants c1, c2 such that for all k ∈ N
it holds
c1 < |φ¯1,k|∞ < c2. (6.33)
By definition, φ¯1,k solves
−∆φ¯1,k = (λ1 − ǫk)φ¯1,k + f(−τke1 + φ¯1,k)− λ1cǫke1. (6.34)
Hence, by standard elliptic theory, it follows that, up to a subsequence, φ¯1,k converges in C
2
loc(Ω)
to a function w which satisfies {
−∆w = λ1w + f(w) in Ω,
w = 0 on ∂Ω.
(6.35)
Now, since ‖φ¯1,k‖ ≤ cǫ
θ1
2 +σ
k , where c > 0 depends only on η and φ¯1,k → w in C2loc(Ω), then, by
Fatou’s Lemma and Sobolev inequality we have that
|w|p+1 ≤ lim inf
k→+∞
|φ¯1,k|p+1 = 0,
thus, since w is smooth, it follows that w ≡ 0. But, if ak ∈ Ω is such that |φ¯1,k|∞ = φ¯1,k(ak), by
slightly modifications to the proof of Lemma 2.2 of [11] we have that d(ak, ∂Ω)9 0 as k → +∞.
Hence, this fact, φ¯1 → w in C2loc(Ω) and w ≡ 0 contradict (6.33).
Alternatively, assuming that ∂Ω is of class C2,α, for some α ∈ (0, 1), without using the
arguments of Lemma 2.2 in [11], but using standard elliptic regularity theory and Lemma 6.36
in [27], since φ¯1,k is uniformly bounded, we get that, up to a subsequence φ¯1,k converges to w
in C2(Ω), where w solves (6.35). As before it holds w ≡ 0 and hence we contradicts (6.33). The
proof is then concluded.

Lemma 6.11. For any η > 0 there exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0) it holds:
Jλ(Vλ + φ¯1) = Jλ(Vλ) +O(ǫ
θ1+σ),
with
O(ǫθ1+σ) = ǫθ1+σM1(d1) + o
(
ǫθ2
)
, (6.36)
for some functionM1 depending only on d1 (and uniformly bounded with respect to ǫ), where θ1, θ2
are defined in (6.1), σ is some positive real number (depending only on N). These expansion are
C0-uniform with respect to (d1, d2) satisfying condition (3.8).
Proof. Let us fix η > 0. By direct computation we immediately see that
Jλ(Vλ + φ¯1)− Jλ(Vλ) = 12
∫
Ω
|∇φ¯1|2 dx+
∫
Ω
∇Vλ · ∇φ¯1 dx− λ2
∫
Ω
|φ¯1|2 dx− λ
∫
Ω
Vλφ¯1 dx
− 1p+1
∫
Ω
(|Vλ + φ¯1|p+1 − |Vλ|p+1) dx.
(6.37)
By definition we have∫
Ω
∇Vλ ·∇φ¯1 dx =
∫
Ω
∇(PUδ− τe1) ·∇φ¯1 dx =
∫
Ω
(Upδ −λ1τe1)φ¯1 dx =
∫
Ω
[f(Uδ)−λ1τe1]φ¯1 dx,
moreover, since F (s) = 1p+1 |s|p+1 is a primitive of f , we can write (6.37) as
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Jλ(Vλ + φ¯1)− Jλ(Vλ) = 12‖φ¯1‖2 − λ2 |φ¯1|22 − λ
∫
Ω
Vλφ¯1 dx+
∫
Ω
[f(Uδ)− λ1τe1]φ¯1 dx
− ∫Ω[F (Vλ + φ¯1)− F (Vλ)] dx
= 12‖φ¯1‖2 − λ2 |φ¯1|22 − λ
∫
Ω PUδφ¯1 dx+ (λ− λ1)
∫
Ω τe1φ¯1 dx
+
∫
Ω
[f(Uδ)− f(Vλ)]φ¯1 dx−
∫
Ω
[F (Vλ + φ¯1)− F (Vλ)− f(Vλ)φ¯1] dx
A+B + C +D + E + F.
(6.38)
A,B: Thanks to Proposition 6.1, for all sufficiently small ǫ, we have ‖φ¯1‖ ≤ cǫ
θ1
2 +σ, for some
c > 0 and for some σ > 0 depending only on N . Hence we deduce that A = O(ǫθ1+2σ),
B = O(ǫθ1+2σ+1). We point out that, since only φ¯1 is involved in A and B, these terms depend
only on d1.
C: Thanks to Ho¨lder inequality, we have
λ
∫
Ω
PUδ|φ¯1| dx ≤ λ|PUδ| 2N
N+2
|φ¯1| 2N
N−2
For N = 5 we have that
∫
RN
1
(1 + |y|2)N(N−2)(N+2)
dy is finite, so, it follows that |PUδ| 2N
N+2
= O(δ2).
Hence, from our choice of δ (see (3.7)) and since ‖φ¯1‖ ≤ cǫ
θ1
2 +σ, we deduce that
|C| ≤ cǫ(ǫ3ǫ 34+σ) ≤ cǫθ2+σ, (6.39)
for all sufficiently small ǫ.
D: First we observe that this term depends only on d1, and hence it will suffice that it is of
order θ1 + σ. Since ǫ = λ1 − λ, and thanks to the Ho¨lder and Sobolev inequalities, we have
|D| ≤ ǫ
∫
Ω
τe1|φ¯1| dx ≤ cǫτ‖e1‖∞‖φ1‖.
Now, thanks to the choice of τ and since φ¯1 ∈ B1,ǫ we get that
|D| ≤ cǫǫ 54+σ ≤ cǫθ1+σ,
for all sufficiently small ǫ.
E: Using the definition of Vǫ we write E as
E =
∫
Ω
[f(PUδ)− f(PUδ − τe1)]φ¯1 dx︸ ︷︷ ︸
I1
+
∫
Ω
[f(Uδ)− f(PUδ)]φ¯1 dx︸ ︷︷ ︸
I2
.
(6.40)
Applying Ho¨lder and Sobolev inequalities it follows that
|I1| ≤ c|f(PUδ)− f(PUδ − τe1)| 2N
N+2
‖φ¯1‖,
|I2| ≤ c|f(PUδ)− f(Uδ)| 2N
N+2
‖φ¯1‖.
By the same computations of (6.14), (6.15), (6.16) and since φ¯1 ∈ B1,ǫ we get that
|I1| ≤ cǫ 74 ǫ 54+σ = cǫθ2+σ,
|I2| ≤ cǫ 92 ǫ 54+σ ≤ cǫθ2+σ.
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And we are done.
F: Applying (3.11) we get that
|F | ≤ c
∫
Ω
(|Vǫ|p−1φ¯21 + |φ¯1|p+1) dx
≤ c
∫
Ω
(PUp−1δ φ¯21 + (τe1)p−1φ¯21 + |φ¯1|p+1) dx
= F1 + F2 + F3.
We begin with estimating F1.
Now, applying Lemma 6.10, as ǫ → 0, we have φ¯1 = o(1) in Ω. Hence, taking into account
that
∫
Ω
1
|x|4 dx is finite, we get that∫
Ω
PUp−1δ φ¯21 dx ≤
∫
Ω
Up−1δ φ¯21 dx ≤ c
∫
Ω
δ2
|x|4 φ¯
2 dx = o
(
δ2
∫
Ω
1
|x|4 dx
)
= o(ǫθ2).
At the end we have proved that F1 =
∫
Ω PUp−1δ φ¯21 dx = o(ǫθ2), for all sufficiently small ǫ.
For F2, thanks to the definition of τ and since φ¯1 ∈ B1,ǫ, we have∫
Ω
(τe1)
p−1φ¯21 dx ≤ τp−1‖e1‖p−1∞
∫
Ω
φ¯21 dx ≤ c τp−1
∫
Ω
|∇φ¯1|2 dx ≤ c1ǫ 34 43 ǫ2( 54+σ) ≤ c1ǫθ2+σ.
Finally, for F3, we have∫
Ω
|φ¯1|p+1 dx ≤ c‖φ¯1‖p+1 ≤ c1ǫ 103 ( 54+σ) ≤ c1ǫθ2+σ.
From (6.38) and A-F we conclude that
Jλ(Vλ + φ¯1)− Jλ(Vλ) = ǫθ1+σM1(d1) + o(ǫθ2),
for all sufficiently small ǫ, for some function M1 depending only on d1 (and uniformly bounded
with respect to ǫ). The proof is complete. 
Lemma 6.12. For any η > 0 there exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0) it holds:
Jλ(Vλ + φ¯1 + φ¯2) = Jλ(Vλ + φ¯1) +O(ǫ
θ2+σ),
C0-uniformly with respect to (d1, d2) satisfying condition (3.8), for some positive real number σ
depending only on N .
Proof. As we have seen in the proof of Lemma 6.11, by direct computation we get that
Jλ(Vλ + φ¯1 + φ¯2)− Jλ(Vλ + φ¯1) = 12
∫
Ω |∇φ¯2|2 dx+
∫
Ω∇(Vλ + φ¯1) · ∇φ¯2 dx
− ǫ2
∫
Ω |φ¯2|2 dx− λ
∫
Ω(Vλ + φ¯1)φ¯2 dx− 1p+1
∫
Ω(|Vλ + φ¯1 + φ¯2|p+1 − |Vλ + φ¯1|p+1) dx
= − 12‖φ¯2‖2 + λ2 |φ¯2|22 +
∫
Ω∇(Vλ + φ¯1 + φ¯2) · ∇φ¯2 dx
−λ ∫Ω(Vλ + φ¯1 + φ¯2)φ¯2 dx− ∫Ω f(Vλ + φ¯1)φ¯2 dx
− ∫
Ω
[F (Vλ + φ¯1 + φ¯2)− F (Vλ + φ1)− f(Vλ + φ¯1)φ¯2] dx
(6.41)
Since φ¯1 + φ¯2 is a solution of (3.16) we have
Π⊥{Vλ + φ¯1 + φ¯2 − i∗[λ(Vλ + φ¯1 + φ¯2) + f(Vλ + φ¯1 + φ¯2)]} = 0,
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hence, for some ψ ∈ K, we get that Vλ + φ¯1 + φ¯2 weakly solves
∆(Vλ + φ¯1 + φ¯2) + ∆ψ¯ − [(λ1 − ǫ)(Vλ + φ¯1 + φ¯2) + f(Vλ + φ¯1 + φ¯2)] = 0. (6.42)
Choosing φ¯2 as test function, since φ¯2 ∈ K⊥, ψ ∈ K we deduce that∫
Ω
∇(Vλ+ φ¯1+ φ¯2) ·∇φ¯2 dx− (λ1− ǫ)
∫
Ω
(Vλ+ φ¯1+ φ¯2)φ¯2 dx =
∫
Ω
f(Vλ+ φ¯1+ φ¯2)φ¯2 dx (6.43)
Thanks to (6.43) we rewrite (6.41) as
Jλ(Vλ + φ¯1 + φ¯2)− Jλ(Vλ + φ¯1) = −1
2
‖φ¯2‖2 + λ1 − ǫ
2
|φ¯2|22 +
∫
Ω
[f(Vλ + φ¯1 + φ¯2)− f(Vλ + φ¯1)]φ¯2 dx
−
∫
Ω
[F (Vλ + φ¯1 + φ¯2)− F (Vλ + φ1)− f(Vλ + φ¯1)φ¯2] dx
= A+B + C +D. (6.44)
A, B: Thanks to Proposition 6.1, for all sufficiently small ǫ, we have ‖φ¯2‖ ≤ cǫ
θ2
2 +σ, for
some c > 0 and for some σ > 0 depending only on N . Hence we deduce that A = O(ǫθ2+2σ),
B = O(ǫθ2+2σ).
C: By Lemma 3.3 and Lemma 3.2 we get∣∣∣∣∫
Ω
[f(Vλ + φ¯1 + φ¯2)− f(Vλ + φ¯1)]φ¯2 dx
∣∣∣∣ ≤ ∫
Ω
|φ¯2|p+1 dx+
∫
Ω
|Vλ + φ¯1|p+1φ¯22 dx
≤ c‖φ¯2‖p+1 + c|Vλ|p−1p+1|φ¯2|2p+1 + c|φ¯1|p−1p+1|φ¯2|2p+1
≤ cǫθ2+σ
for all sufficiently small ǫ.
D: Applying Lemma 3.2 and Ho¨lder inequality we get that∣∣∣∣∫
Ω
[F (Vλ + φ¯1 + φ¯2)− F (Vλ + φ¯1)− f(Vλ + φ¯1)φ¯2] dx
∣∣∣∣ ≤ c|Vλ|p−1p+1|φ¯2|2p+1+c|φ¯1|p−1p+1|φ¯2|2p+1+c|φ¯2|p+1p+1.
Since all the terms from A to D are high order terms with respect to ǫθ2 the proof is complete.

7. Energy expansion of the approximate solution
In order to prove our main results, it is important to understand critical points of the functional
(δ, τ)→ Jλ(PUδ − τe1)
Next we will find explicit asymptotic expressions for this functional.
Proposition 7.1. The following facts hold:
(i): Let N = 4. For any η > 0, as λ→ λ+1 , the following expansion holds:
J˜λ(s1, s2) =
1
4
S2 + ǫe−
1
ǫ
[−b1g(s2)2 + b2g(s2)s1 − b3s21]+ o(ǫe− 2ǫ ), (7.1)
where ǫ = λ− λ1, b1, b2, b3 are positive known constants.
(ii): Let N = 5. For any η > 0, as λ→ λ−1 it holds:
J˜λ(d1, d2) =
1
5
S5/2 + ǫ
5
2
[
a1d
2
1 − a2d
10
3
1
]
+ O(ǫ
5
2+σ), (7.2)
with
O(ǫ
5
2+σ) = ǫ
5
2+σM1(d1) + ǫ
3
[
a3d1d
3
2
2 − a4d22
]
+O
(
ǫ3+σ
)
, (7.3)
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for some function M1 depending only on d1 (and uniformly bounded with respect to
ǫ = λ1 − λ), where σ is some positive real number (depending only on N) and aj,
j = 1, 2, 3, 4 are some positive and known constants.
The expansions (7.1), (7.2) and (7.3) are C0-uniform with respect to (s1, s2) or (d1, d2) sat-
isfying condition (3.8).
Remark 7.2. We point out that the term M1 appearing in (7.3) does not depend on d2 and this
will be used in the sequel, in particular in (8.5).
Proof. We make some computations finding that
Jλ(PUδ − τe1) =
(
1
2
− 1
p+ 1
)∫
Ω
Up+1δ dx+
1
2
∫
Ω
Upδ ϕδ dx+
τ2
2
(λ1 − λ)
∫
Ω
e21 dx
+τ(λ − λ1)
∫
Ω
PUδe1 dx− λ
2
∫
Ω
PU2δ dx−
1
p+ 1
∫
Ω
[
|Uδ − ϕδ|p+1 − Up+1δ + (p+ 1)Upδ ϕδ
]
dx︸ ︷︷ ︸
(I)
− τ
p+1
p+ 1
∫
Ω
ep+11 dx+ τ
∫
Ω
PUpδ e1 dx− τp
∫
Ω
PUδep1 dx
− 1
p+ 1
∫
Ω
[
|PUδ − τe1|p+1 − PUp+1δ − τp+1ep+11 + (p+ 1)PUpδ τe1 − (p+ 1)PUδτpep1
]
dx︸ ︷︷ ︸
(II)
Then for N = 4, 5 (
1
2
− 1
p+ 1
)∫
Ω
Up+1δ dx =
1
N
S
N/2
N +O(δ
N )
and
1
2
∫
Ω
Upδϕδ dx = O(δN−2).
Now if N = 4, fixing a small R > 0 such that BR ⊂⊂ Ω, we get∫
Ω
U2δ dx = δ2
∫
|x|<R
α24
(δ2 + |x|2)2 dx+ δ
2
∫
Ω\{|x|<R}
α24
(δ2 + |x|2)2 dx
= ω4α
2
4δ
2
∫ R
0
r3
(δ2 + r2)2
dr +O
(
δ2
)
= ω4α
2
4δ
2 log
1
δ
+O(δ2)
where ω4 denotes the surface area of the unit sphere in R
4. Instead, for N = 5 we have∫
Ω
U2δ dx = δ−3
∫
Ω
α25(
1 +
∣∣x
δ
∣∣2)3 dx = δ2
∫
R5
U2 dx +O
(
δ2
∫ +∞
1
δ
r4
(1 + r2)3
dr
)
.
Hence
∫
Ω
PU2δ dx =
∫
Ω
U2δ dx+
∫
Ω
ϕ2δ dx−2
∫
Ω
Uδϕδ dx =

ω4α
2
4δ
2 log 1δ +O(δ
2) +O(|ϕδ|∞
∫
Ω Uδ dx) for N = 4
δ2
∫
RN
U2 dx+O(δ3) +O(|ϕδ |2|Uδ|2) for N = 5
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and so ∫
Ω
PU2δ dx =

ω4α
2
4δ
2 log 1δ +O(δ
2) for N = 4
δ2
∫
RN
U2 dx+O(δ 52 ) for N = 5.
Moreover
∫
Ω
PUδe1 dx =
∫
Ω
e1 [Uδ − ϕδ] dx
=
∫
Ω
e1
[
αN
δ
N−2
2
(δ2 + |x|2)N−22
− αNδN−22 H(x, 0) +O(δN+22 )
]
dx
=
∫
Ω
αNδ
N−2
2 e1
[
1
|x|N−2 −H(x, 0)
]
dx+O(δ
N+2
2 )
=
αN
γN
δ
N−2
2
∫
Ω
e1G(x, 0) dx +O(δ
N+2
2 )
=
αN
γNλ1
δ
N−2
2 e1(0) +O(δ
N+2
2 ),
since −∆e1 = λ1e1 and hence e1(0) = λ1
∫
Ω e1(x)G(x, 0) dx.
Moreover
τ
∫
Ω
e1PUpδ dx = τ
∫
Ω
e1Upδ dx+ τ
∫
Ω
e1(PUpδ − Upδ ) dx
= τδ
N−2
2 e1(0)
∫
RN
Up dx+
{
O(τδ
N+2
2 log 1δ ) if N = 4
O(τδ
N+2
2 ) if N = 5
and
τp
∫
Ω
PUδep1 dx = τpδ
N−2
2
αN
γN
∫
Ω
ep1G(x, 0) dx +O(τ
pδ
N+2
2 )
Now
|(I)| ≤ c
(
|ϕδ|p+1p+1,Ω +
∫
Ω
Up−1δ ϕ2δ dx
)
≤ c1
(
δN + |ϕδ|2∞
∫
Ω
δ2
(δ2 + |x|2)2 dx
)
≤ c1δN + c2δN−2

C0δ
2 log 1δ +O(1) for N = 4
δ2
∫
Ω
1
|x|N−2 dx for N = 5
≤ c3

δ4 log 1δ for N = 4
δ5 for N = 5
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and
|(II)| ≤ |
∫
B√
δ
(0)
. . . dx|+ |
∫
Ω\B√
δ
(0)
. . . dx|
≤
∫
B√
δ
(0)
∣∣∣|PUδ − τe1|p+1 − PUp+1δ + (p+ 1)PUpδ τe1∣∣∣ dx
+τp+1
∫
B√δ(0)
ep+11 dx+ τ
p(p+ 1)
∫
B√δ(0)
PUδep1 dx+
∫
Ω\B√δ(0)
PUp+1δ dx
+τ(p+ 1)
∫
Ω\B√
δ
(0)
PUpδ e1 dx+
∫
Ω\B√
δ
(0)
∣∣∣|PUδ − τe1|p+1 − τp+1ep+11 − (p+ 1)τpep1PUδ∣∣∣ dx
≤ c1
(
τ2
∫
B√
δ
(0)
PUp−1δ e21 dx+ τp+1
∫
B√
δ
(0)
ep+11 dx+ τ
p
∫
B√
δ
(0)
PUδep1 dx
+
∫
Ω\B√
δ
(0)
PUp+1δ dx+ τp−1
∫
Ω\B√
δ
(0)
PU2δ ep−11 dx + τ
∫
Ω\B√
δ
(0)
PUpδ e1 dx
)
≤ c2
(
τ2δ2|e1|2∞
∫
B√
δ
(0)
1
(δ2 + |x|2)2 dx+ τ
p+1|e1|p+1∞
∫ √δ
0
rN−1 dx
+τp|e1|p∞δ
N−2
2
∫
B√
δ
(0)
1
(δ2 + |x|2)N−22
dx+ δN
∫
Ω\B√
δ
(0)
1
(δ2 + |x|2)N dx
+τp−1|e1|p−1∞ δN−2
∫
Ω\B√
δ
(0)
1
(δ2 + |x|2)N−2 dx+ τ |e1|∞δ
N+2
2
∫
Ω\B√
δ
(0)
1
(δ2 + |x|2)N+22
dx
)
≤ c3τ2δ2

∫√δ
0
r3
(δ2+r2)2 dx for N = 4∫√δ
0
dr for N = 5
+ c4τ
p+1δ
N
2 + c5τ
pδ
N−2
2
∫
B√
δ
(0)
1
|x|N−2 dx
+c6
∫ +∞
1√
δ
rN−1
(1 + r2)N
dr + c7τ
p−1

∫
Ω\B√
δ
(0)
δ2
(δ2+|x|2)2 dx for N = 4∫
Ω\B√
δ
(0)
δ3
(δ2+|x|2)3 dx for N = 5
+c8τδ
N−2
2
∫ +∞
1√
δ
rN−1
(1 + r2)
N+2
2
dr
≤ c9
τ2δ2

log 1δ for N = 4
√
δ for N = 5
+ τp+1δ
N
2 + τpδ
N
2 + δ
N
2 + τp−1

δ2 for N = 4
δ
5
2 for N = 5
+ τδ
N
2
 .
Putting together all these estimates we get for N = 4
Jλ(PUδ − τe1) = 1
4
S2 +O(δ2) + τ2
λ1 − λ
2
∫
Ω
e21 dx+ τ(λ − λ1)
αN
γNλ1
e1(0)δ
−λ1
2
ω4α
2
4δ
2 log
1
δ
+O
(
δ2 log
1
δ
(λ− λ1)
)
− τp+1 1
p+ 1
∫
Ω
ep+11 dx
+τδe1(0)
∫
R4
Up dx+O(τδ2)− τpδαN
γN
∫
Ω
ep1G(x, 0) dx
=
1
4
S2 + ǫe−
2
ǫ
[−b1g(s2)2 + b2g(s2)s1 − b3s21]+ o(ǫe− 2ǫ )
(7.4)
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where
b1 :=
1
2
∫
Ω
e21 dx; b2 := e1(0)
∫
R4
Up dx; b3 := λ1
2
ω4α
2
4
while for N = 5 we get
Jλ(PUδ − τe1) = 1
5
S
5
2
5 +O(δ
3) + τ2
λ1 − λ
2
∫
Ω
e21 dx+ τ(λ − λ1)
αN
γNλ1
e1(0)δ
3
2
−λ1
2
λ1
∫
R5
U2 dxδ2 +O (δ2(λ− λ1))− τp+1 1
p+ 1
∫
Ω
ep+11 dx
+τδ
3
2 e1(0)
∫
R5
Up dx+O(τδ 52 )− τpδ 32 αN
γN
∫
Ω
ep1G(x, 0) dx
=
1
5
S
5
2
5 + ǫ
5
2
[
a1d
2
1 − a2d
10
3
1
]
+ ǫ
5
2+σM1(d1)
+ǫ3
[
a3d1d
3
2
2 − a4d22
]
+O(ǫ3+σ)
(7.5)
and the result follows with
a1 :=
1
2
∫
Ω
e21 dx; a2 :=
1
p+ 1
∫
Ω
ep+11 dx; a3 := e1(0)
∫
R5
Up dx; a4 := λ1
2
∫
R5
U2.

7.1. C1− estimate of the reduced functional in the case N = 4. Let Ψ : R2+ → R the
function defined by
Ψ(s1, s2) := −b1g(s2)2 + b2g(s2)s1 − b3s21,
where bj , for j = 1, 2, 3, are the positive constants appearing in (7.4) and g is the function defined
in (3.6). The following result holds.
Lemma 7.3. For any η > 0 there exists ǫ0 > 0 such that for any ǫ ∈ (0, ǫ0) it holds that
∂sjJλ(Vλ + φ¯) = ǫe
− 2
ǫ ∂sjΨ(s1, s2) + o(ǫe
− 2
ǫ )
C0-uniformly with respect to sj satisfying (3.8).
Proof. Let us fix a small η > 0. By definition we have
∂sjJλ(Vλ + Φ¯λ)− ǫe−
2
ǫ ∂sjΨ(s1, s2) =
(
J ′λ(Vλ + Φ¯λ)− J ′λ(Vλ)
)
[∂sjVλ]
+J ′λ(Vλ + Φ¯λ)[∂sj Φ¯λ] + (∂sjJλ(Vλ)− ǫe−
2
ǫ ∂sjΨ)
Now
(∂sjJλ(Vλ)− ǫe−
2
ǫ ∂sjΨ) = o(ǫe
− 2
ǫ )
uniformly with respect to sj in compact sets of R+. Indeed,
∂sjJλ(Vλ) = J
′
λ(Vλ)[∂sjVλ] =
∫
Ω
(∇Vλ∇∂sjVλ − λVλ∂sjVλ − f(Vλ)∂sjVλ) dx
=
∫
Ω
∇PUδ∇∂sjVλ dx− τ
∫
Ω
∇e1∇∂sjVλ dx− λ
∫
Ω
PUδ∂sjVλ dx
+τλ
∫
Ω
e1∂sjVλ dx−
∫
Ω
f(Vλ)∂sjVλ dx.
Now we recall that
∂sjVλ =

ǫe−
1
ǫPZδ j = 1
−e− 1ǫ g′(s2)e1 j = 2.
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Hence for j = 1
∂s1Jλ(Vλ) = ǫe
− 1
ǫ
[∫
Ω
∇PUδ∇PZδ dx− τ
∫
Ω
∇e1∇PZδ dx
−λ
∫
Ω
PUδPZδ dx+ τλ
∫
Ω
e1PZδ dx−
∫
Ω
f(Vλ)PZδ
]
= ǫe−
1
ǫ
τ(λ− λ1)
∫
Ω
e1PZδ dx︸ ︷︷ ︸
(1)
−λ1
∫
Ω
PUδPZδ dx︸ ︷︷ ︸
(2)
−(λ− λ1)
∫
Ω
PUδPZδ dx︸ ︷︷ ︸
(2)
−
∫
Ω
[f(PUδ − τe1)− f(PUδ) + f ′(PUδ)τe1]PZδ dx︸ ︷︷ ︸
(3)
−
∫
Ω
[f(PUδ)− f(Uδ)]PZδ dx︸ ︷︷ ︸
(4)
+
∫
Ω
f ′(Uδ)τe1PZδ dx︸ ︷︷ ︸
(5)
+
∫
Ω
(f ′(PUδ)− f ′(Uδ))τe1PZδ dx︸ ︷︷ ︸
(6)

while for j = 2 we get that
∂s2Jλ(Vλ) = −g′(s2)e−
1
ǫ
[∫
Ω
∇PUδ∇e1 dx− τ
∫
Ω
|∇e1|2 dx
−λ
∫
Ω
PUδe1 dx+ τλ
∫
Ω
e21 dx−
∫
Ω
f(Vλ)e1
]
= −g′(s2)e− 1ǫ
τ(λ − λ1)
∫
Ω
e21 dx︸ ︷︷ ︸
(I)
− (λ− λ1)
∫
Ω
PUδe1 dx︸ ︷︷ ︸
(II)
−
∫
Ω
(f(PUδ − τe1)− f(PUδ)) e1 dx︸ ︷︷ ︸
(III)
−
∫
Ω
(f(PUδ)− f(Uδ)) e1 dx︸ ︷︷ ︸
(IV )
−
∫
Ω
f(Uδ)e1 dx︸ ︷︷ ︸
(V )

Now, by using the decompositions PZδ = Zδ − ψδ, PUδ = Uδ − ϕδ we get that
|(1)| =
∣∣∣∣∫
Ω
e1Zδ dx−
∫
Ω
e1ψδ dx
∣∣∣∣ ≤ αN ∫
Ω
e1(x)
|x|N−2 dx+O(1) = O(1).
(2) =
∫
Ω
UδZδ +O(δN−22 )
= α2Nδ
N−2
2
∫
Ω
δ2 − |x|2
(δ2 + |x|2)N−1 dx+O(δ
N−2
2 )
= α2Nδ
N−2
2
∫
|x|<R
. . . dx+ αNδ
N−2
2
∫
Ω\{|x|<R}
. . .+O(δ
N−2
2 )
= α24ω4δ
∫ R
0
r3(δ2 − r2)
(δ2 + r2)3
dr +O(δ)
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= α24ω4δ ln
1
δ
+O(δ)
and by using elementary estimates we get
|(3)| ≤ c1
(∫
Ω
|Up−2δ τ2e21PZδ| dx+
∫
Ω
|τpep1PZδ| dx
)
≤ c2
(
τ2
∫
Ω
|Up−2δ Zδ| dx+ cτ2
∫
Ω
|Up−2δ ψδ| dx+ cτp
∫
Ω
|PZδ| dx
)
≤ c3τ2δ ln 1
δ
.
Moreover
|(4)| ≤ c1
(∫
Ω
|Up−1δ ϕδPZδ| dx+
∫
Ω
|ϕpδPZδ| dx+
∫
Ω
|Up−2δ ϕ2δPZδ| dx
)
≤ c2δ2 ln 1
δ
.
Finally
(5) = ταp4p
∫
Ω
δ2
(δ2 + |x|2)2 e1(x)(Zδ − ψδ) dx
= 3αp4τe1(0)
∫
R4
|y|2 − 1
(1 + |y|2)4 dy +O
(
τ
∫ +∞
1
δ
r3(r2 − 1)
(1 + r2)4
dr
)
+O
(
δ2τ
∫
Ω
1
(δ2 + |x|2)2 dx
)
=
1
4
αp4τe1(0)ω4 +O(τδ
2 log
1
δ
)
since by making some easy computations one finds that∫
R4
|y|2 − 1
(1 + |y|2)4 dy =
ω4
4
.
For (6), by the usual elementary inequalities and arguing as in (4), we have
|(6)| = o(ǫe− 2ǫ ).
Let us observe that
b2 = e1(0)
∫
R4
Up dx = αp4e1(0)ω4
∫ +∞
0
r3
(1 + r2)3
dr = αp4e1(0)
ω4
4
.
Hence
∂s1Jλ(Vλ) = ǫe
− 1
ǫ
e− 1ǫ
−λ1α24ω4︸ ︷︷ ︸
:=2b3
s1 + α
p
4e1(0)
ω4
4︸ ︷︷ ︸
:=b2
g(s2)
+ o(e− 1ǫ )

= ǫe−
2
ǫ ∂s1Ψ+ o(ǫe
− 2
ǫ ).
Now
(I) = e−
1
ǫ g(s2)ǫ
∫
Ω
e21
|(II)| ≤ Cǫδ|e1|∞ = o(ǫe− 1ǫ )
|(III)| ≤ C
(
τ
∫
Ω
|PUδ|p−1 dx+ τ2
∫
Ω
|PUδ|p−2 dx+ τp
)
= o(ǫe−
1
ǫ )
Similarly
|(IV )| = o(ǫe− 1ǫ )
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and finally
(V ) = δ
∫
Ω
δ
αp4
(1 + |y|2)p e1(δy) dy = e1(0)δ
∫
R4
Up dy + o(δ).
Hence
∂s2Jλ(Vλ) = ǫe
− 2
ǫ
−
∫
Ω
e21 dx︸ ︷︷ ︸
:=2b1
g′(s2)g(s2) + e1(0)
∫
R4
Up dx︸ ︷︷ ︸
:=b2
g′(s2)s1 + o(1)

= ǫe−
2
ǫ ∂s2Ψ+ o(ǫe
− 2
ǫ ).
We shall prove now that[
J ′λ(Vλ + Φ¯λ)− J ′λ(Vλ)
]
[∂sjVλ] = o(ǫe
− 2
ǫ ) (7.6)
and
J ′λ(Vλ + Φ¯λ)[∂sj Φ¯λ] = o(ǫe
− 2
ǫ ). (7.7)
Let us prove (7.6). We have[
J ′λ(Vλ + Φ¯λ)− J ′λ(Vλ)
]
[∂sjVλ] =
∫
Ω
∇Φ¯λ∇∂sjVλ dx− λ
∫
Ω
Φ¯λ∂sjVλ dx−
∫
Ω
f ′(Vλ)∂sjVλΦ¯λ dx
−
∫
Ω
[
f(Vλ + Φ¯λ)− f(Vλ)− f ′(Vλ)Φ¯λ
]
∂sjVλ dx
For j = 1 ∣∣∣∣∫
Ω
Φ¯λ∂sjVλ dx
∣∣∣∣ = ǫe− 1ǫ ∣∣∣∣∫
Ω
Φ¯λPZδ dx
∣∣∣∣ ≤ ǫe− 1ǫ |Φ¯λ|4|PZδ| 43 = o(ǫe− 2ǫ )
while for j = 2
λ
∫
Ω
Φ¯λ∂s2Vλ dx = λe
− 1
ǫ g′(s2)
∫
Ω
Φ¯λe1 dx = 0
since Φ¯λ ∈ K⊥ and
0 = (Φ¯λ, e1)H10 (Ω) = λ1
∫
Ω
Φ¯λe1 dx.
Moreover ∫
Ω
∇Φ¯λ∇∂sjVλdx = 0
since Φ¯λ ∈ K⊥. At the end for j = 1∣∣∣∣∫
Ω
f ′(Vλ)∂s1VλΦ¯λ dx
∣∣∣∣ ≤ c(δ ∫
Ω
PU2δPZδΦ¯λ dx
+δτ2
∫
Ω
e21PZδΦ¯λ dx+ δτ
∫
Ω
PUδe1PZδΦ¯λ dx
)
.
Now
δ
∫
Ω
PU2δPZδΦ¯λ dx ≤ δ|PZδ|∞
∫
Ω
PU2δ Φ¯λ dx ≤ c
1
δ
|PUδ|23‖Φ¯λ‖ ≤ δ2 = o(ǫe−
2
ǫ )
δτ2
∫
Ω
e21PZδΦ¯λ dx ≤ Cδτ2‖PZδ‖‖Φ¯λ‖ ≤ Cτ2δ = o(ǫe−
2
ǫ )
δτ
∫
Ω
PUδe1PZδΦ¯λ dx ≤ δτ |PUδ|3|PZδ|3|Φ¯λ|3 ≤ cδ 43 τ = o(ǫe− 2ǫ )
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while for j = 2∣∣∣∣∫
Ω
f ′(Vλ)∂s2VλΦ¯λ dx
∣∣∣∣ ≤ c1τ |e1|∞|Vλ|23‖Φ¯λ‖ ≤ c2 (τδ3 + cτ2δ) = o(ǫe− 2ǫ )∣∣∣∣∫
Ω
[
f(Vλ + Φ¯λ)− f(Vλ)− f ′(Vλ)Φ¯λ
]
∂sjVλ
∣∣∣∣ ≤ c(∫
Ω
|VλΦ¯2λ∂sjVλ| dx+
∫
Ω
|Φ¯3λ∂sjVλ| dx
)
≤ c

δ|PUδ|4‖Φ¯λ‖2‖PZδ‖+ δτ |e1|4‖Φ¯λ‖2‖PZδ‖+ δ‖Φ¯λ‖3‖PZδ‖ j = 1
τ |PUδ|4‖Φ¯λ‖2|e1|4 + τ2|e1|24‖Φ¯λ‖2 + ‖Φ¯λ‖3τ |e1|4 j = 2
= o(ǫe−
2
ǫ ).
Now we prove (7.7). Since Φλ is a solution of (3.16) we have
J ′λ(Vλ + Φ¯λ)[∂sj Φ¯λ] = c0(PZδ, ∂sj Φ¯λ)H10 (Ω) + c1 (e1, ∂sj Φ¯λ)H10 (Ω)︸ ︷︷ ︸
:=0
and, from (5.12) we deduce that
(PZδ, ∂sj Φ¯λ)H10 (Ω) =

O
(
‖Φ¯λ‖
δ
)
for j = 1
0 for j = 2
So we have to analyze only the case j = 1.
In order to estimate c0 we write
J ′λ(Vλ + Φ¯λ)[PZδ] = c0(PZδ,PZδ)H10 (Ω) + c1(PZδ, e1)H10 (Ω)
and
J ′λ(Vλ + Φ¯λ)[e1] = c0(PZδ, e1)H10 (Ω) + c1 (e1, e1)H10 (Ω)︸ ︷︷ ︸
:=D0>0
.
Now
(PZδ,PZδ)H10 (Ω) = ‖PZδ‖2 = A0δ−2 + o(1); (PZδ, e1)H10 (Ω) = A1 + o(1),
for some positive constants A0, A1.
Hence
c1 :=
J ′λ(Vλ + Φ¯λ)[e1]
D0
− c0
(
A1
D0
+ o(1)
)
and by making some standard computations one finds that
J ′λ(Vλ + Φ¯λ)[e1] = O(δ).
Now
J ′λ(Vλ + Φ¯λ)[PZδ] = −
∫
Ω
[f(Vλ)− f(Uδ)]PZδ dx+ τ(λ − λ1)
∫
Ω
e1PZδ dx
−λ
∫
Ω
PUδPZδ dx− λ
∫
Ω
Φ¯λPZδ dx−
∫
Ω
[
f(Vλ + Φ¯λ)− f(Vλ)
]PZδ dx
= O
(√
log
1
δ
)
.
Hence
c0
(
A0 − A
2
1
D0
δ2 + o(δ2)
)
= O
(
δ2
√
log
1
δ
)
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from which it follows that
c0 = O
(
δ2
√
log
1
δ
)
and hence
J ′λ(Vλ + Φ¯λ)[∂sj Φ¯λ] = o(ǫe
− 2
ǫ ).

8. Proof of the main Theorems
Proof of Theorem 1.1. Let us fix a small η > 0. Recalling that ǫ = λ − λ1, by Proposition 7.1
(i), for (s1, s2) satisfying (3.8) the reduced functional has the uniform expansion
J˜λ(s1, s2) =
1
4
S2 + ǫe−
2
ǫ [Ψ(s1, s2)] + o(ǫe
− 2
ǫ ),
where
Ψ(s1, s2) = −b1g(s2)2 + b2g(s2)s1 − b3s21.
It is easy to see that Ψ has a non-trivial critical point in
(
b2
2b3
, 1
)
. Moreover it is a non-
degenerate maximum point if b22− 4b1b3 < 0. Hence, since the maximum points are stable under
small perturbation, we get that the functional J˜λ(s1, s2) has a critical point in some (s¯1λ, s¯2λ)
such that
(s¯1λ, s¯2λ)→
(
b2
2b3
, 1
)
as λ → λ+1 . If instead b22 − 4b1b3 = 0, the point is a degenerate critical point but it is stable
according to Definition 3.5 since it is a maximum for Ψ. Indeed
Ψ(s1, s2)−Ψ
(
b2
2b3
, 1
)
< 0 ∀ (s1, s2) ∈ U
where U is a neighborhood of the point
(
b2
2b3
, 1
)
, and we get the same conclusion by using also
Lemma 7.3.
At the end if b22 − 4b1b3 > 0 then
(
b2
2b3
, 1
)
is a non degenerate critical point but we have a
direction in which it is a maximum and a direction in which it is a minimum. However by
Lemma 7.3 we get the same conclusion. 
Proof of Theorem 1.2. Let us setG1(d1) := a1d
2
1−a2d10/31 , where a1, a2 are the positive constants
appearing in Proposition 7.1 (ii). It is elementary to see that the function G1 : R
+ → R has a
strictly local maximum point at d¯1 =
(
3
5
a1
a2
) 3
4
.
Since d¯1 is a strictly local maximum for G1, then, for any sufficiently small γ > 0 there
exists an open interval I1,σ1 such that I1,σ1 ⊂ R+, I1,σ1 has diameter σ1, d¯1 ∈ I1,σ1 and for all
d1 ∈ ∂I1,σ1
G1(d1) ≤ G1(d¯1)− γ. (8.1)
Clearly as γ → 0 we can choose σ1 so that σ1 → 0.
We set G2(d1, d2) := a3d1d2
3
2 − a4d22, G2 : R2+ → R, where a3, a4 are the positive constant
appearing in Proposition 7.1 (ii). If we fix d1 = d¯1 then Gˆ2(d2) := G(d¯1, d2) has a strictly local
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maximum point at d¯2 :=
(
3
4
a3
a4
d¯1
)2
. As in the previous case there exists an open interval I2,σ2
such that I2,σ2 ⊂ R+, I2,σ2 has diameter σ2, d¯2 ∈ I1,σ1 and for all d2 ∈ ∂I2,σ2
Gˆ2(d2) ≤ Gˆ2(d¯2)− γ. (8.2)
As γ → 0 we can choose σ2 so that σ2 → 0.
Let us set K := I1,σ1 × I2,σ2 and let η > 0 be small enough so that K ⊂]η, 1η [×]η, 1η [. Thanks
to Proposition 6.1, for all sufficiently small ǫ, J˜λ : R
2
+ → R is defined and it is of class C1, where
we recall that ǫ = λ1−λ. By Weierstrass theorem we know there exists a global maximum point
for J˜λ in K. Let (d1,λ, d2,λ) be that point, we want to show that there exists ǫ1 such that, for
all ǫ < ǫ1, (d1,λ, d2,λ) lies in the interior of K.
Assume by contradiction there exists a sequence ǫn → 0 such that for all n ∈ N
(d1,λn , d2,λn) ∈ ∂K.
There are only two possibilities:
(a): d1,λn ∈ ∂I1,σ1 , d2,λn ∈ I2,σ2 ,
(b): d1,λn ∈ I1,σ1 , d2,λn ∈ ∂I2,σ2 .
Thanks to (ii) of Proposition 7.1 we have the uniform expansion
J˜λ(d1, d2)− J˜λ(d¯1, d2) = ǫθ1
[
G1(d1)−G1(d¯1)
]
+ o
(
ǫθ1
)
. (8.3)
for all ǫ < ǫ0, (d1, d2) ∈ K. We point out that we have incorporated the other high order terms
in o
(
ǫθ1
)
. Thanks to (8.1) and (8.3), for all sufficiently small ǫ we have
J˜λ(d1, d2)− J˜λ(d¯1, d2) < 0, (8.4)
for all d1 ∈ ∂I1,σ1 , for all d2 ∈ I2,σ2 . So for n sufficiently large if (a) holds, since by definition
J˜λn(d1,λn , d2,λn) = maxK J˜λn , then
J˜λn(d1,λn , d2,λn) ≥ J˜λn(d¯1, d2,λn),
which contradicts (8.4). Assume (b). Thanks to (ii) of Proposition 7.1 (see also Remark 7.2) we
have the uniform expansion
J˜λ(d1, d2)− J˜λ(d1, d¯2) = ǫθ2
[
G2(d1, d2)−G2(d1, d¯2)
]
+ o
(
ǫθ2
)
, (8.5)
for all ǫ ∈ (0, ǫ0), for all (d1, d2) ∈ K.
For n sufficiently large so that ǫn < ǫ0 we have
J˜λn(d1,λn , d2,λn)− J˜λn(d1,λn , d¯2) = ǫθ2
[
G2(d1,λn , d2,λn)−G2(d1,λn , d¯2)
]
+ o
(
ǫθ2
)
= ǫθ2
[
G2(d1,λn , d2,λn)−G2(d¯1, d2,λn) +G2(d¯1, d2,λn)−G2(d¯1, d¯2)
G2(d¯1, d¯2)−G2(d1,λn , d¯2)
]
+ o
(
ǫθ2
)
= ǫθ2
[
a3d
3
2
2,λn
(
d1,λn − d¯1
)
+G2(d¯1, d2,λn)−G2(d¯1, d¯2)
+ a3d¯
3
2
2
(
d¯1 − d1,λn
)]
+ o
(
ǫθ2n
)
(8.6)
We observe now that, up to a subsequence, d1,λn → d¯1 as n→ +∞. This is a consequence of
the uniform expansion given by (ii) of Proposition 7.1, in fact
J˜λn(d1,λn , d2,λn)− J˜λn(d¯1, d¯2) = ǫθ1n
[
G1(d1,λn)−G1(d¯1)
]
+ o
(
ǫθ1n
)
. (8.7)
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Since (d1,λn , d2,λn) is the maximum point we have J˜λ(d1,λn , d2,λn) − J˜λ(d¯1, d¯2) ≥ 0, hence,
dividing (8.7) by ǫθ1n , for all sufficiently large n we get that G1(d1,λn) −G1(d¯1) ≥ −
o(λθ1n )
ǫ
θ1
n
. On
the other side, since d¯1 is the maximum of G1, we get that G1(d1,λn)−G1(d¯1) ≤ 0. So we have
proved that
−o
(
ǫθ1n
)
ǫθ1n
≤ G1(d1,λn)−G1(d¯1) ≤ 0,
and passing to the limit we deduce that limn→+∞G1(d1,λn) = G1(d¯1). Hence, up to a subse-
quence, since d¯1 is a strict local minimum, the only possibility is d1,λn → d¯1.
Since we are assuming (b), from (8.2) we get that
G2(d¯1, d2,λn)−G2(d¯1, d¯2) ≤ −γ.
From this last inequality, (8.6) and since (d2,λn)n is bounded, then, choosing n¯ sufficiently large
so that a3d
3
2
2,ǫ
∣∣d1,ǫ − d¯1∣∣ and a3d¯ 322 ∣∣d¯1 − d1,ǫ∣∣ are small enough, we deduce that
J˜λn(d1,λn , d2,λn)− J˜λn(d1,λn , d¯2) < 0,
for all n > n¯. Since (d1,λn , d2,λn) is the maximum point it also holds
J˜λn(d1,λn , d2,λn)− J˜λn(d1,λn , d¯2) ≥ 0,
and we get a contradiction.
To complete the proof we point out that, as observed before, up to a subsequence d1,λ → d¯1
as ǫ → 0. With a similar argument we prove that d2,λ → d¯2. In fact, from the same argument
of (8.6), since d1,λ → d¯1 and (d2,λ)ǫ is bounded, we have
0 ≤ J˜λ(d1,λ, d2,λ)− J˜λ(d1,λ, d¯2)
ǫθ2
= G2(d1,λ, d2,λ)−G2(d1,λ, d¯2) +
o
(
ǫθ2
)
ǫθ2
= a3d
3
2
2,λ
(
d1,λ − d¯1
)
+G2(d¯1, d2,λ)−G2(d¯1, d¯2)
+ a3d¯
3
2
2
(
d¯1 − d1,λ
)
+
o
(
ǫθ2
)
ǫθ2
= o(1) +G2(d¯1, d2,λ)−G2(d¯1, d¯2).
(8.8)
Since d¯2 is a local maximum point for d2 → Gˆ2(d2) we have G2(d¯1, d2,ǫ)−G2(d¯1, d¯2) ≤ 0 and so
from (8.8) we get that
−o(1) ≤ G2(d¯1, d2,λ)−G2(d¯1, d¯2) ≤ 0.
Passing to the limit as ǫ → 0 we deduce that Gˆ2(d2,λ) → Gˆ2(d¯2). Hence, up to a subsequence,
since d¯2 is a strict local maximum, the only possibility is d2,λ → d¯2.
Hence by (i) of Proposition 7.1 we have that Vλ + φ¯1 + φ¯2 is a solution of (1.1).
It remains to prove that the solution obtained is sign-changing. Let us set Φ = Φλ := φ¯1+ φ¯2.
Since uλ = Vλ + Φ is a solution of (1.1) then, by elementary computations, taking into account
that by definition −∆Vλ = Upδ − λ1τe1 (see (3.15)), we see that Φ solves{
−∆Φ = λΦ+ λPUδ + ǫτe1 − Upδ + f(uλ) in Ω
Φ = 0 on ∂Ω.
(8.9)
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Since Φ solves (8.9), then, arguing as in the proof of Lemma 3.9 in [33] (see also the proofs of
Lemma 6.10, Proposition 8.1 in the present paper), we have that |Φ|∞,Ω = o(δ−N−22 ) = o(ǫ−9/4), 1
for all sufficiently small ǫ > 0. Hence, evaluating uλ at the origin, we have uλ(0) = c(N)δ
−N−22 −
τe1(0) + o(δ
−N−22 ) = c(N)d−3/22,λ ǫ
−9/4 + o(ǫ−9/4) > 0 for all sufficiently small ǫ > 0. On the
contrary, thanks to Proposition 8.1, if we fix a small ball Bρ centered at the origin, then, in
Ω \Bρ, we have uλ = O(δN−22 )− τe1+ o(τ) = −d1,λǫ3/4e1+ o(ǫ3/4) < 0, for all sufficiently small
ǫ > 0. Hence uλ is sign-changing and the proof is complete. 
Proposition 8.1. Let Φλ be the remainder term appearing in Theorem 1.2. Then, for any
compact subset K of Ω \ {0} we have
|Φλ|∞,K = o
(
(λ1 − λ)3/4
)
,
as λ→ λ−1 .
Proof. Let us set ǫ := λ1 − λ, and let Φ = Φǫ := φ¯1 + φ¯2 be the remainder term obtained in the
proof of Theorem 1.2. We want to show that |Φ|∞,K = o(ǫ3/4), as ǫ→ 0. To this end, let us fix
a positive number ρ such that Bρ = Bρ(0) ⊂⊂ Ω.
As observed in the proof of Theorem 1.2 since uλ = Vλ + Φ is a solution of (1.1), then, Φ
solves (8.9). We also point out that Φ is a smooth function since it is the difference between the
two smooth functions uλ and Vλ. Let us set Ψ = Ψǫ :=
Φ
τ1+γ
, where γ is a small positive number
and τ is defined in (3.7) (see also the footnote 1). We want to prove that |Ψ|∞,Ω\Bρ = O(1), for
all sufficiently small ǫ > 0. By elementary computations we get that Ψ solves−∆Ψ = λΨ + λ
PUδ
τ1+γ
+
ǫ
τ1+γ
e1 − U
p
δ
τ1+γ
+ τp−1−γf
(uλ
τ
)
in Ω \Bρ
Ψ = 0 on ∂Ω,
(8.10)
We observe that in Ω \ Bρ it holds |PUδ|∞,Ω\Bρ ≤ c(N, ρ)δ
N−2
2 , and hence, taking into account
the choice of τ and δ we get that
|PUδ|∞,Ω\Bρ
τ1+γ = o(1), as ǫ → 0. By analogous computations we
get that
|Up
δ
|∞,Ω\Bρ
τ1+γ = o(1) and clearly it also holds
ǫ
τ1+γ ‖e1‖∞,Ω\Bρ ≤ ǫτ1+γ ‖e1‖∞,Ω = o(1), as
ǫ→ 0.
Let us set Mǫ := |Ψ|∞,Ω\Bρ and let aǫ ∈ Ω \ Bρ such that |Ψ(aǫ)| = |Ψ|∞,Ω\Bρ . Assume
by contradiction that there exists a subsequence ǫk → 0 (and consequently a sequence of points
aǫk ∈ Ω\Bρ) such thatMǫk = |Ψǫk |∞,Ω\Bρ = |Ψǫk(aǫk)| → +∞, as k→ +∞. In order to simplify
the notation we shall omit the index k and use the notation ǫ to denote that subsequence. We
consider the rescaled function
Ψ˜(y) :=
1
Mǫ
Ψ
(
aǫ +
y
Mβǫ
)
, β =
2
N − 2 ,
defined for y ∈ A˜ǫ :=M
2
N−2
ǫ [(Ω \Bρ)− aǫ]. Let us also set Ω˜ǫ :=M
2
N−2
ǫ (Ω− aǫ) By elementary
computations we see that Ψ˜ solves
1Thanks to the definition of δ and τ (see (3.7)) and since d1 = d1,λ → d¯1 > 0, d2 = d2,λ → d¯2 > 0, as ǫ→ 0,
we have δ = O(ǫ3/2), τ = O(ǫ3/4), as ǫ→ 0
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
−∆Ψ˜ = λ Ψ˜
M2βǫ
+ λ
PUδ
(
aǫ +
y
Mβǫ
)
τ1+γM2β+1ǫ
+
ǫ
τ1+γM2β+1ǫ
e1
(
aǫ +
y
Mβǫ
)
−
Upδ
(
aǫ +
y
Mβǫ
)
τ1+γM2β+1ǫ
+τp−1−γf
uλ(aǫ+ yMβǫ )
τMǫ
 in A˜ǫ
Ψ˜ = 0 on ∂Ω˜ǫ,
(8.11)
As observed before, since we are assuming that Mǫ → +∞, we have∣∣∣PUδ (aǫ + yMβǫ )∣∣∣∞,A˜ǫ
τ1+γM2β+1ǫ
= o(1),
|Upδ
(
aǫ +
y
Mβǫ
)
|∞,A˜ǫ
τ1+γM2β+1ǫ
= o(1),
ǫ
τ1+γM2β+1ǫ
e1
(
aǫ +
y
Mβǫ
)
= o(1),
as ǫ→ 0. In particular, since Ψ˜ is uniformly bounded we get that
∣∣∣λ Ψ˜
M2βǫ
∣∣∣
∞,A˜ǫ
= o(1), and
τp−1−γ
∣∣∣∣∣∣f
uλ
(
aǫ +
y
Mβǫ
)
τMǫ

∣∣∣∣∣∣
∞,A˜ǫ
= τp−1−γ
∣∣∣∣∣∣f
PUδ
(
aǫ +
y
Mβǫ
)
τMǫ
−
τe1
(
aǫ +
y
Mβǫ
)
τMǫ
+ τγΨ˜

∣∣∣∣∣∣
∞,A˜ǫ
= o(1),
as ǫ→ 0. Now, up to a subsequence, by standard elliptic theory Ψ˜ converges in C2loc(Π) to some
function Ψˆ which satisfies −∆Ψˆ = 0 in Π, where Π is the limit domain of A˜ǫ. There are only
three possibilities:
(i) Π = RN ,
(ii) Π is an half-space and 0 lies in the interior of Π,
(iii) Π is an half-space and 0 ∈ ∂Π.
We will show that (i), (ii) and (iii) bring to a contradiction.
Assume (i) or (ii). From Remark 6.5 and in Remark 6.8 we deduce that ‖Ψ‖Ω → 0 as ǫ→ 0,
and hence, since |Ψ˜|2∗,A˜ǫ = |Ψ|2∗,Ω\Bρ ≤ |Ψ|2∗,Ω ≤ c‖Ψ‖Ω → 0, as ǫ→ 0, by Fatou’s Lemma we
deduce that
|Ψˆ|2∗,Π ≤ lim inf
ǫ→0
|Ψ˜|2∗,A˜ǫ = 0.
Since Ψˆ is smooth, we deduce that Ψˆ ≡ 0, but, since we are assuming (i) or (ii) then 0 lies in the
interior of Π, and by definition Ψ˜(0) = 1 (or Ψ˜(0) = −1), and hence Ψˆ(0) = 1 (or Ψˆ(0) = −1),
and we get a contradiction.
Assume (iii). Then ∂Π is an hyperplane and 0 ∈ ∂Π. We consider a closed ball B such that
B ⊂ Π and ∂B is tangent at Π in 0. Since the limit domain of A˜ǫ is Π and thanks to the
choice of B we get that A˜ǫ ∩ B = B for all sufficiently small ǫ > 0. Since Ψ˜ is smooth and
uniformly bounded and thanks to the estimates made before, we deduce that the right-hand side
of the equation in (8.11) is smooth (it is sufficient it is of class C0,α) and uniformly bounded.
Hence, by standard elliptic theory (see Theorem 6.6 and Lemma 6.36 in [27]), we get that, up
to a subsequence, the restriction of Ψ˜ to B converges in C2(B) to a function Ψˆ. As before we
have that Ψˆ ≡ 0 in B, but, since we have the convergence in C2(B), we also have Ψˆ(0) = 1
(or Ψˆ(0) = −1) which contradicts the smoothness of Ψˆ. Hence, we have that Mǫ is uniformly
bounded and hence |Φ|∞,Ω\Bρ = o(τ) = o(ǫ3/4), as ǫ→ 0. The proof is complete.
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
Remark 8.2. We point out that, even for N = 4, we can prove that for any compact subset K
of Ω \ {0}, the remainder term Φλ (appearing in Theorem 1.1) verifies |Φλ|∞,K = o(e−
1
λ−λ1 ), as
λ→ λ+1 . The key ingredient of the proof is that the remainder term verifies ‖Φλ‖ = O(ǫe−
1
ǫ ), as
ǫ → 0 (see Proposition 5.2), and hence, considering, Ψ := Φλ
ǫαe−
1
ǫ
, where α is any fixed number
in (0, 1), then, it still holds ‖Ψ‖ → 0. Hence, arguing as in the previous proof, we get the same
conclusion.
Remark 8.3. We believe that in the case N = 6 the limit profile of a sign-changing solution of
the problem (2.2) is given by
uλ(x) = PUδ − vλ(x) + φλ
as λ→ λ¯ ∈ (0, λ1), where vλ is a positive solution of (2.2) whose existence is guaranteed by [14]
and φλ is a remainder term which goes to zero. Moreover we have that
λ¯ = 2vλ¯(0)
and
λ→ λ¯+.
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