Abstract-This paper proposes an algorithm for speech enhancement by non-negative tensor factorisation. We group adjacent time-frequency matrices in the spectrograms together to form a tensor as a basic input in our algorithm. The non-negative tensor factorisation is followed to perform sound source separation between speeches and noises. The proposed strategy benefits from both short time spectral analysis and long term information. From the consideration of auditory theory and linguistics, the latter preserves the temporal dynamics information and intrinsic structure of speech, which are important for the continuity and integrity of hearing. We collected several types of real-life noises and conducted experiments on the TIMIT database. Experimental results demonstrated that the segmental signal to noise ratio (SSNR) and the perceptual evaluation of speech quality (PESQ) were significantly improved respectively.
INTRODUCTION
Speech enhancement is crucial for real-life applications and still a challenging task today. Most traditional speech enhancement algorithms base on short time spectral amplitude and operate in a frame-by-frame way [1] [2] . Although these algorithms have good performance and are widely used in many applications, they fail to benefit from long-term information. The long-term information often exists in phonetic, prosodic, lexical and etc. features which are essential for auditory perception [3] . However, as far as we know, speech enhancement algorithms based on long term features often have worse performance compared with the ones based on spectral features. In order to solve this dilemma, we plan to bring more long-term information in our spectral feature based speech enhancement algorithm.
Recently, deep neural network (DNN) achieved great success in the field of speech recognition [4] [5] . Although the fundamental mathematic and cognition explanation for this breakthrough is still in the discussion, there are several recognized causes. We believe one of them is the long-term spectral features for statistical modeling. From the consideration of language's phonology, phoneme is a basic unit and the smallest contrastive linguistic unit. The time duration of a typical phoneme is tens to hundreds of milliseconds. For a spectral feature based algorithm, we often set the frame duration 10-30 milliseconds to obtain short time stationary property [3] . So, a single spectral frame can't cover a phoneme in most cases, which means a single frame lacks necessary information. Considering other auditory factors such as the auditory masking effect, an input with too short duration is improper and long term spectral features are needed. A simple way to make the long term feature is by stacking several adjacent spectral feature vectors to form a large vector. The existing algorithms can take the stacked vectors as inputs without any modification. However, this strategy violates intrinsic structure of speech and benefits from the long term information in a low level. We group several adjacent timefrequency matrices in the spectrogram together to form a tensor as our basic unit for statistical modeling. It incorporates the benefits both from the short time Fourier analysis and long term information in a novel way.
Since the feature representation is a tensor rather than a vector or matrix, the statistical modeling should be adjusted accordingly. Non-negative tensor factorization (NTF) is a natural extension of non-negative matrix factorization (NMF) [6] . NMF factorize a matrix into two matrix and with the property that all three matrices have no negative elements. In the field of image processing, speech signal processing, text analysis and etc, NMF is more inherent to the data compared with other related algorithms, such as principle component analysis (PCA).
Wilson and et.al. first proposed a NMF based speech enhancement algorithm and obtained good results [7] . Mohammadiha and et.al. put forward this idea in several ways, for example the design of filter model, the study of NMF constraint condition and the comparison of supervised and unsupervised methods, and further proved the effectiveness of the NMF in the field of speech enhancement [8] [9] [10] . In spite of these improvement, they still take vectors as inputs. Due to the above analysis, the tensors are more suitable for the speech enhancement. So our mathematical tool is changed from the NMF to the NTF. The NTF is capable of processing tensors and preserves good properties of the NMF. Hence it promises a better performance. Fitzgerald brought the NTF to sound source separation [11] . Barker performed separation by a Wiener-like filter generated from the estimated tensor factors and obtained better results [12] . Gemmeke proposed exemplarbased sparse representations for speech recognition in a noisy condition. The underlying idea is similar to our method [13] .
The remainder is as follows: Section II presents NTF, section III proposes our NTF based speech enhancement algorithm, and section IV describes our experiments on the International Conference on Artificial Intelligence: Technologies and Applications (ICAITA 2016) TIMIT database and analyzes results. Finally, a conclusion is summarized in section V.
II. NON-NEGATIVE TENSOR ANALYSIS
We adopt the PARAFAC (Parallel Factor Analysis) model to represent a tensor for its simplicity [6] . The PARAFAC model decomposes a tensor into a sum of multi-linear terms. Let a tensor be a three-way array (
). According to the PARAFAC model, the consists of a product of three components:
, , and a residual tensor , see Figure 1 where is the parallel component number, is the outer product and denote the -th column of matrix . We choose the minimization of the standard squared Euclidean distance (Frobenius norm) as our objective function to estimate the non-negative elements in components , and To solve the above optimization problem, there are at least three different approaches. The first one uses vectorization to form a large vector and employs traditional methods to solve it. This idea is straight but requires extremely high memory and computation. The second one uses non-linear conjugate gradient optimization. However, for the non-convexity of objective function, this approach fails to reach an optimal solution in most cases. The most popular approach is an alternating least squares (ALS). The core idea of the ALS is to compute the gradient of objective function with respect to each component matrix and update each component matrix in an alternating and iterative way. Although the ALS has many advantages, taking some weak conditions (over-determined case or under-determined case) and computation issue into account, we adopt the hierarchical alternating least squares (HALS) algorithm to handle the optimization problem. The HALS break the objective function into a set of simple functions and minimize them sequentially. is given by where is the Khatri-Rao product and is modematrixized version of by unfolding. In a similar way, we can compute , and reach an iterative optimization algorithm by setting the gradients to zero, see Algorithm 1. More details can be found in the reference [6] .
III. NTF FOR SPEECH ENHANCEMENT

A. Feature
The aim of speech enhancement is to improve speech quality by removing or suppressing noises. Suppose speech and noise are two sound sources. The noisy speech can be seen as the sum of speech and noise.
is a time index. Although this basic model is very simple, it is difficult to perform speech enhancement in the time domain alone. In most cases, it's safe to assume speech and noise are independent of each other. And short time Fourier transform (STFT) is adopted to generate a spectrogram. To take advantage of long term information, we group several adjacent time-frequency matrices in the spectrogram together to form a tensor, see Figure 2 . Compared with the traditional way, the proposed feature extraction method is based on spectral features and has long term information.
B. Training
Let and denote speech and noise tensor features respectively. According to the above NFT factorization, the and can be factorized as 
C. Enhancement
The aim of enhancement is to separate the pure speech from the noisy speech . After the training, the basis matrices of speech and noise are well estimated. We combine them together to estimate coefficient matrices of noisy speech. 
D. Implementation
Overlapping is one of important issues in the implementation. In the process of tensor feature extraction, there are three steps involves segmentation. The first is the computation of STFT. The second is the grouping of adjacent spectral magnitude vectors to form a time-frequency matrix. And the last is the grouping of adjacent time-frequency matrices to form a tensor feature. Although the nonoverlapping mode saves lots of computation and is easy for implementation, it often brings discontinuity at the boundary point and degrades the comfort of enhanced speeches. So we adopt 40% overlapping in each step from experimental results. During the phase of enhancement, the overlapping not only needs more computation but also requires some strategy to combine overlapping parts together. In our works, we take average strategy for its simplicity.
IV. EXPERIMENTS
A. Data
In our experiment, the speech data are from TIMIT database which consists of 630 speakers. Each speaker has 10 utterances. We select 5 utterances of each speaker as the training data and the rest as the test data. There are four types of noise data which are white Gaussian noise, bus noise, station noise and coach noise. The first type is simulated by a matlab code and the last three types of noise are recorded. Roughly speaking, the bus noise consists of the engine noise, occasional horning and automatic speech broadcasting. The station noise has the superposition of hundreds of person's voices and the automatic speech broadcasting. And the coach noise mainly contains the travelers' talks and the engine noise.
For each type of noise, we recorded at least 20 minutes, used 15 minutes for the training and preserved 5 minutes for the enhancement. These three types of noise can be seen as non-stationary noises. The noisy speech are produced by adding noise to speech at the SNR of -5, 0, 5 and 10 dB.
B. Configuration
The frame length and frame step is 400 and 160. The FFT order is 512. The , , and and iteration number is 200. Segmental signal to noise ratio (SSNR) and perceptual evaluation of speech quality (PESQ) are adopted as our evaluation tool. The classical SNR has a low correlation (~ 0.24) with the subjective assessment of speech quality and is not suitable for evaluating the estimated speech quality. The SSNR is defined as the average of SNR over segments with speech activity. It can quantify the level of nonstationary noise in speech in a better way and has a relatively high correlation (~0.77) with the subjective assessment of speech quality. Perceptual evaluation of speech quality (PESQ) calculates the distortion between the speech signal and the reference speech signal and gives a PESQ score based on the comparison result. The score is normalized between 0 and 4.5. The lower the score, the worse the quality.
C. Result
The result is shown in table. 
D. Analysis
From the TABLE I, we conclude that both the SSNR and PSEQ are significantly improved by using the proposed method for all four types of noises. It means the NTF method is suitable not only for the stationary noise (white Gaussian noise) but also for the non-stationary noise (bus, station and coach noise).Similar to the ideal binary mask (IBM) in the computational auditory scene analysis (CASA) theory [14] [14] , the basis matrices in the NTF is more of a classifier rather than a filter. So they are capable of capturing long term and nonlinear information which most STFT based enhancement algorithms fails in. We attribute this as the main reason for its good performance on the non-stationary signals. As we expected, the average improvement (average on different SNR) of SSNR and PESQ on the stationary noise (4.7035 dB and 0.4729) are slightly bigger than the average improvement on the non-stationary noise (4.5340 dB and 0.4130). The average improvement (average on different noisy types) of SSNR and PESQ at -5, 0, 5, and 10 dB are 5.0167, 5.0605, 4.5500, 3.6782 and 0.4334, 0.4603, 0.4237, 0.3947 respectively. With the increase of SNR, the speech enhancement task becomes harder, so the absolute improvement value becomes smaller. To our surprise, the best results is obtained at 0 dB rather than -5 dB. Perhaps, in the case of -5 dB, the noisy speech is too bad which may make the speech activity detection (VAD) and etc. algorithms inaccurate and lead to improper estimation.
V. CONCLUSIONS
In this paper, we propose an approach for speech enhancement based on the NTF. The proposed approach benefits from both the STFT and long term information. We adopt the HALS algorithm to factorize the feature tensors into basis matrices and coefficient matrices. Similar to the IBM in the CASA theory, the obtained basis matrices perform as a classifier more than a filter. This property makes it more suitable for non-stationary noisy speeches, which are the most common cases in application. The experiments were conducted on the TIMIT database and our collected real-life noise database. We evaluated the proposed method at different SNR and different types of noises. The experimental results demonstrated that the SSNR and PESQ are significantly improved (4.5764 dB and 0.4280 on average).
