Statistical inference using pairwise comparison data has been an effective approach to analyzing complex and sparse networks. In this paper we propose a general framework for modeling the mutual interaction in a probabilistic network, which enjoys ample flexibility in terms of parametrization. Within this set-up, we establish that the maximum likelihood estimator (MLE) for the latent scores of the subjects is uniformly consistent under a near-minimal condition on network sparsity. This condition is sharp in terms of the leading order asymptotics describing the sparsity. The proof utilizes a novel chaining technique based on the error-induced metric as well as careful counting of comparison graph structures. Our results guarantee that the MLE is a valid estimator for inference in large-scale comparison networks where data are asymptotically deficient. Numerical simulations are provided to complement the theoretical analysis.
Introduction
Pairwise comparison data arise frequently in network data analysis. It assists people in finding vital information underlying many modern interaction systems such as social webs and sports tournaments. For example, match points can be used to evaluate the team strengths in sports competitions. Consider [n] = {1, · · · , n} as n subjects in a network of interest. Assume that every i ∈ [n] is assigned a latent score u i and u = (u i ) T i∈ [n] denotes the corresponding score vector. Often, given pairwise comparison data, which is defined as a sequence of independent random variables {X ij } 1≤i<j≤n , one wishes to accrue knowledge on u via statistical inference processes. A practical situation is team ranking, where u is a vector measuring the strength of n teams and X ij is the competition outcome between teams i and j. In this case, X ij are binary random variables (denoting win and loss) depending on u i and u j . Whereas in other places such as online assessment, X ij represents the average rating between subjects i and j. Under such circumstances, a continuous spectrum of the rating outcome could be more appropriate. Mutual comparison data from different sources may take different forms; however, it is expected to enhance our understanding of the model as long as it is relevant to u, and this is usually manifested in the assumptions on the link function between u and {X ij } 1≤i<j≤n . Mathematical and statistical methods can then be applied to estimate u. The skeleton described here, though simple, gives rises to the very idea absorbed in many parametric pairwise comparison models considered nowadays. A brief overview of the results concerning parametric pairwise comparison models is given in the following.
The study of parametric pairwise comparison models emerged in the early 20th century and gained popularity thereafter. One that attracted much attention is the Bradley-Terry (BT) model, which was first introduced in the seminal work (Bradley and Terry, 1952) . Roughly speaking, the BT model is a specification of the team ranking example introduced before:
where Φ(x) is the logistic link function defined by Φ(x) = (1+e −x ) −1 . Note that in practice, not every pair of subjects admits a comparison. Even if it does, it is generally not true that all comparison data can be observed. To make the model more realistic, it is further assumed that each pair (i, j) is attached with an independent Bernoulli random variable n ij ∼ Ber(p n ) dictating the availability of X ij : n ij = 1 if X ij is observed and n ij = 0 otherwise. p n is some constant depending on n and measuring the (edge) density of the network. For readers familiar with random graph theory, this modified version can be thought as a coupling of the Erdős-Rényi graph G(n, p n ) with the BT model. Other generalizations include assuming that n ij have binomial distribution Bin(T, p n ) for some constant T . More details on the BT model with random graph structures can be found in David (1988) .
Despite its simplicity, the BT model may fail to capture the truth when X ij are not binary. The specific choice on Φ(x) also makes the BT model of only limited use in practice. To expand applicability, numerous variants of the BT model have been invented either by considering Likert-scale response or replacing Φ(x) by a different link function, see Thurstone (1927) ; Rao and Kupper (1967) ; Davidson (1970) ; Stern (1990) . These choices are usually case-dependent and a unified treatment is yet to be found, which gives the motivation for the current paper. Before going further to explain how to generalize the BT model as well as develop a consistent estimation theory under the generalized framework, we recall a few existing inference results in the BT model.
A natural estimator for u is the maximum likelihood estimator (MLE), which is denoted byû and will be the main focus in this paper. The most basic property of an estimator is consistency. Indeed, the consistency of the MLE in the BT model has been studied under various assumptions. For instance, it was established in Simons and Yao (1999) ; Yan, Yang and Xu (2012) that the MLE is consistent in the ∞ norm (which is also called the uniform consistency) if lim inf n→∞ p n > 0. Consequently, for a network of n subjects at least cn 2 (c > 0) samples are needed to ensure the convergence of the MLE. The quadratic requirement on samples can be unpleasantly restrictive even when n is only moderately large. In fact, many large-scale networks arising from realistic applications possess sparse structures, in the sense that the degree of most subjects is sublinear in the size of the network. This implies that obtaining consistency results of the MLE in sparse networks is significantly relevant in practice.
To address the issue on sparsity, some researchers studied the consistency of the MLE under a weaker condition on p n but in a different metric, see (Maystre and Grossglauser, 2015; Negahban, Oh and Shah, 2017) . Particularly, they showed that ||û − u|| 2 cannot grow faster than n(log n) −κ if p n ≥ n −1 (log n) κ+1 (κ > 0). Although the sparsity condition is almost optimal, the 2 norm used in their results only reflects the averaging behavior of the estimator, from which one cannot deduce convergence for each component unless the scores of all subjects are of similar magnitude. However, the accuracy of the estimation for an individual does matter in many places. For example, the top-K ranking problem needs to identify the K subjects with the highest scores. In this sense, the ∞ norm is the desired metric to use. Therefore, obtaining the uniform consistency of the MLE in sparse networks is necessary. Recently, Han et al. (2020) and Chen et al. (2019) made progress in this direction by establishing the uniform consistency of the MLE and the regularized MLE, respectively. Nevertheless, their proofs are heavily dependent on the special parametrization form used in the BT model. The goal of this paper is to develop a universal uniform consistency theory of the MLE for a general class of graphical models under a near-optimal condition on their sparsity.
Our contribution in this paper can be summarized in two folds. Firstly, we build a general framework for statistical network analysis using pairwise comparison data. Our framework enjoys great flexibility in terms of parametrization, covering an array of well-known comparison models in the field such as the BT model, the Thurstone-Mosteller model (Thurstone, 1927; Mosteller, 1951) , Davidson's model (Davidson, 1970) and many others. Secondly, within this framework, we establish the consistency of the MLE for the latent score vector in the ∞ norm under a near-optimal assumption on the network density. Particularly, in many classical models the comparison rate p n can be as small as of order (log n) 3 /n which is close to the theoretical lower bound log n/n derived from graph connectivity. The ∞ norm ensures the entry-wise convergence of the estimator at a uniform rate. The near-optimal bound on the network density, on the other hand, suggests the potential connection between the consistency of the MLE and the topological properties of the network. From a practical perspective, our results certify that the MLE can be used in large-scale complex network inference even when comparison data are asymptotically deficient. In addition, numerical results are demonstrated in strong support of our theory.
The rest of this paper is organized as follows. Section 2 introduces a general framework for parametric pairwise comparison models. Section 3 establishes the strong uniform consistency of the MLE in the set-up introduced in Section 2 under a near-optimal sparsity condition. Section 4 demonstrates that many classical models can be included within such framework. Section 5 and Section 6 are devoted to providing numerical experiments to support our findings and discussing possible future working directions, respectively. Section 7 presents an intuitive proof for one of the main results in Section 3 under a slightly simplified condition.
Notation: For any integer m, we use [m] to denote the set {1, · · · , m}. Let n be the number of objects of interest and G n = (V n , E n ) be the corresponding network, where V n = [n] and E n is a symmetric irreflexive subset of V n × V n . u = (u 1 , · · · , u n ) T is the true latent score vector of V n , andû = (û 1 , · · · ,û n ) T is the MLE for u. For any sequences {a n } n∈N and {b n } n∈N , we say that a n b n if there exists a constant C independent of n such that a n ≤ Cb n for sufficiently large n. Particularly, a n = Ω(b n ) if a n b n and b n a n .
For univariate function f (x), f (x) and f (x) denote the first and second derivative function respectively. While for a function with two arguments f (x; y), for i ∈ [2], f i (x; y) denotes the derivative of f (x; y) with respect to the i-th argument.
Problem set-up
In this section, we introduce a general framework for analyzing networks where pairwise comparison data arise. Such a framework encompasses many classical parametric models in the field and enjoys ample flexibility of parametrization for practical purposes. The corresponding estimation problems will be considered in later sections of the paper.
Pairwise comparison
Recall that u ∈ R n denotes the latent scores of the subjects of interest. In the general framework, the outcome of comparison between distinct subjects i, j ∈ [n] is modeled by a random variable X ij , with density (mass) function given by f (x; u i − u j ) for some valid function f , which is defined as follows. The distribution of X ij depends only on u i − u j , which is called the relative score between i and j.
Definition 1 (General pairwise comparison models). A function f : A × R → R + , where A is a symmetric subset of R denoting the possible comparison outcomes, is said to be valid if it satisfies the following assumptions: Assumption 1 guarantees that {f (x; y)} y∈R is indeed a family of probability density (mass) functions indexed by y. Assumption 2 states that i beats j by margin x is the same as that j beats i by margin −x. Assumption 3 implies that a large relative score makes the comparison outcome more predictable. Assumption 4 is unconditionally true when A is discrete, and is generic for continuous A assuming that no outcome is extremely favored by a particular model.
It is worth mentioning that none of the assumptions above requires comparison data to be discrete or continuous. Particularly, various choices of A appearing in the literature fit here:
Remark 1. Some works use non-symmetric sets to parametrize the outcomes. For example, in Dittrich et al. (2007) , a 5-point Likert scale (A = [5]) was employed to represent different levels of preference. We would like to point out that this is equivalent to A = {−2, −1, 0, 1, 2} as in our case. The symmetry of A is not special but makes our statements in the following sections more elegant. Remark 2. A similar idea appeared in Shah et al. (2017) ; Heckel et al. (2019) when considering binary comparison problems. Specifically, they assume that the distribution of X ij is determined by some symmetric cumulative distribution function Φ(t):
This generalizes the logistic link function in the BT model and can be regarded as a special case under our set-up with A = {−1, 1} and f (1, y) = Φ(y).
Comparison graph
Random structures on the comparison graph could be added to make the framework introduced in Section 2.1 closer to reality. For this, we assume that the number of comparisons between any pair of items follows a binomial distribution Bin(T, p n ), where T is a fixed constant independent of n. When T = 1, the comparison graph is the same as the Erdős-Rényi graph G(n, p n ). It is well known in Erdős and Rényi (1960) that G(n, p n ) is disconnected with high probability if p n < (1 − )n −1 log n, for any constant > 0. As a result, there exists at least two connected components which cannot be estimated together unless additional constraints are imposed. Therefore, p n ≥ n −1 log n is the best possible lower bound on p n one can hope for. In the rest of the paper we assume that p n n −1 log n, where the implicit constant is greater than 1.
Another popular comparison graph structure hypothesizes that the number of comparisons between any pair of items follows Ber(p n ) multiplied by some constant T , see Chen and Suh (2015) ; Jang et al. (2016) ; Negahban, Oh and Shah (2017) ; Chen et al. (2019) . Our set-up can be easily modified to apply in this situation as well.
Main results
In this section, we consider estimating u via the MLE under the general framework introduced in Section 2. Recall that n denotes the number of subjects considered in the model. Let {n ij } i,j∈[n],i =j be the number of comparisons observed between subjects i and j. {X
are independent random variables denoting the outcome between i and j in n ij comparisons. The conditional loglikelihood function given
an additional constraint on the parameter space is required to make v identifiable. For this we take v 1 = 0, see Cattelan (2012) . The MLEû therefore satisfieŝ
(3.1) Note that (3.1) only holds formally unless l(v) admits a unique maximizer under the constraint v 1 = 0. As will be seen shortly, for sufficiently large n, l(v) always attains a unique global maximum under a mild condition on G n .
Existence and uniqueness
The following property characterizes a sufficient condition for the unique existence of the MLE defined in (3.1). Condition 1. Partition the subjects into two non-empty subsets. Some subject in first set defeats some subject in the second set at least once. The dynamic range of u plays a key role in our analysis and is defined by
According to Assumption 3, the global discrepancy between different subjects in G n is defined by
One may think of global discrepancy as an objective measure for the difference between abilities of the subjects. It is also increasing in M n .
The following result of the unique existence of the MLE relies on a condition involving C
(1) n as well as a log-concavity assumption, which is briefly recalled here:
Definition 2 (Log-concavity). A positive function h(x; y) is said to be logconcave with respect to y if for every x, ∂ 2 ∂y 2 log h(x; y) ≤ 0, ∀y ∈ R and is strictly log-concave with respect to y if the strict inequality holds.
Note that this definition automatically assumes log h(x; y) is twice differentiable with respect to y, and such default regularity assumption will only make the following analysis more straightforward.
Theorem 3.1 (Unique existence of the MLE). Suppose that f (x; y) is strictly log-concave with respect to y, and log n
Thenû uniquely exists for all but finitely many n with probability 1.
Remark 3. Note that M n controls the spread of u while p n determines the edge density of the network. Either large M n or small p n may result in an increasing chance of Condition 1 being violated. Since C
(1) n → 1 as M n → ∞, this observation is consistent with condition (3.2) stated in Theorem 3.1.
Uniform consistency for bounded A
We start with the case when A is a bounded set. Let
Define three additional constants depending only on M n and g(x; y):
Remark 4. Recall that g 2 (x; y) = ∂g(x; y)/∂y, which is closely related to the distance between g(x; y 1 ) and g(x; y 2 ) by the mean value theorem. In the proof y 1 will be chosen to depend on u and y 2 onû. To check the closeness between u andû, we need the conditions on g 2 (x; y). 3, 4 are used in formulating a condition that ensures the uniform consistency of the MLE in the following theorem:
{C
Theorem 3.2 (Uniform consistency of the MLE, bounded case). Suppose that f (x; y) is strictly log-concave with respect to y, and
If (3.2) holds true, thenû uniquely exists a.s. for all but finitely many n and is uniformly consistent for u. Particularly,
3) fails trivially, and in this case Theorem 3.2 still holds but does not tell anything interesting. On the other hand, if M n is uniformly bounded over n and max(C 4] are independent of n. In this case, (3.3) implies (3.2) and as a consequence, the conditions on p n in Theorem 3.2 can be simplified, as summarized in the following corollary:
thenû uniquely exists a.s. for all but finitely many n and is uniformly consistent for u with convergence rate at least of order (log log n) −1 .
Remark 5. When A is bounded, max(C
n > 0 can be easily satisfied by imposing some regularity conditions on g. In fact, if both g(x; y) and g 2 (x; y) are continuous functions on A×R, or g 2 (x; y) is a continuous function in y and A is a finite set, one can deduce that max(C
n > 0, which follows from the fact that A×[−M n −1, M n +1] is contained in a compact set in R 2 and the strict log-concavity assumption on f . Remark 6. Corollary 1 gives a lower bound on p n which only differs from the theoretical possible lower bound n −1 log n by a logarithmic factor, implying that (3.3) stated in Theorem 3.2 is almost optimal.
Uniform consistency for general A
We now consider the case when A is unbounded. Note that Theorem 3.2 is vacuous unless C (2) n , C
(3) n < ∞ and C (4) n > 0, which can be easily verified under proper regularity assumptions when A is bounded. As we will see next, the same remains true when A is unbounded except for C
(2) n < ∞, which requires an extra condition to be imposed.
Lemma 1. Let f (x; y) = h(x) exp (yT (x) − A(y)) be an exponential family, where y is the natural parameter and T (x) is the sufficient statistic. Let X y be a random variable whose distribution is f (
Proof. It is easy to see from direct computation that
Since V(y) is continuous in y and positive everywhere, g 2 (x; y) < 0 for every y, proving that f (x; y) is strictly log-concave in y, and
Note that under the same condition as in Lemma 1,
which in general is unbounded. For example, the family of Normal distributions with unit variance has C
(2) n = sup x>0,|y|≤Mn |x − y| = ∞. To fix this issue, we need the following sub-gaussian condition as an additional requirement:
Intuitively, C
n in Condition 2 plays an analogous role as C
(2) n in the case of bounded A. Given the sub-gaussian assumption, the Normal distribution will be included. The following theorem establishes the uniform consistency of the MLE for general A:
Theorem 3.3 (Uniform consistency of the MLE, general case). Suppose that f (x; y) is strictly log-concave with respect to y. Suppose that Condition 2 holds and
Remark 7. Although the conditions in Theorem 3.3 may seem restrictive, Theorem 3.3 is able to cover many common unbounded models of interest, i.e., the exponential family parametrization mentioned in Lemma 1 with sub-gaussian property. The example of Normal distribution model will be given in the following section.
Examples
In this section, we demonstrate that a number of well-known parametric pairwise comparison models can be covered within our set-up. Particularly, uniform consistency of the MLE can be guaranteed for all these models when p n is reasonably sparse. To the best of our knowledge, except for the BT model, for each of these models the uniform consistency property was until now unproven in the literature.
Binary outcomes
We first consider the BT model and the Thurstone-Mosteller model (Thurstone, 1927; Mosteller, 1951) . In both cases, A = {−1, 1} and f (x; y) is given by
with Φ(y) = e y 1 + e y in the BT model and
in the Thurstone-Mosteller model. It is easy to check that in both cases f (x; y) is valid and strictly log-concave with respect to y. According to Theorem 3.2, we have the following:
Corollary 2 (Bradley-Terry model). In the Bradley-Terry model, if p n and M n satisfy the following bound:
∆ n = e 2Mn log n np n log n log np n → 0 as n → ∞, (4.2) then with probability 1,û uniquely exists for all but finitely many n and satisfies û − u ∞ ∆ n → 0.
Corollary 3 (Thurstone-Mosteller model). In the Thurstone-Mosteller model, if p n and M n satisfy the following bound:
3)
then with probability 1,û uniquely exists for all but finitely many n and satisfies û − u ∞ ∆ n → 0.
In both models, condition (3.3) in Theorem 3.2 already includes (3.2) in Theorem 3.1. Note that Corollary 2 is equivalent to the result in Han et al. (2020) , while Corollary 3 gives the first entry-wise error analysis of the MLE in the Thurstone-Mosteller model. Agresti (1992) proposed two possible extensions of the BT model by taking account of multiple outcomes (ordinal data): one is the cumulative link model and another is the adjacent categories model. It is worth pointing out that both models satisfy the assumptions of validity and strict log-concavity which leads to the uniform consistency of the corresponding MLE under our framework. Specifically, when there are only three outcomes (win, tie, loss, or A = {−1, 0, 1}), the cumulative link model and the adjacent categories model degenerate to the Rao-Kupper model (Rao and Kupper, 1967) and the Davidson model (Davidson, 1970) , respectively. In this part, we present the uniform consistency of the MLE in these two models.
Multiple outcomes
The link function f (x; y) in the Rao-Kupper model is given by
where θ > 1 is some threshold parameter. Due to the validity and log-concavity of f (x; y) with respect to y, the following corollary is straightforward from Theorem 3.2.
Corollary 4 (Rao-Kupper model). In the Rao-Kupper model, for fixed θ > 1, if p n and M n satisfy the following bound:
∆ n = e 2Mn log n np n log n log np n → 0 as n → ∞, (4.4) then with probability 1,û uniquely exists for all but finitely many n and satisfies û − u ∞ ∆ n → 0. Davidson (1970) Similarly, we have the following corollary.
Corollary 5 (Davidson's model) . In Davidson's model, for fixed θ > 0, if p n and M n satisfy the following bound:
∆ n = e Mn log n np n log n log np n → 0 as n → ∞, (4.5)
then with probability 1,û uniquely exists for all but finitely many n and satisfies
Remark 8. Both the Rao-Kupper model and Davidson's model as well as the model in Agresti (1992) are extensions of the BT model. Similarly, for the extension of the Thurstone-Mosteller model (Maydeu-Olivares, 2001 , 2002 , the corresponding uniform consistency of the MLE can be obtained thanks to the strict log-concavity of the cumulative distribution function of standard Normal distribution in (4.1).
Continuous outcomes
Consider A = R. Specifically, we assume that X ij follows a Normal distribution with mean (u i − u j ) and variance σ 2 :
According to Theorem 3.3, we have
Corollary 6 (Normal distribution model).
In the Normal distribution model, for fixed σ > 0, if p n and M n satisfy the following bound:
M n e Mn log n log np n → 0 as n → ∞, (4.6) and ∆ n = log n np n log n log np n → 0 as n → ∞, (4.7)
Numerical results
In this section, we conduct numerical simulations to evaluate the large-sample performance of the MLE in Davidson's model with threshold parameter θ = 1 and Normal distribution model with variance parameter σ 2 = 1. Since extensive numerical results exist for both models using real-life datasets (Shah et al., 2016; Agresti, 2019) , our simulations are more focused on the synthetic data, which mainly serve to verify the asymptotic performance of the MLE obtained in Theorem 3.2 and 3.3. We first test the asymptotic uniform convergence property of the MLE when the network is sparse. Note that a large T can inadvertently make the network dense even if p n is small. As such, we set T = 1 in the following simulations. In this case, the comparison graph G n is Erdős-Rényi. The size of G n is chosen in an increasing manner to demonstrate the expected convergence. Specifically, we test on 6 different values for n: 2000, 4000, 6000, 8000, 10000 and 12000 . For each n, the latent score vector u is generated by independently sampling its components from the uniform distribution on [−0.5, 0.5], which guarantees that M n ≤ 1. The sparsity parameter p n is taken as n −1 (log n) 3 , n −1 (log n) 3 and 1/2, corresponding to the underlying network being sparse, moderately sparse and dense, respectively. Values of p n under different n are presented in Table 1 . In addition, we take p n = n −1 (log n) as a lower bound to ensure connectivity of the comparison graph.
For every fixed n, p n and u, the comparison data are generated under the respective model withû computed using the Majorization Maximization (MM) algorithm introduced in Hunter (2004). We then calculate the ∞ error ||û − u|| ∞ . To check uncertainty, for each n and p n , the experiment is repeated 300 times with its quartiles recorded. The results are given in Figure 1 . For the case p n = n −1 (log n), the MLE does not exist and therefore is not presented.
In both models and three different sparsity regimes, ||û − u|| ∞ decreases to 0 as n grows to infinity. This numerically verifies the uniform consistency property of the MLE as proved in Theorem 3.2 and 3.3. Another observation, which is not unexpected, is that the convergence rate of the MLE closely depends on the density parameter p n : the larger the p n , the faster the convergence. Particularly, when p n is chosen at the critical level obtained in our analysis, ||û − u|| ∞ decays rather slowly compared to the denser regimes. Such drawback seems mitigated by increasing the size of the network, suggesting that networks with extremely large size would be more tolerant for a low comparison rate. This demonstrates the potential applicability of our results in studying large complex networks (such as social networks) using under-observed comparison data.
We next test how convergence of the MLE depends on the varying dynamic range M n . To do that, we fix p n = 0.5 and take M n as 1, log log n/2 and 2 log log n. The exact values of M n under different n can be found in Table  1 . According to our results, small M n 's are better for uniform consistency of the MLE in Davidson's model, which is numerically verified in Figure 2 . As a contrast, the Normal model seems not sensitive to the changing magnitude of M n as suggested in the same figure. This may be due to the fact that the convergence rate ∆ n defined in (4.7) is independent of M n . n pn = n −1 (log n) 3 pn = n −1 (log n) 3 Mn = log log n/2 Mn = 2 log log n 2000 0.469(937) 0.220 (439) Table 1 The value of pn and Mn given the different n. In addition, the average numbers of comparisons one subject has (in parentheses) is in the column of pn. 
Discussion
In this paper, we introduced a general framework for statistical network analysis using pairwise comparison data. The framework enjoys abundant parametrization flexibility for practical purposes. Assuming that the link function is valid and strictly log-concave with respect to the parametrization variable, we proved that the MLE is uniformly consistent for the true model parameters under a near-optimal sparsity condition. For many classical models with Erdős-Rényi type graph structures, taking p n n −1 (log n) 3 would suffice. This is close to the best possible lower bound n −1 log n.
Although the framework considered in this paper is rather inclusive, there are a few possible directions one can go to make it better. For example, one may incorporate a global parameter into the framework to model environmental factors. For instance, the home-field advantage model (Agresti, 2019) contains a global parameter measuring the strength of home-field advantage which is not contained in the latent score vector u. The distribution of the outcome will be different depending on which subject is at home.
Secondly, the assumption on pairwise comparison data can be generalized to multiple comparison data. For example, the Plackett-Luce model (Plackett, 1975; Luce, 1959) is the multiple-comparison version of the BT model. Compared to pairwise comparison models, multiple comparison models involve data measuring interaction between more than two items in a single observation, resulting in the comparison graph being a hypergraph. This may cause difficulty in obtaining the asymptotic properties of the MLE. Particularly, the entry-wise error of the MLE in the multiple comparison models is elusive.
Also, the chaining method used in our proof is based on the error-induced metric as opposed to the natural metric on the graph, which has rich geometric structures in our set-up. Establishing the similarity between the two metric is the key step to make our analysis succeed in the end. This method may be inspiring for analyzing the entry-wise error in other parametric graphical models where nice geometric properties show up.
Finally, it is worth pointing out that although our framework allows great flexibility in terms of parametrizing the link function, it is generally unknown which one fits the true model best. This poses the natural question for model selection among different valid parametrization. It would be quite useful if one can identify a good selection method for different graphical models by utilizing the comparison data.
Proof of Theorem 3.2
This section is devoted to giving an intuitive proof of the uniform consistency result stated in Theorem 3.2. Without loss of generality, we take T = 1, thus the resulting comparison graph G n is Erdős-Rényi. A complete proof for general T can be found in the supplementary part of the paper. For convenience, some definitions and notations are recalled here. Let G = (V, E) be a undirected connected graph and i, j ∈ V . n i denotes the degree of i. dist(i, j) denotes the shortest-path distance between i and j. The diameter of G is defined by diam(G) = max i,j∈V dist(i, j). For any U ⊂ V , its r-graph neighborhood is defined by N (U, r) = {j ∈ V |∃i ∈ U such that dist(j, i) ≤ r}; its boundary points are defined by δU = N (U, 1) \ U ; its volume is defined by vol(U ) = u∈U n u . In addition, we use · to denote the floor function. To prove Theorem 3.2, it suffices to show that with probability 1,
where ∆ n is defined in (3.3). Indeed, since u 1 =û 1 = 0, (7.1) implies that
In the rest of this section we will prove that for sufficiently large n, with prob-
where ∆ n is defined in (3.3). The uniform consistency will follow if ∆ n → 0 combined with the Borel-Cantelli lemma ( n≥1 n −2 < ∞).
The high-probabilistic statement (7.2) can be shown via a novel chaining argument together with concentration inequalities. Define
We wish to show that (û α − u α ) − (û β − u β ) is bounded by ∆ n as n tends to infinity with high probability. However, direct evaluation of closeness between (û α − u α ) and (û β − u β ) is impossible unless there is a comparison between α and β, which will become less likely if p n → 0. Such phenomenon poses a great challenge in analyzing uniform consistency properties of the MLE in the context of sparse comparison networks. Here we will take a natural but effective approach to address this issue.
We recall a few geometric facts about the Erdős-Rényi graph. Firstly, we note that almost surely G n is topologically connected for sufficiently large n, as long as p n n −1 log n with the implicit constant greater than 1. In the case when np n → ∞, it is established in Chung and Lu (2001) that with probability tending to 1, diam(G n ) = Ω log n log(np n ) .
This result implies that α and β are in the Ω (log n/log(np n ))-graph neighborhood of each other if p n satisfies np n → ∞. Ideally, for any U ⊂ V , we want points in δU to have the similar MLE estimation errors with some points in U :
If this is true, one may take an increasing sequence of neighborhoods centered at α, say, {N ({α}, k)} 0≤k≤K , to connect α and β. It is easy to see that β ∈ N ({α}, K) if K = Ω (log n/log(np n )). In this case,
e N ({α},k) .
(7.4)
The uniform consistency of the MLE will follow provided the right-hand side of (7.4) is further bounded by ∆ n . Unfortunately, (7.3) is in general not true for an arbitrary U ⊂ V . A few modifications are needed to make the above idea work. To this end, we consider a different type of neighborhood induced by the estimation error rather than {N ({α}, k)} 0≤k≤K . Let K(n, p n ) ≤ n be an integer to be determined later and {d k } k∈[K(n,pn)] be an increasing sequence. Consider the following upward-nested sequence of neighborhood at α and β respectively based on the estimation error:
where d 0 = 0. Under specific choice of K(n, p n ) and {d k } k∈[K(n,pn)] , we are able to show that both |B k | and |C k | increase fast enough before k reaches K(n, p n ) with overwhelming probability; particularly, the resulting sets from both sequences at step K(n, p n ) have cardinality greater than n/2, implying that (û α − u a ) − (û β − u β ) ≤ 2d K(n,pn) .
Since our discussion for {B k } k∈[K(n,pn)] and {C k } k∈[K(n,pn)] is similar, we thus focus only on {B k } k∈[K(n,pn)] in the rest of the proof.
Compared to {N ({α}, k)} 0≤k≤K , {B k } k∈[K(n,pn)] seems like a better object to study since it chains α and β through estimation error, which is directly relevant to our goal. On the other hand, however, the expansion dynamics of {B k } k∈[K(n,pn)] are quite elusive, i.e., how large K(n, p n ) is required for |B k | to grow to Ω(n). A key ingredient in our proof for the uniform consistency of the MLE resides in illustrating the connections between the dynamics of |B k | → |B k+1 | and |B k | → |N (B k , 1)|. Supposing their expansion dynamics are similar, then the size of B k+1 resembles the 1-graph neighborhood of B k and we thus expect K(n, p n ) = Ω (log n/log(np n )). Indeed, we will show that with K(n, p n ) = 2 log n/ log(np n ) , {d k } k∈[K(n,pn)] can be chosen so that both d [K(n,pn)] ∆ n and |B K(n,pn) | > n/2 occur with probability tending to 1. In order to show the similarity of the two expansion dynamics, we will first need the following lemma which quantifies the size of the intersected points of N ({i}, 1) and B k+1 for any i ∈ B k :
Lemma 2 (Estimate of the local overlap). Suppose that {d k } k∈[K(n,pn)] is chosen such that lim n→∞ d K(n,pn) = 0.
(7.5)
Then for sufficiently large n and every k ∈ [K(n, p n ) − 1],
for any q n,k satisfying
.
(7.6)
Here {C (i) n } i=2,3,4 are defined in Section 3.2. The proof of Lemma 2 utilizes concentration inequalities as well as an estimate on the derivative of the log-likelihood function. The details are left to the end of this section.
Lemma 2 is a local result suggesting that typically, the overlap of the 1-graph neighborhood of a point in B k and B k+1 is reasonably large. Yet this does not allow us to conclude that |B k+1 | is large due to the potential over-counting effect, i.e., points in the 1-graph neighborhood of a given point in B k may also lie in many others. Fortunately, this can be excluded via a careful combinatorial analysis, and the precise result is given in Lemma 3 and 4. Before proceeding further to prove these lemmas, we would like to mention an alternative view based on the isoperimetric inequalities on graphs. Even though this approach does not suffice for the proof, it offers a quick explanation why over-counting is not of much concern in our situation. The lemma 3.4 in Chung (1997) states that for any graph G = (V, E) and X ⊂ V , vol(δX) vol(X)
where λ = 2λ 2 /(λ 2 + λ n ), 0 = λ 1 ≤ · · · ≤ λ n are the eigenvalues of the normalized graph laplacian defined by L = I − D −1/2 AD −1/2 . D and A are the degree matrix and the adjacency matrix of G, respectively. Set G = G n and X = B k . A spectral concentration result in Chung and Radcliffe (2011) states that with large probability, say 1 − n −3 , max i≥2 |λ i −λ i | = Ω log n np n , (7.8)
In our case,λ 2 = · · · =λ n = 1 + (n − 1) −1 . Plugging (7.8) into (7.7) together with (7.15) produces that if |B k | ≤ p −1 n log n,
As np n log n, (7.9) guarantees that a large proportion of points in N (B k , 1) are new to B k , provided that |B k | ≤ p −1 n log n. This observation indicates that the potential over-counting effect arising from combining local overlaps N ({i}, 1) ∩ B k+1 for each i ∈ B k ought to be controllable. This together with Lemma 2 is the evidence that |B k+1 | is expanding quickly so long as |B k | is small. In fact, with some finer analysis, the bound (7.9) can be sharpened to |N (B k , 1)|/|B k | = Ω(np n ) in the small-size regime |B k | p −1 n , as suggested by the following lemma:
Lemma 3 (Estimate of |N (B k , 1)|). For B k with |B k | ≤ n/2 and sufficiently large n, it holds with probability at least 1 − n −3 that
where z n = Ω log n/np n .
Proof. To show the desired result, we need a few preparations. Recall that the Chernoff bound (Chernoff, 1952) states that for i.i.d. random variables {Y i } i∈ [n] taking values in {0, 1} and Y = i∈[n] Y i ,
(7.10)
Also, it can be verified that for 0 ≤ x ≤ 1,
Estimating |δS| with these facts yields that for sufficiently large n,
Since B k is random, a similar bound on |δB k | can be obtained by taking a union bound over S:
> 3/5 when n is sufficiently large for s = p −1 n . Combining Lemma 2 and 3 gives the following lower bound on the expansion dynamics for |B k |:
Lemma 4 (Estimate of |B k |). For sufficiently large n, it holds with probability at least 1 − 6n −2 that for all k ∈ [K(n, p n ) − 1] ∪ {0},
Proof. The proof is an immediate consequence of the following observation: For any arbitrary sets {I i } i∈S and I, where S is a finite index set,
For every k, conditional on the event in Lemma 2,
The degree concentration of Erdős-Rényi graphs states that for large n,
(7.15) Inserting (7.15) and Lemma 3 into (7.14) together with a union bound over k, and noting that k ≤ K(n, p n ) − 1 ≤ n, produces the desired result.
We now finish the proof by obtaining an explicit rate on the expansion dynamics of |B k | with some properly chosen K(n, p n ), {d k } k∈[K(n,pn)] and {q n,k } k∈[K(n,pn)] . The details are given in the following lemma.
Lemma 5 (Expansion dynamics of {B k } k∈[K(n,pn)] ). Set K(n, p n ) = 2 log n/ log(np n ) ,
(2) n C (4) n log n np n , k < K(n, p n ), k 40C
(3) n C (4) n
12C
(2) n C (4) n log n np n , k = K(n, p n ).
and
n log(np n ) 4C
(3) n log n , k < K(n, p n ), 19 20 , k = K(n, p n ).
Assuming condition (3.3), for sufficiently large n, it holds with probability at least 1 − 6n −2 that for all k ∈ [K(n, p n )],
• If k ≤ K(n, p n ) − 2, |B k | ≥ (np n ) k/2 ; (7.16)
• If k = K(n, p n ) − 1, |B k | ≥ p −1 n ; (7.17)
• If k = K(n, p n ),
Proof. First note that under condition (3.3), K(n, p n ) and {d k } k∈[K(n,pn)] satisfy K(n, p n ) ≤ n and lim n→∞ d K(n,pn) = 0. Since Lemma 4 gives a lower bound for |B k+1 | which is closely related to |B k | when |B k | < p −1 n , it is natural to prove (7.16) via an induction argument. In fact, (7.16) holds trivially when k = 0 since |B 0 | ≥ |{α}| = (np n ) 0 = 1. Suppose that (7.16) holds for k < K(n, p n ) − 2. We now show that (7.16) holds at k + 1. Without loss of generality, let s = |B k | = (np n ) k/2 ≤ (np n ) K(n,pn )−2 2 < p −1 n , otherwise consider any subset of B k with size (np n ) k/2 instead. In this case, based on our choice of p n and K(n, p n ), it can be easily verified that
The rest follows from Lemma 4 that for sufficiently large n, with probability at least 1 − 6n −2 ,
which finishes the proof of (7.16). (7.17) follows from (7.16) with k = K(n, p n )− 2 and the inclusion B k ⊂ B k+1 . (7.18) follows from a similar argument as above by replacing q n,k with 19/20.
Putting the results in Lemma 3, 4, 5 together concludes the proof of Theorem 3.2. To see this, note that the same statements in Lemma 3, 4, 5 hold true for the sequence {C k } k∈[K(n,pn)] . As a consequence, P B K(n,pn) ∩ C K(n,pn) = ∅ ≥ P B K(n,pn) > n 2 , C K(n,pn) > n 2 (7.21)
Conditional on the event in (7.21), we can find some v ∈ B K(n,pn) ∩ C K(n,pn) such that
The proof of Theorem 3.2 is concluded by noting n≥1 n −2 < ∞ and the Borel-Cantelli lemma. We end this section with the proof of Lemma 2.
Proof of Lemma 2. Recall that n ij denotes the number of edges between i and j. In the case of T = 1, n ij is binary and the log-likelihood function can be written as
The superscript on X ij is omitted for convenience as it is at most 1. Sinceû is the maximizer of l(v) under constraint v 1 = 0, the first-order optimality condition implies that ∂ i l(û) = j∈δ{i} g(X ij ,û i −û j ) = 0 for i ∈ [n] \ {1}, (7.22) where ∂ i l denotes the derivative of l with respect to the i-th component. Now fix i and consider ∂ i l(u) = j∈δ{i} g(X ij , u i − u j ). (7.23)
Conditional on δ{i}, (7.23) is the sum of n i = |δ{i}| independent mean-zero random variables which are uniformly bounded by C
(2) n . Applying the Hoeffding's inequality first and then averaging over δ{i} with (7.15),
where n is sufficiently large. Taking a union bound over i together with the assumption u 1 =û 1 = 0 yields P ||∇l(u) − ∇l(û)|| ∞ ≤ 5C (2) n np n log n ≥ 1 − 3n −3 , (7.24)
where ∇ is the gradient operator with respect to u. It remains to verify that the event given in (7.24) and (7.15) together imply the event in Lemma 2. In fact, we will show that the following event occurs with probability at least 1 − 4n −3 , |N ({i}, 1) ∩ B k+1 | |N (i, 1)| ≥ |δ{i} ∩ B k+1 | |δ{i}| ≥ q n,k for i ∈ B k .
(7.25)
The proof goes by a contradiction argument. Suppose that (7.25) does not hold for some i ∈ B k conditional on the event in (7.24) and (7.15). Then, |{j ∈ δ{i} :û j − u j >û i − u i }| < q n,k n i , (7.26) and ∂ i l(u) − ∂ i l(û) = j∈δ{i} (g(X ij ; u i − u j ) − g(X ij ;û i −û j )) = j∈δ{i}:ûj −uj >ûi−ui (g(X ij ; u i − u j ) − g(X ij ;û i −û j ))+ j∈δ{i}:ûj −uj ≤ûi−ui (g(X ij ; u i − u j ) − g(X ij ;û i −û j )) (7.24) ≤ 5C (2) n np n log n.
Rearranging terms and using the Mean Value Theorem (MVT), j∈δ{i}:ûj −uj ≤ûi−ui (g(X ij ; u i − u j ) − g(X ij ;û i −û j )) (7.27) ≤ 5C (2) n np n log n + j∈δ{i}:ûj −uj >ûi−ui
where ξ ij ∈ [û i −û j , u i − u j ]. To further bound the second term on the righthand side of (7.27), note thatû j − u j >û i − u i together with i ∈ B k implies j ∈ B k . Therefore,
which implies that |ξ ij | ≤ M n + d k . Since d k ≤ d K(n,pn) → 0 as n → ∞, for sufficiently large n, |ξ ij | ≤ M n + 1. (7.28)
Recall that C
(3) n = sup x∈A,|y|≤Mn+1 |g 2 (x; y)|. Therefore, j∈δ{i}:ûj −uj ≤ûi−ui (g(X ij ; u i − u j ) − g(X ij ;û i −û j )) (7.29) ≤ 5C (2) n np n log n + C (3) n d k |{j ∈ δ{i} :û j − u j >û i − u i }| (7.25) ≥ 5C (2) n np n log n + C (3) n d k q n,k n i .
Observe that the left-hand side of (7.29) is non-negative termwise as a result of f being valid and strictly log-concave. Hence, j∈δ{i}:ûj −uj ≤ûi−ui (g(X ij ; u i − u j ) − g(X ij ;û i −û j )) (7.30)
Combining (7.29) and (7.30) gives q n,k > C (4)
(2) n log n/np n /n i C (3)
(2) n log n/np n C (3)
, which contradicts (7.6). Hence, (7.25) must hold given the event defined in (7.24) and (7.15). The proof is finished by taking a union bound.
