Gathering information from the distributed Web of Data is commonly carried out by using SPARQL query federation approaches. However, the fitness of current SPARQL query federation approaches for real applications is difficult to evaluate with current benchmarks as they are either synthetic, too small in size and complexity or do not provide means for a fine-grained evaluation. We propose LargeRDFBench, a billion-triple benchmark for SPARQL query federation which encompasses real data as well as real queries pertaining to real bio-medical use cases. We evaluate state-of-the-art SPARQL endpoint federation approaches on this benchmark with respect to their query runtime, triple pattern-wise source selection, number of endpoints requests, and result completeness and correctness. Our evaluation results suggest that the performance of current SPARQL query federation systems on simple queries (in terms of total triple patterns, query result set sizes, execution time, use of SPARQL features etc.) does not reflect the systems' performance on more complex queries. Moreover, current federation systems seem unable to deal with real queries that involve processing large intermediate result sets or lead to large result sets.
Introduction
Accessing the distributed compendium that is the Web of Data is most commonly carried out by using SPARQL queries. In particular, federated SPARQL queries are used when data from several sources 5 is required to satisfy the needs of the user. The importance of SPARQL queries for Linked Data management has led to the development of several benchmarks (e.g., [1, 2, 3, 4, 5, 6, 7] ) that can assess the performance of SPARQL query processing 10 systems. However, all of these benchmarks (except FedBench [5] ) focus on the problem of query evaluation over local, centralised repositories. Hence, these benchmarks cannot be considered for benchmarking federated queries over multiple interlinked 15 datasets hosted by different SPARQL endpoints.
Moreover, many (e.g., [1, 2, 3, 6] ) of them either rely on synthetic data or synthetic queries.
While synthetic benchmarks allow the generation of datasets of virtually any size to test the scalabil-20 ity of the systems, several works [8, 9, 10, 11, 12] point out that synthetic queries most commonly fail to reflect the characteristics of the real queries. Moreover, artificial benchmarks are typically highly structured while real Linked Data sources are less 25 structured [8] . Hence, these synthetic benchmarks are not suited for evaluating how systems perform under realistic loads. A trend towards benchmarks with real data and real queries (e.g., FedBench [5] , DBPSB [4] , BioBenchmark [7] ) has thus been pur- 30 sued over recent years but has so far not been able to produce federated SPARQL query benchmarks that reflect the data volumes and query complexity that federated query engines already have to deal with on the Web of Data. In addition, most of the current 35 benchmarks for SPARQL query execution focus on a single performance criterion, i.e., the query execution time. Thus, they fail to provide results that allow a fine-grained evaluation of SPARQL query processing systems to detect the components of sys-tems that need to be improved [13, 14, 15] . For example, performance metrics such as 1. the completeness and correctness of result sets, 2. the effectiveness of source selection both in terms of total number of data sources selected, 45 and 3. the corresponding source selection time (which both have a direct impact on the overall query performance)
are not addressed in the existing federated SPARQL 50 query benchmarks [13, 14, 15] . In this paper, we present LargeRDFBench, a SPARQL endpoint federation benchmark that comprises real interlinked datasets from multiple domains. Our benchmark provides multiple perfor-55 mance measures as well as a set of queries with varying complexities. With this benchmark, we aim to provide means to test the different components of federation engines within an evaluation environment that closely reflects reality. Overall, our contribu-60 tions are as follow:
• LargeRDFBench is an open-source benchmark for SPARQL endpoint query federation. To the best of our knowledge, this is the first federated SPARQL query benchmark with real data (from multiple interlinked datasets pertaining to different domains) to encompass more than 1 billion triples.
• We provide three types of queries, namely simple (from FedBench), complex, and large 70 queries. These queries allow the evaluation of different aspects of the scalability of the current query federation frameworks. All queries are provided in SPARQL 1.0 and SPARQL 1.1 versions. Both versions represent exactly the same 75 query and lead to exactly the same result set. The only difference lies in the SPARQL 1.1 version containing explicit SERVICE clauses, thus making a source selection unnecessary. Therewith, our benchmark allows for the comparison 80 of federation engines along the axes of query execution time with and without source selection.
• We evaluate state-of-the-art SPARQL endpoint federation systems by using LargeRDFBench 85 against several metrics including the source selection time, number of sources selected, result set correctness and completeness, the number of endpoint requests, and the query runtime. This fine-grained evaluation allows us to pinpoint the 90 restrictions of current SPARQL endpoint federation systems when faced with large datasets, large intermediate results and large result sets.
• We show that the ranking of these systems based on benchmarks (i.e., FedBench) with sim-95 ple queries differs significantly from their ranking on more complex queries. Moreover, our results also suggest that current state-of-the-art federation engines are not up to the challenge of dealing with large data queries, i.e., with 100 queries that involve processing large intermediate result sets or lead to large result sets.
The rest of this paper is structured as follows: We begin by providing an overview of the main components of a SPARQL query federation benchmark
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(short: benchmark) and key features that need to be considered while designing such a benchmark. Then, we point out the current drawbacks of existing benchmarks in more detail (Section 3). In Section 4, we describe LargeRDFBench. In par-110 ticular, we present the datasets and queries contained in the benchmark as well as the metrics used for benchmarking with LargeRDFBench. An evaluation of state-of-the-art systems based on LargeRDFBench follows next. The results are discussed 115 before we make our conclusions. The benchmark and complete evaluation results can be found at https://github.com/AKSW/largerdfbench.
Background
This section presents the main components of 120 SPARQL query processing benchmarks and the key features of each of these components that should be considered during the benchmark creation. In general, a SPARQL query benchmark can be regarded as consisting of three main components:
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1. a set of RDF datasets, 2. a set of SPARQL queries and 3. a set of performance metrics.
Datasets: A federated benchmark should comprise of more than one dataset since a federated 130 query is one that collects results from more than one dataset. Additionally, the datasets should vary in terms of the total number of triples, number of classes, number of resources, number of properties, number of objects, average properties and instances per class, average indegrees and outdegrees as well as their distribution across resources [8] . Duan et al. [8] combines many of these datasets' features into a single composite metric called structuredness or coherence. For a given dataset, the structuredness value lies in [0, 1] , where 0 stands for the smallest possible amount of structure and 1 points to a perfectly structured dataset. A federated SPARQL query benchmark should comprise datasets of varying structuredness values.
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SPARQL Queries: To present the key SPARQL query features that should be considered while designing a SPARQL querying benchmark, we begin by representing each basic graph pattern (BGP) of a SPARQL query as a directed hypergraph (DH) 150 according to [15] . We chose this representation because it allows representing property-property joins (i.e., joins between the predicates of two or more triple patterns of a SPARQL query), which representations used in previous works [1, 16] do not allow 155 to model. A BGP is formally defined as follows: Definition 2.1 (Basic Graph Pattern). We use the term basic graph pattern (BGP) exactly as per the SPARQL specification.
1 Formally, a BGP is defined as a set of triple patterns, where a triple pattern 
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V s is the set of all subjects in HG i , V p the set of all predicates in HG i and V o the set of all objects in HG i ;
• E ={e 1 ,. . . , e t } ⊆ V 3 is a set of directed hyperedges (short: edge). Each edge e= (v s ,v p ,v o ) 180 1 See https://www.w3.org/TR/sparql11-query/ #BasicGraphPatterns emanates from the triple pattern <v s , v p , v o > in BGP i . We represent these edges by connecting the head vertex v s with the tail hypervertex (v p , v o ). We use E in (v) ⊆ E and E out (v) ⊆ E to denote the set of incoming and outgoing 185 edges of a vertex v. Formally, E in (v) contains exactly all edges (v s , v p , v o ) ∈ E such that v = v p or v = v o . E out (v) contains exactly all edges (v s , v p , v o ) ∈ E such that v = v s .
• λ vt is a vertex-type-assignment function. A ver-190 tex v ∈ V can be of type 'star', 'path', 'hybrid', or 'sink' if this vertex participates in at least one join. A 'star' vertex has more than one outgoing edge and no incoming edge. A 'path' vertex has exactly one incoming and one out-195 going edge. A 'hybrid' vertex has either more than one incoming and at least one outgoing edge or more than one outgoing and at least one incoming edge. A 'sink' vertex has more than one incoming edge and no outgoing edge.
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A vertex that does not participate in any join is of type 'simple'.
The representation of a complete SPARQL query as DH is the union of the representations of its BGPs. As an example, a query and its DH repre- Proof of Theorem 1. Each hyperedge connects the head vertex (which represents the subject of the triple pattern) and tail hyper vertex (which represents the predicate and object of the same triple 215 pattern). Thus, for each triple pattern, a hyperedge is created in the DH representation of the query. Consequently, the number of hyperedges in the DH representation of BGP is equal to the number of triple patterns in that BGP.
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The total number of triple patterns in a query is the sum of the total number of triple patterns across all of the BGPs contained in this query. Definition 2.3 (Number of Join Vertices). Let ST ={st 1 ,. . . , st j } be the set of vertices of type 'star', 225 P T ={pt 1 ,. . . , pt k } be the set of vertices of type 'path', HB ={hb 1 ,. . . , hb l } be the set of vertices of type 'hybrid', and SN ={sn 1 ,. . . , sn m } be the SELECT DISTINCT * WHERE { ? drug : d e s c r i p t i o n ? drugDesc . ? drug : drugType : s m a l l M o l e c u l e . ? drug : keggCompoundId ?compound . ? enzyme : x S u b s t r a t e ?compound . ? C h e m i c a l r e a c t i o n : xEnzyme ? enzyme . ? C h e m i c a l r e a c t i o n : e q u a t i o n ? ChemicalEquation . ? C h e m i c a l r e a c t i o n : t i t l e ? R e a c t i o n T i t l e } The total number of join vertices in a query is the sum of the total number of join vertices across all of the BGPs contained in this query.
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Definition 2.4 (Join Vertex Degree). The DH representation of SPARQL queries makes use of the notion of E in (v) ⊆ E and E out (v) ⊆ E to denote the set of incoming and outgoing hyperedges of a vertex v. The join vertex degree of a vertex v is
The join vertex degree of the complete query is the average of join vertex degree of all the joins contained in this query. In our example (see Figure 1) , the number of triple patterns is seven and 245 the number of join vertices is four (two star, one sink and path each). The join vertex degree of each of the 'star' join vertex (shown in green color) given in Figure 1 is three (i.e., three outgoing hyperedges from both vertices).
Definition 2.5 (Relevant Source Set). Let D be the set of all data sources (e.g., SPARQL endpoints), T P be the set of all triple patterns in query Q. Then, a source d ∈ D, is relevant (also called capable) for a triple pattern tp i ∈ T P if at least one triple 255 contained in d matches tp i .
2 The relevant source set 2 The concept of matching a triple pattern is defined formally in the SPARQL specification found at http://www.w3. org/TR/rdf-sparql-query/ R i ⊆ D for tp i is the set that contains all sources that are relevant for that particular triple pattern. sources that potentially contribute to the result set of a query are those that are relevant to at least one triple pattern in the query [17] , i.e. a source is relevant to the query if it is able to provide at least one result for any of the triple patterns of the query.
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For the query S2 (3 triple patterns, ref. page 27) given in the appendix, the relevant source set for the first and third triple patterns only contains DBpedia−Subset and the relevant source set for the second triple pattern only contains N ewY orkT imes.
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The total triple pattern-wise sources selected for this query is equal to 3, i.e., the sum of relevant sources for individual triple patterns. The distinct number of relevant sources for this query is two, i.e., DBpedia − Subset and N ewY orkT imes. 
|{µ ∈ Ω |∃µ ∈ Ω : µ and µ are compatible}| |Ω| According to previous works [1, 16] , a federated SPARQL query benchmark should vary the queries it contains w.r.t. the following query characteristics: 330 number of triple patterns, number of join vertices, mean join vertex degree, number of sources span, query result set sizes, mean triple pattern selectivities (should be mean Filtered triple pattern selectivities if SPARQL FILTER clause is attached 335 to the triple pattern), BGP-restricted triple pattern selectivity, join-restricted triple pattern selectivity, join vertex types ('star', 'path', 'hybrid', 'sink'), and SPARQL clauses used (e.g., LIMIT, OPTIONAL, ORDER BY, DISTINCT, UNION, FILTER, REGEX).
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Performance Metrics: Previous works [14, 15] show that the result set completeness and correctness, the total triple pattern-wise sources selected, the number of SPARQL ASK requests used during 345 source selection, the source selection time, the number of endpoint requests, and the overall query execution time are important metrics to be considered in SPARQL query federation benchmarks. These metrics are general and applicable to any SPARQL 350 endpoint federation engine. We thus decided to implement these measures in LargeRDFBench. We did not consider the number of endpoint requests as they strongly depend upon the configuration of the engine, especially the block size (e.g., 15 is used 355 in FedX by default, doubling the block size will reduce the number of endpoint request by 50%) and buffer size used. Furthermore, the network latency is important to consider for live SPARQL endpoints query processing. However, it is almost negligible 360 for local, dedicated network setup used in our evaluation. A utility that calculates all of the above benchmark's key features is provided at the project home page along with usage instructions.
Finally, it is important to make a distinction be-365 tween the two well-known categories of SPARQL query federation: SPARQL endpoint federation and Linked Data federation [15] . In the former type of federation, the RDF data is made available via SPARQL endpoints, the sub-queries are directly 370 forwarded to the SPARQL endpoints, and the corresponding results are integrated by using different join techniques. The advantage of this category of approaches is that the execution of queries can be carried out efficiently because the approach relies on 375 SPARQL endpoints. Furthermore, the queries are answered based on original, up-to-date data with no synchronization of the copied data required [19] . However, for such approaches to work, the data needs to be made available through SPARQL end-380 points. Thus, SPARQL query federation approaches are unable to deal with the data provided by the whole of the LOD Cloud because data is partly not exposed through SPARQL endpoints. In Linked Data federation approaches, the data does not need 385 to be exposed via SPARQL endpoints. The only requirement is that the data should follow the Linked
Data principles
3 . However, due to URI's lookups at runtime, these type of approaches are usually slower than SPARQL query federation approaches. In this work, we are interested in designing a benchmark for SPARQL endpoint federation approaches.
Related work
Benchmarks for measuring the advance of SPARQL query processing engines has been re-garded as central for the development of the Semantic Web since its creation. Consequently, a good number of benchmarks for comparing SPARQL query processing systems have been developed over the last decade. These include the Waterloo Stress
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Testing Benchmark (WSTB) [1] , the Berlin SPARQL Benchmark (BSBM) [2] , the Lehigh University Benchmark (LUBM) [3] Figure 2 , and Figure 3d show that the FedBench SPARQL endpoint federation queries are also low in complexity and do not sufficiently comple- 6/14 queries lead to a result set whose magnitude is less than 4). The query triple patterns are not highly selective in general (ref. Figure 3b) . The important SPARQL clauses such as DISTINCT, ORDER BY and REGEX are not used (ref. Figure 3c ) and mean join-restricted (ref. Figure 3d) 485 triple pattern selectivities. However, the mean join- 1.E+00
1.E+01
1.E+02
1.E+03
1.E+04 FedBench relies only on the number of endpoints requests and the query execution time as performance criteria. These limitations make it difficult to extrapolate how SPARQL query federation engines will perform when faced with the growing amount of 500 data available on the Data Web based on FedBench results. A fine-grained evaluation of the federation engines to detect the components that need to be improved is also not possible [14] . Our benchmark includes all of the 14 SPARQL 505 endpoint federation queries (which we named simple queries) from FedBench, as they are useful but not sufficient all alone. In addition, we provide 10 complex and 8 large data queries, which lead to larger result sets (see Figure 3a) and intermediary results
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(see triple pattern selectivities, Figure 3b ). Beside the central performance criterion, i.e., the query execution time, our benchmark includes result set completeness and correctness, effective source selection in terms of the total number of data sources 515 selected, the total number of SPARQL ASK requests used and the corresponding source selection time.
Our evaluation results (section 5.2) suggest that the performance of current SPARQL query federation systems on simple queries (i.e., FedBench queries) 520 does not reflect the systems' performance on more complex queries. In addition, none of the state-ofthe-art SPARQL query federation systems is able to fully answer the real use-case large data queries.
Benchmark Description

525
To address the aforementioned limitations, we propose LargeRDFBench, a billion-triple benchmark which encompasses a total of 13 real, interconnected datasets of varying structuredness (ref. Figure 5) and 32 real queries of varying complexities (see Ta- 530 ble 1 and Figure 2 ) ranging from simple to complex. The idea behind this work was to design a benchmark based on real data and real queries that implements all of the key benchmark features discussed in Section 2. The data was chosen to reflect 535 the topology of the current Web of Data, with some of the datasets being highly connected with other datasets while others are isolated (ref. Figure 4) . Furthermore, some of the datasets are highly structured while others are low structured (ref. Figure   540 5). The queries were chosen to reflect a wide range of complexities w.r.t. the number of triple patterns they contain, the use of different SPARQL clauses, the triple patterns' selectivity, the number of join vertices, the mean join vertices degrees, the number 545 of sources span, and the result set sizes they lead to (see Table 1 and Figure 2 ). The resulting benchmark, dubbed LargeRDFBench, consists consequently of three main components: (1) real-world datasets collected from different domains, (2) queries showing 550 typical requests, mostly collected from domain experts and/or representing real use cases, and (3) a comprehensive set of fine-grained evaluation measures. In the following section, we present each of the three main components in detail. 
Benchmark Datasets
Our benchmark consists of a total of 13 real-world datasets 4 of which 12 are interlinked. The datasets were collected from different domains as shown in Figure 4 . We began by selecting all nine real-world 560 datasets from Fedbench [5] Veracity, Value, ...) [27, 26, 28] . Moreover, Linked TCGA has a large number of links to Affymetrix, which we thus added to the list of our datasets. The 570 addition of these four datasets enabled us to include real federated queries with large result set sizes (minimum 80459, see Figure 3a ) into the benchmark. Figure 4 shows the topology of all 13 datasets in LargeRDFBench. Other basic statistics like the total 575 number of triples, the number of resources, predicates and objects, as well as the number of classes and the number of links can be found in Table 2 . Note that ChEBI has no link with any other benchmark dataset. However, its predicate "title" and 580 DrugBank's predicate "genericName" display the same literal values. Similarly, the Linked TCGA-A predicate "drug name" and DrugBank's "genericName" display the same values. Thus, they can be used in federated SPARQL queries. Furthermore,
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each Linked TCGA patient (uniquely identified by bcr patient barcode) expression data is distributed across the three large data datasets, i.e., Linked TCGA-A, Linked TCGA-E, and Linked TCGA-M (further explained in 4.1.3 subsection Large Data).
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The datasets in LargeRDFBench belong to three categories: Cross-domain, Life Sciences domain and large data. Figure 4 shows the links between these data sources.
Life Sciences Domain
The Given that we aimed to build a 1-billion-triple dataset, we selected 306 patient data randomly to reach the targeted 1 billion triples. The patients distributed evenly across 3 different cancer types, i.e. Cervical (CESC), Lung squamous carcinoma (LUSC) and Cutaneous melanoma (SKCM). The selection of the patients was carried out by consulting domain experts. This data is hosted in three TCGA SPARQL endpoints with all DNA methylation data 680 in the first endpoint, all Expression Exon data in the second endpoint, and the remaining data in the third endpoint. Consequently, we created three different datasets, namely the Linked TCGA-M, Linked TCGA-E, and Linked TCGA-A containing 685 methylation, exon, and all remaining data, respectively. Further statistics about these three datasets can be found at the project homepage.
Benchmark Queries
LargeRDFBench comprises a total of 32 queries
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for SPARQL endpoint federation approaches. These queries are divided into three different types: the 14 simple queries (namely S1-S14) are from FedBench (CD1-CD7 and LS1-LS7). The 10 complex queries (namely C1-C10) and the 8 large data queries
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(dubbed L1-L8) were created by the authors with the help of domain experts. All of the queries are given in an Appendix at the end of the paper. Table 3 summarizes the results presented in Table 1 , Figure 2 , and Figure 3 . In Table 3 , we can see that 700 the SPARQL 1.1 versions of the query sources (i.e., values inside the brackets of #RS) required to compute the complete result set of the query is smaller than the number of relevant sources. This is because it is possible that a source is relevant for a triple 705 pattern of the query but its results may be excluded after performing the join with the results of another triple pattern in the same query [15] . As such this source only contributes to the intermediate results and does not contribute to the final result set of 710 the query. However, the number of relevant sources is important since it has a direct impact on the 18 http://tcga.deri.ie/ number of intermediate results [15] . The minimum number of sources required to compute the complete result set of the query is explicitly annotated at the 715 SPARQL 1.1 version of the queries given in the appendix. The number of relevant sources against the individual triple patterns of the query is given at the aforementioned LargeRDFBench homepage.
Simple Queries
720
In comparison to the other queries in the benchmark, the queries in this category comprise the smallest number of triple patterns, which range from 2 to 7 (average #TP = 4.3, ref. Table 3 ). These queries require the retrieval of data from 2 to 13 725 data sources. The number of join vertices and the mean join vertice degree for these queries are lower (average #JV = 2.6, MJVD = 2.1, ref. Table 3) . Moreover, they only use a subset of the SPARQL clauses as shown in Table 1 (see FedBench row as all 730 of the simple queries are from FedBench). Amongst others, they do not use LIMIT, REGEX, DISTINCT and ORDER BY clauses. Finally, we will see in the evaluation section that the query execution time for such queries is small (around 2 seconds for FedX).
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It is important to mention that we removed the FILTER (?mass > '5') from the FedBench life sciences query LS7 (S14 in LargeRDFBench) because the KEGG drug mass is a string. Thus, using this operator on KEGG would lead to semantics, different 740 from that intended in the original query. Consequently, the result set size changes from 114 to 1620 rows.
Complex Queries
The complex queries were defined to address the 745 restrictions of simple queries with respect to the number of triple patterns they use, the number of join vertices, the mean join vertices degree, the SPARQL clauses, and the small query execution times. Consequently, queries in this category rely 750 on at least 8 triple patterns. The number of join vertices ranges from 3 to 6 (average #JV = 4.3, ref. Table 3 ). The mean join vertices degree ranges from 2 to 6 (average MJVD = 2.93, ref. Table 3 ). In addition, they were designed to use more SPARQL 755 clauses, especially, DISTINCT, LIMIT, FILTER and ORDER BY. Later, we will see in the evaluation that the query execution time for complex queries exceeds 10 minutes. (#TP = total number of triple patterns in a query, #RS = distinct number of relevant source. The values inside brackets show the total number of distinct sources used in the SPARQL 1.1 version (using SPARQL SERVICE clause) of each of the benchmark queries. the minimum number of distinct sources required to get the complete result set, #Results = total number of results), #JV = total number join vertices, MJVD = mean join vertices degree, MTPS = mean triple pattern selectivity, MBRTPS = Mean BGP-restricted triple pattern selectivity, MJRTPS = mean join-restricted triple pattern selectivity, UN = UNION, OP = OPTIONAL, DI = DISTINCT, FI = FILTER, LI = LIMIT, OB = ORDER BY, RE = Regex, NA = not applicable since there is no join node in the query, -= no SPARQL clause used. Avg. = the average values across the individual queries categories, i.e., simple, complex, and large data. The large data queries were designed to test the federation engines for real large data use cases, particularly in life sciences domain. These queries span over large datasets (such as Linked TCGA-E, Linked TCGA-M) and involve processing large intermediate 765 result sets (usually in hundreds of thousands, see mean triple pattern selectivities in Figure 3b ) or lead to large result sets (minimum 80459, see Figure  3a ) and large number of endpoint requests (see Table 9 ). Consequently, we will see in the evaluation 770 that the query processing time for large data queries exceeds one hour. In order to collect real queries with these characteristics, we contacted different domain experts and obtained a total of 8 large data queries to be included in our benchmark. 
Query
Performance Metrics
As discussed in Section 2, previous works [14, 15, 13, 17] suggest that the following six metrics are important to evaluate the performance of federation engines: (1) the total number of triple pattern-wise 780 (TPW) sources selected during the source selection, (2) the total number of SPARQL ASK requests submitted to perform (1), (3) the completeness (recall) and correctness (precision) of the query result set retrieved, (4) the average source selection time, (5) 785 the average query execution time, (6) the number of endpoint requests. In addition, we also show the plicable to index-free approaches such as FedX [17] . Previous works [13, 15] show that an overestimation of triple pattern-wise sources selected can greatly increase the overall query execution time. This is because extra network traffic is generated and un- in turn is added into the overall query execution time.
Benchmark Usage
One of the key requirements when designing any benchmark is the ease of use in terms of data avail-805 ability, setting up the evaluation framework, and generating results of the benchmark metrics. To this end, our benchmark homepage contains portable Virtuoso (version 7.10) SPARQL endpoints (both Windows-and Linux-based) which can be started by 810 using one click utilities 19 provided with all SPARQL endpoint downloads. In addition, we provide data dumps of all the datasets used in our benchmark. These data dumps can be uploaded into any other RDF triple store such as Sesame and Fuseki. The 815 total number of TPW sources selected during the source selection as well as the source selection time can only be computed if the source code of the underlying federation engine is available. However, some of the federation engines, e.g., ANAPSID, automati-820 cally print the source selection time along with other statistics (e.g., result size, query planning time etc.) after the query execution is completed. We used virtuoso SPARQL endpoints and enabled the http 19 Details provided at Benchmark homepage log caching, thus all of the endpoint requests were 825 stored in the endpoints query log file. We calculated the total number of endpoint requests by using a simple java program which reads each endpoints log file line by line and counts the total number of lines (i.e., in all log files from 13 endpoints ). Simi-830 larly, the total number of SPARQL ASK requests can also be calculated in the same way from the endpoints log file. We provide a Java utility 20 to measure the completeness and correctness of the result set in terms of precision, recall and F1 measure.
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This utility is generic and can be used for any other benchmark.
Evaluation
In this section, we evaluate state-of-the-art SPARQL query federation systems by using both 840 SPARQL 1.0 and SPARQL 1.1 versions of LargeRDFBench queries. We first describe our experimental setup in detail. Then, we present our evaluation results. All data used in this evaluation can be found on the benchmark homepage. 
Experimental Setup
Each of the 13 Virtuoso SPARQL endpoints used in our experiments was installed on a separate machine. The specification of each of the machines is given in Table 4 . To avoid server bottlenecks, 850 we started the two largest endpoints (i.e., Linked TCGA-E and Linked TCGA-M) in machines with high processing capabilities. To minimise the network latency we used a dedicated local network. We conducted our experiments on local copies of Virtu-855 oso (version 7.1) SPARQL endpoints with number of buffers 1360000, maximum dirty buffers 1000000, number of server threads 20, result set maximum rows 100,000,000,000 and maximum SPARQL endpoint query execution time of 6000,000,000 seconds.
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All experiments (i.e., the federation engines themselves) were run on a separate Linux machine with a 2.70GHz i7 processor, 8 GB RAM and 500 GB hard disk. We used the default Java Virtual Machine (JVM) initial memory allocation pool (Xms) size of 1024MB and the maximum memory allocation pool (Xmx) size of 4096MB. Each query was executed 10 times and results were averaged. The query timeout was set to 20 min (1.2 × 10 6 ms) both for simple and complex queries and 2.5 hours (9 × 10 6 ms) for 870 large data queries. Furthermore, the query runtime results were statistically analyzed using Wilcoxon Signed Rank Test (WSRT), a non-parametric statistical hypothesis test used when comparing two related samples. We chose this test because it is 875 parameter-free and, unlike a t-test, it does not assume a particular error distribution in the data. For all the significance tests, we set the p-value to 0.05. None of the engines evaluated herein was able to produce results for the large data queries. Moreover, 880 all engines were only able to retrieve results for a single query, i.e., L7. To be able to compare the selected federation engines, we reran the large data queries experiments on a more powerful clustered server with 32 physical CPU cores of 2.10GHz each 885 and a total RAM of 512GB. Each of the 13 Virtuoso SPARQL endpoints used in our experiments was started as a separate instance on the clustered server. The federation engines were also run on the same machine. We set the maximal amount of memory 890 for each of the federation engines to 128GB.
We compared five SPARQL endpoint federation engines (versions available as of October 2015) -FedX [17] , SPLENDID [20] , ANAPSID [20] , FedX+HiBISCuS [15] , SPLENDID+HiBISCuS [15] 895 -on all of the 32 benchmark queries. Note that HiBISCuS [15] is only a source selection approach and FedX+HiBISCuS and SPLENDID+HiBISCuS are the HiBISCuS extensions of the FedX and SPLEN-DID query federation engines, respectively. To the 900 best of our knowledge, the five systems we chose are the most state-of-the-art SPARQL endpoint federation engines [15] . Of all the systems, only ANAPSID and HiBISCuS perform join-aware Triple PatternWise Source Selection (TPWSS). The goal of the 905 join-aware TPWSS is to select those data sources that actually contribute to the final result set of the query. This is because it is possible that a source contributes to the triple pattern but its results may be excluded after performing a join with the results 910 of another triple pattern.
FedX [17] is an index-free SPARQL query federation system which completely relies on SPARQL ASK queries and a cache (which store the most recent ASK request) to perform TPWSS. This query 915 is forwarded to all of the data sources and those sources which pass the SPARQL ASK test are selected. The result of each SPARQL ASK test is then stored in cache to be used in future. Thus before sending a SPARQL ASK request to a particular 920 data source, a cache lookup is performed. A bind (vectored evaluation in nested loop) join is used for the integration of sub-queries results. We consider two setups for FedX. We evaluated both FedX(cold) and FedX(100%) setups of FedX. The former setup 925 displays the characteristics of FedX with its cache empty and the latter means that cache contains all the information necessary for TPWSS. Thus in later setup, no SPARQL ASK request is used for TPWSS. Consequently, the former setup represents the worst 930 case and the later setup represents the best case scenario.
SPLENDID [20] is an index-assisted approach which makes use of VoiD descriptions as index along with SPARQL ASK queries to perform the TPWSS.
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A SPARQL ASK query is used when either predicate is unbound (e.g., < s > ?p < o >) or any of the subject (e.g., < s > < p > ?o) or object (e.g., ?s < p > < o >) of the triple pattern is bound. Both bind and hash joins are used for integrating 940 the sub-queries result and a dynamic programming strategy [30] of SPARQL ASK queries and caching to perform the whole of the source selection steps it requires to answer a query. Therefore, these two metrics are not applicable for FedX. As pointed out in [15] , ANAPSID only stores the set of distinct predicates 980 corresponding to each data source. Therefore, its index generation time and compression ratio are better than that of HiBISCuS and SPLENDID on our benchmark.
Efficiency of Source Selection
985
We define efficient source selection in terms of: (1) the total number of triple pattern-wise sources selected (#T), (2) the total number of SPARQL ASK requests (#AR) used to obtain (1), and (3) the source selection time (SST). Table 6 shows the 990 results of these three metrics for the selected approaches. The optimal number of sources were calculated by looking manually into the intermediate results for relevant sources and selecting those sources which contribute to the final result set.
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Overall, ANAPSID is the most efficient approach in terms of total TPW sources selected, HiBISCuS is the most efficient in terms of total number 22 Compression ratio = 100*(1 -index size/total data dump size) of SPARQL ASK requests used, and FedX (100% cached) is the fastest in terms of source selection 1000 time (see Table 6 ). It is important to note that FedX(100% cached) means that the complete source selection is performed by using only cache, i.e., no SPARQL ASK request is used. This the best-case scenario for FedX and very rare in practical cases. lookups, as performed in HiBISCuS.
Completeness and Correctness of Result Sets
Two systems can only be compared to each other if they provide the same results for a given query execution. Table 7 shows the federation engines and the 1040 corresponding LargeRDFBench queries for which virtuoso triple store and executing the query (a no more federated query) over it. We have not included L8 since every system either timed out or resulted in runtime error, hence the results completeness and correctness cannot be determined in this case.
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The precision, recall and F1 measures are calculated using the LargeRDFBench utility provided at the aforementioned project home page. Interestingly, none of the systems is able to provide complete and correct results. The incomplete results generated 1055 by federation systems can be due to a number of reasons, e.g., their join implementation, the type of network [14] , the use of an outdated index or cache or even endpoint restrictions on the maximum result set sizes. However, in our evaluation we always 1060 used an up-to-date index and cache, there was no a flaw in the FILTER implementation.
Query Execution Time
The query execution time has often been used as the key metric to compare federation engines. Figure  6 , Figure 7 , and Table 8 show the query execution 1075 time of the selected approaches for simple, complex, and large data queries, respectively. The negligibly small standard deviation error bars (shown on top of each bar) indicate that the data points tend to be very close to the mean, thus suggest a high consis-1080 tency of the query runtimes in most engines. Note that we considered each time-out to be equal to a runtime of 20min while computing the average runtimes presented in Figure 6 and Figure 7 . The query execution time was calculated once all the results
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were retrieved from the result set iterator. Overall, our results are rather surprising as no system is best over all query types. FedX+HiBISCuS and FedX clearly outperform the remaining systems on simple queries (see Figure 6 ). In particular, FedX and its 1090 extension were better than SPLENDID+HiBISCuS in 12/14 queries (11/14 significant improvements on WSRT). On the other hand, SPLENDID+HiBISCuS was better than ANAPSID in 8/14 queries (5/8 significant improvements on WSRT), which in turn 1095 was better than SPLENDID in 10/14 queries (9/10 significant improvements on WSRT).
SPLENDID+HiBISCuS performed better than SPLENDID on complex queries and was followed by ANAPSID, FedX+HiBISCuS and FedX. ANAP-1100 SID is better than SPLENDID+HiBISCuS in 4/7 comparable queries, i.e., on those queries for which complete and correct results are retrieved by both systems. Note that these improvements were all significant according to the 1105 WSRT. SPLENDID+HiBISCuS is better than FedX and FedX+HiBISCuS in 5/7 comparable queries (all improvements significant according to WSRT), which is better than SPLENDID in 5/7 comparable queries, with all improvements also being significant 1110 (WSRT). We can see that the ranking obtained for complex queries is close to being the reverse of the ranking achieved on simple queries. For example, FedX and its HiBISCuS extension ranked last for complex queries and first in the simple queries. Sim-1115 ilarly, SPLENDID ranked last for simple queries and second for complex queries. The results clearly suggest that simple queries benchmarks alone are not sufficient to evaluate the performance of the federation engines. Our results also suggest that 1120 smaller source selection time is a key feature of systems which perform well on simple queries as they have smaller execution time. For example, one of the reasons for SPLENDID's poor performance on simple queries is the extra time spent during the 1125 source selection (e.g., 5 ms for FedX vs. 355 ms for SPLENDID). This difference of 350 ms is of utmost importance for simple queries given that their execution times are in milliseconds. Both SPLENDID and ANAPSID's performance can be improved by 1130 using a source selection cache as used by FedX.
The most important finding for large data queries is that no system can be regarded as superior because none can produce complete results for a majority of the queries. This shows that the current 1135 implementation of query planning strategies (i.e., bushy trees in ANAPSID, left-deep trees in FedX, and dynamic programming [30] in SPLENDID) and with zero results. In Table 9 we see that ANAPSID sends a total of 11290 requests, SPLENDID sends 16321, and SPLENDID+HiBISCuS send 16220 requests. However, none of these systems is able to find a match for the projection variables. Again this 1170 may be because of the possible flaw in FILTER or REGEX (both of them are used in L4) implementa- limitation of Virtuoso, we have analyzed all the endpoint requests (given in Table 9 ) sent by each of the federation engines for each of the LargeRDFBench queries. Our study showed that SPLENDID sends at least one endpoint request with result size greater than 1,048,576 rows. The rest of the federation engines do not send endpoint requests with result size greater than this limit. Given that the endpoints requests with answer set sizes beyond 2 20 rows were sent exclusively to the 3 Linked TCGA 1195 (i.e. Linked TCGA-A, Linked TCGA-E, Linked TCGA-E) datasets, we reran our benchmarking experiments with all federation engines on large data queries (i.e., L1-L8) after replacing the Virtuoso servers for these 3 datasets with FUSEKI 24 servers.
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Note that the FUSEKI triple store does not have such limit on the maximum number of results returned in response to a query. In this series of experiments, SPLENDID times out with a recall of 0 (i.e., no results generated) for the queries L1, L2
1205
and L4. The other federation engines return results comparable to those presented in Table 8 .
In a nutshell, our results clearly suggest that benchmarks with only simple queries having small number of result sets are not sufficient to make a 1210 fair judgment of the performance of the SPARQL query federation engines. The performance of these systems is greatly affected once the queries go from small to complex and large data. Furthermore, the current state-of-the-art SPARQL query federation 1215 systems are not yet ready to deal with large data queries pertaining to real large data use cases. Table 9 shows the number of endpoint requests submitted by the federation engines during the 1220 query execution. Overall, ANAPSID clearly submits fewer requests than the other engines. For simple queries, ANAPSID sends less requests than FedX+HiBISCuS in 8/14 queries, FedX+HiBISCuS is better (in terms of submitting less requests) 1225 than FedX in 10/14 queries, FedX is better than SPLENDID+HiBISCuS in 6/11 comparable queries (3 are tied), and SPLENDID+HiBISCuS is better than SPLENDID in 13/14 queries. For complex queries, ANAPSID sends less queries than SPLEN-
Number of Endpoint Requests
1230
DID+HiBISCuS in 4/5 comparable queries, SPLENDID+HiBISCuS is better than FedX+HiBISCuS in 3/6 comparable queries, FedX+HiBISCuS is better than FedX in 5/7 comparable queries, and FedX is better than SPLENDID in 5/6 comparable queries.
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For large data queries it is hard to compare the federation engines since we were not able to get complete results for the majority of the queries. However, ANAPSID clearly sends fewer requests than the other federation engines.
1240
In summary, we made the following key observations:
• A smaller number of endpoint requests does not guarantee better query runtime performance: For example, although ANAP-
1245
SID is able to send the smallest number of endpoint requests, it ranks fourth for simple queries and third for complex queries in terms of its query runtime performance. Similarly, the best query runtime engines (i.e., FedX and its extension for simple queries and SPLENDID+HiBISCuS for complex queries) do not send the smallest number of endpoint requests. A careful study of the requests submitted by ANAPSID shows that they are more complex 1255 than those submitted by other systems. Consequently, they require more time to be executed by the SPARQL endpoints. Thus, it is also important to consider the complexity of the requests while generating the optimized query execution plans. For example, a request of the type <?s ?p ?o> is more complex than the request of type <s1 p1 ?o>. This also means that the number of endpoint requests is only a good performance metric if the complexity 1265 of the endpoint requests is exactly the same or somehow comparable to each other's.
• The smaller number of triple patternwise sources selected generally leads to a smaller number of endpoint re-
1270
quests. However, this may not always be true: From Table 6 we can see that both FedX+HiBISCuS and SPLENDID+HiBISCuS select fewer numbers of sources in comparison to FedX and SPLENDID. Consequently,
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in Table 9 , we see that these extensions lead to fewer number of endpoint requests in comparison to the original engines. From Figure 8 show pure query execution performance without the TPWSS.
For simple category queries, ANAPSID is better than FedX in 8/14 queries (all significant im- . This shows that efficient TPWSS and the corresponding source selection time is of significant importance while dealing with simple queries. In the simple queries category, FedX overestimates more than half (142 FedX vs. 67 optimal ref. Table 6) 1340 of the sources on average. Thus, by using a perfect TPWSS (i.e., in SPARQL 1.1 version), FedX's performance is improved by 54%. This further shows that the total triple pattern-wise sources selected is one of the key performance metrics missing in state-1345 of-the-art SPARQL query federation benchmarks. Even though ANAPSID does not substantially overestimate the relevant sources (i.e., 80 ANAPSID vs. S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 Avg C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 Avg In general, the results above clearly suggest that FedX's performance can be improved significantly by using smart source selection such as join-aware triple pattern-wise source selections as implemented by HiBISCuS and ANAPSID. Furthermore, the met-1385 rics total triple pattern-wise sources selected and the corresponding source selection time, which were previously ignored, have a significant impact on overall query performance and provide tool developers more fine-grained insights pertaining to their frameworks. 
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'path', 'hybrid', 'sink') etc. In this section, we want to measure the impact of these features on the query runtime performance of the selected engines. To this end, we calculated the Spearman's correlation of the said query features with the query runtime as 1405 shown in Table 10 . We chose Spearman correlation because it is free of assumptions pertaining to the type of correlation and can hence detect non-linear correlations (in contrast to the Pearson correlation for example, which is designed to detect linear de-1410 pendencies). We can see that BGP-restricted and join-restricted triple pattern selectivities have a negative correlation with the query execution time, i.e., have a direct impact on the query runtime, i.e., the higher the value of the query feature the higher the query execution time. We can see that the number of triple patterns in a query has the highest impact on the query runtime (i.e., *the impact is significant at 1% level for the majority of the federation engines). It is followed by the result size, join-restricted triple pattern selectivity, the number of join vertices, the mean join vertices degree, the mean triple pattern selectivity, the number of sources span, and the 1430 BGP-restricted triple pattern selectivity. We can also see these query features do not significantly affect the runtime of the ANAPSID engine, suggesting that the engine may perform well in more complex queries. Our evaluation results show that the query 1435 runtime performance of ANAPSID was improved in complex queries of our benchmark. Conversely, FedX is mostly affected by these features. As seen in our evaluation, its performance was decreased in complex queries. 
Conclusion
In this paper we presented LargeRDFBench, the first billion-triple benchmark for federated SPARQL query engines based on real data and real queries. We presented the three different types of queries 1445 contained in the benchmark and compared state-ofthe-art systems against these queries. Our results suggest that overall join-aware TPWSS (as implemented by HiBISCuS and ANAPSID) is the superior paradigm when performing source selection. Our 1450 evaluation clearly indicates that benchmarks with only simple queries are not sufficient to make a fair judgment of the performance of the SPARQL query federation engines. In addition, while current systems can deal with simple and complex queries, 1455 they are currently not up to the challenge of dealing with real large data queries that involve processing large intermediate result sets or lead to large result sets. Furthermore, it is not sufficient to test the federation systems with benchmarks containing 1460 only simple queries. Alarmingly, the systems return partly incomplete results without making the user aware of this incompleteness. It is important to mention that we are not claiming that we came up with a perfect benchmark, which might not be 1465 possible. However, we have addressed some of the key flaws in existing federation benchmarks which allow us to show that the system rankings achieved via previous federated benchmarks are not the same when dealing with more complex and large data 1470 queries.
In the future, triple stores that support SPARQL 1.1 federated queries can also be tested with this benchmark. Furthermore, other metrics such as network latency, number of endpoint requests, and the 1475 number of intermediate results can also be measured to provide a more fine-grained evaluation. We have collected a total of 15,287 real SPARQL SERVICE queries 26 from the Bio2RDF query log and generated federated benchmarks of various sizes (ranging 1480 26 Available at https://goo.gl/TiuZUY. from 15 to 500 queries) 27 using the FEASIBLE [9] benchmark generation framework. This is to further evaluate the restrictions of current federation systems w.r.t. the real complex and large queries that they will be faced with. A discussion of these bench-1485 marks and the corresponding results will be carried out in future work. We hope that this benchmark will further lead to the development of systems that are fit for the current and future developments on the Web.
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Appendix: LargeRDFBench queries
The LargeRDFBench queries are given in the Listing below and can also be downloaded from the project website. 
l l US p r e s i d e n t s t h e i r p a r t y membership and news p a g e s a b o u t them .
SELECT ? p r e s i d e n t ? p a r t y ? page WHERE { ? p r e s i d e n t r d f : type dbpedia : P r e s i d e n t . ? p r e s i d e n t dbpedia : n a t i o n a l i t y dbpediaR : U n i t e d S t a t e s . ? p r e s i d e n t dbpedia : p a r t y ? p a r t y . ? x n y t i m es : t o p i c P a g e ? page . geoname : p a r e n t F e a t u r e ? p a r e n t . ? p a r e n t geoname : name ' C a l i f o r n i a ' . } } UNION { SERVICE <geonames endpoint > { ? l o c a t i o n geoname : p a r e n t F e a t u r e ? p a r e n t . ? p a r e n t geoname : name ' C a l i f o r n i a ' . ######################### S10: SPARQL 1.0 ######################### #For a l l d r u g s i n DBpedia f i n d a l l d r u g s t h e y i n t e r a c t w i t h a l o n g w i t h an e x p l a n a t i o n o f t h e i n t e r a c t i o n . SELECT ? Drug ? IntDrug ? I n t E f f e c t WHERE { ? Drug r d f : type dbpedia : Drug . ? y owl : sameAs ? Drug . ? I n t drugbank : i n t e r a c t i o n D r u g 1 ? y . ? I n t drugbank : i n t e r a c t i o n D r u g 2 ? IntDrug . ? I n t drugbank : t e x t ? I n t E f f e c t . ? I n t drugbank : i n t e r a c t i o n D r u g 1 ? y . ? I n t drugbank : i n t e r a c t i o n D r u g 2 ? IntDrug . ? I n t drugbank : t e x t ? I n t E f f e c t . ? l o c a t i o n geonames : p a r e n t F e a t u r e ? locationName . ? locationName geonames : name ? a n y l o c a t i o n . } } UNION { SERVICE <newyork−t i m e s endpoint > { ? l o c a t i o n geonames : p a r e n t F e a t u r e ? locationName . ? locationName geonames : name ? a n y l o c a t i o n . A f g h a n i s t a n ' . } } } ######################### C4: SPARQL 1.0 ######################### #Find t h e c o u n t r y name w i t h i t s r e l e v a n t i n f o r m a t i o n such as p o p u l a t i o n c o u n t r y code e t c . ? movie linkedmdb : a c t o r ? imdbactor ; dcterms : t i t l e ? m o v i e T i t l e ; dcterms : d a t e ? movieDate } FILTER(STR( ? a c t o r n a m e e n ) = STR( ? a c t o r n a m e ) ) } LIMIT 500 ######################### C6: SPARQL 1.0 ######################### #Find a l l news , i t s v a r i a n t s , t o t a l number o f news a r t i c l e s , when i t was f i r s t use d and when i t was l a t e s t l y used , a b o u t a c t o r s s t a r r i n g i n any movie . SELECT ? a c t o r ? f i l m T i t l e ? news ? v a r i a n t s ? a r t i c l e C o u n t ? f i r s t u s e ? l a t e s t u s e WHERE { ? f i l m p u r l : t i t l e ? f i l m T i t l e . ? f i l m linkedmdb : a c t o r ? a c t o r . ? a c t o r owl : sameAs ? dbpediaURI . ? nytURI owl : sameAs ? dbpediaURI . ? nytURI n y t imes : t o p i c P a g e ? news ; n y t imes : n u m b e r o f v a r i a n t s ? v a r i a n t s ; n y t imes : a s s o c i a t e d a r t i c l e c o u n t ? a r t i c l e C o u n t ; n y t imes : f i r s t u s e ? f i r s t u s e ; n y t imes : l a t e s t u s e ? l a t e s t ? dbpediaURI . ? nytURI nytimes : t o p i c P a g e ? news ; n y t imes : n u m b e r o f v a r i a n t s ? v a r i a n t s ; n y t imes : a s s o c i a t e d a r t i c l e c o u n t ? a r t i c l e C o u n t ; n y t imes : f i r s t u s e ? f i r s t u s e ; n y t imes : l a t e s t u s e ? l a t e s t u s e dbpedia : p o p u l a t i o n D e n s i t y ? p o p u l a t i o n D e n s i t y ; dbpedia : governmentType ? governmentType ; dbpedia : l a n g u a g e ? l a n g u a g e ; dbpedia : l e a d e r T i t l e ? l e a d e r T i t l e . ? governmentType ; dbpedia : l a n g u a g e ? l a n g u a g e ; dbpedia : l e a d e r T i t l e ? l e a d e r T i t l e . } } } ######################### C9: SPARQL 1.0 ######################### #For a l l d r u g s i n DBpedia , f i n d a l l d r u g s t h e y i n t e r a c t w i t h each o t h e r , a l o n g w i t h t h e d e t a i l s o f t h e i n t e r a c t i o n , w i t h o p t i o n a l i n f o r m a t i o n o f drug d e s c r i p t i o n , i t s s t r u c t u r e and c a s R e g i s t r y Number f o r one o f t h e i n t e r a c t e d drug t h a t a f f e c t s hummans and mammals . SELECT * WHERE { ? Drug r d f : type dbpedia : Drug . ? drugbankDrug owl : sameAs ? Drug . ? I n t e r a c t i o n N a m e drugbank : i n t e r a c t i o n D r u g 1 ? drugbankDrug . ? I n t e r a c t i o n N a m e drugbank : i n t e r a c t i o n D r u g 2 ? drugbankDrug2 . ? I n t e r a c t i o n N a m e drugbank : t e x t ? I n t E f f e c t OPTIONAL { ? drugbankDrug drugbank : a f f e c t e d O r g a n i s m ' Humans and o t h e r mammals ' ; drugbank : d e s c r i p t i o n ? d e s c r i p t i o n ; drugbank : s t r u c t u r e ? s t r u c t u r e ; drugbank : casRegistryNumber ? casRegistryNumber ? I n t e r a c t i o n N a m e drugbank : i n t e r a c t i o n D r u g 1 ? drugbankDrug . ? I n t e r a c t i o n N a m e drugbank : i n t e r a c t i o n D r u g 2 ? drugbankDrug2 . ? I n t e r a c t i o n N a m e drugbank : t e x t ? I n t E f f e c t } optional { SERVICE <drugbank endpoint > { ? drugbankDrug drugbank : a f f e c t e d O r g a n i s m ' Humans and o t h e r mammals ' ; drugbank : d e s c r i p t i o n ? d e s c r i p t i o n ; drugbank : s t r u c t u r e ? s t r u c t u r e ; drugbank : casRegistryNumber ? casRegistryNumber } } } order by ( ? drugbankDrug ) l i m i t 100
LargeRDFBench queries.
######################### C10: SPARQL 1.0 ######################### #Get c l i n i c a l i n f o r m a t i o n a b o u t TCGA p a t i e n t a l o n g w i t h drug and l o c a t i o n i n f o r m a t i o n . SELECT DISTINCT ? p a t i e n t ? g e n d e r ? c o u n t r y ? popDensity ?drugName ? i n d i c a t i o n ? f o r m u l a ?compound WHERE { ? u r i t c g a : b c r p a t i e n t b a r c o d e ? p a t i e n t . ? p a t i e n t t c g a : g e n d e r ? g e n d e r . ? p a t i e n t dbpedia : c o u n t r y ? c o u n t r y . 
