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Zusammenfassung. Zellulare Nichtlineare1 Netzwerke
(CNN) wurden 1988 von Chua und Yang (Chua und Yang,
1988) eingef¨ uhrt. Diese Netzwerke sind dadurch gekenn-
zeichnet, dass eine Zelle, die die kleinste Einheit eines CNN
darstellt, nur mit Zellen innerhalb einer bestimmten Umge-
bung verbunden ist. ¨ Ublicherweise sind Art und St¨ arke der
Wechselwirkung zwischen zwei Zellen eines CNN translati-
onsinvariant, d.h. sie h¨ angen nur von der relativen Lage bei-
der Zellen zueinander ab. Im Vordergrund aktueller Arbeiten
stehenaufderartigenNetzwerkenbasierendeschaltungstech-
nische Realisierungen mit bis zu 176x144 Zellen, die eine
direkte Verbindung zu zweidimensionalen optischen Sensor-
Anordnungen aufweisen. ¨ Uber einen separaten Speicherbe-
reich k¨ onnen die Zellkopplungen eines Netzwerks ver¨ andert
werden, wodurch eine adaptive Verarbeitung von mehrdi-
mensionalen Sensorsignalen erm¨ oglicht wird. Das k¨ urzlich
vorgestellte so genannte EyeRis System (Anafocus Ltd.)
enth¨ alt zus¨ atzlich noch einen Standardprozessor und stellt
(bei einer Gr¨ oße vergleichbar mit der einer Kreditkarte) da-
her ein vollst¨ andiges superschnelles System zur Informati-
onsverarbeitung dar.
In diesem Beitrag sollen, nach einem kurzen ¨ Uberblick
¨ uber die Eigenschaften von CNN, aktuelle Realisierungen
und exemplarisch eine neuere eigene Anwendung vorgestellt
und besprochen werden.
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1Chua (Chua, 1998) schlug vor, ein derartiges Netzwerk entwe-
der als Zellulares Neuronales Netzwerk oder als Zellulares Nicht-
lineares Netzwerk abh¨ angig von der betrachteten Problemstellung
zu bezeichnen. Aus Gr¨ unden der Vereinfachung soll hier nur die
zweite Bezeichnungsweise zugrunde gelegt werden.
1 Einleitung
Beginnend mit der Einf¨ uhrung im Jahr 1988 durch die grund-
legenden Ver¨ offentlichungen von Chua und Yang, stehen
seitdem insbesondere Anwendungen zellularer Netzwerke
im Vordergrund zahlreicher Arbeiten. Durch die mit der
Deﬁnitionsweise dieser Netzwerke vorausgesetzte nur lo-
kale direkte Verbindung zwischen einzelnen Zellen, sollte
die ¨ ublicherweise bei schaltungstechnischen Realisierungen
neuronaler Netzwerke vorhandene Verkn¨ upfungsproblema-
tik ¨ uberwunden werden. Als Folge davon bildet seitdem die
Realisierung analoger, CNN-basierter Schaltkreise ein zen-
trales Thema einer großen Anzahl wissenschaftlicher Arbei-
ten (Li˜ n´ an et al., 1999a). Allerdings ist die von Chua ur-
spr¨ unglich angegebene Form der Zustandsgleichung
˙ xij(t) = −xij(t)+
X
k,l∈Nij(r)
ak,l ykl(t)+bk,l uk,l(t)+zij,(1)
das so genannte Chua-Yang Modell – f¨ ur eine ¨ Ubertragung
auf Schaltkreise nur bedingt geeignet. In obiger Form be-
zeichnet xij(t) den Zustand einer Zelle Cij,yij(t) die Aus-
gangsaktivit¨ at und uij(t) die Eingangswerte. Die Strenge der
R¨ uckkopplung und die Gewichtung der Eingangswerte kann
mit Hilfe der konstanten reellen Koefﬁzienten ai−k,j−l und
bi−k,j−l eingestellt werden. Die Summation erfolgt in der
Zustandsgleichung f¨ ur die Summationsindizes k und l in der
gem¨ aß
Nij(r) = {Ckl :
max(| k − i |,| l − j |) ≤ r,1 ≤ k ≤ M,1 ≤ j ≤ N} (2)
deﬁnierten Nachbarschaft der Zelle Cij. Im einfachsten Fall,
d.h. wenn der so genannte Nachbarschaftsradius r den Wert
1 annimmt, besteht eine direkte Verbindung von Cij nur zu
Zellen Ckl in der unmittelbaren Umgebung; in den meisten
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sei darauf hingewiesen, dass, wie in den meisten Untersu-
chungen, in 1 bereits angenommen wurde, dass die Wech-
selwirkungen zwischen einzelnen Zellen invariant gegen¨ uber
einer Translation im Netzwerk sind. Die Gewichtsfaktoren
ai−k,j−l und bi−k,j−l sind daher nur abh¨ angig von den Dif-
ferenzen der Indizes, welche die Positionen der wechsel-
wirkenden Zellen Cij und Ckl im Netzwerk festlegen und
k¨ onnen daher auch in Matrixschreibweise als so genann-
te Templates angegeben werden. Zur Verdeutlichung ist ei-
ne Anordnung von Zellen eines CNN in Abb. 1 dargestellt.
Ung¨ unstig f¨ ur eine schaltungstechnische Realisierung ist das
Abb. 1. Die Anordnung von Zellen eines CNN
Chua-YangModellschonaufgrundderUnbeschr¨ anktheitdes
Zellzustandesin1.WenndieAusgangsaktivit¨ at-beider ¨ ubli-
cherweise verwendeten st¨ uckweise linearen Ausgangskenn-
linie - die S¨ attigung erreicht, d.h. den Wert 1 annimmt, kann
der Zellzustand beispielsweise noch weiter anwachsen. Ei-
ne L¨ osung dieser Problematik gelang durch Einf¨ uhrung des
gew¨ ohnlich in Schaltkreisen 6 (@); 8 (@) verwendeten so
genannten Full-Range Modells 26 (@); 16 (@); 18 (@) mit
der Zustandsgleichung
xij(t) = −xij(t) − g(xij(t))+
P
k,l∈Nij(r)
ak,l ykl(t) + bk,l uk,l(t) + zij
(4)
mit
g(xij(t)) = m(xij(t) − f(xij(t)))
=



xij(t) + 1 xij(t) < −1
0 |xij(t)| ≤ 1
xij(t) − 1 xij(t) > 1.
(5)
Bei einem hinreichend großen Wert m f¨ uhrt diese Abbil-
dung dazu, dass der Zellzustand nur Werte in dem Intervall
[-1,1] annimmt und die Verwendung der S¨ attigungskennlinie
3 nicht mehr erforderlich ist. Die urspr¨ ungliche Deﬁnitions-
weisef¨ uhrtejedochauchzuProblemenbeiderUntersuchung
nichtlinearer Ph¨ anomene - z.B. bei der Modellierung nichtli-
nearer Systeme (Solitonen, solit¨ are Wellen) oder bei der Dar-
stellung von nichtlinearen Reaktions-Diffusionsgleichungen
14 (@) - und wurde daher im Laufe der Zeit von Chua und
Roska in verschiedenen Publikationen 10 (@); 12 (@) in
wachsendem Maße verallgemeinert. Diese Vorschl¨ age f¨ uhr-
ten letztlich zu der ziemlich weit gefassten Deﬁnition 2 (@):
Ein CNN ist eine r¨ aumliche Anordnung lokal gekoppel-
ter Zellen, von der jede ein dynamisches System darstellt,
das ¨ uber einen Eingang, einen Ausgang und einen Zustand
verf¨ ugt, der sich nach vorgeschriebenen Gesetzen entwickelt.
Seit der Einf¨ uhrung von CNN wurden diese Netzwerke in
zahlreichen Untersuchungen studiert; dies wird durch weit
mehr als 1000 Publikationen nachhaltig belegt. Zus¨ atzlich zu
den grundlegenden Arbeiten von Chua und Roska 30 (@);
32 (@); 34 (@) wurde das dynamische Verhalten von CNN
auch in den Beitr¨ agen von Gilli et.al 36 (@); 38 (@); 40 (@)
und Forti 22 (@); 24 (@) untersucht. In dieser Hinsicht sind
auch die Arbeiten von Tavsanoglu und Arik 42 (@); 44 (@)
und Vandewalle 46 (@); 48 (@) zu nennen. In eigenen Un-
tersuchungen stehen Verfahren zur Identiﬁkation komplexer
Systeme durch CNN im Vordergrund, dies gilt insbesonde-
re f¨ ur neuronale biologische Netzwerke 58 (@); 60 (@) und
f¨ ur solche, die eine Ausbreitung nichtlinearer Wellen wie-
dergeben - z.B. solit¨ are Wellen oder Solitonen 74 (@); 76
(@); 78 (@). Des weiteren bilden Methoden zur Simulati-
on und Analyse von CNN 80 (@); 82 (@) und die Entwick-
lung von Verfahren zur Vorhersage und Verhinderung epilep-
tischerAnf¨ alle84(@);86(@);88(@);90(@);56(@)einen
wichtigen Teil eigener Untersuchungen. Durch biologische
Systeme motivierte Methoden zur Informationsverarbeitung
oder zur Generation von Schrittmustern intelligenter Laufro-
boter werden von Roska 66 (@); 68 (@); 70 (@); 72 (@)
und Arena et. al 50 (@); 52 (@); 54 (@) untersucht. Schließ-
lich werden in zahlreichen Arbeiten CNN-basierte Methoden
zur optischen Signalverarbeitung 92 (@); 94 (@); 96 (@); 98
(@) betrachtet und zur L¨ osung von Problemen in der Praxis
eingesetzt. Eine wichtige Rolle spielen dabei programmier-
bare Realisierungen, so genannte Cellular Wave Computer,
die im folgenden Abschnitt n¨ aher betrachtet werden. Alle
Ver¨ offentlichungen ¨ uberschauend kann festgehalten werden,
dass viele Untersuchungen interdisziplin¨ ar erfolgen. Dabei
sollen h¨ auﬁg Ph¨ anomene komplexer Systeme zur L¨ osung ei-
ner bestimmten Problematik hinf¨ uhren.
2 Zellulare Rechnerstrukturen als intelligente Sensoren
Stimuliert durch den Nachweis von Chua und Roska 110
(@), d.h. dass mit einer neuartigen Rechnerstruktur, einer
so genannten CNN-Universal Machine (CNN-UM) 108 (@),
das Game of Life 64 (@) implementiert werden kann, fan-
den umfangreiche Untersuchungen zur Realisierung derarti-
ger Strukturen 8 (@); 126 (@); 128 (@); 62 (@) statt. Ei-
nem CNN-UM k¨ onnen demzufolge universelle Eigenschaf-
ten zugeordnet werden; es besteht im Wesentlichen aus ei-
nem CNN ausgestattet mit analogen und digitalen Speicher-
modulen. Ein darauf implementiertes Programm ist wie in
Abb. 1. Die Anordnung von Zellen eines CNN.
Untersuchungen wird ausschließich dieser Fall betrachtet.
Auch wird in der Regel die nichtlineare Funktion
yij(t) = f(xij(t)) =
1
2
 
xij(t) + 1

 −

xij(t) − 1


(3)
zur Bestimmung der Ausgangsaktivit¨ at yij(t) anhand des
Zellzustands xij(t) herangezogen, obwohl die Deﬁnitions-
weise auch andere Abbildungen zul¨ asst. An dieser Stelle sei
darauf hingewiesen, dass, wie in den meisten Untersuchun-
gen, in Gl. (1) bereits angenommen wurde, dass die Wech-
selwirkungen zwischen einzelnen Zellen invariant gegen¨ uber
einer Translation im Netzwerk sind. Die Gewichtsfaktoren
ai−k,j−l und bi−k,j−l sind daher nur abh¨ angig von den Dif-
ferenzen der Indizes, welche die Positionen der wechsel-
wirkenden Zellen Cij und Ckl im Netzwerk festlegen und
k¨ onnen daher auch in Matrixschreibweise als so genannte
Templates angegeben werden. Zur Verdeutlichung ist eine
Anordnung von Zellen eines CNN in Abb. 1 dargestellt.
Ung¨ unstig f¨ ur eine schaltungstechnische Realisierung ist
das Chua-Yang Modell schon aufgrund der Unbeschr¨ ankt-
heit des Zellzustandes in Gl. (1). Wenn die Ausgangsakti-
vit¨ at – bei der ¨ ublicherweise verwendeten st¨ uckweise linea-
renAusgangskennlinie–dieS¨ attigungerreicht,d.h.denWert
1 annimmt, kann der Zellzustand beispielsweise noch weiter
anwachsen. Eine L¨ osung dieser Problematik gelang durch
Einf¨ uhrung des gew¨ ohnlich in Schaltkreisen (Li˜ n´ an et al.,
1999b; Espejo, 1995) verwendeten so genannten Full-Range
Modells (Rodr´ ıguez-V´ aquez et al., 1993; Espejo et al., 1994,
1996) mit der Zustandsgleichung
˙ xij(t) =
−xij(t)−g(xij(t))+
X
k,l∈Nij(r)
ak,l ykl(t)+bk,l uk,l(t)+zij (4)
mit
g(xij(t)) = m
 
xij(t) − f(xij(t))

=



m
 
xij(t) + 1

xij(t) < −1
0

xij(t)

 ≤ 1
m
 
xij(t) − 1

xij(t) > 1.
(5)
Bei einem hinreichend großen Wert m f¨ uhrt diese Abbildung
dazu, dass der Zellzustand nahezu nur Werte in dem Intervall
[−1,1] annimmt. Die urspr¨ ungliche Deﬁnitionsweise f¨ uhr-
te jedoch auch zu Problemen bei der Untersuchung nichtli-
nearer Ph¨ anomene – z.B. bei der Modellierung nichtlinea-
rer Systeme (Solitonen, solit¨ are Wellen) oder bei der Dar-
stellung von nichtlinearen Reaktions-Diffusionsgleichungen
(Murray, 1998) – und wurde daher im Laufe der Zeit von
Chua und Roska in verschiedenen Publikationen (Roska und
Chua, 1992; Chua et al., 1995) in wachsendem Maße verall-
gemeinert. Diese Vorschl¨ age f¨ uhrten letztlich zu der ziemlich
weit gefassten Deﬁnition (Chua, 1998):
Ein CNN ist eine r¨ aumliche Anordnung lokal gekoppel-
ter Zellen, von der jede ein dynamisches System darstellt,
das ¨ uber einen Eingang, einen Ausgang und einen Zustand
verf¨ ugt, der sich nach vorgeschriebenen Gesetzen entwickelt.
Seit der Einf¨ uhrung von CNN wurden diese Netzwerke in
zahlreichen Untersuchungen studiert; dies wird durch weit
mehr als 1000 Publikationen nachhaltig belegt. Zus¨ atzlich
zu den grundlegenden Arbeiten von Chua und Roska (Chua
und Roska, 1993; Chua, 1999; Chua und Roska, 2005) wurde
das dynamische Verhalten von CNN auch in den Beitr¨ agen
von Gilli et al. (Civalleri, 1993; Gilli et al., 2002; Biey et al.,
2003) und Forti (Di Marco et al., 2000, 2002) untersucht. In
dieser Hinsicht sind auch die Arbeiten von Tavsanoglu und
Arik(JoyundTavsanoglu,1998;ArikundTavsanoglu,2000)
und Vandewalle (Suykens et al., 1997; De Souza et al., 2003)
zu nennen. In eigenen Untersuchungen stehen Verfahren zur
Identiﬁkation komplexer Systeme durch CNN im Vorder-
grund, dies gilt insbesondere f¨ ur neuronale biologische Netz-
werke (Gollas und Tetzlaff, 2005a,b) und f¨ ur solche, die ei-
ne Ausbreitung nichtlinearer Wellen wiedergeben – z.B. so-
lit¨ are Wellen oder Solitonen (Puffer et al., 1996b; Loncar und
Tetzlaff, 2000; Tetzlaff, 2003). Des weiteren bilden Metho-
den zur Simulation und Analyse von CNN (Tetzlaff et al.,
1997, 1999a) und die Entwicklung von Verfahren zur Vorher-
sage und Verhinderung epileptischer Anf¨ alle (Tetzlaff et al.,
1999b; Tetzlaff und Kunz, 2001; Kunz und Tetzlaff, 2003;
Tetzlaff et al., 2005; Gollas et al., 2004) einen wichtigen Teil
eigener Untersuchungen. Durch biologische Systeme moti-
vierte Methoden zur Informationsverarbeitung oder zur Ge-
neration von Schrittmustern intelligenter Laufroboter wer-
den von Roska (Rekeczky et al., 2000; B´ alya et al., 2002,
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Abb. 2. Einzelne Verarbeitungsschritte eines CNN-Programms
Abb. 2 prinzipiell aus einer Folge von Verarbeitungsschritten
aufgebaut, die mit unterschiedlichen Netzwerken erfolgen.
Beispielsweise wird in einem ersten Schritt nach Festlegung
einer Anfangs- und Randbedingung die dynamische Ent-
wicklung des Netzwerkes zu einem stabilen Gleichgewicht
f¨ uhren; die sich daraus ergebenden Zellausgangsaktivit¨ aten,
k¨ onnen nun f¨ ur ein anderes CNN als Anfangs- oder Ein-
gangswerte herangezogen werden. Die Fortf¨ uhrung dieser in
Abb. 2 dargestellten Vorgehensweise resultiert schließlich zu
einem CNN Programm, das somit im Wesentlichen aus einer
Folge verschiedener Parameters¨ atze von CNN besteht. CNN-
UM, die in abstrahierter Form als Cellular Wave Computer
bezeichnet werden, er¨ offnen daher neue M¨ oglichkeiten der
Signalverarbeitung. Dabei steht eigentlich die Idee im Vor-
dergrund, das dynamische Verhalten eines derartigen Netz-
werks zur Probleml¨ osung einzusetzen; obwohl in einigen Ar-
beiten nur die enorme, im Bereich von Tera-Operationen pro
Sekunde liegende Verarbeitungsgeschwindigkeit bei der An-
wendung von Standardverfahren n¨ utzlich war. Besonders at-
traktiv f¨ ur die Informationsverarbeitung sind solche Reali-
sierungen, in denen jede Zelle einen optischen Sensor zur
m¨ oglichen Messung von Eingangswerten besitzt. Solche so
genannten Cellular Visual Microprocessors (CVM) verbin-
den die Aufnahme visueller Signale mit deren Weiterverar-
beitung zu einem Schritt. Abbildung 3 vermittelt eine ¨ Uber-
sicht realisierter CVM; in K¨ urze wird das so genannte Q-
Eye Chip 112 (@) erh¨ altlich sein, das ¨ uber 176x144 Zellen
verf¨ ugt. W¨ ahrend ¨ altere Schaltkreise - wie z.B. das ACE400
Abb. 3. ¨ Ubersicht realisierter CVM
oder das ACE4K - nur ¨ uber speziell entwickelte Schnittstel-
len in Verbindung mit einem PC gesteuert werden konn-
ten, stellen das Bi-i visual system 100 (@) und das Eye-
Ris system 112 (@) eigenst¨ andige Systeme dar, die ¨ uber ei-
gene digitale Prozessoren zur Steuerung verf¨ ugen. Zur Ver-
deutlichung zeigt Abbildung 4 exemplarisch eine Photogra-
phie des Eye-Ris Systems. Alternativ dazu zeigen neuere
Abb. 4. Das EyeRis-System 112 (@)
Ver¨ offentlichungen, dass FPGA basierte Implementierungen
102 (@); 104 (@); 106 (@) eine interessante Alternative zu
den oben beschriebenen Schaltungen darstellen. Mit derarti-
gen Systemen k¨ onnen vergleichsweise viel gr¨ oßere Netzwer-
ke bei erh¨ ohter Darstellungsgenauigkeit zeitefﬁzient studiert
werden.
3 CNN zur visuellen Inspektion bei der Herstellung von
Metallobjekten
Aus der betr¨ achtlichen Anzahl von Anwendungen CNN-
basierter Methoden in der Informationstechnologie 114 (@);
132 (@); 116 (@); 118 (@); 134 (@); 136 (@); 138
(@); 120 (@); 122 (@); 124 (@); 140 (@); 142 (@), soll
an dieser Stelle exemplarisch ¨ uber eine eigene Untersu-
chung 20 (@) kurz berichtet werden, die in Zusammenar-
beit mit dem Fraunhofer Institut f¨ ur Physikalische Messtech-
nik (IPM) durchgef¨ uhrt wurde. Im Vordergrund stand dabei
eine Methode zur visuellen automatischen Inspektion von
Metallobjekten. ¨ Ublicherweise werden bei Anwendung einer
konventionellen Methode mit einer teilweise hochauﬂ¨ osen-
den Kamera aufgenommene Bildsequenzen eines beleuchte-
ten Pr¨ uﬂings auf einen PC ¨ ubertragen und im Rahmen ei-
ner Bildanalyse bestimmte Merkmale ermittelt; dabei erfol-
gen Farbvergleiche und Vollst¨ andigkeitskontrollen bis hin zu
einer Erfassung 2-3 dimensionaler geometrischer Gr¨ oßen.
Unterschiedliche Oberﬂ¨ achenstrukturen und Beleuchtungs-
situationen schr¨ anken jedoch die Leistungsf¨ ahigkeit konven-
tioneller Inspektionsmethoden erheblich ein. Im Vergleich
dazu ist eine manuelle, durch Menschen durchgef¨ uhrte In-
spektion deutlich robuster und wird h¨ auﬁg sogar zur End-
kontrolle eines Produktes in einer ansonsten vollautomati-
sierten Herstellung eingesetzt. In der im folgenden beschrie-
benen Studie wurde ein CNN-Verfahren hergeleitet, das der
Abb. 2. Einzelne Verarbeitungsschritte eines CNN-Programms.
2004; Werblin und Roska, 2004) und Arena et al. (Arena et
al., 2002, 2003; Adamatzky et al., 2004) untersucht. Schließ-
lich werden in zahlreichen Arbeiten CNN-basierte Metho-
den zur optischen Signalverarbeitung (Crounse und Chua,
1995a; Brendel und Roska, 2002; Feiden und Tetzlaff, 2002,
2003) betrachtet und zur L¨ osung von Problemen in der Pra-
xis eingesetzt. Eine wichtige Rolle spielen dabei program-
mierbareRealisierungen,sogenannteCellularWaveCompu-
ter, die im folgenden Abschnitt n¨ aher betrachtet werden. Alle
Ver¨ offentlichungen ¨ uberschauend kann festgehalten werden,
dass viele Untersuchungen interdisziplin¨ ar erfolgen. Dabei
sollen h¨ auﬁg Ph¨ anomene komplexer Systeme zur L¨ osung ei-
ner bestimmten Problematik hinf¨ uhren.
2 Zellulare Rechnerstrukturen als intelligente Sensoren
Stimuliert durch den Nachweis von Chua und Roska (Croun-
se und Chua, 1995b), d.h. dass mit einer neuartigen Rechner-
struktur, einer so genannten CNN-Universal Machine (CNN-
UM) (Roska und Chua, 1993), das Game of Life (Berlekamp
et al., 1982) implementiert werden kann, fanden umfangrei-
che Untersuchungen zur Realisierung derartiger Strukturen
(Espejo, 1995; Dom´ ıniguez-Castro et al., 1994; Li˜ n´ an et al.,
2002; Cruz und Chua, 1994) statt. Einem CNN-UM k¨ onnen
demzufolgeuniverselleEigenschaftenzugeordnetwerden;es
besteht im Wesentlichen aus einem CNN ausgestattet mit
analogen und digitalen Speichermodulen. Ein darauf imple-
mentiertes Programm ist wie in Abb. 2 prinzipiell aus einer
Folge von Verarbeitungsschritten aufgebaut, die mit unter-
schiedlichen Netzwerken erfolgen. Beispielsweise wird in
einem ersten Schritt nach Festlegung einer Anfangs- und
Randbedingung die dynamische Entwicklung des Netzwer-
kes zu einem stabilen Gleichgewicht f¨ uhren; die sich daraus
ergebenden Zellausgangsaktivit¨ aten, k¨ onnen nun f¨ ur ein an-
deres CNN als Anfangs- oder Eingangswerte herangezogen
werden. Die Fortf¨ uhrung dieser in Abb. 2 dargestellten Vor-
gehensweise resultiert schließlich zu einem CNN Programm,
das somit im Wesentlichen aus einer Folge verschiedener Pa-
rameters¨ atze von CNN besteht.
CNN-UM, die in abstrahierter Form als Cellular Wave
Computer bezeichnet werden, er¨ offnen daher neue M¨ oglich-
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Abb. 2. Einzelne Verarbeitungsschritte eines CNN-Programms
Abb. 2 prinzipiell aus einer Folge von Verarbeitungsschritten
aufgebaut, die mit unterschiedlichen Netzwerken erfolgen.
Beispielsweise wird in einem ersten Schritt nach Festlegung
einer Anfangs- und Randbedingung die dynamische Ent-
wicklung des Netzwerkes zu einem stabilen Gleichgewicht
f¨ uhren; die sich daraus ergebenden Zellausgangsaktivit¨ aten,
k¨ onnen nun f¨ ur ein anderes CNN als Anfangs- oder Ein-
gangswerte herangezogen werden. Die Fortf¨ uhrung dieser in
Abb. 2 dargestellten Vorgehensweise resultiert schließlich zu
einem CNN Programm, das somit im Wesentlichen aus einer
Folge verschiedener Parameters¨ atze von CNN besteht. CNN-
UM, die in abstrahierter Form als Cellular Wave Computer
bezeichnet werden, er¨ offnen daher neue M¨ oglichkeiten der
Signalverarbeitung. Dabei steht eigentlich die Idee im Vor-
dergrund, das dynamische Verhalten eines derartigen Netz-
werks zur Probleml¨ osung einzusetzen; obwohl in einigen Ar-
beiten nur die enorme, im Bereich von Tera-Operationen pro
Sekunde liegende Verarbeitungsgeschwindigkeit bei der An-
wendung von Standardverfahren n¨ utzlich war. Besonders at-
traktiv f¨ ur die Informationsverarbeitung sind solche Reali-
sierungen, in denen jede Zelle einen optischen Sensor zur
m¨ oglichen Messung von Eingangswerten besitzt. Solche so
genannten Cellular Visual Microprocessors (CVM) verbin-
den die Aufnahme visueller Signale mit deren Weiterverar-
beitung zu einem Schritt. Abbildung 3 vermittelt eine ¨ Uber-
sicht realisierter CVM; in K¨ urze wird das so genannte Q-
Eye Chip 112 (@) erh¨ altlich sein, das ¨ uber 176x144 Zellen
verf¨ ugt. W¨ ahrend ¨ altere Schaltkreise - wie z.B. das ACE400
Abb. 3. ¨ Ubersicht realisierter CVM
oder das ACE4K - nur ¨ uber speziell entwickelte Schnittstel-
len in Verbindung mit einem PC gesteuert werden konn-
ten, stellen das Bi-i visual system 100 (@) und das Eye-
Ris system 112 (@) eigenst¨ andige Systeme dar, die ¨ uber ei-
gene digitale Prozessoren zur Steuerung verf¨ ugen. Zur Ver-
deutlichung zeigt Abbildung 4 exemplarisch eine Photogra-
phie des Eye-Ris Systems. Alternativ dazu zeigen neuere
Abb. 4. Das EyeRis-System 112 (@)
Ver¨ offentlichungen, dass FPGA basierte Implementierungen
102 (@); 104 (@); 106 (@) eine interessante Alternative zu
den oben beschriebenen Schaltungen darstellen. Mit derarti-
gen Systemen k¨ onnen vergleichsweise viel gr¨ oßere Netzwer-
ke bei erh¨ ohter Darstellungsgenauigkeit zeitefﬁzient studiert
werden.
3 CNN zur visuellen Inspektion bei der Herstellung von
Metallobjekten
Aus der betr¨ achtlichen Anzahl von Anwendungen CNN-
basierter Methoden in der Informationstechnologie 114 (@);
132 (@); 116 (@); 118 (@); 134 (@); 136 (@); 138
(@); 120 (@); 122 (@); 124 (@); 140 (@); 142 (@), soll
an dieser Stelle exemplarisch ¨ uber eine eigene Untersu-
chung 20 (@) kurz berichtet werden, die in Zusammenar-
beit mit dem Fraunhofer Institut f¨ ur Physikalische Messtech-
nik (IPM) durchgef¨ uhrt wurde. Im Vordergrund stand dabei
eine Methode zur visuellen automatischen Inspektion von
Metallobjekten. ¨ Ublicherweise werden bei Anwendung einer
konventionellen Methode mit einer teilweise hochauﬂ¨ osen-
den Kamera aufgenommene Bildsequenzen eines beleuchte-
ten Pr¨ uﬂings auf einen PC ¨ ubertragen und im Rahmen ei-
ner Bildanalyse bestimmte Merkmale ermittelt; dabei erfol-
gen Farbvergleiche und Vollst¨ andigkeitskontrollen bis hin zu
einer Erfassung 2-3 dimensionaler geometrischer Gr¨ oßen.
Unterschiedliche Oberﬂ¨ achenstrukturen und Beleuchtungs-
situationen schr¨ anken jedoch die Leistungsf¨ ahigkeit konven-
tioneller Inspektionsmethoden erheblich ein. Im Vergleich
dazu ist eine manuelle, durch Menschen durchgef¨ uhrte In-
spektion deutlich robuster und wird h¨ auﬁg sogar zur End-
kontrolle eines Produktes in einer ansonsten vollautomati-
sierten Herstellung eingesetzt. In der im folgenden beschrie-
benen Studie wurde ein CNN-Verfahren hergeleitet, das der
Abb. 3. ¨ Ubersicht realisierter CVM.
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Abb. 2. Einzelne Verarbeitungsschritte eines CNN-Programms
Abb. 2 prinzipiell aus einer Folge von Verarbeitungsschritten
aufgebaut, die mit unterschiedlichen Netzwerken erfolgen.
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gangswerte herangezogen werden. Die Fortf¨ uhrung dieser in
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bezeichnet werden, er¨ offnen daher neue M¨ oglichkeiten der
Signalverarbeitung. Dabei steht eigentlich die Idee im Vor-
dergrund, das dynamische Verhalten eines derartigen Netz-
werks zur Probleml¨ osung einzusetzen; obwohl in einigen Ar-
beiten nur die enorme, im Bereich von Tera-Operationen pro
Sekunde liegende Verarbeitungsgeschwindigkeit bei der An-
wendung von Standardverfahren n¨ utzlich war. Besonders at-
traktiv f¨ ur die Informationsverarbeitung sind solche Reali-
sierungen, in denen jede Zelle einen optischen Sensor zur
m¨ oglichen Messung von Eingangswerten besitzt. Solche so
genannten Cellular Visual Microprocessors (CVM) verbin-
den die Aufnahme visueller Signale mit deren Weiterverar-
beitung zu einem Schritt. Abbildung 3 vermittelt eine ¨ Uber-
sicht realisierter CVM; in K¨ urze wird das so genannte Q-
Eye Chip 112 (@) erh¨ altlich sein, das ¨ uber 176x144 Zellen
verf¨ ugt. W¨ ahrend ¨ altere Schaltkreise - wie z.B. das ACE400
Abb. 3. ¨ Ubersicht realisierter CVM
oder das ACE4K - nur ¨ uber speziell entwickelte Schnittstel-
len in Verbindung mit einem PC gesteuert werden konn-
ten, stellen das Bi-i visual system 100 (@) und das Eye-
Ris system 112 (@) eigenst¨ andige Systeme dar, die ¨ uber ei-
gene digitale Prozessoren zur Steuerung verf¨ ugen. Zur Ver-
deutlichung zeigt Abbildung 4 exemplarisch eine Photogra-
phie des Eye-Ris Systems. Alternativ dazu zeigen neuere
Abb. 4. Das EyeRis-System 112 (@)
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werden.
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chung 20 (@) kurz berichtet werden, die in Zusammenar-
beit mit dem Fraunhofer Institut f¨ ur Physikalische Messtech-
nik (IPM) durchgef¨ uhrt wurde. Im Vordergrund stand dabei
eine Methode zur visuellen automatischen Inspektion von
Metallobjekten. ¨ Ublicherweise werden bei Anwendung einer
konventionellen Methode mit einer teilweise hochauﬂ¨ osen-
den Kamera aufgenommene Bildsequenzen eines beleuchte-
ten Pr¨ uﬂings auf einen PC ¨ ubertragen und im Rahmen ei-
ner Bildanalyse bestimmte Merkmale ermittelt; dabei erfol-
gen Farbvergleiche und Vollst¨ andigkeitskontrollen bis hin zu
einer Erfassung 2-3 dimensionaler geometrischer Gr¨ oßen.
Unterschiedliche Oberﬂ¨ achenstrukturen und Beleuchtungs-
situationen schr¨ anken jedoch die Leistungsf¨ ahigkeit konven-
tioneller Inspektionsmethoden erheblich ein. Im Vergleich
dazu ist eine manuelle, durch Menschen durchgef¨ uhrte In-
spektion deutlich robuster und wird h¨ auﬁg sogar zur End-
kontrolle eines Produktes in einer ansonsten vollautomati-
sierten Herstellung eingesetzt. In der im folgenden beschrie-
benen Studie wurde ein CNN-Verfahren hergeleitet, das der
Abb. 4. Das EyeRis-System (Anafocus Ltd).
keiten der Signalverarbeitung. Dabei steht eigentlich die
Idee im Vordergrund, das dynamische Verhalten eines der-
artigen Netzwerks zur Probleml¨ osung einzusetzen; obwohl
in einigen Arbeiten nur die enorme, im Bereich von Tera-
Operationen pro Sekunde liegende Verarbeitungsgeschwin-
digkeit bei der Anwendung von Standardverfahren n¨ utzlich
war. Besonders attraktiv f¨ ur die Informationsverarbeitung
sind solche Realisierungen, in denen jede Zelle einen opti-
schen Sensor zur m¨ oglichen Messung von Eingangswerten
besitzt.SolchesogenanntenCellularVisualMicroprocessors
(CVM) verbinden die Aufnahme visueller Signale mit deren
Weiterverarbeitung zu einem Schritt. Abbildung 3 vermittelt
eine ¨ Ubersicht realisierter CVM; in K¨ urze wird das so ge-
nannte Q-Eye Chip (Anafocus Ltd.) erh¨ altlich sein, das ¨ uber
176x144 Zellen verf¨ ugt.
W¨ ahrend ¨ altere Schaltkreise – wie z.B. das ACE400 oder
das ACE4K – nur ¨ uber speziell entwickelte Schnittstellen in
Verbindung mit einem PC gesteuert werden konnten, stellen
das Bi-i visual system (Zarandy und Rekeczky, 2005) und
das Eye-Ris System eigenst¨ andige Systeme dar, die ¨ uber ei-
gene digitale Prozessoren zur Steuerung verf¨ ugen. Zur Ver-
deutlichung zeigt Abb. 4 exemplarisch eine Photographie des
Eye-Ris Systems.
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menschlichen Vorgehensweise in einer visuellen Inspektion
n¨ aher ist, d.h. es wurde eine Fehlererkennung im Rahmen
eines Vergleichs zwischen dem fehlerfreien und dem fehler-
behafteten Zustand anhand von unterschiedlichen Aufnah-
men des Untersuchungsobjekts vorgenommen. Dazu wurden
im IPM mit der in Abb. 5 gezeigten Messapparatur Bildse-
quenzen aufgenommen, die bestimmte Kugellager und Ven-
tilplatten auf einer rotierenden Platte befestigt zeigen. Die
Abb. 5. Der Versuchsaufbau zur visuellen Inspektion von Ventil-
platten und Kugellagern
Beleuchtung der in Abb. 6 dargestellten Untersuchungsge-
genst¨ ande erfolgte gleichzeitig mit direktem und indirektem
Licht. Die dabei verwendeten Kugellager und Ventilplatten
waren zum Teil besch¨ adigt. Als Defektarten lagen f¨ ur die
Abb. 6. Beispiel f¨ ur die verwendeten Kugellager und Ventilplatten
Ventilplatten Ausbr¨ uche und Risse vor, w¨ ahrend f¨ ur die Ku-
gellager Variationen der Kantengr¨ oße, Kratzer und Variatio-
nen der Konzentrizit¨ at auftraten. Exemplarisch ist in Abb.
7 f¨ ur jeden derartigen Fall ein Beispiel angegeben. Die bei
Abb. 7. Beispiele f¨ ur Besch¨ adigungen der Bauteile. A Ausbruch,B
Riss,C Kantengr¨ oße,D Kratzer,E Konzentrizit¨ at
den Untersuchungen erhaltenen Ergebnisse belegen, dass mit
den implementierten, in Abb. 8 dargestellten CNN Verfahren
in nahezu allen F¨ allen eine zuverl¨ assige Erkennung m¨ oglich
war. Schwierige Beleuchtungssituationen unter bestimmten
Rotationswinkeln f¨ uhrten bei einer geringen Anzahl von Ob-
jekten zu Fehlerkennungen; f¨ ur einen jeweils anderen Rotati-
onswinkel konnten dann jedoch die Defekte fehlerfrei detek-
tiert werden. Somit erreicht man bei Verwendung von Auf-
nahmen mit unterschiedlicher Winkeln, d.h. unter ge¨ anderten
Beleuchtungssituationen, insgesamt eine fehlerfreie Erken-
nung von Defekten. Die angewendeten Verfahren basieren
auf der Beobachtung, dass Defekte ein ver¨ andertes Erschei-
nungsbild des Objektes in Hinblick auf seine Form und der
TexturseinerOberﬂ¨ achebewirken.DahererfolgtbeiAnwen-
dung dieser Verfahren jeweils nach Verbesserung der Bild-
qualit¨ at im Rahmen einer Vorverarbeitung die Bestimmung
eines Differenzbildes; dies sollte dann eventuell vorhandene
Defekte des zu untersuchenden Objekts enthalten. W¨ ahrend
bei den Ventilplatten sich schon der Vergleich zweier auf-
einander folgender Bilder als ausreichend erwies, werden
bei den Kugellagern Referenzaufnahmen herangezogen. Im
weiteren Verlauf 2 werden bei Anwendung beider Verfah-
ren nach einer Binarisierung morphologische Verarbeitungs-
schritte vorgenommen, d.h. eine mehrmalige Erosion 130
(@) durchgef¨ uhrt, die schließlich zur Defekterkennung f¨ uhrt.
W¨ ahrend in Abb. 9 zur Verdeutlichung einzelne Ergebnisse
gezeigt sind, vermitteln die Tabellen 1 und 2 einen ¨ Uberblick
¨ uber s¨ amtliche Resultate.
2Bei den Kugellagern werden vor der Binarisierung, wie in Abb.
8 dargestellt, noch vor der morphologischen Weiterverarbeitung be-
stimmte f¨ ur die Detektion relevante Bildbereiche ausgew¨ ahlt.
Abb. 5. Der Versuchsaufbau zur visuellen Inspektion von Ventil-
platten und Kugellagern.
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Alternativ dazu zeigen neuere Ver¨ offentlichungen, dass
FPGA basierte Implementierungen (Nagy und Szolgay,
2003; Toledo et al., 2005; Mart´ ınez et al., 2005) eine inter-
essante Alternative zu den oben beschriebenen Schaltungen
darstellen. Mit derartigen Systemen k¨ onnen vergleichsweise
viel gr¨ oßere Netzwerke bei erh¨ ohter Darstellungsgenauigkeit
zeitefﬁzient studiert werden.
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Abb. 7. Beispiele f¨ ur Besch¨ adigungen der Bauteile. A Ausbruch,B
Riss,C Kantengr¨ oße,D Kratzer,E Konzentrizit¨ at
den Untersuchungen erhaltenen Ergebnisse belegen, dass mit
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nahmen mit unterschiedlicher Winkeln, d.h. unter ge¨ anderten
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nung von Defekten. Die angewendeten Verfahren basieren
auf der Beobachtung, dass Defekte ein ver¨ andertes Erschei-
nungsbild des Objektes in Hinblick auf seine Form und der
TexturseinerOberﬂ¨ achebewirken.DahererfolgtbeiAnwen-
dung dieser Verfahren jeweils nach Verbesserung der Bild-
qualit¨ at im Rahmen einer Vorverarbeitung die Bestimmung
eines Differenzbildes; dies sollte dann eventuell vorhandene
Defekte des zu untersuchenden Objekts enthalten. W¨ ahrend
bei den Ventilplatten sich schon der Vergleich zweier auf-
einander folgender Bilder als ausreichend erwies, werden
bei den Kugellagern Referenzaufnahmen herangezogen. Im
weiteren Verlauf 2 werden bei Anwendung beider Verfah-
ren nach einer Binarisierung morphologische Verarbeitungs-
schritte vorgenommen, d.h. eine mehrmalige Erosion 130
(@) durchgef¨ uhrt, die schließlich zur Defekterkennung f¨ uhrt.
W¨ ahrend in Abb. 9 zur Verdeutlichung einzelne Ergebnisse
gezeigt sind, vermitteln die Tabellen 1 und 2 einen ¨ Uberblick
¨ uber s¨ amtliche Resultate.
2Bei den Kugellagern werden vor der Binarisierung, wie in Abb.
8 dargestellt, noch vor der morphologischen Weiterverarbeitung be-
stimmte f¨ ur die Detektion relevante Bildbereiche ausgew¨ ahlt.
Abb. 7. Beispiele f¨ ur Besch¨ adigungen der Bauteile. A Ausbruch,B
Riss,C Kantengr¨ oße,D Kratzer,E Konzentrizit¨ at.
3 CNN zur visuellen Inspektion bei der Herstellung von
Metallobjekten
Aus der betr¨ achtlichen Anzahl von Anwendungen CNN-
basierter Methoden in der Informationstechnologie (Rekecz-
ky et al., 1997; Vilarino und Rekeczky, 2004; Saatci und
Tavsanoglu, 2002; Koskinen et al., 2002; McRaven et al.,
2004; Cserey and Roska, 2003; Kim et al., 2000; Reinisch
et al., 2005; Geis et al., 2004; Puffer et al., 1996a; Are-
na et al., 1999; G´ al und Roska, 2000), soll an dieser Stel-
le exemplarisch ¨ uber eine eigene Untersuchung (Slavik et
al., 2006) kurz berichtet werden, die in Zusammenarbeit
mit dem Fraunhofer Institut f¨ ur Physikalische Messtechnik
(IPM) durchgef¨ uhrt wurde. Im Vordergrund stand dabei ei-
ne Methode zur visuellen automatischen Inspektion von Me-
tallobjekten. ¨ Ublicherweise werden bei Anwendung einer
konventionellen Methode mit einer teilweise hochauﬂ¨ osen-
den Kamera aufgenommene Bildsequenzen eines beleuchte-
ten Pr¨ uﬂings auf einen PC ¨ ubertragen und im Rahmen ei-
ner Bildanalyse bestimmte Merkmale ermittelt; dabei erfol-
gen Farbvergleiche und Vollst¨ andigkeitskontrollen bis hin zu
einer Erfassung 2–3 dimensionaler geometrischer Gr¨ oßen.
Unterschiedliche Oberﬂ¨ achenstrukturen und Beleuchtungs-
situationen schr¨ anken jedoch die Leistungsf¨ ahigkeit konven-
tioneller Inspektionsmethoden erheblich ein. Im Vergleich
dazu ist eine manuelle, durch Menschen durchgef¨ uhrte In-
spektion deutlich robuster und wird h¨ auﬁg sogar zur End-
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Sequenz False negatives False positives Wird der Defekt erkannt?
Crack 1 5 0 Ja
Disruption 1 1 0 Ja
Spots 1 0 0 Ja
ok 2 0 0 Nein
ok 3 0 0 Nein
Tabelle 1. Ergebnisse zur visuellen Inspektion von Ventilplatten mit CNN. Bei der Untersuchung wurden 5 Bildsequenzen mit je 40 Bildern
verwendet, die in der ersten Spalte verzeichnet sind. W¨ ahrend die ersten drei Sequenzen unterschiedliche Darstellungen defekter Objekte
enthalten, zeigen die zwei anderen Sequenzen fehlerfreie Ventilplatten. In diesen F¨ allen sind richtigerweise keine Defekte erkannt worden.
Sequenz False negatives False positives Wird der Defekt erkannt?
IDMark 06 1 0 Ja
IDMark 10 0 0 Ja
IRCCon 05 ?
3 ?
3 Ja
IDMark 22 0 0 Ja
ok 02 0 0 Nein
ok 03 0 0 Nein
ok 03a 0 0 Nein
ok b 0 0 Nein
Tabelle 2. Ergebnisse zur visuellen Inspektion von Kugellagern mit CNN. Bei der Untersuchung wurden 8 Bildsequenzen mit je 40 Bildern
verwendet, die in der ersten Spalte verzeichnet sind. W¨ ahrend die ersten vier Sequenzen unterschiedliche Darstellungen defekter Objekte
enthalten, zeigen die vier anderen Sequenzen fehlerfreie Kugellager. In diesen F¨ allen sind richtigerweise keine Defekte erkannt worden.
Abb.8.DarstellungdesVerfahrenszurInspektionvonKugelllagern
4 Zusammenfassung
In diesem Beitrag wurde nach einer Einf¨ uhrung in die theore-
tischen Grundlagen von CNN, eine kurze ¨ Ubersicht ¨ uber den
momentanen Stand und ¨ uber die Entwicklung schaltungs-
technischer programmierbarer Realisierungen als intelligen-
te Sensoren vermittelt. Derartige Anordnungen bieten neue
algorithmische M¨ oglichkeiten und k¨ onnen bei Verwendung
ihrer optischen Sensoren zu einer extrem schnellen Bildver-
arbeitung eingesetzt werden. Schließlich wird als ein aktu-
elles Beispiel noch die visuelle Inspektion von Metallobjek-
ten vorgestellt. Anhand von Bildsequenzen, die Kugellager
und Ventilplatten unter verschiedenen Rotationswinkel zei-
gen, konnte die Eignung dieser Netzwerke f¨ ur eine derartige
Aufgabenstellung nachgewiesen werden. Eine zuverl¨ assige
Erkennung von Defekten gelang f¨ ur alle betrachteten Pr¨ ufob-
jekte.
Danksagung. F¨ ur die ﬁnanzielle und praktische Unterst¨ utzung bei
der Entwicklung neuer Methoden zur visuellen Inspektion von Me-
tallobjekten sei dem Fraunhofer Institut f¨ ur Physikalische Mess-
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3In dieser Sequenz lag aufgrund der Messung bei verschiedenen
Bildern keine eindeutige Fehlerzuordnung vor.
Abb. 8. Darstellung des Verfahrens zur Inspektion von Kugellla-
gern.
kontrolle eines Produktes in einer ansonsten vollautomati-
sierten Herstellung eingesetzt. In der im folgenden beschrie-
benen Studie wurde ein CNN-Verfahren hergeleitet, das der
menschlichen Vorgehensweise in einer visuellen Inspektion
n¨ aher ist, d.h. es wurde eine Fehlererkennung im Rahmen ei-
nes Vergleichs zwischen dem fehlerfreien und dem fehlerbe-
hafteten Zustand anhand von unterschiedlichen Aufnahmen
des Untersuchungsobjekts vorgenommen. Dazu wurden im
IPM mit der in Abb. 5 gezeigten Messapparatur Bildsequen-
zen aufgenommen, die bestimmte Kugellager und Ventilplat-
ten auf einer rotierenden Platte befestigt zeigen.
Die Beleuchtung der in Abb. 6 dargestellten Untersu-
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Abb. 9. Exemplarisch dargestellte Ergebnisse. A Riss,B Ausbruch.
tionen unter bestimmten Rotationswinkeln f¨ uhrten bei ei-
ner geringen Anzahl von Objekten zu Fehlerkennungen; f¨ ur
einen jeweils anderen Rotationswinkel konnten dann jedoch
die Defekte fehlerfrei detektiert werden. Somit erreicht man
bei Verwendung von Aufnahmen mit unterschiedlicher Win-
keln, d.h. unter ge¨ anderten Beleuchtungssituationen, insge-
samt eine fehlerfreie Erkennung von Defekten. Die ange-
wendeten Verfahren basieren auf der Beobachtung, dass De-
fekte ein ver¨ andertes Erscheinungsbild des Objektes in Hin-
blick auf seine Form und der Textur seiner Oberﬂ¨ ache bewir-
ken. Daher erfolgt bei Anwendung dieser Verfahren jeweils
nach Verbesserung der Bildqualit¨ at im Rahmen einer Vorver-
arbeitung die Bestimmung eines Differenzbildes; dies soll-
te dann eventuell vorhandene Defekte des zu untersuchen-
den Objekts enthalten. W¨ ahrend bei den Ventilplatten sich
schon der Vergleich zweier aufeinander folgender Bilder als
ausreichend erwies, werden bei den Kugellagern Referenz-
aufnahmen herangezogen. Im weiteren Verlauf 2 werden bei
2Bei den Kugellagern werden vor der Binarisierung, wie in
Abb. 8 dargestellt, noch vor der morphologischen Weiterverar-
beitung bestimmte f¨ ur die Detektion relevante Bildbereiche aus-
gew¨ ahlt.
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Sequenz False negatives False positives Wird der Defekt erkannt?
Crack 1 5 0 Ja
Disruption 1 1 0 Ja
Spots 1 0 0 Ja
ok 2 0 0 Nein
ok 3 0 0 Nein
Tabelle 1. Ergebnisse zur visuellen Inspektion von Ventilplatten mit CNN. Bei der Untersuchung wurden 5 Bildsequenzen mit je 40 Bildern
verwendet, die in der ersten Spalte verzeichnet sind. W¨ ahrend die ersten drei Sequenzen unterschiedliche Darstellungen defekter Objekte
enthalten, zeigen die zwei anderen Sequenzen fehlerfreie Ventilplatten. In diesen F¨ allen sind richtigerweise keine Defekte erkannt worden.
Sequenz False negatives False positives Wird der Defekt erkannt?
IDMark 06 1 0 Ja
IDMark 10 0 0 Ja
IRCCon 05 ?3 ?3 Ja
IDMark 22 0 0 Ja
ok 02 0 0 Nein
ok 03 0 0 Nein
ok 03a 0 0 Nein
ok b 0 0 Nein
Tabelle 2. Ergebnisse zur visuellen Inspektion von Kugellagern mit CNN. Bei der Untersuchung wurden 8 Bildsequenzen mit je 40 Bildern
verwendet, die in der ersten Spalte verzeichnet sind. W¨ ahrend die ersten vier Sequenzen unterschiedliche Darstellungen defekter Objekte
enthalten, zeigen die vier anderen Sequenzen fehlerfreie Kugellager. In diesen F¨ allen sind richtigerweise keine Defekte erkannt worden.
Anwendung beider Verfahren nach einer Binarisierung mor-
phologische Verarbeitungsschritte vorgenommen, d.h. eine
mehrmalige Erosion (Chua und Roska, 2002) durchgef¨ uhrt,
die schließlich zur Defekterkennung f¨ uhrt.
W¨ ahrend in Abb. 9 zur Verdeutlichung einzelne Ergebnis-
se gezeigt sind, vermitteln die Tabellen 1 und 2 einen ¨ Uber-
blick ¨ uber s¨ amtliche Resultate.
4 Zusammenfassung
In diesem Beitrag wurde nach einer Einf¨ uhrung in die theore-
tischen Grundlagen von CNN, eine kurze ¨ Ubersicht ¨ uber den
momentanen Stand und ¨ uber die Entwicklung schaltungs-
technischer programmierbarer Realisierungen als intelligen-
te Sensoren vermittelt. Derartige Anordnungen bieten neue
algorithmische M¨ oglichkeiten und k¨ onnen bei Verwendung
ihrer optischen Sensoren zu einer extrem schnellen Bildver-
arbeitung eingesetzt werden. Schließlich wird als ein aktu-
elles Beispiel noch die visuelle Inspektion von Metallobjek-
ten vorgestellt. Anhand von Bildsequenzen, die Kugellager
und Ventilplatten unter verschiedenen Rotationswinkel zei-
gen, konnte die Eignung dieser Netzwerke f¨ ur eine derartige
Aufgabenstellung nachgewiesen werden. Eine zuverl¨ assige
3In dieser Sequenz lag aufgrund der Messung bei verschiedenen
Bildern keine eindeutige Fehlerzuordnung vor.
Erkennung von Defekten gelang f¨ ur alle betrachteten Pr¨ ufob-
jekte.
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