Suicidal ideation among American Indian youth by Yoder, Kevin Allan
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2001
Suicidal ideation among American Indian youth
Kevin Allan Yoder
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Clinical Psychology Commons, and the Race and Ethnicity Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Yoder, Kevin Allan, "Suicidal ideation among American Indian youth " (2001). Retrospective Theses and Dissertations. 1092.
https://lib.dr.iastate.edu/rtd/1092
INFORMATION TO USERS 
This manuscript has been reproduced from the microfilm master. UMI films 
the text directly from the original or copy submitted. Thus, some thesis and 
dissertation copies are in typewriter face, while others may be from any type of 
computer printer. 
The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality illustrations 
and photographs, print bleedthrough, substandard margins, and improper 
alignment can adversely affect reproduction. 
In the unlikely event that the author did not send UMI a complete manuscript 
and there are missing pages, these will be noted. Also, if unauthorized 
copyright material had to be removed, a note will indicate the deletion. 
Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand corner and continuing 
from left to right in equal sections with small overlaps. 
Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations appearing 
in this copy for an additional charge. Contact UMI directly to order. 
ProQuest Information and Learning 
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA 
800-521-0600 

Suicidal ideation among American Indian youth 
by 
Kevin Allan Yoder 
A dissertation submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
DOCTOR OF PHILOSOPHY 
Major: Sociology 
Major Professor: Dan R. Hoyt 
Iowa State University 
Ames, Iowa 
2001 
UMI Number: 3016758 
<g> 
UMI 
UMI Microform 3016758 
Copyright 2001 by Bell & Howell Information and Learning Company. 
All rights reserved. This microform edition is protected against 
unauthorized copying under Title 17, United States Code. 
Bell & Howell Information and Learning Company 
300 North Zeeb Road 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346 
ii 
Graduate College 
Iowa State University 
This is to certify that the Doctoral dissertation of 
Kevin Allan Yoder 
has met the dissertation requirements of Iowa State University 
For the Major Pro; 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
îii 
DEDICATION 
This dissertation is dedicated to the memory of my brother, Brian. He was born on 
May 7, 1978, and he took his own life on February 12, 1996. 
Life it seems will fade away, drifting further every day 
Getting lost within myselfj nothing matters no one else 
I have lost the will to live, simply nothing more to give 
There is nothing more for me, need the end to set me free 
Things not what they used to be, missing one inside of me 
Deathly lost this can't be real, cannot stand this hell I feel 
Emptiness is filling me, to the point of agony 
Growing darkness taking dawn, I was me but now he's gone 
No one but me can save myself, but it's too late 
Now I can't think, think why I should even try 
Yesterday seems as though it never existed 
Death greets me warm, now I will just say goodbye 
— "Fade to Black" by Metallica 
(Ride the Lightening © 1984) 
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ABSTRACT 
Risk factors for suicidal ideation among 212 American Indian youth were examined in 
this dissertation. The youth lived on or near three reservations in the upper Midwest, and they 
had an average age of 12 years. Nine percent of the youth reported current thoughts about 
killing themselves. Several factors were related to suicidal ideation among these youth: self-
esteem, depressive symptoms, substance use, discrimination, and negative life events. 
Hopelessness was unrelated to suicidal ideation, and this was attributed to the present- rather 
than future-oriented focus of Native people. Substance use emerged as the most important 
predictor of suicidal ideation, and it was argued that the strength of this relationship may have 
been due, in part, to variables that were correlated with both substance use and suicidal 
ideation but were not included in the model. It was concluded that both general (e.g., self-
esteem, depressive symptoms, substance use, and negative life events) and culturally-specific 
(e.g., discrimination) variables should be accounted for in order to folly understand suicidal 
ideation among American Indian youth. 
1 
INTRODUCTION 
The 1990 United States census identified nearly two million people of American Indian 
or Alaska Native heritage, and Native people comprise less than one percent of the total 
population of the United States. Moreover, the federal government of the United States 
recognizes almost 550 American Indian tribes, bands, pueblos, and villages, and every 
American Indian nation possesses its own unique history and cultural heritage (Beauvais, 
2000; Echo Hawk, 1997; Herring, 1999). American Indian nations are widely distributed 
throughout the contiguous forty-eight states and Alaska, and American Indians speak over 
200 different tribal languages. American Indians are a highly diverse people, and, in feet, 
researchers have estimated that American Indians account for half of the diversity present in 
the United States (Herring, 1999). 
Although American Indian nations are highly diverse, they evidence some 
commonalties. American Indians embrace values such as cooperation, peace, harmony, and 
politeness, and they are more present- than future-oriented. They believe that the needs of the 
whole tribe supersede the needs of the individual, and American Indian tribes emphasize the 
interconnectedness of clans or bands, which are subgroups within tribes whose members are 
considered to be related, regardless of biological relationships. Furthermore, American 
Indians value legends, stories, and cultural traditions, and grandparents are charged with the 
moral development of their grandchildren through the telling of legends and stories. Finally, 
spirituality is also important for American Indians; most believe in a supreme being or "Great 
Spirit" (Beauvais, 2000; Echo Hawk, 1997; Herring, 1999; Little Soldier, 1985). 
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In addition to the aforementioned cultural similarities, American Indian nations share a 
common historical relationship with European colonizers and the United States government 
that has been characterized as, at best, exploitative and, at its worst, genocidal (Allen, 1973; 
Duran & Duran, 1995; James, 1961). Since their arrival to the North American continent 
over 500 years ago, European colonizers have sought to assimilate Natives into European 
culture and to suppress Native culture and identity (Duran & Duran, 1995; Kirmayer, Brass, 
& Tait, 2000). Soon after the United States gained its independence from Great Britain, the 
government began implementing programs that forced American Indians to assimilate into 
American society. Native people were placed on reservations, and American Indian children 
were required to attend boarding schools. The boarding schools were created to assimilate 
Native children into American culture, and because the schools were often far from the tribe, 
American Indian children were unable to learn about their native culture (Berlin, 1986; Brave 
Heart & DeBruyn, 1998; Duran & Duran, 1995). 
The process of colonization by Europeans and subsequent federal government 
programs irreparably damaged American Indian tribes. The first European colonizers took 
American Indian lands and disrupted the daily lives of Native people, and as a result, many 
families were displaced and broken up. Later, the federal government placed American 
Indians on reservations that occupied unfamiliar land, and this further hurt Native culture. 
The reservations often lacked resources necessary for their economic survival, and this 
contributed to American Indian poverty. In addition, American Indian children were 
separated from their families as a result of boarding school attendance, and this further 
wounded Native families. Finally, the federal government's assimilation policies weakened the 
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traditional American Indian family and clan system as well as Native culture and identity 
(Beauvais, 2000; Berlin, 1986; Brave Heart & DeBruyn, 1998; Duran & Duran, 1995). 
The consequences of these policies are evident today, especially among American 
Indian children and adolescents. The federal government has done very little to help make 
American Indian tribes economically self-sustaining. As a result, American Indians who live 
on reservations — approximately one-half of all American Indians live on reservations today — 
survive in highly impoverished conditions, and they are highly dependent on the federal 
government for their subsistence. American Indian children and adolescents suffer from the 
effects of this poverty (Berlin, 1986; Duran & Duran, 1995; Holmes, 1988; James, 1961). In 
addition, American Indian youth struggle with the conflicting demands of independence 
promoted by American culture, on the one hand, and interdependence promoted by American 
Indian culture, on the other hand. These youth also deal with discrimination in their daily 
lives, and they are quite frequently exposed to traumatic events such as death, car accidents, 
and violence (Beauvais, 2000; Condon, 1990; Jones, Dauphinais, Sack, & Somervell, 1997). 
Finally, these youth may experience historical unresolved grief that has been passed on 
through the generations, which is similar to the experiences of children of Holocaust survivors 
(Brave Heart & DeBruyn, 1998). 
The aforementioned difficulties — poverty, conflicting cultural demands, discrimination, 
exposure to traumatic events, and historical unresolved grief— have contributed to a number 
of problems among American Indian children and adolescents. Most notably, alcohol and 
drug use and abuse are relatively common among American Indian youth. American Indian 
youth report more use of alcohol, marijuana, inhalants, stimulants, hallucinogens, and heroin 
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than do non-Native youth (Beauvais, Getting, & Edwards, 1985). Substance use begins at a 
relatively early age among American Indian youth. Moncher, Holden, and Trimble (1990) 
discovered that, among fourth and fifth grade American Tnriian youth in the Pacific Northwest 
and Oklahoma who were an average of 10.27 years old, 43.6% had ever used alcohol, 6.6% 
had ever used inhalants, and 10.2% had ever used marijuana 
American Indian youth also manifest a number of mental health problems. Lefley 
(1984) found that American Indian children in Florida (average age of approximately 10.40 
years old) had significantly lower self-esteem than did children in a comparably-aged non-
Native comparison group. Depression is a commonly-reported problem among American 
Indian youth, especially during adolescence (Berlin, 1986; Blum, Harmon, Harris, Bergeisen, 
& Resnick, 1992; Shore & Manson, 1983). In two studies of high school students, a greater 
proportion of American Indian adolescents met diagnostic criteria for clinical depression than 
did non-Native adolescents (cited in U.S. Congress, Office of Technology Assessment, 1990). 
In two studies of children, however, American Indian children reported fewer depressive 
symptoms than did non-Native children (Dion, Gotowiec, & Beiser, 1998; Sack, Beiser, 
Baker-Brown, & Redshirt, 1994). 
Nevertheless, the most troubling mental health problem among American Indian youth, 
however, is suicide. American Indian youth have the highest suicide rates among all racial / 
ethnic groups in the United States.1 In 1986, the suicide rate (per 100,000) for all races stood 
at 1.5 for children ages 10 to 14 and 10.2 for youth ages 15 to 19; the corresponding rates for 
1 While the overall suicide rate is relatively high, it should be noted that suicide rates vary significantly from 
tribe to tribe, so it is important to avoid the stereotype of "The Suicidal Indian" (Lester, 1997; May, 1987; 
May & Van Winkle, 1994; Shore, 1975). 
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American Indian youth were 6.9 and 26.3, respectively (U.S. Congress, Office of Technology 
Assessment. 1990). Furthermore, lifetime suicide attempt rates are higher among American 
Indian youth when compared with other youth ages 13 to 18. Novins and colleagues (1999) 
report lifetime suicide attempt rates of 13% to 23% among American Indian high school 
students; in contrast, researchers have reported lifetime suicide attempt rates of 7% to 16% in 
samples of non-Native high school students and rates of 20% to 24% in samples of non-
Native adolescent psychiatric inpatients (Carlson & Cantwell, 1982; King, 1997; Ko vacs, 
Goldston, & Gatsonis, 1993; U.S. Department of Health and Human Services, 1991). Finally, 
rates of current suicidal ideation are higher among American Indian youth when compared 
with other youth ages 13 to 18. Among American Indian youth, rates of current suicidal 
ideation range from 14% to 41%, and among other youth, the rates range from 10% to 15% 
(King, 1997; Novins, Beals, Roberts, & Manson, 1999). 
Moreover, researchers have noted that suicidal behavior lies on a continuum from 
suicidal thoughts and plans to suicide attempts, and, ultimately, completed suicide (King, 
1997). This suggests that suicide attempts, and thus completed suicide, might be averted, in 
part, by recognizing and treating suicidal ideation. As a result, it is important to determine 
characteristics of youth that are related to suicidal ideation, and this is especially true for high-
risk American Indian youth. Numerous articles have been written about completed suicide 
(e.g., Dizmang, Watson, May, & Bopp, 1974; May, 1987; May & Van Winkle, 1994) and 
suicide prevention (e.g., Levy & Kunitz, 1987; Long, 1986; Metha & Webb, 1996; 
Middlebrook, LeMaster, Beals, Novins, & Manson, 2001; Thompson, 1989) among American 
Indian youth, and a fair number have been written about suicide attempts (Borowsky, 
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Resnick, Ireland, & Blum, 1999; Dinges & Duong-Tran, 1993, 1994; Grossman, Milligan, & 
Deyo, 1991; Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992; Manson, 
Beals, Dick, & Duclos, 1989; Pharris, Resnick, & Blum, 1997; Thurman, Martin, & Martin, 
1995; Zitzow & Desjarlait, 1994) and suicidal ideation (Dinges & Duong-Tran, 1993,1994; 
Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992; Keane, Dick, Bechtold, & 
Manson, 1996; Manson, Beals, Dick, & Duclos, 1989; Novins, Beals, Roberts, & Manson, 
1999; Pharris, Resnick, & Blum, 1997; Sack, Beiser, Baker-Brown, & Redshirt, 1994; Sack, 
Beiser, Phillips, & Baker-Brown, 1993) among these youth. This dissertation expands the 
literature in this area by examining risk factors for suicidal ideation among American Indian 
youth from three reservations in the upper Midwest. 
This first section of the dissertation presented introductory information on American 
Indians and some statistics related to suicide in this high-risk population. The second section 
of this dissertation (Theoretical Models and Perspectives) presents the theoretical model to be 
tested, and it reviews theories that are used to justify the theoretical model. The third section 
of this dissertation (Literature Review) reviews the literature as it relates to the theoretical 
model presented in the second section. The fourth section (Method) provides a discussion of 
the sample, the measures used in the analyses, and the analytic strategy pursued in the study. 
The fifth section (Results) gives a detailed description of the results of the analyses. The final 
section (Conclusion) provides a summary of the dissertation and outlines the significance of 
the findings. 
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THEORETICAL MODEL AND PERSPECTIVES 
Theoretical Model 
The theoretical model to be tested is illustrated in Figure 1. Each path that connects 
two variables is labeled with a capital letter(s), and, in parentheses, the expected direction of 
the relationship between the two variables (+ or -). Several paths consist of straight, single-
headed arrows (Paths D to R and Y to BB), and the remaining paths consist of curved, 
double-headed arrows (Paths A to C and S to X). Paths with single-headed arrows denote 
causal relationships between variables, and paths with double-headed arrows suggest 
correlations (but not causal relationships) between variables. 
Twenty-eight different hypothesized paths are presented in Figure 1. To begin, it is 
hypothesized that Enculturation, Discrimination, and Negative Life Events will be positively 
correlated with one another (Paths A to C). In addition, it is hypothesized that Enculturation 
will be positively related to Self-Esteem and negatively related to Depressive Symptoms, 
Hopelessness, Substance Use, and Suicidal Ideation (Paths D to H). Furthermore, it is 
hypothesized that Discrimination and Negative Life Events will be negatively related to Self-
Esteem and positively related to Depressive Symptoms, Hopelessness, Substance Use, and 
Suicidal Ideation (Paths I to R). Moreover, it is hypothesized that Self-Esteem will be 
negatively correlated with Depressive Symptoms, Hopelessness, and Substance Use (Paths S 
to U) and that Depressive Symptoms, Hopelessness, and Substance Use will be positively 
related to one another (Paths V to X). Finally, it is hypothesized that Self-Esteem will be 
negatively related to Suicidal Ideation and that Depressive Symptoms, Hopelessness, and 
Substance Use will be positively related to Suicidal Ideation (Paths Y to BB). 
D(+) 
Enculturation 
Y(-) 
f (-) / 
|S(-) / 
G(-) 
H (-) 
T(-) 
Depressive Symptoms 
l(-) 
J(+] Z(+) 
K(+) V(t) 
( Discrimination Suicidal Ideation 
M (+) 
Hopelessness 
N(-) I  W ( + )  
|C (+) 'o (+; 
p<+) 
\ 
\ Q(+) 
BB (+) 
(" Negative Life Events 
Substance Use 
Figure 1. Theoretical Model 
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It should be emphasized that the theoretical model in Figure 1 incorporates two types 
of predictors of suicidal ideation — those that are important for youth in a number of racial / 
ethnic groups (Negative Life Events, Self-Esteem, Depressive Symptoms, Hopelessness, and 
Substance Use) and those that are important for minority youth in general (Discrimination) or 
American Indian youth in particular (Enculturation). Several researchers have noted the 
importance of incorporating both types of variables when studying suicidal behavior among 
American Indians. Lester (1997) states simply that the predictors of suicidal behavior among 
American Indians are the same as those among whites. Berlin (1985, 1986) notes that cultural 
factors are important, especially in light of the historical oppression and current problems 
experienced by American Indians. 
Theoretical Perspectives 
This section contains a discussion of the theoretical perspectives that are used to 
justify the theoretical model in Figure 1, and empirical support for each path is presented in 
the next section (Literature Review). The theoretical perspectives reviewed in this section 
include the following: the enculturation hypothesis, the stress process paradigm, self-esteem 
theory, the cognitive theory of depression, the affect-regulation model of substance use, and 
the escape theory of suicide. Each path in Figure 1 is justified by one or more of these 
theoretical perspectives, and overlap between some of the theoretical perspectives is evident. 
Nevertheless, each perspective contributes something unique to the formulation of the 
theoretical model. 
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Enculturation Hypothesis 
The first theoretical perspective guiding this research is the enculturation hypothesis. 
Enculturation is defined as "the process by which individuals learn about and identify with 
their traditional ethnic culture" (Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1998, 
page 199; see also Little Soldier, I985).2 This process stands in contrast to acculturation, 
which is "the process by which an ethnic minority individual assimilates to the majority 
culture" (Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1998, page 201; see also Little 
Soldier, 1985). Adolescence is an important stage in the life course because it is a time when 
identity development occurs (Erikson, 1963), and ethnic identity, which is related to 
enculturation, is a salient component of development among minority adolescents (Phinney, 
1990; Phinney, Cantu, & Kurtz, 1997). 
Proponents of the enculturation hypothesis believe that enculturation can have a 
positive influence on American Indian youth for at least three reasons. First, the process of 
enculturation provides youth the opportunity to develop social roles that help them fit into the 
community Second, the process of enculturation allows youth to connect with people who 
value their ethnic heritage. The sense of belonging and connectedness enhances the youth's 
self-esteem and helps protect against feelings of depression. Finally, the process of 
enculturation exposes American Indian youth to traditional beliefs that include sanctions 
against deviant behaviors. As a result, American Indian youth who experience more 
enculturation are less likely to use alcohol and drugs (Zimmerman, Ramirez, Washienko, 
2 Researchers are inconsistent in their definition of enculturation. Herring (1999) describes enculturation as 
the forced cultural assimilation of minority people by the dominant society. The definition provided by 
Zimmerman and colleagues will be used throughout this dissertation. 
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Walter, & Dyer, 1996, 1998). 
Unfortunately, enculturation may also have negative consequences for American 
Indian youth. Native youth who are more enculturated may find it difficult to fit in with the 
dominant Anglo culture, and this may increase the likelihood of being discriminated against 
(Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1998). Furthermore, it seems plausible 
that the more-enculturated American Indian youth who maintain strong ties with people in 
their community might be exposed to more negative life events, but this has not been 
discussed in the literature on American Indian youth. At the same time, however, 
enculturation may buffer the effects of discrimination and negative life events on self-esteem, 
depression, and substance use (Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1998). 
In sum, it is important to consider enculturation when conducting research on mental 
health among American Indian youth because it can serve as an important protective factor 
and, as Zimmerman and colleagues (1998) argue, it is "culturally relevant" and "does not use 
mainstream norms as the benchmark for comparison" (page 200). For these reasons, 
enculturation is included in the theoretical model (Figure 1), and based on the enculturation 
hypothesis, the following hypotheses are offered: Enculturation will be positively correlated 
with Negative Life Events (Path A) and Discrimination (Path B); Enculturation will be 
positively related to Self-Esteem (Path D); and Enculturation will be negatively related to 
Depressive Symptoms, Hopelessness, Substance Use, and Suicidal Ideation (Paths E to H). 
Stress Process Paradigm 
The second theoretical perspective guiding this research is the stress process paradigm 
(Avison & Gotlib, 1994; Pearlin, 1989; Pearlin, Menaghan Lieberman, & Mullan, 1981). 
12 
Proponents of the stress process paradigm contend that stressful life events influence mental 
health outcomes. A number of stressors have been studied in the literature, and they generally 
fall into two broad categories — discrete life events (e.g., death in the family, criminal 
victimization) and chronic strains (e.g., persistent relationship problems, long-term illness of a 
loved one). Discrete life events have received the most attention in the literature, and 
researchers have concluded that negative, but not positive, life events influence mental health 
outcomes (McLean & Link, 1994). In addition, several mental health outcomes have been 
studied, but the most common outcomes are anxiety and depression (Pearlin, 1989). 
The relationship between stressful life events and mental health problems is neither 
inevitable nor necessarily direct. Several mediators and moderators of this relationship have 
been discussed in the literature. A mediating variable accounts for some of the relationship 
between an independent and dependent variable, and a moderating variable affects the 
direction and / or strength of the relationship between an independent and dependent variable 
(Baron & Kenny, 1986). Personal resources such as self-esteem and self-efficacy or mastery 
are commonly-studied mediators of the relationship between stressful life events and mental 
health problems, and this means that stressful life events tend to influence self-esteem and self-
efficacy, which, in turn, influence mental health problems (Pearlin, 1989). Coping resources 
(how people handle problems), self-esteem, and social support are commonly-studied 
moderators of the relationship between stressful life events and mental health problems, and 
this means that the effects of stressful life events are mitigated by positive coping resources, 
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higher self-esteem, and the presence of social supports (Pearlin, 1989; Pearlin, Menaghan, 
Lieberman, &Mullan, 1981).3 
Researchers studying the stress process from a sociological perspective note that the 
types of stressors one experiences can be influenced by one's location in the social structure, 
which include systems of stratification such as class, race and ethnicity, and gender (Pearlin, 
1989, page 242). People who are from minority racial and ethnic groups may be more 
vulnerable to social isolation and stresses associated with racism and discrimination, which 
increase their susceptibility to mental health problems (Harrell, 2000; Moritsugu & Sue, 1983; 
Slavin, Rainer, McCreary, & Gowda, 1991). In fact, Harrell (2000) expanded the stress 
process model by incorporating racism-related stress as one factor in the mental health 
problems of people in minority racial and ethnic groups. Harrell identified six types of racism-
related stress: racism-related life events (e.g., being hassled by police), vicarious racism 
experiences (e.g., discrimination experienced by family members), daily racism microstressors 
(e.g., being ignored in a place of business), chronic-contextual stressors (e.g., poor living 
conditions), collective experiences of racism (e.g., negative portrayal of minorities in the 
media), and the transgenerational transmission of group traumas (e.g., socialization of trauma-
related behavior from one generation to the next) (Harrell, 2000, pages 45-46). 
In sum, proponents of the stress process paradigm contend that stressful life events 
influence mental health outcomes, and Harrell (2000) expanded the stress process model by 
incorporating racism-related stress as one factor in the mental health problems of people in 
3 Social support does not always mitigate the effects of stressful life events. For instance, Lorenz, Hraba, 
Conger, and Pechacovâ (1996) found that a relationship between economic adjustments and dianges in 
depressive symptoms did not exist among women who had low perceived social support whereas the 
relationship was positive for women who had high perceived social support. 
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minority racial and ethnic groups, which, is pertinent for American Indian youth. Based on the 
stress process paradigm, the following hypotheses are offered (see Figure 1): Discrimination 
and Negative Life Events will be positively related to Depressive Symptoms, Hopelessness, 
and Suicidal Ideation (Paths J to L and O to Q); and by the mediation argument, 
Discrimination and Negative Life Events will be indirectly related to Suicidal Ideation via Self-
Esteem (Paths I, N, and Y). Finally, it is hypothesized that Discrimination and Negative Life 
Events will be positively correlated (Path C). The stress process paradigm does not predict 
this relationship, but Discrimination and Negative Life Events are expected to be correlated 
because they are both stressors that are relatively common among American TnHian youth 
(LaFromboise & Bigfoot, 1988; Long, 1983). 
S elf-Esteem Theory 
The third theoretical perspective guiding this research is self-esteem theory. Two main 
propositions that underlie self-esteem theory are relevant in the present study. First, people 
have a "self-maintenance motive" to view themselves in a positive light., and, failing this, they 
may react by becoming depressed. Second, self-esteem is developed through social 
interaction via the process of "reflected appraisals" — feelings about oneself are influenced by 
the judgments of what others think (Rosenberg, Schooler, & Schoenbach, 1989). This 
proposition has its roots in the symbolic interactionist theories of Charles Horton Cooley and 
George Herbert Mead. Briefly, Cooley's concept of the "looking glass self' holds that people 
develop a social self by reacting to their perceptions of others' imagination and assessment of 
them, and Mead's concept of "taking the role of the generalized other" holds that people take 
the role of the generalized other (the attitudes of the community) in order to understand 
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others' responses from the viewpoint of social norms (LaRossa & Reitzes, 1993; Ritzer, 1996; 
Rosenberg, Schooler, & Schoenbach, 1989). 
Five of the paths presented in Figure 1 are justified on the basis of self-esteem theory. 
First, it is hypothesized that Discrimination will be negatively related to Self Esteem (Path I). 
Based on the concept of reflected appraisals, American Indian youth may perceive themselves 
negatively when others discriminate against them based on their race. Second, it is 
hypothesized that Self-Esteem will be negatively correlated with Depressive Symptoms and 
Hopelessness and negatively related to Suicidal Ideation (Paths S, T, and Y). Based on the 
concept of the self maintenance motive, people strive to view themselves in a positive light, 
and failing this, they may react by becoming depressed (and, presumably, feeling hopeless 
about the future and thinking about suicide; the relationships among depression, hopelessness, 
and suicidal ideation are discussed in the Cognitive Theory of Depression subsection below). 
Cognitive Theory of Depression 
The fourth theoretical perspective guiding this research is the cognitive theory of 
depression. As with the stress process paradigm discussed above, proponents of the cognitive 
theory of depression believe that negative life events, especially those that involve loss, can 
trigger depression. The likelihood that people react to negative life events by becoming 
depressed depends on their predisposing vulnerability to depression as well as the salience of 
the events for the people, however. Once people develop depression, they evidence a 
negative "cognitive triad" that consists of (1) negative views of the self (low self esteem), (2) 
negative interpretation of experiences and the world (depressive thoughts), and (3) negative 
views of the future (hopelessness) (Beck, 1976; Rush & Beck, 1978). 
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People who are depressed attribute problems in their lives to perceived flaws in 
themselves, and because of these flaws, they feel worthless and unlovable. They castigate 
themselves for their perceived weaknesses, and they tend to view the world in negative terms. 
People who are depressed often commit several cognitive errors when interpreting their 
experiences and the world around them. For instance, they may draw negative conclusions 
arbitrarily without supporting evidence or in the face of contradictory evidence, they may 
generalize on the basis of a single incident (e.g., failing one test in school means that I am not 
intelligent), and they may magnify the significance of an otherwise ordinary event (Beck, 
1976; Kovacs & Beck, 1978; Rush & Beck, 1978). 
Furthermore, people who are depressed tend to develop pessimistic views about the 
future. They tend to feel that they will always be unlovable and flawed, and they have very 
little hope that their lives will change for the better in the future. The consequences of this 
negative cognitive triad of low self-esteem, depressive thoughts, and hopelessness can be 
devastating. People who are depressed might believe that they do not deserve to live, they 
want to die in order to escape their unbearable problems, and they will not be missed if they 
would die. As a result, they are prone to think- about, and attempt, suicide because it seems 
like the most rational thing to do (Beck, 1976; Rush & Beck, 1978). 
Several of the paths presented in Figure 1 are justified on the basis of the cognitive 
theory of depression. First, it is hypothesized that Discrimination and Negative Life Events 
will be negatively related to Self-Esteem and positively related to Depressive Symptoms and 
Hopelessness (Paths I to K and N to P). Negative Life Events will likely be related to Self 
Esteem, Depressive Symptoms, and Hopelessness because people may attribute the negative 
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events to flaws in themselves and because people may feel that they have lost something or 
someone who is important for their happiness. Discrimination will likely be related to Self-
Esteem, Depressive Symptoms, and Hopelessness among the youth in the present study 
because discrimination targets a salient part of their identity — that of being an American 
Indian — and because people may attribute this discrimination to flaws in themselves. 
Second, it is hypothesized that Self-Esteem will be negatively correlated with 
Depressive Symptoms and Hopelessness and that Depressive Symptoms will be positively 
correlated with Hopelessness (Paths S, T, and V). This set of hypotheses follows directly 
from the idea of the negative "cognitive triad" because people who are depressed tend to 
exhibit low self esteem, depressive thoughts, and hopelessness together. Finally, it is 
hypothesized that Self-Esteem will be negatively related to Suicidal Ideation and that 
Depressive Symptoms and Hopelessness will be positively related to Suicidal Ideation (Paths 
Y to AA). These hypotheses follow directly from the arguments made by Beck (1976; Rush 
& Beck, 1978) that people who are depressed may think that the best way to escape their 
unbearable problems is to take their own lives. 
Affect-Regulation Model of Substance Use 
The fifth theoretical perspective guiding this research is the affect-regulation model of 
substance use. The premise of this model is simple and straightforward. Proponents of the 
affect-reguiation model of substance use believe that people use substances such as alcohol 
and drugs in order to cope with stressful life events or to reduce the negative affect that 
results from stressful life events (Hussong & Chassin, 1994; Marlatt, 1976; Wills, 1988). 
Empirical studies have confirmed the relationships of stressful life events and negative affect 
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with substance use, but the findings have not been consistent (Hussong & Chassin, 1994; 
Mariait, 1976; Wills, 1988). Moreover, alternative models of substance use have been 
proposed. Getting and Beauvais (1986) developed peer cluster theory to explain substance 
use among adolescents. They argue that peer groups are the most important proximal causes 
of substance use among youth, but they recognize that psychological problems can influence 
the choice of peer groups, which, in turn, influences smbstance use. Other researchers have 
suggested that the affect regulation model of substance use is untenable and that context is the 
most important determinant of substance use (O'Nell & Mitchell, 1996). 
These criticisms notwithstanding, the affect-regulation model of substance use seems 
to provide a plausible explanation for substance use among youth. Five paths that are 
presented in Figure 1 are justified on the basis of the affect-regulation model of substance use. 
It is hypothesized that Discrimination and Negative Life Events will be positively related to 
Substance Use (Paths M and R), that S elf-Esteem wilfl be negatively correlated with Substance 
Use (Path U), and that Depressive Symptoms and Hopelessness will be positively correlated 
with Substance Use (Paths W and X). One might argue that these hypotheses are consistent, 
to some degree, with the alternatives presented above- For instance, Getting and Beauvais 
(1986) recognize that psychological problems will be related to substance use (albeit 
indirectly), and from their perspective, then, the mode] in Figure 1 is missing a measure of 
peer substance use. Moreover, Discrimination and Negative Life Events might serve as proxy 
measures of the context in which these youth live, which suggests that the paths involving 
these variables (Paths M and R) are consistent with tine arguments of O'Nell and Mitchell 
(1996). 
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Escape Theory of Suicide 
The final theoretical perspective guiding this research is the escape theory of suicide. 
The key premise of this theory is that people commit suicide in order to escape from aversive 
self-awareness (Baumeister, 1990). Baumeister draws on self-awareness theory, which was 
proposed by Duval and Wicklund (1972; also Wicklund, 1975) and Carver and Scheier (1981; 
also Carver, 2001). Proponents of self-awareness theory believe that various stimuli cause 
people to focus attention either on their environment or on themselves. Duval and Wicklund 
(1972; Wicklund, 1975) refer to focus on the environment as "subjective self-awareness" and 
focus on the self as "objective self-awareness" or "self-focused attention." People in a state of 
objective self-awareness view themselves as objects in the sense of Mead — when people "take 
the role of the generalized other" they become objects to themselves and their consciousness 
(Duval & Wicklund, 1972; LaRossa & Reitzes, 1993). 
When people enter the state of objective self-awareness, they begin to evaluate 
themselves relative to standards that are evoked by the stimulus. According to Duval and 
Wicklund (1972; Wicklund, 1975), if people perceive that they have fallen short of the 
standard of comparison, they tend to experience negative affect. People try to ameliorate this 
negative affect by reducing the negative discrepancy between their behavior and their 
behavioral standard or by avoiding the stimulus that evoked the comparison. Carver and 
Scheier (1981) differ from Duval and Wicklund on this point, however. Carver and Scheier 
believe that negative affect occurs only when people believe that they cannot reduce the 
negative discrepancy between their behavior and their behavioral standard (Carver, 2001; 
Carver & Scheier, 1981; Pyszczynski & Greenberg, 1987). 
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Baumeister's (1990) escape theory of suicide follows naturally from self-awareness 
theory. Baumeister notes six basic steps in the escape theory of suicide. First, people 
experience an outcome that falls below standards of comparison, and this outcome can result 
from unrealistically high expectations, problems or setbacks, or both. Second, people blame 
themselves for the negative outcome. Third, people engage in self-focused attention by 
comparing themselves with salient standards, and, as a result, they will have a tendency to feel 
inadequate or incompetent. Fourth, as a consequence of felling short of their standards, 
people will fell victim to negative affect. Fifth, once negative affect sets in, people try to 
escape these feelings by engaging in cognitive deconstruction — avoiding meaningful thoughts 
and focusing on immediate and concrete actions and goals (Le., see themselves as objects). 
Finally, when cognitive deconstruction fails to alleviate the negative affect, people desire more 
extreme means of escape. People in this situation experience lower inhibitions, and this 
increases the likelihood of attempting suicide. 
Baumeister summarizes the escape theory of suicide in this way: "suicide thus emerges 
as an escalation of the person's wish to escape from meaningful awareness of current life 
problems and their implications about the self' (Baumeister, 1990, p. 91). Baumeister notes 
that a suicide attempt is not inevitable when a negative outcome has been experienced. In 
fact, he views each step as "choice points in a decision tree" so that a suicide attempt results 
only when all of the choices outlined above are made (p. 91). A suicide attempt may be 
avoided ifj for example, people do not blame themselves for the negative outcome. It should 
also be noted that Baumeister has discussed attempted suicide in particular in this statement of 
the escape theory of suicide. Nevertheless, given the strong relationship between suicidal 
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ideation and attempts, this is a logical model to use with suicidal ideation as the outcome of 
interest. 
Some of the paths presented in Figure 1 are justified on the basis of the escape theory 
of suicide; however, several elements of the theory are not represented in Figure 1. To begin, 
Discrimination and Negative Life Events can be viewed as negative outcomes that are 
discussed in the first step of the theory. The second step, that of self-blame, is not explicitly 
accounted for in the model, and the third step can only be inferred from lower levels of Self-
Esteem that might result from Discrimination and Negative Life Events (Paths I and N). The 
fourth step in this theory predicts that Depressive Symptoms and Hopelessness will arise from 
lower Self-Esteem (Paths S and T). The fifth step, that of cognitive deconstruction, is not 
explicitly accounted for in the model Nevertheless, the final step in the model justifies the 
hypothesized positive relationship between Substance Use and Suicidal Ideation (Path BB) 
because both are seen as ways in which people attempt to escape negative outcomes and 
negative affect. 
Remarks 
This section provided a discussion of the theoretical perspectives that are used to 
justify the theoretical model in Figure 1. At this point, however, a few remarks are in order. 
First, some of the theoretical perspectives overlap in the justification of some of the paths in 
Figure 1, but each perspective contributes something unique to the formulation of the 
theoretical model. Second, it is assumed in Figure 1 that Enculturation, Discrimination, and 
Negative Life Events precede Self-Esteem, Depressive Symptoms, Hopelessness, Substance 
Use, and Suicidal Ideation, and all of the theories discussed above support this assumption. 
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Third, it is assumed that Self-Esteem Depressive Symptoms, Hopelessness, and Substance 
Use precede Suicidal Ideation. Indeed, the cognitive theory of depression assumes that Self-
Esteem, Depressive Symptoms, and Hopelessness precede Suicidal Ideation, but the escape 
theory of suicide predicts that Self-Esteem, Depressive Symptoms, and Hopelessness precede 
both Substance Use and Suicidal Ideation and that the latter are correlated (but not necessarily 
causally related). 
Finally, it is assumed that Self-Esteem, Depressive Symptoms, Hopelessness, and 
Substance Use are intercorrelated but not necessarily causally related. The cognitive theory of 
depression implies that Self-Esteem, Depressive Symptoms, and Hopelessness will be 
intercorrelated but not causally related. Nevertheless, several of the theoretical perspectives 
support alternative causal ordering among these variables. The stress process paradigm, self-
esteem theory, and the escape theory of suicide suggest that Self Esteem will precede 
Depressive Symptoms and Hopelessness, and the affect-regulation model of substance use 
implies that Self-Esteem, Depressive Symptoms, and Hopelessness will precede Substance 
Use. 
It is also possible that Substance Use could precede Self-Esteem, Depressive 
Symptoms, and Hopelessness because the pharmacological actions of some drugs (e.g., 
alcohol, cocaine, amphetamines, opiates, and hallucinogens) include symptoms of depression 
and lower self-esteem (Brown, Aarons, & Abrantes, 2001; Pagliaro & Pagliaro, 1996). 
Moreover, Ahlgren and Norem-Hebeisen (1979) argue that substance use might precede 
lower self-esteem because youth who have lower self-esteem might be more vulnerable to life 
problems that increase the likelihood of substance use. These alternative causal orderings 
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suggested by different theoretical perspectives notwithstanding, Suicidal Ideation is the 
dependent variable that is of primary interest in this dissertation, and the nature of the 
relationships among Self-Esteem, Depressive Symptoms, Hopelessness, anH Substance Use is 
of little importance. 
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LITERATURE REVIEW 
In this chapter, the literature is reviewed to assess the research evidence that exists for 
the hypothesized paths in Figure 1. This chapter is divided into sections that correspond to 
each of the dependent variables in Figure 1 (Le., Self-Esteem, Depressive Symptoms, 
Hopelessness, Substance Use, and Suicidal Ideation), and the final section reviews studies that 
assess the relationships among Enculturation, Discrimination, and Negative Life Events. Each 
section is divided into subsections that correspond to variables that are related to and precede 
(either to the left o£ or on top of) the dependent variable of interest in Figure 1. For example, 
the section "Predictors of Hopelessness" contains subsections for the predictor variables 
Enculturation, Discrimination, Negative Life Events (these three variables precede 
Hopelessness to the left in Figure 1), Self-Esteem, and Depressive Symptoms (these two 
variables precede Hopelessness on the top in Figure 1). 
Three control variables that are not presented in Figure 1 (Family Socioeconomic 
Status (SES), Gender, and Age) will also be included in the analyses and in the literature 
review in subsections labeled "Control Variables." Research studies are inconsistent in their 
findings regarding these three control variables because of peculiarities in a given sample or 
restricted age ranges — and not necessarily because family socioeconomic status, gender, or 
age effects do not exist. With this in mind, family socioeconomic status, gender, and age are 
included in the present study to control for potential differences in study variables due to the 
vagaries of the sample and to control for potentially inflated relationships between study 
variables due to their common association with family socioeconomic status, gender, or age. 
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Finally, it should be noted that much of the literature relevant to this study is expansive 
and diffuse, and certain criteria are used to keep the literature review manageable. First, 
studies of American Indian youth (when they exist) are reviewed first. Second, when only a 
few — or no — studies of American Indian youth exist, studies of minority youth are included 
(when they exist). Third, when only a few — or no — studies of American Indian or other 
minority youth exist, studies of White (or predominantly White) youth are included. Fourth, if 
numerous studies supported a given hypothesis, they are listed in parentheses after the first 
sentence in each subsection, and approximately four to six of them are summarized. 
Moreover, within each subsection, studies that do not support the hypothesized effect (either 
because they fail to find statistically-significant effects or because they find statistically-
significant effects that are the opposite of what is hypothesize) are acknowledged and 
described. 
Predictors of Self-Esteem 
Enculturation 
It was hypothesized that Enculturation would be positively related to Self-Esteem 
(Path D, Figure 1), and research evidence supports this hypothesis (McCreary, Slavin, and 
Berry, 1996; Paul and Fischer, 1980; Phinney, Cantu, and Kurtz, 1997; Roberts, Phinney, 
Masse, Chen, Roberts, & Romero, 1999; Smith, Walker, Fields, Brookins, & Seay, 1999; 
Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1996). Only one study (of which I am 
aware) has examined the relationship between enculturation and self-esteem among American 
Indian youth Zimmerman and colleagues (Zimmerman, Ramirez, Washienko, Walter, & 
Dyer, 1996) assessed the relationship between enculturation and self-esteem in a study of 120 
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American Indian youth in an unidentified Midwest state. Half of the youth in their study were 
female, and 40% lived on reservations. The youth ranged in age from. 7 to 18 years, and they 
had an average age of 11.5 years. Enculturation was measured with three summed scales: (1) 
cultural affinity, which gauged the youths' pride and interest in their American Indian culture; 
(2) family activities, which measured the number of traditional American Indian activities that 
the youth participated in with their families; and (3) American Indian identity, which was 
assessed with one item "Do you see yourself as American Indian?" Self-esteem consisted of 
nine items borrowed from several published scales. Zimmerman and colleagues reported a 
statistically-significant positive correlation between enculturation and self-esteem (r = 0.21, g 
< 0.05). 
Very few studies have examined the relationship between enculturation (as defined by 
Zimmerman and colleagues (1996, 1998)) and self-esteem, but many have examined the 
relationship between ethnic identity, which is related to enculturation, and self-esteem. Paul 
and Fischer (1980) assessed the relationship between Black identity and self-esteem in a study 
of 59 Black adolescents from a school in northwest Indiana. Over half (54%) of the youth in 
their study were female, and the youth ranged in age from 13 to 14 years. Black identity was 
measured with a six-item scale that tapped Black acceptance (e.g., if my family were White, 
we would have more money), and higher values of the scale indicated stronger Black identity. 
Self-esteem was measured with the Tennessee Self-Concept Scale. Paul and Fischer reported 
a statistically-significant positive correlation between Black identity and self-esteem (r = 0.48, 
p < 0.001). 
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Similarly, McCreary, Slavin, and Berry (1996) assessed the relationship between 
African-American attitudes and self-esteem in a study of297 African-American youth who 
had attended a Baptist church-sponsored weekend retreat. Nearly two-thirds (65%) of the 
youth in their study were female, and 56% lived in two-parent families. The youth ranged in 
age from 14 to 19 years, and they had an average age of 15.98 years. The African-American 
attitudes scale consisted of fourteen items that measured how much the youth endorsed 
positive and negative stereotypes about African American people (higher values indicated 
more positive endorsements), and self-esteem was measured with a modified version of the 
Rosenberg Self-Esteem Scale. McCreary and colleagues reported a statistically-significant 
positive relationship between the African-American attitudes scale and self-esteem in a 
multiple regression model (standardized (3 = 0.19, 0.01). 
Several authors have measured ethnic identity with the Muhigroup Ethnic Identity 
Measure (MEIM; Phinney, 1992). The MEIM assesses three dimensions: sense of belonging 
to one's ethnic group, learning about one's ethnic group, and involvement in behaviors that 
might characterize one's ethnic group. Roberts and colleagues (Roberts, Phinney, Masse, 
Chen, Roberts, & Romero, 1999) assessed the relationship between the MEIM and self-
esteem in a study of5,423 youth from the Houston metropolitan area. Nearly half (49%) of 
the youth in their study were female. The youth ranged in age from 12 to 14 years, and they 
had an average age of 12.9 years. Youth from more than twenty ethnic groups participated, 
and the most numerous ethnic groups included African Americans (N = 1,237), European 
Americans (N = 755), and Mexican Americans (N = 755). Self-esteem was measured with the 
Rosenberg Self-Esteem Scale. Roberts and colleagues reported a statistically-significant 
28 
positive correlation between ethnic identity and self-esteem for African Americans (r = 0.14, p 
< 0.001), European Americans (r = 0.24, p < 0.001), Mexican Americans (r = 0.14, p < 
0.001), and the full sample (r = 0.20, p < 0.001). 
In addition, Phinney, Cantu, and Kurtz (1997) assessed the relationship between the 
MEIM and self-esteem in a study of669 high school students from ethnically-diverse schools 
in Los Angeles. Over half (53.9%) of the youth in their study were female. The youth ranged 
in age from 14 to 19 years, and they had an average age of 16.1 years. The youth were from 
three ethnic groups: Latino (N = 372), African American (N = 232), and White (N = 65). 
Self-esteem was measured with the Rosenberg Self-Esteem Scale. Phinney and colleagues 
reported a statistically-significant positive relationship between ethnic identity and self-esteem 
in multiple regression models for Latino youth (standardized (3 = 0.24, p < 0.001), African-
American youth (P = 0.20, p < 0.001), and White youth (p = 0.22, p < 0.05). 
Finally, Smith and colleagues (Smith, Walker, Fields, Brookins, & Seay, 1999) 
assessed the relationship between the MEIM and self-esteem in a study of 100 sixth grade 
youth from two middle schools in a medium-sized Midwestern city. Over half (59%) of the 
youth in their study were female, two-thirds (67%) were African-American, 14% were 
European American, and the rest were from other racial / ethnic groups or were of mixed 
heritage. The youth ranged in age from 11 to 13 years. Self-esteem was measured with the 
Bronstein-Cruz Child / Adolescent Self-Concept and Adjustment Scale. Smith and colleagues 
reported a statistically-significant positive relationship between ethnic identity and self-esteem 
(standardized coefficient of 0.58), which were included as exogenous multiple-indicator 
constructs in a structural equation model predicting prosocial behaviors. 
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Some studies do not provide support for the hypothesized relationship between 
enculturation (and related measures) and self-esteem, however. Zimmerman and colleagues 
(Zimmerman, Ramirez, Washienko, Waiter, & Dyer, 1998) conducted a follow-up study of 
the 120 American Indian youth from their 1996 study. They assessed the relationship between 
the three components of their enculturation measure and self-esteem. They reported a 
statistically-significant positive correlation between the cultural affinity scale and self-esteem 
(r = 0.34, j> < 0.01), but they failed to find statistically-significant correlations between the 
other two scales and self-esteem (r's of -0.01 and -0.04). Similarly., in a study cited above, 
McCreary, Slavin, and Berry (1996) failed to find a statistically-significant relationship 
between an additional measure of ethnic identity (African-American orientation, which 
included items such as "Black children should study an African language" and "Black people 
should shop in Black-owned stores whenever possible") and self-esteem (r = 0.03). 
Moreover, Rumbaut (1994) assessed the relationship between foreign language use (a 
measure of ethnic identity) and self-esteem in a study of5,264 youth in southern California 
and south Florida who were the offspring of immigrants The youth from southern California 
were of Mexican, Filipino, Vietnamese, Laotian, and Cambodian background, and the youth 
from south Florida were of Cuban, Afro-Caribbean, Nicaraguan, and Colombian background. 
Half of the youth in the study were female. The youth ranged in age from 12 to 17 years, and 
they had an average age of 14.2 years. Self-esteem was measured with the Rosenberg Self-
Esteem Scale. Rumbaut failed to find a statistically-significant relationship between foreign 
language use and self-esteem in a multiple regression model (coefficient not reported). 
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Finally, Mitchell and Beals (1997) assessed the relationship between participation in 
cultural activities and self-esteem in a study of 1,622 American Indian youth from five 
communities west of the Mississippi River. Gender and age information was not provided in 
the paper. Participation in cultural activities was measured with three items: living by or 
following the American Indian way, speaking the tribal language, and participation in 
traditional practices. Self-esteem was measured with six items from the Rosenberg Self-
Esteem Scale. Mitchell and Beals failed to find a statistically-significant relationship between 
participation in cultural activities and self-esteem in a multiple regression model (standardized 
P = -0.03). 
Discrimination 
It was hypothesized that Discrimination would be negatively related to Self-Esteem 
(Path I, Figure 1), and some research evidence supports this hypothesis (Liebkind and 
Jasinskaja-Lahti, 2000; Rumbaut, 1994; Verkuyten, 1998). No study (of which I am aware) 
has examined the relationship between discrimination and self-esteem among American Indian 
youth. However, in a study cited in the previous section, Rumbaut (1994) assessed the 
relationship between expectation for discrimination and self-esteem. Expectation for 
discrimination was measured with one item ("people will discriminate against me regardless of 
how far I go with my education") on a Likert scale (1 = not true at all to 4 = very true). Thus, 
higher values of the expectation for discrimination scale indicate more discrimination. 
Rumbaut reported a statistically- significant negative relationship between expectation for 
discrimination and self-esteem in a multiple regression model (standardized P — -0.06, g < 
0.0001). 
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Furthermore, Verkuyten (1998) assessed the relationship between perceived personal 
discrimination and self-esteem in a study of 92 Turkish and 78 Moroccan adolescents from 
four secondary schools in the inner city of Rotterdam, The Netherlands. Over half (55%) of 
the youth in the study were female. The youth ranged in age from 12 to 15 years, and they 
had an average age of 13.7 years. Perceived personal discrimination was measured as the sum 
of three items, each on a five-point scale, with higher values of the scale indicating more 
perceived personal discrimination. Self-esteem was measured with the Perceived Competence 
Scale for Children. Verkuyten reported statistically-significant negative correlations between 
perceived personal discrimination and self-esteem for Turkish (r = -0.31, p < 0.01) and 
Moroccan (r = -0.33, p < 0.01) youth. Verkuyten also reported statistically-significant 
negative relationships between perceived personal discrimination and self-esteem in multiple 
regression models for Turkish (standardized P = -0.28, p < 0.01) and Moroccan (P = -0.29, p 
< 0.01) youth. 
Finally, Liebkind and Jasinskaja-Lahti (2000) assessed the relationship between 
perceived discrimination and self-esteem in a study of588 immigrants in Finland Nearly half 
(49.1%) of the youth in their study were female, 46.1% were from Vietnam, 28.9% were from 
former Soviet Union countries (designated Russians), 15.1% were from Turkey, and 9.9% 
were from Somalia. The youth ranged in age from 11 to 20 years, and they had an average 
age of 15.3 years. Perceived discrimination was measured with an unnamed nine-item scale 
(higher values indicated more perceived discrimination), and self-esteem was measured with 
the Rosenberg Self-Esteem Scale. Liebkind and Jasinskaja-Lahti reported a statistically-
significant negative relationship between perceived discrimination and self-esteem in multiple 
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regression models for the total sample (standardized (3 = -0.24, £ < 0.001), females ((3 = -0.21, 
£ < 0.001), males ((3 = -0.30, g < 0.001), Vietnamese (|3 = -0.27, p < 0.001), Russians ({3 = 
-0.21, e < 0.01), Turks (P = -0.32, p < 0.01), and Somalis (P = -0.27, p < 0.10). 
Some studies do not provide support for the hypothesized relationship between 
discrimination and self-esteem, however. In a study cited in this subsection, Rumbaut (1994) 
assessed the relationship between actual experienced discrimination and self-esteem. 
Experienced discrimination was measured with a direct question about having been 
discriminated against, and it was scored dichotomously (0 = no, 1 = yes). Rumbaut failed to 
find a statistically-significant relationship between experienced discrimination and self-esteem 
in a multiple regression model (coefficients not reported). 
Negative Life Events 
It was hypothesized that Negative Life Events would be negatively related to Self-
Esteem (PathN, Figure 1), and some research supports this hypothesis (McCreary, Slavin, 
and Berry, 1996; Youngs, Rathge, Mullis, & Mullis, 1990). No study (of which I am aware) 
has examined the relationship between negative life events and self-esteem among American 
Indian youth. However, in a study cited in the Enculturation subsection above, McCreary, 
Slavin, and Berry (1996) assessed the relationship between stressful life events and self-
esteem. The stressful life events measure included both negative and positive stressful life 
events from the Coddington Life Events Scale for Adolescents. McCreary and colleagues 
reported a statistically-significant relationship between stressful life events and self-esteem in a 
multiple regression model (standardized (3 = -0.12, p < 0.05). 
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In addition, Youngs and colleagues (Youngs, Rathge, Mullis, & Mullis, 1990) 
assessed the relationship between stressful life events and self-esteem in a study of 2,154 
youth from eighteen high schools in North Dakota. Fewer than half (47%) of the youth in 
their study were female, 57.4% were from urban areas, and 90% were from two-parent 
homes. The youth ranged in age from 14 to 19 years, and the race / ethnicity of the youth was 
not reported in the study. The stressful life events measure included both negative and 
positive stressful life events, and self-esteem was measured with the Coopersmith Self-Esteem 
Inventory. Youngs and colleagues reported a statistically-significant negative correlation 
between stressful life events and self-esteem (r = -0.22, g < 0.0001). 
Control Variables 
Research evidence suggests that females have lower self-esteem than males, that self-
esteem changes with age (both positive and negative relationships are found in the literature, 
however), and that self-esteem increases as family socioeconomic status increases. The 
research findings are not entirely consistent, however. Some of the studies cited above 
control for family socioeconomic status, gender, and / or age. For instance, in a study cited in 
the Enculturation subsection above, Phinney, Cantu, and Kurtz (1997) included controls for 
family socioeconomic status, gender, and age. Family socioeconomic status was measured 
with the parent's occupation on a three-point scale (1 = unskilled work, 2 = skilled work, and 
3 = professional or managerial). Phinney and colleagues reported a statistically-significant 
relationship between gender and self-esteem (males had higher self-esteem than did females) in 
multiple regression models for Latinos (standardized (3 = -0.21, g < 0.001), African Americans 
(P = -0.13, e < 0.10), and Whites (p = -0.24, g < 0.05), but they failed to find statistically-
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significant relationships between family socioeconomic status and self-esteem (standardized 
P's of -0.09, 0.02, and -0.01 for Latinos, African Americans, and Whites, respectively) and 
between age and self-esteem (standardized P's of0.06, 0.04, and 0.01 for Latinos, African 
Americans, and Whites, respectively) in multiple regression models. The lack of a relationship 
between age and self-esteem may have been due to the restrictive age range in the study, 
though. 
In a second study cited in the Enculturation subsection above, McCreary and 
colleagues (1996) included controls for parental education, gender, and age. They failed to 
find statistically-significant relationships between all three control variables and self-esteem, 
however (standardized p = 0.000 for mother's education, P = 0.09 for father's education, P = 
0.001 for gender, and P = 0.03 for age). In a third study cited in the Enculturation subsection 
above, Rumbaut (1994) also included controls for family socioeconomic status, gender, and 
age. Rumbaut reported a statistically-significant relationship between self-esteem and gender 
(standardized P =0.11, g < 0.001; males had higher self-esteem than did females), age (p = 
0.04, p < 0.01), father's education level (P = 0.03, p < 0.05), and perceiving their family's 
economic situation had deteriorated over the five years prior to the interview (p = -0.04, p < 
0.01). Rumbaut failed to find a statistically-significant relationship between father's 
unemployment and self-esteem, however (coefficient not reported). 
Lefley (1974) assessed the relationships of age and gender with self-esteem in a study 
of 72 American Indian children from two tribes in Florida. Less than half (44.4%) of the 
youth in the study were female. The youth ranged in age from 7 to 14 years, and they had an 
average age of 10.4 years. Lefley categorized the age of the youth into two groups - younger 
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(ages 7 to 10) and older (ages 11 to 14), and self-esteem was measured with the Piers-Harris 
Children's Self Concept Scale. Lefley reported a statistically-significant main effect for both 
gender (F(l,32) = 6.85, e < 0.05, females had higher self-esteem than did males) and age 
(F(l,32) = 10.98, £ < 0.01, older youth had lower self-esteem than did younger youth) in an 
ANOVA model where the criteria variable was self-esteem. Lefley concluded that females 
had higher self-esteem because their tribes had a matrilineal kinship structure in which women 
had high status and girls had respected female role models. 
Moreover, Richman, Clark, and Brown (1985) assessed the relationship between 
family socioeconomic status and self-esteem in a study of 195 youth from three public schools 
in North Carolina. Nearly half (48%) of the youth in their study were female, 75% were 
African American, and 25% were White. The youth were in the eleventh grade, and they had 
an average age of 16.2 years. Family socioeconomic status (SES) was measured with parental 
education (less than a high school education = low SES [31%]; high school education = 
middle SES [37%]; and more than a high school education = high SES [32%]), and self-
esteem was measured with the Rosenberg Self-Esteem Scale. Richman and colleagues 
reported a statistically-significant main effect (F(2,183) = 7.39, e < 0.001) for SES in an 
ANOVA model where gender and race were included and the criteria variable was self-
esteem Post-hoc analyses revealed that youth in the low SES group had significantly lower 
self-esteem than did youth in the middle and high SES groups, and youth in the latter groups 
did not differ from each other in their level of self-esteem. Interestingly, white females had 
lower self-esteem than did white males and African-American males and females, but the latter 
three groups did not differ from one another. 
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Finally, research evidence suggests gender differences in self-esteem among 
adolescents. In a meta-analysis of the literature on gender differences in global self-esteem, 
Kling and colleagues (Kling, Hyde, Showers, & Buswell, 1999) concluded that males have 
higher self-esteem, on average, than do females. The aggregate effect size estimates 
(standardized mean differences, d) were small but statistically-significant (among youth ages 
11-14, d = 0.23, 95% confidence interval of (0.20, 0.25), and k = 53 effect size estimates; 
among youth ages 15-18, d = 0.33, 95% confidence interval of (0.30, 0.35), and k = 44 effect 
size estimates). Researchers have offered several explanations for gender differences in self-
esteem. Some suggest that males are socialized to develop their self-confidence, and females 
are socialized not to display self-confidence. Gender differences in self-esteem might be 
influenced by the school system. Teachers tend to interact with males more than females, and 
they tend to blame the academic failures of males on motivational problems and that of 
females on a lack of ability. Finally, gender differences in self-esteem might be influenced by 
the cultural emphasis on physical appearance of females. Because of this cultural emphasis, 
females tend to be less satisfied with their appearances than do males (Kling, Hyde, Showers, 
& Buswell, 1999). 
Predictors of Depressive Symptoms 
Enculturation 
It was hypothesized that Enculturation would be negatively related to Depressive 
Symptoms (Path F, Figure 1), and some research evidence supports this hypothesis (Roberts, 
Phinney, Masse, Chen, Roberts, & Romero, 1999). No study (of which I am aware) has 
confirmed the negative relationship between enculturation and depressive symptoms among 
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American Indian youth. However, in a study cited above (Predictors of Self-Esteem section, 
Enculturation subsection), Roberts and colleagues (Roberts, Phinney, Masse, Chen, Roberts, 
& Romero, 1999) assessed the relationship between ethnic identity (measured by the MEIM) 
and depressive symptoms. Depressive symptoms was measured with thirty-one items 
borrowed from the Diagnostic Interview Schedule for Children. Roberts and colleagues 
reported a statistically-significant negative correlation between ethnic identity and depressive 
symptoms for African Americans (r = -0.07, p < 0.05), European Americans (r = -0.14, p < 
0.001), and the full sample (r = -0.09, p < 0.001). 
Some studies do not provide support for the hypothesized relationship between 
enculturation and depressive symptoms, however. In a study cited in the previous paragraph, 
Roberts and colleagues (Roberts, Phinney, Masse, Chen, Roberts, & Romero, 1999) failed to 
find a statistically-significant relationship between ethnic identity and depressive symptoms for 
Mexican American youth (r = -0.01). In another study cited above (Predictors of Self-Esteem 
section, Enculturation subsection), Mitchell and Beals (1997) assessed the relationship 
between participation in cultural activities and depressive symptoms. Depressive symptoms 
was measured with the 7-item depressed affect subscale of the Center for Epidemiologic 
Studies Depression (CES-D) scale. Mitchell and Beals failed to find a statistically-significant 
relationship between participation in cultural activities and depressive symptoms in a multiple 
regression model (standardized (3 = -0.04). 
Finally, in a study cited above (Predictors of Self-Esteem section, Enculturation 
subsection), Rumbaut (1994) assessed the relationship between foreign language use and 
depressive symptoms. Depressive symptoms was measured with four items from the Center 
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for Epidemiologic Studies Depression (CES-D) scale. Rumbaut failed to find a statistically-
significant relationship between foreign language use and depressive symptoms in a multiple 
regression model (coefficient not reported). 
Discrimination 
It was hypothesized that Discrimination would be positively related to Depressive 
Symptoms (Path J, Figure 1), and research evidence supports this hypothesis (Finch, Kolody, 
& Vega, 2000; Kessler, Mickelson, & Williams, 1999; Liebkind and Jasinskaja-Lahti, 2000; 
Noh, Beiser, Kaspar, Hou, & Rummens, 1999; Pernice & Brook, 1996; Rumbaut, 1994; 
Salgado de Snyder, 1987). No study (of which I am aware) has examined the relationship 
between discrimination and depressive symptoms among American Indian youth. However, in 
a study cited above (Predictors of Self-Esteem section, Enculturation and Discrimination 
subsections; Predictors of Depressive Symptoms, Enculturation subsection), Rumbaut (1994) 
assessed the relationship between depressive symptoms and two measures of discrimination: 
expectation for discrimination and actual experienced discrimination. Rumbaut reported 
statistically-significant relationships between depressive symptoms and expectation for 
discrimination (standardized (3 = 0.04, g < 0.01) and actual experienced discrimination (p = 
0.07, p < 0.0001) in a multiple regression model. 
In another study cited above (Predictors of Self-Esteem section, Discrimination 
subsection), Liebkind and Jasinskaja-Lahti (2000) assessed the relationship between perceived 
discrimination and acculturative stress. Acculturative stress included fifteen items that 
measured depressive symptoms, anxiety, and psychosomatic symptoms, which were borrowed 
from a number of sources. Liebkind and Jasinskaja-Lahti reported a statistically-significant 
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positive relationship between perceived discrimination and acculturative stress in multiple 
regression models for the total sample (standardized P = 0.29,j> < 0.001), females (P = 0.31, 
E < 0.001), males (P = 0.30, p < 0.001), Vietnamese (P = 0.46, p < 0.001), Russians (P = 
0.19, p < 0.05), Turks (P = 0.25, p < 0.05), and Somalis (p = 0.41, p < 0.01). 
Several studies among adults have confirmed the positive relationship between 
discrimination and depressive symptoms (Dion, Dion, & Pak, 1992; Finch, Kolody, & Vega, 
2000; Kessler, Mickelson, & Williams, 1999; Noh, Beiser, Kaspar, Hou, & Rummens, 1999; 
Pak, Dion, & Dion, 1991; Pernice & Brook, 1996; Salgado de Snyder, 1987). For instance, 
Dion, Dion, and Pak (1992) assessed the relationship between experienced discrimination and 
depressive symptoms in a study of 184 Chinese adults in Toronto. About one-quarter 
(23.4%) of the people in their sample were female, and nearly half (46.2%) were ages 30 to 
39. Experienced discrimination was measured with a variable that assessed whether the 
respondent or members of the immediate family had experienced discrimination, and 
depressive symptoms was measured with six items from Langner's psychological symptoms 
measure. Dion and colleagues reported a statistically-significant positive correlation between 
experienced discrimination and depressive symptoms (r = 0.20, p < 0.01). 
In addition, Finch, Kolody, and Vega (2000) assessed the relationship between 
perceived discrimination and depressive symptoms in a study of 3,012 Mexican-origin adults 
in Fresno, California. Less than half (46.6%) of the people their sample were female, and half 
were less than 35 years old. Perceived discrimination was measured with a three-item scale 
that assessed discrimination experiences in daily life because they were Mexican, and 
depressive symptoms was measured with the Center for Epidemiologic Studies Depression 
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(CES-D) scale. Finch and colleagues reported a statistically-significant positive relationship 
between perceived discrimination and depressive symptoms in a multiple regression model 
(unstandardized B =1.84, g < 0.05). 
Finally, Noh and colleagues (Nob, Beiser, Kaspar, Hou, & Rummens, 1999) assessed 
the relationship between perceived discrimination and depressive symptoms in a study of 647 
Southeast Asian refugees in Canada. Less than half (42.7%) of the people their sample were 
female, and one-fifth were at least 50 years old. Perceived discrimination was measured with 
a variable that assessed whether the respondent had experienced discrimination because they 
were Southeast Asian. Depressive symptoms was measured with 17 items culled from a 
number of sources. Noh and colleagues reported a statistically-significant positive relationship 
between perceived discrimination and depressive symptoms in a multiple regression model 
(unstandardized B = 1.57, g < 0.001). 
Negative Life Events 
It was hypothesized that Negative Life Events would be positively related to 
Depressive Symptoms (Path J, Figure 1), and a significant amount of research evidence 
supports this hypothesis (e.g., Allgood-Merten, Lewinsohn, & Hops, 1990; Cheng & Lam, 
1997; DuBois, Felner, Sherman, & Bull, 1994; DuongTran, 1996; Ge, Lorenz, Conger, Elder, 
& Simons, 1994; Siddique & D'Arcy, 1984; Swearingen & Cohen, 1985). No study (of 
which I am aware) has examined the relationship between negative life events and depressive 
symptoms among American TnrKan youth. 
However, DuongTran (1996) assessed the relationship between stressful life events 
and depressive symptoms in a study of 38 Vietnamese youth in Portland, Oregon. Half of the 
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youth in the study were female. The youth ranged in age from 14 to 20 years, and they haH an 
average age of 15.6 years. Stressful life events was measured with a number of items (death 
of a relative or friend, academic stressors, adjustment problems in the family, life failure, and 
peer pressure), and depressive symptoms was measured with the Center for Epidemiologic 
Studies Depression (CES-D) scale. DuongTran reported statistically-significant positive 
correlations between the stressful life events items and depressive symptoms (r's of 0.35 to 
0.60, p's < 0.05). DuongTran also reported statistically-significant relationships of death of a 
relative or friend (standardized (3 = 0.24, p < 0.05) and peer pressure (P = 0.30, p < 0.05) with 
depressive symptoms in a multiple regression modeL 
In addition, Cheng and Lam (1997) assessed the relationship between stressful life 
events and depressive symptoms in a study of286 students from two government-subsidized 
secondary schools in Hong Kong. Over one-quarter (26.6%) of the youth in their study were 
female, and they bad an average age of 15.79 years. Stressful life events were measured with 
two items (life events, which was measured with the Secondary School Students' Life Events 
Scale, and daily hassles, which was measured with the Secondary School Students' Hassles 
Scale), and depressive symptoms were measured with the Beck Depression Inventory. Cheng 
and Lam reported statistically-significant positive correlations of life events (r = 0.45, p < 
0.001) and daily hassles (r = .44, p < 0.001) with depressive symptoms. They also reported a 
statistically-significant direct effect of daily hassles on depressive symptoms in a path model 
(standardized p = 0.29, p < 0.001). 
DuBois and colleagues (DuBois, Felner, Sherman, & Bull, 1994) assessed the 
relationship between stressful life events and emotional problems in a study of 215 youth from 
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a public junior high school in a Midwestern community. Over half (51.6%) of the youth in 
their study were female, and 83.7% were White. The youth were in grades seven through 
nine. Stressful life events was a latent construct measured with two indicators: daily stressors 
(measured with a modified version of the Daily Hassles Questionnaire) and major life events 
(measured with a modified version of the Life Events Checklist). Emotional problems was a 
latent construct measured with three variables: self-report (based on the internalizing subscale 
from the Achenbach Youth Self-Report), parent report (based on the internalizing subscale 
from the Achenbach Child Behavior Checklist), and teacher report (based on the internalizing 
subscale from the Achenbach Teacher's Report Form). DuBois and colleagues reported 
statistically-significant positive direct (standardized p = 0.45, < 0.001) and indirect effects 
(P = 0.13, £ < 0.01; via self-esteem) of stressful life events on emotional problems in a 
structural equation modeL 
Finally, Swearingen and Cohen (1985) assessed the relationship between negative life 
events and depressive symptoms in a prospective study of233 youth from five Middle Atlantic 
schools. At Time 1, over half (60.1%) of the youth in their study were female, and 77% were 
White. They had an average age of 12.59 years. At Time 2, which was 5 months later, 79 of 
the original 233 youth were re-interviewed, and over half (64.6%) of the youth in the Time 2 
sample were female. Eighty-one percent of the youth at Time 2 were White, and they had an 
average age of 13.04 years. Negative life events was measured with items from the Junior 
High Life Experiences Survey, and depressive symptoms was measured with the Child 
Depression Inventory. Swearingen and Cohen reported statistically-significant positive 
correlations between negative life events and depressive symptoms at Time 1 (r = 0.32, p < 
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0.001, N = 233) and Time 2 (r = 0.30, g < 0.05, N = 79) as well as statistically-significant 
positive relationships between negative life events and depressive symptoms in multiple 
regression models (individual coefficients and p values were not reported). 
Some studies do not provide support for the hypothesized relationship between 
negative life events and depressive symptoms, however. In a study cited in this subsection, 
DuongTran (1996) failed to find statistically-significant relationships between two types of 
stressful life events (academic stressors and adjustment problems in the family) and depressive 
symptoms in a multiple regression model (coefficients not reported). In another study cited in 
this subsection, Cheng and Lam (1997) failed to find a statistically-significant direct effect of 
life events on depressive symptoms (they found a statistically-significant indirect effect of life 
events on depressive symptoms via problem-solving deficits and self-esteem, however; 
coefficients not reported). In a third study cited in this subsection, Swearingen and Cohen 
(1985) failed to find a statistically-significant relationship between Time 1 negative life events 
and Time 2 depressive symptoms in a multiple regression model (controlling for Time 1 
depressive symptoms and based on N = 79 youth who participated in both waves; coefficients 
not reported). 
Self-Esteem 
It was hypothesized that Self-Esteem would be negatively correlated with Depressive 
Symptoms (Path S, Figure 1), and a significant amount of research evidence supports this 
hypothesis (e.g., Allgood-Merten, Lewinsohn, & Hops, 1990; Cheng and Lam, 1997; DuBois, 
Fetaer, Sherman, & Bull, 1994; Reinherz, Stewart-Berghauer, Pakiz, Frost, Moeykens, & 
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Holmes, 1989; Robertson & Simons, 1989). No study (of which I am aware) has examined 
the relationship between self-esteem and depressive symptoms among American Indian youth. 
However, in a study cited in the previous subsection, Cheng and Lam (1997) assessed 
the relationship between self-esteem and depressive symptoms. Self-esteem was measured 
with a short version of the Coopersmith Self-Esteem Inventory. Cheng and Lam reported a 
statistically-significant negative correlation between self-esteem and depressive symptoms (r = 
-0.57, £ < 0.001), and they reported a statistically-significant direct effect of self-esteem on 
depressive symptoms in a path model (standardized (3 = -0.53, g < 0.001). 
In a second study cited in the previous subsection, DuBois and colleagues (DuBois, 
Felner, Sherman, & Bull, 1994) assessed the relationship between self-esteem and emotional 
problems. Self-esteem was a latent construct measured with three indicators: a self-reported 
questionnaire measure (from the Self-Esteem Questionnaire), a structured interview (from the 
Self-Esteem Interview for Young Adolescents), and a parent-reported measure (from the 
Child Self-Esteem Quesionnaire). DuBois and colleagues reported a statistically-significant 
negative direct effect of self-esteem on emotional problems in a structural equation model 
(standardized 0 = -0.39, jj < 0.001). 
Allgood-Merten and colleagues (Allgood-Merten, Lewinsohn, & Hops, 1990) 
assessed the relationship between self-esteem and depressive symptoms in a prospective study 
of802 youth from a public high school in Oregon. At Time 1, more females than males 
participated in their study (proportions were not reported). The youth ranged in age from 
13.26 to 18.8 years, and they had an average age of 16.14 years. At Time 2, which was one 
month later, 664 of the original 802 youth were re-interviewed. Self-esteem was measured 
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with the Rosenberg Self-Esteem Scale, and depressive symptoms was measured with the 
Center for Epidemiologic Studies Depression (CES-D) scale. Allgood-Merten and colleagues 
reported a statistically-significant negative relationship between Time 1 self-esteem and Time 
2 depressive symptoms in a multiple regression model (controlling for Time 1 depressive 
symptoms; individual coefficients and p values were not reported). 
In addition, Robertson and Simons (1989) assessed the relationship between self-
esteem and depressive symptoms in a prospective study of 313 youth from a relatively large 
Midwestern city. At Time 1, the sample consisted of 127 youth who had been in an acute 
crisis intervention program for substance use, 72 youth who had been in a prevention program 
for substance use, and 114 youth who were randomly selected from the community and were 
age-and gender-matched to the youth from the substance use programs. The youth ranged in 
age from 13 to 17 years. At Time 2, the corresponding number of youth from the acute crisis 
intervention program, prevention program, and community were 88, 56, and 100, respectively 
(for a total sample size of244). Self-esteem was measured with the Rosenberg Self-Esteem 
Scale, and depressive symptoms was measured with a modified version of the Beck 
Depression Inventory. Robertson and Simons reported statistically-significant negative 
correlations between Time 1 self-esteem and depressive symptoms at Time 1 (r — -0.57, g < 
0.05) and Time 2 (r = -0.33, p < 0.05), and they reported a statistically-significant negative 
relationship between Time 1 self-esteem and Time 1 depressive symptoms (standardized (3 = 
-0.48, p < 0.001) in a multiple regression model. 
Finally, Reinherz and colleagues (Reinherz, Stewart-Berghauer, Pakiz, Frost, 
Moeykens, & Holmes, 1989) assessed the relationship between self-perception and depressive 
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symptoms in a study of378 youth who were part of a 10-year longitudinal study. The data 
were from the grade 9 assessment, and over half (51.1%) of the youth in their study were 
female. The youth ranged in age from 13.6 to 16.3 years, and they had an average age of 15.0 
years. Self-perception was measured with three subscales of the Piers-Harris Children's Self-
Concept Scale: popularity, attractiveness, and intellectual competence. Depressive symptoms 
was measured with the Children's Depression Inventory. Reinherz and colleagues reported 
statistically-significant negative relationships between the three measures of self-perception 
and depressive symptoms in a multiple regression model (standardized (3's of -0.12, -0.16, and 
-0.35, respectively, p's < 0.005). 
In the studies cited above, and in much of the literature that examines the relationship 
between self-esteem and depressive symptoms, lower self-esteem is viewed as a cause of 
depressive symptoms. Some research evidence suggests, however, that depressive symptoms 
might be a cause of lower self-esteem, and this ambiguous causal ordering between self-
esteem and depressive symptoms provides justification for a correlational, rather than causal, 
relationship between them in Figure 1. Rosenberg, Schooler, and Schoenbach (1989) 
assessed the relationship between self-esteem and depressive symptoms in a study of youth 
from the Youth in Transitions panel study, which was a probability sample of 2,213 boys from 
87 public schools in the 48 contiguous states. The Time 1 interviews occurred in 1966 when 
the youth were in the 10th grade (approximately 15 years old), and the Time 2 interviews 
occurred one and one-half years later on 1,886 of the youth from Time 1 (11th grade, 
approximately 16 years old). Self-esteem was measured with the Rosenberg Self-Esteem 
Scale, and depressive symptoms were measured with a 5-item unnamed scale. 
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Rosenberg and colleagues estimated two-wave, two-variable structural equation 
models for the 1,886 youth who participated in both waves, and they examined the reciprocal 
effects of self-esteem and depressive symptoms at Time 2 (cross-lagged effects were excluded 
and instrumental variables were included instead). Time 2 self-esteem had a significant 
negative direct effect on depressive symptoms (standardized |3 = -0.21, p < 0.05), but 
depressive symptoms had a slightly higher negative direct effect on self-esteem (P = -0.27, p < 
0.05). Owens (1994) replicated the analyses of Rosenberg and colleagues using the 
negatively-worded items from the Rosenberg self-esteem scale, which Owens called self-
deprecation, and using the same measure of depressive symptoms. The results were similar to 
what Rosenberg and colleagues reported — Time 2 self-esteem had a statistically-significant 
direct effect on Time 2 depressive symptoms (standardized (3 = 0.52, p < 0.01), but depressive 
symptoms had a somewhat higher positive direct effect on self-esteem (P = 0.62, p < 0.01)/ 
Some studies do not provide support for the hypothesized relationship between self-
esteem and depressive symptoms, however. In a study cited in the previous subsection, 
DuongTran (1996) assessed the relationship between self-esteem and depressive symptoms. 
Self-esteem was measured with a seven-item scale that was adapted from the Rosenberg Self-
Esteem Scale. DuongTran failed to find a statistically-significant relationship between self-
4 The reciprocal relationship between self-esteem and depressive symptoms should be interpreted with caution 
because it may be due to factors other than the inferred causal relationship. For instance, when the stability 
coefiScients differ, the variable with the larger stability may be seen as more of a cause of the other variable 
than vice versa. Similarly, when the factor loadings for the latent variables differ, the variable with the 
smallest factor loadings may be seen as more of a cause of the other variable than vice versa (Lorenz, Conger, 
Simons, & Whitbeck, 1995). It is possible that the former, but probably not the latter, effect is present in the 
study by Rosenberg and colleagues and in the study by Owens. In both studies, the factor loadings are 
approximately equal between the self-esteem (self-deprecation) and depressive symptoms constructs, but the 
stability coefficients are higher for the depression measure than they are for the self-esteem (self-deprecation) 
measure (0.50 and 0.45 in the study by Rosenberg and colleagues; 0.34 and 0.22 in the study by Owens). 
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esteem and depressive symptoms in a multiple regression model (standardized p =0.14). In a 
study cited in this subsection, Robertson and Simons (1989) failed to find a statistically-
significant relationship between Time 1 self-esteem and Time 2 depressive symptoms in a 
multiple regression model (controlling for Time 1 depressive symptoms; standardized p = -
0.05). 
Control Variables 
Research evidence suggests that females experience more depressive symptoms than 
do males, that depressive symptoms increase with age, and that depressive symptoms decrease 
as family socioeconomic status increases. The research findings are not entirely consistent, 
however. Some of the studies cited above control for family socioeconomic status, gender, 
and / or age. For instance, in a study cited above (Predictors of Self-Esteem section, 
Enculturation subsection; Predictors of Depressive Symptoms section, Enculturation 
subsection) Rumbaut (1994) included controls for family socioeconomic status, gender, and 
age. Rumbaut reported a statistically-significant relationship between depressive symptoms 
and gender (standardized P = -0.22, p < 0.0001; females had more depressive symptoms than 
did males), father's unemployment (p = 0.04, p < 0.05), and perceiving their family's 
economic situation had deteriorated over the five years prior to the interview (P = 0.05, p < 
0.0001). Rumbaut failed to find statistically-significant relationships between depressive 
symptoms and age or father's educational level (coefficients not reported). 
In a study cited in the previous section, Allgood-Merten and colleagues (Allgood-
Merten, Lewinsohn, & Hops, 1990) assessed the relationships of gender and age with 
depressive symptoms. Allgood-Merten and colleagues reported a statistically-significant mam 
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effect for gender (F(l,636) = 13.23, j> < 0.01; females reported more depressive symptoms 
than did males) and failed to find a statistically-significant main effect for age or a statistically-
significant interaction between gender and age in a repeated-measures ANOVA model where 
depressive symptoms was the criteria variable (results not reported). 
In another study cited in the previous section, DuBois and colleagues (DuBois, Felner, 
Sherman, & Bull, 1994) assessed the relationship of gender, age, and low-income status with 
emotional problems. Low-income status was a dichotomous measure indicating whether the 
youth had participated in a subsidized lunch program (0 = no, 1 = yes). DuBois and 
colleagues reported a statistically-significant positive correlation between self-reported 
emotional problems and both gender (r = 0.24, p < 0.001, females had more emotional 
problems than did males) and low-income status (r = 0.15, g< 0.05, low-income status youth 
had more emotional problems), and they reported a statistically-significant positive correlation 
between teacher-reported emotional problems and age (r = 0.21, j> < 0.01). They failed to 
find statistically-significant correlations of gender (r = 0.06), age (r = 0.09), and low-income 
status (r = 0.02) with parent-reported emotional problems, age with self-reported emotional 
problems (r = -0.09), and gender (r = -0.06) and low-income status (r = 0.10) with teacher-
reported emotional problems. 
Ackerson and colleagues (Ackerson, Dick, Manson, & Baron, 1990) assessed the 
relationships of gender and grade with depressive symptoms in a study of 152 American 
Indian adolescents from one high school in an unidentified state. Over half (53%) of the youth 
in their study were female, and most of the youth in the study ranged in age from 15 to 17 
years. Depressive symptoms was measured with items from the Inventory to Diagnose 
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Depression. Ackerson and colleagues reported a statistically-significant relationship between 
gender and depressive symptoms (j> < 0.003, ANOVA results not reported; females had more 
depressive symptoms than did males), but they failed to find a statistically-significant 
relationship between grade and depressive symptoms (results not reported). 
Predictors of Hopelessness 
Enculturation 
It was hypothesized that Enculturation would be negatively related to Hopelessness 
(Path G, Figure 1). No study (of which I am aware) has examined the relationship between 
enculturation and hopelessness among youth 
Discrimination 
It was hypothesized that Discrimination would be positively related to Hopelessness 
(Path L, Figure 1). No study (of which I am aware) has examined the relationship between 
discrimination and hopelessness among youth 
Negative Life Events 
It was hypothesized that Negative Life Events would be positively related to 
Hopelessness (Path P, Figure 1), and only two studies, both of which focus primarily on 
predicting suicidal ideation, support this hypothesis (Joiner & Rudd, 1995; Kirkpatrick-Smith, 
Rich, Bonner, & Jans, 1991-92). Neither of the studies examined this relationship among 
American Indian youth. Joiner and Rudd (1995) assessed the relationship between negative 
life events and hopelessness in a prospective study of undergraduate students at a large 
southwestern university. Over half (56%) of the young adults in their study were female, and 
two-thirds were White. The young adults ranged in age from 18 to 26 years, and they had an 
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average age of 19.3 years. Time 2 assessments occurred ten. weeks after Time 1 assessments. 
Negative life events was measured with two subscales from the Negative Life Events 
Questionnaire: interpersonal disruptions (e.g., breaking up with a romantic partner) and 
achievement-related stress (e.g., failed an examination). Hopelessness was measured with the 
Beck Hopelessness Scale. Joiner and Rudd reported statistically-significant positive 
correlations between both measures of Time 2 negative life events and Time 1 and Time 2 
hopelessness (r's of 0.31 to 0.57, g's < 0.01). 
Moreover, Kirkpatrick-Smith and colleagues (Kirkpatrick-Smith, Rich, Bonner, & 
Jans, 1991-92) assessed the relationship between life stress and hopelessness in a study of 613 
youth from an upper middle-class suburban school district in western Pennsylvania. Over half 
(53.5%) of the youth in their study were female, and 97% were white. The youth ranged in 
age from 14 to 19 years, and the average age was not provided. Life stress was measured 
with the Life Experience Survey, and hopelessness was measured with the Beck Hopelessness 
Scale. Kirkpatrick-Smith and colleagues reported a statistically-significant positive correlation 
between life stress and hopelessness (r = 0.14, g < 0.05). 
One study did not provide support for the hypothesized relationship between negative 
life stress and hopelessness, however. Rich and Bonner (1987) assessed the relationship 
between negative life stress and hopelessness in a study of202 undergraduate students at an 
Eastern university. Over two-thirds (68.8%) of the young adults in their study were female, 
and no other information about the sample was provided. Negative life stress was measured 
with the Life Experiences Survey, and hopelessness was measured with the Beck 
Hopelessness Scale. Rich and Bonner reported a statistically-significant negative correlation 
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between negative life stress and hopelessness (r = -0.22,p < 0.05). This negative relationship 
cannot be attributed to reverse-coding of either of the scales because both had statistically-
significant positive correlations with depressive symptoms. 
Self-Esteem 
It was hypothesized that Self-Esteem would be negatively correlated with 
Hopelessness (Path T, Figure 1), and research evidence supports this hypothesis (Harlow, 
Newcomb, & Bentler, 1986; Kashani, Soltys, Dandoy, Vaidya, & Reid, 1991; Kazdin, French, 
Unis, Esveldt-Dawson, & Sherick, 1983; Kazdin, Rodgers, & Colbus, 1986; Overholser, 
Adams, Lehnert, & Brinkman, 1995; Simons & Murphy, 1985). No study (of which I am 
aware) has examined the relationship between self-esteem and hopelessness among American 
Indian youth. However, Simons and Murphy (1985) assessed the relationship between self-
esteem and hope in a study of423 youth from two small communities in a Midwestern state. 
Less than half (39.7%) of the youth in their study were female, and most of the youth were 
White. An age range or average was not reported. Self-esteem was measured with the 
Rosenberg Self-Esteem Scale, and hope for the future was measured with two scales (access 
to educational roles and access to occupational goals) from the Behavioral Research and 
Evaluation Corporation (BREC; higher values of the scale indicated more hope). Simons and 
Murphy reported statistically-significant positive correlations between self-esteem and hope 
for females (standardized p = 0.42, g value not given) and males (P = 0.50, p value not given) 
in a path analysis. 
Moreover, Overholser and colleagues (Overholser, Adams, Lehnert, & Brinkman, 
1995) assessed the relationship between self-esteem and hopelessness in a study of288 high 
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school students and 254 psychiatric inpatients. Over half (59.2%) of the youth in their study 
were female, and they had an average age of approximately 15.2 years. The majority of the 
psychiatric inpatients were White (89.8%) as were most of the high school students (94.4%). 
Self-esteem was measured with the Rosenberg Self-Esteem Scale, and hopelessness was 
measured with the Hopelessness Scale for Children. Overholser and colleagues reported 
statistically-significant negative correlations between self-esteem and hopelessness for the 
psychiatric inpatients (r = -0.78, < 0.001) and the high school students (r = -0.30, g < 0.01). 
In addition, they reported that self-esteem provided a statistically-significant increase in the 
percent explained variability in hopelessness (AR2 = 0.44, g < 0.0001) in a multiple regression 
model for the total sample. 
Kashani and colleagues (Kashani, Soltys, Dandoy, Vaidya, & Reid, 1991) assessed the 
relationship between self-concept and hopelessness in a study of 100 children who were 
inpatients in a child psychiatry service at a community mental health center. Approximately 
one-quarter (27%) of the children in their study were female, and 91% were White. The 
children ranged in age from 7 to 12 years, and the average age was not provided. Self-
concept was measured with the Piers-Harris Children's Self-Concept Scale, and hopelessness 
was measured with the Hopelessness Scald for Children. Children who scored at or above the 
65th percentile of the hopelessness scale were considered the "high hopelessness" group, and 
those at or below the 43 rd percentile were considered the "low hopelessness" group. Kashani 
and colleagues reported a statistically- significant lower mean level of self-esteem in the high 
hopelessness group than in the low hopelessness group (g < 0.0001 based on the Mann-
Whitney U test). 
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Kazdinand colleagues (Kazdin, French, Unis, Esveldt-Dawson, & Sherick, 1983) 
assessed the relationship between self-esteem and hopelessness in a study of 66 children who 
were inpatients at a psychiatric institute in Pennsylvania. Less than one-fifth (19.7%) of the 
children in their study were female, and 80.3% were White. The children ranged in age from 
8 to 13 years, and they had an average age of 10.5 years. Self-esteem was measured with the 
Coopersmith Self-Esteem Inventory, and hopelessness was measured with the Hopelessness 
Scale for Children. Children who scored at or above the 67th percentile of the hopelessness 
scale were considered the "high hopelessness" group, and those at or below the 33rd percentile 
were considered the 'low hopelessness" group. Kazdin and colleagues reported a statistically-
significant lower mean level of self-esteem in the high hopelessness group than in the low 
hopelessness group (F(l,49) = 24.56, g < 0.001 based on an ANOVA model). 
In another study, Kazdin and colleagues (Kazdin, Rodgers, & Colbus, 1986) assessed 
the relationship between self-esteem and hopelessness in a study of262 children who were 
inpatients at a psychiatric facility in an unnamed location. Less than one-quarter (23.7%) of 
the children in their study were female. The children ranged in age from 6 to 13 years, and 
they had an average age of 10.3 years. The measures were the same as in the previous study 
by Kazdin and colleagues, and the results were very similar — they reported a statistically-
significant lower mean level of self-esteem in the high hopelessness group than in the low 
hopelessness group (F = 80.69, g < 0.001 based on an ANOVA model (degrees of freedom 
were not provided)). 
Finally, Harlow and colleagues (Harlow, Newcomb, & Bentler, 1986) assessed the 
relationship between purpose in life (a measure of hopelessness) and self-derogation (a 
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measure of self-esteem) in a study of722 young adults from the fifth wave of a longitudinal 
study of adolescent growth in the Los Angeles County area. Nearly three-quarters (70.8%) of 
the young adults in their study were female, and 66% were White. The young adults ranged 
in age from 19 to 24 years, and they had an average age of 21.93 years. Purpose in life was a 
latent construct measured with three subscales from the Purpose in Life test, and self-
derogation was a latent construct measured with two subscales from an unnamed 7-item scale. 
Harlow and colleagues reported statistically-significant negative direct effects of self-
derogation on hopeless for females (standardized (3 = -0.67, g < 0.01) and males (P = -0.51, g 
< 0.01) in separate structural equation models. 
Some studies do not provide support for the hypothesized relationship between self-
esteem and hopelessness, however. Kashani and colleagues (Kashani, Reid, & Rosenberg, 
1989) assessed the relationship between self-image and hopelessness in a study of 210 youth 
from a community in a Midwestern college town. Half of the youth in their study were 
female, and the youth were equally distributed over three age levels (8, 12, and 17 years). 
Self-image was measured with the Self-Image Content subscale of the Child Assessment 
Schedule, and hopelessness was measured with the Hopelessness Scale for Children. Three 
hopelessness groups were constructed: no hopelessness, moderate hopelessness (answered 
affirmatively to between 1 and 6 of the hopelessness items), and high hopelessness (answered 
affirmatively to 7 or more hopelessness items). Two groups were created from the self-image 
measure using a median split. Kashani and colleagues failed to find statistically-significant 
differences in the proportion of youth who had high self-image scores among the three 
hopelessness groups (x2(2) = 4.16). 
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Depressive Symptoms 
It was hypothesized that Depressive Symptoms would be positively correlated with 
Hopelessness (Path V, Figure 1), and a significant amount of research evidence supports this 
hypothesis (e.g., Harlow, Newcomb, & Bentler, 1986; Johnson & McCutcheon, 1981; 
Kashani, Reid, & Rosenberg, 1989; Kashani, Soltys, Dandoy, Vaidya, & Reid, 1991; Kazdin, 
French, Unis, Esveldt-Dawson, & Sherick, 1983; Kazdin, Rodgers, & Colbus, 1986; 
Kirkpatrick-Smith, Rich, Bonner, & Jans, 1991-92; Overholser, Adams, Lehnert, & 
Brinkman, 1995; Rich & Bonner, 1987; Simons & Murphy, 1985; Spirito, Williams, Stark, & 
Hart, 1988). No study (of which I am aware) has examined the relationship between 
depressive symptoms and hopelessness among American Indian youth. 
In a study cited in the previous subsection, however, Overholser and colleagues 
(Overholser, Adams, Lehnert, & Brinkman, 1995) assessed the relationship between 
depressive symptoms and hopelessness. Depressive symptoms was measured with the 
Children's Depression Inventory. Overholser and colleagues reported statistically-significant 
positive correlations between depressive symptoms and hopelessness for the psychiatric 
inpatients (r = 0.77, g < 0.001) and the high school students (r = 0.66, g < 0.001). 
In another study cited in the previous subsection, Kashani and colleagues (Kashani, 
Soltys, Dandoy, Vaidya, & Reid, 1991) assessed the relationship between depressive 
symptoms and hopelessness. Depressive symptoms was measured with the Children's 
Depression Rating Scale. Kashani and colleagues reported a statistically-significant higher 
mean level of depressive symptoms in the high hopelessness group than in the low 
hopelessness group (g < 0.04 based on the Mann-Whitney U test). 
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In a third study cited in the previous subsection, Simons and Murphy (1985) assessed 
the relationship between emotional problems and hope. Emotional problems was measured 
with items borrowed from the Langner Twenty-Two Item Index of Psychiatric Impairment 
that focus on symptoms of depression and anxiety. Simons and Murphy reported statistically-
significant negative correlations between self-esteem and hope for females (standardized (3 = -
0.18, value not given) and males ((3 = -0.36, g value not given) in a path analysis. 
In a study cited in the Negative Life Events section above, Kirkpatrick-Smith and 
colleagues (Kirkpatrick-Smith, Rich, Bonner, & Jans, 1991-92) assessed the relationship 
between depressive symptoms and hopelessness. Depressive symptoms was measured with 
the Zung Self-Rating Depression Scale. Kirkpatrick-Smith and colleagues reported a 
statistically-significant positive correlation between depressive symptoms and hopelessness (r 
= 0.63, g < 0.05). 
Finally, Johnson and McCutcheon (1981) assessed the relationship between depressive 
symptoms and hopelessness in a study of 97 youth who were from the Seattle area. Over half 
(52.6%) of the youth in their study were female. The youth ranged in age from 13 to 17 
years, and the average age of the youth was not reported. Depressive symptoms was 
measured with a 13-item short version of the Beck Depression Scale, and hopelessness was 
measured with the Beck Hopelessness Scale. Johnson and McCutcheon reported a 
statistically-significant positive correlation between depressive symptoms and hopelessness (r 
= 0.68, p < 0.001). 
Some studies do not provide support for the hypothesized relationship between 
depressive symptoms and hopelessness, however. In a study cited in the previous subsection, 
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Kazdin and colleagues (Kazdin, French, Unis, Esveldt-Dawson, & Sherick, 1983) assessed the 
relationship between depressive symptoms and hopelessness. Depressive symptoms was 
measured with three scales: the Children's Depression Inventory, the Bellevue Index of 
Depression, and the Depression Symptom Checklist. Kazdin and colleagues failed to find a 
statistically-significant difference in the mean of the Depression Symptom Checklist between 
the high and low hopelessness groups (F(l,49) = 2.35 based on an ANOVA model). 
Control Variables 
The research on hopelessness as a criteria variable of interest is sparse, and 
hopelessness most often appears as a predictor variable in studies of suicidal ideation and 
suicide attempts. Thus, research has not established strong or consistent relationships 
between the control variables and hopelessness. Some of the studies cited above examine 
family socioeconomic status, gender, and / or age differences in hopelessness, but the findings 
are far from consistent. In a study cited in the Self-Esteem subsection above, Simons and 
Murphy (1985) assessed the relationship between gender and hope. Simons and Murphy 
failed to find a statistically-significant difference in the mean level of hope between males and 
females ({-statistic not reported). 
In a second study cited in the Self-Esteem subsection above, Kashani and colleagues 
(Kashani, Reid, & Rosenberg, 1989) assessed the relationships of family socioeconomic 
status, gender, and age with hopelessness. Family socioeconomic status was measured with 
the Hollingshead classification. Kashani and colleagues reported a statistically-significant 
difference in the proportion of males versus females in the three hopelessness groups (x2(2) = 
8.37, g < 0.015; females were more likely to be in the "no hopelessness group"), but they 
59 
failed to find statistically-significant differences between the hopelessness groups for family 
socioeconomic status (x2(2) = 4.02) or age (x2(4) = 5.62). In a third study cited in the Self-
Esteem subsection above, using a different sample with the same measures as in the 
aforementioned study, Kashani and colleagues (Kashani, Soltys, Dandoy, Vaidya, & Reid, 
1991) failed find statistically-significant differences between the hopelessness groups for 
family socioeconomic status (%"(1) = 2.75), gender (x2(l) = 0.29), or age (x2(l) — 0.01). 
In a final study cited in the Self-Esteem subsection above, Kazdin and colleagues 
(Kazdin, Rodgers, & Colbus, 1986) assessed the relationships of family socioeconomic status, 
gender, and age with hopelessness. Family socioeconomic status was measured with the 
Hollingshead classification and with family welfare status. Kazdin and colleagues failed to 
find statistically-significant differences between the low and high hopelessness groups for 
either of the family socioeconomic status variables or for gender and age (results not 
reported). 
In addition, Levy and colleagues (Levy, Jurkovic, & Spirito, 1995) assessed the 
relationship between socioeconomic status and hopelessness in a study of 76 adolescent 
suicide attempters who had been presented at the emergency room or pediatrics ward of a 
large northeast metropolitan hospital The vast majority (80%) of the youth in their study 
were female, and 75% were White. The youth ranged in age from 12 to 18 years, and they 
had an average age of 15.48 years. Socioeconomic status was measured with Census data on 
wealth and education in the youth's neighborhood, and hopelessness was measured with the 
Hopelessness Scale for Children. Levy and colleagues failed to find a statistically-significant 
correlation between socioeconomic status and hopelessness (r = -0.08) or a statistically-
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significant relationship between those variables in a multiple regression model (standardized (3 
= 0.01). 
Page (1991) assessed the relationships of grade level and gender with hopelessness in a 
study of 1,297 high school students from 12 high schools in an unspecified state. Less than 
half (48.6%) of the youth in their study were female, and 90% were White. The you had an 
average age of 15.3 years. Hopelessness was measured with the Beck Hopelessness Scale. 
Page reported a statistically-significant higher mean hopelessness score for males than for 
females (F(l,l 198) =4.15, g < 0.04, from an ANOVA model), but Page failed to find a 
statistically-significant difference in mean hopelessness scores by grade level (results not 
reported). 
Kashani and colleagues (Kashani, Suarez, Allan, & Reid, 1997) assessed the 
relationships of family socioeconomic status, gender, and age with hopelessness in a study of 
100 youth who were consecutively admitted to an inpatient child psychiatric unit at a 
community mental health center. Less than half (37%) of the youth in their study were 
female, and 91% were White. Forty-seven percent of the youth were children ages 6 to 12 
years (average age of 9.64 years), and the remaining youth were adolescents ages 13 to 17 
years (average age of 14.79 years). Family socioeconomic status was measured with the 
Hollingshead classification, and hopelessness was measured with the Hopelessness Scale for 
Children. Kashani and colleagues reported a statistically-significant higher mean hopelessness 
score for the children than for the adolescents (test statistic not reported, j> < 0.03), but they 
failed to find statistically-significant differences in hopelessness scores by gender or family 
socioeconomic status (results not reported). 
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Finally, Kashani and colleagues (Kashani, Nair, Rao, Nair, & Reid, 1996) assessed the 
relationship between gender and hopelessness in a study of 150 youth in a Midwestern town. 
Half of the youth in their study were female, 94.7% were White, and the youth were equally 
distributed over the ages of 14, 15, and 16. Hopelessness was measured with the 
Hopelessness Scale for Children. Kashani and colleagues failed to find a statistically-
significant relationship between gender and hopelessness in a neural network model (slope 
was -3.90, g-value not given). 
Predictors of Substance Use 
Enculturation 
It was hypothesized that Enculturation would be negatively related to Substance Use 
(Path H, Figure 1), and some research evidence supports this hypothesis (Bankston, 1995; 
Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1998). In a study cited above (Predictors 
of Self-Esteem section, Enculturation subsection), Zimmerman and colleagues (Zimmerman., 
Ramirez, Washienko, Walter, & Dyer, 1998) assessed the relationship between enculturation 
and substance use. Substance use was measured with items borrowed from the Monitoring 
the Future study that related to alcohol, cigarette, and marijuana use. Zimmerman and 
colleagues reported a statistically-significant interaction between cultural identity and self-
esteem (standardized (3 = -0.21, g < 0.05) such that at a higher level of self-esteem (one 
standard deviation above the mean) cultural identity was unrelated to substance use (t-statistic 
not reported); at the mean level and at a lower level of self-esteem (one standard deviation 
below the mean) cultural identity was negatively related to substance use (t's of 3.72 and 
3.86). 
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In addition, Bankston (1995) assessed the relationship between ethnic identity and 
substance use in a study of402 Vietnamese h£gh school students in New Orleans. Gender and 
age information were not provided. Ethnic identity was measured with a number of items that 
included: proportion of friends who were Vietnamese, Vietnamese language use, how the 
youth identified him- or herself and endogamy (preference for marrying a Vietnamese 
person). Substance use was measured by summing items that tapped alcohol use to the point 
of becoming drunk and the number of times other drugs were used. Bankston reported 
statistically-significant negative correlations between the individual ethnic identity measures 
and substance use (r's of-0.22 to -0.38, j)'s < 0.001), a statistically-significant negative 
relationship between Vietnamese language use= and substance use in a multiple regression 
model (standardized (3 = -0.23, g, 0.001), and a statistically-significant negative relationship 
between a composite measure of ethnic identity (created by summing the individual ethnic 
identity items above plus church attendance) and substance use in another multiple regression 
model (P = -0.53, g < 0.001). 
Some studies do not provide support for the hypothesized relationship between 
enculturation and substance use, however. In a study cited in this subsection, Zimmerman and 
colleagues (Zimmerman, Ramirez, Washienko, Walter, & Dyer, 1998) failed to find 
statistically-significant correlations between their three measures of enculturation and 
substance use (r's of -0.09, 0.14, and 0.07), an<i they failed to find statistically-significant 
relationships of the cultural affinity (standardized p = -0.05) and family activities (p = 0.06) 
measures with substance use in a multiple regression model. Similarly, in a second study cited 
in this subsection, Bankston failed to find statistically-significant relationships between three 
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of the ethnic identity measures (proportion of friends who were Vietnamese (standardized P = 
-0.02), how the youth identified him- or herself (P = -0.07), and endogamy (P = -0.01)) and 
substance use in a multiple regression model 
Moreover, Howard and colleagues (Howard, Walker, Walker, Cottier, & Compton, 
1999) assessed the relationship between involvement in traditional American Indian activities 
and inhalant use in a study of 195 American Indian youth from two school districts in Seattle. 
Involvement in traditional American Indian activities was measured with twelve items, and 
inhalant use (i.e., paint, gas, and glue) was measured as a dichotomous variable (0 = never 
used, 1 = ever used). Howard and colleagues failed to find a statistically-significant difference 
in the means of the involvement in traditional American Indian activities scale between 
inhalant users and non-users (effect size was 0.12). 
Finally, No vins and Mitchell (1998) assessed the relationship between ethnic identity 
and marijuana use in a study of 1,464 youth from seven predominantly American Indian high 
schools in four communities west of the Mississippi River. Over half (52%) of the youth in 
their study were female, and they had an average age of 16 years. Bicultural ethnic identity 
was measured with the Orthogonal Cultural Identification scale (Getting, Swaim, & Chiarella, 
1998) in which the youth reported the extent to which they identified with American Indian 
and White cultures. Separate scores were computed for American Indian and White cultural 
identity, those scores were cut at their medians to form two groups, then the resulting 
variables were cross-classified into four groups (low on both, high on American Indian and 
low on White identity, low on American Indian and high on White identity, and high on both). 
Marijuana use was measured by the number of times used in the month prior to the interview. 
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Four groups were created: no marijuana use, low marijuana use (used one to three times), 
medium marijuana use (used four to ten times), and high, marijuana use (used eleven or more 
times). Three of the groups were used in the analyses (no, low, and high), univariate logistic 
regression models were estimated that contrasted the no-low and no-high groups, and the 
analyses were completed by gender. Novins and Mitchell failed to find statistically-significant 
differences in the likelihood of marijuana use among the four bicultural ethnic identity groups 
in any of the logistic regression models (odds ratios ranged from 0.49 to 1.08). 
Discrimination 
It was hypothesized that Discrimination would be positively related to Substance Use 
(Path M, Figure 1), and no study (of which I am aware) has supported this hypothesis. One 
study (of which I am aware) failed to find support for this hypothesis, however. Barrett, Joe, 
and Simpson (1991) assessed the relationship between perceived discrimination and substance 
use in a study of 110 Mexican American youth who had entered a drug abuse prevention 
program in Austin, Texas four years earlier. Over one-third (35%) of the youth in their study 
were female, and the youth had an average age of 19 years. Perceived discrimination was 
measured with one item on a three-point scale that assessed how often respondents attributed 
problems in their life to their ethnicity, and substance use was measured with three scales: 
lifetime inhalant use, drug use severity (ranging from no drug use to use of hard drugs 
intravenously), and drinking severity in the thirty days prior to the interview. Barrett and 
colleagues failed to find statistically-significant correlations between perceived discrimination 
and all three of the substance use measures (correlations not reported). 
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Negative Life Events 
It was hypothesized that Negative Life Events would be positively related to 
Substance Use (Path R, Figure 1), and a substantial amount of research supports this 
hypothesis (e.g., Dick, Manson, & Beals, 1993; Duncan, 1977; Hussong & Chassin, 1994; 
Kirkpatrick-Smith, Rich, Bonner, & Jans, 1991-92; Labouvie, 1986; Novins & Mitchell, 1998; 
Wills, 1988; Wills, Sandy, Yaeger, Cleary, & Shinar, 2001). In a study cited in the 
Encukuration subsection above, Novins and Mitchell (1998) assessed the relationship between 
stressful life events and marijuana use. Stressful life events was measured with two variables: 
historical life events (using the Historical Life Events Inventory) and recent life events (using 
the Six-Month Life Events Inventory). Novins and Mitchell reported statistically-significant 
positive relationships between recent life events and marijuana use for females in univariate 
logistic regression models predicting low (odds ratio = 1.19, 99% confidence interval of (1.01, 
1.41)) and high (odds ratio = 1.59, 99% confidence interval of (1.29, 1.97)) marijuana use and 
for males predicting high marijuana use (odds ratio = 1.22, 99% confidence interval of (1.04, 
1.43)). In addition, Novins and Mitchell reported a statistically-significant positive 
relationship between historical life events and marijuana use for females in a univariate logistic 
regression model predicting high marijuana use (odds ratio = 1.45, 99% confidence interval of 
(1.05, 2.01)). 
Furthermore, Dick and colleagues (Dick, Manson, & Beals, 1993) assessed the 
relationship between stressful life events and alcohol use in a study of 188 American Indian 
youth in a boarding school in an unnamed state. Over half (52%) of the youth in their study 
were female, and the youth had an average age of 15.9 years. Stressful life events was 
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measured with a modified version of the Life Events Schedule, and alcohol use was measured 
with three separate items: self-perception of alcohol use, number of time drunk in the past 
month, and a quantity-frequency index. Dick and colleagues reported statistically-significant 
positive correlations between stressful life events and self-perception of alcohol use (r = 0.20, 
B < 0.01) and the quantity-frequency index (r = 0.29, g < 0.001). 
In a study cited above (Predictors of Hopelessness section, Negative Life Events 
subsection), Kirkpatrick-Smith and colleagues (Kirkpatrick-Smith, Rich, Bonner, & Jans, 
1991-92) assessed the relationship between life stress and substance use. Substance use was 
measured with a problem substance use subscale from the Jans Alcohol and Drug Survey. 
Kirkpatrick-Smith and colleagues reported a statistically-significant positive correlation 
between life stress and substance use (r = 0.13, p < 0.05). 
Husson and Chassin (1994) assessed the relationship between stress and alcohol use in 
a study of224 children of alcoholics and 204 matched community youth who were in Arizona. 
Less than half (46%) of the youth in their sample were female, 71.1% were White, and 24.2% 
were Hispanic. The youth ranged in age from 12 to 18 years, and they had an average age of 
14.6 years. Stress was measured with 23 items representing negative uncontrollable life 
events, and alcohol use was measured with two different items that assessed use in the three 
months prior to the interview: (1) quantity and frequency of alcohol use and (2) heavy alcohol 
use (frequency of binge drinking and intoxication). Husson and Chassin reported statistically-
significant positive correlations between stress and the quantity and frequency of alcohol use 
(r = 0.25, £ < 0.001) and heavy alcohol use (r = 0.26, £ < 0.001), and they reported 
statistically-significant positive relationships between stress and the quantity and frequency of 
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alcohol use (standardized p = 0.22, g < 0.001) and heavy alcohol use (P = 0.24, g < 0.001) in 
multiple regression models. 
Finally, Wills and colleagues (Wills, Sandy, Yaeger, Cleary, & Shinar, 2001) assessed 
the relationship between life stress and substance use in a longitudinal study of 1,668 youth 
from six schools in public school districts in the New York metropolitan area. Fewer than half 
(47%) of the youth in their study were female. At Time 1, the youth were in grade 7 and had 
an average age of 12.4 years. Over one-third of the youth (37%) were White, 29% were 
African-American, and 23% were Hispanic. The youth were followed up one year later (Time 
2) and again two years later (Time 3). Life stress was measured with a twenty-item checklist 
of negative life events, and substance use was measured as the sum of three items (cigarettes, 
alcohol, and marijuana), each on a six-point scale (0 = never tried to 6 = usually use every 
day). A latent growth curve model, which used structural equation modeling techniques, was 
estimated. Time 1 life events was an exogenous variable used to predict the endogenous 
latent constructs of the intercept and slope of substance use, which were based on the Time 1, 
Time 2, and Time 3 assessments. Wills and colleagues reported statistically-significant 
positive relationships between life events and the intercept (standardized p = 0.14, g < 0.01) 
and slope (P = 0.29, g, 0.01) of substance use. 
Some studies do not provide support for the hypothesized relationship between 
negative life events and substance use, however. In a study cited in this subsection, Novins 
and Mitchell (1998) failed to find statistically-significant relationships between historical life 
events and marijuana use for males (both low and high marijuana use, odds ratios of 1.05 and 
1.36, respectively) and females (low marijuana use, odds ratio of 1.15) in univariate logistic 
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regression models, and they failed to find a statistically-significant relationship between recent 
life events and low marijuana use for males in a univariate logistic regression model (odds 
ratio of 1.07). 
In a second study cited in this subsection, Dick and colleagues (Dick, Manson, & 
Beals, 1993) failed to find a statistically-significant correlation between stressful life events 
and the number of times drunk in the past year (r not reported), and they failed to find 
statistically-significant relationships between stressful life events and each of the three 
measures of alcohol use in multiple regression analyses (standardized p's of 0.13, 0.01, and 
0.003, respectively). 
Self-Esteem 
It was hypothesized that Self-Esteem would be negatively correlated with Substance 
Use (Path U, Figure 1), and research evidence supports this hypothesis (e.g., Carvajal, Clair, 
Nash, & Evans, 1998; Harlow, Newcomb, & Bentler, 1986; Howard, Walker, Walker, 
Cottier, & Compton, 1999; Mitchell & Beals, 1997; Novins & Mitchell, 1998; Vega, 
Zimmerman, Warheit, Apospori, & Gil, 1993). In a study cited above (Predictors of Self-
Esteem section, Enculturation subsection), Mitchell and Beals (1997) assessed the relationship 
between substance use and self-esteem. Substance use was measured with two separate 
variables: alcohol use and drug use. Mitchell and Beals reported a statistically-significant 
negative relationship between alcohol use and self-esteem (standardized p = -0.09, g < 0.05) 
in a multiple regression model 
In a study cited in this section (Enculturation subsection), Novins and Mitchell (1998) 
assessed the relationship between self-esteem and marijuana use. Self-esteem was measured 
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with the Rosenberg Self-Esteem Scale. Novins and Mitchell reported statistically-significant 
negative relationships between self-esteem and marijuana use for females (odds ratio = 0.62, 
99% confidence interval of (0.41, 0.96)) and males (odds ratio = 0.64, 99% confidence 
interval of (0.45, 0.92)) in univariate logistic regression models predicting high marijuana use. 
In another study cited in this section (Enculturation subsection), Howard and 
colleagues (Howard, Walker, Walker, Cottier, & Compton, 1999) assessed the relationship 
between self-esteem and inhalant use. Self-esteem was measured with the Harter Self-
Perception Profile for Children. Howard and colleagues reported a statistically-significant 
lower mean value of self-esteem for inhalant users than for non-users (t(27) = 1.92, p < 0.07). 
In a fourth study cited above (Predictors of Hopelessness section, Self-Esteem 
subsection), Harlow and colleagues (Harlow, Newcomb, & Bentler, 1986) assessed the 
relationship between self-derogation (a measure of self-esteem) and substance use. Substance 
use was a latent construct measured with three subscales: alcohol frequency, cannabis 
frequency, and hard drug frequency. Harlow and colleagues reported a statistically-significant 
positive direct effect of self-derogation on substance use for males ((3 =0.17, j)< 0.10) in a 
structural equation models. 
Moreover, Carvajal and colleagues (Carvajal, Clair, Nash, & Evans, 1998) assessed 
the relationship between self-esteem and substance use in a study of 1,985 youth from six 
middle schools near a large urban area of Texas. Less than half (48%) of the youth in their 
study were female, 62% were White, 22% were Latino, and 12% were African American. 
The youth ranged in age from 11 to 14 years, and they had a median age of 12 years. Self-
esteem was measured with the Rosenberg Self-Esteem Scale, and substance use was measured 
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with two items that assessed lifetime alcohol (continuous measure) and marijuana use 
(dichotomous measure). Carvajal and colleagues reported statistically-significant negative 
relationships between self-esteem and alcohol use in a multiple regression model (standardized 
P = -0.17, p< 0.001; controlling for demographic variables) and between self-esteem and 
marijuana use in a multivariate logistic regression model (odds ratio = 0.93, p < 0.001; 
controlling for demographic variables). 
Finally, Vega and colleagues (Vega. Zimmerman, Warheit, Apospori, & GH, 1993) 
assessed the relationship between low self-esteem and alcohol use in a study of6,760 boys 
from sixth- and seventh-grade classes in the greater Miami area One-quarter of the boys 
(25.8%) were Cuban, 37.7% were other Hispanics, 19.7% were African-American, and 
13.3% were White. Self-esteem was measured with the Kaplan Self-Derogation Scale, and a 
dichotomous variable was created from this scale so that 1 indicated youth who had low self-
esteem (those who had a mean value of 2.5 or lower (on a scale from 1 to 4) of all 13 items). 
Alcohol use was a dichotomous variable that indicated whether the youth had ever used 
alcohoL Vega and colleagues reported a statistically-significant positive relationship between 
low self-esteem and alcohol use for the non-Cuban Hispanic youth in a multivariate logistic 
regression model (odds ratio = 1.30, p < 0.01). 
Many studies do not provide support for the hypothesized relationship between self-
esteem and substance use (e.g., Carvajal, Clair, Nash, & Evans, 1998; Harlow, Newcomb, & 
Bentier, 1986; McGee & Williams, 2000; Mitchell and Beals, 1997; Novins & Mitchell, 1998; 
Oetting, Beauvais, & Edwards, 1988; Getting, Swaim, Edwards, & Beauvais, 1989; Swaim, 
Oetting, Edwards, & Beauvais, 1989; Vega, Zimmerman, Warheit, Apospori, & Gil, 1993). 
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For instance, in a study cited in this subsection, Novins and Mitchell (1998) failed to find 
statistically-significant relationships between self-esteem and marijuana use in univariate 
logistic regression models predicting low marijuana use (odds ratios of 1.19 and 0.93 for 
females and males, respectively). 
In another study cited in this subsection, Mitchell and Beals (1997) failed to find a 
statistically-significant relationship between drug use and self-esteem in a multiple regression 
model (standardized (3 = 0.02). In a third study cited in this subsection, Harlow and 
colleagues (Harlow, Newcomb, & Bentier, 1986) failed to find a statistically-significant direct 
effect of self-derogation on substance use for females in a structural equation model 
(coefficient not reported). 
In a fourth study cited in this subsection, Carvajal and colleagues (Carvajal, Clair, 
Nash, & Evans, 1998) failed to find statistically-significant relationships of self-esteem with 
alcohol use and marijuana use when controls for optimism and hope were included in the 
multiple regression and multivariate logistic regression models (coefficients not reported). In 
a fifth study cited in this subsection, Vega and colleagues (Vega, Zimmerman, Warheit, 
Apospori, & Gil, 1993) failed to find statistically-significant relationships between low self-
esteem and alcohol use in multivariate logistic regression models that were estimated 
separately for the Cuban, African-American, and White youth (coefficients not reported). 
Finally, Oetting, Beauvais, and Edwards (1988) assessed the relationship between self 
confidence and alcohol use in a study of 96 American Indian from four American Indian 
reservations. Half of the youth in their study were female. The youth ranged in age from 12 
to 16 years, and they had an average age of nearly 14.5 years. Self confidence was measured 
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with five items (e.g., I am able to do things well), and alcohol use was measured with a 
dichotomous variable (0 = no involvement, 1 = some involvement or more). Oetting and 
colleagues failed to find statistically-significant differences in the mean values of self 
confidence between the two alcohol use groups (F statistic from ANOVA not reported). 
Depressive Symptoms 
It was hypothesized that Depressive Symptoms would be positively correlated with 
Substance Use (Path W, Figure 1), and research evidence supports this hypothesis (e.g., Dick, 
Manson, & Beals, 1993; Husson and Chassin, 1994; Kirkpatrick-Smith, Rich, Bonner, & Jans, 
1991-92; Mitchell and Beals, 1997; Novins & Mitchell, 1998; Paton, Kessler, & Kandel, 
1977; Vega, Zimmerman, Warheit, Apospori, & Gil, 1993). In a study cited in the 
Enculturation subsection above, Novins and Mitchell (1998) assessed the relationship between 
depressive symptoms and marijuana use. Depressive symptoms was measured with the Center 
for Epidemiologic Studies Depression (CES-D) scale. Novins and Mitchell reported a 
statistically-significant positive relationship between depressive symptoms and marijuana use 
for males in a univariate logistic regression model predicting high marijuana use (odds ratio = 
1.93, 99% confidence interval of (1.17, 3.20)). 
In a second study cited in the Negative Life Events subsection above, Dick and 
colleagues (Dick, Manson, & Beals, 1993) assessed the relationship between depressive 
symptoms and alcohol use. Depressive symptoms was measured with the Center for 
Epidemiologic Studies Depression (CES-D) scale. Dick and colleagues reported statistically-
significant positive correlations between stressful life events and self-perception of alcohol use 
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(r = 0.18, g < 0.05), number of times drunk in the past month (r = 0.16, £ < 0.05), and the 
quantity-frequency index (r = 0.17, g < 0.05). 
In another study cited in the Negative Life Events subsection above, Husson and 
Chassin (1994) assessed the relationship between depressive symptoms and alcohol use. 
Depressive symptoms was measured with six items from an unnamed scale. Husson and 
Chassin reported statistically-significant positive correlations between depressive symptoms 
and the quantity and frequency of alcohol use (r = 0.23, g < 0.001) and heavy alcohol use (r = 
0.24,2 < 0.001), and they reported statistically-significant positive relationships between 
depressive symptoms and the quantity and frequency of alcohol use (standardized (3 = 0.12, g 
< 0.05) and heavy alcohol use (P = 0.17, £ < 0.01) in multiple regression models. 
In a study cited in the previous subsection, Vega and colleagues (Vega, Zimmerman, 
Warheit, Apospori, & Gil, 1993) assessed the relationship between depression and alcohol 
use. Depression was measured with four items from the Center for Epidemiologic Studies 
Depression (CES-D) scale, and a dichotomous variable was created from this scale so that 1 
indicated youth who had depression (those who had a mean value of 1.5 or higher (on a scale 
from 1 to 4) of all 4 items). Vega and colleagues reported a statistically-significant positive 
relationship between depression and alcohol use for the White youth in a multivariate logistic 
regression model (odds ratio = 1.52, £ < 0.05). 
In another study cited above (previous subsection and Predictors of Depressive 
Symptoms section, Enculturation subsection), Mitchell and Beals (1997) reported a 
statistically-significant positive relationship between alcohol use and depressive symptoms 
(standardized P = 0.15, g < 0.05) in a multiple regression model In a final study cited above 
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(Negative Life Events subsection above; Predictors of Hopelessness section, Negative Life 
Events and Depressive Symptoms subsections), Kirkpatrick-Smith and colleagues 
(Kirkpatrick-Smith, Rich, Bonner, & Jans, 1991-92) reported a statistically-significant positive 
correlation between depressive symptoms and substance use (r = 0.31, g < 0.05). 
Many studies do not provide support for the hypothesized relationship between 
depressive symptoms and substance use, however (Dick, Manson, & Beals, 1993; Harlow, 
Newcomb, & Bentier, 1986; Mitchell and Beals, 1997; Novins & Mitchell, 1998; Oetting, 
Beauvais, and Edwards, 1988; Oetting, Swaim, Edwards, & Beauvais, 1989; Swaim, Oetting, 
Edwards, & Beauvais, 1989; Vega, Zimmerman, Warheit, Apospori, & Gil, 1993). In a study 
cited in this subsection, Novins and Mitchell (1998) failed to find statistically-significant 
relationships between depressive symptoms and marijuana use in univariate logistic regression 
models predicting low marijuana use for males and females (odds ratios of 1.36 and 1.37, 
respectively), and they failed to find a statistically-significant relationship between depressive 
symptoms and marijuana use in a univariate logistic regression model predicting high 
marijuana use for females (odds ratio of 1.24). 
In a second study cited in this subsection, Dick and colleagues (Dick, Manson, & 
Beals, 1993) failed to find statistically-significant relationships between depressive symptoms 
and each of the three measures of alcohol use in multiple regression analyses (standardized (3's 
of0.07, 0.02, and 0.01, respectively). In a third study cited in this subsection, Mitchell and 
Beals (1997) failed to find a statistically- significant relationship between drug use and 
depressive symptoms in a multiple regression model (standardized (3 = 0.02). 
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In a fourth study cited in this subsection, Vega and colleagues (Vega, Zimmerman, 
Warheit, Apospori, & Gil, 1993) failed to find statistically-significant relationships between 
depression and alcohol use in multivariate logistic regression models that were estimated 
separately for the Cuban, non-Cuban Hispanic, and African-American youth (coefficients not 
reported). In another study cited above (Self-Esteem section above; Predictors of 
Hopelessness section, Self-Esteem subsection), Harlow and colleagues (Harlow, Newcomb, & 
Bentier, 1986) assessed the relationship between depressive symptoms and substance use. 
Depressive symptoms was a latent construct measured with four subscales from the Center for 
Epidemiologic Studies Depression (CES-D) scale. Harlow and colleagues failed to find 
statistically-significant direct effects of depressive symptoms on substance use for males or 
females in separate structural equation models (coefficients not reported). 
In a study cited in the previous subsection, Oetting, Beauvais, and Edwards (1988) 
assessed the relationship between depressive symptoms and alcohol use. Depressive 
symptoms was measured with seven items from an unnamed scale. Oetting and colleagues 
failed to find statistically- significant differences in the mean values of depressive symptoms 
between the two alcohol use groups (F statistics from ANOVA models not reported). 
Hopelessness 
It was hypothesized that Hopelessness would be positively related to Substance Use 
(Path X, Figure 1), and some research evidence supports this hypothesis (Carvajal, Clair, 
Nash, & Evans, 1998; Harlow, Newcomb, & Bentier, 1986; Kirkpatrick-Smith, Rich, Bonner, 
& Jans, 1991-92; Oetting, Beauvais, and Edwards, 1988). In a study cited in the Self-Esteem 
subsection above, Oetting, Beauvais, and Edwards (1988) assessed the relationship between 
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expectancy for the future and alcohol use. Expectancy for the future was measured with four 
items from an unnamed scale. Oetting and colleagues reported a statistically-significant higher 
mean value of the expectancy for the future scale for youth who did not use alcohol compared 
with those who did use alcohol (g < 0.04, based on an ANOVA, F-statistic not reported). 
In another study cited in the Self-Esteem subsection above, Carvajal and colleagues 
(Carvajal, Clair, Nash, & Evans, 1998) assessed the relationship between hope and substance 
use. Hope was measured with the Children's Hope Scale (higher values indicate more hope). 
Carvajal and colleagues reported statistically-significant negative relationships between hope 
and alcohol use in two multiple regression models: the first controlled for demographic 
variables (standardized P = -0.23, g < 0.001) and the second controlled for demographic 
variables, optimism, and self-esteem (P = -0.14, g < 0.001). Similarly, they reported 
statistically-significant negative relationships between hope and marijuana use in two 
multivariate logistic regression models: the first controlled for demographic variables (odds 
ratio = 0.88, g < 0.001) and the second controlled for demographic variables, optimism, and 
self-esteem (odds ratio = 0.94, g < 0.05). 
In a study cited above (Predictors of Hopelessness and Substance Use sections, 
Negative Life Events subsections), Kirkpatrick-Smith and colleagues (Kirkpatrick-Smith, 
Rich, Bonner, & Jans, 1991-92) reported a statistically-significant positive correlation 
between hopelessness and substance use (r = 0.37, g < 0.05). In a final study cited above 
(Predictors of Hopelessness and Substance Use sections, Self-Esteem subsections), Harlow 
and colleagues (Harlow, Newcomb, & Bentier, 1986) reported a statistically-significant 
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negative direct effect of purpose in life on substance use for females (P = -0.11, p < 0.10) in a 
structural equation model. 
Some studies do not provide support for the hypothesized relationship between 
hopelessness and substance use, however. In a study cited in this subsection, Harlow and 
colleagues (Harlow, Newcomb, & Bentier, 1986) failed to find a statistically-significant direct 
effect of purpose in life on substance use for males in a structural equation model (coefficient 
not reported). 
In a study cited above (Predictors of Hopelessness section, Control Variables 
subsection), Page (1991) assessed the relationship between hopelessness and substance use. 
Hopelessness was measured with the Beck Hopelessness Scale, and four groups were 
constructed from the hopelessness measure: high (scale scores of 10 or more), hopeless (scale 
scores of 4 to 9), low (scores of 1 to 3), and not hopeless (scores of zero). Substance use was 
measured with three items: getting drunk, drinking alcohol, and using illicit drugs. Page found 
that neither of the substance use variables distinguished the four hopelessness groups in a 
stepwise discriminant analysis. 
Control Variables 
Research evidence suggests that males have higher levels of substance use than do 
females, that substance use increases with age, and that substance use decreases as family 
socioeconomic status increases. The research findings are not entirely consistent, however. 
In a study cited in the Enculturation subsection above, Bankston (1995) assessed the 
relationship between gender and substance use. Bankston reported a statistically-significant 
negative correlation between gender and substance use (r = -0.21, p < 0.001, females were 
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less likely to use substances than were males), and Bankston also reported a statistically-
significant negative relationship between gender and substance use in a multiple regression 
model (standardized P = -0.20, g < 0.001). 
In another study cited in the Enculturation subsection above, Novins and Mitchell 
(1998) assessed the relationships of gender and age with marijuana use. Five age categories 
were created: (1) ages 13-14, (2) age 15, (3) age 16, (4) age 17, and (5) ages 18 to 20. 
Novins and Mitchell reported a statistically-significant difference in high marijuana use 
between males and females (odds ratio = 2.37, 99% confidence interval of (1.52, 3.69), males 
were more likely to engage in high marijuana use than were females), but they failed to find a 
statistically-significant difference in low marijuana use between males and females (odds ratio 
of 1.24). Novins and Mitchell created four categorical variables from the five age categories 
(youth ages 13-14 constituted the baseline group), and they failed to find any statistically-
significant effects of age on low or high marijuana use for females (odds ratios of 0.97 to 
2.63). They did find, however, that males who were 16 (odds ratio = 3.08, 99% confidence 
interval of (1.09, 8.74)) or 17 (odds ratio = 3.83, 99% confidence interval of (1.31, 11.21)) 
were more likely than males ages 13 to 14 to have low marijuana use, and males who were 17 
(odds ratio = 4.32, 99% confidence interval of (1.41, 13.20)) were more likely than males 
ages 13 to 14 to have high marijuana use. None of the other age categories differed 
statistically from the ages 13 to 14 group in low or high marijuana use among males (odds 
ratios of 1.21 to 1.37). 
In a study cited in the Discrimination subsection above, Barrett, Joe, and Simpson 
(1991) assessed the relationship family socioeconomic status and substance use. Family 
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socioeconomic status was measured with a scale containing five items: parental education, 
parental employment, welfare status, public housing status, and crowded housing conditions. 
Barrett and colleagues failed to find statistically-significant correlations between family 
socioeconomic status and all three of the substance use measures (correlations not reported). 
In a study cited in the Negative Life Events subsection above, Husson and Chassin 
(1994) assessed the relationships of age and gender with alcohol use. Husson and Chassin 
reported statistically-significant positive correlations between age and the quantity and 
frequency of alcohol use (r = 0.31, p < 0.001) and heavy alcohol use (r = 0.25, p < 0.001), 
and they reported statistically-significant positive relationships between age and the quantity 
and frequency of alcohol use (standardized (3 = 0.29, p < 0.001) and heavy alcohol use (P = 
0.24, p < 0.001) in multiple regression models. Husson and Chassin failed to find gender 
differences in alcohol use, however (r's of -0.02 and 0.02 and standardized p's of 0.01 and 
0.05 for the quantity and frequency of alcohol use and heave alcohol use, respectively). 
In a final study cited above (Predictors of Hopelessness and Substance Use sections, 
Self-Esteem subsections), Harlow and colleagues (Harlow, Newcomb, & Bentier, 1986) 
assessed the relationship between gender and substance use. Harlow and colleagues reported 
a statistically-significant higher mean level of alcohol use for males versus females (point 
biserial r = -0.14, p < 0.001); however, they failed to find statistically-significant differences in 
the mean levels of cannabis or hard drug use between males and females (point biserial r's of 
-0.01 and -0.04, respectively). 
Wills, McNamara, and Vaccaro (1995) assessed the relationship between family 
socioeconomic status and substance use in a study of 1,775 youth in public school districts in 
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Westchester Count, New York. Less than half (47%) of the youth in their study were female, 
34% were White, 30% were African-American, and 25% were Hispanic. The youth had an 
average age of 13.5 years. Family socioeconomic status was measured with father's 
education (1 = grade school to 6 = post-college education), and substance use was measured 
with four variables: alcohol use, marijuana use, heavy drinking, and a composite scale. Wills 
and colleagues reported statistically-significant negative relationships between family 
socioeconomic status and both marijuana use (standardized (3 = -0.07, g < 0.01) and the 
composite substance use scale ((3 = -0.09, g < 0.01) in multiple regression models, but they 
failed to find statistically-significant correlations between family socioeconomic status and 
both alcohol use and heavy drinking in multiple regression models ((3's of -0.02 and -0.05, 
respectively). 
Predictors of Suicidal Ideation 
Enculturation 
It was hypothesized that Enculturation would be negatively related to Suicidal Ideation 
(Path E, Figure 1). Only two studies (of which I am aware) have examined the relationship 
between ethnic identity, which is related to enculturation, and suicidal ideation, and both 
studies failed to support the hypothesized negative relationship. Howard-Pitney and 
colleagues (Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992) assessed the 
relationship between ethnic identity and suicidal ideation in a study of 83 Zuni adolescents. 
Over half (58%) of the youth in their study were female, and they had an average age of 15.6 
years. Howard-Pitney and colleagues measured ethnic identity with five items, each on a five-
point scale, that assessed the degree to which they considered themselves traditional Zunis, 
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and they measured suicidal ideation with eight true-false items from an unnamed suicidal 
ideation scale. Howard-Pitney and colleagues failed to find a statistically-significant 
correlation between ethnic identity and suicidal ideation (r = -0.07). 
Novins and colleagues (Novins, Beals, Roberts, & Manson, 1999) assessed the 
relationship between bicultural ethnic identity and suicidal ideation in a study of 1,378 
American Indian youth from three tribes. Approximately half (50.8%) of the youth in their 
study were female, 32.9% were Pueblo, 40.9% were from a tribe in the Southwest United 
States, and 26.2% were from a tribe in the Northern Plains of the United States. Bicultural 
ethnic identity was measured with the Orthogonal Cultural Identification scale (Oetting, 
Swaim, & Chiarella, 1998) in which the youth reported the extent to which they identified 
with American Indian and White cultures. Separate scores were computed for American 
Indian and White cultural identity separately, those scores were cut at their medians to form 
two groups, then the resulting variables were cross-classified into four groups (low on both, 
high on American Indian and low on White identity, low on American Indian and high on 
White identity, and high on both). Suicidal ideation was measured with a dichotomous 
screening item created from Reynold's Suicidal Ideation Questionnaire (SIQ). Novins and 
colleagues failed to find a statistically-significant difference in the likelihood of thinking about 
suicide among the four bicultural ethnic identity groups (odds ratios from logistic regression 
models ranged from 0.36 to 3.07). 
Discrimination 
It was hypothesized that Discrimination would be positively related to Suicidal 
Ideation (Path K, Figure 1), and only one study (of which I am aware) has examined this 
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hypothesis. Meyer (1995) assessed the relationship between prejudice and suicidal behavior in 
a study of 741 gay men in New York City. The men ranged in age from 21 to 76 years, and 
they had an average age of 38.0 years. Prejudice was measured with a number of items that 
determined whether the men had experienced antigay violence and / or discrimination in the 
year prior to the interview, and suicidal behavior was assessed with four items that tapped 
suicidal ideation and / or behavior. Meyer reported statistically-significant relationships 
between prejudice and suicidal behavior in a simple regression model (standardized P = 0.12, 
g < 0.01), in a multiple regression model that controlled for a number of potentially 
confounding factors (P = 0.11, g < 0.01), and in a multiple regression model that controlled 
for internalized homophobia, stigma., and other potentially confounding factors (P = 0.10, g < 
0.01). 
Negative Life Events 
It was hypothesized that Negative Life Events would be positively related to Suicidal 
Ideation (Path Q, Figure 1), and research evidence supports this hypothesis in American (or 
Canadian) Indian samples (Gartrell, Jarvis, & Derksen, 1993; Howard-Pitney, LaFromboise, 
Basil, September, & Johnson, 1992; Manson, Beals, Dick, & Duclos, 1989; Novins, Beals, 
Roberts, & Manson, 1999) and in non-Native samples (e.g., De Man & Leduc, 1995; 
Garrison, Addy, Jackson, McKeown, & Waller, 1991; Warheit, Zimmerman, Khoury, Vega, 
& Gil, 1996). In a study cited in the Enculturation subsection above, Howard-Pitney and 
colleagues (Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992) assessed the 
relationship between stressful life events and suicidal ideation. Stressful life events was 
measured with a checklist of eleven events that may have happened in the year prior to the 
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interview. Howard-Pitney and colleagues reported a statistically-significant positive 
correlation between stressful life events and suicidal ideation (r = 0.34, £ < 0.003). 
In a second study cited in the Enculturation subsection above, Novins and colleagues 
(Novins, Beals, Roberts, & Manson, 1999) assessed the relationship between stressful life 
events and suicidal ideation. Stressful life events was measured with three separate scales 
(historical life events, six-month life events, and chronic strains). Novins and colleagues 
reported statistically-significant positive relationships between stressful life events and suicidal 
ideation in univariate logistic regression models that were estimated separately for each of the 
three tribes (odds ratios ranged from 1.44 to 2.33, g's < 0.05). In addition, six-month life 
events were statistically-significant in multivariate logistic regression models for the tribe from 
the Southwest (odds ratio of 1.71, 95% confidence interval of (1.14, 2.68), p not given) and 
males in the tribe from the Northern Plains (odds ratio of2.59, 95% confidence interval of 
(1.44, 4.65), b< 0.01). 
In addition, Manson and colleagues (Manson, Beals, Dick, & Duclos, 1989) assessed 
the relationship between the experience of the death of a family member or friend and suicidal 
ideation in a study of 188 American Indian youth in a boarding school. Over half (54%) of 
the youth in their study were female, and the youth ranged in age from 12 to 20 years. 
Suicidal ideation was measured with one item on a four-point scale that assessed the extent of 
suicidal thoughts in the month prior to the interview. Manson and colleagues reported a 
statistically- significant positive correlation between the experience of the death of a friend and 
suicidal ideation (r = 0.18, p < 0.01). 
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Finally, Gartrell and colleagues (Gartrell, Jarvis, & Derksen, 1993) assessed the 
relationship between having a suicide in the household and suicidal ideation in a study of 229 
Canadian Indian youth in private and public junior high schools in Alberta, Canada. Over half 
(58.3%) of the youth in their study were female, and the youth were in grades seven through 
nine. Suicidal ideation was measured with a dichotomously scored item that indicated 
whether the youth had seriously considered suicide. Gartrell and colleagues reported a 
statistically-significant positive relationship between having a suicide in the household and 
suicidal ideation at the bivariate level (%,2(1) = 8.41, p < 0.004) and in a multivariate logistic 
regression model (odds ratio of 2.06, p value not given). 
Some studies do not provide support for the hypothesized relationship between 
negative life events and suicidal ideation, however. In the study cited in this subsection, 
Novins and colleagues (Novins, Beals, Roberts, & Manson, 1999) failed to find a statistically-
significant relationship between historical life events and suicidal ideation in a univariate 
logistic regression model for the tribe from the Northern Plains (odds ratio of 1.12). Novins 
and colleagues also failed to find statistically-significant relationships between suicidal ideation 
and historical life events (for all three tribes), chronic strains (for all three tribes), and six-
month life events (for the Pueblo tribe and for females from the tribe in the Northern Plains) in 
multivariate logistic regression models (coefficients not provided). Moreover, in the study 
cited in this subsection, Manson and colleagues (Manson, Beals, Dick, & Duclos, 1989) failed 
to find a statistically-significant correlations between suicidal ideation and the experience of 
the death of a sibling or parent (r's of -0.10 and 0.05, respectively). 
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Self-Esteem 
It was hypothesized that Self-Esteem would be negatively related to Suicidal Ideation 
(Path Y, Figure 1), and research evidence supports this hypothesis in one study of American 
Indian youth (Novins, Beals, Roberts, & Manson, 1999) and in several studies of non-Native 
youth (e.g., De Man & Leduc, 1995; McGee & Williams, 2000; Overholser, Adams, Lehnert, 
& Brinkman, 1995; Shagle & Barber, 1993; Simons & Murphy, 1985). In a study cited in the 
Enculturation subsection above, Novins and colleagues (Novins, Beals, Roberts, & Manson, 
1999) assessed the relationship between self-esteem and suicidal ideation. Self-esteem was 
measured with the Rosenberg Self-Esteem Scale. Novins and colleagues reported 
statistically-significant negative relationships between self-esteem and suicidal ideation in 
univariate logistic regression models that were estimated separately for each of the three tribes 
(odds ratios ranged from 0.45 to 0.74, p's < 0.01). In addition, self-esteem was statistically-
significant in a multivariate logistic regression model for the tribe from the Northern Plains 
(odds ratio of0.43, 95% confidence interval of (0.20, 0.93), p < 0.05). 
In a study cited above (Predictor of Hopelessness Section, Self-Esteem subsection), 
Overholser and colleagues (Overholser, Adams, Lehnert, & Brinkman, 1995) assessed the 
relationship between self-esteem and suicidal ideation. Suicidal ideation was assessed with a 
three-point item from the Children's Depression Inventory. Overholser and colleagues 
reported statistically-significant negative correlations between self-esteem and suicidal 
ideation for the psychiatric inpatients (r = -0.53, p < 0.001) and the high school students (r = -
0.52, £ < 0.001). In addition, they reported that self-esteem provided a statistically-significant 
increase in the percent explained variability in suicidal ideation (AR2 = 0.09, g < 0.0001) in a 
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multiple regression model for the total sample that also included gender, depression, and 
hopelessness. 
In another study cited above (Predictors of Hopelessness section, Self-Esteem 
subsection), Simons and Murphy (1985) assessed the relationship between self-esteem and 
suicidal ideation. Suicidal ideation was measured with one dichotomously-scored item ("Do 
you ever have thoughts about possibly ending your life?"). Simons and Murphy reported 
statistically-significant negative correlations between self-esteem and suicidal ideation for 
males (r = -0.34, g < 0.0001) and females (r = -0.28, g < 0.0006). 
In addition, Shagle and Barber (1993) assessed the relationship between self-
derogation (Le., "negative" self-esteem) and suicidal ideation in a study of473 youth from 
fourteen schools in the Knox County, Tennessee school system. Over half (55%) of the youth 
in their study were female, and 69% lived with both parents. The youth had an average age of 
13.7 years. Self-derogation was measured with three items from the Rosenberg Self-Esteem 
Scale, and suicidal ideation was measured with two items — one from the Beck Depression 
Scale and the other from the Youth Self-Report (both were on a three-point scale). Shagle 
and Barber reported a statistically-significant positive direct effect of self-derogation (a latent 
variable with three measured indicators) on suicidal ideation (a latent variable with two 
measured indicators) in a structural equation model (standardized (3 = 0.53, g < 0.001). 
Finally, De Man and Leduc (1995) assessed the relationship between self-esteem and 
suicidal ideation in a study of246 students from two regional high schools in Québec, Canada. 
Less than half (47.6%) of the youth in their study were female. The youth ranged in age from 
12 to 18 years, and they had an average age of 14.9 years. Self-esteem was measured with 
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the Rosenberg Self-Esteem Scale, and suicidal ideation was measured with a 19-item Scale for 
Suicide Ideation. De Man and Leduc reported a statistically-significant negative correlation 
between self-esteem and suicidal ideation (r = -0.44, g < 0.001, one-tailed test). 
Some studies do not provide support for the hypothesized relationship between self-
esteem and suicidal ideation, however. In a study cited in this subsection, No vins and 
colleagues (Novins, Beals, Roberts, & Manson, 1999) failed to find statistically-significant 
relationships between self-esteem and suicidal ideation in multivariate logistic regression 
models for the Pueblo tribe and for the tribe from the Southwest (coefficients not reported). 
In another study cited in this subsection, Simons and Murphy (1985) failed to find statistically-
significant direct relationships between self-esteem and suicidal ideation in path models for 
males and females (coefficients not reported). Finally, in a study cited in this subsection, De 
Man and Leduc (1995) failed to find a statistically-significant relationship between self-esteem 
and suicidal ideation after controlling for depressive symptoms (partial r = -0.07). 
Depressive Symptoms 
It was hypothesized that Depressive Symptoms would be positively related to Suicidal 
Ideation (Path Z, Figure 1), and research evidence supports this hypothesis in studies of 
American (and Canadian) Indian youth (Dinges & Duong-Tran, 1994; Gartrell, Jarvis, & 
Derksen, 1993; Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992; Manson, 
Beals, Dick, & Duclos, 1989; Novins, Beals, Roberts, & Manson, 1999) and in several studies 
of non-Native youth (e.g., De Man & Leduc, 1995; Overholser, Adams, Lehnert, & 
Brinkman, 1995; Simons & Murphy, 1985). In a study cited in the Negative Life Events 
subsection above, Gartrell and colleagues (Gartrell, Jarvis, & Derksen, 1993) assessed the 
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relationship between mental well-being and suicidal ideation. Mental well-being was 
measured with a single question about feeling good (response categories were rarely, 
sometimes, and most of the time; higher values indicated better mental health). Gartrell and 
colleagues reported a statistically-significant negative relationship between mental well-being 
and suicidal ideation at the bivariate level (%^(2) = 18.25, g < 0.0001) and in a multivariate 
logistic regression model (odds ratio of 0.53, £ value not given). 
In a second study cited in the Negative Life Events subsection above, Manson and 
colleagues (Manson, Beals, Dick, & Duclos, 1989) assessed the relationship between 
depressive symptoms and suicidal ideation. Depressive symptoms was measured with the 
Center for Epidemiologic Studies Depression (CES-D) scale. Manson and colleagues 
reported a statistically-significant positive correlation between depressive symptoms and 
suicidal ideation (r = 0.41, g < 0.001). 
In a study cited in the Enculturation subsection above, Howard-Pitney and colleagues 
(Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992) assessed the relationship 
between depressive symptoms and suicidal ideation. Depressive symptoms was measured 
with an unnamed five-item scale, each assessed on a seven-point continuum. Howard-Pitney 
and colleagues reported a statistically-significant positive correlation between depressive 
symptoms and suicidal ideation (r = 0.40, g < 0.001). 
In a second study cited in the Enculturation subsection above, Novins and colleagues 
(Novins, Beals, Roberts, & Manson, 1999) assessed the relationship between depressive 
symptoms and suicidal ideation. Depressive symptoms was measured with the Center for 
Epidemiologic Studies Depression (CES-D) scale. Novins and colleagues reported 
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statistically-significant positive relationships between depressive symptoms and suicidal 
ideation in univariate logistic regression models that were estimated separately for each of the 
three tribes (odds ratios ranged from 3.75 to 5.40, jj's < 0.001). In addition, depressive 
symptoms was statistically-significant in a multivariate logistic regression model for the 
Pueblo tribe (odds ratio of7.38, 95% confidence interval of (3.42, 15.90), g < 0.001) and for 
the tribe from the Northern Plains (odds ratio of4.60, 95% confidence interval of (2.12, 
9.96), u< 0.001). 
Moreover, Dinges and Duong-Tran (1994) assessed the relationship between 
depressive symptoms and suicidal ideation in a study of 291 American Indian and Alaska 
Native youth from a boarding school in the Northwestern United States. Over half (57%) of 
the youth in their study were female. The youth ranged in age from 14 to 18 years, and they 
had an average age of 16.0 years. Depressive symptoms was measured with the Center for 
Epidemiologic Studies Depression (CES-D) scale, and suicidal ideation was measured with an 
item from the Diagnostic Interview Schedule for Children ("Have you ever reached the point 
where you seriously considered killing yourself  ^or perhaps made plans for how you would go 
about doing it?")- Responses of 1 = often and 2 = sometimes were categorized as meeting a 
diagnosis for suicidal ideation, and responses of 3 = hardly ever and 4 = never were 
categorized as not meeting a diagnosis for suicidal ideation. Dinges and Duong-Tran reported 
a statistically-significant higher mean value of the CES-D for the group that met the diagnosis 
for suicidal ideation than for the group that did not (M's of23.85 and 15.41; standard 
deviations, test statistics, and g values were not reported). 
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Finally, in one study of non-Native youth cited above (Self-Esteem subsection above; 
Predictors of Hopelessness Section, Self-Esteem and Depressive Symptoms subsections), 
Simons and Murphy (1985) reported statistically-significant positive correlations between 
emotional problems and suicidal ideation for males (r = 0.40, p < 0.0001) and females (r = 
0.47, & < 0.0001). They also reported statistically-significant positive direct relationships 
between emotional problems and suicidal ideation in path models for males (standardized P = 
0.19, g value not given) and females (P = 0.36, j> value not given). 
That depressive symptoms is related to suicidal ideation is a highly robust finding in 
the literature. Nevertheless, one study (of which I am aware) failed to provide support for the 
hypothesized relationship between depressive symptoms and suicidal ideation. In a study cited 
in this subsection, Novins and colleagues (Novins, Beals, Roberts, & Manson, 1999) failed to 
find a statistically- significant relationship between depressive symptoms and suicidal ideation 
in a multivariate logistic regression model for the tribe from the Southwest (coefficients not 
reported). 
Hopelessness 
It was hypothesized that Hopelessness would be positively related to Suicidal Ideation 
(Path AA, Figure 1), and research evidence supports this hypothesis in one study of American 
Indian youth (Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992) and in 
several studies of non-Native youth (e.g., Levy, Jurkovic, & Spirito, 1995; Overholser, 
Adams, Lehnert, & Brmkman, 1995; Rich, Kirkpatrick-Smith, Bonner, & Jans, 1992; Simons 
& Murphy, 1985). In a study cited in the Enculturation subsection above, Howard-Pitney and 
colleagues (Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992) assessed the 
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relationship between hopelessness and suicidal ideation. Hopelessness was measured with the 
Beck Hopelessness Scale. Howard-Pitney and colleauges reported a statistically-significant 
positive correlation between hopelessness and suicidal ideation (r = 0.43, p < 0.001). 
In a study cited above (Self-Esteem subsection above; Predictors of Hopelessness 
section, Self Esteem subsection), Overholser and colleagues (Overholser, Adams, Lehnert, & 
Brinkman, 1995) reported statistically-significant positive correlations between hopelessness 
and suicidal ideation for the psychiatric inpatients (r = 0.56, p < 0.001) and the high school 
students (r = 0.21, p < 0.05). In a third study cited above (Self-Esteem subsection above; 
Predictors of Hopelessness section, Self-Esteem and Depressive Symptoms subsections), 
Simons and Murphy (1985) reported statistically-significant negative correlations between 
hopelessness and suicidal ideation for males (r = -0.22, p < 0.002) and females (r = -0.20, p < 
0.01). 
Moreover, in a study cited above (Predictors of Hopelessness section, Control 
Variables subsection), Levy and colleagues (Levy, Jurkovic, & Spirito, 1995) assessed the 
relationship between hopelessness and suicidal ideation. Suicidal ideation was measured with 
the Reynolds Suicidal Ideation Questionnaire. Levy and colleagues reported a statistically-
significant positive correlation between hopelessness and suicidal ideation (r = 0.50, p < 0.01) 
and a statistically-significant positive relationship between hopelessness and suicidal ideation 
in a multiple regression model (standardized (3 = 0.46, p value not given). 
Finally, Rich and colleagues (Rich, Kirkpatrick-Smith, Bonner, & Jans, 1992) assessed 
the relationship between hopelessness and suicidal ideation in a study of 613 students from a 
school district in western Pennsylvania. Over half (53.5%) of the youth in their study were 
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female, and 97% were White. The youth ranged in age from 14 to 19 years. Hopelessness 
was measured with the Beck Hopelessness Scale, and suicidal ideation was measured with the 
Beck Scale for Suicide Ideation. Rich and colleagues reported a statistically-significant 
positive relationship between hopelessness and suicidal ideation in a multiple regression model 
(standardized (5 - 0.61, g < 0.05). 
Some studies do not provide support for the hypothesized relationship between 
hopelessness and suicidal ideation, however. In a study cited in this subsection, Simons and 
Murphy (1985) failed to find statistically-significant direct relationships between hope and 
suicidal ideation in path models for males and females (coefficients not reported). This finding 
is most likely due to the presence of emotional problems (depressive symptoms and anxiety) 
and self-esteem in the models. Hope was strongly related to self-esteem for males (r = 0.50) 
and females (r = 0.42), and hope was modestly related to emotional problems for males (r = -
0.36) and females (r = -0.18). 
Similarly, Marcenko and colleagues (Marcenko, Fishman, & Friedman, 1999) assessed 
the relationship between hopelessness and suicidal ideation in a study of 120 from three inner-
city high schools. Half of the youth in their study were female, and the youth were evenly 
split on race / ethnicity (one-third each of African American, Hispanic, and White youth). The 
youth were all 16 years old. Hopelessness was measured with the Beck Hopelessness Scale, 
and suicidal ideation was a dichotomous variable indicating whether the youth had thought 
about suicide based on their responses to items in the Beck Scale for Suicide Ideation. 
Marcenko and colleagues failed to find a statistically-significant relationship between 
hopelessness and suicidal ideation in a multiple logistic regression model (odds ratio of 0.98). 
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As with the study by Simons and Murphy (1985), this finding is most likely due to the 
presence of other important variables (in the study by Marcenko, this includes a history of 
family suicide, substance use, and self-esteem). 
Substance Use 
It was hypothesized that Substance Use would be positively related to Suicidal 
Ideation (Path BB, Figure 1), and research evidence supports this hypothesis in studies of 
American (and Canadian) Indian youth (Dinges & Duong-Tran, 1994; Gartrell, Jarvis, & 
Derksen, 1993; Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992; Novins, 
Beals, Roberts, & Manson, 1999) and in several studies of non-Native youth (e.g., De Man & 
Leduc, 1995; Kandel, Raveis, & Davies, 1991; Marcenko, Fishman, & Friedman, 1999; Rich, 
Kirkpatrick-Smith, Bonner, & Jans, 1992; Swanson, Linskey, Quintero-Salinas, Pumariega, & 
Holzer, 1992). 
In a study cited in the Depressive Symptoms subsection above, Dinges and Duong-
Tran (1994) assessed the relationship between alcohol / drug use and suicidal ideation. The 
authors did not describe their measure of alcohol / drug use in detail. Dinges and Duong-Tran 
reported a statistically-significant higher mean value of their alcohol / drug use scale for the 
group that met the diagnosis for suicidal ideation than for the group that did not (means, 
standard deviations, test statistics, and p-values were not reported). In a study cited in the 
Enculturation subsection above, Howard-Pitney and colleagues (Howard-Pitney, 
LaFromboise, Basil, September, & Johnson, 1992) assessed the relationship between 
substance use and suicidal ideation. Substance use was measured with three items (alcohol, 
marijuana, and other drugs) that indicated how often they used each (on a 0 = never to 5 = 
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daily scale). Howard-Pitney and colleagues reported statistically-significant positive 
correlations between suicidal ideation and alcohol (r = 0.16, g < 0.08), marijuana (r = 0.22, p 
< 0.03), and other drug (r = 0.47, g < 0.001) use. 
In a second study cited in the Enculturation subsection above, Novins and colleagues 
(Novins, Beals, Roberts, & Manson, 1999) assessed the relationship between alcohol / drug 
use and suicidal ideation. Alcohol / drug use was measured with three variables: alcohol use, 
which was assessed with the Quantity / Frequency of Alcohol Use Scale; problem drinking, 
which was assessed with the Problem Drinking Behaviors Scale; and substances used, which 
was assessed with the number of classes of drugs used in the last month. Novins and 
colleagues reported statistically-significant positive relationships between all three measures of 
alcohol / drug use and suicidal ideation in univariate logistic regression models that were 
estimated separately for each of the three tribes (odds ratios ranged from 1.72 to 3.70, g's < 
0.05). 
In a study cited in the Negative Life Events subsection above, Gartrell and colleagues 
(Gartrell, Jarvis, & Derksen, 1993) assessed the relationships of alcohol use and marijuana use 
with suicidal ideation. Alcohol use was measured with a single question (response categories 
were don't use, low use, and high use), and marijuana use was measured with a single 
question (response categories were no and yes). Gartrell and colleagues reported a 
statistically-significant positive relationship between suicidal ideation and alcohol use (x2(2) = 
17.13, g < 0.0002) and marijuana use (%^(1) = 15.50, g < 0.0001) at the bivariate level and in 
a multivariate logistic regression model (odds ratio of 2.15 for alcohol use, odds ratio of 2.11 
for marijuana use, g values not given). 
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Some studies do not provide support for the hypothesized relationship between 
hopelessness and suicidal ideation, however. In a study cited in the Negative Life Events 
subsection above, Manson and colleagues (Manson, Beals, Dick, & Duclos, 1989) failed to 
find a statistically-significant correlation between suicidal ideation and alcohol quantity and 
frequency (r = 0.12), which was measured with items from the Adolescent Alcohol 
Involvement Scale. Moreover, in a study cited in this subsection, Novins and colleagues 
(Novins, Beals, Roberts, & Manson, 1999) failed to find statistically-significant relationships 
between suicidal ideation and alcohol use and substances used for the tribe from the Northern 
Plains in the univariate logistic regression models (odds ratios of 1.10 and 1.36, respectively). 
All three alcohol / substance use variables failed to achieve statistical significance in the 
multivariate logistic regression models for all three tribes (odds ratios not reported). 
Control Variables 
Research evidence suggests that females experience more suicidal ideation than do 
males, that suicidal ideation increases with age, and that suicidal ideation decreases as family 
socioeconomic status increases. The research findings are not entirely consistent, however. 
Some of the studies cited above include family socioeconomic status, gender, and / or age. 
Three studies of American Indian youth cited in the previous subsection controlled for gender 
and age, and all three failed to find gender and age differences at the bivariate (Dinges & 
Duong-Tran, 1994 [x2(l) = 2.17 and %2(5) = 4.44, respectively]; Manson, Beals, Wiegman, & 
Duclos, 1989 jr's of 0.11 and -0.10, respectively]; Novins, Beals, Roberts, & Manson, 1999 
[odds ratios of 0.36 to 0.85 and 0.42 to 1.20, respectively]) or multivariate level (Novins, 
Beals, Roberts, & Manson, 1999 [odds ratios not reported]). 
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In a study cited in the Negative Life Events subsection above, Gartrell and colleagues 
(Gartrell, Jarvis, & Derksen, 1993) assessed the relationships of age, gender, and family 
socioeconomic status with suicidal ideation. Age was a categorical variable (ages 12 and 13, 
age 14, and ages 15 and over), and family socioeconomic status was measured with two 
dichotomous items regarding whether the youth's mother or father were employed. Gartrell 
and colleagues reported a statistically-significant positive relationship between age and 
suicidal ideation at the bivariate level (%2(2) = 9.34, g < 0.009), but age failed to achieve 
statistical significance in the multivariate logistic regression model (odds ratio not reported). 
They also reported a statistically-significant relationship between gender and suicidal ideation 
(females were more likely than males to think about suicide) at the bivariate level (%2(1) = 
5.16, j) < 0.023) and in the multivariate logistic regression model (odds ratio of 1.72, g value 
not given). Finally, they failed to find a statistically-significant relationship between either 
measure of family socioeconomic status and suicidal ideation at the bivariate level (%2(l)'s of 
0.02 and 0.01, respectively), but having a mother who was employed was positively related to 
suicidal ideation in the multivariate logistic regression model (odds ratio of 1.96, g value not 
given). 
In a non-Native study cited in the Self Esteem subsection above, De Man and Leduc 
(1995) assessed the relationships of age and gender with suicidal ideation. De Man and Leduc 
failed to find a statistically-significant correlation between age and suicidal ideation (r = 0.06), 
but they found a statistically-significant correlation between gender and suicidal ideation (r = 
0.12, g < 0.05, one-tailed test; females are more likely than males to think about suicide). 
After controlling for depressive symptoms, however, the latter correlation was no longer 
97 
statistically-significant (partial r = 0.01). In a non-Native study cited in the Hopelessness 
subsection above, Marcenko and colleagues (Marcenko, Fishman, & Friedman, 1999) 
assessed the relationship between gender and suicidal ideation. Marcenko and colleagues 
reported a statistically-significant relationship between gender and suicidal ideation at the 
bivariate level (%2(1) = 13.31, g< 0.001) and in a multivariate logistic regression model (odds 
ratio of6.70, 95% confidence interval of (2.27, 19.75), g < 0.001; females were more likely 
than males to think about suicide). 
Furthermore, Swanson and colleagues (Swanson, Linskey, Quintero-Salinas, 
Pumariega, & Holzer, 1992) assessed the relationships of gender and perceived poverty status 
with suicidal ideation in a study of2,382 students from three secondary schools in southern 
Texas and 1,775 students from three secondary schools in Mexican cities adjacent to those in 
Texas. Half of the youth in their study were female, and the youth ranged in age from 11 to 
19 years. Suicidal ideation was a dichotomous variable that represented an affirmative 
response to the statement'T thought about killing myself' for one or more days during the 
preceding week, and poverty status was a dichotomous variable (1 = youth perceives that 
there is not enough money to pay for things that are needed, 0 = otherwise). Swanson and 
colleagues reported a statistically-significant relationship between gender and suicidal ideation 
(odds ratio of 1.23, g < 0.0001; females were more likely than males to think about suicide) 
and between poverty status and suicidal ideation (odds ratio of 1.32, g < 0.0001) in a 
multivariate logistic regression model with only the control variables. Once depressive 
symptoms and substance use were included, however, both gender and poverty status failed to 
achieve statistical significance (odds ratios of 1.04 and 1.07, respectively). 
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Finally, Bolger and colleagues (Bolger, Downey, Walker, & Steininger, 1989) 
assessed the relationship of gender and age with suicidal ideation in a study of 364 
undergraduate students at a major university. Almost three-quarters (74%) of the young 
adults in their study were female, and they had an average age of 20 years. The young adults 
were asked if they had ever thought about committing suicide, and, if so, at what age they first 
had such thoughts. Event history modeling was used to determine factors related to the onset 
of suicidal ideation. Bolger and colleagues found that the proportion of people who had 
thought about suicide increased linearly from age 6 to 11, at which time approximately 15% 
of the people had thought about suicide. The cumulative proportion of people who had 
thought about suicide increased more steeply (but still approximately linearly) between ages 
11 and 16, at which time approximately 60% of the people had thought about suicide. Bolger 
and colleagues also reported a statistically-significant relationship between gender and the 
onset of suicidal ideation (odds ratio of 1.27, p < 0.05), and the effect of gender was the same 
regardless of age (i.e., they failed to find a statistically-significant interaction effect between 
gender and age). 
Relationships Among Enculturation, Discrimination, and Negative Life Events 
It was hypothesized that Enculturation, Discrimination, and Negative Life Events 
would be positively related to one another (Paths A to C, Figure 1). Only two studies (of 
which I am aware) assessed the relationship between measures of enculturation and negative 
life events (Path A, Figure 1), and one supported - and one failed to support - the 
hypothesized positive relationship (Chambers, Kambon, Birdsong, Brown, Dixon, & Robbins-
Brinson, 1998; Neville, Heppner, & Wang, 1997). Several studies have assessed the 
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relationship between measures of enculturation and discrimination (Path B, Figure 1), and 
many provide support for the hypothesized positive relationships (Félix-Ortiz, Newcomb, and 
Myers, 1994; Operario and Fiske, 2001; Pak, Dion, and Dion, 1991; Phinney, Madden, and 
Santos, 1998; Romero and Roberts, 1998), though the evidence is not always consistent 
across measures of enculturation (Félix-Ortiz, Newcomb, and Myers, 1994; Romero and 
Roberts, 1998). Finally, one study (of which I am aware) assessed the relationship between 
measures of discrimination and negative life events (Path C, Figure 1), and it provided 
evidence for the hypothesized positive relationship (Gary, 1995). None of the studies were of 
American Indian youth, and the studies are summarized below. 
Neville, Heppner, and Wang (1997) assessed the relationship between racial identity 
and life stressors in a study of 90 African American undergraduate students at a predominantly 
White university in the Midwest. Two-thirds (67.8%) of the students in their study were 
female. The students ranged in age from 17 to 39 years, and they had an average age of 20.7 
years. Racial identity was measured with the Black Racial Identity Attitude Scale, which 
contains four subscales: preencounter, encounter, immersion / emersion, and internalization. 
Life stressors was measured with a modified version of the Black Student Stress Inventory, 
which assessed both general (non-cultural) and culture-specific stressors. Neville and 
colleagues reported statistically-significant positive relationships between the immersion / 
emersion racial identity subscale and the measure of general stressors at the bivariate level ( r = 
0.34, g < 0.005) and in a multiple regression model (standardized P = 0.23, p < 0.05). They 
failed to find statistically-significant relationships between the three other racial identity 
subscales and the measure of general stressors, however (r's of 0.18, 0.17, and -0.11 and 
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standardized P's of 0.12, 0.21, and -0.12 for, respectively, preencounter, encounter, and 
internalization). 
Chambers and colleagues (Chambers, Kambon, Birdsong, Brown, Dixon, & Robbins-
Brinson, 1998) assessed the relationship between Afiicentric cultural identity and daily stress 
in a study of 701 African American college students. Over half (57.1%) of the students in 
their study were female. The participants ranged in age from 17 to 52 years, and they had an 
average age of 20.17 years. Afiicentric cultural identity was measured with the African Self-
Consciousness scale, which assesses value for Black heritage, ideological priorities placed on 
Black survival, Afiicentric values, and African survival. Daily stress was measured with the 
Inventory of College Students' Recent Life Experiences scale. Chambers and colleagues 
failed to find statistically-significant correlations between Afiicentric cultural identity and daily 
stress for females (r = -0.01) and males (r = 0.02). 
Pak, Dion, and Dion (1991) assessed the relationship between experienced 
discrimination and ingroup identification in a study of 90 Chinese students at the University of 
Toronto. Less than half (45%) of the students in their study were female, and 68% of the 
students were in their early 20's. Experienced discrimination was measured with a variable 
that assessed whether the respondent had experienced discrimination, and ingroup 
identification was measured with a scale that compared Chinese and other ethnic groups on 
eight dimensions (higher values indicated a more positive attitude toward Chinese versus other 
ethnic groups). Pak and colleagues reported a statistically-significant higher mean value of the 
ingroup identification scale for those who had been discriminated against versus those who 
had not (F(l,86) = 4.87, g < 0.03, based on an ANOVA model). 
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Phinney, Madden, and Santos (1998) assessed the relationship between perceived 
discrimination and ethnic identity in a study of 164 immigrants or children of immigrants who 
lived in the greater Los Angeles area. Nearly two-thirds (63.4%) of the youth in their study 
were female, 30.5% were Armenian, 36.0% were Mexican-American, and 33.5% were 
Vietnamese. The youth ranged in age from 14 to 19 years, and they had an average age of 
16.1 years. Perceived discrimination was measured with an unnamed seven-item scale, and 
ethnic identity was measured with the Multigroup Ethnic Identity Measure (MEIM). Phinney 
and colleagues failed to find a statistically-significant correlation between perceived 
discrimination and ethnic identity (r = -0.08). 
Félix-Ortiz, Newcomb, and Myers (1994) assessed the relationship between perceived 
discrimination and cultural identity in a study of 130 Latino/a college students at a major 
urban university on the West Coast. Over two-thirds (68%) of the students in their study 
were female, and the ages of the students were not reported. Both the perceived 
discrimination scale and cultural identity scale were measured with items culled from several 
sources. Perceived discrimination was computed as one scale, and cultural identity consisted 
of five separate items: Spanish proficiency, Spanish language preference, familiarly with 
Latino / a culture, Latino / a activism, and preferred Latino / a affiliation. Felix-Ortiz and 
colleagues reported statistically-significant correlations between perceived discrimination and 
three of the cultural identity items: Spanish language preference (r = 0.24, g < 0.01), Latino / 
a activism (r = 0.53, g < 0.001), and preferred Latino / a affiliation (r = 0.28, g < 0.001). 
However, they failed to find statistically-significant correlations between perceived 
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discrimination and two of the cultural identity items: Spanish proficiency (r = 0.06) and 
familiarly with Latino / a culture (r = 0.10). 
Operario and Fiske (2001) assessed the relationship between personal discrimination 
and ethnic identity in a study of 111 undergraduate students at the University of 
Massachusetts at Amherst. Over half (52.2%) of the students in their study were White, and 
the remainder were ethnic minorities: Asian or Asian-American (18.9%), African-American 
(16.2%), Hispanic (10.8%), or American Indian (1.9%). The gender composition of the 
sample was not reported. Personal discrimination was measured with an unnamed three-item 
scale, and ethnic identity was measured with Luhtanen and Crocker's seven-point, race-
specific measure of ethnic identity. Median values were used to create low- and high-identity 
groups. Operario and Fiske reported a statistically-significant higher mean value of personal 
discrimination for the high- versus low-identity group (jj < 0.05 based on an ANOVA model). 
Romero and Roberts (1998) assessed the relationship between perceived 
discrimination and ethnic identity in a study of 3,071 middle school students from Houston, 
Texas. Nearly half (48.7%) of the youth in their study were female, 40.3% were African-
American, 25.2% were White, 24.6% were Mexican-American, and 9.9% were Vietnamese-
American. The youth ranged in age from 10 to 17 years, and most of the youth were between 
the ages of 12 and 14. Perceived discrimination was measured with two items (perceptions of 
both group and personal discrimination), and ethnic identity was measured with the 
MuMgroup Ethnic Identity Measure (MEIM). Two subscales were created from the MELM: 
ethnic affirmation and ethnic exploration. Romero and Roberts reported statistically-
significant positive relationships between perceived discrimination and both ethnic affirmation 
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(r = 0.07, g < 0.01) and ethnie exploration (r = 0.15, g < 0.01). They also reported a 
statistically-significant positive relationship between perceived discrimination and ethnic 
exploration in a multiple regression model (standardized 0 = 0.20, p < 0.0001). However, 
they failed to find a statistically-significant relationship between perceived discrimination and 
ethnic affirmation in a multiple regression model (standardized (3 = -0.03). 
Finally, Gary (1995) assessed the relationship between perceived discrimination and 
stressful life events in a study of 537 African-American men from a major mid-Atlantic East 
Coast city. Approximately one-third of the men in the study were between the ages of 18 to 
30 years. Perceived discrimination was measured with a series of questions that assessed 
whether the respondent had been discriminated against in a number of social situations, and 
stressful life events was measured with two variables: stressful events (from the Holmes and 
Rahe Social Readjustment Rating Scale) and daily hassles (from the Daily Hassles Scale). 
Gary reported statistically-significant positive relationships between discrimination and both 
stressful events (F(2,439) = 19.68, p < 0.001) and daily hassles (F(2,483) = 15.43, g < 0.001) 
using ANOVA models. 
Control Variables 
The evidence for relationships between the control variables and the three 
aforementioned variables (Enculturation, Discrimination, and Negative Life Events) is both 
scarce and inconsistent. Some evidence suggests that enculturation increases, and negative 
life events decreases, with family socioeconomic status and that both discrimination and 
negative life events increase with age. The relationships of gender with enculturation and 
discrimination is completely inconsistent, and the relationship between gender and negative 
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life events may depend on the type of event. Some of the relevant studies are summarized 
below. 
In a study cited in the previous subsection, Phinney, Madden, and Santos (1998) 
assessed the relationships of gender and family socioeconomic status with perceived 
discrimination and ethnic identity. Family socioeconomic status was measured with the 
highest educational level of either parent. Phirmey and colleagues failed to find statistically-
significant correlations of gender and family socioeconomic status with perceived 
discrimination and ethnic identity (r's of 0.10 and -0.09 for discrimination; -0.04 and -0.03 for 
ethnic identity). 
In a second study cited in the previous subsection, Romero and Roberts (1998) 
assessed the relationships of family socioeconomic status, gender, and age with perceived 
discrimination and two measures of ethnic identity (ethnic affirmation and ethnic exploration). 
Family socioeconomic status was measured as their perceived socioeconomic status relative to 
that of their friends (higher values suggest that the youths' families are better off than their 
friends' families). Romero and Roberts reported statistically-significant positive correlations 
between discimination and age (r = 0.09, g < 0.01), between ethnic affirmation and family 
socioeconomic status (r = 0.10, g < 0.01), and between ethnic exploration and both gender (r 
= 0.05, g < 0.01; females had higher levels of ethnic exploration) and family socioeconomic 
status (r = 0.11, g < 0.01). They failed to find statistically-significant correlations among the 
remaining variables (r's of-0.04 to 0.04). 
In a study cited above (Predictors of Self-Esteem section, Enculturation and Control 
Variables subsections), Phinney, Cantu, and Kurtz (1997) assessed the relationships of family 
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socioeconomic status and gender with ethnic identity. Phinney and colleagues reported a 
statistically-significant positive correlation between family socioeconomic status and ethnic 
identity for African-American youth (r = 0.15, g < 0.05) but not for Latino youth (r = 0.03). 
They also reported a statistically-significant positive correlation between gender and ethnic 
identity for Latino youth (r = 0.11, g < 0.05, males have higher levels of ethnic identity than 
do females) but not for African American youth (r = 0.12). 
In a study cited above (Predictors of Substance Use section, Control Variables 
subsection), Wills, McNamara, and Vaccaro (1995) assessed the relationship between family 
socioeconomic status and negative life events. Negative life events was measured with a 
twenty-item checklist that was culled from other adolescent life events inventories. Wills and 
colleagues reported a statistically-significant negative relationship between family 
socioeconomic status and negative life events (standardized (3 = -0.11, g < 0.0001) in a 
multiple regression model. 
In a study cited above (Predictors of Depressive Symptoms section, Discrimination 
subsection), Finch, Kolody, and Vega (2000) assessed the relationships of socioeconomic 
status and gender with perceived discrimination. Socioeconomic status was measured with 
three variables: education, income, and employment. Finch and colleagues reported a 
statistically-significant relationship between gender and perceived discrimination in a multiple 
regression model (unstandardized B = 0.06, g < 0.05; males perceived more discrimination 
than did females), but they failed to find statistically-significant relationships between the 
socioeconomic status measures and discrimination in that same multiple regression model. 
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Kessler, Mickelson, and Williams (1999) assessed the relationship between gender and 
perceived discrimination in a study of3,032 adults randomly selected from throughout the 
contiguous forty-eight states. Over half (56.5%) of the people in their study were female, and 
82.0% were White, and 11.2% were African American. The participants ranged in age from 
25 to 74 years. Perceived discrimination was measured with eleven questions that assessed 
discrimination in a number of domains. Kessler and colleagues failed to find a statistically-
significant difference in the proportion of males versus females who had experienced any type 
of discrimination (test statistics not reported). 
Finally, Rudolph and Hammen (1999) assessed the relationships of age and gender 
with exposure to stressful life events in a study of 88 youth who had been referred to 
outpatient clinics for emotional or behavioral problems. Nearly one-third (35.2%) of the 
youth in their study were female, 58% were White, 19.3% were African American, and 17% 
were Latino. The youth ranged in age from 8.33 to 18.17 years, and they had an average age 
of 12.87 years. Stressful life events was measured with the Child Episodic Life Stress 
Interview, which were divided into several measures: total, independent (uncontrollable), 
dependent (controllable), interpersonal, and noninterpersonaL Two age groups were created 
for the analyses: preadolescent (ages 8 to 12) and adolescent (ages 13 to 18). Rudolph and 
Hammen reported a statistically-significant higher mean level of total stress for adolescent 
compared with pre-adolescents (F(l,84) = 12.07, g < 0.001 in an ANOVA model). They 
failed to find a statistically-significant difference in the mean levels of total, independent, and 
dependent stresses between males and females (F(l,84)'s < 1 in ANOVA models). However, 
they reported statistically-significant higher means for females than males on interpersonal 
107 
stress (t(86) =2.16, g < 0.05) and statistically-significant higher means for males than females 
on noninterpersonal stress (t(86) = 2.10, g < 0.05). 
Summary 
For the most part, research evidence provides support for the hypothesized paths in 
Figure 1, but some studies fail to support the hypothesized paths. These inconsistencies may 
be due to differences in the ethnic / racial, gender, and age composition of the samples, and 
the hypothesized relationship may only hold in certain types of samples (e.g., American 
Indians, females, adults). These inconsistencies may also be due to measurement issues in the 
studies. The measures may differ enough conceptually (e.g., the enculturation and ethnic 
identity measures) that they will yield different results, or the measures may be poorly 
measured (i.e., have low validity and / or reliability). Another reason for these inconsistencies 
may be due to differences in statistical power between studies. Several of the studies have 
small samples, and they may not have sufficient statistical power to detect effects. 
A final reason for these inconsistencies may be due to the type of analyses performed. 
The distinction between bivariate and multivariate methods is especially important. Some 
variables may be statistically significant at the bivariate level, but they may fail to achieve 
statistical significance in the presence of other important or confounding variables. Of course, 
it is highly likely that a combination of two or more of these (and other) factors are at work in 
a given study, and it is difficult to assess the relative impact of each. Meta-analytic techniques 
(e.g., Cooper & Hedges, 1994) might be useful for summarizing the studies and accounting 
for the aforementioned factors, but many of the areas did not have enough studies to make 
meta-analysis fruitful. 
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METHOD 
Sample 
The data are taken from the baseline sample of participants in the Three Villages 
Project, which is an alcohol prevention study that involves three American Indian reservations 
in the upper Midwest.5 Historically, research on American Indians has been exploitative, and 
the Three Villages Project was conducted in a manner that was as ethical and respectful as 
possible to the participants. The principal investigators sought resolutions of support from 
each reservation prior to starting the project. Once the project was accepted by each 
reservation, advisory boards made up of tribal members were established to oversee each step 
of the project. Family members were recruited by on-site American Indian staff members 
using a culturally-based protocol, and interviews were conducted in home visits by one or two 
interviewers who had tribal affiliation. Confidentiality is an important factor to consider when 
conducting research on American Indian people (e.g., Middlebrook, LeMaster, Beals, Novins, 
& Manson, 2001), and tribal members in the present study requested that the names and exact 
locations of the reservations remain confidential.6 It can be said that the three reservations 
share a common culture, traditional language and poor economic conditions (i.e., high 
unemployment and poverty). 
Interviews for the baseline sample were conducted in 1998 and 1999, and each family 
had to meet the following criteria in order to participate in the Three Villages Project: (1) the 
family had a target youth who was an enrolled tribe member; (2) the target youth was in 
5 This research was funded by the National Institute on Drug Abuse (DA 10049), Les B. Whitbeck, Principal 
Investigates-. 
6 Bracketed descriptive phrases (e.g., [tribe name]) are used in place of names that might identify the tribe. 
The three reservations are identified by the pseudonyms Reservation 1, Reservation 2, and Reservation 3. 
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grades five to eight; (3) at least one parent agreed to participate; and (4) the family had to live 
on, or within 50 miles ofj one of the three reservations. The final baseline sample consisted of 
212 families, which represented 85% of all eligible families. Approximately two-thirds of the 
families had two parents, and the remaining were single-parent families (mostly female-
headed). Most of the families were relatively poor; only 23% of the two-parent families and 
7% of the single-parent families had household incomes of at least $35,000 per year. 
Moreover, nearly 40% of families received food stamps, and 40% received family assistance 
(AFDC-TANF). Forty-six percent of the target youth were female, their average age was 
12.12 years (SD = 1.44, range = 9 to 16 years), and they were nearly equally distributed over 
grades five to eight. 
Measures 
As with other aspects of the Three Villages Project, tribal members were actively 
involved in the development of the questionnaire, and the items in the questionnaire were 
approved by each of the tribal governments. Some of the measures were created specifically 
for the Three Villages Project, and some were adapted from pre-existing scales. The 
subsections below provide information on each of the measures that correspond to those 
presented in Figure 1, and the final subsection presents information on the control variables. 
Unless otherwise noted, the measures pertain to, and were answered by, the target youth. 
Each subsection below contains the following information: (1) the name of the measure, (2) 
the origins of the measure, (3) a description of the variables that comprise the measure, (4) the 
response categories for each variable in the measure, (5) a presentation and description of the 
frequency distributions for the variables that comprise the measure, (6) an explanation of how 
110 
the measure is computed and interpreted, (7) a description of how missing values were 
handled, (8) a description of any transformations that may have been performed, (9) the 
psychometric properties of the measure in other samples (where applicable), and (10) 
Cronbach's a internal consistency measure and/or Pearson bivariate correlations for variables 
that comprise the measure in the present sample. 
Enculturation 
The first measure, Enculturation, consists of three subscales that measure the target 
youth's involvement in, and identification with, American Indian culture. The first subscale, 
Traditional Activities, was created for the Three Villages Project, and it measures the extent 
of involvement in traditional American Indian activities. This subscale has three components. 
The first component, Pow-Wow, measures the amount of involvement in pow-wows and 
contains two variables. The first variable (Pow-Wow Participation) was created from the 
responses to three questions: (1) Have you been to a pow-wow in the past year? (2) Have you 
danced at any of these pow-wows? and (3) Have you participated in a drum group or sang at 
any of these pow-wows? Response categories on the three questions were 0 = no and 1= yes, 
and frequency distributions for these questions are presented in Table 1. Nearly all of the 
target youth (91.5%) had attended a pow-wow in the year prior to the interview, 
approximately half (50.9%) had danced at a pow-wow, and only one-fifth (20.8%) had 
participated in a drum group or sang at a pow-wow. The Pow-Wow Participation variable 
was created by counting the number of affirmative responses to the three questions, and the 
variable was coded as missing for a given respondent if all three questions were missing 
answers. The frequency distribution for this variable is presented in Table 2. 
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Table 1. Frequency Distributions for Enculturation Scale, First Subscale (Traditional 
Activities), First Component (Pow-Wow), First Variable (Pow-Wow 
Participation) Items* 
Percent0 
Itemb No Yes Missing 
(0)d (1) (9) 
Have you been to a pow-wow in the past year? 8.0% 91.5% 0.5% 
Have you danced at any of these pow-wows? 48.6% 50.9% 0.5% 
Have you participated in a drum group or sang at any of these 78.8% 20.8% 0.5% 
pow-wows? 
*N = 212. 
bQuestion stem was worded as follows: "Now I would like to ask you about Pow-wows." 
'Percentages may not sum to 100% due to rounding. 
^Number in parentheses represents the number assigned to the response category. 
Table 2. Frequency Distributions for Enculturation Scale, First Subscale (Traditional 
Activities), First Component (Pow-Wow), Final Variable (Pow-Wow 
Participation)* 
Variable and Response Categories'* Percent 
Pow-Wow Participation 
0 8.0% 
1 36.8% 
2 37.7% 
3 17.0% 
Missing (9)d 0.5% 
_____ 
'Distribution of the final computed subscale. 
'Percentages may not sum to 100% due to rounding. 
''Number in parentheses represents the number assigned to the response category. 
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The second variable (Pow-Wow Attendance) is the response to an open-ended 
question: How many pow-wows have you been to in the past year? A frequency distribution 
for this variable is presented in Table 3. Responses on this variable ranged from zero to 
thirty-three, and the modal response was 2 pow-wows (21.2%). Over half of the target youth 
Table 3. Frequency Distributions for Encukuration Scale, First Subscale (Traditional 
Activities), First Component (Pow-Wow), Second Variable (Pow-Wow 
Attendance)* 
Item and Response Categories'' Percent0 
Pow-Wow Attendance (How many pow-wows have you been to in the past year?)d 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
20 
21 
25 
33 
8.0% 
10.8% 
21.2% 
12.3% 
10.8% 
8.0% 
2.8% 
5.2% 
0.9% 
1.4% 
5.7% 
1.4% 
1.9% 
0.9% 
0.5% 
0.5% 
0.5% 
0.9% 
2.4% 
0.5% 
0.9% 
0.5% 
1.9% Missing (99)e 
®N = 212. 
Question stem was worded as follows: "Now I would like to ask you about Pow-wows." 
^Percentages may not sum to 100% due to rounding. 
dResponses of seven or more were assigned a value of six for analyses. 
"Missing cases were assigned a value of zero for analyses. 
b< 
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(58.1%) had attended three or more pow-wows in the year prior to the interview, and one-
quarter (24.1%) had attended seven or more pow-wows. Missing values were assigned a 
value of zero. The distribution of this variable was highly positively skewed; therefore, 
responses of seven or above were truncated to a value of six. The Pow-Wow component was 
created by standardizing and summing the two aforementioned variables (Pow-Wow 
Participation and Pow-Wow Attendance), and Pow-Wow was coded as missing for a given 
respondent if the first variable was designated as missing. 
The second component of the Traditional Activities subscale, Language, measures the 
extent to which the youth understands and speaks the traditional language of the tribe. This 
component was created from the responses to four questions: (1) Can you understand some 
[tribal language]? (2) Can you understand spoken [tribal language]? (3) Do you speak some 
[tribal language]? and (4) Can you speak [tribal language] fluently? Response categories on 
the four questions were 0 = no and 1 = yes, and frequency distributions for the questions are 
presented in Table 4. A majority of the target youth can understand (82.5%) and speak 
(72.6%) some of the tribal language. Nearly half of the youth (47.6%) can understand the 
tribal language when it is spoken, but only 6% can speak it fluently themselves. The 
Language component was created by counting the number of affirmative responses to the four 
questions, and the variable was coded as missing for a given respondent if all four questions 
were missing answers. The frequency distribution for this component is presented in Table 5. 
The third component of the Traditional Activities subscale, Participation, measures the extent 
to which the youth participates in traditional activities. Youth reported whether they 
participated in twelve activities such as ricing, hunting, and beading. Response 
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Table 4. Frequency Distributions for Enculturation Scale, First Subscale (Traditional 
Activities), Second Component (Language) Items1 
Percent6 
Item6 No Yes Missing 
(0)d (1) (9) 
Can you understand some [tribal language]? 17.0% 82.5% 0.5% 
Can you understand spoken [tribal language]? 50.0% 47.6% 2.4% 
Do you speak some [tribal language]? 25.0% 72.6% 2.4% 
Can you speak [tribal language] fluently? 92.9% 6.1% 0.9% 
®N = 212. 
bQuestion stem was worded as follows: "First, we have a few questions about [tribal language] 
language." 
Percentages may not sum to 100% due to rounding. 
dNumber in parentheses represents the number assigned to the response category. 
Table 5. Frequency Distributions for Enculturation Scale, First Subscale (Traditional 
Activities), Second Component (Language), Final Variable" 
Variable and Response Categories'' Percent0 
Language 
0 12.7% 
1 13.2% 
2 30.7% 
3 37.3% 
4 5.7% 
Missing (9)d 0.5% 
_____ 
'Distribution of the final computed subscale. 
^Percentages may not sum to 100% due to rounding. 
^Number in parentheses represents the number assigned to the response category. 
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categories on the twelve questions were 0 = no; 1 = yes, but not past year; and 2 = yes, in the 
past year. Frequency distributions for these twelve items are presented in Table 6. A majority 
of the target youth (71.7%) had done some beading in the year prior to the interview, over 
half (55.7%) had picked berries, and approximately one-third had played tribal games 
(39.6%), hunted (38.2%), or peeled birch bark (34.9%). Approximately one-tenth to one-
quarter of the target youth participated in the remaining activities. The Participation 
component was created by counting the number of "yes, in the past year" responses to the 
twelve questions, and the variable was coded as missing for a given respondent if all twelve 
questions were missing answers. The frequency distribution for this component is presented 
in Table 7. 
The Traditional Activities subscale, then, consisted of three components: Pow-Wow, 
Language, and Participation. This subscale was created by standardizing each component and 
computing the mean of those three standardized components. Higher values of the subscale 
indicate more participation in traditional activities. The subscale was coded as 
missing for a given respondent if two or three of the components were missing. A simple 
person-mean substitution method was used to handle missing values within the subscale if only 
one component had a missing value; the mean of the two other components was imputed for 
that missing item. The three components were moderately intercorrelated (Pearson r's of 0.35 
[Pow-Wow and Language], 0.53 [Pow-Wow and Participation], and 0.39 [Language and 
Participation], g's < 0.001 [two-tailed tests]), and Cronbach's a for the three items was 0.67. 
The second subscale in the Enculturation scale, Cultural Identity, consists of six items 
that were adapted from the Orthogonal Cultural Identification scale (OCI; Getting, Swaim, & 
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Table 6. Frequency Distributions for Enculturation Scale, First Subscale (Traditional 
Activities), Third Component (Participation) Items® 
Percent6 
Itemb No 
(0)d 
Yes, but Not 
Past Year(l) 
Yes, in Past 
Year(2) 
Missing 
(9) 
Done any beading 14.2% 13.7% 71.7% 0.5% 
Gone ricing 67.9% 13.7% 17.9% 0.5% 
Gone spear fishing 73.1% 6.1% 20.3% 0.5% 
Made pow-wow outfits 64.2% 11.8% 23.6% 0.5% 
Gone to sugar bush 54.2% 16.5% 28.3% 0.9% 
Picked berries 20.8% 23.1% 55.7% 0.5% 
Gone hunting 50.9% 10.4% 38.2% 0.5% 
Played [tribe name] games 43.4% 15.1% 39.6% 1.9% 
Made blankets 73.6% 9.9% 15.6% 0.9% 
Peeled birch bark 47.6% 16.0% 34.9% 1.4% 
Made Ka-nik-a-nik 87.3% 3.8% 2.8% 6.1% 
Tanned hide 81.6% 6.6% 10.8% 0.9% 
*N = 212. 
'Question stem was worded as follows: "Now I am going to read you a list of traditional [tribe name] 
activities. For each, one I would like to know i£ and how recently, you have participated. In the past 
year have you.... If no,.... Have you ever...." 
'Percentages may not sum to 100% due to rounding. 
dumber in parentheses represents the number assigned to the response category. 
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Table 7. Frequency Distributions for Enculturation Scale, First Subscale (Traditional 
Activities), Third Component (Participation), Final Variable* 
Variable and Response Categories'* Percent6 
Participation 
0 6.6% 
1 11.3% 
2 18.4% 
3 15.6% 
4 14.6% 
5 11.3% 
6 11.3% 
7 6.1% 
8 1.4% 
9 1.4% 
10 0.9% 
11 0.5% 
Missing (99)d 0.5% 
*N = 212. 
^Distribution of the final computed subscale. 
^Percentages may not sum to 100% due to rounding. 
^Number in parentheses represents the number assigned to the response category. 
Chiarella, 1998). Youth reported the extent to which they identified with American Indian 
culture. Response categories on individual items were 0 = none, 1 = not much, 2 = some, and 
3 = a lot, and frequency distributions for the items that comprise the scale are presented in 
Table 8. A small percentage of the target youth (2.4% to 10.4%) responded "none" to the six 
items, and approximately 40% responded "some". Responses of "not much" and "a lot" were 
considerably more varied (7.5% to 27.8% for "not much" and 19.3% to 41.0% for "a lot"). 
The subscale was created by computing the mean of the six items, and higher values of the 
subscale indicate stronger identification with American Indian culture. A simple person-mean 
substitution method was used to handle missing values within the subscale; the mean value of 
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Table 8. Frequency Distributions for Enculturation Scale, Second Subscale (Cultural 
Identity) Items* 
Percent0 
Item* None Not Much Some A Lot Missing 
(0)d (1) (2) (3) (9) 
Some families have special activities or 10.4% 27.8% 39.2% 19.3% 3.3% 
traditions that take place every year at 
particular times, such as holiday parties, 
special meals, religious activities, trips, or 
visits. How many of these special 
activities are based on [tribe name] 
culture in your family? Would you say... 
When you are an adult and have your own 
family, how much will you do special 
things together that are based on [tribe 
name] culture? Would you say... 
How much does your family live by or 
follow [tribe name] culture? Would you 
say... 
How much do you live by or follow [tribe 
name] culture? Would you say... 
How much is your family successful in the 
[tribe name] culture? Would you say... 
When you are an adult, how much will you 
be successful in [tribe name] culture. 
Would you say... 
*N = 212. 
^Question stem was worded as follows: "Next I have a few questions about [tribe name] and White 
American culture." 
^Percentages may not sum to 100% due to rounding. 
dNumber in parentheses represents the number assigned to the response category. 
2.8% 10.4% 42.5% 41.0% 3.3% 
3.3% 25.0% 43.4% 26.9% 1.4% 
7.5% 17.0% 39.6% 33.5% 2.4% 
2.4% 18.4% 42.5% 31.1% 5.7% 
2.4% 7.5% 42.5% 39.2% 8.5% 
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the remaining items was imputed for the missing items as long as at least four of the items had 
legitimate values. Getting and colleagues (1998) do not report an estimate of reliability of the 
OCI in their sample of American Indian youth. In the present sample, Cronbach's a for the 
subscale was 0.81. 
The third subscale in the Enculturation scale, Spirituality, was created for the Three 
Villages Project. This subscale measures the extent of involvement in traditional spiritual 
activities, and it consists of three variables. The first variable assesses whether youth 
participate in any traditional spiritual activities. Response categories on this variable were 0 = 
no and 1 = yes, and the frequency distribution for this variable is presented in Table 9. Over 
half of the target youth (58.0%) participate in spiritual activities. The second variable assesses 
how often youth participate in traditional spiritual activities. Response categories ranged from 
0 = never to 6 = every day, and the frequency distribution for this variable is presented in 
Table 9. Nearly one-quarter of all the target youth (22.1%) participate in traditional spiritual 
activities at least once a week. The third variable assesses how important traditional spiritual 
values are to the way that the youth leads his or her life. Response categories on this variable 
were 0 = not at all important, 1 = not too important, 2 = somewhat important, and 3 = very 
important, and the frequency distribution for this variable is presented in Table 9. Most of the 
target youth felt that traditional spiritual values were somewhat important (45.8%) or very 
important (38.7%) to the way they lead their lives. 
The Spirituality subscale was created by standardizing each of the three variables and 
computing the mean of those standardized variables. Higher values of the subscale indicate 
more involvement in traditional spiritual activities. The subscale was coded as missing for a 
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Table 9. Frequency Distributions for Enculturation Scale, Third Subscale (Spirituality) 
Items' 
Item and Response Categories'* Percent6 
Do you participate in any traditional spiritual activities? 
No (0)d 
Yes (1) 
Missing (9) 
40.1% 
58.0% 
1.9% 
How often do you participate in traditional spiritual activities? 
Never (0) 40.6% 
Less than once a month (1) 15.1% 
Once a month (2) 8.5% 
Two or three times a month (3) 11.3% 
Once a week (4) 8.5% 
Two or more times a week (5) 9.4% 
Every day (6) 4.2% 
Missing (9) 2.4% 
How important are traditional spiritual values to the way you lead your life? 
Not at all important (0) 
Not too important (1) 
Somewhat important (2) 
Very important (3) 
Missing (9) 
1.9% 
7.1% 
45.8% 
38.7% 
6.6% 
"N = 212. 
^Question stem was not provided for these items. 
^Percentages may not sum to 100% due to rounding. 
^Number in parentheses represents the number assigned to the response category. 
given respondent if two or three of the components were missing. A simple person-mean 
substitution method was used to handle missing values within the subscale if only one 
component had a missing value; the mean of the two other components was imputed for that 
missing item. The three variables were moderately to strongly intercorrelated (Pearson r's of 
0.76 [variables 1 and 2], 0.35 [variables 1 and 3], and 0.32 [variables 2 and 3], g's < 0.001 
[two-tailed tests]), and Cronbach's a for the three items was 0.54. 
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Discrimination 
Discrimination consists of ten items that were created for the Three Villages Project, 
and it measures the target youth's perceived discrimination due to being American Indian. 
Youth reported how often they were ever insulted by other children, treated disrespectfully by 
business owners, encountered teachers who did not expect them to do well, hassled by the 
police, or experienced a racial slur. Response categories on individual items were 0 = never, 1 
= a few times, and 2 = always, and frequency distributions for the items that comprise the 
scale are presented in Table 10. Approximately half of the youth have been insulted by other 
kids, encountered teachers who were surprised that they had done something well, or 
experienced a racial slur. One-quarter to one-third of the youth were excluded from activities 
by other kids, treated unfairly by other kids, encountered teachers who thought that they 
would not do well, accused of wrong-doing by an adult, and treated disrespectfully by 
business people. Relatively few youth were hassled by police (8.5%) or were physically 
threatened because they were American Indian (13.2%). 
The scale was created by computing the mean of the ten items, and higher values of 
the scale indicate more perceived discrimination. A simple person-mean substitution method 
was used to handle missing values within the scale; the mean value of the remaining items was 
imputed for the missing items as long as at least six of the items had legitimate values. The 
distribution of the scale was highly positively skewed; therefore, the square root of the scale 
will be used in the analyses. In the present sample, Cronbach's a for the scale was 0.78. 
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Table 10. Frequency Distributions for Discrimination Scale Items" 
Item 
Percent6 
Never A Few Always Missing 
COT Times (1) (2) (9) 
How often have other kids said something bad or 
insulting to you because you are [tribe name]? 
How often have other kids ignored you or excluded you 
from some activity because you were [tribe name]? 
How often have other kids treated you unfairly because 
you are [tribe name]? 
How often have you encountered teachers who are 
surprised that you as [a/an tribe name] person did 
something really well? 
How often have you encountered teachers who didn't 
expect you to do well because you are [tribe name]? 
How often have adults suspected you of doing 
something wrong because you are [tribe name]? 
How often has a store owner, sales clerk, or person 
working at a place of business treated you in a 
disrespectful way because you are [tribe name]? 
How often have the police hassled you because you are 
[tribe name]? 
How often has someone yelled a racial slur or racial 
insult at you? 
How often has someone threatened to harm you 
physically because you are [tribe name]? 
51.4% 43.4% 3.8% 1.4% 
75.9% 22.2% 1.4% 0.5% 
64.6% 34.0% 0.5% 0.9% 
43.9% 39.2% 12.3% 4.7% 
69.8% 25.9% 1.9% 2.4% 
71.7% 25.5% 0.9% 1.9% 
68.9% 27.8% 2.4% 0.9% 
90.6% 6.1% 2.4% 0.9% 
48.6% 47.6% 2.4% 1.4% 
85.8% 11.3% 1.9% 0.9% 
®N = 212. 
^Question stem was worded as follows: "Racial discrimination occurs when someone treats another 
person in a negative or unfair way just because that person is from a different group. I want to ask 
you some questions about whether or not you have experienced racial discrimination. For each 
statement, tell me if this situation has happened to you never, a few times, or if it always happens to 
you." 
Percentages may not sum to 100% due to rounding. 
^Number in parentheses represents the number assigned to the response category. 
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Negative Life Events 
Negative Life Events consists of nine items that were created for the Three Villages 
Project, and it measures negative life events that the youth may have experienced in the year 
prior to the interview. Youth reported whether a close relative, friend, or pet died; a close 
relative committed suicide; a family member was criminally victimized; a close person was 
seriously ill or injured; a sibling was in serious trouble in school or with the law; or a close 
friend moved away. Response categories on individual items were 0 = no and 1 = yes, and 
frequency distributions for items that comprise the scale are presented in Table 11. Nearly 
half of the target youth had a close relative (45.8%) or pet (58.0%) die or had someone close 
to them become seriously ill or injured (42.9%). Approximately one-third of the youth had a 
sibling get in trouble in school (31.6%) or with the law (32.5%) or had a friend who moved 
away (39.2%). Over one-quarter (26.9%) had a family member who was the victim of a 
crime, 11.8% had a friend die, and 1.9% experienced the suicide of a close relative. 
The scale was created by summing the individual items, and higher values of the scale 
indicate more negative life events. A naïve substitution method was used to handle missing 
values within the scale; a value of zero (conservatively estimating that no event had occurred) 
was imputed for the missing items as long as at least five of the items had legitimate values. 
The frequency distribution for this scale is presented in Table 12. The majority of youth 
(92%) experienced at least one of the nine negative life events in the year prior to the 
interview. Approximately three-quarters of the youth (76.9%) experienced two or more 
events, and almost one-fifth (18.4%) experienced five or more events. In the present sample, 
Cronbach's a for the scale was 0.48. Small values of Cronbach's a for negative life events 
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Table 11. Frequency Distributions for Negative Life Events Scale Items* 
Itemb No 
(0)d 
Percent0 
Yes 
(1) 
Missing 
(9) 
Did a close relative die? 48.1% 45.8% 6.1% 
Did a friend die? 87.3% 11.8% 0.9% 
Did a pet die? 41.0% 58.0% 0.9% 
Did a close relative commit suicide? 96.2% 1.9% 1.9% 
Was a family member a victim of a crime? 68.4% 26.9% 4.7% 
Was someone close to you seriously ill or injured? 55.2% 42.9% 1.9% 
Did a brother or sister get into trouble with the law? 64.2% 32.5% 3.3% 
Did a brother or sister have serious trouble at school? 61.8% 31.6% 6.6% 
Did you have a close friend move away? 59.9% 39.2% 0.9% 
"N = 212. 
bQuestion stem was worded as follows: "I will now read a list of events that sometimes bring about 
change in the lives of those who experience them. Please tell me if the following things have happened 
to you in the past 12 months. In the past 12 months ...." 
"Percentages may not sum to 100% due to rounding. 
dNumber in parentheses represents the number assigned to the response category. 
scales appear to be typical in the literature (e.g., Wills, 1988), and this is expected because 
negative life events do not necessarily occur together for every person in a given sample. 
Self-Esteem 
Self-Esteem consists of eleven items that were adapted from a scale created at the Tri-
Ethnic Center for Prevention Research at Colorado State University, and it measures feelings 
about oneself Youth reported the extent to which they agreed with statements such as "I am 
proud of myself", 'T like myself', and "other people my age like me." Response categories on 
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Table 12. Frequency Distributions for Final Negative Life Events Scale1 
Variable and Response Categories6 Percent0 
Negative Life Events 
0 7.5% 
1 15.1% 
2 20.8% 
3 17.5% 
4 20.3% 
5 12.3% 
6 4.2% 
7 1.4% 
8 0.5% 
Missing (9)d 0.5% 
*N = 212. 
^Distribution of the final computed subscale. 
"Percentages may not sum to 100% due to rounding. 
dNumber in parentheses represents the number assigned to the response category. 
individual items were 0 = none of the time, 1 = some of the time, and 2 = most of the time, 
and frequency distributions for the items that comprise the scale are presented in Table 13. 
Relatively few of the target youth responded "none of the time" to the self-esteem questions 
(0.9% to 6.1%). Responses to "some of the time" and "most of the time" varied; however, 
there was a general tendency for the youth to respond "most of the time" instead of "some of 
the time." These response patterns indicate that the target youth generally have moderate to 
high levels of self-esteem. 
The scale was created by computing the mean of the eleven items, and higher values of 
the scale indicate higher self-esteem. A simple person-mean substitution method was used to 
handle missing values within the scale; the mean value of the remaining items was imputed for 
the missing items as long as at least six of the items had legitimate values. Data on the validity 
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Table 13. Frequency Distributions for Self-Esteem Scale Items1 
Percent" 
Itemb None of the 
Time (0)d 
Some of the 
Time (1) 
Most of the 
Time (2) 
Missing 
(9) 
I am proud of myself 0.9% 26.4% 71.7% 0.9% 
I like myself 1.9% 20.8% 76.4% 0.9% 
I am lucky 6.1% 56.1% 36.8% 0.9% 
Other people my age like to be with me 3.3% 34.4% 61.8% 0.5% 
I am able to do things well 1.4% 44.3% 53.8% 0.5% 
I am smart 2.8% 43.9% 52.8% 0.5% 
I am good at games 2.4% 36.3% 60.8% 0.5% 
I am good looking 5.2% 55.2% 36.3% 3.3% 
Other people my age ask me to do 
things with them 
3.8% 35.8% 59.4% 0.9% 
Other people my age like me 0.9% 25.9% 72.2% 0.9% 
People like me 1.4% 29.2% 68.4% 0.9% 
*N = 212. 
bQuestion stem was worded as follows: "I am going to read some statements. For each one please tell 
me if you feel this way most of the time, some of the time, or none of the time." 
"Percentages may not sum to 100% due to rounding. 
^Number in parentheses represents the number assigned to the response category. 
and reliability of this scale have not been published (to my knowledge). In the present sample, 
Cronbach's a for the scale was 0.77. 
127 
Depressive Symptoms 
Depressive Symptoms consists of twenty items that were adapted from the Center for 
Epidemiologic Studies Depression scale (CES-D; Radlofij 1977). Youth reported the extent 
to which they experienced depressive symptoms in the week prior to the interview. Four of 
the items were positively worded, and the remaining sixteen were negatively worded. 
Response categories on individual items ranged from 0 = zero days to 3 = five to seven days, 
and frequency distributions for the items that comprise the scale are presented in Table 14. 
Approximately half to three-quarters of the youth responded 0 (for the negatively-worded 
items) or 3 (for the positively-worded items) on most of the items, which indicates that at least 
half of the target youth have not experienced many of the symptoms. Nevertheless, this 
means that a sizable minority of these youth have experienced many of the symptoms. 
The four positively-worded items were reverse-coded, and the scale was created by 
computing the mean of the twenty items. Higher values of the scale indicate more depressive 
symptoms. A simple person-mean substitution method was used to handle missing values 
within the scale; the mean value of the remaining items was imputed for the missing items as 
long as at least eleven of the items had legitimate values. The distribution of the scale was 
highly positively skewed; therefore, the square root of the scale will be used in the analyses. 
The validity and reliability of the CES-D have been established in non-psychiatric samples of 
adults and adolescents (Radiof£ 1977, 1991; Roberts & Vernon, 1983). The CES-D has been 
used effectively with minority individuals (Herring, 1999), and it achieved good internal 
consistency in two studies of American Indian adolescents (Keane, Dick, Bechtold, & 
Manson, 1996 [Cronbach's a = 0.82]; Novins, Beals, Roberts, & Manson, 1999 [Cronbach's 
128 
Table 14. Frequency Distributions for Depressive Symptoms Scale Items* 
Percent6 
Itemb 0 
Days (0)d 
1-2 
Days (1) 
3-4 
Days (2) 
5-7 
Days (3) 
Missing 
(9) 
You felt happy* 3.3% 15.6% 27.8% 52.4% 0.9% 
You felt people were unfriendly 33.0% 42.5% 16.5% 6.1% 1.9% 
Your sleep was restless 38.7% 36.8% 12.7% 10.4% 1.4% 
You felt sad 48.6% 39.2% 9.0% 2.4% 0.9% 
You enjoyed life6 1.4% 5.7% 19.3% 71.7% 1.9% 
You had crying spells 71.2% 19.3% 4.7% 2.8% 1.9% 
You felt hopeful about the future* 19.8% 23.6% 25.0% 29.2% 2.4% 
You felt you were as good as other 
people* 
8.0% 15.6% 24.1% 50.5% 1.9% 
You felt that people disliked you 49.5% 37.3% 7.1% 4.7% 1.4% 
You felt bothered by things that 
usually don't bother you 
43.9% 41.0% 8.0% 5.2% 1.9% 
You thought your life had been a 
failure 
75.0% 15.6% 3.8% 3.3% 2.4% 
You felt like not eating; your 
appetite was poor 
59.0% 24.5% 10.4% 5.7% 0.5% 
You felt you could not get going 46.2% 37.3% 10.4% 4.7% 1.4% 
You felt lonely 59.0% 27.8% 7.5% 4.2% 1.4% 
= 212. 
^Question stem was worded as follows: "Now, I am going to read some statements about how you 
might have felt during the past week. Please tell me the number of days in the past week including 
today that...." 
"Percentages may not sum to 100% due to rounding. 
dumber in parentheses represents the number assigned to the response category. 
"Reverse-coded prior to inclusion in the scale. 
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Table 14. (continued) 
Percent0 
Itemb 0 
Days (0)d 
1-2 
Days (1) 
3-4 
Days (2) 
5-7 
Days (3) 
Missing 
(9) 
You had trouble keeping your mind 
on what you were doing 
40.1% 38.2% 13.7% 7.1% 0.9% 
You felt that you could not shake off 
the blues even with help from 
your family or friends 
60.8% 23.6% 8.0% 3.3% 4.2% 
You felt that everything you did was 
an effort 
21.2% 28.3% 17.5% 29.2% 3.8% 
You felt fearful 60.8% 26.4% 8.5% 3.3% 0.9% 
You talked less than usual 55.7% 31.6% 6.6% 5.2% 0.9% 
You felt depressed 59.9% 26.9% 6.1% 5.7% 1.4% 
a = 0.90]). In the present sample, Cronbach's a for the scale was 0.81, which is close to that 
reported by Keane and colleagues (1996). 
Hopelessness 
Hopelessness consists of twenty items that were adapted from the Beck Hopelessness 
Scale (BHS; Beck, Weissman, Lester, & Trexler, 1974) and the Hopelessness Scale for 
Children (HSC; Kazdin, French, Unis, Esveldt-Dawson, & Sherick, 1983). Youth reported 
the extent to which they felt hopeless about the future. Half of the items were positively-
worded, and the other half were negatively-worded. Response categories on individual items 
were 0 = disagree and 1 = agree, and frequency distributions for the items that comprise the 
scale are presented in Table 15. The vast majority of the youth responded "disagree" to the 
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Table 15. Frequency Distributions for the Hopelessness Scale Items* 
Percent0 
Itemb Disagree Agree Missing 
(0)d (1) (9) 
I might as well give up because I can't make things better for 
myself 
88.7% 6.6% 4.7% 
I can imagine what my life will be like when I grow upe 32.1% 60.4% 7.5% 
I don't think that many good things will happen to me 78.3% 17.0% 4.7% 
I don't have good luck, and there's no reason to believe I will when 
I grow up 
80.2% 15.6% 4.2% 
All I can see ahead of me are bad things rather than good things 84.0% 12.3% 3.8% 
I don't think I will get what I really want 67.9% 26.9% 5.2% 
Things just won't work out the way I want them to 65.6% 30.2% 4.2% 
I never get what I want so it's dumb to want anything 77.8% 18.9% 3.3% 
I don't think that I will have any real fun when I grow up. Do 
you... 
86.8% 9.4% 3.8% 
The future seems unclear and confusing to me 65.6% 29.2% 5.2% 
There's no use in really trying to get something because I probably 
won't get it 
75.5% 20.3% 4.2% 
I want to grow up because I think things will be better* 17.5% 78.3% 4.2% 
When things are going badly, I know that they will not be bad all 
of the time* 
13.7% 80.2% 6.1% 
I have enough time to finish the things I really want to do* 14.2% 79.2% 6.6% 
°N = 212. 
^Question stem was worded as follows: "Now I have a few statements with which I would like you to 
tell me if you agree or disagree." 
"Percentages may not sum to 100% due to rounding. 
dNumber in parentheses represents the number assigned to the response category. 
'Reverse-coded prior to inclusion in the scale. 
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Table 15. (continued) 
Percent6 
Itemb Disagree 
(0)d 
Agree 
(1) 
Missing 
(9) 
Someday, I will be good at doing the things I really care about® 2.8% 95.8% 1.4% 
I will get more of the good things in life than other kidsc,f 53.3% 34.4% 12.3% 
My family and school are getting me ready for the future6 10.8% 84.9% 4.2% 
When I grow up, I think I will be happier than I am now6 20.3% 73.6% 6.1% 
I feel good about my future6 7.5% 86.8% 5.7% 
I will have more good times than bad times6 13.2% 78.8% 8.0% 
negatively-worded items and "agree" to the positively-worded items (60.4% to 95.8%), which 
indicates relatively low levels of perceived hopelessness. The sixteenth item in Table 15 ("I 
will get more of the good things in life than other kids") was the exception to this observed trend; 
53.3% disagreed, 34.4% agreed, and 12.3% did not respond to this statement. The lower rate 
of response to "agree" and the high rate of non-response (vis-â-vis comparable responses to 
the remaining nineteen items) may reflect a cultural bias in the item. A spirit of competition is 
implicit in this item, and American Indians believe that competition is disrespectful (Echo 
Hawk, 1997). Thus, these American Indian youth were probably less likely to agree with the 
item — or to skip it completely — because it reflected a value that was at variance with their 
beliefs. 
The positively-worded items were reverse-coded, and the sixteenth item (discussed 
above) was excluded from the scale because of the high rate of non-response and potential 
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cultural bias. Thus, the scale was created by computing the mean of the remaining nineteen 
items, and. higher values of the scale indicate higher levels of hopelessness. A simple person-
mean substitution method was used to handle missing values within the scale; the mean value 
of the remaining items was imputed for the missing items as long as at least nine of the items 
had legitimate values. The distribution of the scale was highly positively skewed; therefore, 
the square root of the scale will be used in the analyses. 
The validity and reliability of the BHS and HSC have been established in adult 
psychiatric samples (Beck, Weissman, Lester, & Trexler, 1974; Dyce, 1996), child and 
adolescent psychiatric samples (Kazdin, French, Unis, Esveldt-Dawson, & Sherick, 1983; 
Kazdin, Rodgers, & Colbus, 1986; Steer, Kumar, & Beck, 1993; Thurber, Hollingsworth, & 
Miller, 1996), and a non-psychiatric adolescent sample (Spirito, Williams, Stark, & Hart, 
1988). The BHS had high reliability in adult psychiatric samples (Beck, Weissman, Lester, & 
Trexler, 1974 [Cronbach's a = 0.93]; Dyce, 1996 [Cronbach's a = 0.92]) and adolescent 
psychiatric samples (Steer, Kumar, & Beck, 1993 [Cronbach's a = 0.86]). The HSC, which 
has three fewer items than the BHS (items 3,17, and 19 in Table 15), has modest to high 
reliability in child and adolescent psychiatric samples (Kazdin, French, Unis, Esveldt-Dawson, 
& Sherick, 1983 [Cronbach's a = 0.75]; Kazdin, Rodgers, & Colbus, 1986 [Cronbach's a = 
0.97]; Spirito, Williams, Stark, & Hart, 1988 [Cronbach's a = 0.84]; Thurber, Hollingsworth, 
& Miller, 1996 [Cronbach's a = 0.81]) and a non-psychiatric adolescent sample (Spirito, 
Williams, Stark, & Hart, 1988 [Cronbach's a = 0.69]). 
Only one study of American Indian youth (of which I am aware) used the BHS 
(Howard-Pitney, LaFromboise, Basil, September, & Johnson, 1992); however, the authors did 
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not include an assessment of the reliability of the scale. In the present sample, Cronbach's a 
for the nineteen items used in the analyses, for all twenty items, and for the seventeen items 
that are in the HSC were, respectively, 0.71, 0.69, and 0.61. These values are lower than 
those reported among psychiatric populations but are comparable to the value reported by 
Spirito and colleagues (1988) in a non-psychiatric adolescent sample. 
Substance Use 
Substance Use consists of two subscales that were created for the Three Villages 
Project, and it measures the target youth's alcohol and drug use. The first subscale, Alcohol 
Use, is an ordinal variable that measures the extent of alcohol use among these youth. This 
subscale was created from responses to seven questions: (1) Not counting any religious 
ceremonies, have you ever, even once, had a drink of any type of alcoholic beverage? (2) 
Have you ever gotten drunk? (3) Have you gotten drunk in the past year? (4) How often in 
the past year did you drink alcohol? (5) How often in the past month did you drink alcohol? 
(6) During the past twelve months, on how many days did you have five or more drinks on the 
same occasion? and (7) During the past month, on how many days did you have five or more 
drinks at one time? Response categories on the first three variables were 0 = no and 1 = yes, 
response categories on the fourth variable ranged from 0 = never to 6 = every day, response 
categories on the fifth variable ranged form 0 = never to 5 = every day, and responses on the 
final two variables were open-ended. 
Frequency distributions for these questions are provided in Table 16. Under half of 
the target youth (46.2%) ever drank alcohol, 17% were ever drunk, and 9% were drunk in the 
year prior to the interview. Over two-thirds of the youth (68.9%) did not drink in the year 
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Table 16. Frequency Distributions for Substance Use Scale, First Subscale (Alcohol 
Use) Items* 
Item and Response Categories'* Percent0 
Not counting any religious ceremonies, have you ever, even once, had a drink of any type 
of alcoholic beverage? 
No (0)d 52.8% 
Yes (1) 46.2% 
Missing (9) 0.9% 
Have you ever gotten drunk? 
No (0) 82.1% 
Yes (1) 17.0% 
Missing (9) 0.9% 
Have you gotten drunk in the past year? 
No (0) 90.1% 
Yes (1) 9.0% 
Missing (9) 0.9% 
How often in the past year (12 months) did you drink alcohol? 
Never (0) 68.9% 
Once (1) 14.6% 
Two or three times (2) 7.5% 
Less than once a month (3) 1.4% 
About once a month (4) 1.4% 
About once a week (5) 3.3% 
More than once a week (6) 1.4% 
Every day (7) 0.0% 
Missing (9) 1.4% 
How often in the past month (30 days) did you drink alcohol? 
Never (0) 84.4% 
Once (1) 7.5% 
Two or three times (2) 5.2% 
Once or twice a week (3) 0.9% 
3 or 4 times a week (4) 0.9% 
Nearly every day (5) 0.0% 
Every day (6) 0.0% 
Missing (9) 0.9% 
*N = 212. 
^Question stem was worded as follows: "Now I would like to ask you some questions about alcohol 
and cigarettes." 
^Percentages may not sum to 100% due to rounding. 
dNumber in parentheses represents the number assigned to the response category. 
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Table 16. (continued) 
Item and Response Categories Percent 
During the past 12 months, on how many days did you have five or more drinks on the 
same occasion?6 
0 89.6% 
1 1.4% 
2 0.5% 
3 0.5% 
4 0.9% 
5 0.9% 
6 0.9% 
7 0.5% 
10 0.5% 
12 0.5% 
15 0.5% 
25 0.5% 
36 0.5% 
Missing (99) 2.4% 
During the past month, on how many days did you have five or more drinks at one time?6 
0 89.2% 
1 3.8% 
2 2.8% 
3 0.9% 
4 0.9% 
12 0.5% 
Missing (99) 1.9% 
prior to the interview, and 14.6% of the youth, which represents approximately half of those 
who drank in the year prior to the interview, drank only once during that time. Most of the 
youth (84.4%) did not drink in the month prior to the interview, and 7.5% of the youth, which 
represents approximately half of those who drank in the month prior to the interview, drank 
only once during that time. Nearly 90% of the youth did not binge drink (Le., have five or 
more drinks on one occasion) during the year or month prior to the interview. 
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The values for the Alcohol Use subscale were assigned as follows: 0 = never used 
alcohol (never used; responses to all seven questions were zero), 1 = ever used alcohol (ever 
used; response to the first question was one; responses to the remaining questions were zero), 
2 = used alcohol in the year prior to the interview and/or ever was drunk (ever drunk; 
response to the first question was one; response to the second question was one; response to 
the fourth question was greater than zero; responses to the remaining questions were zero), 3 
= used alcohol in the month prior to the interview and/or was drunk in the year prior to the 
interview (drunk in past year; responses to the first three questions were one; responses to the 
fourth and fifth questions were greater than zero; responses to the final two items were zero), 
and 4 = used alcohol in the month prior to the interview, was ever drunk or was drunk in the 
year prior to the interview, and binge drank in the year or month prior to the interview 
(abusive behavior; response to the first question was one; response to at least one of the 
second and third questions was one; responses to the fourth and fifth questions were greater 
than zero; response to at least one of the last two questions was greater than zero). The 
subscale was coded as missing for a given respondent if all seven questions were missing 
answers. The frequency distribution for this subscale is presented in Table 17. 
The second subscale in the Substance Use scale, Substances, consists of eight items 
that measures the use of substances other than alcohol during the six months prior to the 
interview. Youth reported the extent to which they used hallucinogens, marijuana, 
barbiturates, tranquilizers, cocaine, methamphetamines, or inhalants. Response categories on 
individual items ranged from 0 = never to 4 = three or more times a week, and frequency 
distributions for the items that comprise the subscale are presented in Table 18. The vast 
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Table 17. Frequency Distribution for Substance Use Scale, First Subscaie (Alcohol Use), 
Final Subscaie" 
Subscaie Name and Responses6 Percent" 
Alcohol Use 
Never used (0) 52.8% 
Ever used (1) 14.2% 
Ever drunk (2) 12.3% 
Drunk in past year (3) 9.9% 
Abusive behavior (4) 9.9% 
Missing (9) 0.9% 
"N = 212. 
'Distribution of the final computed subscaie. 
'Percentages may not sum to 100% due to rounding. 
majority of youth (70.8% to 96.7%) had not used any of the substances in the six months 
prior to the interview. Less than 10% of the youth had used six of the eight drugs; however, 
over one-quarter (26.5%) used marijuana and 11.8% used inhalants. This higher rate of 
marijuana and inhalant use, vis-a-vis other drugs, is consistent with other research among 
American Indian youth (Beauvais, Getting, & Edwards, 1985; Moncher, Holden, & Trimble, 
1990). 
The subscaie was created by dichotomizing each item (0 = never used, 1 = used at 
least once) and summing the dichotomized items. Higher values of the subscaie indicate more 
substances used. A naïve substitution method was used to handle missing values within the 
scale; a value of zero (conservatively estimating that the drug had not been used) was imputed 
for the missing items as long as at least five of the items had legitimate values. In the present 
sample, Cronbach's a for the subscaie was 0.70 (using the dichotomized items). The 
frequency distribution for this subscaie is presented in Table 19. Over two-thirds of the youth 
138 
Table 18. Frequency Distributions for Substance Use Scale, Second Subscaie 
(Substances) Itemsa*b 
Percent51 
Item" Never 
(0)e 
Once 
or 
Twice 
(1) 
1 to 3 
Times a 
Month 
(2) 
Once or 
Twice a 
Week 
(3) 
3 or More 
Times a 
Week 
(4) 
Missing 
(9) 
Acid, LSD, Mescaline, Peyote, 
or other hallucinogens 
92.0% 5.7% 0.5% 0.0% 0.5% 1.4% 
Grass, pot, week, or other names 
for marijuana 
70.8% 12.3% 5.2% 3.3% 5.7% 2.8% 
Downers, quaaludes, sopers, 
reds, or other barbiturates 
96.7% 1.9% 0.0% 0.0% 0.0% 1.4% 
Librium, valium, or other 
tranquilizers 
96.2% 1.4% 0.0% 0.5% 0.5% 1.4% 
Speed, crystal, nose candy 92.0% 3.8% 1.4% 0.0% 1.4% 1.4% 
Crack, cocaine, powder 95.8% 1.4% 0.0% 0.0% 0.0% 2.8% 
Crank or other methamphe-
tamines 
96.7% 0.5% 0.0% 0.5% 0.0% 2.4% 
Huffing or inhalants like 
gasoline, solvents, or glue 
86.8% 9.4% 1.9% 0.5% 0.0% 1.4% 
*N = 212. 
'The categories "Once or Twice" up to "3 or More Times a Week" were collapsed into a single 
category for analyses. 
'Question stem was worded as follows: "Please indicate how often you have used each of the following 
substances during the last six months." 
Percentages may not sum to 100% due to rounding. 
'Number in parentheses represents the number assigned to the response category. 
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Table 19. Frequency Distribution for Substance Use Scale, Second Subscaie 
(Substances), Final Subscaie* 
Subscaie Name and Responses6 Percent' 
Substances 
0 
1 
2 
3 
4 
5 
6 
68.4% 
15.6% 
8.0% 
2.4% 
2.8% 
0.5% 
0.9% 
1.4% Missing (9) 
®N = 212. 
^Distribution of the final computed subscaie. 
'Percentages may not sum to 100% due to rounding. 
(68.4%) did not use any of the drugs in the six months prior to the interview, and of those 
who used drugs, half (15.6% of the whole sample) used only one type of drug. 
The Substance Use scale was created by standardizing the two subscales (Alcohol Use 
and Substances) and computing the mean of those standardized subscales. Higher values of 
the scale indicate more substance use. The scale was coded as missing for a given respondent 
if one or both of the subscales was coded as missing. The two subscales were moderately 
correlated (Pearson r = 0.56, g < 0.001 [two-tailed test]). 
Suicidal Ideation 
Suicidal Ideation consists of one item that was adapted from the internalizing scale of 
the Youth Self Report (YSR; Achenbach, 1991). Youth reported the extent to which they 
agreed with the statement '1 think about killing myself." Response categories for this item 
were 0 = not true, 1 = somewhat true, and 2 = very true, and the frequency distribution for 
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this item is presented in Table 20. Almost one-tenth of the target youth (9.4%) responded 
"somewhat true" or "very true" to the item The two response categories "somewhat true" 
and "very true" were collapsed into a single category, and, thus, Suicidal Ideation was treated 
as a dichotomous variable (0 = not true, I = somewhat or very true). Unfortunately, the 
reliability of this single-item scale cannot be established. However, this item has been used by 
Shagle and Barber (1993, 1995), and, as evidence for validity, it was adequately correlated 
with another suicidal ideation item as well as variables such as family conflict, parental 
acceptance, religiosity, and self-derogation. 
Control Variables 
Four control variables are used in the analyses. First, Family SES consists of two 
subscales that measure family socioeconomic status (SES), and these subscales were created 
from information provided by the parent(s) of the target child. The first subscaie, Per-Capita 
Income, was created from four variables. The first variable was an open-ended report of the 
number of people living in the target child's household. A frequency distribution for this 
Table 20. Frequency Distribution for the Suicidal Ideation Item** 
Percent' i 
Item" Not Somewhat Very Missing 
True (0)e True(l) True(2) (9) 
I think about killing myself 89.6% 8.0% 1.4% 0.9% 
*N = 212. 
bSomewhat True and Very True were collapsed into a single category (1) for analyses. 
"Question stem was worded as follows: "In this first part, please read each statement, then circle the 
answer that is most true for you." 
^Percentages may not sum to 100% due to rounding. 
"Number in parentheses represents the number assigned to the response category. 
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variable is presented in Table 21. The households had an average of 4.82 members (SD = 
2.09, range = 2 to 12) and a median of 4 members. Over half of the households (53.8%) had 
four or fewer members, and 70.8% had five or fewer members. One household (0.5%) 
contained twelve members. 
The three remaining variables measured household income in the year prior to the 
interview. The first variable was a screening question: "Considering all sources, was the 
combined income of all persons living in your household in the past year above or below 
$25,000?" Response categories were 1 = above and 2 = below. If the parent(s) answered 1 = 
above, this question was asked: "Which of the following groups is closest to your household 
income last year?" Response categories were 1 = $25,000 to $35,000; 2 = $35,000 to 
$45,000; 3 = $45,000 to $55,000; 4 = $55,000 to $75,000; and 5 = $75,000 or more. If the 
Table 21. Frequency Distribution for Family SES Scale, First Subscaie (Per Capita 
Income), First Variable (Number of People in the Target Youth's Household)* 
Variable Name and Responses" Percent0 
Number of people in the target youth's household 
2 9.9% 
3 16.5% 
4 27.4% 
5 17.0% 
6 11.8% 
7 5.2% 
8 6.6% 
9 1.9% 
10 0.9% 
11 2.4% 
12 0.5% 
*N = 212. 
''Responses were open-ended. 
"Percentages may not sum to 100% due to rounding. 
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parent(s) answered 2 = below to the screening question, the same question as above was 
asked, but the response categories were now 1 = $20,000 to $25,000; 2 = $15,000 to 
$20,000; 3 = $10,000 to $15,000; 4 = $5,000 to $10,000; and 5 = below $5,000. A 
frequency distribution for the latter two household income questions is presented in Table 22, 
and the majority of the families (60.4%) have household incomes below $25,000. 
The Per-Capita Income subscaie was created by first assigning each family the mean 
value of income category to which they belonged (e.g., families in the $20,000 to $25,000 
category were assigned an income value of $22,500). Families with incomes below $5,000 
were assigned a value of $2,500, and families with incomes of $75,000 or more were assigned 
a value of $75,000. Second, this income value was divided by the number of people in the 
household. Six parents answered the household income screening question (3 answered 1 = 
Table 22. Frequency Distribution for Family SES Scale, First Subscaie (Per Capita 
Income), Final Two Variables (Household Income)" 
Variable Name and Responses" Percent0 
Which of the following groups is closest to your household income last year? 
Below $5,000 4.2% 
$5,000 to $10,000 12.7% 
$10,000 to $15,000 16.5% 
$15,000 to $20,000 17.0% 
$20,000 to $25,000 9.9% 
$25,000 to $35,000 20.3% 
$35,000 to $45,000 8.5% 
$45,000 to $55,000 4.2% 
$55,000 to $75,000 2.4% 
$75,000 or more 1.4% 
Missing 2.8% 
®N = 212. 
'The final two variables were combined to create this frequency distribution. 
'Percentages may not sum to 100% due to rounding. 
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above, 3 answered 2 = below) but did not answer the follow-up question. A simple item-
mean substitution method was used to impute an estimated household income for those six 
families, depending on their answer to the screening question. If the parent(s) answered the 
screening question as 1 = above, the mean income of the higher income group (Le., those who 
answered the first question after the screening question) was imputed ($38,518.52). Similarly, 
if the parent(s) answered the screening question as 1 = below, the mean income of the lower 
income group (Le., those who answered the second question after the screening question) was 
imputed ($13,740.60). These averages were based on the income values assigned to each 
family, which was discussed above. A frequency distribution for the Per-Capita Income 
subscaie is presented in Table 23. The frequency distribution is presented in a small number of 
discrete categories, but the item was treated as continuous in the analyses. Approximately 
one-quarter of the families (26.4%) had per-capita incomes of $2,500 or less; 34.4% had 
incomes of $2,501 to $5,000; 20.8% had incomes of $5,001 to $7,500; and 18.4% had 
incomes of $7,501 to $25,000. 
The second subscaie in the Family SES scale, Parental Education, was created from 
one question asked of the parent(s): "What is the highest level of education you have 
completed?" Response categories were 1 = less than high school, 2 = high school or GED, 3 
= some college, vocational or technical training, 4 = college graduate, and 5 = advanced 
degree. Parental Education was the response to this item for single-parent families and the 
maximum of the mother's and father's response to this item for two-parent families. A 
frequency distribution for this subscaie is presented in Table 23. A small percentage of the 
parents (14.6%) did not graduate from high school, 33% graduated from high school or 
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Table 23. Frequency Distributions for Control Variables: Family Per-Capita Income; 
Parental Education; and Target Youth's Gender, Age, and Reservation" 
Variable and Response Categories Percent" 
Per-Capita Income0 
$0 to $2,500 26.4% 
$2,501 to $5,000 34.4% 
$5,001 to $7,500 20.8% 
$7,501 to $10,000 11.3% 
$10,001 to $25,000 7.1% 
Parental Education*1 
Less than high school (l)c 14.6% 
High school or GED (2) 33.0% 
Some college, vocational, or technical training (3) 40.1% 
College graduate (4) 9.9% 
Advanced degree (5) 1.9% 
Missing (9) 0.5% 
Target Youth's Gender 
Female (0) 45.8% 
Male (1) 54.2% 
Target Youth's Age (in Years) 
9 0.9% 
10 12.3% 
11 23.1% 
12 25.9% 
13 19.3% 
14 12.3% 
15 5.7% 
16 0.5% 
Target Youth's Reservation A£filiationf 
Reservation 1 
Reservation 2 
Reservation 3 
57.5% 
23.1% 
19.3% 
"N = 212. 
"Percentages may not sum to 100% due to rounding. 
family per-capita income is a continuous variable; ranges are presented in order to conserve space. 
"*In two-parent families, this was the highest education achieved by either the mother or father. 
'Number in parentheses represents the number assigned to the response category. 
^Agreements with the tribes precluded identification of each reservation. Thus, the reservations were 
given the pseudonyms "Reservation 1", "Reservation 2", and "Reservation 3". Reservations 2 and 3 
were collapsed into a single category for analyses. 
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received a GED, 40.1% had some college experience or vocational or technical training, 9.9% 
graduated from college, and 1.9% earned an advanced degree. 
The Family SES scale was created by standardizing the two subscales (Per Capita 
Income and Parental Education) and computing the mean of those standardized subscales. 
Higher values of the scale indicate higher socioeconomic status. The scale was coded as 
missing for a given respondent if the second subscaie was coded as missing. The two 
subscales were moderately correlated (Pearson r = 0.35, p < 0.001 [two-tailed test]). 
The second control variable was Gender, which was a dichotomous variable 
representing the gender of the target youth (0 = female and 1 = male). The frequency 
distribution for Gender is presented in Table 23. The third control variable was Age, which 
was a continuous measure of the target youth's age in years. The frequency distribution for 
Age is also presented in Table 23. The final control variable was Reservation. Three 
reservations were included in the project, and the frequency distribution for the three 
reservations is presented in Table 23. Target youth from the largest reservation (pseudonym. 
Reservation 1) differed from youth in the other two reservations (pseudonyms Reservation 2 
and Reservation 3) — but youth from Reservation 2 and Reservation 3 did not differ from each 
other — on a number of the study variables. Tests of significance and effect size (ES) 
estimates7 for comparisons of the study variables between Reservation 1 and Reservations 2 
and 3 are presented in Table 24. When compared with target youth in Reservations 2 and 3, 
7 An effect size estimate represents the degree to which differs between Reservation 1 and Reservations 2 
and 3. For continuous variables, the effect size estimate is the standardized mean difference, and for 
dichotomous variables, the effect size estimate is the difference between the arcsine transformation of the 
proportions for the two groups. An effect size of 0.20 is considered small, 0.50 is considered medium, and 
0.80 is considered large (Cohen, 1988). 
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Table 24. Comparisons of Reservation 1 with Reservations 2 and 3 on the Study 
Variables8 
Mean (Standard Deviation) Test of 
or Proportion Significant 
Variable Reservation 
1 
(N = 122) 
Reservations 
2 and 3 
(N = 90) 
torx2  df p-valueb Effect 
Size 
Family SES 1.03 
(0.28) 
1.10 
(0-25) 
-1.83 210 0.068 -0.25 
Gender (Male)0 0.49 0.61 2.97 I 0.085 0.14 
Age 12.40 
(1-49) 
11.74 
(1-28) 
3.37 210 0.001 0.47 
Enculturation 0.08 
(0.82) 
-0.12 
(0.80) 
1.74 208 0.083 0.24 
Discrimination 0.57 
(0.29) 
0.43 
(0.28) 
3.42 209 0.001 0.48 
Negative Life Events 3.35 
(1.72) 
2.34 
(1.53) 
4.39 209 0.000 0.61 
Self-Esteem 1.54 
(0.30) 
1.61 
(0.28) 
-1.56 209 0.121 -0.22 
Depressive Symptoms 0.83 
(0-24) 
0.80 
(0.22) 
1.15 209 0.250 0.16 
Hopelessness 0.41 
(0.22) 
0.31 
(0.20) 
3.24 207 0.001 0.45 
Substance Used 0.98 
(0.41) 
0.84 
(0.36) 
2.60 197 0.010 0.36 
Suicidal Ideation0 0.10 0.09 0.05 1 0.821 0.01 
1ST = 212. 
"Two-tailed test. 
Dichotomous variable. Percentage (in decimal form) is reported. 
"*Levene's test indicated that the assumption of equal population variances of Substance Use for the 
two groups was untenable. Therefore, the standard error of the difference in means and the degrees of 
freedom were computed using the formulae presented in Carlson and Thome, 1997 (page 528). 
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target youth from Reservation 1 were, on average, more enculturated (t(208) = 1.74, p < 
0.083, ES = 0.24), experienced more discrimination (t(209) = 3.42, p < 0.001, ES = 0.48) and 
negative life events (t(209) = 4.39, g < 0.001, ES = 0.61), had somewhat lower self-esteem 
(t(209) = -1.56, p < 0.121, ES = -0.22), had slightly more depressive symptoms (t(209) = 
1.15, £ < 0.25, ES = 0.16), felt more hopeless about the future (t(207) = 3.24, p < 0.001, ES 
= 0.45), used more substances (t(197) = 2.60, p < 0.01, ES = 0.36), had lower family SES 
(t(210) = -1.83, p < 0.068, ES = -0.25), had a somewhat lower proportion of males (x2(l) = 
2.97, g < 0.085, ES = 0.14), and were older (t(210) = 3.37, p < 0.001, ES = 0.47). The rates 
of suicidal ideation did not differ between Reservation 1 and Reservations 2 and 3 (%2(1) = 
0.05, e < 0.821, ES = 0.01). Reservation was created as a dichotomous variable (0 = 
Reservation 1 and 1 = Reservations 2 and 3). 
Analytic Strategy 
The analyses proceeded in three main steps. The first step after creating the variables 
was to examine them for potential outlying and influential observations. Frequency 
distributions and box-and-whisker plots were created for each of the study variables to search 
for univariate outliers, and observations were considered outlying if they exceeded 1.5 
interquartile ranges from the lower or upper quartile of the distribution (Kleinbaum, Kupper, 
Muller, & Nizam, 1998). Leverage values were computed from the matrix of study variables 
to search for multivariate outliers, and observations were considered outlying if they had 
leverage values that exceeded 2p/n (p represents the number of variables, and n represents the 
number of observations; see Kleinbaum, Kupper, Muller, & Nizam, 1998). Finally, bivariate 
plots for each pair of study variables were created to asses the feasibility of a linear 
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relationship between the variables and to search for potential outlying and influential 
observations. 
The second step involved estimating regression models for each of the dependent 
variables in Figure 1. Ordinary least squares regression models were estimated for the 
continuous dependent variables (Self-Esteem, Depressive Symptoms, Hopelessness, and 
Substance Use), and logistic regression models were estimated for the dichotomous dependent 
variable (Suicidal Ideation). The predictor variables included those variables that preceded the 
given dependent variable. Thus, for the models predicting Self-Esteem, Depressive 
Symptoms, Hopelessness, and Substance Use, the predictor variables included the control 
variables (Family SES, Gender, Age, and Reservation) as well as Enculturation, 
Discrimination, and Negative Life Events. The models for Suicidal Ideation included the 
aforementioned predictor variables as well as Self-Esteem, Depressive Symptoms, 
Hopelessness, and Substance Use. 
The regression modeling was carried out in four steps. First, simple (one-variable) 
regression models were estimated for each dependent variable with each predictor variable. 
Second, multiple regression models were estimated for each dependent variable with all of the 
predictor variables entered simultaneously. Third, interaction effects were tested, one at a 
time, while controlling for the main effects of all the predictor variables in the multiple 
regression models. As a strategy for reducing potential collinearity problems when testing 
interactions containing continuous variables, the continuous variables were centered, and the 
corresponding interaction terms were computed from those centered variables (Aiken & West, 
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1991). Interactions significant at the a = 0.05 (two-tailed test8) were examined closely for 
influential data points, and if the interactions appeared robust, they were included in final 
regression models for each dependent variable. Finally, regression diagnostics were carried 
out to determine how well the model assumptions were met. 
Interaction effects were tested to rule out any potentially differing effects of the 
predictor variables on the dependent variables as a function of the control variables. Thus, all 
possible two-way interactions of Family SES, Gender, Age, and Reservation with the 
remaining predictor variables (including the other control variables) were tested, and all 
possible three-way interactions of Gender and Age with the remaining predictors were tested 
also (controlling for the corresponding two-way interactions). Moreover, some interaction 
effects were estimated to test for potential moderator effects. It is possible that Enculturation 
could buffer the effects of the remaining predictor variables on the dependent variables, and it 
is possible that Discrimination and Negative Life Events could exacerbate the effects of the 
remaining predictor variables on the dependent variables. Thus, all possible two-way 
interactions of Enculturation, Discrimination, and Negative Life Events were tested in the 
models predicting Self-Esteem, Depressive Symptoms, Hopelessness, and Substance Use, and 
all possible two-way interactions of Enculturation, Discrimination, and Negative Life Events 
with themselves and with Self-Esteem, Depressive Symptoms, Hopelessness, and Substance 
Use were tested in the model predicting Suicidal Ideation. A total of twenty-sex interactions 
were tested in each of the models predicting Self-Esteem, Depressive Symptoms, 
8 Unless otherwise noted, two-tailed tests are used in the analyses. Although directional hypotheses point to 
using one-tailed tests, two-tailed tests are used here because they are more conservative and because there is 
zero statistical power to detect effects opposite of those hypothesized in one-tailed tests (Cohen, 1988). 
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Hopelessness, and Substance Use, and fifty-eight were tested in the model predicting Suicidal 
Ideation. 
For each statistically-significant (g < 0.05, two-tailed tests) interaction effect found, 
standardized difference in beta (or DFBETA) statistics were examined for each case. The 
DFBETA statistic measures the change in the regression coefficient (in this case, the 
coefficient for the interaction effect) when the given case is excluded from the analyses. A 
case with a DFBETA value exceeding one (in absolute value) is considered influential, but 
cases with DFBETA values that were large (in absolute value) relative to DFBETA values for 
other cases were also examined (see Neter, Wasserman, & Kutner, 1990, for a discussion of 
DFBETA values). Regression models with statistically-significant interaction terms were re-
estimated with potentially influential cases omitted. If the interaction terms were no longer 
statistically-significant, it was concluded that the interaction effect was due to a small number 
of cases, and the interaction effect was not included in the final model 
Once the final models were estimated (Le., those including all main effects plus any 
statistically-significant interaction effects), regression diagnostics were carried out to 
determine how well the model assumptions were met. For the ordinary least squares 
regression models, normal probability plots and plots of the residuals against fitted values of 
the dependent variable and against the predictor variables were examined. In addition, 
jackknife residuals (for ordinary least squares regression models) and deviance residuals (for 
the logistic regression model) were examined, and cases with residual values above two (in 
absolute value) and / or large relative other residual values were considered outlying in the 
dependent variable. Moreover, leverage values were examined, and cases with values above 
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2(k+l)/n (k represents the number of predictor variables, and n represents the sample size) 
and / or large relative to other leverage values were considered outlying in the matrix of 
predictor variables. Furthermore, Cook's distance and standardized difference in beta 
(DFBETA) statistics were examined. Cases with Cook's distance values above one and / or 
large relative to other Cook's distance values were considered influential in determining the 
value of one or more of the regression coefficients, and cases with DFBETA values above one 
and / or large relative to other DFBETA values were considered influential in determining the 
value of a particular regression coefficient (Kleinbaum, Kupper, Muller, & Nizam, 1998; 
Menard, 1995; Neter, Wasserman, & Kutner, 1990). 
Cases that met any of the criteria above were noted, and the final models were re-
estimated with the potentially problematic cases omitted. If the substantive conclusions of the 
model were retained upon removing one or more of the potentially problematic cases, it was 
decided to leave the cases in the models. If the substantive conclusions of the model were 
changed upon removing one or more of the potentially problematic cases, it was decided to 
leave the cases in the models and describe the nature of changes to the models. Finally, the 
variance inflation factor (VIF) for each predictor variable was examined, and one or more 
variables with a VIF value of ten or more indicated collmearity problems (Kleinbaum, Kupper, 
Muller, & Nizam, 1998). 
The final step in the overall analytic strategy involved estimating the theoretical model 
in Figure 1. A structural equation model with observed variables (path model) was estimated 
using LISREL 8 (Jôreskog & Sôrbom, 1996). The typical goal in structural equation 
modeling is to find a model that best reproduces the covariance matrix of observed variables 
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using as few parameters as possible, and this usually involves testing the overall fit of two or 
more alternative models. In the present study, however, interest centers only on the nature of 
the relationships among the variables presented in Figure 1 (as well as the control variables) 
and not on assessing the fit of two or more alternative models. Thus, all of the paths 
presented in Figure 1, and all possible paths involving the control variables, were estimated 
simultaneously, which generated a perfectly-fitting model with zero degrees of freedom. 
Suicidal Ideation was a dichotomous dependent variable, and as a result, the model 
was estimated using the Weighted Least Squares (WLS) procedure in LISREL 8 with a 
correlation matrix consisting of biserial and Pearson correlation coefficients (Jôreskog, 1990). 
A biserial correlation is an estimate of the correlation between a continuous variable and the 
continuous, normally-distributed variable that is assumed to underlie a dichotomous variable 
(Jôreskog, 1994; Jôreskog & Sôrbom. 1996; Olsson, 1979). The correlation matrix as well as 
the proper weight matrix (Muthén, 1984) were computed using PRELIS 2, which is a pre­
processor for LISREL 8, and the matrices were exported into LISREL 8. 
One final issue should be addressed briefly. Two of the exogenous (control) variables, 
Gender and Reservation, are also dichotomous. In structural equation modeling, it is assumed 
that the variables in a given model have a multivariate normal distribution (this assumption can 
be relaxed in the WLS procedure, however). Nevertheless, one sufficient condition for 
obtaining correct estimates of the parameters and their standard errors is that the conditional 
distribution of the endogenous variables given the exogenous variables is multivariate normal, 
which implies that the exogenous variables can have any type of distribution As a result, the 
assumption of an underlying normal distribution is not imposed on Gender and Reservation as 
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it is for Suicidal Ideation, and Pearson correlations are computed for any pair of variables 
involving Gender and Reservation (except for Suicidal Ideation). See Bollen (1989) and 
Johnston (1984) for more details. 
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RESULTS 
Comparing Included and Excluded Youth 
After creating the study variables and employing substitution methods for missing 
observations, N = 202 respondents (of the original 212) were available for analyses. Thus, ten 
of the youth were excluded from the analyses because they did not meet the missing value 
substitution requirements for at least one of the study variables. Seven of the youth who were 
excluded from the analyses had missing values on only one variable, and three of the youth 
who were excluded from the analyses had missing values on between two and four variables. 
The Discrimination, Negative Life Events, Self-Esteem, and Depressive Symptoms scales each 
had one missing value, Enculturation and Suicidal Ideation had two missing values, 
Hopelessness had three missing values, and Substance Use had five missing values. None of 
the target youth had missing values for Family SES, Gender, Age, or Reservation 
Comparisons of the youth who were included in, versus excluded from, the analyses 
are presented in Table 25 for all of the study variables. Given the small number of youth who 
were excluded from the analyses, the statistical power necessary to detect differences is likely 
very low, so the analyses are supplemented with effect size (ES) estimates. Youth who were 
excluded from the analyses tended to have lower levels of Enculturation (t(208) = 1.33, p < 
0.184, ES = 0.48) and higher levels of Discrimination (t(209) = -0.55, p < 0.585, ES = -0.19), 
Negative Life Events (t(209) = -0.54, p < 0.589, ES = -0.18), Hopelessness (t(207) = -1.21, p 
< 0.228, ES = -0.46), and Substance Use (t(205) = -2.35, p < 0.020, ES = -1.06). Thus, it 
appears that the youth who were excluded from the analyses tended to be worse off than 
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Table 25. Comparisons of Included and Excluded Cases on the Study Variables* 
Mean (Standard Deviation) Test of 
or Proportion Significance 
Variable Included 
(N = 202) 
Excluded 
(N= 10") 
torx2  df p-valuec Effect 
Size 
Family SES 1.06 
(0.27) 
1.03 
(0.27) 
0.42 210 0.675 0.14 
Gender (Male)d 0.53 0.80 2.81 1 0.094 0.05 
Age 12.12 
(1-45) 
12.10 
(1-37) 
0.05 210 0.959 0.02 
Reservation ld 0.57 0.60 0.03 1 0.872 0.01 
Enculturation 0.01 
(0.80) 
-0.38 
(1.04) 
1.33 208 0.184 0.48 
Discrimination 0.51 
(0.30) 
0.56 
(0.23) 
-0.55 209 0.585 -0.19 
Negative Life Events 2.91 
(1.72) 
3.22 
(1.72) 
-0.54 209 0.589 -0.18 
Self-Esteem 1.57 
(0.29) 
1.57 
(0.32) 
0.04 209 0.965 0.01 
Depressive Symptoms 0.82 
(0.23) 
0.81 
(0.26) 
0.05 209 0.964 0.02 
Hopelessness 0.36 
(0.22) 
0.46 
(0.20) 
-1.21 207 0.228 -0.46 
Substance Use 0.91 
(0.39) 
1.33 
(0-45) 
-2.35 205 0.020 -1.06 
Suicidal Ideation4 0.09 0.13 0.09 1 0.770 0.01 
"N = 212. 
hN varies on individual variables from 5 to 10, depending on the number of missing cases. 
"Two-tailed test 
dDichotomous variable. Percentage (in decimal form) is reported. 
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those who included in the analyses, and the potential biases that might result should be kept in 
mind when interpreting the findings in this study. 
Univariate and Bivariate Outlying Observations 
Univariate plots, leverage values, and bivariate plots revealed some outlying and 
potentially influential observations. Four of the target youth had experienced many negative 
life events (7 and 8), an additional youth had relatively low self-esteem, one had a relatively 
high score on the depressive symptoms scale, and another youth had a relatively high score on 
the hopelessness scale. The youth who was 16 years old met the criteria for outlyingness in 
the age distribution, and three youth came from families that had relatively high 
socioeconomic status. None of the youth had outlying values on more than one of the study 
variables, and the youth who had relatively low self-esteem also evidenced a large leverage 
value (0.143 compared with a critical value of 0.129). Correlation coefficients were 
computed with the potentially influential observations removed, and the results did not change 
much. Thus, all of the N = 202 respondents were used in the analyses. The bivariate plots 
revealed no significant departures from linearity in the relationships among the study variables. 
Suicidal Ideation Rates 
Suicidal ideation rates for selected sociodemographic variables for the N = 202 youth 
used in the analyses are presented in Table 26. The first column presents the total sample size 
for each subgroup represented by the response categories for each variable, and the second 
column contains the proportion of the youth in each of the response categories who 
responded affirmatively to the suicidal ideation question The final three columns provide the 
results from the chi-square contingency table tests for the simultaneous equality of 
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Table 26. Suicidal Ideation Rates for Selected Sociodemographic Variables8 
Variable and Response Categories Sample Sizeb Percent6 x2 df Pd 
Full Sample 202 9.4% 
— 
— 
Gender 3.85 1 0.050 
Female 95 13.7% 
Male 107 5.6% 
Age 4.73 5 0.449 
9-10 27 14.8% 
11 46 6.5% 
12 53 13.2% 
13 39 5.1% 
14 24 12.5% 
15-16 13 0.0% 
Reservation6 0.00 1 0.965 
Reservation 1 116 9.5% 
Reservations 2 and 3 86 9.3% 
Per-Capita Income 3.36 4 0.500 
$2,500 and lower 52 3.8% 
$2,501 to $5,000 70 12.9% 
$5,001 to $7,500 42 9.5% 
$7,501 to $10,000 23 13.0% 
$10,001 and higher 15 6.7% 
Parental Education  ^ 1.37 3 0.712 
Less than high school 30 6.7% 
High school or GED 66 7.6% 
Some college, vocational, or technical training 81 12.3% 
College graduate or advanced degree 24 8.3% 
*N = 202. 
bSample size for each group. 
Proportion of each group with affirmative responses to the suicidal ideation question. 
Rvalue based on a two-tailed test. 
'Agreements with the tribes precluded identification of each reservation. Thus, the reservations were 
given the pseudonyms "Reservation 1", "Reservation 2", and "Reservation 3". Reservations 2 and 3 
were collapsed into a single category for analyses 
*In two-parent families, this was the highest education achieved by either the mother or father. 
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proportions for the response categories within a given variable. In the full sample of N = 202 
youth, 9.4% responded affirmatively to the suicidal ideation question. Females were more 
than twice as likely as males to think about suicide (13.7% versus 5.6%, %2(1) = 3.85, g < 
0.05). Suicidal ideation rates did not differ among groups for any of the remaining variables. 
The rates of suicidal ideation did not vary in a discernible pattern among the age or per-capita 
income groups. The suicidal ideation rates were nearly the same between Reservation 1 and 
Reservations 2 and 3. Finally, the suicidal ideation rates increased over the first three parental 
education categories and then decreased for the last category. 
Descriptive Statistics and Bivariate Correlations 
Descriptive statistics for the study variables are presented in Table 27, and Pearson 
correlations (along with biserial correlations for variables correlated with Suicidal Ideation in 
parentheses) are presented in Table 28 for the N = 202 youth included in the analyses. Family 
SES was significantly negatively correlated with Negative Life Events (Pearson r=-0.18, g < 
0.05), and it approached significance in its positive correlation with Reservation (r = 0.12, g < 
0.10). Gender was significantly negatively correlated with Enculturation (r - -0.15, g < 0.05) 
and Negative Life Events (r = -0.17, g < 0.05), and it approached significance in its positive 
relationship with Reservation (r = 0.13, g < 0.10) and negative relationship with Suicidal 
Ideation (r = -0.14, g < 0.10). Age was significantly negatively related to Reservation (r = 
-0.22, g < 0.01) and significantly positively related to Discrimination (r = 0.22, g < 0.01) and 
Substance Use (r = 0.39, g < 0.01). Reservation was also significantly negatively related to 
Discrimination (r = -0.24, g < 0.01), Negative Life Events (r = -0.31, g < 0.01), Hopelessness 
(r = -0.22, g < 0.01), and Substance Use (r = -0.17, g < 0.05), and it approached significance 
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Table 27. Descriptive Statistics for Study Variables" 
Variable Mean Standard 
Deviation 
Minimum Maximum Skewnessb Kurtosisc 
Family SES 1.06 0.27 0.44 1.93 0.06 0.30 
Gender 0.53 0.50 0.00 1.00 -0.12 -2.01 
Age 12.12 1.45 9.00 16.00 0.27 -0.53 
Reservation 0.43 0.50 0.00 1.00 0.30 -1.93 
Enculturation 0.01 0.80 -2.34 1.82 -0.18 -0.21 
Discrimination 0.51 0.30 0.00 1.30 -0.30 -0.53 
Negative Life Events 2.91 1.72 0.00 8.00 0.23 -0.47 
Self-Esteem 1.57 0.29 0.55 2.00 -0.67 0.10 
Depressive Symptoms 0.82 0.23 0.22 1.55 0.10 -0.19 
Hopelessness 0.36 0.22 0.00 0.94 -0.07 -0.47 
Substance Use 0.91 0.39 0.59 2.10 0.98 -0.10 
Suicidal Ideation 0.09 0.29 0.00 1.00 2.80 5.91 
= 202. 
bStandard error is 0.17. 
^Standard error is 0.34. 
in its negative relationship with Enculturation (r = -0.12, p < 0.10). 
As expected, Enculturation, Discrimination, and Negative Life Events were all 
significantly positively correlated with one another (r's = 0.21 to 0.35, g's < 0.01). 
Unexpectedly, however, neither of the three aforementioned variables was significantly 
correlated with Self-Esteem, and Enculturation was significantly positively correlated with 
Depressive Symptoms (r = 0.20, g < 0.01) but was not significantly related to Hopelessness, 
Table 28. Pearson (Biserial) Correlations for Study Variables" 
1 2 3 4 5 6 7 8 9 10 11 
1. Family SES 1.00 
2. Gender 0.04 1.00 
3. Age 0.09 0.03 1.00 
4. Reservation 0.12+ 0.13+ -0.22** 1.00 
5. Enculturation -0.08 -0.15* 0.00 -0.12+ 1.00 
6. Discrimination -0.07 -0.08 0.22** -0.24** 0.29** 1.00 
7. Negative Life Events -0.18* -0.17* 0.03 -0.31** 0.21** 0.35** 1.00 
8. Self-Esteem 0.07 -0.01 -0.02 0.11 0.11 -0.08 0.01 1.00 
9. Depressive Symptoms 0.04 -0.07 -0.07 -0.07 0.20** 0.32** 0.18* -0.25** 1.00 
10. Hopelessness -0.03 -0.07 0.05 -0.22** -0.03 0.23** 0.15* -0.28** 0.31** 1.00 
11. Substance Use 0.08 -0.07 0.39** -0.17* 0.05 0.36** 0.21** -0.06 0.08 0.12+ 1.00 
12. Suicidal Ideation 0.05 -0.14+ -0.06 -0.00 0.01 0.22** 0.22** -0.15* 0.25** 0.09 0.25** 
(0.09) (-0.24) (-o.il) (-0.01) (0.01) (0.41) (0.37) (-0.26) (0.42) (0.15) (0.41) 
+E < 0.10. *j) < 0.05. **j) < 0.01 (Two-Tailed Tests). 
aN = 202. 
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Substance Use, and Suicidal Ideation. Moreover, as hypothesized, Discrimination and 
Negative Life Events were both significantly positively correlated with Depressive Symptoms, 
Hopelessness, Substance Use, and Suicidal Ideation (r's = 0.15 to 0.36, g's < 0.05). 
As expected, Self-Esteem was significantly negatively related to Depressive 
Symptoms, Hopelessness, and Suicidal Ideation (r's = -0.15 to -0.28, g's < 0.05); Depressive 
Symptoms was significantly positively correlated with Hopelessness (r = 0.31, g< 0.01) and 
Suicidal Ideation (r = 0.25, g < 0.01); and Substance Use was significantly positively 
correlated with Suicidal Ideation (r = 0.25, g < 0.01). Unexpectedly, however, Substance Use 
was not significantly correlated with Self-Esteem or Depressive Symptoms, and it approached 
statistical significance in its relationship with Hopelessness (r = 0.12, g < 0.10). Moreover, 
Hopelessness was unexpectedly not significantly correlated with Substance Use. Finally, it 
should be noted that the biserial correlations (provided in parentheses in Table 28) are higher 
than their corresponding Pearson correlations, which is consistent with the observations of 
Bollen (1989). The PRELIS 2 program was used to compute the biserial correlations, and, 
unfortunately, PRELIS 2 does not include tests of significance for the biserial correlations. 
Regression Results 
It was noted in the Method section that ordinary least squares regression models were 
estimated for the continuous dependent variables (Self-Esteem, Depressive Symptoms, 
Hopelessness, and Substance Use) and logistic regression models were estimated for the 
dichotomous dependent variable (Suicidal Ideation). Simple (one-variable) regression models 
were estimated for each dependent variable with each predictor variable, and multiple 
regression models were estimated for each dependent variable with all of the predictor 
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variables entered simultaneously. Moreover, interaction effects were tested, one at a time, 
while controlling for the main effects of all the predictor variables in the multiple regression 
models. Interactions significant at the a = 0.05 (two-tailed test) were examined closely for 
influential data points, and if the interactions appeared robust, they were included in final 
regression models for each dependent variable. Finally, regression diagnostics were carried 
out to determine how well the model assumptions were met. This section provides a 
discussion of these regression results. 
Models Predicting Self-Esteem 
The results of the simple bivariate ordinary least squares regression models predicting 
Self-Esteem are presented in the first five columns of Table 29. The first column contains the 
unstandardized regression coefficient (B), the second column contains the standard error of B 
(SE), the third and fourth columns contain the lower and upper limits of 95% confidence 
intervals for B (Lower and Upper), and the fifth column contains the standardized regression 
coefficient (P), which is equivalent to the Pearson correlations presented in Table 28. None of 
the variables were statistically-significant predictors of Self-Esteem, which is consistent with 
the Pearson correlations presented in Table 28. 
The multiple regression model with each predictor variable entered simultaneously was 
estimated, and the twenty-six interaction effects discussed in the Method section were tested. 
None of the interaction effects achieved statistical significance (using a = 0.05, two-tailed 
tests). Thus, the final multiple regression model did not contain any interaction effects, and 
the results are presented in the last six columns of Table 29. Since interactions were not 
included in the final model, the results are presented for the predictor variables in their original 
Table 29. Ordinary Least Squares Regression Results for Models Predicting Self-Esteem* 
Bivariate Models6 Multivariate Model" 
95% Confidence 95% Confidence 
Interval Interval 
Predictor Variable Bd SEe Lower Upper Pf Bd SEC Lower Upper Pf VIF
8 
Family SES 0.08 0.08 -0.07 0.23 0.07 0.08 0.08 -0.08 0.23 0.07 1.05 
Gender -0.00 0.04 -0.09 0.08 -0.01 -0.00 0.04 -0.09 0.08 -0.00 1.06 
Age -0.00 0.01 -0.03 0.03 -0.02 0.01 0.02 -0.02 0.04 0.03 1.12 
Reservation 0.07 0.04 -0.02 0.15 0.11 0.07 0.05 -0.02 0.16 0.12 1.20 
Enculturation 0.04 0.03 
O
 
o
 0.09 0.11 0.05+ 0.03 0.00 0.11 0.15 1.13 
Discrimination -0.08 0.07 -0.22 0.06 -0.08 -0.12 0.08 -0.28 0.04 -0.12 1.29 
Negative Life Events 0.00 0.01 -0.02 0.03 0.01 0.01 0.01 -0.02 0.04 0.07 1.28 
Constant 1.42** 0.20 1.02 1.82 
+E < 0.10. < 0.05. **g < 0.01 (Two-Tailed Tests). 
"N = 202. 
^Regression models with only the given predictor variable. 
'Regression model with all predictor variables entered simultaneously, F(7,194) = 1.28, g < 0,26. R2 = 0.04. Adjusted R2 = 0.01. 
^standardized regression coefficient. 
'Standard error of the unstandardized regression coefficient. 
Standardized regression coefficient. 
^Variance Inflation Factor. 
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(uncentered) metric. Columns six through ten contain information that corresponds to the 
information presented in the first five columns for the bivariate models, and column eleven 
contains the variance inflation factor (VIF) for each predictor variable in the multiple 
regression model. 
The percent explained variance is very low for this model (R2 = 0.04, adjusted R2 = 
0.01), and the overall F statistic (F(7,194) = 1.28, |3 < 0.26) indicates insufficient evidence to 
reject the null hypothesis that all of the regression coefficients are simultaneously equal to 
zero. Indeed, none of the variables are statistically-significant predictors of Self-Esteem 
(using a = 0.05, two-tailed tests). Collinearity does not appear to be a problem in this model 
because the largest VIF is 1.29. The normal probability plot indicated minimal deviation from 
normality in the distribution of the residuals, and the plots of the residuals against the fitted 
values and the predictor variables revealed no unusual patterns. None of the cases exhibited 
unusually large leverage or Cook's distance values, but one case had a particularly large 
negative jackknife residual as well as somewhat large DFBETA values for several of the 
regression coefficients. Removing this case did not change the substantive results of the 
analyses. Incidentally, this was the same case reported in the Univariate and Bivariate 
Outlying Observations subsection as having a relatively small value on the Self-Esteem scale 
and a comparatively large leverage value. 
Models Predicting Depressive Symptoms 
The results of the simple bivariate ordinary least squares regression models predicting 
Depressive Symptoms are presented in the first five columns of Table 30. The first column 
contains the unstandardized regression coefficient (B), the second column contains the 
Table 30. Ordinary Least Squares Regression Results for Models Predicting Depressive Symptoms® 
Bivariate Models'3 Multivariate Model® 
95% Confidence 95% Confidence 
Interval Interval 
Predictor Variable Bd SE" Lower Upper 3f Bd SE" Lower Upper Pf V1F
8 
Family SES 0.03 0.06 -0.09 0.16 0.04 0.08 0.06 -0.04 0.20 0.09 1.05 
Gender -0.03 0.03 -0.10 0.03 -0.07 -0.01 0.03 -0.07 0.05 -0.02 1.06 
Age -0.01 0.01 -0.03 0.01 -0.07 -0.02* 0.01 -0.05 0.00 -0.14 1.12 
Reservation -0.03 0.03 -0.10 0.03 -0.07 -0.00 0.03 -0.07 0.07 
©
 
©
 1.20 
Enculturation 0.06** 0.02 0.02 0.10 0.20 0.03 0.02 -0.01 0.07 0.11 1.13 
Discrimination 0.25** 0.05 0.14 0.35 0.32 0.23** 0.06 0.12 0.35 0.30 1.29 
Negative Life Events 0.02* 0.01 0.01 0.04 0.18 0.01 0.01 -0.01 0.03 0.06 1.28 
Constant 0.87** 0.15 0.57 1.17 
< 0.10. *£ < 0.05. **j> < 0.01 (Two-Tailed Tests). 
°N = 202. 
^Regression models with only the given predictor variable. 
"Regression model with all predictor variables entered simultaneously. F(7,194) = 4.52, g < 0.001. R2 = 0.14. Adjusted R2 = 0.11. 
^Unstandardized regression coefficient. 
"Standard error of the unstandardized regression coefficient, 
"Standardized regression coefficient. 
Variance Inflation Factor. 
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standard error of B (SE), the third and fourth columns contain the lower and upper limits of 
95% confidence intervals for B (Lower and Upper), and the fifth column contains the 
standardized regression coefficient ((3), which is equivalent to the Pearson correlations 
presented in Table 28. Three of the variables (Enculturation, Discrimination, and Negative 
Life Events) were statistically-significant predictors of Depressive Symptoms, which is 
consistent with the Pearson correlations presented in Table 28. 
The multiple regression model with each predictor variable entered simultaneously was 
estimated, and the twenty-six interaction effects discussed in the Method section were tested. 
Two interaction effects were statistically significant (using a = 0.05, two-tailed tests): Gender 
by Age by Discrimination (g < 0.02) and Reservation by Negative Life Events (p < 0.04). The 
Gender by Age by Discrimination interaction approached statistical significance when one case 
with a large DFBETA value was removed (j> < 0.05), and it became nonsignificant when a 
second case with a large DFBETA value was removed (j> < 0.10). Similarly, the Reservation 
by Negative Life Events interaction approached statistical significance when one case with a 
large DFBETA value was removed (g < 0.08), and it became nonsignificant when a second 
case with a large DFBETA value was removed (j) < 0.12). Since these interactions were 
significant due to one or two cases each, they were omitted from the final multiple regression 
modeL 
The results for the final multiple regression model are presented in the last six columns 
of Table 30. Since interactions were not included in the final model, the results are presented 
for the predictor variables in their original (uncentered) metric. Columns six through ten 
contain information that corresponds to the information presented in the first five columns for 
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the bivariate models, and column eleven contains the variance inflation factor (VIF) for each 
predictor variable in the multiple regression model The percent explained variance is modest 
for this model (R2 = 0.14, adjusted R2 = 0.11), and the overall F statistic (F(7,194) = 4.52, p < 
0.001) indicates that at least one variable is a statistically-significant predictor of Depressive 
Symptoms. Indeed, both Age (B = -0.02, p < 0.05, (3 = -0.14) and Discrimination (B = 0.23, 
P < 0.01, (3 = 0.30) are statistically-significant predictors. The relationship between 
Discrimination and Depressive Symptoms is in the expected direction, but the relationship 
between Age and Depressive Symptoms is the opposite of what was expected. Note, too, 
that both Enculturation and Negative Life Events were no longer statistically-significant 
predictors of Depressive Symptoms in the presence of the other predictor variables. 
Moreover, collinearity does not appear to be a problem in this model because the 
largest VTF is 1.29. The normal probability plot indicated minimal deviation from normality in 
the distribution of the residuals, and the plots of the residuals against the fitted values and the 
predictor variables revealed no unusual patterns. None of the cases exhibited unusually large 
leverage or Cook's distance values, but three cases had somewhat large jackknife residual 
values as well as somewhat large DFBETA values for several of the regression coefficients. 
Removing these cases did not change the substantive results of the analyses. 
Models Predicting Hopelessness 
The results of the simple bivariate ordinary least squares regression models predicting 
Hopelessness are presented in the first five columns of Table 31. The first column contains 
the unstandardized regression coefficient (B), the second column contains the standard error 
of B (SE), the third and fourth columns contain the lower and upper limits of 95% confidence 
Table 31. Ordinary Least Squares Regression Results for Models Predicting Hopelessness' 
Bivariate Models6 Multivariate Model0 
95% Confidence 95% Confidence 
Interval Interval 
Predictor Variable Bd SEe Lower Upper (3f Bd SEe Lower Upper Pf VIF8 
Family SES -0.02 0.06 -0.13 0.09 
S
 
o
 0.01 0.06 -0.10 0.12 0.01 1.05 
Gender -0.03 0.03 -0.09 0.03 -0.07 -0.02 0.03 -0.08 0.04 -0.04 1.06 
Age 0.01 0.01 -0.01 0.03 0.05 -0.00 0.01 -0.03 0.02 -0.03 1.12 
Reservation -0.10** 0.03 -0.16 -0.04 -0.22 -0.08* 0.03 -0.14 -0.01 -0.18 1.20 
Enculturation -0.01 0.02 -0.05 0.03 -0.03 -0.03+ 0.02 -0.07 0.01 -0.12 1.13 
Discrimination 0.17** 0.05 0.07 0.27 0.23 0.16** 0.06 0.04 0.27 0.21 1,29 
Negative Life Events 0.02* 0.01 0.00 0.04 0.15 0.00 0.01 -0.01 0.02 0.04 1.28 
Constant 0.36* 0.15 0.08 0.65 
+E <0.10. *e< 0.05. **e < O.Ol (Two-Tailed Tests). 
®N = 202. 
^Regression models with only the given predictor variable. 
"Regression model with all predictor variables entered simultaneously. F(7,194) = 3.01, g < 0.005. R2 = 0.10. Adjusted R2 = 0.07. 
""Unstandardized regression coefficient. 
"Standard error of the unstandardized regression coefficient. 
Standardized regression coefficient. 
^Variance Inflation Factor. 
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intervals for B (Lower and Upper), and the fifth column contains the standardized regression 
coefficient (P), which is equivalent to the Pearson correlations presented in Table 28. Three 
of the variables (Reservation, Discrimination, and Negative Life Events) were statistically-
significant predictors of Hopelessness, which is consistent with the Pearson correlations 
presented in Table 28. 
The multiple regression model with each predictor variable entered simultaneously was 
estimated, and the twenty-six interaction effects discussed in the Method section were tested. 
Two interaction effects were statistically significant (using a = 0.05, two-tailed tests): 
Reservation by Negative Life Events (g < 0.04) and Gender by Negative Life Events (g < 
0.04). The Reservation by Negative Life Events interaction approached statistical significance 
when one case with a large DFBETA value was removed (g < 0.06), and it became 
nonsignificant when a second case with a large DFBETA value was removed (g < 0.10). The 
Gender by Negative Life Events interaction approached statistical significance when one case 
with a large DFBETA value was removed (g < 0.06), it approached statistical significance 
when a second case with a large DFBETA value was removed (g < 0.09), and it became 
nonsignificant when a third case with a large DFBETA value was removed (g < 0.11). Since 
these interactions were significant due to two or three cases each, they were omitted from the 
final multiple regression model. 
The results for the final multiple regression model are presented in the last six columns 
of Table 31. Since interactions were not included in the final model, the results are presented 
for the predictor variables in their original (uncentered) metric. Columns six through ten 
contain information that corresponds to the information presented in the first five columns for 
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the bivariate models, and column eleven contains the variance inflation factor (VIF) for each 
predictor variable in the multiple regression model. The percent explained variance is modest 
for this model (R2 = 0.10, adjusted R2 = 0.07), and the overall F statistic (F(7,194) — 3.01, £ < 
0.005) indicates that at least one variable is a statistically-significant predictor of 
Hopelessness. Indeed, both Reservation (B = -0.08, g < 0.05, |3 = -0.18) and Discrimination 
(B = 0.16, £ < 0.01, P = 0.21) are statistically-significant predictors. The relationship between 
Discrimination and Hopelessness is in the expected direction, and the relationship between 
Reservation and Hopeless is consistent with the comparisons presented in Table 24. Note, 
too, that Negative Life Events was no longer a statistically-significant predictor of 
Hopelessness in the presence of the other predictor variables. 
Moreover, collinearity does not appear to be a problem in this model because the 
largest VIF is 1.29. The normal probability plot indicated minimal deviation from normality in 
the distribution of the residuals, and the plots of the residuals against the fitted values and the 
predictor variables revealed no unusual patterns. None of the cases exhibited unusually large 
leverage or Cook's distance values, but three cases had somewhat large jackknife residual 
values as well as somewhat large DFBETA values for several of the regression coefficients. 
Removing these cases did not change the substantive results of the analyses. 
Models Predicting Substance Use 
The results of the simple bivariate ordinary least squares regression models predicting 
Substance Use are presented in the first five columns of Table 32. The first column contains 
the unstandardized regression coefficient (B), the second column contains the standard error 
of B (SE), the third and fourth columns contain the lower and upper limits of 95% confidence 
Table 32. Ordinary Least Squares Regression Results for Models Predicting Substance Use8 
Bivariate Models*" Multivariate Model0 
95% Confidence 
Interval 
95% Confidence 
Interval 
Predictor Variable Bd SEe Lower Upper 3f Bd SEe Lower Upper Pf VIF8 
Family SES 0.12 0.10 -0.08 0.32 0.08 0.12 0.09 -0.06 0.30 0.09 1.05 
Gender -0.06 0.06 -0.16 0,05 -0.07 -0.03 0.05 -0.13 0.06 -0.04 1.06 
Age 0.11** 0.02 0.07 0.14 0.39 0.09** 0.02 0.05 0.12 0.32 1.12 
Reservation -0.13* 0.06 -0.24 -0.02 -0.17 -0.01 0.05 -0.12 0.09 -0.02 1.20 
Enculturation 0.02 0.03 Ô o VI 0.09 0.05 -0.03 0.03 -0.09 0.03 -0.07 1.13 
Discrimination 0.47** 0.09 0.30 0.64 0.36 0.33** 0.09 0.15 0.51 0.25 1.29 
Negative Life Events 0.05** 0.02 0.02 0.08 0.21 0.07** 0.02 0.03 0.12 0.32 2.81 
Gender by Negative Life Events -0.07* 0.03 -0.13 -0.02 -0.24 2.52 
Constant 0.93** 0.04 0.85 1.01 — 
+|) < 0.10. *b < 0.05. **g < 0.01 (Two-Tailed Tests). 
®N = 202. 
^Regression models with only the given predictor variable. 
^Regression model with all predictor variables entered simultaneously. F(8,193) = 9.37, g < 0.001. R2 = 0.28. Adjusted R2 = 0.25. 
aUnstandardized regression coefficient. 
"Standard error of the unstandardized regression coefficient. 
"Standardized regression coefficient. 
Variance Inflation Factor. 
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intervals for B (Lower and Upper), and the fifth column contains the standardized regression 
coefficient (P), which is equivalent to the Pearson correlations presented in Table 28. Four of 
the variables (Age, Reservation, Discrimination, and Negative Life Events) were statistically-
significant predictors of Substance Use, which is consistent with the Pearson correlations 
presented in Table 28. 
The multiple regression model with each predictor variable entered simultaneously was 
estimated, and the twenty-six interaction effects discussed in the Method section were tested. 
One interaction effect was statistically significant (using a = 0.05, two-tailed tests): Gender by 
Negative Life Events (p < 0.05). This interaction was relatively robust. Three cases had to be 
removed before the coefficient for the interaction approached statistical significance (p < 
0.06), and two additional cases had to be removed before the coefficient became 
nonsignificant (p < 0.14). This interaction was kept in the final multiple regression model 
The results for the final multiple regression model are presented in the last six columns 
of Table 32. Since an interaction is included in the final model (Le., Gender by Negative Life 
Events), the results are presented for the predictor variables in their centered metric. Columns 
six through ten contain information that corresponds to the information presented in the first 
five columns for the bivariate models, and column eleven contains the variance inflation factor 
(VIF) for each predictor variable in the multiple regression model The percent explained 
variance is moderate for this model (R2 = 0.28, adjusted R2 = 0.25), and the overall F statistic 
(F(8,193) = 9.37, p < 0.001) indicates that at least one variable is a statistically-significant 
predictor of Depressive Symptoms. Indeed, both Age (B = 0.09, p < 0.01, P = 0.32) and 
Discrimination (B = 0.33, p < 0.01, P = 0.25) are statistically-significant predictors. Both of 
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these relationships are in the expected direction. Note, too, that Reservation is no longer a 
statistically-significant predictor of Substance Use in the presence of the other predictor 
variables. 
The Gender by Negative Life Events interaction effect is statistically significant (B = 
-0.07, jd < 0.05, P = -0.24), and this interaction is graphed in Figure 2. The regression model 
results were used to create the interaction plot by placing values of the predictor variables in 
the model, multiplying them by their respective unstandardized coefficients, and summing 
those multiplied values, which yielded the predicted value of Substance Use. The variables 
that were not involved in the interaction were held at their mean value, and values of Gender, 
Negative Life Events, and their interaction were varied (Gender was either 0 or 1 and 
Negative Life Events varied from -3 to 5 in the centered metric; note in Figure 2 that Negative 
Life Events is labeled with values in the uncentered metric — from 0 to 8). The interaction 
plot of Figure 2 indicates that Substance Use does not depend on Negative Life Events for 
males but that Substance Use increases as Negative Life Events increases for females. 
The slope of the Negative Life Events line for females is simply the coefficient for 
Negative Life Events given in Table 32 (B = 0.07, g < 0.01). The slope of the Negative Life 
Events lines for males was obtained by reverse-coding the gender variable (so that 0 
represents males), recomputing the interaction effect with the reverse-coded gender variable, 
and re-estimating multiple regression model with the reverse-coded gender variable and new 
interaction effect (Aiken & West, 1991). When the new multiple regression model was 
estimated, the coefficient for Negative Life Events was not statistically-significant, which 
confirms what is seen in the interaction plot of Figure 2 (B — 0.0006, SE = 0.02, p < 0.98, 
1.30 
0.60 1 -
0.00 1.00 2.00 3.00 4.00 5.00 
Negative Life Events 
Female Male] 
-i— 
6.00 7.00 8.C 
Figure 2. Gender by Negative Life Events for the Multiple Regression Model Predicting Substance Use (N = 
175 
95% confidence interval of (-0.13, -0.02), (3 = 0.003). 
Moreover, collinearity does not appear to be a problem in this model because the 
largest VIF is 2.81. The normal probability plot indicated minimal deviation from normality in 
the distribution of the residuals, and the plots of the residuals against the fitted values and the 
predictor variables revealed no unusual patterns. None of the cases exhibited unusually large 
leverage values, but one case had a relatively large Cook's distance value. This case, along 
with two others, also had somewhat large jackknife residual values as well as somewhat large 
DFBETA values for several of the regression coefficients. Removing these cases did not 
change the substantive results of the analyses. 
Models Predicting Suicidal Ideation 
The results of the simple bivariate logistic regression models predicting the likelihood 
of Suicidal Ideation are presented in Table 33. The first column contains the unstandardized 
regression coefficient (B), the second column contains the standard error of B (SE), the third 
and fourth columns contain the lower and upper limits of 95% confidence intervals for B 
(Lower and Upper), the fifth column contains the multiplicative odds ratio (Odds = eB), the 
sixth and seventh columns contain the lower and upper limits of 95% confidence intervals for 
the odds ratio (Lower and Upper), and the final column contains the standardized regression 
coefficient (J39). Five of the variables (Discrimination, Negative Life Events, Self-Esteem, 
9 The computation of a standardized coefficient in logistic regression analysis is difficult because the log-odds 
of a variable, and not the variable itselfj is the outcome of interest. Menard (1995, page 46) derives a formula 
for a standardized logistic regression coefficient, which has the form: (B'XsJ'XRVSi^  where B is the 
unstandardized logistic regression coefficient, S* is the standard deviation of the predictor variable, R is the 
square root of the coefficient of determination computed from the regression of the predicted values (from the 
logistic regression equation) on the dichotomous dependent variable, and Si^ > is the standard deviation of the 
logit of the predicted values of the dependent variable from the logistic regression equation. The standardized 
logistic regression coefficients were computed by hand. 
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Table 33. Logistic Regression Results for Bivariate Models Predicting Suicidal Ideation* 
Predictor Variable Bb SEC 
95% Confidence 
Interval*1 
Lower Upper Odds' 
95% Confidence 
Interval 
Lower Upper 3g 
Family SES 0.67 0.91 -1.10 2.43 1.95 0.33 11.39 0.06 
Gender -0.98+ 0.52 -1.99 0.03 0.38 0.14 1.03 -0.14 
Age -0.15 0.17 -0.49 0.18 0.86 0.61 1.20 -0.06 
Reservation -0.02 0.49 -0.98 0.94 0.98 0.38 2.55 -0.00 
Enculturation 0.03 0.30 -0.57 0.62 1.03 0.57 1.85 0.01 
Discrimination 3.01** 1.02 1.00 5.02 20.23 2.71 150.84 0.20 
Negative Life Events 0.44** 0.15 0.15 0.73 1.55 1.16 2.07 0.23 
Self-Esteem -1.58* 0.77 -3.08 -0.08 0.21 0.05 0.93 -0.13 
Depressive Symptoms 3.93** 1.17 1.63 6.22 50.69 5.12 501.88 0.29 
Hopelessness 1.41 1.15 -0.83 3.66 4.11 0.43 38.80 0.09 
Substance Use 1.90** 0.57 0.79 3.01 6.68 2.21 20.24 0.26 
+2 < 0.10. *£ < 0.05. **e < 0.01 (Two-Tailed Tests). 
®NT = 202. 
"Unstandardized regression coefficient 
'Standard error of the unstandardized regression coefficient. 
**95% confidence interval for unstandardized regression coefficient. 
"Multiplicative odds ratio (eB). 
*95% confidence interval for odds ratio. 
Standardized regression coefficient. See footnote 9. 
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Depressive Symptoms, and Substance Use) were statistically-significant predictors of the 
likelihood of Suicidal Ideation, which is consistent with the Pearson correlations presented in 
Table 28. 
The multiple logistic regression model with each predictor variable entered 
simultaneously was estimated, and the fifty-eight interaction effects discussed in the Method 
section were tested. Two interaction effects were statistically significant (using a = 0.05, 
two-tailed tests): Reservation by Hopelessness (g < 0.05) and Enculturation by Negative Life 
Events (g < 0.03). The Reservation by Hopelessness interaction was no longer statistically 
significant when one case with a large DFBETA value was removed (g < 0.11), and the 
Enculturation by Negative Life Events was no longer statistically significant when one case 
with a large DFBETA value was removed (g < 0.18). Since these interactions were 
significant due to one case each, they were omitted from the final multiple regression model. 
The results for the final multiple logistic regression model are presented in the Table 
34. Since interactions were not included in the final model, the results are presented for the 
predictor variables in their original (uncentered) metric. The first eight columns in Table 34 
contain information that corresponds to the information presented in Table 33, and the final 
column contains the variance inflation factor (VIF) for each predictor variable in the multiple 
logistic regression model The model chi-square statistic (%2(11) = 39.17, g < 0.0001) 
indicates that at least one variable is a statistically-significant predictor of the likelihood of 
Suicidal Ideation. Indeed, Substance Use (B = 1.98, g < 0.05, Odds = 7.21, p = 0.23) is a 
statistically-significant predictor. Both Age (B = -0.50, g < 0.10, Odds = 0.60, P = -0.22) 
and Depressive Symptoms (B = 2.45, g < 0.10, Odds = 11.55, P = 0.17) approach statistical 
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Table 34. Logistic Regression Results for Multivariate Model Predicting Suicidal 
Ideationa,b 
95% 
Confidence 
Interval* 
95% 
Confidence 
Interval8 
Predictor Variable Bc SE" Lower Upper Oddsf Lower Upper Ph VIF' 
Family SES 0.91 1.26 -1.56 3.38 2.48 0.21 29.42 0.07 1.09 
Gender -0.77 0.61 -1.96 0.42 0.46 0.14 1.52 -0.11 1.06 
Age -0.50+ 0.26 -1.01 0.00 0.60 0.36 1.00 -0.22 1.28 
Reservation 0.86 0.68 -0.46 2.19 2.37 0.63 8.93 0.13 1.24 
Enculturation -0.52 0.40 -1.32 0.27 0.59 0.27 1.31 -0.12 1.20 
Discrimination 2.27 1.40 -0.47 5.00 9.65 0.63 148.90 0.20 1.50 
Negative Life Events 0.29 0.19 -0.08 0.67 1.34 0.93 1.95 0.15 1.32 
Self-Esteem -1.50 1.01 -3.48 0.48 0.22 0.03 1.62 -0.13 1.17 
Depressive Symptoms 2.45+ 1.43 -0.36 5.25 11.55 0.70 191.32 0.17 1.32 
Hopelessness -1.09 1.55 -4.13 1.95 0.34 0.02 7.04 -0.07 1.24 
Substance Use 1.98* 0.77 0.47 3.48 7.21 1.60 32.51 0.23 1.35 
Constant -1.17 3.85 -8.73 6.38 — — — — — 
< 0.10. *£> < 0.05. **e < 0.01 (Two-Tailed Tests). 
*N = 202. 
''Logistic regression model with all predictor variables entered simultaneously. Model x2(l 1) = 39.17, 
E< 0.0001. 
Unstandardized regression coefficient. 
"Standard error of the unstandardized regression coefficient. 
*95% confidence interval for unstandardized regression coefficient. 
^Multiplicative odds ratio (eB). 
®95% confidence interval for odds ratio. 
Standardized regression coefficient See footnote 9. 
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significance, although the latter has a very wide 95% confidence interval for the odds ratio 
(0.70 to 191.32). Note, too, that Discrimination, Negative Life Events, and Self-Esteem were 
no longer statistically-significant predictors of the likelihood of Suicidal Ideation in the 
presence of the other predictor variables. 
Moreover, collinearity does not appear to be a problem in this model because the 
largest VIF is 1.50. Six of the cases exhibited large deviance residuals (greater than 2 in 
absolute value), one case had a large leverage value (0.41, compared with a critical value of 
0.12), four cases had Cook's distance values above one and two had Cook's distance values 
near one (0.93 and 0.88), and several cases had relatively large values of DFBETA for 
several of the regression coefficients. Five of the cases that haH large deviance residual values 
also had large Cook's distance values, and the case with the large leverage value was the same 
case reported in the Univariate and Bivariate Outlying Observations subsection as having a 
relatively small value on the Self-Esteem scale and a comparatively large leverage value. 
Several of the potentially problematic cases were removed individually and in groups. 
Removing one case that had a large DFBETA value for the Age coefficient rendered it 
nonsignificant (g < 0.12), and, similarly, removing one case that had a large DFBETA value 
for the Depressive Symptoms coefficient rendered it nonsignificant (g < 0.22). When the case 
with the large leverage value was removed, the coefficient for Self-Esteem approached 
statistical significance (g < 0.07), and the coefficient for Depressive Symptoms became 
nonsignificant (g < 0.12). When the cases with Cook's distance values of 0.88 and above 
were removed, the coefficients for Age and Depressive Symptoms became statistically-
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significant (g < 0.01 and g < 0.02, respectively). Similarly, when the cases with deviance 
residuals above two were removed the coefficients for Age, Depressive Symptoms, and 
Negative Life Events became statistically significant (g < 0.01, g < 0.03, and g < 0.01, 
respectively). None of the cases that were removed significantly affected the coefficient for 
Substance Use. In sum, although the interpretation of some variables change depending on 
the cases included in the analyses, the interpretation of Substance Use, which was the only 
statistically-significant variable in the fmal model, did not change. It was concluded that the 
final model containing all N = 202 cases was, on average, a fair representation of the 
relationship between the predictor variables and the likelihood of Suicidal Ideation. 
Structural Equation Model Results 
A structural equation model with observed variables (path model) was estimated using 
the Weighted Least Squares (WLS) procedure in LISREL 8 with a matrix of Pearson and 
biserial correlations. The WLS estimates for the direct effects and correlations are presented 
in Table 35, and the estimates for the variables in the theoretical model (Figure 1) are 
reproduced in Figure 3. Table 35 integrates elements from the Phi (<B) , Gamma (T), Psi Q¥), 
and Beta (B) matrices (individual elements from the aforementioned matrices are denoted q>, 
y, xg, and fi, respectively). The first three sections provide the elements from the Phi matrix, 
which suggests that there are correlational, but not causal, relationships among those variables 
(Family SES, Gender, Age, and Reservation). 
Moreover, the next three sections (headed by Enculturation, Discrimination, and 
Negative Life Events) integrates elements from the Gamma matrix (meaning that the control 
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<0.17 
•0.10' 
0.11 + 
I-0.26' 
•0.13* 
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•0.12 
0.30' 0.26' 
0.25' 0.24 
10.15' Discrimination Suicidal ideation 
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0.28' 
Hopelessness 
0.07 I 0.00 
10.27' 0.08, 
0.0' 
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0.25' 
0.38' 
Negative Lite Eventa 
JM3' 
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+p < 0.10. "p < 0.05. "p < 0.01. (Two-Tailed Teals). 
Figure 3. Weighted Least Squares Estimates for Structural Equation Model (N = 202) 
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Table 35. Structural Equation Model Estimates of Direct Effects and Correlations' 
95% Confidence 
Interval*1 
Variables (Matrix Element) Coefficient SEC Lower Upper 
Gender 
Family SES (921) 0.04 0.07 -0.10 0.18 
Age 
Family SES (<p31) 0.09 0.07 -0.05 0.23 
Gender (932) 0.03 0.07 -0.11 0.17 
Reservation 
Family SES (q>41) 0.12+ 0.07 -0.02 0.26 
Gender (942) 0.13+ 0.07 -0.01 0.27 
Age (943) -0.22** 0.06 -0.34 -0.10 
Enculturation 0.04 
Family SES (yn) -0.06 0.06 -0.18 0.06 
Gender (yi2) -0.14* 0.07 -0.28 -0.00 
Age (y13) -0.01 0.07 -0.15 0.13 
Reservation (yM) -0.10 0.07 -0.24 0.04 
Discrimination 0.09 
Family SES (y2I) -0.06 0.06 -0.18 0.06 
Gender (722) -0.06 0.07 -0.20 0.08 
Age (Y23) 0.18* 0.07 0.04 0.32 
Reservation (y24) -0.18** 0.07 -0.32 -0.04 
Enculturation (xg2i) 0.26** 0.06 0.14 0.38 
Negative Life Events 0.13 
Family SES (y3i) -0.13* 0.06 -0.25 -0.01 
Gender (y32) -0.13+ 0.07 -0.27 0.01 
Age (y33) -0.02 0.06 -0.14 0.10 
Reservation (y^) -0.28** 0.07 -0.42 -0.14 
Enculturation (vj/3i) 0.15* 0.06 0.03 0.27 
Discrimination (14/32) 0.27** 0.06 0.15 0.39 
+E < 0.10. *%i < 0.05. **$> < 0.01 (Two-Tailed Tests). 
*N = 202. Weighted Least Squares method of estimation. 
Unstandardized and standardized coefficients have the same values in this model. 
"Standard error of the unstandardized coefficient 
d95% confidence interval for unstandardized coefficient. 
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Table 35. (continued) 
95% Confidence 
Interval" 
Variables (Matrix Element) Coefficient  ^ SEC Lower Upper R2 
Self-Esteem 0.04 
Family SES (y„i) 0.07 0.07 -0.07 0.21 
Gender (y42) 0.00 0.07 -0.14 0.14 
Age (y43) 0.03 0.07 -0.11 0.17 
Reservation (y^) 0.12 0.07 -0.02 0.26 
Enculturation (p4i) 0.15* 0.07 0.01 0.29 
Discrimination (p42) -0.12 0.08 -0.28 0.04 
Negative Life Events ((3#) 0.07 0.08 -0.09 0.23 
Depressive Symptoms 0.14 
Family SES (y5i) 0.09 0.07 -0.05 0.23 
Gender (y52) -0.02 0.07 -0.16 0.12 
Age (Y53) -0.14* 0.07 -0.28 -0.00 
Reservation (y;*) -0.01 0.07 -0.15 0.13 
Enculturation (p5i) 0.11+ 0.06 -0.01 0.23 
Discrimination (P52) 0.30** 0.07 0.16 0.44 
Negative Life Events O53) 0.06 0.07 -0.08 0.20 
S elf-Esteem (n/54) -0.25** 0.06 -0.37 -0.13 
Hopelessness 0.10 
Family SES (y6i) 0.01 0.07 -0.13 0.15 
Gender (y#) -0.04 0.07 -0.18 0.10 
Age (yes) -0.03 0.07 -0.17 0.11 
Reservation (ye*) -0.18* 0.07 -0.32 -0.04 
Enculturation (p6i) -0.13+ 0.07 -0.27 0.01 
Discrimination (pea) 0.21** 0.07 0.07 0.35 
Negative Life Events (Pa) 0.04 0.07 -0.10 0.18 
Self-Esteem (^) -0.23** 0.07 -0.37 -0.09 
Depressive Symptoms (xges) 0.24** 0.06 0.12 0.36 
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Table 35. (continued) 
Variables (Matrix Element) Coefficient  ^ SEC 
95% Confidence 
Interval" 
Lower Upper R2 
Substance Use 0.26 
Family SES (y?i) 0.09 0.06 -0.03 0.21 
Gender (y#) -0.05 0.06 -0.17 0.07 
Age (773) 0.32** 0.07 0.18 0.46 
Reservation (y?<) 0.00 0.07 -0.14 0.14 
Enculturation (pri) -0.06 0.06 -0.18 0.06 
Discrimination (P72) 0.26** 0.07 0.12 0.40 
Negative Life Events O73) 0.13* 0.07 -0.01 0.27 
S elf-Esteem (vj/74) -0.04 0.07 -0.18 0.10 
Depressive Symptoms (14/75) 0.00 0.06 -0.12 0.12 
Hopelessness (vj/?6) 0.02 0.06 -0.10 0.14 
Suicidal Ideation 0.57 
Family SES (y8i) 0.12 0.10 -0.08 0.32 
Gender (y#) -0.18+ 0.09 -0.36 -0.00 
Age (ygî) -0.27* 0.11 -0.49 -0.05 
Reservation (y^) 0.14 0.10 -0.06 0.34 
Enculturation fl3gi) -0.17 0.10 -0.37 0.03 
Discrimination ((3#) 0.25* 0.12 0.03 0.47 
Negative Life Events ((Bœ) 0.25* 0.10 0.05 0.45 
Self-Esteem (fW) -0.19* 0.10 -0.39 0.01 
Depressive Symptoms (pss) 0.25* 0.11 0.03 0.47 
Hopelessness (Pse) -0.08 0.10 -0.28 0.12 
Substance Use (P&?) 0.36** 0.10 0.16 0.56 
variables are predictors of Enculturation, Discrimination, and Negative Life Events) and the 
Psi matrix (meaning that Enculturation, Discrimination, and Negative Life Events are 
correlated but not causally related). The next four sections (headed by Self-Esteem, 
Depressive Symptoms, Hopelessness, and Substance Use) integrates elements from the 
Gamma matrix (meaning that the control variables are predictors of Self-Esteem, Depressive 
Symptoms, Hopelessness, and Substance Use), the Beta matrix (meaning that Enculturation, 
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Discrimination, and Negative Life Events are predictors of Self-Esteem, Depressive 
Symptoms, Hopelessness, and Substance Use), and the Psi matrix (meaning that Self-Esteem, 
Depressive Symptoms, Hopelessness, and Substance Use are correlated but not causally 
related). 
Finally, the last section (headed by Suicidal Ideation) integrates elements of the 
Gamma matrix (meaning that the control variables are predictors of Suicidal Ideation) and the 
Beta matrix (meaning that Enculturation, Discrimination, Negative Life Events, Self-Esteem, 
Depressive Symptoms, Hopelessness, and Substance Use are predictors of Suicidal Ideation). 
The first column in Table 35 presents the unstandardized coefficient (Coefficient; the type of 
coefficient is given in parentheses with the variable name), the second column contains the 
corresponding standard error of the coefficient (SE), the third and fourth columns contain 
lower and upper limits for the 95% confidence interval for the coefficient (Lower and Upper), 
and the final column contains the coefficient of determination (R2) for the endogenous 
(dependent) variables. A column containing a standardized coefficient is not presented 
because the unstandardized and standardized coefficient are equivalent in these analyses 
(because a correlation matrix is being analyzed with observed variables only). 
The first three sections contain the correlations among Family SES, Gender, Age, and 
Reservations (the control variables), and they are exactly the same as they are in the 
correlation matrix (Table 28). The negative relationship between Age and Reservation is 
statistically significant (q>43 = -0.22, g < 0.01), and the positive relationships of Family SES 
(<P4i = 0.12, £ < 0.10) and Gender (<p42 = 0.13, g < 0.10) with Reservation approach statistical 
significance. These results suggest that youth from Reservations 2 and 3, versus youth from 
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Reservation 1, tend to be younger, tend to come from families with higher socioeconomic 
status, and tend to be male. These results are consistent with the comparisons presented in 
Table 24. 
The next three sections in Table 35 contain the correlations among Enculturation, 
Discrimination, and Negative Life Events as well as their relationships with the control 
variables. All of the relationships in this part of the structural equation model are attenuated 
relative to the correlations presented in Table 28. Family SES is significantly negatively 
related to Negative Life Events (731 — -0.13, g < 0.05), which suggests that youth from lower 
socioeconomic status families tend to experience more negative life events. Gender is 
significantly negatively related to Enculturation (y2i = -0.14, g < 0.05) and approaches 
statistical significance in its relationship with Negative Life Events (732 = -0.13, g < 0.10). 
These results suggest that males, compared with females, tend to be less enculturated and tend 
to experience fewer negative life events. Age is significantly positively related to 
Discrimination (723 = 0.18, g < 0.05), which suggests that older youth tend to experience more 
discrimination. 
In addition, Reservation is significantly negatively related to Discrimination (724 = 
-0.18, g < 0.01) and Negative Life Events (734 = -0.28, g < 0.01). These results suggest that 
youth from Reservations 2 and 3, versus youth from Reservation 1, tend to e>q>erience less 
discrimination and fewer negative life events. These results are consistent with the 
comparisons presented in Table 24. Finally, Enculturation, Discrimination, and Negative Life 
Events are significantly positively correlated with one another (ij/21 = 0.26, g < 0.01; i|/3i = 
0.15, g < 0.05; and yaz = 0.27, g < 0.01). These results suggest that more enculturated youth 
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tend to experience more discrimination and more negative life events, and youth who 
experience more discrimination tend to experience more negative life events. 
The next four sections in Table 35 contain the correlations among Self-Esteem, 
Depressive Symptoms, Hopelessness, and Substance Use as well as their relationships with the 
control variables and Enculturation, Discrimination, and Negative Life Events. The 
coefficients for the control variables and for Enculturation, Discrimination, and Negative Life 
Events in the structural equation model are the same as those in the ordinary least squares 
regression models. The coefficients of determination (R2's) are also the same as they are for 
the ordinary least squares regression models. The coefficients for the variables related to Self-
Esteem are all slightly larger than are the bivariate correlations, but only one variable, 
Enculturation, has a statistically-significant relationship with Self-Esteem (p41 = 0.15, g < 
0.05). The positive coefficient for Enculturation suggests that youth who are more 
enculturated tend to have higher levels of self esteem. Interestingly, this relationship was not 
statistically significant at the bivariate level. 
Most of the coefficients for the variables related to Depressive Symptoms are 
attenuated relative to their correlations presented in Table 28, but two coefficients are slightly 
larger (those for Family SES and Age) and one is the same (that for Self Esteem). Three 
variables have statistically-significant relationships with Depressive Symptoms: Age (753 = 
-0.14, g < 0.05), Discrimination (P52 = 0.30, g < 0.01), and Self Esteem (\y54 = -0.25, p < 
0.01). These results suggest that youth who are older tend to have fewer depressive 
symptoms, youth who experience more discrimination tend to have more depressive 
symptoms, and youth who have higher self-esteem tend to have fewer depressive symptoms. 
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Interestingly, Age was not significantly related to Depressive Symptoms at the bivariate leveL 
Enculturation also approaches statistical significance in its relationship with Depressive 
Symptoms (pSÎ = 0.11, p < 0.10), which is attenuated relative to the bivariate correlation 
between these two variables (r = 0.20, p < 0.01). This results suggests that youth who are 
more enculturated tend to have more depressive symptoms. 
Most of the coefficients for the variables related to Hopelessness are attenuated 
relative to their correlations presented in Table 28, but one coefficient — that for Enculturation 
— is larger. Four variables have statistically-significant relationships with Hopelessness: 
Reservation (yw = -0.18, p < 0.05), Discrimination ((Bez = 0.21, p < 0.01), Self-Esteem (\|/64 = 
-0.23, p < 0.01), and Depressive Symptoms (xg65 = 0.24, p < 0.01). These results suggest that 
youth from Reservations 2 and 3, versus those from Reservation 1, tend to experience lower 
levels of hopelessness, which is consistent with the comparison provided in Table 24. In 
addition, these results suggest that youth who experience more discrimination tend to have 
higher levels of hopelessness, youth who have higher self-esteem tend to have lower levels of 
hopelessness, and youth who experience more depressive symptoms tend to have higher levels 
of hopelessness. Enculturation also approaches statistical significance in its relationship with 
Hopelessness (p6i = -0.13, p < 0.10), which is larger relative to the bivariate correlation 
between these two variables (r = -0.03, ns). This results suggests that youth who are more 
enculturated tend to have lower levels of hopelessness. 
The coefficients for the variables related to Substance Use are generally attenuated -
or only slightly larger — relative to their correlations presented in Table 28. Three variables 
have statistically-significant relationships with Substance Use: Age (y?3 = 0.32, p < 0.01), 
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Discrimination (P?z = 0.26, p < 0.01), and Negative Life Events (P73 = 0.13, p < 0.05). These 
results suggest that youth who are older, who experience more discrimination, and who 
experience more negative life events tend to have higher levels of substance use. 
The coefficients for the variables related to Suicidal Ideation are attenuated relative to 
the biserial correlations presented in Table 28. These results are different from those in the 
multivariate logistic regression analysis (see Table 34), and this is most likely due to 
differences between the two methods. Using structural equation modeling with Weighted 
Least Squares estimation, the coefficients represent the relationship between the predictor 
variable and the continuous, normally-distributed variable that is assumed to underlie the 
exogenous dichotomous variable (Jôreskog & Sôrbom, 1996). On the other hand, using 
logistic regression analysis, the coefficients represent the relationship between the predictor 
variable and the logarithm of the odds that the predictor variable is equal to one (Menard, 
1995). 
In contrast with the multivariate logistic regression model, several variables have 
statistically-significant relationships with Suicidal Ideation: Age (753 — -0.27, p < 0.05), 
Discrimination (fJg2 = 0.25, p < 0.05), Negative Life Events ({383 = 0.25, g < 0.05), Self 
Esteem (p&* =-0.19, p< 0.05), Depressive Symptoms (Pss = 0.25, p < 0.05), and Substance 
Use (Ps? = 0.36, p < 0.01). These results suggest that youth who are older and have higher 
self-esteem tend to be lower on suicidal ideation; that youth who experience more 
discrimination, negative life events, and depressive symptoms tend to be higher on suicidal 
ideation; and that youth who have higher levels of substance use tend to be higher on suicidal 
ideation. In addition, the indirect effects of Enculturation, Discrimination, and Negative Life 
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Events on Suicidal Ideation are presented in Table 36, and the results indicate that only 
Discrimination has a statistically-significant positive indirect effect on Suicidal Ideation 
(coefficient = 0.17, p < 0.01). Finally, the coefficient of determination (R2) for this dependent 
variable is 0.57. 
The structural equation model was re-estimated with one potentially influential case 
removed. This case was reported in the Univariate and Bivariate Outlying Observations 
subsection as having a relatively small value on the Self-Esteem scale and a comparatively 
large leverage value. This case also had a particularly large negative jackknife residual as well 
as somewhat large DEBET A values for several of the coefficients in the multiple regression 
model predicting Self-Esteem (see last paragraph in the Models Predicting Self Esteem 
subsection). Removing this case decreased the coefficient for Enculturation predicting Self 
Esteem (p4i) from 0.15 (p < 0.05, 95% confidence interval of (0.01, 0.29)) to 0.13 (p < 0.10, 
95% confidence interval of (-0.01, 0.27)), and this suggests that the relationship between 
Enculturation and S elf-Esteem is modest and only approaches statistical significance when this 
Table 36. Structural Equation Model Estimates of Indirect Effects on Suicidal Ideation1 
Predictor Variables Coefficient6 SEC 
95% Confidence 
Interval"1 
Lower Upper 
Enculturation -0.01 0.04 -0.09 0.07 
Discrimination 0.17** 0.05 0.07 0.27 
Negative Life Events 0.05 0.04 -0.03 0.13 
+£<0.10. *£<0.05. **£ < 0.01 (Two-Tailed Tests). 
*N = 202. Weighted Least Squares method of estimation. 
bUnstandardized and standardized indirect effects have the same values in this model. 
cStandard error of the unstandardized indirect effect 
d95% confidence interval for unstandardized indirect effect 
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case is removed. The coefficient for Enculturation predicting Hopelessness ((3s 1) also 
decreased from -0.13 (g < 0.10, 95% confidence interval of (-0.27, 0.01)) to -0.12 (p < 0.10, 
95% confidence interval of (-0.26, 0.02)), but this did not change the statistical interpretation 
of the relationship. The other results in the model did not change when the case was 
removed. 
Discussion 
The above analyses yielded a mixture of expected, interesting, and unexpected 
findings. As expected, Enculturation and Discrimination were positively related, and this 
provides evidence for the assertion that American TnHian youth who are more enculturated 
may find it difficult to fit in with the dominant Anglo society, which increases their likelihood 
of being discriminated against. Enculturation was also positively related to Negative Life 
Events, and this supports the idea that more-enculturated American Indian youth who 
maintain strong ties with people in their community might be exposed to more negative life 
events. Discrimination and Negative Life Events were also positively related, and this is 
congruent with the argument that discrimination and negative life events are related because 
they are both stressors that are relatively common among American Indian youth. 
The results regarding Enculturation as a predictor variable are mixed. As expected, 
Enculturation was positively related to S elf-Esteem, and this provides support for the 
enculturation hypothesis. Proponents of the enculturation hypothesis believe that 
enculturation can be beneficial for American Indian youth because they learn important social 
roles that help them fit in to the community and because they connect with people who value 
their heritage. Enculturation was also negatively related to Hopelessness (modestly), which 
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suggests that enculturation may protect against feelings of hopelessness among American 
Indian youth. Unexpectedly, Enculturation was unrelated to Substance Use, and this failed to 
provide evidence that enculturation exposes American Indian youth to traditional beliefs that 
include sanctions against deviant behavior. Of course, it is possible that they were unrelated 
because the Enculturation measure did not tap the dimension of enculturation that measures 
sanctions against deviant behavior. 
Another unexpected finding was that Enculturation was unrelated to Suicidal Ideation. 
This suggests that, while enculturation might increase self-esteem and protect against feelings 
of hopelessness, it may not protect against more extreme feelings about death. Finally, 
Enculturation was positively related to Depressive Symptoms (modestly in the multivariate 
model but stronger at the bivariate level), which runs counter to the prediction of the 
enculturation hypothesis. This relationship may exist for reasons similar to those argued with 
regard to enculturation and discrimination — American Indian youth who are more 
enculturated may find it difficult to fit in with the dominant society, which increases their 
likelihood of experiencing depressive symptoms. 
The results regarding Discrimination as a predictor variable are, with the exception of 
one path, consistent with what was hypothesized. Discrimination was positively related to 
Depressive Symptoms, Hopelessness, and Suicidal Ideation (both directly and indirectly), and 
these results are consistent with the predictions of the stress process paradigm. 
Discrimination is a life stressor for American Indian youth that increases the likelihood of 
mental health problems. It is interesting to note that the effect of Discrimination on Suicidal 
Ideation is similar to the effect of Depressive Symptoms on Suicidal Ideation (the standardized 
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coefficients are the same) and larger than the effect of Self-Esteem on Suicidal Ideation. This 
implies that discrimination is as important a factor as depressive symptoms and self-esteem in 
predicting suicidal ideation among these American Indian youth. 
In addition, Discrimination was positively related to Substance Use, which is 
consistent with the affect-regulation model of substance use. Discrimination is a life stressor 
for American Indian youth that increases the likelihood of using alcohol and other drugs as a 
means of coping. It might also be inferred that discrimination is a proxy measure for the 
social context in which these youth live, and this suggests that an alternative theory (such as 
that proposed by O'Nell and Mitchell, 1996, which emphasizes the importance of context in 
determining substance use) might also explain the observed relationship. 
Unexpectedly, Discrimination was unrelated to Self Esteem, and this fails to support 
the assertions derived from self-esteem theory. It was hypothesized that American Indian 
youth would perceive themselves negatively when others discriminate against them based on 
their race, which is congruent with the concept of reflected appraisals. This finding also 
means that the hypothesized mediating effect of Self-Esteem in the relationship between 
Discrimination and Suicidal Ideation, which was expected based on the stress process 
paradigm, was not supported. Indeed, Discrimination is significantly indirectly related to 
Suicidal Ideation in the structural equation model, but the path via Self Esteem contributes a 
small portion to the overall indirect effect (Le., (-0.12) x (-0.19) = 0.02). 
Crocker and Major (1989) offer a theory that might explain why Discrimination and 
Self-Esteem are unrelated. They suggest that people who are discriminated against or 
stigmatized might not experience lower self-esteem because they use certain strategies to 
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protect themselves against the harmful effects of discrimination. First, people who are 
discriminated against may attribute their discrimination to pervasive negative attitudes toward 
people in their group as a whole and not to them, per se. This external attribution for 
discrimination would protect against lower self-esteem because the people would blame 
others, and not themselves, for the discrimination. Second, people who are discriminated 
against may not compare themselves with other, more advantaged people, which would tend 
to lower their self-esteem. Instead, they might compare themselves to similarly-discriminated 
people. Finally, people who are discriminated against may devalue the dimensions on which 
they or their groups fare poorly and value those in when they or their groups excel. 
The results regarding Negative Life Events as a predictor variable are mixed. As 
expected, Negative Life Events was positively related to Suicidal Ideation, which is consistent 
with the prediction of the stress process paradigm. Negative life events are life stressors that 
increase the likelihood of thinking about suicide. In addition, Negative Life Events was 
positively related to Substance Use, which is consistent with the affect-regulation model of 
substance use. Negative life events are stressors that increase the likelihood of using alcohol 
and other drugs as a means of coping. It should be noted, however, that the multiple 
regression results provided evidence that this relationship holds for females but not males, 
which is consistent with some previous research (e.g., Novins & Mitchell, 1998; Wills, Sandy, 
Yaeger, Cleary, & Shinar, 2001). 
Unexpectedly, Negative Life Events was unrelated to both Depressive Symptoms and 
Hopelessness in the structural equation model, but they were related at the bivariate level It 
seems likely that these relationships were not present in the multivariate model because 
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Negative Life Events was relatively highly correlated with Discrimination, which, in turn, was 
highly related to Depressive Symptoms and Hopelessness. Finally, Negative Life Events was 
unrelated to Self-Esteem, and this failed to support the hypothesis derived from the cognitive 
theory of depression. It was hypothesized that negative life events would be related to self-
esteem because people may attribute the negative events to flaws in themselves. This 
hypothesis was likely not supported because of the nature of the life events that were included 
in the analyses. The Negative Life Events scale consisted of nine events that, were not directly 
caused by the respondent (e.g., death of a loved one, criminal victimization of a family 
member, and sibling trouble with the law). As a result, it seems unlikely that the youth would 
have attributed these negative life events to flaws in themselves. 
The relationships among Self-Esteem, Depressive Symptoms, Hopelessness, and 
Substance Use yielded both expected and unexpected findings. As predicted, Self Esteem 
was negatively related to both Depressive Symptoms and Hopelessness, and Depressive 
Symptoms was positively related to Hopelessness. These findings are congruent with the 
cognitive theory of depression, which suggests that the negative "cognitive triad" of low self 
esteem, depressive thoughts, and hopelessness tends to occur in people who are depressed. 
Unexpectedly, however, Substance Use was unrelated to Self Esteem, Depressive Symptoms, 
and Hopelessness. This finding calls into question one of the assumptions of the affect-
regulation model of substance use — that people use alcohol and drugs to reduce negative 
affect. 
Nevertheless, the findings regarding substance use are consistent with, but do not 
necessarily constitute evidence for, the peer cluster theory of substance use (Getting & 
196 
Beauvais, 1986). Proponents of this theory argue that peer groups are the most important 
proximal causes of substance use among youth, but they recognize that psychological 
problems can influence the choice of peer groups, which, in turn, influences substance use. 
Getting, Beauvais, and their colleagues (Getting, Beauvais, & Edwards, 1988; Getting Swaim, 
Edwards, & Beauvais, 1989; Swaim, Getting, Edwards, & Beauvais, 1989) have evidence to 
support peer cluster theory. They found that both self-esteem and depressive symptoms were 
not directly related to substance use, but they found that self esteem and depressive symptoms 
were related to anger, which, in turn, was related to substance use by peers, which then 
predicted substance use by the respondents. 
The relationships of Self Esteem, Depressive Symptoms, Hopelessness, and Substance 
Use with Suicidal Ideation yielded both expected and unexpected findings As expected, S elf-
Esteem was negatively related to Suicidal Ideation, and Depressive Symptoms was positively 
related to Suicidal Ideation. These findings are consistent with the cognitive theory of 
depression, which suggests that people who have low self-esteem and depressive thoughts 
might think about suicide because they believe that they do not deserve to live, they want to 
die in order to escape their unbearable problems, and they will not be missed if they would die. 
Unexpectedly, however, Hopelessness was unrelated to Suicidal Ideation, and this 
contradicts the prediction made by the cognitive theory of depression as well as the findings of 
many research studies. That Hopelessness was unrelated to Suicidal Ideation in the structural 
equation model is not a consequence of other important variables being present in the model 
because the relationship is not significant at the bivariate leveL This finding is also not likely 
due to validity problems with the Hopelessness scale because it is positively correlated with 
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Depressive Symptoms. Finally, analyses conducted earlier in the paper rule out the presence 
of influential observations or interaction effects as an explanation for this finding. 
It seems most likely that characteristics of the youth in this sample, and not problems 
with the analyses, are responsible for this finding. One potential explanation is provided by 
Enns and colleagues (Enns, Inayatulla, Cox, & Cheyne, 1997). They assessed the 
relationships of depression, anxiety, and hopelessness with suicide intent in a study of 77 
adolescent psychiatric inpatients in Winnipeg, Manitoba, Canada who had been admitted for a 
suicide attempt. Most (80%) of the youth were female. The youth ranged in age from 12 to 
18 years, and they had an average age of 15.4 years. Fifty of the youth were White, and the 
remaining twenty-seven were Aboriginal Multiple regression models of suicide intent on 
depression, anxiety, and hopelessness were estimated separately for Whites and Aboriginals. 
Enns and colleagues found that hopelessness was the only statistically- significant predictor for 
Whites and that depression was the only statistically-significant predictor for Aboriginals. 
They concluded that Aboriginal youth may experience or report hopelessness 
differently than do Whites. They speculated that this difference in experiencing hopelessness 
may be due to differing views on the future. Aboriginal youth tend to be more present- than 
future-oriented, and their conceptions about the future may simply differ from those of 
Whites. It seems plausible that these ideas would apply to the relationship between 
hopelessness and suicidal ideation among American Indian youth. Because American Indians 
are present- rather than future-oriented, suicidal ideation likely depends on current feelings 
and problems (e.g., discrimination, negative life events, self-esteem, and depressive symptoms) 
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rather than on future expectations, which is captured in the Hopelessness measure used in the 
present study. 
The final finding in the present study was that Substance Use was positively related to 
Suicidal Ideation. This finding was consistent with the assertions of the escape theory of 
suicide, which suggested that substance use and suicidal ideation would be related because 
both are seen as ways in which people attempt to escape negative outcomes and negative 
affect. Nevertheless, this finding is somewhat unexpected because the coefficient is larger 
than any other coefficient in the structural equation model This implies that substance use is 
a stronger contributing factor to suicidal ideation than is any other factor in the model (e.g., 
discrimination, negative life events, self esteem, and depressive symptoms). It may be that 
Substance Use is playing a dual role in the model — it measures the use of alcohol and drugs 
among these youth, but it also serves as a proxy for other variables that have not been 
included in the model 
Three factors that were not included in the model — alienation, anomic depression, and 
historical unresolved grief — may account for part of the relationship between substance use 
and suicidal ideation. Alienation, which is defined as "social detachment and separation" 
(Mirowsky & Ross, 1989, p. 131), may be the result of the conflicting demands of American 
and Native culture that are felt by American Indian youth, and it may be the result of 
assimilation policies that have weakened Native culture and identity. Moreover, anomic 
depression, which is characterized by feelings of powerlessness, uselessness, and helplessness 
(Lester, 1997) may be the result of rapid cultural changes imposed on American Indians by the 
dominant culture. Finally, historical unresolved grie£ which is defined as "a pervasive sense 
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of pain from what happened to their ancestors and incomplete mourning of those losses" 
(Brave Heart and DeBruyn, 1998), may have been passed on through the generations. AH 
three of these factors have been associated with both substance use and suicide (Brave Heart 
and DeBruyn, 1998; Duran & Duran, 1995; Johnson & Tomren, 1999; Lester, 1997; Pedigo, 
1983). 
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CONCLUSION 
American Indian children and adolescents experience many difficulties such as poverty, 
conflicting cultural demands, discrimination, exposure to traumatic events, and historical 
unresolved grie£ These hardships have contributed to a number of problems among Native 
children and adolescents such as substance use, low self-esteem, depression, and suicide. 
American Indian youth have the highest suicide rates among all racial / ethnic groups in the 
United States, and Native youth also have relatively high suicide attempt and suicidal ideation 
rates. Given the relationship between suicidal ideation, suicide attempts, and completed 
suicide, it is important to recognize and treat suicidal ideation. Thus, it is imperative to 
determine the characteristics of youth that are related to suicidal ideation, which is especially 
true for high-risk American Indian youth. The main goal of this dissertation was to expand 
the literature in this area by examining risk factors for suicidal ideation among American 
Indian youth from three reservations in the upper Midwest. 
The youth in this study had a current suicidal ideation rate of 9.4%, and this is lower 
than the rates reported in other studies of American Indian youth (Le., 14% to 41% according 
to Novins, Beals, Roberts, and Manson, 1999) and in studies of non-Native youth (Le., 10% 
to 15% according to King, 1997). It is difficult to compare suicidal ideation rates across 
studies because of the different measures and time frames used. Nevertheless, in a study of 
young Russian, Israeli, and Russian immigrants to Israel (average age of 14.5 years), 
Ponizovsky, Ritsner, and Modal (1999) used the same suicidal ideation measure that was used 
in the present study. They reported suicidal ideation rates of 10.9%, 3.5%, 8.7%, and 8.4% 
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among immigrant, Russian, Israeli, and all youth, respectively, which is similar to the rate in 
the present sample. 
Several factors were related to suicidal ideation in the present study: self-esteem 
(negatively), depressive symptoms (positively), substance use (positively), discrimination 
(positively and both directly and indirectly), and negative life events (positively). 
Unexpectedly, hopelessness was unrelated to suicidal ideation, and this was attributed to the 
present- rather than future-oriented focus of Native people. Substance use was the most 
important predictor of suicidal ideation in the structural equation model, but it was argued 
that the relationship may be due, in part, to variables that are correlated with both substance 
use and suicidal ideation but were not included in the model (e.g., alienation, anomic 
depression, and unresolved historical grief). 
In addition, self-esteem, depressive symptoms, and hopelessness were intercorrelated, 
but none of those variables were correlated with substance use. It was suggested that this 
latter finding was consistent with the peer cluster theory of substance use, which holds that 
peer groups are the most important proximal causes of substance use among youth. The 
multivariate results also indicated that enculturation was positively related to self-esteem and 
that negative life events was positively related to substance use, which were both expected. 
The structural equation model also pointed to the importance of discrimination in predicting 
depressive symptoms, hopelessness, and substance use. Finally, it was found that, as 
expected, enculturation, discrimination, and negative life events were positively 
intercorrelated. 
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Weaknesses of the Study 
Several weaknesses of the present study should be acknowledged and discussed. First, 
the data come from one tribe, and these is significant heterogeneity between American Indian 
tribes, which makes it difficult to generalize the results from the present study to other tribes. 
It is certainty not clear whether these results apply to other minority youth, or to White youth. 
Second, the data are retrospective and cross-sectional, and this may introduce biases and 
hinder any causal arguments that might be made. Third, the youth in the present study were 
relatively young, and it is unknown whether the results would hold for older adolescents who 
are generally at increased risk for suicidal ideation. Fourth, the data are subject to single-
reporter biases because most of the data were from the target children. 
Fifth, the sample size was relatively small Structural equation models require 
relatively large sample sizes, and the weighted least squares procedure requires especially 
large sample sizes for estimating the weight matrix. The sample size was near the minimum 
required for the weighted least squares procedure, and the ratio of the sample size to the 
number of model parameters was well below that suggested for estimating structural equation 
model In the present study, the ratio was 2.59, and it is generally suggested that a model 
should contain at least 5 cases per parameter (Bollen, 1989). The small sample size also 
means that the statistical power in the structural equation model was likely fairly low. 
One way to work around small sample sizes in structural equation modeling is to 
employ a bootstrap resampling procedure (Yung & Bentler, 1996). To use this procedure, 
random samples are drawn from the observed data, correlation matrices are computed for 
each random sample, and a correlation matrix consisting of the average correlations from the 
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random draws is computed. The resulting "average" correlation matrix is then used in the 
analyses (Jôreskog & Sorbom, 1995). Unfortunately, the bootstrap procedure did not work in 
the present study. The procedure did not always sample from the youth who had thought 
about suicide, and, thus, in some of the bootstrap samples, the suicidal ideation variable was a 
constant. This meant that correlations involving suicidal ideation could not computed. 
The sixth weakness is also related to the structural equation modeling. The technique 
was not used to its full potential in the present study. It was not used to test the overall fit of 
several alternative models, nor was it used to account for measurement error in the variables 
by including multiple indicators and latent variables. Seventh, potentially important variables 
may have been excluded from the model (e.g., social-structural variables, alienation, anomic 
depression, and unresolved historical grief), which means that the parameter estimates in the 
models may be biased. 
Finally, alternative causal orderings and configurations of the variables in the structural 
equation model are possible. It might be argued that self-esteem precedes both depressive 
symptoms and hopelessness, which themselves precede substance use. It might also be argued 
that depressive symptoms place people at risk for experiencing certain types of negative life 
events. In fact, Swearingen and Cohen (1985) assessed the relationship between negative life 
events and depressive symptoms in a prospective study of233 youth. They reported a 
statistically-significant relationship between Time 1 depressive symptoms and Time 2 negative 
life events in a multiple regression model that controlled for Time 1 negative life events; 
however, they failed to find a statistically-significant relationship between Time 1 negative life 
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events and Time 2 depressive symptoms in a multiple regression model that controlled for 
Time 1 depressive symptoms. 
In addition, it might be argued that self-esteem and depressive symptoms influence 
one's perception of discrimination (Phinney, Madden, & Santos, 1998; Verkuyten, 1998). 
Phinney and colleagues assessed the relationships of self esteem and depressive symptoms 
with perceived discrimination in a study of 164 Armenian, Mexican-American, and 
Vietnamese youth. They found evidence that self-esteem was negatively related to depressive 
symptoms, which, in turn, was related to perceived discrimination. Phinney and colleagues 
used cross-sectional data, and they recognized that alternative causal orderings among the 
variables were possible. They also suggested that depressive symptoms and perceived 
discrimination might mutually influence one another. It seems plausible that these, and many 
other, variables in the structural equation model in the present could also mutually influence 
each other. 
Nevertheless, there were both theoretical and practical reasons for the relationships 
among the variables presented in the structural equation model. For instance, the time frames 
of the variables can be used to justify some of the causal ordering presented in the structural 
equation model. Suicidal ideation was the criteria variable that was of most interest in the 
present study, and it was measured with a question that tapped current thoughts about suicide. 
The variables that immediately preceded suicidal ideation in the structural equation model 
measured either current (self-esteem and hopelessness), past week (depressive symptoms), or 
past six months or lifetime (substance use) feelings and actions. Finally, the variables that 
preceded all of the aforementioned variables measured current (some of the enculturation 
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items), past year (negative life events and some of the enculturation items), or lifetime 
(discrimination) actions and events. 
Strengths of the Study 
Some strengths of the present study should also be acknowledged and discussed. 
First, the Three Villages Project was conducted in a manner that was as ethical and respectful 
as possible to the participants. Resolutions of support were obtained from each reservation 
prior to starting the project, and advisory boards made up of tribal members were established 
to oversee each step of the project. Tribal members were actively involved in the 
development of the questionnaire, and the items in the questionnaire were approved by each 
of the tribal governments. Family members were recruited by on-site American Indian staff 
members using a culturally-based protocol, and interviews were conducted in home visits by 
one or two interviewers who had tribal affiliation. 
Second, this was the only study (of which I am aware) that assessed the relationship 
between perceived discrimination and suicidal ideation among American Indian youth. In 
addition, the perceived discrimination measure consists of ten concretely-worded items, and 
this stands in contrast to many studies that use vaguely-worded, single-item measures of 
discrimination (Kessler, Mickelson, & Williams, 1999). Despite this strength of the perceived 
discrimination measure, it might be argued that the variable is flawed because it assesses 
"perceived" and not "objective" discrimination. Indeed, Kessler and colleagues (Kessler, 
Mickelson, & Williams, 1999) address this issue and warn that some people may have a 
stronger inclination to attribute some negative experiences to discrimination. On the other 
hand, Noh and colleagues (Noh, Beiser, Kaspar, Hou, & Rummens, 1999) note that 
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discrimination is "subtle and elusive [and] difficult to document except through the eyes of its 
victims" (p. 194). 
Third, the negative life events scale contains events that were not directly caused by 
the youth, and this minimizes the possibility that psychological problems or substance use 
might be a cause of the negative life events. Finally, Zimmerman and colleagues (Zimmerman, 
Ramirez, Washienko, Walter, & Dyer, 1996, 1998) note that enculturation has several 
dimensions — ethnic identity, pride in one's cultural heritage, and participation in traditional 
cultural activities. The enculturation measure used in the present study captures all of these 
dimensions, and it is even more comprehensive than the one proposed by Zimmerman and 
colleagues (1996, 1998). Zimmerman and colleagues measured ethnic identity with one item, 
pride in one's cultural heritage with four items, and participation in traditional cultural 
activities with nine items. In the present study, ethnic identity and pride in one's cultural 
heritage are captured with six items in the cultural identity subscale, and participation in 
traditional cultural activities is captured with four questions about pow-wow participation, 
four questions about language use and understanding, a checklist of twelve activities, and 
three questions about traditional spirituality. 
Implications 
The findings of this study have practical implications for suicide prevention among 
youth in the Three Villages Project. Suicide prevention occurs on three different levels: 
primary, secondary, and tertiary. Primary prevention focuses on factors that are associated 
with suicidal thoughts and behaviors, secondary prevention focuses on people who are 
beginning to feel suicidal, and tertiary prevention focuses on people who have already been 
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suicidal (Lester, 1997). The results of this study do not provide guidance for secondary or 
tertiary prevention, but they do provide suggestions for primary prevention. It was noted in 
the introductory section that suicidal behavior lies on a continuum from suicidal ideation to 
suicide attempts, and, ultimately, completed suicide. This suggests that suicide attempts, and 
thus completed suicide, might be averted, in part, by recognizing and treating suicidal ideation 
and by focusing on factors associated with suicidal ideation. 
The results of the present study suggest that enhancing self-esteem, treating 
depression, and preventing substance use will decrease the likelihood that these American 
Indian youth will think about suicide. The findings also suggest that it is important to lessen 
the impact of discrimination and negative life events, and this might be accomplished by 
creating support networks, for instance. Specific strategies for putting these principles into 
practice cannot be ascertained from the data in the present study, but research studies on 
prevention efforts in other American Indian tribes might prove useful Several guidelines have 
emerged from studies of prevention programs among American Indian tribes, and some of 
them are enumerated below. 
First, American Indians should create their own prevention programs because they are 
in a position to tailor programs to Native youth and their unique circumstances. Second, 
prevention programs should be culturally-sensitive and draw on the strengths of American 
Indian tribes. Programs may be more successful if they include tribal leaders, traditional 
healers, and Native volunteers who assist mental health professionals. Third, American Indian 
youth should have access to support networks of people from their reservation. For example, 
Native youth might feel better about themselves if tribal elders take an interest in their lives. 
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Finally, programs that are labeled "suicide prevention" might Ml because youth who 
participate in these programs may be labeled as "deviant" by people in the tribe. Thus, it is 
important to create broad-based prevention programs that focus on a variety of issues that are 
associated with suicidal ideation and behaviors (e.g., self-esteem enhancement and substance 
use prevention), and it is essential to refer to them as "life skills programs", "coping skills 
programs", or something similar (Berlin, 1987; Davenport & Davenport, 1987; Levy & 
Kunitz, 1987; Long, 1986; Metha & Webb, 1996; Nelson, McCoy, Stetter, & Vanderwagen, 
1992; Thompson & Walker, 1990). 
In the end, it is important to recognize that suicidal ideation is an important and 
complicated issue for American Indian youth. The causes and correlates of suicidal ideation 
are numerous. In the present study, it was found that self-esteem, depressive symptoms, 
substance use, discrimination, and negative life events were related to suicidal ideation, and it 
was suggested that other factors such as alienation, anomic depression, and historical 
unresolved grief might also be important predictors of suicidal ideation. The most important 
lesson provided by this study is that both general (e.g., self-esteem, depressive symptoms, 
substance use, and negative life events) and culturally-specific (e.g., discrimination) should be 
accounted for in order to fully understand suicidal ideation among American Indian youth. 
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