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This paper focuses on resonant ice protection systems and proposes key performance indicators to analyze the
performances of such systemswith respect to levels of energy, force, and power required for de-icing. The principle of
these systems is to apply vibrations or ultrasonic waves onto the structure that create high-level stresses greater than
those required to crack and delaminate to remove the ice accumulated on the structure. The computation of the
indicators requires two values: the ice adhesion strength and the critical strain energy release rate. Computations are
performed assuming three stages of a de-icing mechanism: first, an initiation of cohesive fractures by tensile stress at
the top surface of the ice layer; second, a propagation of cohesive fractures within the ice; and, third, a propagation of
adhesive fractures at the ice/substrate interface starting from the base of the cohesive fractures previously created.
The proposed key performance indicators provide guidance on the use of flexural and extensional modes in resonant
ice protection systems and on the frequency range to favor when looking at fractures initiation and propagation.
Calculations based on the key performance indicators show a potential power reduction by 10 with resonant
electromechanical de-icing systems compared to electrothermal systems.
Nomenclature
b = depth of plate, m
F = force, N
fr = resonance frequency, Hz
G = strain energy release rate, J ⋅m−2
GadhX% = adhesive strain energy release rate, J ⋅m
−2
Gc = critical strain energy release rate; J ⋅m−2
Gcadh = critical adhesive strain energy release rate, J ⋅m
−2
Gccoh = critical cohesive strain energy release rate, J ⋅m
−2
GcohX% = cohesive strain energy release rate, J ⋅m
−2
k = stiffness, N ⋅m−1
KPI = key performance indicators
Lf = length of fracture, m
Lf;adhX% = length of adhesive fracture, m
Lf;cohX% = length of cohesive fracture, m
Pmech = mechanical power, W
Qm = quality factor
t = ice thickness, m
ui = stored elastic energy, J
xmax = maximal displacement, m
_xmax = maximal speed, m
σ = stress, Pa
σshear = shear strength, Pa
σtensile = tensile strength, Pa
ω = resonance angular frequency, rad ⋅ s−1
I. Introduction
I CING occurs when an aircraft flies through clouds in whichsupercooled droplets are suspended in an atmosphere with an
ambient air temperature below the freezing point. The droplets
impinge on the aircraft surfaces and freeze, leading to ice accretion.
The resulting change in the aircraft geometry can alter wing aerody-
namic characteristics (loss of lift and increase in drag) or even
damage the engine by ice ingestion. Regarding electrical de-icing
systems, electrothermal and electroimpulse technologies are already
implemented on aircraft, but studies are currently in progress to
propose new solutions that consume less energy or have less bulky
power supplies. Some authors have tried using ultrasonicwaves. This
article focuses on resonant de-icing systems, mainly based on piezo-
electric systems, which are a subject of growing interest. The prin-
ciple of these systems is to apply vibrations onto the structure that
create high-level stresses greater than those required to bring about
cracks and delamination to remove the ice accumulated on the
structure. The advantage of resonant de-icing systems is that they
naturally amplify the displacements at resonance frequencies, thus
requiring smaller effort than static deformation or impact. The inter-
est of resonant de-icing systems justifies the numerous studies on this
topic. Results have been obtained for a large variety of frequency
ranges.
Some works on resonant de-icing systems are based on the use of
ultrasonic shear waves at very high frequency (around 1 MHz).
Ramanathan et al. [1] performed experiments with piezoelectric
patches bonded to a plate. The core of the concept is to use the stress
distribution associated with waves propagating through the structure
to detach the ice. However, in this experience, the de-icing was
obtained by melting the ice at the interface. Shi and Jia [2] inves-
tigated the use of shear wave de-icing driven by a macrofiber piezo-
electric composite actuator on a composite plate. The actuator was
driven by multimodal excitation through three broadband sweeps
between 100 kHz and 1 MHz for de-icing at relatively small excita-
tion amplitude. De-icing was obtained, but only after 240 s. It is
questionable whether de-icing was not due to thermal effects.
On the other hand, some works explore lower frequencies. Venna
and Lin [3–5], Venna et al. [6] used piezoelectric ceramics bonded to
plates and to the inner flat surface of a leading edge structure to excite
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low frequency modes (below 1000 Hz). Struggl et al. [7] used the
same frequency range with piezoelectric ceramics bonded to a plate
and to a leading edge structure to excite low frequencymodes (below
500 Hz). Partial de-icing was obtained during these experiments.
Palacios et al. initiated many studies on de-icing systems at fre-
quency around a few tens of kilohertz on plates [8] and on leading
edges [9]. At such frequencies, the delamination of the ice was
instantaneous but quite energy intensive compared to low frequency.
In [9], they started using finite element models to predict the ultra-
sonic ice shedding transverse shear stresses.Overmeyer et al. pursued
this approach in [10] to design a piezoelectric de-icing system able to
promote shedding of ice layers ranging from 1.4 to 7.1 mm in thick-
ness while varying icing conditions, and in [11], DiPlacido et al.
studied the effect of tone burst excitation: enhanced de-icing ability is
observed when employing multifrequency bursts.
Daniliuk et al. [12] explored different Langevin piezoelectric
transducers to de-ice plates. In the best case, partial de-icing was
obtained. Experiments showed many cohesive fractures or delami-
nation, but not on the whole surface of the plates.
Concerning the question of the de-icing efficiency, it is interesting
to read the work of Endres et al. [13], who showed that the de-icing
performance depends on the ice layer thickness and the environmen-
tal temperature. In [14], Villeneuve et al. worked on the actuator
positioning and activation strategies.
One question to advance research on resonant electromechanical
de-icing systems is to find the appropriate substrates (material, thick-
ness, and boundary conditions) and the icing conditions that lead to
complete ice removal on surfaces prone to ice accretion.
To answer this question, our approach combines analytical or
numerical analysis with experimental results. In the work of
Budinger et al. [15], different architectures of de-icing systems based
on piezoelectric actuators are compared, and the frequency ranges
and types of modes that are the most favorable for de-icing are
discussed. These tests were performed with a Langevin piezoelectric
transducer. As the de-icing mechanism of electromechanical ice
protection systems is based on fracture initiation and propagation,
the initiation of ice fractures by piezoelectric actuator systems was
first studied in [16]. However, the initiation of fractures is not a
sufficient condition to obtain complete ice removal. Several authors
started studying ice fracture propagation in ice protection systems. In
[17], Bennani paved the way to the discussions for modeling the
mechanical behavior of atmospheric ice with fractures. His approach
is based on the variational phase-field fracture model. One advantage
of this method is that it does not assume the location of the fractures.
The proposed code estimates the locations where fractures are ini-
tiated and allows for studying their propagation. This code was
extended by Marboeuf et al. [18], who studied the choice of input
parameters in the model. Sommerwerk and Horst [19] used the
cohesive zone model (CZM) to study the fracture propagation inside
the ice layer [19]. Then, in [20], the model was combined with shear
stress criterion to extend the study to the determination of ice detach-
ment from the structure. Bailey [21] and Drury [22] also chose the
CZM method to study the delamination of rotor blades as the site of
crack nucleation was not known. In [23], Budinger et al. proposed an
approach based on the classical Griffith energy balance and finite
element modal analyses. This approach requires assumptions on
fracture pattern but does not require the traction-separation laws
requested by the CZMmethod, which can be useful in a preliminary
design approach.
This paper further analyzes ice fracture mechanisms and estab-
lishes key performance indicators needed to find the best resonance
modes, in other words, the most efficient for removing ice with
minimal energy, power, and force. These indicators are set up so as
to be independent of the vibratory amplitude and of certain highly
variable parameters of the ice and of the ice/substrate interface which
play a role in the initiation and propagation of fractures. They thus
make it possible to capture in a quantitative and condensed manner
the de-icing potential of a given geometry of substrate covered with a
type of ice according to different resonant modes and frequencies.
The paper is organized in three main sections. Section II is dedi-
cated to the computational method implemented to analyze the
propagation of cohesive and adhesive fractures. This method has
been established based on the analysis of de-icing mechanisms
observed during experiments performed with freezer ice. Then, in
Sec. III, key performance indicators are proposed to analyze the
efficiency of resonant de-icing systems while looking at the energy,
power, and force requirements. At last, Sec. IV proposes the compu-
tation and analysis of the key performance indicators on a case study
and provides guidance on the use of flexural and extensionalmodes in
resonant ice protection systems and on the frequency range to favor
fractures initiation and propagation.
II. Computational Method for Fracture Propagation
Analysis
A. De-icing Mechanisms
The de-icing mechanism of electromechanical ice protection sys-
tems is based on the initiation and propagation of cohesive and
adhesive fractures in the ice. Based on fracture mechanics theory,
two types of fractures can be differentiated: cohesive fractures within
the ice itself and adhesive fractures that occur in the area of adhesion
between the ice and the substrate (Fig. 1). The propagation of
fractures after their initiation has been studied in [23], and two de-
icing mechanisms have been stated for resonant ice protection sys-
tems (Table 1).
The first mechanism corresponds to the initiation of cohesive
fractures caused by tensile stresses, the propagation of cohesive
fractures, and then potentially the propagation of adhesive fractures.
More precisely, it can be described as follows:
1) First, cohesive fractures are initiated due to tensile stress.
2) Second, just after the initiation of cohesive fractures at the top
surface of the ice layer, the cohesive fractures propagate through
the ice.
3) Third, adhesive fractures propagate at the ice/substrate inter-
face, starting from the base of the cohesive fractures previously
created.
The second mechanism corresponds to the initiation of fractures
due to shear stress at the ice/substrate interface and to the propagation
of adhesive fractures.
Some authors also experienced cohesive fractures close to the ice
and substrate interface. This fracture mechanism can be misinter-
preted as adhesive fracture. Nevertheless, it will not be investigated in
this paper.
In [23], these two mechanisms have been studied in the case of
flexural and extensional modes. It has been shown that, for flexural
modes, the first mechanism with initiation of fractures due to tensile
stresses followed by cohesive and adhesive fractures is the most
probable. This mechanismwas also observed during the experiments





Fig. 1 Cohesive and adhesive fractures.















































extensional modes at high frequencies (tens of kilohertz) by Palacios
et al. in [8,9].
B. Observation and Effects of Flexural Modes on De-Icing of
Freezer Ice
First, experimental tests were conducted to verify the chronology
of cohesive and adhesive fractures assumed in Sec. II.A for flexural
modes. These tests also aimed at observing the influence of the
boundary conditions and ice thickness.
The specimens for de-icing tests consist of plates on which a
piezoelectric actuator is bonded on the side opposite to the surface
where ice accretion takes place. The piezoelectric actuator is driven
through a 300 W power amplifier (maximum output 100 V), con-
nected to a transformer for cases requiring higher voltages. De-icing
tests with different boundary conditions (free and clamped) and
different ice layer thicknesses were performed. While visual obser-
vation of cohesive fractures in ice is not a problem, it is more difficult
to observe adhesive fractures. The zone at the ice/substrate interface
where adhesive fractures occur can bevisible by awhitish appearance
characteristic of the ice detachment and of the infiltration of air
between the ice and the substrate (Fig. 1).
Test specimenswere titanium alloy plates of size 130 × 70 × 1 mm3
with two piezoelectric ceramics (PIC 151 material from Physik Instru-
mente, size 50 × 25 × 0.5 mm3) bonded to them, one used as a sensor
and the other as an actuator. Piezoelectric ceramics were bonded to
the clamped sides of the plate for tests in clamped conditions and in
the middle of the plate for tests in free conditions (Fig. 2). The
ceramics were placed next to antinodes to get a high electromechani-
cal coupling for these specific modes [25]. Another option would
have been to place the ceramics in the middle of the samplewhere the
stresses are also important. The electromechanical coupling between
the two configurations is of the same order of magnitude, and the two
options can be envisaged for carrying out tests. The influence of the
ice layer thickness was studied by performing tests with ice layers of
different thicknesses: 1, 2, or 3 mm.
The ice was obtained in a freezer by spraying demineralized water
on the substrate. The substrate was placed in a−20°C freezer at least
12 h before starting the accretion and the volume of demineralized
water required to obtain 1-, 2-, or 3-mm-thick ice layers was cooled
down to 0°C. Every 20 s, 3 g of precooled water were pulverized,
forming a homogenous ice bloc all over the substrate. The operation
is repeated until getting the required ice layer.
De-icing tests were first conducted for flexural modes (modes 1
and 12 of the plate) in free conditions. One test corresponds to
measurements in a frequency range in the vicinity of the frequency
fr that needed to be excited. For each test, the voltage applied to the
actuator was set as follows:
1) The frequency was swept on a narrow bandwidth, fr − x Hz;
fr  x Hz, x being selected for each test such that only one reso-
nance mode is excited. The frequency was swept in the frequency
range with a step of 1 Hz for the tests in low frequencies and 5 Hz for
the tests in high frequencies. Each step lasted 0.1 s approximately.
This value ensures that the steady state is reached.
2) The amplitudewas increased by step of 10V from10 to 30Vand
then by step of 2 V until the first fractures occurred.
Results are given inTable 2 for bothmodes, but de-icing test results
are only shown for mode 1.
For the 1-mm-thick configuration, test results are shown at 54 V,
which is the voltage where the fractures appeared (consequently
considered as the voltage for fracture initiation). In Fig. 3a, only a
cohesive fracture is observed in the middle of the plate (that corre-
sponds to the line of antinodes where the maximum stress occurs for
the first flexural mode), and no adhesive fracture occurs. This cohe-
sive fracture corresponds to the first two stages of mechanism 1.
For the 2-mm-thick configuration, Fig. 3b shows the de-icing
results for 46 V (voltage for fracture initiation). A cohesive fracture
is observed in the middle of the plate as well as a small opaque zone
Table 1 Fracture propagation mechanisms for resonant de-icing systems
Mechanism 1: initiation by tensile stress Mechanism 2: initiation by shear stress





























Fig. 2 Test specimen for a) clamped conditions and b) free conditions.















































(5.5 mm wide) that corresponds to adhesive fracture. When an
adhesive fracture is observed after a cohesive fracture, it is assumed
that the crack is through the whole thickness. In this test, the three
stages of mechanism 1 were thus present. With a 3-mm-thick ice
layer, de-icing initiation occurred for a higher voltage of 54 V. Both a
cohesive fracture in the middle of the plate and an adhesive fracture
larger (7.5 mm wide) than with the 2-mm-thick configuration are
observed (Fig. 3c). These fractures correspond to the three steps of
mechanism 1.
Finally, concerning the boundary conditions, for the test specimen
with the clamped boundary conditions, it was not possible to generate
fractures within the limits of the power supply. It shows that clamped
boundary conditions require more power for de-icing than free
boundary conditions. In this study [24,26], fractures were obtained
in clamped conditionswith high voltage (from 300 to 600Vpp (Peak-
to-peak voltage)) confirming the much higher voltage requirements
of clamped conditions.
C. Observation and Effects of Extensional Modes on De-Icing of
Freezer Ice
This section aims at observing and validating the de-icing mecha-
nism for extensionalmodes. The specimen for de-icing tests is again a
titanium alloy plate of size 130 × 70 × 1 mm3 (Fig. 4a). The actua-
tion system of piezoelectric ceramics has been designed to favor a
pure extensional mode at 15 kHz [first mode of extension in free
condition (Fig. 4b)]. Ceramics were added (Fig. 4a) to the previous
design in order to get a more constant substrate thickness and reduce
flexural undesired effects. Even though the ceramic surface has been
increased, only the two largest ceramics were used as actuators.
Therefore, the actuating area remained equivalent to previous spec-
imens: two bonded ceramics (PIC 151, size 50 × 25 × 0.5 mm3).
Finite elements modeling results indicate that a 3-mm-thick ice layer
would minimize the flexural effects. Tests were therefore performed
with such a layer of ice, which was deposited in the same way as for
the previous tests.
The extensionalmodewas excited simultaneously by the twomain
ceramics with a voltage of 150 V. The test was carried out several
times, and this voltage has been identified in the first tests as the
maximum voltage that can be delivered by the power supply (con-
sumed current of 2 A andmaximum power of 300W). This voltage is
greater than the estimated voltage to initiate cohesive fractures in the
ice (aminimumvoltage of 93Von both actuators was computed). For
the test presented in this paper, apart from a few low voltage sweeps
(10 to 20 kHz) to identify the mode frequency, the voltage was
directly set to this maximum value of the power supply to reduce
the overall actuation time and therefore avoid heating effects. The
whole frequency range around the resonance frequency (700Hz)was
swept under 10 s with 10 Hz steps. For each step, the frequency was
held for over 900 periods, ensuring that, at the resonant frequency, the
structure will have the time to reach its steady state conditions as
suggested in [23]. As expected, because the excitation voltage is
much greater than the computed minimum voltage for fracture
initiation (150 v ersus 93 V), both cohesive and adhesive fractures
were observed instantaneously (Fig. 5). The whitish area is the area
Fig. 3 Test result in freezer for mode 1 and ice layer of thickness a) 1, b) 2, and c) 3 mm.
Fig. 4 Test specimen for extensional mode: a) piezoelectric ceramics implementation and b) first extensional mode.
Table 2 De-icing mechanisms for flexural resonant systems
Mode number and type Frequency, Hz Ice layer thickness, mm Type of fracture Voltage amplitude for fracture initiation, V
1
Flexural
478 1 Cohesive 54
647 2 Cohesive & adhesive 46
855 3 Cohesive & adhesive 54
12
Flexural
3317 1 Cohesive 40
5225 2 Cohesive 50
7056 3 Cohesive 40















































where the bond between ice and substrate is broken. Contrary to
flexural modes, cohesive fractures do not follow a specific path.
Fractures are perpendicular to the displacement, but there are no
indications on the location of the initiation of the cracks. Most
cohesive fractures are followed by adhesive fractures. Adhesive
fractures seem to propagate from the center of the plate toward both
ends. After the first sweep, a second sweep of equivalent intensity
was realized, but there was no further propagation. The debonded
area is measured and estimated to 78% of the total icing area. The
propagation seems to have reached a limit for this extension mode.
However, another sweep at lower frequency to excite the first flexural
modes between 1300 and 2800 Hz made it possible to obtain com-
plete removal of the ice.
D. Computational Method
The mechanism of ice cracking through the thickness of the ice
occurs when the tensile stress in the ice exceeds the tensile strength of
the ice accumulated on the surface. The mechanism of ice delami-
nation occurs when the transverse shear stress at the surface/ice
interface exceeds the adhesive shear strength of the ice.
The computational method to study the propagation of fractures is
derived from the method proposed in [23] based on the classical
Griffith energy balance approach. The propagation velocity of the
crack is assumed to be sufficiently important to neglect the phenom-
ena of inertia and relaxation of the plate. It is also assumed that the
fracture propagation direction is known and that a certain amount of
energy is absorbed by the structure during the formation of an area of
fracture surface. When the fracture propagates, a certain amount of
stored elastic energy is released. The fracture grows in an unstable
way if the released energy is equal to or greater than the absorbed
energy. The strain energy release rate G is evaluated by the formula






























with b the depth of the plate, ui the stored elastic energy, and Lf the
length of the fracture [Lf;cohX% for cohesive fractures (Fig. 6a) and
Lf;adhx% for adhesive fractures (Fig. 6b)]. In the article, the computa-
tions will be performed for a depth of the plate b equal to 1 m. For
cohesive fractures, the percentage X% is computed by considering
the ratio of the cohesive fracture length compared to the plate thick-
ness t. For adhesive fractures, the percentage X% is computed by
considering the ratio of the adhesive fracture length compared to the
length l between a node and an antinode l. Avalue of 0% corresponds
to no adhesive fracture, and 100% corresponds to a complete adhe-
sive fracture. The strain energy release rate is compared with critical
strain energy release rate to conclude on the propagation of fractures.
To study the initiation or propagation of ice fractures, it is neces-
sary to have an approximate value of the cohesive tensile strength of
the ice, of the adhesive shear strength of the icewith the substrate, and
of the critical strain energy release rate. Although many experiments
have been carried out to measure these values, there is a relatively
wide range of ice strengths, and it is not easy to select a single value
because ice strength depends on many factors: temperature [27–29],
nature and roughness of the substrate [25], strain and strain rate
[29,30], ice grain size [29], and flow speed [31]. Based on several
articles [28,32–35], the range of the ice tensile strength for freshwater
is from [0.6–3] MPa, and the range of the ice adhesive shear strength
for fresh water is from [0.2–1] MPa. The ranges are very large
because ice strength depends on many factors: temperature, nature
and roughness of the substrate, strain and strain rate, ice grain size,
and flow speed. From our experience, the values for ice obtained in a
freezer tend to be on the upper limits of the range of variation. The
critical strain energy release rate also depends onmany factors, and it
is difficult to find values of this parameter. The values used in this
paper are extracted from [33], inwhich there is no distinction between
cohesive and adhesive critical strain energy release rates, these two
rates being of the same order ofmagnitude. The ranges of values of all
parameters are given in Table 3. They are of the same order of those
selected by Villeneuve et al. in [24].
The computations presented in this paper have been run for a
quarter-wavelength configuration thanks to the symmetric and anti-
symmetric boundary conditions. The fracture initiation is assumed to
be located on antinodes, starting from the top surface of the ice layer
for flexural modes. This assumption has been validated by the test
results presented in [16,24]. For pure extensional modes, the fracture
initiation is assumed to be located on the nodes where the stresses
reach the maximum value. In practice, if the extensional mode is not
pure, for modes combining flexion and extension, the fracture ini-
tiation occurs on antinodes as observed in [16]. The number of
elements in the ice thickness is chosen equal to 10 in order to ensure
the convergence of the shear stress values. Deformations and corre-
sponding energies of deformations are evaluated through modal
analyses.
a) b)
Fig. 6 Definition of the fracture length for a) cohesive fractures and b) adhesive fractures.
Table 3 Strength and critical strain energy
release rate
Mechanical properties Values
Cohesive strength [0.6–3] MPa
Adhesive shear strength (ice/substrate) [0.2–1] MPa
Critical strain energy release rate, Gc [0.5–1] J∕m2
Fig. 5 Test results for 15.3 kHz extensional mode and 3-mm-thick ice
layer: a) before and b) after actuation.















































III. Key Performance Indicators for Resonant
De-Icing Systems
A. Objectives of Key Performance Indicators
De-icing efficiency depends not only on the actuation system but
also on the structure and the ice layer. Our objective is to define key
performance indicators independent from the vibration amplitude
that are representative of the performance of an architecture for a
given resonance mode. A de-icing system is said to be efficient if it
generates stress σ and energy release rateG that allows initiation and
propagation of ice shedding fracture. The following sections will
present key performance indicators which will enable one to evaluate
the efficiency of resonant de-icing systems for both flexural and
extensional modes, with respect to structural issues, energy, and
different operational limits of the actuations systems (maximal
mechanical stress, maximal voltage, power source limit). Key per-
formance indicators are established here for the mechanism, which
corresponds to the initiation of cohesive fractures caused by tensile
stress, the propagation of cohesive fractures, and then potentially the
propagation of adhesive fractures because it has been chosen to focus
on this de-icing mechanism.
B. Key Performance Indicators Image of Ability to Propagate
Fractures
The first set of proposed key performance indicators aims to
measure the efficiency of the de-icing system for propagating cohe-
sive or adhesive fractures.
The first proposed indicators show the ability of a structure to
propagate fractures for a level of tensile stress within the ice: σ. As
stress is proportional to vibratory amplitudes and the energy release
rate is proportional to the square of vibratory amplitudes, to get
indicators independent from the vibration amplitudes, the proposed
key performance indicators are the ratio between the energy release
rate and the square of tensile stress σ.
To study the propagation of cohesive fractures, a ratio between the






To study the propagation of adhesive fractures after initiation of
cohesive fractures caused by tensile stress, the key performance
indicator is the ratio between the adhesive energy release rate and





These key performance indicators allow computing the values
GcohX% andGadhX% for a given tensile stress σtensile and, by comparison
with a critical ratio computed with Gc, allow analyzing the ability to
propagate fracture. These key performance indicators can also be
indications of the ease to control the ice protection system. Indeed, if
this key performance indicator is high enough so that adhesive de-
icing occurs just after initiation of cohesive fractures without change
of the vibration magnitude used to initiate de-icing, control issues are
easier to deal with. However, it does not represent the ultimate de-
icing performance; the use of vibration levels greater than those
necessary for fractures initiation can lead to more significant fracture
propagation. However, it can also lead to a frequency shift during the
de-icing mechanism, and thus there is a need for frequency tracking.
C. Energy Key Performance Indicators
It is also interesting to study the tensile stress available to initiate
cohesive fractures with respect to the mechanical energy. The elastic
energy of deformation is related to the stresses into the support that
must be minimized and to the energy consumed during a de-icing
cycle. As the stored elastic energy of deformation u is representative
of the square of the vibration magnitude and because the stress is
proportional to the vibratory amplitude, to get key performance
indicators independent of the vibration amplitude and characteristic
of the geometry, it is proposed to compute the ratio of tensile stress σ





Two other key performance indicators, KPI3coshX%
and KPI3adhX%
,
can be defined with respect to the stored elastic deformation energy.









KPI2 allows estimating the value of energy u required to reach the
value of tensile stress to initiate cohesive fractures, while KPI3coshX%
andKPI3adhX%
allow the computation of the energy u required to reach
the critical values Gccoh or Gcadh necessary to propagate cohesive and
adhesive fractures, respectively. For the same reasons as for the
previous key performance indicators, these key performance indica-
tors are independent of the vibration amplitudes. The higher these
ratios are, the more efficient the geometry for a given resonance
mode is.
D. Operational Limits of Actuation Systems Key Performance
Indicators
It may not be possible to reach the vibration amplitude or strain
energy necessary to initiate or propagate the fractures. These limi-
tations may be due to the inability of the actuation system to provide
sufficient levels of excitation in power or effort. The next set of key
performance indicators can be helpful for the designer to select a
configuration compatible with the operational limits of the actuators
or electronic power supply technologies.
1. Key Performance Index Representative of Fracture Potential with
Respect to Effort
Two types of actuators can be considered to excite the structure at a
given resonant frequency: piezoelectric actuators and electromag-
netic actuators. The operating voltages of the piezoelectric actuators
are limited to avoid depolarization and fracture of the ceramics. As
voltage is proportional to the force capacity on the structure, the
voltage limitation is also a force limitation. Voice coil type electro-
magnetic actuators are limited in supply current to avoid saturation of
magnetic materials or overheating of the windings. The maximum
current also limits the force on the structure because the torque and
thus the force are proportional to the current. In these two cases, it is
thus interesting to evaluate key performance indicators computed










For resonant systems characterized by quality factor Qm and that
can be modeled by damped spring mass systems of stiffness k, the





and, as function of energy u,







































































The coefficient 1∕Q2m is set out of the final expressions because the
parameter Qm is difficult to estimate and variable with operating
conditions. It is preferable to plot K4cohX%
and K4adhX%
independently
of Qm and to select Qm later.
KPI4cohX% and KPI4adhX%
can be used to analyze the ability to
propagate cohesive and adhesive fractures for a given force by
comparing the computed values GcohX% and GadhX% with the critical
values Gccoh or Gcadh. Conversely, they can be used to compute the
forces required to reach the critical values necessary to propagate
cohesive and adhesive fractures.
2. Key Performance Index Image of Fracture Potential with Respect
to Power
Electronics have power supply limitations. It is possible to com-
pute a key performance indicator to point out the configurations
maximizing the energy release rates while minimizing the power.
Let us consider one resonant mode that can be modeled very simply
by a low damped spring-mass system. The maximum mechanical
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with xmax and _xmax  ωxmax representing the maximal displacement
and speed and k representing the stiffness.
As the mechanical power is proportional to elastic energy u and




ratio of the energy release rate to the mechanical power brought to























and KPI5adhX% can be used to compute either the ability to
propagate cohesive or adhesive fractures for a given power or to
estimate the amount of required power to de-ice.
IV. Computation of Key Performance Indicators
A. Assumptions for Computation of Key Performance Indicators
The various key performance indicators proposed in the previous
section are computed for a specific study case: a 1-mm-thick and
130-mm-long titanium plate covered by freezer ice. The ice ismodeled
as glaze ice defined as a homogenousmaterial with aYoung’smodulus
of 9.3 GPa, a Poisson’s ratio of 0.33, and a density of 920 kg∕m3 [16].
Key performance indicators are mainly computed and analyzed
for pinned and clamped conditions. The free boundary conditions
are considered for experimental verification because this configu-
ration has the advantage to limit the uncertainties in the realization
of the boundary conditions but are not analyzed more deeply
because it is not a case with an industrial interest. The computations
are performed for the first mode of flexion or extension of the plate
and for different plate lengths (40, 80, 160, and 320 mm) in order to
study the evolution of the key performances indicators with the
frequency. Finally, the computations are carried out for three ice
layer thicknesses (1, 2, and 3 mm) to study the impact of this
parameter.
All the combinations are evaluated according to a numerical full
factorial design and allow analyzing the results with a mean effect
analysis approach [37]. Results obtained with this approach are said
to be given for a mean configuration.
B. Key Performance Indicators Based on Ability to Propagate
Fractures
The first key performance indicators are computed to give infor-
mation on fracture propagation with respect to structural issues. This
section focuses on indicators KPI1cohX%
and KPI1adhX%
that give the
ability to propagate cohesive and adhesive fractures for a given
tensile stress. For cohesive fractures, we study the capacity of the
fracture to propagate within the thickness of the ice. For adhesive
fractures, as the study is performed for mechanism 1, it is assumed
that these fractures occur after complete cohesive fractures, and the
capacity of the fracture to delaminate the ice at the ice/substrate
interface is analyzed.
First, key performance indicatorsKPI1cohX%
andKPI1adhX% are com-
puted and analyzed for the test configuration (the titanium plate in
free boundary conditions with a 1-, 2-, or 3-mm-thick ice layer) to
show how to use them and also to validate them. We recall that the
experiments are performed with piezoelectric actuators driven on the
first resonance frequency mode and with a voltage amplitude that
allows the initiation of cohesive fractures. Figures 7 and 8 show,
respectively, the curves of KPI1cohX%
and KPI1adhX%
computed for an
ice layer thickness of 1, 2, or 3mm.On the curves, the dotted line that
corresponds to the limit Gc∕σ2tensile is also plotted. Based on our
previous tests with glaze ice obtained in a freezer, σtensile is chosen
equal to 3 MPa, which is a conservative value. This value is used to
compute the critical ratio Gc∕σ2tensile both for cohesive and adhesive
fractures because, as only mechanism 1 is studied in this paper, it is
assumed that adhesive fractures occur after cohesive fractures reach
the interface. To take into account of the high uncertainties on the
critical energy release rate Gc, the ratio Gc∕σ2tensile is computed for
two extreme values of Gc (0.5 and 1 J∕m2) to study the propagation
of cohesive fractures or adhesive fractures.
For cohesive fractures, the curve of ratio G∕σ2 of the structure is
increasing and then decreasing with the fracture lengths. When the
curve of G∕σ2 crosses the limit Gc∕σ2tensile, we can measure, at the















































first intersection point, the critical length to get an unstable fracture
that can propagate and, at the second intersection point, themaximum
fracture length that be obtained.
For adhesive fractures, the ratioG∕σ2 of the structure is decreasing
with the fracture lengths. The comparison with the critical ratio
Gc∕σ2tensile is simple: if the ratioG∕σ2 is greater than the critical ratio
Gc∕σ2tensile, then fractures can propagate until the percentage of
fracture length given by the intersection of the curve G∕σ2 with the
limit Gc∕σ2tensile.
The configuration with a 1-mm-thick ice layer is first analyzed. No
adhesive fractures are observed.The length of the cohesive fracture has
not been measured, but indicator KPI1cohX%
shows that, after initiation
of the fractures, the propagation of the cohesive fractures in the ice
layer is not possible. The curve ofKPI1cohX%
versus the fracture length is
below the limit ratio Gc∕σ2 computed with σtensile  3 MPa and
Gc  0.5 J∕m2. To get a length of cohesive fracture equal to the
thickness of the ice layer, the curve shows that a lower value of
GcGc  0.17 J∕m2 would be required. As the cohesive fracture
has not propagated through the entire ice layer, the adhesive fracture
cannot occur, which explains why it is not observed. For the tests with
2- and 3-mm-thick ice layers, a thin zone of delamination is observed
and measured in Fig. 9: 4.4% of delamination for the 2 mm configu-
ration and 5.7% for the 3 mm configuration. The curves of KPI1cohX%
show that the cohesive fractures very likely occur through the entire ice
layer while the curves of KPI1adhX%
show the likelihood of obtaining
only a few percent of delamination at the ice/substrate interface:
between 1.5 (for Gc  0.5 J∕m2) and 8% (for Gc  1 J∕m2)
of delamination for the 2 mm configuration and between 3 (for
Gc  0.5 J∕m2) and 7% (forGc  1 J∕m2) for the 3 mm configura-
tion. These estimations are consistent with what is observed.
Second, key performance indicators KPI1cohX%
and KPI1adhX%
are
computed in the pinned and clamped conditions, for flexural and
extensionalmodes and for amean configuration of the plate (theKPIs
under consideration are the means of the KPIs computed over the
variation ranges of ice thickness and plate length). The objective is
now to analyze the impact of the structure boundary conditions and of
the type of mode on the de-icing efficiency.
Figure 10a gives the four curves of KPI1cohX%
for pinned and
clamped conditions and flexural and extensional modes. The dotted
line corresponds to the limit Gc∕σ2tensile that is computed in this
example for a Gc value of 1 J∕m2 and a σtensile value of 3 MPa, and
that is thus equal to 1.1 × 10−13. Figure 10a shows that the best
configuration for cohesive fracture propagation is the clamped con-
figuration in flexure but that the fracture will not propagate with the
initial displacement of the antinodes that initiates the cohesive frac-
tures. The fracture is stable until the fracture length reaches a critical
value of 20%. Thus, the vibration magnitude should be increased to
reach that point, and only then will the fracture propagate over the
entire ice thickness. Otherwise, the propagation does not occur or
only over part of the ice thickness. The results for the pinned plate in
flexure are not very far from the clamped plate in flexure. On the other
hand, extensional modes do not propagate cohesive fractures effec-
tively, regardless of the boundary conditions.
Figure 10b displays the four curves ofKPI1adhX%
for the pinned and
clamped conditions for flexural and extensional modes, as well as the
dotted line corresponding to the limitGc∕σ2tensile computed for a value
Gc of 0.5 J∕m2 and a value σtensile of 3MPa.As for cohesive fracture,
if the ratio G∕σ2 of the structure reaches this critical value, then the
adhesive fracture can propagate. Figure 10b shows that the best
modes to be used are extensional modes, whatever the pinned or
clamped conditions. With flexural modes, the best we can get is a
delamination of only a few percent of the iced surface. This result is
valid for the studied configuration. Of course, other configurations
would give different results, and it is possible to get more delamina-
tion with flexural modes. In [25,26], significant delamination was
obtained for certain flexural modes (up to almost 100%).
Finally, it is also interesting to analyze the change in the key
performance indicators versus the ice layer thickness because this
parameter, if it can be measured, can be taken into account in theFig. 8 IndicatorKPI1adhX% computed for the test configuration.
Fig. 7 Key performance indicator KPI1cosX% computed for the test
configuration.















































control of the resonant electromechanical de-icing system that will
not run continuously. Figures 7 and 11 give KPI1cohX%
and KPI1adhX%
computed for a 130-mm-long plate and show that the largest ice layer
thickness of the study (3mm) favors the propagation of both cohesive
and adhesive fractures whatever the boundary conditions.
This last figure (Fig. 11) shows that, for extensionalmodeswithGc
values between 1 and 0.5 J∕m2 (respectively, G∕σ2  1.1 × 10−13
and G∕σ2  5.5 × 10−14) and with a 3 mm ice layer, the maximal
adhesive fracture length is around 80%. This value is close to
experimental results introduced previously in this paper (Fig. 5).
C. Energy Key Performance Indicators
Indicators KPI2, KPI3cohX%
, and KPI3adhX%
are now analyzed. Once
again, computations are run for a mean configuration of the tita-
nium plate.
Indicator KPI2 is computed to study the tensile stress available to
initiate cohesive fractures with respect to the energy. KPI2 in Fig. 12
is the mean of the KPIs computed over the variation ranges of ice
thickness and plate length. First, Fig. 12 shows that the indicator
increases with the frequency both for flexural and extensional modes.
Second, a major difference can be observed between the curves for
extensional and flexural modes. The larger value ofKPI2 for flexural
modes (Fig. 12a) shows the great interest in using flexural modes to
initiate cohesive fractures. At last, Fig. 12 also displays the impact of
the boundary conditions. For extensional modes (Fig. 12b), the
impact of the boundary conditions is negligible, whereas for flexural




which indicate the energy u required to
reach the critical valuesGccoh orGcadh necessary to propagate cohesive
and adhesive fractures, respectively, are now analyzed. Figure 13a
shows that cohesive fractures on the entire thickness of the ice are
relatively easy to obtain because the final points of the curves
correspond to nearly 100% of the fracture length. The figure also
highlights that flexural modes for which the indicators are higher
consume less energy to get these cohesive fractures. Concerning
adhesive fractures, the results are not so hopeful. Figure 13b first
a) b)
Fig. 10 Indicators: a) KPI1cohX% for studying cohesive fractures propagation and b) KPI1adhX% for studying adhesive fractures propagation.
Fig. 11 KPI1adhX% function of fracture length and ice layer thickness.
Fig. 9 Delamination results for tests with 2- and 3-mm-thick ice layers.















































shows that, for flexural modes, the maximum fracture lengths are
only 22% in the clamped conditions and 63% in the pinned con-
ditions. Results are different for extensional modes; the de-icing
efficiency is better because the fracture lengths can reach 85%, but
it will be at the cost of a much higher required energy because the
values of the indicators are very low.
Then, the indicatorsKPI3cohX%
andKPI3adhX%
are computed over the
variation ranges of fracture length and ice thickness and analyzed
versus the frequency. The indicators KPI3cohX%
and KPI3adhX%
are also
calculated versus the ice layer thickness and the plate half-length.
For these last computations, indicators KPI3cohX%
are computed for a
cohesive length of 100%, and indicators KPI3adhX%
are computed for
an adhesive length of 60%. The analyses show that, for both compu-
tation conditions, the energy required for deicing is lower in the high
frequencywhere indicators are higher and that flexuralmodes are less
demanding in energy than extensional modes. The results also high-
light, like for indicators KPI1, the benefit of large thicknesses and
small plate lengths (while remaining within the studied ranges) to
favor fracture propagation for a given energy.
D. Key Performance Indicators for Actuations Systems Operational
Limits
The analysis of the ability to propagate fractures is of major
importance, as well as energetic efficiency. However, it is also
interesting to check other design criteria such as actuator force
limitations or power limitations. The following set of figures has
been generated while averaging the results for a set of cohesive and
adhesive fracture lengths. In contrast to others indicators, KPI4
and KPI5 depend on the quality factor which is characteristics of
resonant systems, highly variable and dependent on the type of
modes [16]. To get a plot independent of this factor, we have decided





for flexural and extensional modes versus fre-
quency (Figs. 14 and 15). On these figures, indicators are computed
for amean configuration as in the previous sections, over thevariation
ranges of fracture length and ice thickness. For both indicators,
curves for flexural and extensional modes are not plotted on the same
figures because of the large difference in scales between the two
charts. Indicators are much higher for flexural modes, showing that
this type of mode is less demanding in power for the actuation
systems, especially in low frequencies and for pinned conditions.
For extensionalmodes, the difference between cohesive and adhesive
fractures is small in the low frequency range (low for extensional
modes but high for flexuralmodes because extensionalmodes exist at
higher frequency than flexural modes), and at high frequency, the
difference is smaller than for flexural modes.
To illustrate a practical application of these curves, an example of
power estimation is given for an extensional mode at a frequency
of 20 kHz. At this frequency, KPI5adhX%
is equal to 1.5 × 10−5. For
extensional modes, a quality factor is assumed to be equal to 50,
corresponding to ameanvalue of experimental data given in [16]. For
flexural modes, the quality factor is lower than that for extensional
modes, and a value of 30 is closer to reality. Finally, for the compu-
tation, the highest value of the critical strain energy release rate of
1 J ⋅m−2 is selected. With all this information and assumptions, the





50 × 1.5 × 10−5
 1.3 kW (22)
This value is computed for a mean value of the percentage of
delamination. To get another idea of power consumption, the power is
also computed for 80% delamination (which is nearly the maximum
percentage that can be obtained with the pinned configuration and a
2-mm-thick ice layer at a frequency of 66 kHz). For this case, the
power is 1.8 kW. These figures give examples of power consumption
and show the potential reduction of power by a factor 10, which could
be obtained with resonant ice protection systems in comparison with
electrothermal systems [38].
a) b)
Fig. 13 Indicators: a)KPI3cohX% versus fracture length and b) KPI3adhX% versus fracture length.
a) b)
Fig.12 IndicatorKPI2 versus frequency: a) for flexural and b) for extensional modes.















































Please note that the power calculations only concern mechanical
power. The apparent electrical powermeasuredwith piezoelectric de-
icing systems may be different. In the case of piezoelectric actuators,
the electric current is composed of a motional current, which leads to
active power, and a capacitive current, which leads to reactive power.
To minimize the consumed electrical power, it is necessary to com-
pensate the capacitive current, to provide only the motional current
which corresponds to the mechanical power necessary for de-icing.
V. Conclusions
This paper focuses on the modeling of the de-icing capabilities of
resonant ice protection systems. Thework proposed key performance
indicators to analyze the performance of such systems for fracture
propagation, while checking the level of energy, force, and power
required for removing freezer ice. The computation of the indicators
requires three values: the ice cohesive strength, the adhesive shear
strength at the ice/substrate interface, and the critical strain energy
release rate. It is based on a de-icing mechanism divided into three
steps: first, an initiation of the cohesive fractures by reaching the
tensile stress limit at the top surface of the ice layer; second, a
propagation of the cohesive fractures within the ice; and, third, a
propagation of the adhesive fractures along the ice/substrate interface
starting from the base of the cohesive fractures previously created.
In the paper, the key performance indicators have been computed
for a specific case study. However, their analysis allows drawing
some conclusions on the use of flexural and extensional modes and
on the frequency range for different resonant ice protection systems
to favor the initiation and propagation of fractures.
The initiation of cohesive fractures using flexural modes is less
demanding in energy than using extensionalmodes and requires even
lower energy for higher frequencies.
The propagation of cohesive fractures requires less energy with
flexural modes, and provided that there is a minimum ice layer
thickness, the fractures can spread over the entire thickness of the
ice. Yet, there is a tradeoff on the frequency range to be used between
power and energy: the high frequencies favor the required energy,
while the low frequencies allow reducing the required power.
The propagation of the adhesive fractures is the major problem in
this de-icing mechanism. This paper has proposed key performance
indicators to estimate the capacity of a resonant de-icing system to
propagate adhesive fractures. The computation results presented in
this paper have shown that the propagation of such fractures on the
entire interface is not obvious. The key performance indicators have
highlighted that extensional modes allow getting larger surfaces of
ice delamination than flexural modes but at the cost of much higher
energy. By nature, extensional modes exist at higher frequencies than
flexural modes, and the higher the frequency, the lower the required
energy. However, the use of high frequencies (a few tens of kilohertz)
constrains the actuation system and requires more power. Anyway,
calculations based on the analyses proposed in this paper have shown
a potential power reduction by a factor of 10 with resonant de-icing
protection systems compared to electrothermal systems, which is
very encouraging.
At the end of this study, which has proposed key performance
indicators to help design resonant ice protection systems, many
questions are still open. Is it possible to find architectures of resonant
de-icing systems based on only one resonant mode? Are there
configurations of the substrate that favor adhesive fracture propaga-
tion? Can such a system be efficient without being associated with an
icephobic coating or electrothermal de-icing system? The computa-
tions presented in the framework of this paper are limited to pure
flexural or extensional modes and uniform thicknesses of substrate
and ice. Modes which combine flexure and extension and other
Fig. 14 Indicators K4 coh and K4adhX%
versus frequency for: a) flexural and b) extensional modes.
Fig. 15 Indicators K5coh and K5adhX%
versus frequency for: a) flexural and b) extensional modes.















































geometrical configurations of ice and substrates exist, and they may
be of interest for resonant ice protection systems and should be
studied. Finally, the second mechanism with only delamination
deserves interest, and studies similar to those developed in this paper
could be carried out in future work.
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