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Abstract
Recent research has demonstrated the importance of boundary effects on the overall connection probability of wireless
networks, but has largely focused on convex domains. We consider two generic scenarios of practical importance to wireless
communications, in which one or more nodes are located outside the convex space where the remaining nodes reside. Consequently,
conventional approaches with the underlying assumption that only line-of-sight (LOS) or direct connections between nodes are
possible, fail to provide the correct analysis for the connectivity. We present an analytical framework that explicitly considers the
effects of reflections from the system boundaries on the full connection probability. This study provides a different strategy to ray
tracing tools for predicting the wireless propagation environment. A simple two-dimensional geometry is first considered, followed
by a more practical three-dimensional system. We investigate the effects of different system parameters on the connectivity of
the network though analysis corroborated by numerical simulations, and highlight the potential of our approach for more general
non-convex geometries.
I. INTRODUCTION
Autonomous, self-organizing wireless relay networks have gained a considerable amount of research interest over recent
years [1]. The potential of such networks to improve throughput and extend geographical coverage without necessarily requiring
an increase in transmit power or bandwidth have resulted in them being attractive solutions for many modern wireless systems,
including WiMAX and LTE-Advanced [2]. With similar objectives, such a network architecture has also been proposed for
use in communications at 60 GHz [3], [4] where severe path loss can significantly limit the transmission range of devices.
One fundamental requirement of multi-hop relay or mesh networks, however, is connectivity, i.e., any node should either be
directly connected to every other node or through a series of intermediate nodes. Over recent years, a considerable amount of
attention has been devoted to understanding the connectivity in such architectures (see, e.g., [5]–[8] and references therein).
In the most simplistic case, the connection probability based on the unit disk model, in which nodes can communicate only if
they are within a specified distance from each other, has been investigated. In [5], for instance, the critical power such that an
ad hoc network is asymptotically connected with probability one is derived. The transmitting range for connectivity in sparse
networks is investigated in [9], while the connection probability in the presence of mobile nodes is presented in [10].
On the other hand, more practical models with channel fading have been studied in [8], [11]–[16]. In [11], [13], the impact
of log-normal shadowing on the connectivity is addressed. Means of computing the node isolation probability and coverage
for dense ad hoc networks in the presence of fast fading is presented in [12]. More recently, the impact of boundaries in dense
networks have been investigated in [15], where it is shown that in the dense regime, the geometry of a system should not be
neglected in analyzing the full connection probability.
Although the connectivity of random networks has been extensively studied, most existing work has considered only convex
geometries in which the network resides. In other words, there is always an assumption that a connection between two nodes
is only possible if a line of sight (LOS) exists between the two. In this paper, we study the scenarios where such assumptions
need not hold. More specifically, we investigate the connectivity in a network where more than one node may reside outside the
main system and close to gaps in the boundaries of the confining geometry. Moreover, considering that in practical situations,
wireless connectivity in confined geometries may involve reflections of signals from boundaries, we present a means of modeling
these reflected rays using the principles from mathematical billiards [17]. While reflections from other obstacles may occur
in practice, these are less dominant compared to reflections from large, smooth surfaces such as walls. On that account, these
minor reflections are not explicitly considered in the derivations presented herein. Rather, they are accounted for by choosing
an appropriate statistical channel fading model.
Two scenarios are considered in this contribution. In the first case, the full connection probability of a network where one
node (a receiver) is located outside a gap (the so-called ‘keyhole phenomenon’) while all other transmitter nodes are internal
to the main system is considered. Under the system assumptions, connection from the outside node to any other node may
only be possible through reflections. In particular, this would be the case if the size of the gap is small and no LOS is
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TABLE I
GLOSSARY OF COMMON SYMBOLS
Symbol Description
A Set of nodes
α Signal attenuation factor upon collision
β Dimensionless constant depending on propagation environment
φ Escape angle
θ Maximum escape angle
η Path loss exponent
ν and µ Parameters dependent on the Rice K-factor when approximating the
Marcum Q−function to an exponential function, c.f., [26]
c Reflection index
C Maximum number of signal reflections considered
Di Region covered by i signal reflections
ǫ Length of gap on the boundary
GA Set of graphs with nodes in A
GA
j
Set of graphs with nodes in A having largest component of size j
Hij Probability that nodes i and j are directly connected based on an SNR
threshold, c.f., (7)
L Length of system boundary for a rectangular domain
K Rice factor
w Width of system for a rectangular domain
present between the external and internal nodes. We refer to this problem as the escape problem, analogous to the problem in
mathematical billiards where a particle escapes a given geometry through a gap in the boundary [18]. In the second scenario, an
extension of the escape problem is investigated, where both transmitter and receiver nodes are positioned next to gaps outside
the main system. This problem is referred to as the transport problem, analogous to the work done in [19]. From a wireless
communications perspective, such scenarios are particularly relevant for transmission at high frequencies where communication
through walls is likely to render the signal undetectable at the receiver. One potential application is the transmission at 60
GHz. Throughout this work, we will assume that communication will be at high frequencies. Nevertheless, it should be borne
in mind that the analysis presented herein is applicable to any range of transmission frequency and conclusions drawn in this
paper may be applicable to other systems as well.
For the reader’s benefit and to motivate our work, we would like to draw a comparison between using the analytical tools
from connectivity theory and the conventional approach to modeling a wireless communication environment. Modeling and
predicting such environments have been very actively researched over the last decades (see, e.g., [20]–[25] and references
therein). Conventionally, ray tracing tools and software have been used for the characterization of the received signal strength
at given points in different scenarios. For instance, ray tracing techniques for underground mines and monorails have been
addressed in [25]. Such tools, however, are generally based on the model where there is only one transmitting device whose
location is known a priori. By factoring in the boundaries of the system, reflection, diffraction, and absorption coefficients
among other parameters, an estimate of the received signal strength can be obtained through a simulation-based technique.
In more complex scenarios where multiple nodes may be transmitting concurrently, such as mesh or ad hoc networks, using
such an approach may be prohibitively complex. The analysis of connectivity presented herein, on the other hand, is based
on an analytical framework that allows the system designer to quantify the performance in any given environment, regardless
of the node locations. Generally, the analytics can be very easily visualized using common mathematical software such as
Mathematica or Matlab. This set of tools is more suitable when there is no fixed infrastructure. It should be borne in mind that
the authors are not arguing about the effectiveness of ray tracing software in the design of wireless systems. Rather, we aim
at encouraging the use of connectivity theory to obtain a higher level analysis of large scale network properties. This analysis
can be used alongside ray tracing software in optimizing a wireless system.
This paper is structured as follows. In Section II, we present the general setting for the escape problem and derive the full
connection probability of the network. We also present some analytical results for this scenario. In Section III, we extend our
analysis to the transport problem. Finally some concluding remarks are presented in Section IV. To further aid the reader, we
provide a glossary of the most relevant system parameters in Table I.
II. THE ESCAPE PROBLEM
In this section, we analyze the escape problem. We start by describing the general settings of the system and present the
means of analyzing the effects of reflections arising from the boundaries using some of the tools from mathematical billiards.
The full connection probability is derived next and finally some analytical results are presented.
A. System Geometry
Consider a simple system as shown in Fig. 1, where a total of N nodes are randomly distributed within the system boundaries
and one node is located next to a gap outside the system. Let the width and length of the rectangular bounding domain be
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Fig. 1. System model for the ‘escape problem’, where one external node needs to connect to at least one internal node.
w and L units respectively, where we assume that L ≫ w and the size of the gap, ǫ, is much smaller than the other system
dimensions. For this system, we are interested in finding the probability that all the N + 1 nodes are connected to each other.
This problem can be split into two parts, namely the probability that all nodes enclosed by the boundaries are fully connected
and the probability that the external node is connected to at least one other node on the interior by a bridging link. While
some works have investigated the first part of the problem, the second part is still an unexplored issue. Connection between
the external node and any other node would be possible only if a signal path exists that can ‘escape’ the main system to
connect to the outside node. This problem is similar to the work in [18] where the authors investigate the probability that a
particle can escape a stadium billiard through a gap along the boundary. It should be noted that although a single external
node is considered in this contribution for illustration purposes, the work can be readily extended to cater for multiple nodes,
say M , that lie outside the system. In such a case, the probability that a bridging link exists, i.e., one node within the system
boundaries is connected to at least one external node would simply be given by one minus the probability that no bridging link
exists raised to the power of M . This can be expressed as 1 − (1− 〈Pb,k〉)M , where Pb,k is the probability that the external
node k is connected to one internal node and 〈I〉 refers to the average of the quantity I over all configurations. For the case
of a single external node, the probability that a bridging link exists is simply given by 〈Pb,0〉, where the node 0 is the external
node.
B. Modeling Reflections
On the assumption of a very high node density in the enclosed space, an approach similar to that presented in [15] can be
followed in the derivation of the full connectivity probability of the network. However, in situations where nodes are located
close the gap inside the system, or alternately, an LOS transmission is not possible between the external and one of the
internal nodes, it is more appropriate to study the problem using a different approach. More specifically, the contribution of
signals reflected from the boundaries should be considered in the connectivity analysis. We aim to demonstrate the benefits
of considering signal reflections under such conditions. To this end, a proper description of the different reflected paths after
a given number of reflections is required. In particular, for a given external node location, the region that can be connected
given a minimum number of reflections needs to be defined.
Assume that the gap in the lower boundary of the system, as illustrated in Fig. 1, is small and far from the vertical boundaries.
In that case, only reflections from the horizontal boundaries need to be considered. Given the geometry and the non-chaotic
behavior of the reflected signals, the method of trajectory unfolding can be employed to determine the reflected signal paths
[17]. The trick in this method consists in reflecting the system (rectangle in our case, c.f., Fig. 1) instead of reflecting the
trajectory of the signal. Consequently, the signal path can be viewed as a single, straight line that travels through multiple
images of the system enclosure. An illustration of this concept is given in Fig. 2, where the external node is referred to as
node 0, with coordinates (x0, y0). We let the y-coordinate of the lower boundary be zero. In this contribution, we assume that
node 0 is fixed. From a practical point of view, such an assumption is valid in scenarios where an external device is connected
to some fixed or mobile infrastructure, such as a fixed base station installation on the exterior of an office block.
To determine the regions of interest, the geometry is analyzed using the polar coordinate system, in which case every region
can be described by a range of escape angles from the gap and a range of distances. The escape angle, φ, is defined as the
angle between the vertical axis and the signal trajectory. We define the maximum escape angle as θ, as shown in Fig. 2. It
should be noted that although the representation indicates only the regions to the left of node 0, the process can be readily
repeated to cover the regions on the right. For the purpose of illustration, however, the region to the right of the external node
will not be explicitly considered in what follows.
Although any points within the boundaries can be connected by different paths undergoing different numbers of reflections,
we are primarily interested in the strongest path in the analysis of the connectivity. In general, considering the attenuation
of a signal upon reflection with an object, the strongest path is more likely to be that which undergoes the least number of
reflections. On that account, we define the various regions within the boundaries based on the minimum number of reflections
necessary for a signal to reach these. For example, we define the region covered only by LOS paths (no reflections) as D0,
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Fig. 2. Illustration of how the method of unfolding can be used to determine the regions of interest for a given number of reflections.
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Fig. 3. Illustration of the regions covered by different numbers of signal reflections with the boundaries.
while the region covered by one signal reflection, excluding the LOS region, is D1. For a given number of reflections, c, Dc
is determined by φ and r which are defined as
φ
(c)
min ≤ φ ≤ θ (1)
r
(c)
min(φ) ≤ r(φ) ≤ r(c)max(φ) (2)
where
φ
(c)
min =
{
0, c = 0
tan−1 ((c−1)w+|y0|) tan θ(c+1)w+|y0| , c > 0
(3)
r
(c)
min(φ) =
{ |y0|
cosφ , c = 0
2(cw+|y0|) sin θ
sin(θ+φ) , c > 0
(4)
r(c)max(φ) =
(c+ 1)w + |y0|
cosφ
(5)
It should be noted that the value of r is a function of the angle φ For completeness, we also define the respective regions,
Dc, in the Cartesian coordinate system. Let x(i)c represents the point of impact of the signal on the horizontal boundaries after
i − 1 reflections for 1 ≤ i ≤ c+ 1, when the signal escapes the gap with the angle θ as shown in Fig. 3. This value can be
computed as
x(i)c = x0 − (iw + |y0|) tan θ (6)
It can be verified that the region to the left of node 0, D0, is bounded horizontally by x = −(y−w) tan θ+ x(1)c and x = x0
and vertically by y = 0 and y = w. Similarly, region D1 is bounded by x = (y−w) tan θ+x(1)c and x = −(y−w) tan θ+x(1)c ,
while D2 is bounded by x = −(y − w) tan θ + x(3)c and x = (y − w) tan θ + x(1)c . The definition of the boundaries of other
regions follows the same approach.
C. Probability of Full Connectivity
For the derivation of the full connection probability, a cluster expansion technique similar to that presented in [15] is followed.
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1) First Order Cluster Expansion: We define the set of nodes as S = {0, 1, · · · , N}, where as previously stated node 0 is
the external node and is fixed while the remaining nodes are randomly placed within the system. We refer to the probability
that two nodes i and j, separated by a distance d(ri, rj), are connected as Hij , where ri is the coordinates of node i. This
pair connectedness probability is dependent on the signal-to-noise ratio (SNR), channel gains and other system parameters that
will be introduced later. In this work, we use the same notations as in [15], where a graph g = (A, L) consists of a set A ⊆ S
and a collection of direct links L ⊆ {(i, j) ∈ A : i, j}. The set of graphs with nodes in A is defined by GA, while the set of
graphs with nodes in A having largest connected component of size j is expressed as GAj .
For any pair of nodes, the trivial probability that they are connected or not is given by
1 ≡ Hij + (1−Hij) . (7)
Multiplying over all links in a set A to determine the probability of all possible combinations leads to
1 =
∏
i,j∈A;i<j
[Hij + (1−Hij)] =
∑
g∈GA
Hg (8)
where
Hg =
∏
(i,j)∈g
Hij
∏
(i,j)/∈g
(1−Hij) . (9)
Setting A = S yields
1 =
∑
g∈GS
N+1
Hg
︸ ︷︷ ︸
Pfc
+
∑
g∈GNS
Hg + · · ·+
∑
g∈G1S
Hg (10)
By taking the first order approximation of the above expression, we obtain
Pfc ≈ 1−
〈 ∑
g∈GNS
Hg
〉
= 1−
〈
N∑
p=0
∏
j 6=p
(1−Hjp)

 ∑
g∈GS\{p}
N
Hg


〉
= 1−
〈
N∏
j=1
(1−H0j)
∑
g∈GS\{0}N
Hg
︸ ︷︷ ︸
≈1
〉
−
N∑
p=1
〈
(1−H0p)
∏
j=1,··· ,N,j 6=p
(1−Hjp)
∑
g∈GS\{p}N0
Hg
〉
. (11)
where N0 = N . The reason for the different notation here is to emphasize that the largest component of size N in the
last summation includes the external node 0. Note that for N randomly distributed nodes with locations ri ∈ V ⊆ RD,
i = 1, · · · , N , the average of a quantity I over all configurations, 〈I〉, is defined as
〈I〉 = 1
V N
∫
VN
I (r1, r2, · · · , rN ) dr1 · · · drN (12)
where V = |V|.
The last expression in (11) indicates that
〈(∑N
p=0
∏
j 6=p (1−Hjp)
)(∑
g∈GS\{p}
N
Hg
)〉
is made up to two terms; the first
corresponds to the case where all nodes within the system boundaries are connected to each other but not to node 0, while the
second term represents the case where node j, j ≥ 1, is isolated while node 0 is connected to at least one node on the interior.
Each of these terms is analyzed next.
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Consider the first average term in (11). We refer to this term as the exterior node isolation probability.〈
N∏
j=1
(1−H0j)
∑
g∈GS\{0}N
Hg
︸ ︷︷ ︸
≈1
〉
≈
〈
N∏
j=1
(1−H0j)
〉
=
1
V N
∫
VN
N∏
j=1
(1−H0j) dr1 · · · drN
=
[
1
V
∫
V
(1−H01) dr1
]N
=
[
1− 1
V
∫
V
H01dr1
]N
≈ e−ρ
∫
V
H01dr1
(
1 + O
(
ρ2
N
))
(13)
where ρ = NV represents the density of the system and the last approximation holds in a homogeneous network and for large
N . The interested reader is referred to equations (7) and (8) in [15] for further discussion on this approximation. Under the
same assumptions, the second summation in (11) becomes
N∑
p=1
〈
(1−H0p)
∏
j=1,··· ,N,j 6=p
(1−Hjp)
∑
g∈GS\{ρ}N0
Hg
〉
≈ N
〈
(1−H0N )
N−1∏
j=1
(1−HjN )
〉
=
N
V N
∫
VN
(1−H0N )
N−1∏
j=1
(1−HjN ) dr1 · · · drN
=
N
V
∫
V
(1−H0N )
(
1− 1
V
∫
V
H1Ndr1
)N−1
drN
≈ ρ
∫
V
e−ρ
∫
V
H1Ndr1drN − ρ
∫
V
H0N
(
1− 1
V
∫
V
H1Ndr1
)N−1
drN (14)
where the approximations in (14) follow the same procedures as in (13) [15]. Depending on the system configuration, either
of the average terms in (11) can have a more pronounced effect on the full connection probability. Under the assumptions of
a high internal node density and a small gap in the boundary, the probability that all nodes being connected would be mostly
influenced by whether the external node is connected to at least one other node. Consequently, the contribution of (14) on the
full connectivity of the network would be negligible. We analyze such scenarios in this contribution and focus on the term in
(13).
2) Pair-Connected Functions and Connectivity Mass: In this subsection, we will use the recently established notion of
connectivity mass of the pair connectedness function, H01, for the analysis of the full connection probability [15]. Typically,
the connectivity mass is defined as the integral of the pair connectedness function over all configurations. The pair connectedness
function in the scenario under investigation can be viewed as the complement of the information outage probability, Pout,
which can be expressed as [27]
Pout = P
(
log2(1 + SNR× |h|2) < R0
)
= P
(
|h|2 < 2
R0 − 1
SNR
)
(15)
where |h|2 is the channel gain between two nodes, R0 is the minimum information rate and the signal-to-noise ratio is a
quantity that is proportional to
SNR ∝ GTGRr−ηαc (16)
where GT and GR are the antenna gains at the transmit and receive nodes respectively which is unity under isotropic radiation,
r is the dimensionless distance (relative to the signal wavelength) between the connected nodes, α is the dimensionless factor
representing the amount of signal attenuation upon collision/reflection with the boundaries [28], c is the number of reflections
in the signal trajectory and η is the environment dependent path loss exponent. Typical values of η are 2 under the free space
path loss assumption and η > 2 for dense or crowded environments. In the previous work analyzing wireless connectivity in
confined geometries [15], a fair assumption was made that a Rayleigh fading channel is present and the random variable |h|2 is
exponentially distributed. However, since we are considering reflected signals as well in this paper, a more appropriate model
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for the channel fading would be the Rician fading model [27]. Such a fading model is particularly suitable when a strong
signal can be observed at the receiver along with other weaker signals. The stronger signal typically is the one that travels the
shortest path, and equivalently, undergoes fewer reflections before reaching the destination node.
The channel power density of a Rician fading channel is given by [27]
fX(x) = ω
−1(K + 1)e−(K+ω
−1(K+1)x)I0
(√
4K(K + 1)x
ω
)
(17)
where K is the Rice factor, generally taken to be greater than unity (with typical values around 4 or 5 being reasonable for this
work), ω is a channel dependent parameter and I0 is the modified Bessel function of the first kind. The cumulative distribution
function is
FX(x) = 1−Q1
(√
2K,
√
2(K + 1)x
ω
)
(18)
where Q1(a, b) is the Marcum Q-function. It follows that the connection probability for a pair of nodes is
H = 1− Pout
= Q1
(√
2K,
√
2(K + 1)βrηα−c
)
(19)
where β is a proportionality constant dependent on parameters such as frequency of transmission, transmit power and system
scaling. For practical situations, it is often the case that β ≪ 1.
Let us first consider the connectivity mass function involving the H01 term. With reference to (13) and assuming a path loss
exponent of η = 2 (free space path loss),
∫
V
H01dr =
C∑
c=0
∫ θ
φ
(c)
min
∫ r(c)max(φ)
r
(c)
min(φ)
rQ1
(√
2K,
√
2(K + 1)βr2α−c
)
drdφ (20)
It should be noted that the above expression is valid for the two-dimensional rectangular domain presented earlier. Similar
techniques can be followed for other geometries.
To move forward in the analysis and perform the integration, we use the approximation of the Marcum Q−function presented
in [26], i.e., Q1(a, b) is approximated by exp (−eνbµ) where ν and µ are parameters dependent on the parameter a, which in
our case is equal to
√
2K. It follows that
∫
V
H01dr =
C∑
c=0
∫ θ
φ
(c)
min
∫ r(c)max(φ)
r
(c)
min(φ)
re−λcr
µ
drdφ
=
C∑
c=0
∫ θ
φ
(c)
min
λ
− 2
µ
c
µ
[
γ
(
2
µ
, λc(r
(c)
max(φ))
µ
)
− γ
(
2
µ
, λc(r
(c)
min(φ))
µ
)]
dφ (21)
where λc = e−ν
√
2(K + 1)βα−c, γ(., .) is the lower incomplete gamma function and C is the maximum number of reflections
considered. Typically, more than five collisions/reflections with obstacles would result in the signal being too heavily attenuated
to be recovered, especially for high frequency transmission, such as at 60 GHz. It should be noted that in (21), only the region
to the left of node 0 in Fig. 2 is considered for conciseness. Extending the results for the general case is straightforward.
To enable the integration of the lower incomplete gamma function with respect to the parameter φ, we consider its series
expansion. Referring to (5) and under the practical assumption that θ is small (a ‘keyhole’ gap), the expansion about φ = 0 can
be taken for the term involving r(c)max(φ). However, considering the definition of rmin(φ) in (4), it is realized that an expansion
about φ = 0 may not be appropriate given that the cosecant function is not defined at the origin. Instead, an expansion about θ2
is taken. The corresponding expansion of the lower incomplete gamma functions are as expressed in (22) to (25) given below.
γ
(
2
µ
, λc ((c+ 1)w + |y0|)µ secµ φ
)
≈ γ
(
2
µ
, λc ((c+ 1)w + |y0|)µ
)
+
µ
2
λ
2
µ
c ((c+ 1)w + |y0|)2 e−λc((c+1)w+|y0|)
µ
φ2 + O(φ4) (22)
γ
(
2
µ
, λc
(
2(cw + |y0|) sin(θ)
sin(θ + φ)
)µ)
≈ γ
(
2
µ
, 2µλc
(
(cw + |y0|) sin(θ)
sin(3θ/2)
)µ)
−A cot
(
3θ
2
)(
φ− θ
2
)
−
AB
(
φ− θ
2
)2
+ O
(
φ− θ
2
)3
(23)
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)
with the approximation in (23) for c = 1, K = 4, β = 10−3,w = 20, L = 100, ǫ = 0.3, y0 = −2, θ =
tan−1
(
ǫ
2y0
= 0.0749
)
.
where
A = 4µ
sin2(θ)
sin2
(
3θ
2
) (cw + |y0|)2λ 2µc exp(−2µλc(cw + |y0|)µ sinµ(θ)
sinµ(3θ/2)
)
(24)
B =
1
4 sin2(3θ/2)
(
4µµλc
(
(cw + |y0|) cos(θ/2)
1 + 2 cos(θ)
)µ
(1 + cos(3θ))− 2(2 + cos(3θ))
)
. (25)
To show the suitability of the expansions for the above integration, we plot the actual and approximated values of the
corresponding lower incomplete gamma functions in Fig. 4 and 5. It can be observed that over the range of integration
(c.f., (21)), the approximated values are reasonably close to the actual ones. Similar observations can be made for larger values
of θ than those considered in the plot.
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Fig. 6. System model for 3-D case; the gap in the lower boundary can take any shape.
Substituting (22) and (23) into (21) leads to
∫
V
H01dr ≈ λ
− 2
µ
0
µ
∫ θ
0

 γ
(
2
µ , λ0(w + |y0|)µ
)
− γ
(
2
µ , λ0|y0|µ
)
+
µφ2
2 λ
2
µ
0
(
(w + |y0|)2e−λ0(w+|y0|)µ − |y0|2e−λ0|y0|µ
)

 dφ
+
C∑
c=1
λ
− 2
µ
c
µ
∫ θ
φ
min(c)

 γ
(
2
µ , λc ((c+ 1)w + |y0|)µ
)
+ µφ
2
2 λ
2
µ
c ((c+ 1)w + |y0|)2 e−λc((c+1)w+|y0|)µ−
γ
(
2
µ , 2
µ(cw + |y0|)µλc sin
µ(θ)
sinµ(3θ/2)
)
+
(
φ− θ2
)
cot(3θ2 )A+AB
(
φ− θ2
)2

 dφ
=
λ
− 2
µ
0
µ

 θ
(
γ
(
2
µ , λ0(w + |y0|µ)
)
− γ
(
2
µ , λ0|y0|µ
))
+
µθ3
6 λ
2
µ
0
(
(w + |y0|)2e−λ0(w+|y0|)µ − |y0|2e−λ0|y0|µ
)


+
C∑
c=1
λ
− 2
µ
c
µ


(
θ − φ(c)min
)(
γ
(
2
µ , λc ((c+ 1)w + |y0|)
µ − γ
(
2
µ , 2
µ(cw + |y0|)µλc sin
µ(θ)
sinµ(3θ/2)
)))
+A2 cot
(
3θ
2
)(
θ2 −
(
φ
(c)
min
)2)
+ AB3
(
θ3
8 −
(
φ
(c)
min − θ2
)3)
+µ6
(
θ3 − (φ(c)min)3
)
λ
2
µ
c ((c+ 1)w + |y0|)2 e−λc((c+1)w+|y0|)µ

 . (26)
Recall that the first average term in (11) corresponds to the exterior node isolation probability. For the sake of completeness,
we have presented the method of evaluating the second average term in (11) in A.
D. Extension to the 3−D Case
In the previous subsection, a simple 2-D system was considered. Nevertheless, extension of the analysis to more practical
3-D systems is straightforward, as will be shown here. Consider a system model as shown in Fig. 6 and let the gap in the
lower boundary take any shape. Similar to the 2-D case, we assume that the length and depth of the system, L, is much greater
than the height w for the same reasons as previously mentioned.
In this subsection, we focus primarily on the probability of the external node being connected at least one internal node (c.f.,
the first average term in (11)). To define the regions within the system boundaries covered by a given number of reflections
from the boundaries, we make use of the spherical coordinate system such that any point within the geometry can be defined
by three variables, namely, rφ, φ and ϕ. The first variable, rφ, represents the distance from the external node to an arbitrary
point inside the geometry; φ, in this case, corresponds to the inclination with respect to the z−axis while the azimuth angle
with respect to the x−axis is defined by the angle ϕ. Considering a fixed external node at (x0, y0, z0), any point (in Euclidean
space) inside the boundaries can be expressed as a function of this 3-tuple as
x(r, φ, ϕ) = x0 + rφ cos (ϕ) sin (|φ|)
y(r, φ, ϕ) = y0 + rφ sin (ϕ) sin (|φ|)
z(r, φ, ϕ) = z0 + rφ cos (|φ|) . (27)
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Analogous to the 2-D case, the region Dc for c reflections is defined by the following range of distances:
r
(c)
min (φ, ϕ) =
{ |z0|
cosφ , c = 0
2(cw+|z0|) sin(θ(ϕ))
sin(θ(ϕ)+φ) , c > 0
r(c)max (φ, ϕ) =
(c+ 1)w + |z0|
cos(φ)
(28)
while
φ
(c)
min (ϕ) =
{
0, c = 0
tan−1 ((c−1)w+|z0|) tan(θ(ϕ))(c+1)w+|z0| , c > 0
(29)
Assuming a Rician fading channel as in the 2-D scenario, the connectivity mass (c.f., (21)) can be evaluated by the integral∫
V
H01dr ≈
C∑
c=0
∫ 2pi
0
∫ θ(ϕ)
φ
(c)
min
∫ r(c)max
r
(c)
min
exp(−λcrµ)r2 sinφ dr dφ dϕ
=
C∑
c=0
∫ 2pi
0
∫ θ(ϕ)
φ
(c)
min
λ
− 3
µ
c
µ
[
γ
(
3
µ
, λc (rmax)
µ
)
− γ
(
3
µ
, λc (rmin)
µ
)]
sinφ dφ dϕ (30)
where λc = eνκµc . Using similar approximations as in (23) and assuming a circular gap on the lower face of the system, the
integral evaluates to (31).
∫
V
H01dr ≈ 2πλ
− 3
µ
0
µ


− cos (θ(ϕ))
(
γ
(
3
µ , λ0(w + |z0|µ)
)
− γ
(
3
µ , λ0|z0|
)µ)
+(−2− (−2 + θ(ϕ)2) cos(θ(ϕ)) + 2θ(ϕ) sin(θ(ϕ))) µ2λ 3µ0 ×(
(w + |z0|)2e−λ0(w+|z0|)µ − |z0|2e−λ0|z0|µ
)


+ 2π
C∑
c=1
λ
− 3
µ
c
µ


(
γ
(
3
µ , λc ((c+ 1)w + |z0|)µ
)
− γ
(
3
µ , 2
µλc(cw + |z0|)µ sin
µ(θ(ϕ))
sinµ( 3θ(ϕ)2 )
))
(
cos(φ
(c)
min)− cos(θ(ϕ))
)
+µ2λ
3
µ
c ((c+ 1)w + |z0|)2 e−λc((c+1)w+|z0|)µC3d + cot(3θ(ϕ)/2)A3dD3d +A3dB3dE3d


(31)
where
A3d = 8µ
sin3(θ(ϕ))
sin3
(
3θ(ϕ)
2
)(cw + |z0|)3λ 3µc exp(−2µλc(cw + |z0|)µ sinµ(θ(ϕ))
sinµ(3θ(ϕ)/2)
)
B3d =
1
2
(
cot2
(
3θ(ϕ)
2
)(
4µµλc
(
(cw + |z0|) cos(θ(ϕ)/2)
1 + 2 cos(θ(ϕ))
)µ
− 4
)
− 1
)
C3d = −
(
θ(ϕ)2 − 2) cos (θ(ϕ)) + ((φ(c)min)2 − 2) cos(φ(c)min)+ 2θ(ϕ) sin (θ(ϕ)) − 2φ(c)min sin(φ(c)min)
D3d = −θ(ϕ)
2
2
cos (θ(ϕ)) +
(
φ
(c)
min −
θ(ϕ)
2
)
cos
(
φ
(c)
min
)
+ sin (θ(ϕ)) − sin
(
φ
(c)
min
)
E3d = −1
4
(
θ(ϕ)2 − 8) cos (θ(ϕ)) + 1
4
(
−8 + (θ(ϕ)− 2φ(c)min)
)
cos
(
φ
(c)
min
)
+ θ(ϕ) sin (θ(ϕ))
+
(
θ(ϕ)− 2φ(c)min
)
sin(φ
(c)
min). (32)
E. Numerical Results and Discussion
1) 2-D Scenario: We first compare the theoretical results in (26) with simulation results for this function plotted against α
in Fig. 7. For the purpose of this simulation, we consider a simple example where the dimension of the boundaries are w = 20
and L = 100 units and the size of the gap is ǫ = 0.3 units. As described in Section II-A, we assume that the horizontal
positioning of node 0 is half-way between the gap and we set y0 = −2. With these parameter values, θ is seen to be equal to
tan−1
(
0.15
2
)
radians. Furthermore, ρ = 0.1 and the system dependent parameter is chosen to be β = 10−3 in this example.
It should be noted that although the value chosen for β is arbitrary, this value is of the same order as that which would be
obtained with practical values of transmit power, transmission frequency and average fade margin. The simulated results were
obtained by finding the number of occurrences over which node 0 could not connect to any other nodes while all nodes inside
the system were fully connected over 10000 different realizations of the channels and node locations. The closeness of the
theoretical and simulated results validates the derivation of the connectivity mass above.
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Fig. 7. Comparison of theoretical and simulation results of the external node isolation probability, ǫ = 0.3, w = 20, L = 100, y0 = −2, ρ = 0.1,
θ = tan−1
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Fig. 8. Effect of y0 on the external node isolation probability, ρ = 0.1, w = 20, L = 100, ǫ = 0.3, α = 0.6, K = 4, C = 6.
Furthermore, we are interested in investigating the effects of each of the system parameters on the exterior node isolation
probability. We first analyze the effects of y0 on this value, assuming α = 0.6, ρ = 0.1, β = 10−3 and K = 4 for the
Rician fading channel. Results are shown in Fig. 8. As expected, a smaller value of |y0| leads to a decrease in e−ρ
∫
H01dr1
.
As node 0 moves closer to the gap, the value of θ increases, resulting in a larger area being covered with successive numbers
of reflections from the boundaries. This in turn increases the probability of the external node being connected to one of the
internal nodes. Analysis of the plot also indicates that as the width of the system is increased (at a fixed density of ρ = 0.1),
the probability that node 0 does not connect to any other nodes decreases. Such an observation is attributed to a larger LOS
region for systems with larger values of w. Similarly, the areas covered by successive reflections are increased as well. As
such, there is a higher chance that the external node can connect to another node on the interior as the signal travels a shorter
path and undergoes a lower number of reflections. On that account, the signal attenuation is lower.
The effects of individual reflections is investigated next. To illustrate the benefits of considering reflections in the connectivity
analysis, the effect of increasing numbers of reflections considered is illustrated in Fig. 9. It can be seen from the figure that
the probability of node 0 not connecting to an internal node decreases as more reflections are considered, especially for large
values of α. However, it can also be observed from the plot that the influence of three or more reflections is negligible on
this outage probability. This observation is due to the length scale relative to the system size, including the value of β chosen
for the simulations. Choosing much smaller values for this parameter (for e.g., 10−5 or less) may lead to a higher connection
probability as the number of reflections increases. Nevertheless, as previously stated, the focus of this contribution is on very
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Fig. 9. Effects of the number of reflection on the probability of node 0 not connecting to an internal node, w = 15, y0 = −2, L = 100, β = 10−3,
ρ = 0.1, ǫ = 0.3, θ = 0.0749, K = 4, C = 6.
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Fig. 10. Effect of gap length on the probability of the node 0 not connecting to an internal node, w = 20, L = 100, β = 10−3, ρ = 0.1, α = 0.75,
K = 4.
high frequency communication systems. Under such transmission parameters, a larger value of β would arise. Signal quality
degradation as a function of distance covered is more pronounced. Thus, even though the signal is not attenuated on hitting an
obstacle (α = 1), the longer path of a reflected ray often implies that the received signal at a node far from the gap is often
unrecoverable.
Another system parameter expected to affect the connectivity of this network is the gap length, ǫ. The effect of this parameter
is investigated in Fig. 10. The smaller the gap size (equivalent to a smaller value of θ), the higher is the probability of node 0
not connecting to any other internal node. Recognizing the logarithmic scale of the vertical axis in the plot, it can be deduced
the exterior node isolation probability would decay exponentially with increasing size of the gap. This can also be inferred
from (26) where for θ ≪ 1, ∫ H01dr = O (θ).
2) 3-D Scenario: Using a similar procedure as in the preceding subsection, we analyze the suitability of the derived
expression by comparing it with results from Monte Carlo simulations. Results are shown in Fig. 11. In this plot, a circular
gap of radius 0.1 is assumed, z0 is set to −2, β = 10−3 and K = 4. Similar to the 2-D scenario, the plot indicates that the
approximations used in the derivations of the connectivity mass are appropriate for the analysis of the system.
Following the same approach as for the 2-D scenario, we analyze the effects of the reflected rays on the outage probability
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Fig. 11. Comparison of outage probability based on theoretical results and simulation data for the 3-D case, with w = 20, L = 100, β = 10−3, z0 = −2,
gap radius ǫ = 0.1, ρ = 0.08, K = 4, C = 6.
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Fig. 12. Analysis of the contribution of reflected signals on the outage probability for the 3-D case, w = 20, L = 100, β = 10−3, z0 = −2, ρ = 0.1,
ǫ = 0.1, K = 4, C = 6.
of the system. This effect is illustrated in Fig. 12 where the same parameter values as above are used. As previously observed,
the contributions of signals undergoing more than 2 reflections on the connectivity is negligible given the system parameters
(c.f., Fig. 9).
On the other hand, the effect of the radius of the gap in illustrated in Fig. 13, while the relation between the outage probability
and the distance of the external node from the gap is shown in Fig. 14. Similar to the 2-D system, an increase in the value of
w (corresponding to the height of the system) or increasing size of the gap results in a lower outage probability. The reasons
for such behavior is as previously stated, namely, a larger LOS region is obtained. However, the rate of decrease of the outage
probability in the 3-D case differs from the simple 2-D case. Such an observation can be credited to the way in which the
areas (volumes) of the spaces covered by signals undergoing reflections with the boundaries behave in the two systems. To
illustrate this point, let us consider the ratio of areas (volumes) covered by the LOS signals and signals that are reflected once
from the boundaries. For the 2-D case, we refer to the area covered by the LOS signals by a0 while the area covered after
one reflection is referred to as a1. Similarly, we use v0 and v1 to represent to respective volume of space in the 3-D system.
It can easily be shown that
a1
a0
=
3w + 2|y0|
w + 2|y0| =
3+ 2 |y0|w
1 + 2 |y0|w
= 1 +
2
1 + 2 |y0|w
(33)
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Fig. 13. Effect of the size of the gap on the outage probability for the 3-D case, w = 20, L = 100, β = 10−3, α = 0.75, z0 = −2, ρ = 0.1, K = 4,
C = 6.
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Fig. 14. Effect of the distance of the external node to the gap, z0, on the external node isolation probability in the 3-D system, L = 100, β = 10−3,
α = 0.75, ρ = 0.1, K = 4, C = 6.
while
v1
v0
= 1 +
|z0|3 − 2(w + |z0|)3 + (2w + |z0|)3
(w + |z0|)3 − |z0|3
= 1 +
6
(
1 + |z0|w
)
1 + 3 |z0|w + 3
(
|z0|
w
)2 (34)
Clearly, the rates at which the connection probabilities change with respect to w while considering reflections are different in
the two investigated scenarios. In particular, in the case of the external node being close to the boundary, i.e., lim|y0|→0 or
lim|z0|→0, the ratio in the above expressions limits to 2 for the 2−D case, while the ratio limits to 6 in the 3−D case.
It should be noted that in the system model under investigation, there are numerous parameters that affect the full connectivity
of the network. Due to space restrictions, it is not possible to delve in each possible combination that would increase the
connection probability. The reader should however bear in mind that further analysis can be readily carried based on the
expressions presented in this paper.
III. TRANSPORT PROBLEM
In this section, we study the connectivity in the second scenario, namely when both transmitting and receiving nodes are
located outside the main system. This study is comparable to the work done in [19] where the transport problem is investigated
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Fig. 15. System model for the transport problem; case 1, where the gaps are on opposite sides of the boundaries.
for the stadium billiard. Such a scenario can have a number of practical applications. For instance, it may model the situation
where nodes are located in different rooms next to small openings. While it is possible to consider the case where multiple
nodes are located within the main system and derive the full connection probability as for the escape problem, we restrict
our analysis to the case where nodes are only located outside the system. In doing so, we avoid the repetition of the results
presented in the preceding section. The derivation of the full connection probability of all nodes within the boundaries, and
those external to the system close to the two gaps is a simple extension of the escape problem presented above.
We investigate two cases for this problem. In the first case, it is assumed that the gaps are on opposite sides of the boundaries,
while in the second case, the gaps are assumed to be on the same side. In either case, the consideration of reflected rays has
a considerable impact on the connectivity of the network.
A. System Geometry
1) Case 1: Gaps on Opposite Sides: Consider the system model shown in Fig. 15. Let the two nodes located at positions
(x0, y0) and (x1, y1) represent a transmitter and receiver node respectively. Assume that the positions of the gaps are fixed
with the corresponding coordinates on the lower boundary of xl1 and xl2 , and xu1 and xu2 for those on the upper boundary.
Depending on the locations of the gaps and the nodes, a LOS transmission may not be possible, in which case, the only
way for the nodes to communicate would be through reflections from the system boundaries. Similar to the escape problem,
we assume that xl1 ≤ x0 ≤ xl2 and xu1 ≤ x1 ≤ xu2 and let the maximum angle of a ray escaping the gap measured from
the vertical axis be θ = tan−1 x0−xl1|y0| .
Referring to the figure, it is obvious that a direct connection is not possible if x0 − (|y0| + w) tan θ > xu2 . Under such
conditions, the only trajectories for the signal would be through an even number of collisions. Assuming the signal undergoes
a total of c reflections, the range of angles for a signal escaping the lower gap and entering the upper gap is
φ
(c)
min (φ) = tan
−1
(
x0 − xu2
(c+ 1)w + |y0|
)
(35)
φ(c)max (φ) = min
(
θ, tan−1
(
x0 − xu1
(c+ 1)w + |y0|
))
(36)
The corresponding set of distances traveled would then be
r
(c)
min =
(c+ 1)w + |y0|
cosφ
(37)
r(c)max =
x0 − xu1
sinφ
(38)
It should be noted that in the above, it was assumed that the gaps are not exactly opposite each other. If this were the case,
only direct rays between the nodes would be possible since no reflected rays would enter the upper boundaries after an even
number of reflections.
2) Case 2: Gaps on the Same Side: In the second scenario, it is assumed that the gaps are on the same side of the boundaries.
Thus, connection between nodes outside each gap is only possible after an odd number of reflections as shown in Fig. 16.
Let the positions of the gap be xl1 , xl2 , xl3 and xl4 . Let the positions of the transmitter and receiver nodes be (x0, y0) and
(x1, y1) respectively. For a given transmitter node location, the maximum escape angle from the gap, θ, is given by:
θ = tan−1
(
xl2 − x0
|y0|
)
(39)
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Fig. 16. System model for the transport problem; case 2, where the gaps are on the same sides of the boundaries.
The minimum escape angle which would allow more than one reflection to occur with the boundaries is:
φmin = tan
−1
(
xl2 − x0
2w + |y0|
)
(40)
Given such a geometry, the connection between the two nodes would be possible only after an odd number of reflections. The
angle φ(c), measured from the vertical axis, for the transmitter and receiver node to connect after c reflections is given by
φ(c) = tan−1
(
x1 − x0
(c+ 1)w + |y0|+ |y1|
)
(41)
where c is odd. The minimum number of reflections such that connection would be possible satisfies the relationship that
φmin ≤ φ(c) ≤ θ. For each such path, the distance between the transmitter and receiver nodes is
r(c) = [(c+ 1)w + |y1|+ |y0|] secφ(c) (42)
The same approach as in the previous section can be followed to determine the region covered in the receiver gap for a
given transmitter node position and a given number of reflections. In this case, the minimum and maximum escape angles of
a signal from the transmitter gap are given by:
φ
(c)
min = tan
−1
(
xl3 − x0
(c+ 1)w + |y0|
)
(43)
φ(c)max = min
(
θ, tan−1
(
xl4 − x0
(c+ 1)w + |y0|
))
(44)
while the range of distance for a given angle φ is
r
(c)
min (φ) =
xl3 − x0
sinφ
=
(c+ 1)w + |y0|
cosφ
(45)
r(c)max (φ) =
xl4 − x0
sinφ
(46)
where xl3 , xl4 and x0 are assumed fixed.
B. Analysis of Connection Probability
Let a single node be located close to each gap. Given the geometries considered, it can be assumed that a Rician fading
channel is present, where the signal undergoing the shortest path and minimum number of reflections is the strongest (equivalent
to a LOS) signal. Similar to the derivations in the previous sections, the connection probability between a transmitter and
receiver node given a minimum acceptable data rate of R0 is H01 ≈ exp (e−νbµ). The connection probability averaged over
all configurations between the pair of transmitter and receiver nodes can be expressed as:
1
V0V1
∫
r0
∫
r1
H01dr1dr0 (47)
where V0 and V1 are the areas of the regions where the transmitter and receiver nodes can reside. It is straightforward to extend
the above derivations to determine the full connectivity if nodes are present within the system boundaries. In that case, each
gap can be analyzed using the same approach as the escape problem as derived previously.
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1) Case 1: Assuming that the gap locations and sizes are fixed, for a given node 0 position, the integral of H01 yields∫
r1
H01dr1 =
C∑
c=cmin
c is even
∫ φ(c)max
φ
(c)
min
∫ r(c)max,φ
r
(c)
min,φ
rH01drdφ
=
1
µ
C∑
c=cmin
c is even
∫ φ(c)max
φ
(c)
min
λ
− 2
µ
c
[
γ
(
2
µ
,
(
r(c)max
)µ
λc
)
− γ
(
2
µ
,
(
r
(c)
min
)µ
λc
)]
dφ
=
1
µ
C∑
c=cmin
c is even
∫ φ(c)max
φ
(c)
min
λ
− 2
µ
c
[
γ
(
2
µ
,
(
x0 − xu1
sinφ
)µ
λc
)
− γ
(
2
µ
,
(
(c+ 1)w + |y0|
cosφ
)µ
λc
)]
dφ (48)
where cmin is the minimum number of reflections that would allow connection between the two nodes. To perform the integration
with respect to φ, a series expansion can be used again. However, in contrast to the escape problem where it was reasonable
to assume that φ would be close to 0, such an assumption may not always be valid in this scenario. At the expense of less
concise expressions, the expansion is performed about φ˜c =
φ
(c)
min+φ
(c)
max
2 and given in (49).
γ
(
2
µ
,
(
x0 − xu1
sinφ
)µ
λc
)
≈ γ
(
2
µ
, cscµ(φ˜c)(x0 − xu1)µλc
)
−At(φ − φ˜c) cot(φ˜c)
+
AtBt
2
(φ − φ˜c)2 + O(φ− φ˜c)3
γ
(
2
µ
, λc ((c+ 1)w + |y0|) secµ(φ)
)
≈ γ
(
2
µ
, λc ((c+ 1)w + |y0|)µ secµ(φ˜c)
)
+Dt tan(φ˜c)(φ − φ˜c)
−DtEt
2
(φ− φ˜c)2 (49)
where
At = e
−λc(x0−xu1)µ cscµ(φ˜c)µλ
2
µ
c (x0 − xu1)2 csc2(φ˜c)
Bt = csc
2(φ˜c)
[
2 + cos(2φ˜c)− µλc cos2(φ˜c)(x0 − xu1 )µ cscµ(φ˜c)
]
Dt = e
−λc((c+1)w+|y0|)µ secµ(φ˜c)µλ
2
µ
c ((c+ 1)w + |y0|)2 sec2(φ˜c)
Et = sec
2(φ˜c)
[
−2 + cos(2φ˜c) + µλc ((c+ 1)w + |y0|)µ secµ(φ˜c) sin2(φ˜c)
]
Substituting the above approximations in (48) results in:∫
r1
H01dr1 =
1
µ
C∑
c=cmin
c is even
(
φ(c)max − φ(c)min
)(
γ
(
2
µ
, cscµ(φ˜c)(x0 − xu1 )µλc
)
− γ
(
2
µ
, λc ((c+ 1)w + |y0|)µ secµ(φ˜c)
))
−
(
At cot(φ˜c) +Dt tan(φ˜c)
)((φ(c)max)2
2
− φ(c)maxφ˜c −
(φ
(c)
min)
2
+ φ
(c)
minφ˜c
)
+
1
6
(AtBt +DtEt)
[(
φ(c)max − φ˜c
)3
−
(
φ
(c)
min − φ˜c
)3]
+ O(φ(c)max − φ(c)min)4
≈ 1
µ
C∑
c=cmin
c is even
(
φ(c)max − φ(c)min
)(
γ
(
2
µ
, cscµ(φ˜c)(x0 − xu1)µλc
)
− γ
(
2
µ
, λc ((c+ 1)w + |y0|)µ secµ(φ˜c)
))
(50)
The novelty in this approach to analyzing wireless connectivity is the consideration of signal reflections from the boundaries.
To illustrate this effect, the contribution of each received signal to
∫
H01dr1 after undergoing a given number of reflections is
shown in Fig. 17 for different values of w. For these plots, a Rician fading model with K = 4 was assumed, with β = 10−3,
α = 0.85, |y0| = 2, gap lengths of 0.3, xl1 = 15, xu1 = 14.5, while the corresponding value of θ = 0.0749. Under these
simulation parameters, the minimum number of reflections for every value of w considered is 0. Thus, the reference to the
first received signal in the plot corresponds to the LOS signal, the second received signal is the one that undergoes reflections
and so on. As expected, the effect of signals undergoing higher number of reflections is less significant.
We next investigate the effect of the size of the gap on the connectivity mass. This is illustrated in Fig. 18. Similar to
previous observations, it can be seen that the larger the gap, the larger is the value of the integral
∫
H01dr1. Consequently, the
outage probability decreases with increasing gap length. Such a behavior is intuitive since a larger gap length is synonymous
of a larger LOS region.
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Fig. 18. Effect of gap length on the connectivity mass for the transport problem, w = 10, L = 100 y0 = −2, β = 10−3, α = 0.85, K = 4.
In Fig. 19, we present the effect of the distance y0 on the connectivity mass of the system. For these sets of simulations,
we assume that α = 0.85. From the plot, it can be observed that as node 0 moves closer to the boundary of the system, the
connectivity mass decreases, which implies a larger outage probability. Such an observation is different to what was observed
for the escape problem. This behavior can however be easily explained by considering the geometry of the system. Given
the positioning of the gaps (same as in the above simulations), moving node 0 closer to the gap actually leads to smaller
coverage area for the LOS region which leads to a smaller connectivity mass. On the other hand, moving this node closer to
the boundary also leads to a wider area being covered by the reflected paths that can enter the gap on the upper boundary.
This explains the different rates at which the two curves decrease in the figure.
IV. CONCLUSION
In this paper, the connectivity of networks in confined geometries has been investigated wherein signal reflections from
the boundaries have been explicitly considered. In particular, the full connection probability of a network where at least one
node is located outside the main geometry has been investigated. This paper has provided an in depth mathematical analysis
of how the connectivity of such networks is affected by various system parameters, such as the physical dimensions of the
geometry, the size of the opening on the boundary and the reflectivity properties of the boundaries. Although the connectivity
was initially studied for a simple 2-D system, it was shown that the analysis can be easily extended to more practical 3-D
systems. It is believed that this contribution will provide the framework for further analysis of the connection probability of
networks residing in convex as well as non-convex geometries.
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APPENDIX
Derivation of the Second Average Term in (11)
We present the method of evaluating the second average term in (11) in this section. As previously stated, this average term
would be negligible under the system configuration considered in this paper. This term refers to the probability that one
internal node is not connected to the remaining nodes and involves the evaluation of the integral
∫
H1Ndr1, where H1N is
the pair-connectedness function between nodes 1 and N , both of which are internal to the system. Since the space enclosed
by the boundaries is convex in our model, a LOS path or direct connection is possible between any pair of nodes1. On
the account that reflected signals would typically be weaker than the direct or LOS signal, reflections from the boundaries
are not explicitly considered in this part of the analysis. However, a Rician fading model is still assumed. In that case,
H1N = Q1
(√
2K, r
√
2(K + 1)β
)
, which leads to∫
H1Ndr1 =
∫ w
0
∫ L
0
exp
(
νrµ(2(K + 1)β)
µ
2
)
dx1dy1
=
∫ w
0
∫ L
0
exp
(
λˆ
(
(x1 − xN )2 + (y1 − yN )2
)µ
2
)
dx1dy1 (51)
where λˆ = ν(2(K + 1)β)µ/2. It is realized that evaluating the above integrals can be very challenging, even while using the
approximation of the Marcum Q−function as performed earlier. While the connectivity mass under the assumption of Rayleigh
fading for a square has been derived in [15], it is not possible to directly extend the work to the Rician fading case. Given the
difficulty in evaluating the integral of the above exponential term, another approximation to the Marcum Q-function is made,
namely, Q(a, b) ≈ exp (−eν2b2). Compared to the previous approximation, the exponent on the variable b has been changed
from µ to 2. Similar to the method used in [26], the derivation of the parameter ν2 for a given value of K can be obtained
by minimizing the sum of square errors (SSE) between the actual and approximate function. With this approximation,∫
H1Ndr1 =
∫ w
0
∫ L
0
e−λˆ(x1−xN )
2
e−λˆ(y1−yN )
2
dx1dy1
=
π
4λˆ
f(xN , L)f(yN , w) (52)
where f(x, l) =
(
erf
(
(l − x)
√
λˆ
)
+ erf
(
x
√
λˆ
))
. The first integral term in (14) then becomes
ρ
∫
e−ρ
∫
H1Ndr1drN = ρ
∫ w
0
∫ L
0
exp
(
−ρ π
4λˆ
f(xN , L)f(yN , w)
)
dxNdyN (53)
1Throughout this paper, we have assumed that any node does not shadow the signals from other nodes.
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To evaluate the above integral, the series expansion of f(xN , L) and f(yN , w) about L/2 and w/2 respectively can be taken,
which corresponds to the points at which the functions are maximum.
f(xN , L) ≈ 2erf
(√
λˆ
L
2
)
−
(
xN − L
2
)2
τ1 + O
(
xN − L
2
)3
f(yN , w) ≈ 2erf
(√
λˆ
w
2
)
−
(
yN − w
2
)2
τ2 + O
(
yN − w
2
)3
(54)
where τ1 = 2√piLλˆ
3
2 e−
λˆL2
4 and τ2 = 2√piwλˆ
3
2 e−
λw2
4
. Neglecting the terms with the product of variables xN and yN in the
expansion of f(xN , L)f(yN , w) leads to∫ w
0
∫ L
0
e−ρ
∫
H1Ndr1dxNdyN ≈
∫ w
0
∫ L
0
e
−ρ pi
4λˆ
[
4erf
(√
λˆL2
)
erf
(√
λˆw2
)
−2τ2erf
(√
λˆL2
)
(yN−w2 )2−2τ1erf
(√
λˆw2
)
(xN−L2 )2
]
= e
−ρpi
λˆ
erf
(√
λˆL2
)
erf
(√
λˆw2
) ∫ w
0
∫ L
0
eσ1(yN−
w
2 )
2
eσ2(xN−
L
2 )
2
dxNdyN
= e
−ρpi
λˆ
erf
(√
λˆL2
)
erf
(√
λˆw2
) ∫ w
2
√
σ1
−w2
√
σ1
∫ L
2
√
σ2
−L2
√
σ2
1√
σ1σ2
ez
2
1+z
2
2dz1dz2
=
2√
σ1σ2
e
−ρpi
λˆ
erf
(√
λˆL2
)
erf
(√
λˆw2
)[ ∫ ϑ
0
(
e
σ2L
2
4 sec
2 φ − 1
)
dφ+
∫ pi
2
ϑ
(
e
σ1w
2
4 csc
2 φ − 1
)
dφ
]
(55)
where σ1 = ρτ1 pi2λˆerf
(√
λˆL2
)
, σ2 = ρτ2
pi
2λˆ
erf
(√
λˆw2
)
and ϑ = tan−1
(
w
√
σ1
L
√
σ2
)
. The last expression in (55) is obtained by
changing the integration to the polar coordinate system. Using
ea sec
2 φ ≈ ea (1 + aφ2)+ O(φ3) (56)
eb csc
2 φ ≈ eb csc2 ϑ − (φ− ϑ)A2 + (φ− ϑ)2B2 (57)
where the series expansion is taken about φ = 0 and φ = ϑ respectively, A2 = 2
(
beb csc
2 ϑ cotϑ csc2 ϑ
)
and B2 =
beb csc
2 ϑ csc2 ϑ
(
1 + 3 cot2 ϑ+ 2b cot2 ϑ csc2 ϑ
)
, (55) approximates to (58).
2√
σ1σ2
e
−ρpi
λˆ
erf
(√
λˆL2
)
erf
(√
λˆw2
)  ϑ
(
e
σ2L
2
4 − 1
)
+ σ2L
2
12 e
σ2L
2
4 ϑ3 +
(
pi
2 − ϑ
)(
e
σ1w
2
4 csc
2 ϑ +A2ϑ− 1
)
−A22
(
pi2
4 − ϑ2
)
+ B23
(
pi
2 − ϑ
)3

 (58)
We now look at the last term in (14). This integral involves two terms, namely H0N and H1N , which corresponds to the
probability of the external node connecting to an internal node and the probability of any pair of internal nodes being connected.
However, as we have identified above, reflections from the system boundaries are considered only for the H0N term.
ρ
∫
H0N
(
1− 1
V
∫
H1Ndr1
)N−1
drN = ρ
∫ ∫
H0Ne
−ρ ∫ H1Ndr1dxNdyN (59)
while the term e−ρ
∫
H1Ndr1 and its integral have been defined above. Consequently, the integral of (59) comprises a sum of
integrals over different Dc, for c = 0, 1, · · · , C as
ρ
∫
H0N
(
1− 1
V
∫
H1Ndr1
)N−1
drN = ρ
C∑
c=0
∫
Dc
e−λ¯cr˜e−ρ
∫
H1Ndr1drN (60)
where r˜ is the effective distance between node 0 and a corresponding internal node and λ¯c = 2(K + 1)βα−cν. Based on our
previous observation, we consider a maximum of 2 reflections and assume that node 0 lies in the middle of the gap. Assuming
that Dc is bounded in the x−direction by x = l(c)b and x = u(c)b (c.f. Section II), the required integral becomes
ρ
∫
H0N
(
1− 1
V
∫
H1Ndr1
)N−1
drN =
2e−ρ
pi
λ
erf(
√
λL2 )erf(
√
λw2 )
∫ w
0


∫ u(0)
b
l
(0)
b
e−λ¯0((xN−x0)
2+(yN−y0)2)eσ1(yN−
w
2 )
2
eσ2(xN−
L
2 )
2
dxN
+
∫ u(1)
b
l
(1)
b
e−λ¯1((xN−x0)
2+(2w−yN−y0)2)eσ1(yN−
w
2 )
2
eσ2(xN−
L
2 )
2
dxN
+
∫ u(2)
b
l
(2)
b
e−λ¯2((xN−x0)
2+(2w+yN−y0)2)eσ1(yN−
w
2 )
2
eσ2(xN−
L
2 )
2
dxN

 dyN (61)
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The first term is the square bracket in (61) can be expressed as in (62)2.∫ w
0
∫ u(0)
b
l
(0)
b
e−λ¯0((xN−x0)
2+(yN−y0)2)eσ1(yN−
w
2 )
2
eσ2(xN−
L
2 )
2
dxNdyN
= e−qx−q
(0)
y
∫ w
0
∫ u(0)
b
l
(0)
b
e(σ2−λ¯0)(xN−px)
2+(σ1−λ¯0)(yN−p(0)y )2dxNdyN
=
e−qx−q
(0)
y√
(σ1 − λ¯0)(σ2 − λ¯0)
∫ √σ1−λ¯0(w−p(0)y )
−
√
σ1−λ¯0p(0)y
∫ √σ2−λ¯0(u(0)b −px)
√
σ2−λ¯0(l(0)b −px)
ez
2
1+z
2
2dz1dz2
(62)
where px = σ2L−λ¯0x0(σ2−λ¯0) , qx = σ2λ¯0
(x0−L/2)2
(σ2−λ0) , p
(0)
y =
σ1w−λ¯0y0
(σ1−λ¯0) and q
(0)
y = σ1λ¯0
(y0−w/2)2
(σ1−λ0) .
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