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ABSTRACT
Generalized Multi-Protocol Label Switching (GMPLS) User-Network Interface
(UNI) client (UNI-C) to UNI network (UNI-N) environments created overlay models
which broke the isolation barriers between the dense wavelength-division multiplexing
(DWDM) world and Internet Protocol (IP) router world. Techniques are presented herein
that support the bridging of a gap in an IP over DWDM environment. By applying aspects
of the presented techniques, a DWDM interface becomes capable of knowing the actual
data rate of a given IP interface. Such information is highly useful in traffic engineering
(TE) decisions and vendor network optimizations.
DETAILED DESCRIPTION
Core dense wavelength-division multiplexing (DWDM) networks historically carry
non-coherent 1G, 2.5G, and 10G services (over, for example, OC-48, OC-192, 1 gigabit
ethernet (GE) and 10GE, OTU2, etc. facilities) as individual channels. Even with a full 96
channels, under a DWDM design where each channel encompasses a 10 gigabit per second
(G) service the effective per-fiber bandwidth usage is 960G (i.e., 96 channels x 10G per
channel). Eventually, with advancements in coherent technology coupled with subnanometer chipset designs, each wave can now easily carry 400G, 600G, 800G, or more
traffic. Using a single wave 200G channel as an example, at present a 96 channel DWDM
network can carry 19 terabits per second (T) – i.e., 96 channels x 200G per channel – worth
of total traffic on each fiber.
As a result, current DWDM service providers have enhanced the theoretical
utilization of fibers. However, while adding services those providers still need to plan for
each fiber’s utilization in such a way that each fiber is used for the maximum possible
bandwidth. For wavelength circuit creation, restoration, and maintenance, a wavelength-
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switched optical network (WSON) or a spectrum-switched optical network (SSON) are
Generalized Multi-Protocol Label Switching (GMPLS) control plane technologies which
support the creation and restoration of a pure wavelength-level circuit or path, providing
operators with a seamless service creation and maintenance experience.
In a complex mesh DWDM network, with a multitude of services, a DWDM service
provider at present does not have any insight into the "real" underlying traffic utilization
of a given wavelength. For example, in the illustrative two node DWDM network that is
depicted in Figure 1, below, a first wavelength, W1, is configured for 100G traffic and a
second wavelength, W2, is configured for 400G traffic.

Figure 1: Illustrative Two Node DWDM Network
As depicted in Figure 1, above, the elements DWDM-1 and DWDM-2 are two core
DWDM devices which accept colored wavelengths and multiplex those wavelengths as a
composite DWDM signal that is then sent to the other element over long-haul fiber. For
simplicity of exposition, a point-to-point network is depicted in Figure 1.
In the above figure, the first example link W1 is shown as a red wave between the
two routers R11 and R12. The client or end-to-end link between those two routers is 100GE.
Additionally, the second example link W2, which is unrelated to the link W1, is shown in
the figure as a green wave between the two routers R21 and R22. The client or end-to-end
link between those two routers is 400GE.
Currently, a DWDM system is only aware of the baud rate that is needed to carry
each service rate. As a result (using the illustrative network that was presented in Figure 1,
above) the DWDM system is then able to allocate the necessary bandwidth (baud rate) to
carry 100GE and 400GE, respectively.
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However, current DWDM systems do not have any way of knowing the actual
usage of the client bandwidth. The above-illustrated DWDM network will assign 100GE
and 400GE worth of bandwidth, but it will not know if the 100GE and 400GE channels are
carrying any real traffic or consuming any actual bandwidth.
In other words, a DWDM system will simply dedicate the needed bandwidth
without being aware of the real underlying traffic utilization. Using the analogy of a water
pipe, a DWDM network is a water system which is aware of a pipe’s thickness but is not
aware of how much water is actually flowing inside of the pipe. However, within such a
system the end routers have the ability to know how much data is actually being sent over
a router interface.
To address the challenge that was described above (i.e., the inability of DWDM
systems to actually know the real bandwidth usage of a given DWDM wavelength)
techniques are presented herein that support a method for determining the real underlying
traffic utilization of each DWDM wavelength, channel, or circuit.
A given DWDM wave is connected to a client router interface, and the client router
interface has some specific data rate such as 10GE, 100GE, 400GE, etc. The existing
GMPLS and WSON User-Network Interface (UNI) creates a circuit connection between
two UNI clients (UNI-Cs) in an optical DWDM network. Such a connection is achieved
through signaling exchanges between UNI-C and UNI network (UNI-N) nodes, where
UNI-C nodes are router devices and UNI-N nodes are optical DWDM devices.
The techniques presented herein encompass two parts, each of which will be briefly
introduced below and then described and illustrated in detail later in the below narrative.
A first part comprises the establishment of DWDM channel circuits, using an
existing methodology, between end client router ports through a GMPLS and WSON
method.
Once a DWDM channel is operational and alarm free on a DWDM layer, a second
part comprises a DWDM device leveraging a UNI-C to UNI-N communication
infrastructure according to the techniques presented herein. Using such a UNI-C to UNI-N
communication infrastructure, under aspects of the presented techniques a router (e.g., a
UNI-C) will periodically update a DWDM (e.g., a UNI-N) with real underlying traffic
utilization information regarding a router port (i.e., a client port of the UNI-C). Such
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updates may be completed through the addition of a new parameter (as will be described
below) to the UNI communication model.
The first part of the techniques presented herein (which, as previously introduced,
comprise the establishment of a DWDM channel or DWDM circuit in a UNI-C to UNI-N
model) may be explicated with reference to a series of six steps involving an exemplary
arrangement.
Figure 2, below, presents the exemplary arrangement and depicts elements of a first
step.

Figure 2: DWDM Channel Circuits – Step 1
During the first step, as illustrated in Figure 2, above, in the existing design
architecture of a UNI-C to UNI-N model an operator may initiate a request for a circuit
between source (e.g., Router A) and destination (e.g., Router Z) interfaces. The detailed
particulars of such a request model may be found in the relevant standards documents.
Figure 3, below, depicts elements of a second step of the first part of the techniques
presented herein.
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Figure 3: DWDM Channel Circuits – Step 2
During the second step, as illustrated in Figure 3, above, through a GMPLS UNI a
Head UNI-C signals to a UNI-N (through a secure out-of-band channel) requesting a path
to the destination.
Figure 4, below, depicts elements of a third step of the first part of the techniques
presented herein.

Figure 4: DWDM Channel Circuits – Step 3
During the third step, as illustrated in Figure 4, above, the UNI-N initiates a
Constrained Shortest Path First (CSPF) search and identifies a best path based on diversity
requirements.
Figure 5, below, depicts elements of a fourth step of the first part of the techniques
presented herein.
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Figure 5: DWDM Channel Circuits – Step 4
During the fourth step, as illustrated in Figure 5, above, the destination UNI-N node
signals the Tail UNI-C and requests that a DWDM interface be set to a specific wavelength.
Figure 6, below, depicts elements of a fifth step of the first part of the techniques
presented herein.

Figure 6: DWDM Channel Circuits – Step 5
During the fifth step, as illustrated in Figure 6, above, the ingress UNI-N signals to
the Head UNI-C to set a DWDM interface to the same wavelength that was established
during Step 4 (as described above).
Figure 7, below, depicts elements of a sixth step of the first part of the techniques
presented herein.
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Figure 7: DWDM Channel Circuits – Step 6
During the sixth step, as illustrated in Figure 7, above, the router interfaces come
up, interior gateway protocol (IGP) adjacencies are formed, and traffic begins to flow.
As described and illustrated in the above narrative, Steps 1 through 6 of the first
part of the techniques presented herein support the establishment of an end-to-end path
under a UNI-C to UNI-N model.
The next portion of the instant narrative turns to the second part of the techniques
presented herein (which, as previously introduced, comprise a UNI-C (i.e., a router)
advertising real underlying traffic utilization information to a UNI-N (i.e., a DWDM
device)).
As described above, the first part of the techniques presented herein support the
establishment of a UNI-C to UNI-N communication channel when an end-to-end circuit is
created. The second part of the presented techniques leverage the existing infrastructure
that is defined in the Optical Internetworking Forum (OIF) UNI. The OIF UNI identifies
two abstract message models, as illustrated in Table 1, below.
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Table 1: OIF UNI Abstract Messages
Abstract Message
Call Query Request

Message Direction

Implicit Signaling

UNI-C  UNI-N & Implicitly signaled in the Connection
UNI-N  UNI-C

Query Request for each connection
within the call.

Call Query Indication

UNI-N  UNI-C & The call information is piggybacked
UNI-C  UNI-N

onto

the

Connection

Query

Indication for each connection within
the call.
The second part of the presented techniques augment the two message models (as
depicted in Table 1, above) through the addition of new attributes to relay information
about a router’s (i.e., a UNI-C’s) real underlying traffic utilization towards a UNI-N (i.e.,
a DWDM device).
According to aspects of the second part of the presented techniques, a connection
query request message may be used to query the state and attributes of a given connection.
Such a connection query request message is sent from (1) a UNI-C to a UNI-N to inquire
about the status and/or the attributes of one or more connections or (2) a UNI-N to either
UNI-C to inquire about the status and/or the attributes of one or more connections.
Further, a connection query indication message returns the status of the specified
connection and the associated attributes. Such a connection query indication message is
sent from (1) a UNI-N to a UNI-C to indicate the status of the connection attributes as
requested previously or (2) a UNI-C to a UNI-N to indicate the status of the connection
attributes as requested previously.
Aspects of the second part of the techniques presented herein employ a connection
query request message (i.e., a request) and a connection query indication message (i.e., a
response) to relay information regarding a router’s (i.e., a UNI-C’s) actual underlying
traffic utilization towards a UNI-N (i.e., a DWDM device). The router maintains an actual
instantaneous data rate computation, in bits per second, over a time interval of X seconds,
where the parameter X may be configurable on a router and is generally referred to as a
"load interval."
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According to the second part of the techniques presented herein, two new attributes
may be added to the connection query request and connection query indication messages.
A first new attribute encompasses a data rate of a UNI-C interface. Through this parameter,
a UNI-N may request that a UNI-C provide the current instantaneous data rate of the UNIC interface. A second new attribute encompasses a load interval. Through this parameter,
a UNI-N may request that a UNI-C provide the current load interval value of the UNI-C
interface.
Through the above-described new attributes (according to the second part of the
techniques presented herein) a UNI-C (e.g., a router) may convey instantaneous data rate
and load interval information to a UNI-N (e.g., a DWDM device) thus making the DWDM
UNI-N aware of the real underlying traffic utilization of the UNI-C interface.
Under the second part of the techniques presented herein, the above-described
request process may be performed in more than one manner. First, a request may be
performed periodically (e.g., every X seconds or minutes) so that a UNI-N obtains more
clear insight into the actual data rate bandwidth usage of a UNI-C router interface. Second,
a request may be trigger-based. For example, a request may be triggered based on a userspecified percentage change in the client real underlying traffic utilization. Third, a request
may also be triggered autonomously by a UNI-N at any point in time based on a needed
design architecture.
As described and illustrated in the above narrative, application of the techniques
presented herein allows a UNI-N DWDM to discover the real underlying traffic utilization
of a UNI-C router interface. Importantly, aspects of the presented techniques may be
employed in a number of use cases.
A first use case supports the execution of traffic engineering decisions. At present,
the design of GMPLS circuit restoration does not account for the real underlying traffic
utilization of a UNI-C router interface. For example, in the event of a failure, when more
than one tunnel or circuit is competing for a common restore path, a system may, through
aspects of the techniques presented herein, give preference to the tunnel which has the
higher real underlying traffic utilization of a UNI-C router interface.
The role of traffic quality of service (QoS) and traffic-shaping and policing are the
jobs of a higher layer (e.g., Layer 2 or Layer 3). The techniques presented herein enable a
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DWDM transport layer to perform transport layer optimization, restoration, and rerouting
decisions keeping actual underlying utilization as the criteria. Transport layer equipment
will not perform traffic shaping or policing and will not attempt to interpret any packet
during the process. Under aspects of the presented techniques, a transport layer cannot read,
open, or interpret a packet from a higher layer. It is just light, optical power, or a modulated
signal and it operates only on optical parameters such as power, Optical Signal-To-Noise
Ratio (OSNR), etc. so there is no likelihood of interference in any case.
A second use case encompasses DWDM network optimization and planning
through the feeding of the necessary real underlying traffic utilization information to a
software engine. The software engine can then propose a re-optimization of a network path.
For example, a client that has very low real underlying traffic utilization may be planned
for a suitable path based on the network requirement.
A third use case supports a new variety of service level agreements between UNIN (e.g., a DWDM device) to UNI-C (e.g., a router) operators. For example, a router which
has a 400GE circuit that is created over a DWDM (e.g., SSON) but that is only using real
underlying bandwidth up to 100GE may be temporarily downgraded to 100GE.
A fourth use case applies to a UNI-N in a routed optical network (RON)
architecture. By design, a RON model is transponder-less. Consequently, the sharing of
UNI-C to UNI-N information may enable additional fault and performance capabilities on
the UNI-N.
It is important to note that the intent of the techniques presented herein is not to
downgrade a service or rate (e.g., from 400G to 100G, etc.) based on the actual underlying
bandwidth usage. Instead, the presented techniques support the triggering of actual
bandwidth usage awareness on the transport (i.e., the DWDM) side. At present, DWDM
channels are purely pipes (wavelengths) of a certain rate or capacity that have no
knowledge of the underlying usage of each such pipe (wavelength). Through aspects of the
presented techniques, a DWDM will know which wave is carrying how much actual data
and that knowledge may, for example, be used for the different purposes that were
described above.
As described and illustrated in the above narrative, aspects of the presented
techniques enable an intelligent transmission system which is capable of taking a decision
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to carry a maximum number of bits per wavelength per fiber. Such an approach ensures
that the cost and the usage of the most significant fibers (e.g., in terms of connectivity
within metropolitan cities) are used to the best utilization (and thus revenue opportunity).
From a service provider perspective, there is an operational and capital cost that is
associated with each fiber location and equipment. If a transport system is augmented
according to aspects of the presented techniques, then the service provider can choose to
maximize the revenue with respect to the cost of each fiber installation location and
equipment.
An aspect of power saving is also possible with the techniques presented herein
through a model encompassing the selection of the shortest of the available paths for
services with the least amount of underlying data. However, such an approach falls
opposite to a model that optimizes the per-fiber, per-bit transport cost. Application of
aspects of the presented techniques may support both of the above-described models.
Figure 8, below, presents elements of an exemplary process flow according to
aspects of the techniques presented herein and reflective of the above discussion.

Figure 8: Exemplary Total Power Consumption Optimization
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Importantly, the techniques presented herein may work seamlessly in a multivendor environment as long as the relevant UNI-C to UNI-N OIF standards are complied
with during a coding and implementation phase. Additionally, aspects of the presented
techniques may serve as a unique selling point or feature for the interoperability of a
network equipment vendor’s routers and transport equipment.
As described and illustrated in the above narrative, the techniques presented herein
encompass a router sharing information with DWDM transport equipment using UNI
signaling, thus allowing the DWDM transport equipment to take intelligent decisions
regarding traffic rerouting, restoration, and optimization at a DWDM layer. The abovedescribed approach employed a distributed control plane as an example.
The techniques presented herein are equally applicable in a centralized control
plane, such as a Path Computation Element (PCE), model. Figure 9, below, depicts
elements of a PCE- or software-defined networking (SDN)-based use case according to
aspects of the presented techniques.

Figure 9: Exemplary PCE-Based Arrangement
As depicted in Figure 9, above, a router may share underlying data rate usage
information with a PCE and the PCE may take intelligent decisions regarding traffic
12
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rerouting, restoration and optimization at a DWDM layer. Importantly, under such an
approach the benefits of the techniques presented herein that were described above are still
applicable.
As illustrated in Figure 9, above, a router may send the interface actual data rate
utilization and load interval to the PCE directly. This may be achieved using the Path
Computation Element (PCE) Communication Protocol (PCEP). Aspects of the techniques
presented herein support the introduction of an interface utilization type–length–value
(TLV) artifact into the PCEP Path Computation label-switched path (LSP) State Report
(PCRpt) message. The implementation of such an introduction requires only a minor
modification to the PCRpt message. Information regarding the associated PCEP protocol
communication mechanism and the PCRpt message format may be found in the Internet
Engineering Task Force (IETF) Request for Comments (RFC) 5440.
Following the above, the PCE has is aware of the actual utilization at router UNI
links. The PCE may directly instruct the DWDM network elements to perform any
necessary restoration, rerouting, or re-optimization activities as described above. The
details underlying such an implementation are covered in the IETF PCE Working Group
Internet-Draft draft-ietf-pce-pcep-stateful-pce-gmpls. For the communication mechanism
that was described above, the techniques presented herein are congruent with the relevant
standards from the IETF and from other standards-defining bodies.
As described and illustrated in the above narrative, current transport layer
equipment caries services over complex mesh networks containing hundreds of nodes. In
the absence of the techniques presented herein, such transport layer equipment simply
creates light paths to carry services and takes restoration and rerouting decisions purely
based upon fiber faults (where there is no opportunity to prioritize selections based upon
the actual underlying data that is being carried in a wave). The presented techniques enable
such opportunities allowing the transport layer to create a new kind of traffic engineering
metric which can optionally be enabled to optimize the use of fiber and transport equipment.
Further, the techniques presented herein enable the optimization of the highest
number of bits per fiber per port for a transport layer. Without the presented techniques, a
transport network cannot be optimized with respect to the actual underlying data rates.
Alternatively, the presented techniques also enable the optimization of the power
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consumption of a transport network. Again, without the presented techniques a transport
network cannot be optimized with respect to actual underlying data rates. Still further, in
the event of contention over the available channels the presented techniques enable the
DWDM equipment to restore or reroute a channel which has a higher underlying actual
data rate usage.
In summary, techniques have been presented herein that support the bridging of a
gap in IP over DWDM. By applying aspects of the presented techniques, a DWDM
interface becomes capable of knowing the actual data rate of a given IP interface. Such
information is highly useful in traffic engineering decisions and vendor network
optimizations.
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