In this paper, we give direct, inverse and equivalence approximation theorems for the Bézier type of Meyer-König and Zeller operator with unified Ditzian-Totik modulus ω ϕ λ ( f, t) (0 ≤ λ ≤ 1).
Introduction
The rate of approximation plays an important role in approximation theory. Direct and inverse theorems have been investigated in some approximation processes (cf. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] ).
The operators
are known as Meyer-König and Zeller operators. These and their Kantorovich type modifications were the object of several approximation theoretical investigations (cf. [1, 5, 6, [9] [10] [11] [12] ).
In this paper, we will study a generalization of the Meyer-König and Zeller operator that is called Bézier type operator, as follows (cf. [8, 11, 12] ):
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The rate of approximation of bounded variation functions by M n,α was given by Zeng [11] . We have not seen any other approximation results for M n,α . In this paper, we will prove:
f is a continuous and bounded function on [0, 1)) and ϕ(x) = √ x(1 − x), 0 ≤ λ ≤ 1, 0 < α < 1, then the following two statements are equivalent
Here, we use moduli ω ϕ λ ( f, t) which unify the classical modulus ω( f, t) (λ = 0) and the Ditzian-Totik modulus ω ϕ ( f, t) (λ = 1) (cf. [4, 5, 7] ).
Let
and the K -functional
where
Throughout this paper, C denotes a positive constant independent of n and x, not necessarily the same at each occurrence.
Some properties
We list some basic properties which will be used later.
In fact,
by (2.3), it is easy to get (2.4). If we suppose m n+1,−1 (x) = 0, then (2.4) is also true for k = 0.
Direct theorem
For M n,α , we give a direct approximation theorem as follows:
Proof. By the definition of K ϕ λ ( f, t), for fixed n, x, λ, we can choose g = g n,x,λ such that
Noting that | M n,α ( f, x) |≤ f , we have
By (2.7) and the formula g(t) = g(x) + t x g (u)du, we have
By (2.2) and (2.6), we obtain that
and
(3.6)
An easy computation gives
From (3.4)-(3.7), we have
Using K ϕ λ ( f, t) ∼ ω ϕ λ ( f, t) and (3.2), (3.3) and (3.8), we obtain (3.1). The proof of the Theorem 3.1 is complete.
Inverse theorem
To prove the inverse theorem, we need three lemmas.
Proof. By (2.1), (2.2) and (2.5), we have
By (2.1), (2.3) and (2.6), we have
Next, we estimate I 1 . Noting that J n,0 (x) = 0, we get
, we obtain (4.1).
Proof. First we deduce that by J n,0 (x) = 0
By 0 < J n,k (x) ≤ 1, J n,k (x) ≥ 0 and (2.5), we have
(4.6)
We then estimate J 1 and J 2 , respectively.
We can compute the maximum value of ϕ λ (x)(1 − x) n , which is λ 2n + 3λ
which is taken at x = λ 2n+3λ . Hence, we obtain
Now we estimate J 2 . Using (2.7) for k > 1 we have
.
Hence we obtain
The proof is complete.
After the above preparation, we can now give the inverse theorem.
Proof. For 0 ≤ λ < 1, by Lemmas 4.1-4.3 and using the similar methods in [7, p. 145 "⇐"], it is easy to prove the statement. Here we omit the details. For λ = 1, by Lemmas 4.1 and 4.2, we have, for some g ∈ W 1
This is enough to get result (cf. [1] ).
Remark 1. By Theorems 3.1 and 4.4, we can obtain the approximation equivalent theorem in Section 1.
Remark 2. In this paper, the first order modulus of smoothness is used and it would be important to know if this is natural in this setting. In [8] we showed that for the Baskakov-Bézier operators, the second order modulus cannot be used. In this paper, the case is similar.
