Abstract. In this paper, we study superconvergence properties of the discontinuous Galerkin (DG) method for one-dimensional linear hyperbolic equations when upwind fluxes are used. We prove, for any polynomial degree k, the 2k + 1th (or 2k + 1/2th) superconvergence rate of the DG approximation at the downwind points and for the domain average under quasi-uniform meshes and some suitable initial discretization. Moreover, we prove that the derivative approximation of the DG solution is superconvergent with a rate k + 1 at all interior left Radau points. All theoretical findings are confirmed by numerical experiments.
of this remarkable property remains open. Indeed, the 2k + 1th superconvergence rate is one of the unsolved mysteries of the DG method for hyperbolic equations.
The main purpose of our current work is to address this mystery by offering a rigorous mathematical proof for the 2k + 1th (or 2k + 1/2th) superconvergence rate at downwind points and for the domain average. As by-products, we provide a simplified proof for the pointwise k + 2th superconvergence rate at the right Radau points, a fact established in [19] in a weaker sense (under a discrete L 2 -norm) by a different approach; we also prove a pointwise k + 1th derivative superconvergence rate at the left Radau points, a fact not established before. By doing so, we present a full picture for superconvergence properties of the DG method for linear hyperbolic equations in one spatial dimension.
To prove the 2k + 1th superconvergence rate, we revisit the problem considered in [19] and make the same assumption that the time integration is exact. The novelty lies in that we adopt a completely different analysis track. An essential ingredient is the design of a correction function w. The idea is motivated from its successful applications to FEMs and finite volume methods (FVMs) for elliptic equations (see, e.g., [5, 6] ). However, as the correction function is very different from FVM to FEM, it is much more so for the DG method due to special features of hyperbolic equations different from those of elliptic equations, especially the time-dependent feature. Our approach here is to correct the error between the exact solution u and its truncated Radau expansion P − h u (defined in section 3), which interpolates u at all downwind points. With help of the correction function w, which is zero at all downwind points, we prove that the DG solution is superclose (with order 2k + 1) to P − h u − w. It is this supercloseness that leads to the 2k + 1th superconvergence rate at the downwind points (in average sense) and for the domain average. As a direct consequence, we obtain another new theoretical result: the derivative approximation of the DG solution is superconvergent at all interior left Radau points with a rate k + 1. To end this introduction, we would like to point out that all superconvergent results here are valid for one-dimensional linear systems, and the proof is along the same line without any difficulty.
The rest of the paper is organized as follows. In section 2, we present DG schemes for linear conservation laws. Section 3 is the most technical part, where we construct a special interpolation function superclose to the DG solution. Section 4 is the main body of the paper, where superconvergence results are proved with suitable initial discretization. In section 5, we provide some numerical examples to support our theoretical findings. Finally, some possible future works and concluding remarks are presented in section 6.
Throughout this paper, we adopt standard notation for Sobolev spaces such as where u 0 is sufficiently smooth. We will consider both the periodic boundary condition u(0, t) = u(2π, t) and the Dirichlet boundary condition u(0, t) = g(t).
Let Ω = [0, 2π] and 0 = x 1 1 h , let the bilinear form
where
.
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Then it is straightforward to deduce from (2.2)
Obviously, the exact solution u also satisfies
, we have
denotes the jump of v across x j− 1 2 . Then in both cases,
To end this section, we would like to define the Gauss-Radau projection P
).
Notice that this special projection is used in the error estimates of the DG methods, e.g., in [8, 19] .
3. Construction of a special interpolation function. By (2.3), the estimate for u h − P − h u 0 can usually be reduced to estimating
A straightforward analysis using the definition of a(·, ·) results in
due to the restriction of optimal error bound
This rate is far from our superconvergence need. To obtain desired superconvergence results, we shall construct in this section a correction function w ∈ V h to improve the error between u and P − h u such that
for some l ≥ 1. Our ultimate goal is to have l = k. To see the feasibility of this k-order gain, we may count degrees of freedom of w in each element τ j . We have totally k undetermined coefficients for w (due to a constrain at the right end x − j+ 1 2 ), which matches the k-order gain. With the help of w, we are able to show that the DG solution u h is superclose to the special interpolation function u I = P − h u − w. It is this supercloseness that leads to the proof of superconvergence properties of u h at some special points.
The rest of this section is dedicated to constructing the special interpolation function u I , or the correction function w. To this end, we begin with some preliminaries.
First, suppose u(x, t) has the following Radau expansion in each element τ j , j ∈ Z N :
where L j,m , j ∈ Z N , m ≥ 1, is the classic Legendre polynomial of degree m in the interval τ j and the coefficient
By the definition of
where u j,k+1 is the same as in (3.2) . Note that u = P − h u when u ∈ P k , then u j,k+1 = 0. By the Bramble-Hilbert lemma, we obtain
In each element τ j , j ∈ Z N , we define (3.7)
where the coefficients b i,m are independent of the mesh size h j . Consequently,
Proof. We will show (3.8) by induction. First, a straightforward calculation yields
and thus
and
it is easy to deduce that
,
) = 1 for all m ≥ 1, the first formula of (3.9) holds. Moreover, by the iterative relations between the coefficients of
have |b i,m | 1, the second formula of (3.9) follows from the fact that L j,m 0,∞,τj = 1. Finally, by the orthogonality of the Legendre polynomials, the formula (3.10) is valid.
With all the preparations, we are now ready to construct our correction function w l for some l, where 1 ≤ l ≤ k. We define, at the boundary point x = x 1 2 = 0,
By the first formula in (3.9),
In the following, we define the special interpolation function (3.14)
and discuss the properties of (3.14) , (3.11) , (3.12) , and (3.7) with
Proof. By the definition of a j (·, ·) and the fact that w i (x
For all 1 ≤ i ≤ l − 1 < k, recalling the definition of w i in (3.11), we have, from integration by parts and the fact that D −1
Consequently,
where in the last inequality, we have used (3.5) and the fact that
The proof is completed. Remark 3.3. As a direct consequence of (3.15),
Superconvergence.
In this section, we shall study superconvergence properties of the DG solution, including superconvergence for the domain average and at some special points: downwind points (x We begin with a study of the difference between the interpolation function u
be the solution of (2.1) and (2.2), respectively. Suppose u l I ∈ V h is defined by (3.14), (3.11), (3.12) , and (3.7). Then for both Dirichlet and periodic boundary conditions,
for the periodic boundary condition and
for the Dirichlet boundary condition, (2.3) is valid for both cases if we choose v = u l I − u h . Noticing (3.17), we have
and (4.1) follows. Remark 4.2. From Theorem 4.1, we know that the suitable choice of the initial solution is of great importance. To achieve the superconvergence rate k + l + 1 for u l I − u h 0 , the initial error should reach the same convergence rate, that is,
We shall demonstrate this point in our numerical analysis. To obtain (4.2), a natural way of initial discretization is to choose
4.1. Superconvergence at the downwind points. We are now ready to present our superconvergence results of a DG solution at the downwind points.
Theorem 4.3. Let u ∈ W 2k+2,∞ (Ω) be the solution of (2.1) and u h be the solution of (2.2) with initial value u h (·, 0) chosen such that (4.2) holds with l = k. Then for both Dirichlet and periodic boundary conditions,
Moreover, if we choose the initial value
, we have the following improved results:
Proof. If u h (·, 0) satisfies (4.2) with l = k, we have from (4.1)
Then the inverse inequality holds and thus
By the fact that u(x − j+
) and w
Then the desired result (4.4) follows. We next show (4.5). Again by the inverse inequality,
The inequality (4.5) follows directly from the estimate (4.8).
If the initial value u h (·, 0) = u I (·, 0), then
Following the same line, we obtain (4.6) and (4.7) directly. Remark 4.4. By (4.8), the interpolation function u I is superclose to the DG solution u h with the superconvergence rate 2k + 1.
Superconvegence for the domain average.
We have the following superconvergence results for the domain average of u − u h . Theorem 4.5. Let u ∈ W 2k+2,∞ (Ω) be the solution of (2.1) and u h be the solution of (2.
2). Suppose the initial solution
for the Dirichlet boundary condition and
for the periodic boundary condition. Proof. We first estimate the domain average of u − u h at time t = 0. Note that
By (3.8), (3.11)-(3.12), we derive
Here G k and F k are the same as in (3.12) and (3.7), respectively. By the second inequality of (3.9) and the fact that
we have
Thus,
On the other hand, taking v = 1 in (2.2) and summing up all j, we obtain
Then for the periodic boundary condition,
and for the Dirichlet boundary condition,
where in the last step we have used (4.6). Note that
Then the desired results follow.
Superconvergence at the left Radau points.
For all j ∈ Z N , we denote by R j,l , where l = 0, . . . , k, the zeros of L j,k+1 +L j,k , namely, the left Radau points on the interval τ j . We shall prove that the derivative error of u − u h is superconvergent at all left Radau points R j,l , where l ∈ Z k , except the point R j,0 = x j− 1 2 . Lemma 4.6. Let u ∈ W k+2,∞ (Ω) be the solution of (2.1). Then
Proof. In each element τ j , j ∈ Z N , we have, from (3.1) and (3.3),
It is shown in [20] that ], we obtain
Note that the first term of the above equation vanishes at all interior left Radau points R j,l , where l ∈ Z k , which yields
Then the desired result (4.11) follows by the standard approximation theory. We are ready to show the superconvergence results of u h at the interior left Radau points.
Theorem 4.7. Let u ∈ W k+4,∞ (Ω) be the solution of (2.1) and u h be the solution of (2.2) with initial value u h (·, 0) chosen such that (4.2) holds with l = 2. Then for both Dirichlet and periodic boundary conditions,
Proof. First, by Theorem 4.1 and the initial value chosen, we have
Noticing
we obtain (4.13)
Then by the inverse inequality,
Combining the above inequality with (4.11) yields (4.12) directly.
Superconvergence at the right Radau points.
As we mentioned in the introduction, one of the main theoretical results in [19] is the superconvergence rate k + 2 for the function value error of u − u h at the right Radau points. A by-product of our analysis here is a different and simpler way to establish this fact.
Denote by R r j,l , where l = 1, . . . , k +1, the k +1 right Radau points on the interval τ j , j ∈ Z N . By the standard approximation theory,
Numerical results.
In this section, we present numerical examples to verify our theoretical findings. In our numerical experiments, we shall measure the maximum and average errors at downwind points, the errors for the domain and cell averages, the maximum derivative error at interior left Radau points, and the function value error at right Radau points, respectively. They are defined by
To show the influence of the initial solution on the convergence rate, we also test four different methods for initial discretization in our experiments:
Here R h u in Method 1 denotes the L 2 projection of u. Note that Method 4 is what we use in our superconvergence analysis, while Method 3 is a special way of initial discretization proposed by Yang and Shu in [19] . In light of the frequent use of Methods 1 and 2 for initial discretization of DG methods, we also test them in our experiments as comparison groups.
It should be pointed out that the special initialization we use in Method 4 satisfies the initial condition (4.2) with l = 2, k, where k ≥ 3. In fact, it is easy to see that (4.2) is valid for l = k. When l = 2, we have, from (3.14), (3.11), (3.12), (3.7), and (3.5),
In other words, the initialization u h (x, 0) = u Example 1. We consider the following equation with the periodic boundary condition:
u(0, t) = u(2π, t).
The exact solution to this problem is
The problem is solved by the DG scheme (2.2) with k = 3, 4, respectively. Piecewise uniform meshes are used in our experiments, which are constructed by equally dividing each interval, [0, The ninth order strong-stability preserving Runge-Kutta method [15] with time step t = 0.05h min , h min = π/N is used to reduce the time discretization error. Listed in Tables 1-3 are numerical data for errors e i , i = 2, . . . , 6, and corresponding convergence rates in cases k = 3, 4, with the initial solution obtained by Method 4. Depicted in Figure 1 are corresponding error curves with log-log scale.
We observe from Tables 1-3 and Figure 1 a convergence rate k + 1 for e 4 , k + 2 for e 5 , and 2k + 1 for e 2 and e 3 , respectively. These results confirm our theoretical findings in Theorems 4.3-4.7 and (4.14): The derivative error is superconvergent at all interior left Radau points and the function value error is superconvergent at all right Radau points, and the average error at downwind points is supercovergent as well as the error for the domain average, with a convergence rate 2k +1. Moreover, we also observe numerically a 2k + 1 superconvergence rate for the cell average e 6 . Our numerical results demonstrate that the superconvergence rates we proved in (4.7), (4.10), (4.12), and (4.14) are optimal. We also test the superconvergence for the maximum error at downwind points by using the four different methods mentioned above for initial discretization. We list in Tables 4 and 5 the approximation error e 1 and the corresponding convergence rate in cases k = 3, 4, respectively. It seems that different choices of the initial solution lead to different convergence rates. We observe that when using Method 4, the convergence rate is of order 2k + 1, half an order higher than the one given in (4.4). On the other hand, Methods 1-3 do not result in the superconvergence rate 2k + 1. Therefore, the superconvergence rate of 2k + 1 is very sensitive to the method of initialization. As we point out in Remark 4.2, to achieve the superconvergence rate 2k + 1 for u h − u k I 0 , the initial error should reach the same convergence rate. It is this supercloseness that may lead to the 2k + 1th superconvergence rate at the downwind points. In conclusion, the manner of initial discretization influences the superconvergence rate at the downwind points.
Example 2. We consider the following problem with the Dirichlet boundary condition: 
The exact solution to this problem is u(x, t) = sin(x − t).
We construct our meshes by dividing the interval [0, 2π] into N subintervals, N = 2, . . . , 64, and solve this problem by the DG scheme (2.2) with polynomial degree k = 3, 4, respectively. To diminish the time discretization error, we use the fourth order Runge-Kutta method with time step t = T /n for n = 10N 2 in k = 3 and n = 5N 3 in k = 4. Numerical data are demonstrated in Tables 6-8 , and corresponding error curves are depicted in Figure 2 on the log-log scale with the initial solution obtained by Method 4. Again, we observe a convergence rate k + 1 for e 4 , k + 2 for e 5 , and 2k + 1 for e 2 , e 3 , and e 6 , respectively. These results verify our theoretical findings in Theorems 4.3-4.7 and (4.14). Note that the superconvergence rate 2k + 1 for the domain average is half an order higher than the one given in (4.9).
As in Example 1, we also test convergence rates at the downwind points under the aforementioned four different initial discretization methods. Tables 9 and  10 demonstrate corresponding errors and convergence rates, from which we observe similar results as in the periodic boundary condition: the convergence rate of e 1 is 2k + 1 for Method 4 but not for Methods 1 and 2. As for Method 3, it seems that the superconvergence rate is 2k + 1 for k = 3. However, it is not valid for k = 4.
Conclusion.
In this work, we have studied superconvergence properties of the DG method for linear hyperbolic conservation laws in the one-dimensional setting. Our main theoretical result is the proof of the 2k + 1-superconvergence rate at the downwind points in an average sense (Theorem 4.3; (4.5) and (4.7)) as well as for the domain average (Theorem 4.5, (4.10)) and thereby settle a long-standing theoretical conjecture. An unexpected discovery is that in order to achieve the 2k + 1 rate, a proper implementation of the initial solution based on the correction procedure introduced in this paper is crucial for k > 3. This observation is supported by a numerical comparison with traditional implementations of the initial solution. Indeed, only Method 4 (based on our correction scheme) can achieve a 2k + 1 rate for k = 4. As a by-product, we also proved, for the first time, a pointwise derivative superconvergence rate k + 1 at all left Radau points (Theorem 4.7, (4.12)). At this point, our proof for the pointwise superconvergence rate 2k + 1/2 at the downwind points (Theorem 4.3; (4.4) and (4.6)) is still suboptimal (comparing with the numerical rate 2k + 1). In addition, the proof of 2k + 1 rate for the cell average remains open. Our other ongoing works include convection-diffusion equations as discussed in [8] and higher dimensional conservation laws.
Finally, we would like to indicate that all aforementioned theoretical results are valid for nonuniform grids since we only assume quasi-uniform meshes in our analysis.
