Relations between different kinds of phase-space Rényi and Shannon entropies are proved.
Introduction
There has been a growing interest in information theoretical concepts in many branches of physics. Rényi [2] introduced a one-parameter extension of Shannon information [1] as early as 1961, still this kind of information has only recently obtained a wide range of application ( e. g. [3, 4, 5, 6] ). Rényi entropy of atoms were studied in both position and momentum spaces [7] . Motivated by these studies now we introduce phase-space Rényi entropy based on a special family of phase-space distribution functions. Phase-space representation of quantum mechanics has received attention in several fields of physics (e.g. [8, 9, 10, 11, 12, 13, 14, 15, 16] ).
In this paper we present theorems for phase-space Rényi entropy. Earlier phase-space Rényi entropy was obtained from the Wigner and the Husimi distribution functions. Here another family of distribution functions are studied.
The paper is organized as follows: In section II we give phase-space distribution functions studied in this paper and the Rényi entropy and summarize the corresponding uncertainty relation. Section III presents theorems for the Rényi and Shannon entropy and their proofs. The last section is devoted to discussion.
2 Phase-space distribution functions and phasespace Rényi entropy
We consider a distribution function F (q, p) with the properties
and
ψ(q) and φ(p) are the configuration and momentum wave functions, respectively. (q) and γ(p) are the configuration-space and momentum-space densities, respectively. Both (q) and γ(p) and consequently F are normalized to 1.
The distribution function F (q, p) can conveniently be written as
From relations (1) -(5) follows that f ≥ 0. We study the special case where the degree of freedom is 1. The extension to any general case is straightforward. We mention in passing that these distribution function F (q, p) are not of Wigner-type [8] . The Wigner function cannot be considered a proper probability distribution because it may take on negative values. Since Wigner's original paper several other distrubution functions have been found which satisfy the conditions (1) and (2). Wigner proved [9] that positive distributions which bilinear in the wave function do not exist. Later Cohen and Zaparovanny [17] proved that positive distributions satisfying the conditions (1) and (2) exist, though these are not bilinear in the wave function.
Consider ζ-order associated escort distribution functions ρ ζ (q)
in position space and ζ-order associated escort distribution functions γ ζ (p)
in momentum space with real ζ. In this paper the case ζ = 2 is studied. We can construct a phase-space distribution functionF (q, p) from the 2nd-order escort marginal distribution functions ρ 2 (q) and γ 2 (p) with the definitioñ
We can also writeF
where
and γ = γ 2 dp.
The distribution functionF (q, p) satisfies conditions (3) and (4). The marginal densities ofF (q, p), however, are different from the ones of F (q, p):
and F dp = ρ r ρ , ρ r = ρ ρ
Rényi entropy of order α for a D dimensional probability density function g(r 1 , ..., r D ) normalized to one is defined by
where r stands for r 1 , ..., r D . The Rényi entropy tends to the Shannon entropy when α → 1:
Recently, several entropic uncertainty relations were proposed. These give lower bounds to the sum of the Shannon information entropies [18, 19, 20, 21] . The first relations were obtained in [18] for the sum of position and momentum space Shannon entropies. The proposal to use one-electron densities in the position and the momentum spaces was first given by Gadre [19] .
Bialynicki-Birula derived an uncertainty relation [22] for the Rényi entropy sum:
This uncertainty relation reaches the Shannon entropic uncertainty relation [18] S ρ + S γ ≥ 3(1 + ln π).
in the limit α → 1. Entropic uncertainty relations were also derived for finite-dimensional Hilbert spaces [23, 24, 25, 26, 27, 28, 29, 30, 31] . For a recent summary see [32] . Recently, the maximum Rényi entropy principle has been applied to generalize the Thomas-Fermi model [33] . Now the phase-space Rényi entropy of order α is given by
We will also consider the Rényi entropies R 
Theorems for Rényi entropy
Consider the distribution functions of configuration space (Eq. (1)), momentum space (Eq. (2)) and phase-space (Eq. (5)). Suppose that the Rényi entropies R 
Proof: Substituting first Eq. (5) into (4) and making use of Hölder's inequality [34] we can write F dqdp = dp γ dq ρf ≤ dp γ ρ
γx dp
and x, y,x,ỹ > 1.
Taking into account that the logarithm function is strictly monotonic, applying Eq. (4) and taking x =x = β and y =ỹ = α inequality (21) has the form
with β > 1 > 0. From inequality (24) 
Proof:
where Schwarz's inequality was used. Taking into account again that the logarithm function is strictly monotonic the inequality (26) takes the form
After replacing α by α 2 inequality (27) leads to
From inequality (28) immediatelly follows theorem 2. We can establish a relation between the phase-space Rényi entropy R F exist. Then the following inequality holds:
Proof: Substituting inequality (20) into inequality (25) and making use of the equalities
theorem 3 follows. Now, we apply distribution functionF (q, p) constructed from 2nd-order escort marginal distribution functions to derive equalities. The Shannon entropy corresponding to the distribution functionF (q, p) is given bỹ
Introducing the notations g = ργ and η = g 2 dqdp = ρ γ the Shannon entropyS can be written as
Then holds Theorem 4S
Proof: From the definition of the Rényi entropy follows that
Taking the limit α → 2 we obtain
From Eqs. (33) and (36) we arrive at theorem 4.
The phase-space Shannon entropyS can be expressed in a symmetric form according to the following theorem. Theorem 5S
Proof: Notice first that
Then making use of Eq.(31) we obtain
The difference in the second term can be written as
The limit α → 2 in Eq.(37) can be easily calculated by L'Hospital's rule:
Taking into account that
Eq.(40) leads to Eq.(37). There exists an inequality between S F andS. Theorem 6
Proof: Taking into account that S g = S ρ + S γ theorem 6 immediatelly follows from theorems 3 and 5.
As a consequence of theorem 6 we are led to the inequality:
8
Discussion
As an illustration consider atomic ions with a single electron and atomic number Z. The corresponding Rényi entropies have recently been calculated [35] :
Substituting Eqs. (44) and (45) into inequality (20) we obtain
for any f satisfying conditions (1) and (5). Substituting Eqs. (44) and (45) into inequality (29) we are led to
(48) Taking the limit α → 1 we arrive at the Shannon entropy sum
We can also calculateS
SubstitutingS into inequality (42) we obtain
Note that the upper bounds universal in the sense that there is no dependence on the atomic number. In this paper relations between different kinds of phase-space Rényi and Shannon entropies are established. In deriving these equalities and inequalities the position and momentum space marginal densities have a crucial role.
In the uncertainty relation (16) there are Rényi entropies with different orders α and β. Theorems 1 and 2 provide inequalities containing Rényi entropies arising from the position and momentum space marginal densities with the same order.
Writing the phase-space distribution function F as a product of the functions ρ, γ and f (Eq. (5)) theorem 2 gives an inequality for the phase-space Rényi entropy expressed as a sum of entropies constructed from the functions ρ, γ and f . It is very interesting that the order of the phase-space Rényi entropy is half of the order of the composite Rényi entropies. Note that the inequality sign changes around the Shannon case. For the Shannon case there is a separate inequality formalized in theorem 6. It gives an upper bound for the phase-space Shannon entropy S F . It is remarkable that the upper bound is another phase-space Shannon information entropyS F constructed from the second order escort marginal distribution functions that does not depend on f . That is, for a given wave function the upper bound is fixed, while S F changes if we change f .
The expectation values of the second-order escort marginal densities (10) and (11) are well known quantities. They represent the so called disequilibrium or the distance from equilibrium (most probable state). They are fundamental ingredients of the continuous version of the LMC (López-RuizMancini-Calbet) complexity measure is [36] .
