Abstract-In this paper, the non-recursive estimation algorithm using a batch filter based on particle filtering is developed and utilized for one-dimensional nonlinear example. For comparison study, algorithms of a batch filter based on unscented transformation and generic particle filtering are briefly reviewed and new algorithm of a batch filter based on particle filtering is presented. For verification of presented batch filter's performance, the numerical simulations and the accuracy assessment are achieved and results are compared with those of a batch filter based on unscented transformation for various nonlinear and non-Gaussian environments. The root mean square value of differences between observational values and computed values after convergence is used for precision check of filtering process, estimated initial state value and the difference between true initial state value and estimated initial state value are used for state accuracy check of nonlinear estimation. Large initial state and various type of measurement noise are used for nonlinear and non-Gaussian environments, respectively. Under large initial state error or large non-Gaussian measurement noise, the developed non-recursive estimation algorithm give more robust and accurate estimation results than those of a batch filter based on unscented transformation easily. Finally, the non-recursive batch filter based on particle filtering is effectively applicable for batch estimation problems under nonlinear and non-Gaussian environments.
I. INTRODUCTION
Various filtering methods have been applied to the sequential and batch estimation problem. The sequential filter recursively predicts and updates the state vector to obtain better estimation result at each epoch. On the other hand the batch filter gathers all measurements for a fixed period and processes them together to produce best estimation result at each period nonrecursively. For the on-line applications, the sequential filter has the advantages because of providing estimation results in real time. However for the off-line applications, the batch filter has the advantages because of providing more precise estimation results. The most popular method of sequential estimation is the extended Kalman filter (EKF) and the most popular method of batch estimation is the batch least squares filter (BLSF). Both methods have been applied to nonlinear systems by simple linearization and approximation all the nonlinear models successfully. The linearization in the BLSF and EKF begins with the assumption that the reference state is very close to the true state. However, this linearization process can cause unstable solutions if the problem has the inaccurate reference state condition and sparse or insufficient measurement data. To overcome this problem, some algorithms have been developed, such as the unscented Kalman filter (UKF) [6] , particle filters (PF) [5] , the exact nonlinear filters [5] , a batch filter based on the unscented transformation (UT) [11] , [12] , iterative or smoothing filters based on UKF [10] , [13] , and so on [3] . In particular, the filters based on the UT show better performance on highly nonlinear problems because the UT doesn't contain any linearization processes or assumptions. For on-line applications, the UKF has been utilized and shown better performance on satellite attitude estimation [2] and orbit estimation [9] or determining trajectory of ballistic missiles [4] . For off-line applications, a batch filter based on the UT has been utilized and shown better performance on satellite attitude determination [12] and orbit determination [11] .
However, setting initial covariance and the scaling parameters in the batch UT affects the precision and the convergence performance of the some nonlinear estimation problems [8] , [12] . The scaling parameters influence the formation of the sigma point in the process of UT [7] . The physical meaning of scaling parameters is a numerical value for determining the distribution and range boundary of sigma points. In general, the scaling parameter α is the major factor to determine the spread of sigma points. Reference [8] analyzed the effects of the scaling parameter α of the batch UT on orbit determination problem, which is one of typical nonlinear estimation problem. Reference [12] showed the effects of the scaling parameter α of the batch UT on spacecraft attitude determination problem. They showed that adjustment of the scaling parameters to improve the performance of estimation did not follow definite law, therefore setting an acceptable range of the scaling parameters is essential for each case. It may be a troublesome for effective batch estimation. To avoid this scaling parameter problem, we try to use the concept of PF, which is based on Sequential Monte Carlo sampling method. It is completely nonlinear and non-Gaussian estimation method, because it uses complete probability density conditioned on the measurement and uses nonlinear dynamics. Moreover, mathematical modeling of PF is so simple because it uses system equation and measurement noise model. EKF and UKF used mean value and covariance, which are based on Gaussian distribution for state propagation. Therefore performance of estimation will go worse if state distribution or measurement noise has nonGaussian features. PF was utilized widely in real time estimation problem, while it was not utilized in batch estimation problems due to its heavy computational burden. However, today's computing power develops so fast, it is no problem that PF apply the batch estimation problem. Thus we developed the algorithm of a batch filter based on PF to obtain both robustness against high-order nonlinearities and convenience of filtering. The key point of current research is to develop an algorithm of batch filter based on PF and compare with a batch filter based on UT using one-dimensional nonlinear example. This research can contribute to construct more robust and more convenient batch estimation method.
II. ESTIMATION ALGORITHMS
In this section a batch filter based on unscented transformation is reviewed and a batch filter based on PF is proposed for simple one-dimensional example. The fundamental dynamic and measurement equation for estimation algorithms are as follows,
where f is the system function, h is the measurement function.
x k is the state vector at time t k with a covariance of P k and y k is the measurement vector. w k is the process noise vector and ν k is the addictive measurement noise vector, which have a zero-mean Gaussian distribution with covariance of Q k and R k , respectively. w k and ν k are uncorrelated.
A. A batch filter based on unscented transformation
In this subsection, a batch filter based on unscented transformation is briefly reviewed from [11] . In general, the process noise is not considered in batch estimation [3] , and the measurement noise is assumed to be addictive. First, the initial state and covariance are assumed bŷ
UT batch starts with generating 2L + 1 sigma points which are selected byχ
L is the dimension of the state,
is the scaling parameter. α is the scaling parameter, which determines the spread of sigma points. The scaling parameter α is usually set to a small positive small value (e.g., 10
−4 ≤ α ≤ 1). Another scaling parameter κ is related the kurtosis of state, which is usually set to 3-L. UT computes the mean and covariance accurately from these sigma points without a traditional linearization of the nonlinear function described by (1) . The sigma points are propagated the same as previous estimated values and the propagated state and covariance at chosen epoch can be set as follows.
The sigma pointsχ i,k at selected epoch are propagated for calculating all the measurements. Each sigma point is propagated and the measurement vectors are calculated to each measurement times (t j , j = 1, ..., N, j = k) through the nonlinear function h from (2) as follow.
. . . (8) are the sigma points which is propagated from each measurement time (t j , j = 1, ..., N, j = k). N is the number of measurement times. The measurements, propagated covariance and cross-correlation matrix are calculated as follows.
whereR k is the measurement noise matrix. The gain matrix is defined as shown in (12)
Finally, the state in time t k is updated according to (13) .
∆z k is the measurement residual matrix, which is calculated by the difference between the observational (Ỹ k ) and computed (Ȳ k ) value for the all measurement time. The state of initial guess is corrected and updated using (13) iteratively. The estimation process is terminated by convergence criterion (e.g., the Root Mean Square (RMS) value of measurement residual). In this subsection, the non-recursive estimation using a batch filter based on UT is summarized. The scaling parameters of UT are powerful tool to improve strength against higher order nonlinearities, but setting the scaling parameters can change the precision and the convergence performance. Therefore, adjustment of the scaling parameters should be chosen carefully and it is required to find acceptable range of the scaling parameters repeatedly. It can be exhausting and unproductive process of effective batch estimation.
B. A batch filter based on particle filtering
In this subsection, the general concept of PF is reviewed and a batch filter based on PF is presented. PF is a completely nonlinear and non-Gaussian estimation method, because it uses complete nonlinear function and complete probability density conditioned on the measurement [1] , [3] . It is a probabilitybased estimator based on Sequential Monte Carlo sampling. The main point of PF is to present posterior density function by a set a random samples with weights ({x
) and calculate estimated value using these samples and weights. The posterior density function can be approximated as follow.
Equation (14) shows as N → ∞, the approximation draws near the true posterior density p(x k |y k ).
A generic PF algorithm consists of importance sampling and resampling step [1] . The sequential importance sampling recursively updates particles and their weights. The resampling is the procedure to multiply or suppress particles with high and low weights, respectively. This resampling step is required to reduce the degeneracy problem of PF. The sampling importance resampling, residual resampling and minimum variance sampling are typical resampling methods. Finally, we can get weighted mean estimated value from resampled particles.
Non-recursive estimation algorithm using a batch filter based on PF is proposed as follows. The basic procedure from sequential estimation to batch estimation is the same as UT batch case. A batch filter based on PF is simply constructed by particle generation near the initial state and particle propagation through overall measurement time. Fig. 1 shows stages of non-recursive estimation algorithm based on PF. First, the initial state and range of particle distribution are assumed byx
where, σ is the range of particle distribution. 1) Particle Generation: Firstly, random particles are generated using random number generation as follow.
where,χ i,k denote each particle, N p is the number of particles. Each particle has same weight (w k = 1/N p ) 2) Particle Propagation: Next, the state of each particle is propagated using nonlinear function described by (1) during all measurement time. Equation (17) explains this procedure.
. . . where, N is the number of measurements. We can calculate all measurement residual and importance weight at each measurement time for each particle. We can determine the range of particle generation σ from measurement residual information.
3) Resampling: Final stage of PF batch is resampling and state update. There are so many resampling algorithms; we selected minimum residual RMS value resampling. It is the methods to reduce computational cost according to choose only one particle which has minimum measurement residual value (the RMS value about all measurement times). It means that the highest weighted particle only survived.
The state from this particle is assumed as initial state and estimation process of PF batch is restarted until conver- gence criterion was fulfilled. The overall flow of PF batch is described in Fig. 2 . PF batch has no matrix or equation calculation for state update as shown UT batch process.
III. NUMERICAL SIMULATIONS AND RESULTS
Numerical simulations are accomplished to show the performance of the non-recursive estimation algorithm using batch filter based on PF. We present one-dimensional example, which is slightly modified nonlinear model from [5] .
True state and measurement are simulated one hundred times using (19), (20) on the assumption that the initial state value is −10 and measurements include non-Gaussian noise. In this study, five noise types are simulated. There are white, Gaussian, Power law, Gamma and Poisson distribution type noise. The magnitude of simulated measurement noise is under |1|. To verify performance against high nonlinearity small (10) and large (100, 500) initial state error test is carried out. For accuracy assessment O-C residual (RMS) and estimated initial state accuracy are considered. In case of UT batch the scaling parameter α is adjusted from 10 −6 to 10 −3 at 10 −6 intervals. As a result, UT batch is performed 1000 times. In case of PF batch the number of particles is 30000, the range of particle distribution (σ) is set to 50. A. Performance test under small noise environment Fig. 3 and 4 show results of small measurement noise environment. First, O-C residual (RMS) is similar condition both PF and UT batch except power law noise case. However, estimated initial state X has different value at each case. In conventional batch estimation, the accuracy of initial state X is a representative indicator of filtering performance. Fig. 4 shows that the results of PF batch are concentrated near true initial state X (-10) regardless of initial state error, on the other hands, estimated initial state X values of UT batch are broadly distributed. Detail results are displayed at Table I and II. Table I shows O-C residual (RMS) value at each nonlinear and non-Gaussian condition. We can check the performance of filtering under each nonlinear and non-Gaussian environment. Table II presents the difference between true initial state X and estimated initial state X. The absolute value of each difference means the accuracy of state estimation. We can check the estimated state accuracy of PF batch is better than that of UT batch under large initial error or large non-Gaussian measurement noise.
B. Performance test under large noise environment
Fig . 5 and 6 show results of large measurement noise environment. First, O-C residual (RMS) is similar condition both PF and UT batch. However, estimated initial state X has different value according to initial state error and noise type. In Fig. 6 we can check that the performance of PF batch is Table III and IV. Table III shows O-C residual (RMS) value at each nonlinear and non-Gaussian condition. We can check the performance of filtering under each nonlinear and non-Gaussian environment. Table IV presents the difference between true initial state X and estimated initial state X. The absolute value of each difference means the accuracy of state estimation. We can check the estimated state accuracy of PF batch is better than that of UT batch under large initial error or large non-Gaussian measurement noise.
IV. CONCLUSION
In this study, the non-recursive estimation algorithm using a batch filter based on PF is developed and utilized for one-dimensional nonlinear example. The adjustment of the scaling parameter of UT is useful tool to treat highly nonlinear problems. However, it could induce a heavy tuning process of filtering because setting of the scaling parameters affects the precision and the convergence characteristics. In addition to mean and covariance concept of UT could not represent all features of non-Gaussian environments. The developed batch filter based on PF, which is designed to overcome these problems is successfully applicable for batch estimation problems under nonlinear and non-Gaussian environments. A batch filter based on PF has very simple mathematical model and convenient implementation structure without heavy tuning process. The result of numerical simulation show presented batch filter based on PF has better performance than UT batch under nonlinear and non-Gaussian environment. Hence, the developed non-recursive estimation algorithm using a batch filter based on PF can be alternative batch estimation method under nonlinear and non-Gaussian environments.
