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Na presente tese propomos modelos de Programac¸a˜o Linear Inteira para problemas
de dimensionamento e engenharia de tra´fego de redes de telecomunicac¸o˜es. Estes
problemas teˆm como denominador comum a necessidade de estabelecer mais do que
uma ligac¸a˜o entre pares de nodos origem/destino, de modo que a comunicac¸a˜o entre
eles tenha qualidade de servic¸o (QoS) – medida atrave´s do atraso associado – e seja
mantida na eventualidade de uma falha de equipamento. Nos dias de hoje, sobre-
viveˆncia e QoS em redes de telecomunicac¸o˜es sa˜o cada vez mais fundamentais, dada
a crescente dependeˆncia das nossas actividades em relac¸a˜o a`s mesmas redes.
Estudamos as propriedades dos modelos propostos em termos teo´ricos e testamos
a sua eficieˆncia atrave´s de instaˆncias geradas para o efeito. Em particular:
1. Analisamos diferentes classes de (sub)modelos que garantem a existeˆncia de D
caminhos entre dois nodos;
2. Comparamos as formulac¸o˜es que se obteˆm com base nesses submodelos no con-
texto de um problema de desenho de redes MPLS;
3. Analisamos o modo como diferentes mecanismos de sobreviveˆncia influenciam
o custo das soluc¸o˜es de um problema de desenho e dimensionamento de redes
MPLS sobre redes WDM. Propomos ainda uma abordagem heur´ıstica para este
problema, dada a dificuldade envolvida na determinac¸a˜o da soluc¸a˜o o´ptima de
instaˆncias de maior dimensa˜o;
iii
4. Estudamos duas classes de modelos – desagregados e agregados – para dois
problemas de encaminhamento de tra´fego definidos sobre as soluc¸o˜es referidas
em 3.
Os resultados teo´ricos e computacionais discutidos na presente tese demonstram, se-
gundo cremos, a importaˆncia de desenvolver bons modelos de Programac¸a˜o Linear
Inteira.
Palavras chave: Programac¸a˜o Linear Inteira; Restric¸o˜es de Salto; Re-
formulac¸o˜es; Telecomunicac¸o˜es.
Esta tese foi realizada com o apoio financeiro da Fundac¸a˜o para a
Cieˆncia e a Tecnologia (SFRH/ BD/ 28837/ 2006).
Abstract
In this thesis, we develop Integer Linear Programming models to address network
dimensioning and traffic engineering problems in telecommunications networks. Given
the ever increasing need for reliable and delay sensitive services, our main focus is on
survivability and delay constraints.
We study the theoretical properties of the proposed models and we test their
efficiency. In particular:
1. We analyse different classes of (sub)models which guarantee the existence of D
paths between two nodes;
2. Based on those submodels, we compare the different formulations thus obtained
for a MPLS network design problem;
3. In the context of a MPLS over WDM network dimensioning problem, we analyse
the extent to which network costs are determined by different survivability
mechanisms. We also develop a heuristic approach to this problem;
4. We study two classes of models – disaggregated and aggregated – to address
two traffic engineering problems defined over the network solutions mentioned
in 3.
The theoretical and computational results discussed in this thesis clearly demonstrate,
we believe, the value of good problem formulations using Integer Linear Programming.
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Cap´ıtulo I
Introduc¸a˜o
Neste cap´ıtulo modelamos em Programac¸a˜o Linear Inteira as restric¸o˜es comuns aos
problemas que sera˜o apresentados nos cap´ıtulos II e III.
Na secc¸a˜o I.1, comec¸amos por discutir modelos para a determinac¸a˜o de um u´nico
caminho entre dois nodos com restric¸a˜o de salto num determinado grafo. Recor-
rentemente, em a´reas como telecomunicac¸o˜es, transporte, entre outras, na˜o basta
encontrar um caminho entre um par de nodos origem/destino (servidores, cidades,
etc). E´ tambe´m necessa´rio que esse caminho na˜o contenha mais do que um determi-
nado nu´mero de arestas/arcos (saltos). No caso particular de problemas na a´rea das
telecomunicac¸o˜es, esta condic¸a˜o esta´ associada ao atraso que a informac¸a˜o veiculada
ao longo desse caminho sofre ao atravessar os servidores e/ou ligac¸o˜es interme´dios. Os
modelos propostos na secc¸a˜o I.1 diferenciam-se em termos das respectivas relaxac¸o˜es
lineares, pelo que fornecem limites inferiores (ou superiores) para os valores o´ptimos
dos problemas nos quais sera˜o inseridos, em regra, diferentes.
Na secc¸a˜o I.2, a nossa atenc¸a˜o recaira´ sobre modelos que especifiquem D caminhos
entre dois nodos, cada um dos quais com restric¸o˜es de salto. A motivac¸a˜o reside no
facto de que em redes de telecomunicac¸o˜es se pretende usualmente que estas sejam
resistentes a falhas, falhas estas que podem ocorrer num dos seus elementos (nodos
e/ou arestas), pelo que devera´ haver dois ou mais caminhos disjuntos (nos nodos ou
arestas) entre uma origem e um destino. Como veremos, os modelos apresentados
nesta secc¸a˜o na˜o garantem que esses D caminhos sa˜o disjuntos, o que no entanto
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e´ simples de garantir atrave´s da inclusa˜o de restric¸o˜es adicionais (ver cap´ıtulos II e
III). Como na secc¸a˜o anterior, os modelos propostos distinguem-se em termos das
respectivas relaxac¸o˜es lineares. A qualidade dos respectivos limites inferiores (ou su-
periores), relativamente aos valores o´ptimos dos problemas nos quais sera˜o inseridos,
sera´ atestada no cap´ıtulo II.
I.1 Determinac¸a˜o de um Caminho com Restric¸a˜o
de Salto
Seja G = (V,A) um grafo orientado, em que V denota o conjunto de nodos e A iden-
tifica o conjunto de arcos. Considerando dois nodos p, q ∈ V , pretende-se determinar
um caminho entre p e q que na˜o contenha mais do que um determinado nu´mero, H ,
de arcos (saltos).
Note-se que este nu´mero ma´ximo de saltos poderia ser dado em termos do nu´mero
de arestas se considera´ssemos a` partida um grafo na˜o orientado. No entanto, com
base no trabalho de Maganti e Wolsey [27], entre outros, sabe-se que e´ poss´ıvel obter
melhores modelos (i.e., modelos mais compactos e/ou cuja relaxac¸a˜o linear fornec¸a
um melhor limite superior ou inferior) ao formular o problema num grafo orientado.
De facto, note-se que o grafo orientado G = (V,A) que comec¸a´mos por considerar
pode resultar da orientac¸a˜o de um grafo na˜o orientado G = (V,E), bastando para tal
substituir cada aresta {i, j} ∈ E por dois arcos (i, j) e (j, i).
Com o intuito de apresentar nesta secc¸a˜o modelos de Programac¸a˜o Linear Inteira
para a determinac¸a˜o de um caminho entre p e q com restric¸a˜o de salto, consideremos
as definic¸o˜es I.1.1, I.1.2 e I.1.3, que estabelecem os seguintes conceitos:
Definic¸a˜o I.1.1 Um trajecto-(p, q) e´ uma sequeˆncia de arcos {(i1, j1), ..., (ik, jk)} tal
que i1 = p, jk = q e jm = im+1 para todo o m = 1, ..., k − 1.
Definic¸a˜o I.1.2 Um caminho-(p, q) e´ um trajecto-(p, q) em que na˜o ha´ repetic¸a˜o de
nodos.
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Definic¸a˜o I.1.3 Um caminho-H-(p, q) e´ um caminho-(p, q) com no ma´ximo H arcos.
A figura I.1 ilustra um caminho de p a q que na˜o cumpre com a restric¸a˜o de salto














Figura I.1: Um caminho que na˜o cumpre com a restric¸a˜o de salto com H = 4 (a`
esquerda) e um caminho-4-(p, q) (a` direita).
Assim, por outras palavras, para um dado H ∈ N e dois nodos p, q ∈ V , nesta
secc¸a˜o apresentamos modelos para a determinac¸a˜o de um caminho-H-(p, q) sobre o
grafo G = (V,A). Importa no entanto fazer desde ja´ a seguinte observac¸a˜o. Nenhum
dos modelos que sera˜o apresentados modela exactamente um caminho-H-(p, q). Na
realidade, a soluc¸a˜o de cada modelo consiste num conjunto de arcos que conte´m um
caminho-H-(p, q). No entanto, havendo custos associados aos arcos e/ou na presenc¸a
de outras restric¸o˜es nos problemas em que esses (sub)modelos forem inseridos (como
acontece nos cap´ıtulos II e III), as soluc¸o˜es obtidas sa˜o de facto caminhos-H-(p, q).
Conforme sera´ explicado com maior detalhe mais a` frente, e´ bastante dif´ıcil descrever
o envolvente convexo do conjunto de vectores de incideˆncia de um caminho-H-(p, q)
pois o problema de optimizac¸a˜o correspondente e´ NP-dif´ıcil. Assim, ao inve´s de ten-
tarmos encontrar uma boa formulac¸a˜o para a determinac¸a˜o de um caminho-H-(p, q),
a nossa atenc¸a˜o recaira´ sobre boas formulac¸o˜es para um conjunto de restric¸o˜es mais
simples, i.e., preocupar-nos-emos em determinar um conjunto de arcos que “apenas”
contenha um caminho-H-(p, q).
Neste sentido, nas pro´ximas subsecc¸o˜es, comec¸amos por introduzir um modelo
gene´rico em que a modelac¸a˜o de um conjunto de arcos que conte´m um caminho-
H-(p, q) e´ escrita atrave´s de uma restric¸a˜o gene´rica (i.e., na˜o e´ descrita matemati-
camente). Com base neste modelo, consideramos uma descric¸a˜o tradicional dessa
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restric¸a˜o gene´rica proposta por Balakrishnan e Altinkemer [2]. Seguidamente, com
base no trabalho de Gouveia no contexto do Problema da A´rvore de Suporte/Steiner
de Custo Mı´nimo com Restric¸o˜es de Salto [11], apresentamos uma descric¸a˜o alterna-
tiva cuja relaxac¸a˜o linear possui pontos extremos inteiros.
I.1.1 Modelo Gene´rico
Comec¸amos enta˜o por apresentar um modelo gene´rico (GEN) que nos permitira´
determinar um caminho-H-(p, q). Consideremos um conjunto de varia´veis bina´rias
definidas da seguinte forma:
yij =
{
1, se o arco (i, j) pertence a` soluc¸a˜o
0, c. c.
, (i, j) ∈ A.
Deste modo, podemos enta˜o escrever:
Modelo GEN
{(i, j) ∈ A : yij = 1} conte´m um caminho-H-(p, q) (1)
yij ∈ {0, 1}, (i, j) ∈ A. (2)
A restric¸a˜o gene´rica (1) garante que os arcos pertencentes a` soluc¸a˜o conteˆm um
caminho-H-(p, q) e sera´ explicitada matematicamente nas subsecc¸o˜es seguintes. As
restric¸o˜es (2) definem o domı´nio das varia´veis do modelo. Note-se que na˜o se consi-
deram as varia´veis yqj, ∀(q, j) ∈ A, nem as varia´veis yip, ∀(i, p) ∈ A, visto que estas
varia´veis indicam se um arco chega ao nodo inicial p ou se um arco parte do nodo
final q. Desta forma, essas varia´veis sa˜o simplesmente omitidas no modelo.
I.1.2 Modelo Tradicional
De acordo com Ahuja Magnanti e Orlin [1], bem como Balakrishnan e Altinkemer
[2], podemos descrever a restric¸a˜o (1) do modelo GEN utilizando apenas as varia´veis
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yij((i, j) ∈ A), da seguinte forma:
∑
j:(p,j)∈A






yji = 0, i 6= p, q (3b)
∑
j:(j,q)∈A
yjq = 1 (3c)
∑
(i,j)∈A
yij ≤ H . (3d)
As restric¸o˜es (3a)-(3c) sa˜o as usuais restric¸o˜es de caminho, especificando um ca-
minho de p para q. Realce-se contudo que estas restric¸o˜es definem um conjunto de
arcos que conte´m um caminho, permitindo a repetic¸a˜o de nodos e/ou arcos assim
como a existeˆncia de circuitos desconexos do caminho de p a q. Para garantirmos
que, de facto, esse caminho tem no ma´ximo H arcos, sera´ necessa´rio considerar a
restric¸a˜o de cardinalidade adicional (3d). Assim, substituindo a restric¸a˜o (1) do mo-
delo GEN pelas do sistema (3a)-(3d), obtemos o modelo doravante designado por
TRAD (modelo tradicional):
Modelo TRAD
(3a), (3b), (3c), (3d)
yij ∈ {0, 1}, (i, j) ∈ A. (2)
Este modelo e´ va´lido para a determinac¸a˜o de um caminho-H-(p, q) pois, como
referimos antes, na presenc¸a de custos associados aos arcos e/ou outras restric¸o˜es nas
formulac¸o˜es em que este modelo for inserido, a sua soluc¸a˜o consiste de facto num
caminho-H-(p, q).
E´ bem conhecido o facto de que os pontos extremos da relaxac¸a˜o linear das res-
tric¸o˜es (3a)-(3c) sa˜o inteiros uma vez que a matriz associada e´ totalmente unimodu-
lar. Esta propriedade perde-se, no entanto, na presenc¸a da restric¸a˜o de cardinalidade
adicional (3d), ou seja, a relaxac¸a˜o linear de TRAD, TRADL, podera´ ter pontos
extremos fracciona´rios. De forma a ilustrar este facto, consideremos a figura I.2, que
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ilustra um exemplo de um grafo G = (V,A) em que se considera H = 4 bem como cus-
tos associados a cada arco (i, j) ∈ A (representados junto a cada arco do grafo do lado
esquerdo). Note-se que o custo da u´nica soluc¸a˜o inteira admiss´ıvel e´ 7. No lado direito
da figura, assumindo que se pretende determinar o caminho-4-(p, q) de menor custo,
representamos a soluc¸a˜o o´ptima de TRADL: junto a cada arco (i, j) ∈ A encontra-se
o valor o´ptimo da respectiva varia´vel yij. Note-se que
∑
(i,j)∈A yij ≤ 4 = H e que o

























Figura I.2: Uma soluc¸a˜o fracciona´ria de TRADL, considerando H = 4. A` esquerda,
os valores junto a cada aresta {i, j} representam o seu custo (c{i,j}); a` direita, os
valores junto a cada arco (i, j) representam o valor da respectiva varia´vel yij.
Importa agora referir que Dahl e Gouveia, em [9], apresentaram uma descric¸a˜o
linear do envolvente convexo dos vectores de incideˆncia de caminhos-H-(p, q), com
H = 2 e H = 3, usando apenas as varia´veis yij acima definidas. Para H > 3, os
mesmos autores determinaram um conjunto de desigualdades que definem facetas,
ficando uma descric¸a˜o completa do referido envolvente por determinar. De facto, tal
descric¸a˜o no espac¸o das varia´veis yij para todos os valores de H e´ uma tarefa dif´ıcil:
o problema de optimizac¸a˜o correspondente e´ NP-dif´ıcil para custos gerais associados
aos arcos. Note-se alia´s que, considerando custos negativos, o problema e´ equivalente
ao problema do caminho Hamiltoniano de custo mı´nimo de p a q. Na realidade,
encontrar uma descric¸a˜o completa do envolvente convexo dos vectores de incideˆncia
de um caminho-H-(p, q) utilizando apenas as varia´veis yij e´ ja´ uma tarefa bastante
complicada para (ta˜o so´) H = 4.
Por esta raza˜o, na pro´xima subsecc¸a˜o apresentamos um modelo para um trajecto-
H-(p, q), que apesar de ser uma relaxac¸a˜o de um caminho-H-(p, q) e´ simultaneamente
um fortalecimento da restric¸a˜o gene´rica (1) do modelo gene´rico.
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I.1.3 Modelo Hop-Indexed
Nesta subsecc¸a˜o apresentamos uma descric¸a˜o alternativa da restric¸a˜o gene´rica (1) do
modelo GEN . Designaremos o modelo resultante por HOP , uma vez que utilizare-
mos um novo conjunto de varia´veis associadas aos arcos (i, j) ∈ A com um ı´ndice
adicional indicando a posic¸a˜o (salto/hop) em que cada arco e´ percorrido.
Comecemos enta˜o por considerar o fortalecimento da restric¸a˜o (1) do modelo
gene´rico, dado por:
{(i, j) ∈ A : yij = 1} e´ um trajecto-H-(p, q). (4)
Note-se, em primeiro lugar, que esta restric¸a˜o e´ de facto um fortalecimento de (1)
visto que num conjunto de arcos que contenha um caminho-H-(p, q) podera´ haver
arcos que formem circuitos desconexos. Por outro lado, note-se que os elementos de-
finidos por (4) sa˜o relaxac¸o˜es de um caminho-H-(p, q) no sentido em que a repetic¸a˜o
de arcos (e de nodos) e´ permitida. A raza˜o pela qual consideramos esta relaxac¸a˜o
prende-se com os factos de que: como mencionado anteriormente, ser bastante dif´ıcil
descrever o envolvente convexo de caminhos-H-(p, q); bem como, veremos mais a`
frente nesta subsecc¸a˜o, haver uma relac¸a˜o entre um trajecto-H-(p, q) e um caminho
(na˜o restringido no nu´mero de arcos) num grafo expandido. Este u´ltimo facto su-
gere que encontrar uma descric¸a˜o do envolvente convexo dos vectores de incideˆncia
de trajectos-H-(p, q) devera´ ser significativamente mais fa´cil que encontrar o de ca-
minhos-H-(p, q). Note-se, no entanto, que os dois envolventes sa˜o iguais para H < 4
uma vez que nestes casos trajectos sa˜o caminhos. Para H = 4, Dahl, Foldnes e Gou-
veia [8] conclu´ıram que a descric¸a˜o do envolvente convexo dos vectores de incideˆncia
de trajectos-H-(p, q) no espac¸o das varia´veis yij requer um nu´mero exponencial de
desigualdades (apesar de, como mencionado anteriormente, ser mais simples do que
a descric¸a˜o do envolvente convexo relativo a caminhos-H-(p, q)), pelo que se torna
evidente a necessidade de recorrer a modelos estendidos.
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Apesar de numa primeira ana´lise na˜o parecer vantajoso pensar na descric¸a˜o do
envolvente convexo dos vectores de incideˆncia de trajectos-H-(p, q), considere-se um
custo cij associado a cada arco (i, j) ∈ A e assuma-se que se pretende determinar o
trajecto-H-(p, q) de custo mı´nimo em G. Este problema pode ser modelado como um
problema de caminho mais curto na˜o restringido no nu´mero de arcos num grafo ex-
pandido ac´ıclico, Gpq. Este grafo e´ constitu´ıdo por n´ıveis, sendo cada nodo i ∈ V \{p}
do grafo original replicado H − 1 vezes, uma por cada posic¸a˜o que esse nodo podera´
ocupar num trajecto-H-(p, q) em G. Usando uma formulac¸a˜o “tradicional” de fluxos
para o problema do caminho mais curto em Gpq, cuja relaxac¸a˜o linear tem pontos ex-
tremos inteiros, conseguiremos escrever uma formulac¸a˜o exacta para o problema sobre
o grafo original e, assim, descrever o envolvente convexo dos vectores de incideˆncia
de trajectos-H-(p, q). A formulac¸a˜o sobre Gpq utiliza varia´veis associadas aos arcos
deste grafo, varia´veis estas que sa˜o diferentes das varia´veis yij utilizadas antes. As-
sim, essa formulac¸a˜o e´ uma descric¸a˜o estendida do envolvente convexo dos vectores
de incideˆncia de trajectos-H-(p, q) e, uma vez que a dimensa˜o do grafo expandido
depende polinomialmente da dimensa˜o do grafo original, e´ tambe´m uma formulac¸a˜o
compacta. Esta descric¸a˜o estendida pode enta˜o ser combinada com o modelo GEN ,
pelo que obtemos desse modo uma alternativa ao modelo TRAD. No que se segue,
adoptamos as ideias de Gouveia aplicadas no contexto do Problema da A´rvore de
Suporte/Steiner de Custo Mı´nimo com Restric¸o˜es de Salto [11]. O enquadramento
da reformulac¸a˜o apresentada nesse trabalho foi proposto por Martin [29] (para uma
abordagem mais geral, ver tambe´m [30]).
Como mencionado atra´s, Gpq tem H − 1 n´ıveis, em cada um dos quais existe uma
co´pia de cada nodo i ∈ V \ {p} do grafo original G (uma por cada posic¸a˜o que esse
nodo podera´ ocupar num trajecto-H-(p, q) em G). No total, Gpq e´ constitu´ıdo por
H + 1 n´ıveis: no n´ıvel zero existe apenas uma co´pia do nodo origem p; no n´ıvel H
existe tambe´m apenas uma co´pia do nodo destino q; e, nos restantes H − 1 n´ıveis,
existem as referidas co´pias de cada nodo i ∈ V \ {p}. Desta forma, sendo Vpq o
conjunto de nodos de Gpq, temos:
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Vpq = {(p, 0)} ∪ {(i, h) : i ∈ V \ {p} ∧ 1 ≤ h ≤ H − 1} ∪ {(q,H)}.
E o conjunto dos arcos de Gpq, Apq, e´ definido da seguinte forma:
Apq = {((i, h), (j, h+ 1)) : (i = p ∧ h = 0)∨
∨ (i, j ∈ V \ {p} ∧ 1 ≤ h ≤ H − 2) ∨ (j = q ∧ h = H − 1)}.
Para cada i 6= j ∈ V , o custo de cada arco ((i, h), (j, h+ 1)) ∈ Apq e´ dado pelo
custo cij associado ao arco (i, j) ∈ A do grafo original G. Se i = j o respectivo custo e´
nulo para qualquer h, pois corresponde a situac¸o˜es em que se efectua um lacete sobre
o nodo i ∈ V (como sera´ ilustrado mais a` frente).
Na figura I.3 apresentamos um exemplo de um grafo original G = (V,A) e, consi-
derando H = 3, o correspondente grafo expandido Gpq = (Vpq, Apq). Para ambos os
grafos, os custos associados a cada arco encontram-se representados junto dos mes-
mos. A figura I.4 ilustra dois trajectos-3-(p, q) em G = (V,A) e os correspondentes
caminhos (na˜o restringidos no nu´mero de saltos) em Gpq = (Vpq, Apq). Na mesma
figura, note-se que ambos os caminhos efectuam 3 saltos de (p, 0) a (q, 3) em Gpq, no
entanto, o trajecto correspondente ao caminho a tracejado efectua apenas 2 saltos de
p a q, tendo em conta arcos originais de A, e um lacete no nodo q (correspondente ao
arco de (q, 2) a (q, 3) em Gpq).
Uma formulac¸a˜o para o problema do caminho mais curto na˜o restringido no
nu´mero de saltos sobre Gpq pode ser obtida facilmente associando varia´veis bina´rias
a cada arco ((i, h− 1), (j, h)) ∈ Apq. Estas varia´veis definem-se da seguinte forma:
zhij =
{
1, se o arco ((i, h− 1), (j, h)) pertence a` soluc¸a˜o
0, c. c.
.
Podemos enta˜o escrever as usuais restric¸o˜es de conservac¸a˜o de fluxo (ver [11]) para
o problema do caminho mais curto na˜o restringido no nu´mero de saltos de (p, 0) a
(q,H) sobre o grafo Gpq, obtendo assim uma formulac¸a˜o compacta (note-se que a
dimensa˜o de Gpq depende da dimensa˜o de G e do paraˆmetro H polinomialmente).


























Figura I.3: Grafo original G = (V,A), em cima, e o correspondente grafo expan-
dido Gpq = (Vpq, Apq), considerando H = 3. Junto a cada arco encontra-se o custo
associado.
Repare-se, agora, que dada a correspondeˆncia existente entre um caminho de (p, 0)
a (q,H) em Gpq e um trajecto-H-(p, q) no grafo original G, podemos interpretar as
varia´veis zhij como indicando se o arco (i, j) e´ percorrido, no ma´ximo (devido a` poss´ıvel
utilizac¸a˜o de arcos entre (i, h) e (i, h+1) em Gpq, para um i ∈ V \{p} e h = 1, ..., H−1,
arcos esses que correspondem a lacetes sobre i em G), na posic¸a˜o h no trajecto-H-
(p, q). Note-se que a construc¸a˜o do grafo expandido garante que quando i = p enta˜o
h = 1, i.e., um arco que saia do nodo p esta´ sempre na primeira posic¸a˜o. Ale´m disso,
as varia´veis zhqq, com h = 2, ..., H , associadas a lacetes, tambe´m sa˜o consideradas.
Desta forma, podemos escrever uma fomulac¸a˜o estendida para a determinac¸a˜o de um
trajecto-H-(p, q) sobre G da seguinte forma:
∑
j:(p,j)∈A





zhji = 0, i 6= p; h = 1, ..., H − 1 (5b)










Figura I.4: Dois trajectos-3-(p, q) sobre G = (V,A), em cima, e os correspondentes
caminhos (na˜o restringidos no nu´mero de saltos) em Gpq = (Vpq, Apq).
∑
j:(j,q)∈A
zHjq = 1 (5c)
zhij ∈ {0, 1} , (i, j) ∈ A; h = 1, ..., H (6a)
zhii ∈ {0, 1} , i ∈ V \ {p, q}; h = 2, ..., H − 1 (6b)
zhqq ∈ {0, 1} , h = 2, ..., H . (6c)
A restric¸a˜o (5a) estabelece que existe um arco com origem em p na posic¸a˜o h = 1.
As restric¸o˜es (5b) garantem que um arco chega ao nodo i na posic¸a˜o h se e so´ se um
arco sai do mesmo nodo na posic¸a˜o h + 1, para qualquer i 6= p e h = 1, ..., H − 1.
A restric¸a˜o (5c) garante que existe um arco a chegar ao nodo q na posic¸a˜o ma´xima
admiss´ıvel, H . Finalmente, as restantes restric¸o˜es (6a)-(6c) definem o domı´nio das
varia´veis.
O resultado seguinte adve´m da forma como constru´ımos o grafo Gpq, bem como
da correspondeˆncia entre um caminho na˜o restringido no nu´mero de saltos entre (p, 0)
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a (q,H) em Gpq e um trajecto-H-(p, q) no grafo original G, e, ainda, do facto de que
o modelo acima apresentado ser um modelo de fluxos sobre o grafo expandido Gpq (a
matriz das restric¸o˜es e´ totalmente unimodular).
Resultado I.1 texto invis´ıvel
Os pontos extremos do pol´ıtopo definido pela relaxac¸a˜o linear das restric¸o˜es
(5a)-(6c) sa˜o inteiros.
Deste modo, podemos afirmar que quaisquer que sejam os custos cij a soluc¸a˜o
o´ptima de um problema sujeito a (5a)-(6c) na˜o se altera se relaxarmos a integrali-
dade das varia´veis. Inclusivamente, podemos substituir as restric¸o˜es (6a)-(6c) por
restric¸o˜es de na˜o negatividade, que denotaremos por (7a)-(7c), na medida em que
as restric¸o˜es (5a)-(5c) tornam os limites superiores das varia´veis redundantes.
Observe-se que as novas varia´veis zhij relacionam-se com as varia´veis yij, definidas
na apresentac¸a˜o do modelo GEN , atrave´s das igualdades (8), pois, de facto, um arco




zhij, (i, j) ∈ A. (8)
Pelo resultado I.1, denotando o envolvente convexo dos vectores de incideˆncia
de trajecto-H-(p, q) por conv (Wpq), podemos afirmar que a projecc¸a˜o do pol´ıtopo
definido por (5a)-(5c) e (7a)-(7c) no espac¸o das varia´veis yij atrave´s das igualdades
(8) e´ dado por conv (Wpq), ou seja:
Resultado I.2 (Gouveia 1998){
yij : z
h
ij satisfaz (5a)-(5c), (7a)-(7c) e (8)
}
= conv (Wpq).
Demonstrac¸a˜o: A inclusa˜o “⊇” resulta da definic¸a˜o de envolvente convexo de um
conjunto, bem como do facto das restric¸o˜es (5a)-(5c), (7a)-(7c) e (8) constitu´ırem
um modelo va´lido para a determinac¸a˜o de um trajecto-H-(p, q).
Para mostrar que “⊆” tambe´m se verifica, considere-se uma soluc¸a˜o {yij∗}, ponto
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extremo do primeiro conjunto mas na˜o pertencente a conv (Wpq). Note-se que, re-





condic¸o˜es (8), seja ponto extremo do primeiro conjunto: caso isso acontecesse a
soluc¸a˜o {yij∗} seria inteira e pertenceria necessariamente a conv (Wpq).
Seja cij∗ um vector de custos tal que a soluc¸a˜o {yij∗} seja a u´nica soluc¸a˜o o´ptima
(projectada) do problema de minimizac¸a˜o correspondente. O resultado I.1 estabelece
que, para qualquer vector de custos cij , a formulac¸a˜o estendida apresentada para o
problema CMCRS tem soluc¸a˜o o´ptima inteira, incluindo o caso em que cij = cij∗.









atrave´s de (8): necessariamente {yij⋆} e´ uma soluc¸a˜o inteira, pelo
que pertence a conv (Wpq) e tem o mesmo custo que {yij∗}.
Deste modo, {yij∗} na˜o e´ a u´nica soluc¸a˜o o´ptima do problema, o que contradiz a
hipo´tese, ou {yij∗} = {yij⋆}, o que prova o resultado. 
Assim, uma vez que as restric¸o˜es (5a)-(6c) modelam um trajecto-H-(p, q), temos
enta˜o uma segunda forma de explicitar matematicamente a restric¸a˜o (1) do modelo
GEN (como menciona´mos antes, note-se que em verdade as referidas restric¸o˜es mo-
delam um fortalecimento da restric¸a˜o gene´rica (1)). Como observado anteriormente,
as varia´veis zhij relacionam-se com as varia´veis yij, definidas na apresentac¸a˜o do mo-




ij , para todo o (i, j) ∈ A.
Substitua-se enta˜o a restric¸a˜o (1) do modelo GEN pelas restric¸o˜es do modelo acima
e incluam-se as restric¸o˜es de ligac¸a˜o das varia´veis yij e z
h
ij . Desta forma, obtemos o
seguinte modelo:
Modelo HOP





yij ∈ {0, 1}, (i, j) ∈ A. (2)
Realc¸amos, de novo, o facto deste modelo ser compacto, visto a dimensa˜o do grafo
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expandido Gpq que deu origem a`s restric¸o˜es (5a)-(6c) depender polinomialmente da
dimensa˜o do grafo original G. Note-se ainda que as restric¸o˜es de ligac¸a˜o (8) permitem
rescrever o modelo HOP sem as varia´veis yij.
Observe-se agora com maior detalhe o significado das varia´veis lacete zhii (i ∈
V \ {p}, h = 2, ..., H) do modelo HOP . Vimos ja´ que estas varia´veis esta˜o associadas
a arcos da forma ((i, h), (i, h+ 1)) do grafo expandido Gpq, correspondendo a lacetes
no nodo i, no ma´ximo na posic¸a˜o h, no trajecto-H-(p, q) em G. E´ precisamente
devido a estas varia´veis lacete que as restric¸o˜es (5a)-(6c) do modelo HOP modelam
correctamente a determinac¸a˜o de um trajecto-H-(p, q). Note-se que no caso em que
esse caminho tem menos que H saltos, as varia´veis lacete sa˜o necessa´rias para que
haja precisamente H varia´veis com valor 1. Claramente, podera´ haver va´rias soluc¸o˜es
nestas condic¸o˜es. Considere-se de novo o exemplo do caminho a tracejado da figura I.4











ilustrada na figura I.5 sobre os grafos original e expandido.
Observe-se agora que o nu´mero de soluc¸o˜es alternativas podera´ ser reduzido se
simplesmente eliminarmos as varia´veis lacete zhii, com i 6= q. Ignoramos portanto
arcos da forma ((i, h), (i, h+ 1)), com i 6= q e h = 1, ..., H−1, em Gpq, o que e´ equiva-
lente em termos do grafo original G a aceitar lacetes nas posic¸o˜es h, com h = 2, ..., H ,
apenas em q.
Assim, se para um determinado h (com 2 ≤ h ≤ H) tivermos zhqq = 1, signi-
fica que o trajecto-H-(p, q) tem exactamente h − 1 saltos. Deste modo, para todo o




1, se o arco (i, j) e´ percorrido exactamente na posic¸a˜o h
0, c. c.
.
Pelo exposto, temos ainda as varia´veis lacete (sobre q, apenas), para todo o
h = 2, ...H , definidas como:










Figura I.5: Caminho alternativo ao representado a tracejado na figura I.4, em termos
do grafo original G, em cima, bem como do grafo expandido Gpq.
zhqq =
{
1, se o lacete (q, q) e´ percorrido exactamente na posic¸a˜o h
0, c. c.
.
Deste modo, as restric¸o˜es (6b) podem ser eliminadas do modelo HOP . Ao longo
do presente trabalho, de ora em diante e pelas razo˜es referidas, consideramos que o
modelo HOP conte´m apenas estas varia´veis lacete sobre q e, por conseguinte, inter-
pretaremos as varia´veis do modelo conforme ultimamente descritas.
I.1.4 Comparac¸a˜o de Modelos
Nesta subsecc¸a˜o procederemos a` comparac¸a˜o das duas descric¸o˜es da restric¸a˜o gene´rica
(1) do modelo GEN apresentadas nas subsecc¸o˜es anteriores. Isto e´, estabeleceremos
a relac¸a˜o entre os conjuntos de soluc¸o˜es admiss´ıveis dos modelos TRAD e HOP ,
tendo naturalmente em conta as respectivas relaxac¸o˜es lineares.
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Relembre-se que os pontos extremos de F (TRADL) – sendo F (TRADL) o con-
junto de soluc¸o˜es admiss´ıveis da relaxac¸a˜o linear do modelo TRAD – nem sempre
sa˜o inteiros (conforme ilustrado na figura I.2), pelo que, naturalmente, F (TRADL) ⊇
conv ((1), (2)) e note-se que, por sua vez, conv ((1), (2)) ⊇ conv (Wpq). Denotando
por ProjY (F (HOPL)) a projecc¸a˜o de F (HOPL) no espac¸o das varia´veis yij atrave´s
das restric¸o˜es de ligac¸a˜o (8), o resultado I.2 permite-nos estabelecer que:
Resultado I.3 (Gouveia 1998)
ProjY (F (HOPL)) ⊆ F (TRADL).
Deste modo, para um qualquer problema que contenha restric¸o˜es de caminho entre
dois nodos com restric¸a˜o de salto (entre outras), ao considerar o modelo HOP temos
a garantia de que a formulac¸a˜o resultante fornecera´ um limite inferior (ou superior)
nunca pior do que considerando o modelo TRAD.
Conclu´ımos assim esta secc¸a˜o, frisando que apesar do maior nu´mero de varia´veis
e restric¸o˜es da formulac¸a˜o HOP , esta e´ exacta e compacta (como vimos, a sua di-
mensa˜o depende polinomialmente da dimensa˜o do grafo original G).
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I.2 Determinac¸a˜o de D Caminhos com Restric¸o˜es
de Salto
Nesta secc¸a˜o discutiremos modelos para a determinac¸a˜o de D caminhos entre dois
nodos num grafo, cada um dos quais com na˜o mais que H saltos. Adaptar-se-a˜o os
modelos propostos na secc¸a˜o I.1 e, com base no modelo HOP , sera´ proposto um novo
modelo que utiliza um u´nico conjunto de varia´veis (enquanto que as adaptac¸o˜es dos
modelos ja´ apresentados – TRAD e HOP – conteˆm D conjuntos de varia´veis, um
para cada caminho entre p e q).
Nesta secc¸a˜o continuaremos a ter em conta um grafo orientado G = (V,A), assim
como as definic¸o˜es I.1.1, I.1.2 e I.1.3.
A` semelhanc¸a da exposic¸a˜o feita na secc¸a˜o anterior, preocupar-nos-emos apenas
em modelar um conjunto de arcos que contenha D caminhos-H-(p, q), dada a difi-
culdade associada a` descric¸a˜o exacta de um caminho-H-(p, q) (que, como referimos
antes, esta´ relacionada com o facto desse caminho ser elementar). Note-se, de novo,
que na presenc¸a de outras restric¸o˜es nos problemas em que os modelos apresentados
nesta secc¸a˜o forem inseridos, bem como se houver custos associados aos arcos, as
soluc¸o˜es que se obteˆm sa˜o de facto caminhos-H-(p, q).
I.2.1 Modelo Gene´rico
Pretendendo determinar D caminhos entre dois nodos p, q ∈ V cada um dos quais
com na˜o mais do que H arcos (saltos) sobre um grafo G = (V,A), o modelo gene´rico
que se segue – gene´rico no mesmo sentido que anteriormente (ver subsecc¸a˜o I.1.1), i.e.,
por na˜o explicitar matematicamente as restric¸o˜es que garantem a existeˆncia de D ca-
minhos-H-(p, q) – utiliza, para qualquer arco (i, j) ∈ A, as seguintes varia´veis inteiras:
fij = nu´mero de caminhos que utililizam o arco (i, j).
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Deste modo, podemos enta˜o escrever o seguinte modelo gene´rico:
Modelo GEND
{(i, j) ∈ A : fij > 0} conte´m D caminhos-H-(p, q) (9)
fij ∈ Z
+
0 , (i, j) ∈ A. (10)
A restric¸a˜o gene´rica (9) garante que os arcos utilizados conteˆm D caminhos-H-
(p, q). Note-se que esses D caminhos na˜o sa˜o necessariamente distintos, conforme












Figura I.6: Treˆs (D = 3) caminhos-4-(p, q). Junto a cada arco (i, j), encontra-se o
valor da respectiva varia´vel fij.
A` semelhanc¸a da exposic¸a˜o efectuada na secc¸a˜o I.1, a restric¸a˜o gene´rica (9) sera´
explicitada matematicamente nas subsecc¸o˜es seguintes.
I.2.2 Modelo Tradicional
Comec¸amos por realc¸ar que devido a`s restric¸o˜es de salto e´ necessa´rio distinguir cada
um dos D caminhos entre p e q. De facto, considerando as varia´veis fij definidas na
subsecc¸a˜o anterior, facilmente se adaptariam as restric¸o˜es (3a)-(3c) apresentadas na
subsecc¸a˜o I.1.2 de forma a modelar D caminhos entre p e q. No entanto, a restric¸a˜o
de cardinalidade (3d) na˜o e´ directamente adapta´vel uma vez que pretendemos que
cada um dos D caminhos entre p e q tenha no ma´ximo H saltos.
Deste modo, utilizaremos D conjuntos de varia´veis bina´rias, semelhantes a`s defi-
nidas na subsecc¸a˜o I.1.2, mas distinguindo por que caminho um arco e´ utilizado ou
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na˜o. Considerem-se enta˜o, para quaisquer (i, j) ∈ A e d = 1, ..., D, as varia´veis
ydij =
{
1, se o arco (i, j) e´ utilizado pelo d-e´simo caminho-H-(p, q)
0, c. c.
.
Note-se que, a` semelhanc¸a do modelo TRAD, na˜o se consideram as varia´veis
ydqj, ∀(q, j) ∈ A, ∀d = 1, ..., D, nem as varia´veis y
d
ip, ∀(i, p) ∈ A, ∀d = 1, ..., D, visto
que estas varia´veis indicam se, para um qualquer caminho d, um arco chega ao nodo
inicial p ou se um arco parte do nodo final q. Desta forma, essas varia´veis sa˜o sim-
plesmente omitidas no modelo.
Utilizando as varia´veis definidas acima, podemos enta˜o explicitar a restric¸a˜o gene´-
rica (9) atrave´s de D sistemas de equac¸o˜es, sendo cada um deles similar ao apresen-
tado na subsecc¸a˜o I.1.2 (ver tambe´m [2]), da seguinte forma:
∑
j:(p,j)∈A





ydji = 0, i 6= p, q; d = 1, ..., D (11b)∑
j:(j,q)∈A
ydjq = 1, d = 1, ..., D (11c)∑
(i,j)∈A
ydij ≤ H, d = 1, ..., D. (11d)
Relembre-se que, para cada d = 1, ..., D, as restric¸o˜es (11a)-(11c) sa˜o as restric¸o˜es
de caminho usuais, especificando o d-e´simo caminho de p a q, e a correspondente res-
tric¸a˜o (11d) restringe o nu´mero de saltos desse caminho a H .
Note-se que, para cada arco (i, j) ∈ A, o nu´mero de caminhos que atravessa esse




ij, ou seja, as varia´veis y
d
ij relacionam-se com as varia´veis




ydij, (i, j) ∈ A. (12)
Substituindo a restric¸a˜o (9) do modelo GEND pelas do sistema (11a)-(12), ob-
temos um modelo va´lido para a determinac¸a˜o de um conjunto de arcos que conte´m
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D caminhos-H-(p, q), doravante designado por TRADD:
Modelo TRADD




ydij , (i, j) ∈ A (12)
fij ∈ Z
+
0 , (i, j) ∈ A. (10)
Observe-se que as restric¸o˜es de ligac¸a˜o (12) permitem rescrever este modelo sem
as varia´veis fij. Note-se ainda que, a` semelhanc¸a do modelo GEN
D, os D caminhos
modelados pelo sistema de restric¸o˜es (11a)-(11d) na˜o sa˜o necessariamente distintos
(tanto em termos de arcos como de nodos). De facto, essas restric¸o˜es sa˜o formadas
por D subsistemas independentes, cada um deles modelando um subconjunto de ar-
cos que conte´m um caminho-H-(p, q), em que as varia´veis ydij e y
d′
ij na˜o se relacionam
entre si, para qualquer par de valores d, d′ = 1, ..., D com d 6= d′. A figura I.7 ilustra
o mesmo exemplo da figura I.6, em que junto a cada arco (i, j) se encontra o valor da
respectiva varia´vel ydij (junto aos arcos a cheio, tracejado e picotado encontram-se os


























ij (junto aos arcos a cheio, tracejado e pi-
cotado, respectivamente), relativamente aos treˆs (D = 3) caminhos-4-(p, q) ilustrados
na figura I.6.
Note-se que os pontos extremos de TRADDL podera˜o ser fracciona´rios, pois para
cada d = 1, ..., D as restric¸o˜es (11a)-(11d) sa˜o ideˆnticas a`s restric¸o˜es do modelo
TRAD apresentado na secc¸a˜o I.1.2 (cuja relaxac¸a˜o linear tem pontos extremos na˜o
necessariamente inteiros, como ilustrado anteriormente na figura I.2).
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Como observado no final da subsecc¸a˜o I.1.2, note-se que, para cada d = 1, ..., D,
se desconhece uma descric¸a˜o completa do envolvente convexo dos vectores de in-
cideˆncia de caminhos-H-(p, q) usando apenas as varia´veis ydij [9]. A` semelhanc¸a da
secc¸a˜o I.1, apresentamos de seguida o modelo HOPD, cuja relaxac¸a˜o linear, para
cada d = 1, ..., D, e´ uma descric¸a˜o estendida do envolvente convexo dos vectores de
incideˆncia do d-e´simo trajecto-H-(p, q) para qualquer H .
I.2.3 Modelo Hop-Indexed
A` semelhanc¸a da exposic¸a˜o efectuada na subsecc¸a˜o I.1.3, apresentamos agora uma
descric¸a˜o de um fortalecimento da restric¸a˜o gene´rica (9), que, como veremos, tem
vantagens relativamente a` descric¸a˜o da mesma restric¸a˜o gene´rica dada pelo modelo
TRADD.
Consideremos enta˜o o seguinte fortalecimento de (9):
{(i, j) ∈ A : fij > 0} forma D trajectos-H-(p, q).
Comec¸amos enta˜o por recordar que um trajecto-H-(p, q) sobre o grafo original
G = (V,A) pode ser visto como um caminho na˜o restringido no nu´mero de saltos
num grafo expandido. Considerando um qualquer caminho d, com d = 1, ..., D, seja
Gdpq esse grafo expandido. Dada enta˜o a correspondeˆncia existente entre um cami-
nho de (p, 0) a (q,H) em Gdpq e um trajecto-H-(p, q) no grafo original G, para cada
d = 1, ..., D, bem como tendo em conta a exposic¸a˜o feita na subsecc¸a˜o I.1.3 (relati-
vamente a` eliminac¸a˜o das varia´veis lacete sobre nodos diferentes de q), considerem-se




1, se o arco (i, j) e´ percorrido exactamente
na posic¸a˜o h pelo d-e´simo trajecto-H-(p, q)
0, c. c.
,
e ainda as varia´veis lacete (sobre q, apenas), para todo o h = 2, ...H e todo o
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1, se o lacete (q, q) e´ percorrido exactamente
na posic¸a˜o h pelo d-e´simo trajecto-H-(p, q)
0, c. c.
.
Utilizando estas varia´veis, podemos enta˜o explicitar o fortalecimento da restric¸a˜o
gene´rica (9) do modelo GEND da seguinte forma:
∑
j:(p,j)∈A





zhdji = 0, i 6= p; h = 1, ..., H − 1; d = 1, ..., D (13b)∑
j:(j,q)∈A
zHdjq = 1, d = 1, ..., D (13c)
zhdij ∈ {0, 1} , (i, j) ∈ A; h = 1, ..., H ; d = 1, ..., D (14a)
zhdqq ∈ {0, 1} , h = 2, ..., H ; d = 1, ..., D. (14b)
Tendo em conta a exposic¸a˜o efectuada na subsecc¸a˜o I.1.2, podemos afirmar que,
para cada d = 1, ..., D, o conjunto de soluc¸o˜es admiss´ıveis da relaxac¸a˜o linear do d-
e´simo sub-sistema das restric¸o˜es (13a)-(14b) tem pontos extremos inteiros. Ou seja,
podemos replicar o resultado I.1 D vezes, como se segue:
Resultado I.4 texto invis´ıvel
Para cada d = 1, ..., D, os pontos extremos do pol´ıtopo definido pela relaxac¸a˜o
linear das restric¸o˜es (13a)-(14b) sa˜o inteiros.
Deste modo, para cada subsistema d das restric¸o˜es acima apresentadas, com
d = 1, ..., D, podemos relaxar as restric¸o˜es de integralidade das varia´veis e, ate´,
substituir as respectivas restric¸o˜es (14a)-(14b) por restric¸o˜es de na˜o negatividade
(na medida em que (13a)-(13c) tornam os limites superiores das varia´veis redun-
dantes). Assim, num qualquer problema com uma dada estrutura de custos em que
o sub-sistema resultante for integrado, a sua soluc¸a˜o o´ptima na˜o se altera ao fazer a
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referida substituic¸a˜o.
Note-se agora que, para cada arco (i, j) ∈ A, as varia´veis zhdij relacionam-se com
as varia´veis fij do modelo GEN






zhdij , (i, j) ∈ A. (15)
Substituindo a restric¸a˜o (9) do modelo GEND pelas do sistema (13a)-(14b),
obtemos um modelo va´lido para a determinac¸a˜o de D caminhos-H-(p, q), que de-
signaremos por HOPD (recorde-se que na presenc¸a de outras restric¸o˜es e/ou custos
associados aos arcos em problemas mais gerais, as soluc¸o˜es obtidas sa˜o de facto ca-
minhos-H-(p, q)):
Modelo HOPD






zhdij , (i, j) ∈ A (15)
fij ∈ Z
+
0 , (i, j) ∈ A. (10)
Novamente, observe-se que as restric¸o˜es de ligac¸a˜o (15) permitem rescrever este
modelo sem as varia´veis fij . Note-se ainda que as varia´veis z
hd
ij do d-e´simo subsistema




com d, d′ = 1, ..., D e d 6= d′. Assim, a` semelhanc¸a da observac¸a˜o efectuada ante-
riormente para os modelos GEND e TRADD, note-se que os D caminhos-H-(p, q)
modelados por HOPD na˜o sa˜o necessariamente distintos (quer em termos de arcos
como de nodos).
Para concluir esta subsecc¸a˜o, realc¸amos que o modelo HOPD tem D conjuntos
de varia´veis, um para um dos D caminhos-H-(p, q) que se pretendem determinar.
Na subsecc¸a˜o seguinte, veremos que e´ poss´ıvel diminuir o nu´mero de varia´veis sem
perder as boas caracter´ısticas (referidas no resultado I.4) do modelo que acaba´mos
de analisar.
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I.2.4 Modelo Hop-Indexed Agregado
Nesta subsecc¸a˜o apresentamos uma terceira descric¸a˜o da restric¸a˜o gene´rica (9) do
modelo GEND. Como veremos mais a` frente, apesar do novo modelo ser uma versa˜o
agregada do modeloHOPD, pelo que o designaremos porHOP -AD, ao considerarmos
esse modelo integrado em problemas mais gerais temos a garantia de que a qualidade
dos limites das respectivas relaxac¸o˜es lineares na˜o e´ alterada.
Como motivac¸a˜o, comecemos por considerar o modelo HOPD da subsecc¸a˜o ante-
rior e apresentar um grafo original G sobre o qual existem D = 3 trajectos-H-(p, q),





A figura I.8 ilustra esse exemplo, em que os referidos grafos expandidos se encontram
sobrepostos e onde junto aos arcos a cheio, tracejado e picotado se encontram os va-





Uma vez que para cada d = 1, ..., D, o grafo expandido Gdpq cumpre implicitamente
com as restric¸o˜es de salto, o exemplo apresentado sugere que na˜o ha´ necessidade em
distinguir cada um dos D caminhos. De facto, como vimos na subsecc¸a˜o I.2.3, dada
a correspondeˆncia entre o d-e´simo trajecto-H-(p, q) em G e um caminho no grafo ex-
pandido Gdpq, para cada d = 1, ..., D, podemos agregar os fluxos que atravessam arcos
com nodos extremos iguais, como ilustrado na figura I.9.
Observemos agora que o processo ilustrado na figura I.9 corresponde a agregar
em d = 1, ..., D as restric¸o˜es (13a), (13b), (13c), (14a) e (14b) do modelo HOPD,




ij , para qual-
quer (i, j) ∈ A ∪ {(q, q)} e h = 1, ..., H . Desta forma, podemos interpretar as novas
varia´veis do seguinte modo:
whij = nu´mero de trajectos-H-(p, q) que percorrem o arco (i, j)
exactamente na posic¸a˜o h.

























Figura I.8: Treˆs (D = 3) trajectos-3-(p, q) sobre o grafo original G, em cima, e os





em baixo. Junto aos arcos a cheio, tracejado e picotado encontram-se os valores das





Obtemos assim uma forma alternativa de explicitar o fortalecimento da restric¸a˜o
gene´rica (9) apresentado na subsecc¸a˜o anterior, dado por:
∑
j:(p,j)∈A





whji = 0, i 6= p; h = 1, ..., H − 1 (16b)∑
j:(j,q)∈A
wHjq = D (16c)
whij ∈ {0, 1, ..., D} , (i, j) ∈ A; h = 1, ..., H (17a)
whqq ∈ {0, 1, ..., D} , h = 2, ..., H . (17b)




























(ou G1,2,3pq ), em baixo, com base no exemplo da figura I.8.
Note-se que este e´ um modelo de fluxos num grafo expandido, grafo este que resulta
da sobreposic¸a˜o dosD grafos expandidos (Gdpq, com d = 1, ..., D) associados ao modelo
HOPD. SejaG1,...,Dpq esse grafo expandido e observe-se que os seus conjuntos de nodos e
arcos coincidem com os conjuntos Vpq e Apq, respectivamente, definidos anteriormente
na subsecc¸a˜o I.1.2. Deste modo e como ilustrado nas figuras I.8 e I.9, existe uma
correspondeˆncia entre D trajectos-H-(p, q) sobre o grafo original G e D caminhos
na˜o restringidos no nu´mero de arcos sobre G1,...,Dpq . Note-se que (como observado
nos modelos anteriores) os referidos D caminhos sobre G podera˜o (obviamente) na˜o
ser distintos. Novamente, note-se ainda que nas soluc¸o˜es obtidas considerando as
restric¸o˜es (16a)-(17b) em conjunto com outras restric¸o˜es e/ou na presenc¸a de custos
associados aos arcos obtemos, de facto, D caminhos-H-(p, q) conforme a definic¸a˜o
I.1.3.
Uma vez que a matriz das restric¸o˜es acima apresentadas e´ totalmente unimodular,
podemos estabelecer o seguinte resultado (similar aos resultados I.1 e I.4):
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Resultado I.5 texto invis´ıvel
Os pontos extremos do pol´ıtopo definido pela relaxac¸a˜o linear das restric¸o˜es
(16a)-(17b) sa˜o inteiros.
Deste modo, podemos substituir as restric¸o˜es (17a) e (17c) por restric¸o˜es de na˜o
negatividade, visto que as restric¸o˜es (16a)-(16b) tornam os limites superiores da
relaxac¸a˜o da integralidade das varia´veis redundantes.
Tendo em conta as restric¸o˜es de ligac¸a˜o (15) do modelo HOPD, naturalmente
que, para qualquer arco (i, j) ∈ A, a relac¸a˜o entre as novas varia´veis whij acima defini-
das e as varia´veis fij do modelo GEN





Substituindo a restric¸a˜o (9) do modelo GEND pelas do sistema (16a)-(17b), obte-
mos, pelas mesmas razo˜es que foram apresentadas anteriormente, um modelo va´lido
para a determinac¸a˜o de D caminhos-H-(p, q), que designaremos por HOP -AD:
Modelo HOP-AD




whij, (i, j) ∈ A (18)
fij ∈ Z
+
0 , (i, j) ∈ A. (10)
Note-se que, dadas as restric¸o˜es de ligac¸a˜o (18) (e similarmente a`s observac¸o˜es
efectuadas relativamente aos modelos apresentados nas subsecc¸o˜es anteriores), o mo-
delo HOP -AD pode ser rescrito sem as varia´veis fij .
A` semelhanc¸a dos modelos HOP e HOPD, note-se que este modelo conte´m
varia´veis lacete whqq, com h = 2, ..., H , que modelam situac¸o˜es em que pelo me-
nos um dos D trajectos-H-(p, q) tem menos que H arcos (i.e., whjq ≥ 1 para um
(j, q) ∈ A, j ∈ V \ {q} e um h = 1, ..., H − 1).
Observemos agora que, pelo resultado I.5, podemos afirmar que a projecc¸a˜o do
conjunto de soluc¸o˜es admiss´ıveis da relaxac¸a˜o linear de HOP -AD no espac¸o das
varia´veis fij, atrave´s das igualdades (18), tem pontos extremos inteiros.
28 CAPI´TULO I. INTRODUC¸A˜O
Resultado I.6 texto invis´ıvel
Os pontos extremos de ProjF
(
F (HOP -ADL )
)
sa˜o inteiros.
Conclu´ımos esta subsecc¸a˜o realc¸ando a importaˆncia deste resultado e o facto do





ij , ∀(i, j) ∈ A ∪ {(q, q)}, ∀h = 1, ..., H). Na pro´xima sub-
secc¸a˜o analisaremos em maior detalhe a relac¸a˜o entre estas duas formas de representar
a restric¸a˜o gene´rica (9) do modelo GEND.
I.2.5 Comparac¸a˜o de Modelos
Nesta subsecc¸a˜o efectuaremos a comparac¸a˜o dos modelos TRADD,HOPD eHOP -AD
apresentados nas subsecc¸o˜es anteriores, tendo em conta os conjuntos de soluc¸o˜es ad-
miss´ıveis das respectivas relaxac¸o˜es lineares.
O resultado apresentado de seguida estabelece a relac¸a˜o entre as relaxac¸o˜es line-
ares dos modelos TRADD e HOPD. Denote-se a projecc¸a˜o do conjunto de soluc¸o˜es










a projecc¸a˜o no espac¸o das varia´veis fij do conjunto de soluc¸o˜es
admiss´ıveis da relaxac¸a˜o linear do modelo HOPD atrave´s das igualdades (15). Po-
demos enta˜o estabelecer que:










Demonstrac¸a˜o: Comecemos por substituir, para cada arco (i, j) ∈ A, as restric¸o˜es




ij , para qualquer
d = 1, ..., D (observe-se que, para cada d = 1, ..., D, a relac¸a˜o entre as varia´veis ydij e





esta modificac¸a˜o na˜o prejudica o modelo HOPD em termos da sua relaxac¸a˜o linear
e, simultaneamente, permite-nos comparar os dois modelos em questa˜o no espac¸o das
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varia´veis yij.
Para cada d = 1, ..., D, denotemos o conjunto de soluc¸o˜es admiss´ıveis da relaxac¸a˜o
linear do modelo TRADD sem as restric¸o˜es de ligac¸a˜o (12) (como observado anterior-
mente, podemos rescrever o modelo TRADD sem as varia´veis fij) por F (TRAD
D,d
L ).
Similarmente e para o mesmo d, seja F (HOPD,dL ) o conjunto de soluc¸o˜es admiss´ıveis
da relaxac¸a˜o linear do modelo HOPD sem as restric¸o˜es de ligac¸a˜o (15). Usemos
agora o resultado I.3 da subsecc¸a˜o I.1.4. De facto, para um qualquer d = 1, ..., D, a







esta´, segundo esse resultado, contida em F (TRADD,dL ).











Vejamos agora a relac¸a˜o existente entre os modelo HOPD e HOP -AD. O facto
deste modelo ser uma versa˜o agregada do primeiro sugere que a sua relaxac¸a˜o li-







F (HOP -ADL )
)
as projecc¸o˜es dos conjuntos de soluc¸o˜es
admiss´ıveis das relaxac¸o˜es lineares de HOPD e HOP -AD atrave´s de (15) e (18),
respectivamente, no espac¸o das varia´veis fij, podemos estabelecer que:







F (HOP -ADL )
)
.
Demonstrac¸a˜o: Recorde-se que as varia´veis zhdij do primeiro modelo se relacionam






ij , para quaisquer (i, j) ∈
A e h = 1, ..., H . Adicionem-se estas igualdades ao modelo HOPD (o que na˜o preju-





jecc¸a˜o, atrave´s das mesmas igualdades, do conjunto de soluc¸o˜es admiss´ıveis de HOPDL






ij ) no espac¸o das varia´veis w
h
ij .




= F (HOP -ADL ). Note-se que ao adicionar
30 CAPI´TULO I. INTRODUC¸A˜O




ij ao modelo HOP
D a inclusa˜o “⊆” fica imediata-
mente provada atrave´s das mesmas igualdades, pois qualquer soluc¸a˜o admiss´ıvel da
relaxac¸a˜o linear de HOPD satisfaz necessariamente a soma em d = 1, ..., D das res-
tric¸o˜es (13a)-(14b). Para provar a inclusa˜o no sentido inverso, observe-se que, dada
uma qualquer soluc¸a˜o admiss´ıvel da relaxac¸a˜o linear deHOP -AD, facilmente se obte´m






para quaisquer (i, j) ∈ A e h = 1, ...H . Deste modo e tendo em conta as restric¸o˜es de










O modelo HOP -AD possui enta˜o claras vantagens relativamente a` versa˜o desa-
gregada que lhe deu origem: a` medida que D aumenta, o modelo agregado torna-se
mais interessante visto que o nu´mero de varia´veis de que faz uso decresce a` raza˜o 1
D
relativamente ao nu´mero de varia´veis do modelo HOPD.
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I.3 Concluso˜es
Neste cap´ıtulo discutimos diferentes formulac¸o˜es de Programac¸a˜o Linear Inteira para
a determinac¸a˜o de um ou mais caminhos com restric¸o˜es de salto entre dois nodos.
Comec¸a´mos por apresentar formulac¸o˜es (gene´ricas) em que as restric¸o˜es de salto na˜o
sa˜o explicitadas matematicamente, apresentando de seguida descric¸o˜es poss´ıveis des-
sas restric¸o˜es gene´ricas segundo diferentes abordagens. Compararam-se as relaxac¸o˜es
lineares dos modelos resultantes, tendo ficado provadas as vantagens dos modelos ba-
seados no trabalhos de Gouveia [11] em relac¸a˜o a modelos tradicionais. Como veremos
no pro´ximo cap´ıtulo, as vantagens dos primeiros modelos (baseados em varia´veis com
um ı´ndice adicional associado a` posic¸a˜o em que um determinado arco e´ percorrido)
revelar-se-a˜o, em termos da qualidade dos limites dados pelas relaxac¸o˜es lineares,
bem como em termos do esforc¸o computacional envolvido na determinac¸a˜o da soluc¸a˜o
o´ptima inteira, das formulac¸o˜es nas quais esses (sub)modelos sera˜o inseridos.
Nos pro´ximos cap´ıtulos deste trabalho, estudaremos va´rios problemas de teleco-
municac¸o˜es em que ha´ a necessidade (entre outras) de estabelecer D caminhos com
restric¸o˜es de salto entre va´rios pares de nodos p, q ∈ S, onde S e´ um subconjunto de
nodos de V . Para tal, os modelos discutidos na secc¸a˜o I.2 deste cap´ıtulo podera˜o ser
facilmente adaptados redefinindo as varia´veis utilizadas e replicando os modelos para
cada par de nodos p, q ∈ S. Como vimos, nenhum desses modelos especifica exac-
tamente D caminhos-H-(p, q), pois na realidade garantem apenas que a sua soluc¸a˜o
consiste num conjunto de arcos que conte´m D caminhos-H-(p, q). No entanto, ha-
vendo custos associados aos arcos e/ou na presenc¸a de outras restric¸o˜es nos problemas
abordados nos cap´ıtulos II e III), as soluc¸o˜es obtidas sa˜o de facto D caminhos-H-
(p, q), para qualquer p, q ∈ S.
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Cap´ıtulo II
Desenho e Dimensionamento
de Redes de Telecomunicac¸o˜es
Problemas de desenho e dimensionamento de redes teˆm sido extensivamente estuda-
dos nos u´ltimos anos. Devido a` importaˆncia que teˆm vindo a ocupar na vida quoti-
diana a diversos n´ıveis, redes de telecomunicac¸o˜es teˆm ganho considera´vel destaque,
tornando-se naturalmente objecto de intensa investigac¸a˜o. A crescente necessidade
de transmisso˜es de alta velocidade com elevados ı´ndices de fiabilidade e qualidade de
servic¸o (QoS) teˆm motivado o estudo de diversas aplicac¸o˜es da vida real, habitual-
mente designadas por problemas de network design.
A atenc¸a˜o dada a problemas de desenho e dimensionamento de redes de telecomu-
nicac¸o˜es deve-se essencialmente a dois factores. O primeiro consiste na liberalizac¸a˜o
do mercado das telecomunicac¸o˜es que exige dos operadores a oferta de servic¸os a
prec¸os competitivos. A apeteˆncia do mercado para novos e mais variados servic¸os
que o sucesso da Internet criou nos utilizadores de telecomunicac¸o˜es constitui o se-
gundo factor. Desta forma os operadores sentem necessidade de: i) adoptar novas
tecnologias que lhes permitam suportar mu´ltiplos servic¸os (telefonia, comunicac¸a˜o de
dados, televisa˜o interactiva e mu´ltiplos outros servic¸os) numa u´nica infra-estrutura de
rede; e ii) configurar de uma forma mais criteriosa as suas redes de telecomunicac¸o˜es.
O objectivo destas preocupac¸o˜es e´ reduzir custos de operac¸a˜o e manutenc¸a˜o de modo
a praticar prec¸os mais competitivos para os servic¸os suportados.
33
34 CAPI´TULO II. DES. E DIM. DE REDES DE TELECOMUNICAC¸O˜ES
Neste cap´ıtulo abordamos dois problemas de optimizac¸a˜o que surgem no contexto
de redes de telecomunicac¸o˜es. A exposic¸a˜o feita na secc¸a˜o I.2 sera´ fundamental uma
vez que, em ambos os problemas, existe um conjunto de servic¸os, cada um dos quais
definido por um nodo inicial e um nodo final que e´ necessa´rio suportar atrave´s de D
caminhos com restric¸o˜es de salto entre os seus nodos extremos.
O primeiro problema, abordado na secc¸a˜o II.1, consiste no desenho de uma rede
formada por uma u´nica camada, mais concretamente uma rede Multi-Protocol Label
Switching (MPLS). Representando esta rede atrave´s de um grafo em que existem
custos associados a` utilizac¸a˜o dos seus nodos e arestas, pretende-se determinar um
subgrafo de custo mı´nimo que suporte todos os servic¸os que existirem nessa rede
com QoS. Para tal, sa˜o consideradas as ja´ amplamente referidas restric¸o˜es de salto,
modelando o atraso ma´ximo associado a` transmissa˜o de informac¸a˜o desde o nodo
origem ate´ ao nodo destino de cada servic¸o. Adicionalmente, existem restric¸o˜es de
sobreviveˆncia, i.e., e´ necessa´rio mais do que um caminho suportando cada servic¸o e
que os mesmos sejam disjuntos nos nodos de modo a garantir que as redes resistam a
falhas. E´ poss´ıvel modelar estas u´ltimas restric¸o˜es, como veremos, atrave´s da inclusa˜o
de simples condic¸o˜es adicionais.
Relativamente a este problema, consideramos apenas o caso D = 2, i.e., o caso em
que se exige a existeˆncia de dois caminhos suportando cada servic¸o. Discutimos treˆs
formulac¸o˜es de Programac¸a˜o Linear Inteira para diferentes valores de H , formulac¸o˜es
estas obtidas a partir dos submodelos TRAD2, HOP 2 eHOP -A2 abordados na secc¸a˜o
I.2. Considerando redes de teste com ate´ 50 nodos e mais de 400 arestas, relatamos
a nossa experieˆncia computacional que atesta a veracidade dos resultados I.7 e I.8.
Na secc¸a˜o II.2, abordamos um problema de desenho e dimensionamento de duas
camadas de rede em simultaˆneo: uma camada inferior do tipo Wavelength Division
Multiplexing (WDM), que confere a transmissa˜o de dados da rede MPLS da camada
superior. Neste problema, veremos que e´ poss´ıvel representar as duas camadas de
rede atrave´s de um u´nico grafo (com custos associados a nodos, como no problema
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anterior, bem como a`s arestas – sendo neste problema dependentes da quantidade de
equipamento que for necessa´rio instalar em cada aresta). Na camada inferior, existem
restric¸o˜es de atenuac¸a˜o o´ptica, enquanto que na camada superior, tal como no pri-
meiro problema, existem restric¸o˜es de QoS e de sobreviveˆncia. Neste n´ıvel superior,
visto que cada servic¸o existente possui um tra´fego associado, existem ainda restric¸o˜es
de largura de banda, i.e., a capacidade instalada em cada aresta deve acomodar o
tra´fego total que a atravesse. Assim, resumidamente, neste problema pretende-se de-
terminar um subgrafo de custo mı´nimo, custo este que depende na˜o so´ dos nodos e
arestas seleccionados como tambe´m da capacidade instalada em cada aresta seleccio-
nada, que robustamente suporte todos os servic¸os (i.e., tendo em conta as restric¸o˜es
de sobreviveˆncia) com qualidade de servic¸o.
Dados os resultados obtidos no cap´ıtulo anterior, respeitantes a`s relac¸o˜es existen-
tes entre os submodelos TRADD, HOPD e HOP -AD, bem como tendo em conta os
resultados computacionais obtidos no estudo do problema da secc¸a˜o II.1 do presente
cap´ıtulo, este segundo problema sera´ abordado com base no submodelo HOP -AD.
Efectuamos um estudo comparativo considerando diferentes valores para D (2, 3 e
4), avaliando o impacto de diferentes mecanismos de sobreviveˆncia (que dependem
do modo como e´ encaminhado o tra´fego de cada servic¸o atrave´s dos D caminhos que
o suportam) no custo total das soluc¸o˜es o´ptimas obtidas para este problema.
Relativamente a problemas de desenho de redes envolvendo restric¸o˜es de sobre-
viveˆncia, i.e., caminhos disjuntos nos nodos (ou arestas) entre determinados pares de
nodos, existem mu´ltiplas refereˆncias na literatura entre as quais se destacam os tra-
balhos de Raghavan [34], Stoer [40], Raghavan e Magnanti [35], Magnanti e Raghavan
[26], Balakrishnan, Magnanti e Mirchandani [3], bem como Borne et al. [6].
No que toca a problemas de desenho de redes com restric¸o˜es de salto e as suas
aplicac¸o˜es, destacamos os trabalhos de Balakrishnan e Altinkemer [2], Gouveia [11],
LeBlanc, Chiﬄet e Mahey [24] (apresentando diversas aplicac¸o˜es modeladas atrave´s
de restric¸o˜es de salto) e, ainda, o recente trabalho de Gouveia et al. [12] em que
as restric¸o˜es de salto sa˜o, a` semelhanc¸a do presente trabalho, usadas para modelar
restric¸o˜es de QoS numa rede MPLS sobre WDM.
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Mais recentemente, teˆm surgido na literatura diversas abordagens para proble-
mas de desenho de redes com restric¸o˜es de sobreviveˆncia e de salto de custo mı´nimo,
i.e., problemas em que se pretende determinar um subgrafo de custo mı´nimo de um
grafo em que existem um ou mais servic¸os (ou pares de nodos origem/destino), para
os quais tera˜o que haver D caminhos, com no ma´ximo H saltos cada, disjuntos nas
arestas e/ou nodos. Orlowski e Wessaely [33] discutem formulac¸o˜es envolvendo um
nu´mero exponencial de varia´veis e estudam o impacto de restric¸o˜es de salto, sob di-
versos mecanismos de sobreviveˆncia, no custo total das redes consideradas. Huygens,
Mahjoub, e Pesneau [17], abordam o problema com um u´nico servic¸o, D = 2 e dis-
junc¸a˜o nas arestas. Estes autores apresentam formulac¸o˜es de Programac¸a˜o Linear
Inteira e concluem que o pol´ıtopo da respectiva relaxac¸a˜o linear e´ inteiro para H = 2
e H = 3. Para H ≤ 3, a formulac¸a˜o apresentada pode ser facilmente estendida para
o caso em que existe mais do que um par de nodos origem/destino (para H ≥ 4, a
formulac¸a˜o deixa de ser va´lida), no entanto, as desigualdades do modelo resultante
na˜o caracterizam completamente o pol´ıtopo associado. No trabalho de Huygens et
al. [18], os autores discutem formulac¸o˜es com um nu´mero exponencial de restric¸o˜es
para o problema com va´rios servic¸os, D ≥ 2, disjunc¸a˜o nas arestas, H = 2 e H = 3.
Os autores demonstram que o problema e´ NP-dif´ıcil quando se consideram pares ori-
gem/destino com ra´ız num determinado nodo e custos unita´rios e tem resoluc¸a˜o em
tempo polinomial se o grafo for completo. Os mesmos autores apresentam diversas
classes de desigualdades va´lidas para o problema, fornecendo condic¸o˜es necessa´rias
e/ou suficientes para que as mesmas definam facetas. Destacamos ainda o trabalho
de Bley [5], que estuda a complexidade computacional do problema com um u´nico
servic¸o, qualquer D, disjunc¸a˜o nos nodos e qualquer H , mostrando que sob determi-
nada estrutura de custos o problema tem resoluc¸a˜o em tempo polinomial para H ≤ 4.
Neste trabalho, em particular no presente cap´ıtulo, apresentamos formulac¸o˜es de
Programac¸a˜o Linear Inteira, baseadas nos submodelos apresentados no cap´ıtulo ante-
rior, para problemas de desenho de redes de telecomunicac¸o˜es, formulac¸o˜es essas que
podera˜o ser facilmente adaptadas para problemas mais gerais que envolvam restric¸o˜es
de sobreviveˆncia e de salto.
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II.1 Desenho de uma rede MPLS
Nesta secc¸a˜o discutimos diferentes formulac¸o˜es de Programac¸a˜o Linear Inteira, com-
pactas (i.e., com um nu´mero polinomial de varia´veis e restric¸o˜es), para um problema
de desenho de redes MPLS.
A tecnologia subjacente a redes MPLS tem a capacidade de dar resposta aos
problemas de performance e escalabilidade que os fornecedores de acesso a redes IP
(Internet Protocol) desejam debelar. Com a tecnologia MPLS, as redes IP ira˜o su-
portar no futuro diferentes servic¸os com diferentes requisitos de QoS, aumentando
a eficieˆncia e fiabilidade das mesmas. Em particular, esta tecnologia melhora a lei-
tura/envio de pacotes de informac¸a˜o em determinados nodos da rede e beneficia do
facto da forma como se processa a transmissa˜o de informac¸a˜o correspondente a um








Figura II.1: Uma rede MPLS com 3 nodos de acesso (a cheio), 5 nodos candidatos a`
instalac¸a˜o de nodos de traˆnsito e as ligac¸o˜es que e´ poss´ıvel utilizar.
Uma rede MPLS (exemplificada na figura II.1) conte´m nodos especiais, denomi-
nados por Label Switching Routers (LSRs), que podem ser de dois tipos: nodos de
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acesso ou nodos de traˆnsito. Nodos do primeiro tipo sa˜o os nodos extremo (origens
e/ou destinos) de um ou mais servic¸os. Os nodos de traˆnsito podera˜o ter que existir
na rede – o que corresponde a` instalac¸a˜o de equipamento em alguns dos nodos da
rede, de entre um conjunto de nodos candidatos (e que na˜o inclui os nodos de acesso)
– de forma a possibilitar a comunicac¸a˜o entre nodos de acesso, sendo a sua localizac¸a˜o
objecto de decisa˜o. O encaminhamento de um pacote IP (informac¸a˜o) desde um nodo
de acesso inicial ate´ ao correspondente nodo de acesso final e´ efectuado atrave´s de um
caminho, designado por Label Switched Path (LSP), e baseia-se na etiqueta que esse
pacote recebe na origem (etiqueta na qual consta o destino e a QoS requerida por
esse pacote). O encaminhamento assim baseado implica que, como referido acima,
a transmissa˜o de informac¸a˜o de um determinado servic¸o na˜o e´ condicionada pelas
de outros servic¸os, o que representa uma vantagem relativamente a redes IP mais
tradicionais.
II.1.1 Definic¸a˜o do Problema
A tecnologia MPLS tem portanto a capacidade de suportar servic¸os com requisitos
que a Internet actual na˜o tem. No presente problema, consideramos dois desses re-
quisitos.
O primeiro esta´ relacionado com as referidas restric¸o˜es de salto: consiste num
limite ma´ximo de atraso associado a` transmissa˜o de pacotes, sendo fundamental em
servic¸os de voz e/ou v´ıdeo, por exemplo. Um pacote IP sofre um atraso em cada
LSR que atravessar desde a sua origem ate´ ao respectivo destino. Uma vez que por
cada aresta {i, j} que for atravessada de i para j teremos que instalar um nodo de
traˆnsito em j, esse atraso e´ dado pelo nu´mero de saltos (H) que forem efectuados
pelo caminho (LSP) ao longo do qual o referido pacote for enviado.
O segundo requisito compreende as restric¸o˜es de sobreviveˆncia, ou seja: para qual-
quer servic¸o, i.e., entre qualquer par de nodos de acesso origem/destino, tera˜o que
existir D = 2 caminhos disjuntos nos nodos. Isto porque um corte na transmissa˜o da
informac¸a˜o e´ naturalmente intolera´vel em servic¸os de voz, por exemplo.
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Representando a rede MPLS por um grafo na˜o orientado G = (V,E), seja S ⊂ V
o conjunto de nodos de acesso mencionado anteriormente. Qualquer par de nodos
p, q ∈ S, com p < q, define um servic¸o, pelo que o nu´mero total de servic¸os a suportar
sera´ igual a |S| × (|S| − 1)/2.
Assumamos que a localizac¸a˜o de cada nodo de acesso em S e´ conhecida. Todos
os restantes nodos i ∈ V \ S sa˜o candidatos a` instalac¸a˜o de um nodo de traˆnsito, a
que esta´ associado um custo ai. Consideremos ainda que a` utilizac¸a˜o de cada aresta
{i, j} ∈ E esta´ associado um custo c{i,j}, custo este proporcional a` distaˆncia euclidi-
ana entre os respectivos nodos extremo.
O presente problema consiste portanto em determinar um subgrafo de custo
mı´nimo cumprindo com os requisitos mencionado. Isto e´, pretendemos saber em
que nodos devera˜o ser instalados nodos de traˆnsito, bem como que arestas utilizar,
minimizando o custo total do equipamento instalado/utilizado e de forma que na
topologia resultante haja D = 2 caminhos disjuntos nos nodos entre qualquer par
origem/destino e cada um desses caminhos na˜o tenha mais do que H saltos. A figura
II.2 ilustra uma soluc¸a˜o admiss´ıvel para o exemplo representado pela figura II.1, con-
siderando D = 2 e H = 3 (em que, note-se, o nodo de acesso 2 desempenha o papel
de um nodo de traˆnsito num dos caminhos entre os nodos de acesso 1 e 3.).
II.1.2 Formulac¸a˜o Gene´rica
Com base no modelo GEND apresentado na subsecc¸a˜o I.2.1, comec¸amos por apre-
sentar uma formulac¸a˜o gene´rica para o presente problema.
Note-se agora que havendo a necessidade de distinguir a direcc¸a˜o em que qualquer
aresta e´ atravessada, consideramos o conjunto de arcos A que conte´m os “arcos” (i, j)
e (j, i) por cada aresta {i, j} ∈ E. Desta forma, nas pro´ximas secc¸o˜es, se um arco
(i, j) for percorrido, significa que a aresta {i, j} e´ percorrida de i para j.
Assim, a referida formulac¸a˜o gene´rica envolve treˆs conjuntos de varia´veis, que de-
finimos da seguinte forma:








Figura II.2: Uma soluc¸a˜o admiss´ıvel para o problema de desenho da rede MPLS,
considerando D = 2 e H = 3 (tendo por base o exemplo ilustrado na figura II.1).
Note-se que o nodo de acesso 2 desempenha o papel de um nodo de traˆnsito num dos
caminhos entre os nodos de acesso 1 e 3.
f pqij = nu´mero de caminhos de p para q que percorrem o arco (i, j),
(i, j) ∈ A; p, q ∈ S;
x{i,j} =
{
1, se a aresta {i, j} pertence a` soluc¸a˜o
0, c. c.
, {i, j} ∈ E;
Ni =
{
1, se um nodo de traˆnsito e´ instalado no nodo i
0, c. c.
, i ∈ V \ S.
Note-se que as varia´veis f pqij assim definidas sa˜o apenas uma generalizac¸a˜o das
varia´veis fij definidas para o modelo GEN
D, visto que no problema aqui abordado
existem va´rios servic¸os, i.e., va´rios pares de nodos origem/destino (p, q ∈ S) e na˜o
apenas um so´.
As varia´veis x{i,j} sa˜o necessa´rias para que o custo de uma aresta {i, j} ∈ E seja
contabilizado se houver um nu´mero (na˜o nulo) de servic¸os que a utilizem. Ja´ relati-
vamente a`s varia´veis Ni, estas representam simplesmente a decisa˜o de instalar ou na˜o
um nodo de traˆnsito em cada nodo i ∈ V \ S.
Desta forma, podemos escrever a seguinte formulac¸a˜o gene´rica para o problema











(i, j) ∈ A : f pqij > 0
}
conte´m 2 caminhos-H-(p, q), p, q ∈ S (19)
f pqij + f
pq
ji ≤ x{i,j}, {i, j} ∈ E; p, q ∈ S (20)∑
i:(i,j)∈A
f pqij ≤ Nj , j ∈ V \ S; p, q ∈ S (21)∑
i:(i,j)∈A
f pqij ≤ 1, j ∈ S \ {p, q}; p, q ∈ S (22)
f pqij ∈ Z
+
0 , (i, j) ∈ A; p, q ∈ S (23)
x{i,j} ∈ {0, 1}, {i, j} ∈ E (24)
Ni ∈ {0, 1}, i ∈ V \ S. (25)
A func¸a˜o objectivo desta formulac¸a˜o expressa o custo total que se pretende mini-
mizar, dado pela soma dos custos associados a` utilizac¸a˜o de arestas e a` instalac¸a˜o de
nodos de traˆnsito. Observe-se que as restric¸o˜es gene´ricas (19) na˜o sa˜o mais do que
uma extensa˜o da restric¸a˜o gene´rica (9) (ver subsecc¸a˜o I.2.1), considerando D = 2,
para o caso em que temos mais do que um par de nodos origem/destino. Essas res-
tric¸o˜es garantem que para cada servic¸o, com nodos origem/destino p, q ∈ S, existem
dois caminhos-H-(p, q). As restric¸o˜es (20) garantem que se uma aresta for percorrida
(em qualquer sentido) enta˜o essa aresta tera´ que pertencer a` soluc¸a˜o. Atrave´s das
restric¸o˜es (21) temos a garantia que um nodo visitado ao longo de um caminho (que
suporte um qualquer servic¸o) tera´ um nodo de traˆnsito instalado. Estas restric¸o˜es em
conjunto com as restric¸o˜es (22) garantem que, para qualquer servic¸o, os D = 2 ca-
minhos que o suportam sa˜o disjuntos nos nodos. Note-se que, num qualquer caminho
de p para q (p, q ∈ S) podera˜o existir nodos de acesso interme´dios. Estes nodos na˜o
requerem a instalac¸a˜o de nodos de traˆnsito, o que se deve ao facto de um nodo de
acesso possuir a tecnologia necessa´ria para desempenhar o papel de encaminhamento
de um nodo de traˆnsito. Note-se ainda que disjunc¸a˜o nos nodos implica disjunc¸a˜o
42 CAPI´TULO II. DES. E DIM. DE REDES DE TELECOMUNICAC¸O˜ES
nas arestas, pelo que, caso na˜o fosse necessa´rio decidir pela inclusa˜o ou na˜o de cada
aresta na soluc¸a˜o, as restric¸o˜es (20) seriam redundantes. Por u´ltimo, as restric¸o˜es
(23), (24) e (25) representam o domı´nio das varia´veis definidas anteriormente.
II.1.3 Formulac¸o˜es TRAD-MCF, HOP-MCF e HOP-A-MCF
Como vimos anteriormente nas subsecc¸o˜es I.2.2, I.2.3 e I.2.4, explicita´mos a restric¸a˜o
gene´rica (9) do modelo GEND de treˆs formas diferentes (tendo assim obtido os mode-
los TRADD, HOPD e HOP -AD). Como observado acima, note-se que, considerando
D = 2, as restric¸o˜es (19) da formulac¸a˜o gene´rica apresentada na subsecc¸a˜o anterior
sa˜o uma extensa˜o dessa restric¸a˜o (9) dado que existem no presente problema diversos





ij usadas anteriormente, incluindo ı´ndices adicionais associados




1, se o arco (i, j) e´ percorrido
pelo d-e´simo caminho-H-(p, q)
0, c. c.
,
(i, j) ∈ A;
d = 1, 2;




1, se o arco (i, j) e´ percorrido
exactamente na posic¸a˜o h
pelo d-e´simo caminho-H-(p, q)
0, c. c.
,
(i, j) ∈ A;
h = 1, ..., H
d = 1, 2;
p, q ∈ S;
whpqij = nu´mero de caminhos-H-(p, q) que percorrem o arco (i, j)
exactamente na posic¸a˜o h, (i, j) ∈ A; h = 1, ..., H ; p, q ∈ S.
Podemos agora, para cada par de nodos p, q ∈ S, explicitar as restric¸o˜es gene´ricas
(19) de forma ana´loga a` efectuada nas subsecc¸o˜es I.2.2, I.2.3 e I.2.4 relativamente
a` restric¸a˜o gene´rica (9). Denotemos cada um dos submodelos assim obtidos por
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TRAD2pq, HOP 2pq e HOP -A2pq, respectivamente. Ou seja, mais concretamente, te-
mos para cada p, q ∈ S:
Modelo TRAD2pq∑
j:(p,j)∈A





ydpqji = 0, i 6= p, q; d = 1, 2∑
j:(j,q)∈A
ydpqjq = 1, d = 1, 2∑
(i,j)∈A
ydpqij ≤ H, d = 1, 2




ydpqij , (i, j) ∈ A;
Modelo HOP2pq∑
j:(p,j)∈A





zhdpqji = 0, i 6= p; h = 1, ..., H − 1; d = 1, 2∑
j:(j,q)∈A
zHdpqjq = 1, d = 1, 2
zhdpqij ∈ {0, 1} , (i, j) ∈ A; h = 1, ..., H ; d = 1, 2














whpqji = 0, i 6= p; h = 1, ..., H − 1∑
j:(j,q)∈A
wHpqjq = 2
whpqij ∈ {0, 1, 2} , (i, j) ∈ A; h = 1, ..., H
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whpqij , (i, j) ∈ A.
Sejam F (TRAD2pq), F (HOP 2pq) e F (HOP -A2pq) os conjuntos de soluc¸o˜es ad-
miss´ıveis destes submodelos para cada p, q ∈ S. Podemos escrever treˆs formulac¸o˜es
diferentes para o problema de desenho da rede MPLS aqui abordado, TRAD-MCF ,
HOP -MCF e HOP -A-MCF (onde MCF e´ a abreviatura de “multi commodity
flow”), substituindo as restric¸o˜es gene´ricas (20) por






, p, q ∈ S,






, p, q ∈ S,
e






, p, q ∈ S,





ij acima definidas se relacionam com as varia´veis f
pq
ij da Formulac¸a˜o

















ij , respectivamente, o que nos permite escrever as diferentes for-
mulac¸o˜es sem as varia´veis f pqij . Observe-se que na formulac¸a˜o HOP -A-MCF , na
presenc¸a das restric¸o˜es (21) e (22) resultantes, podemos restringir as varia´veis whpqij
a valores bina´rios.
Note-se ainda que as formulac¸o˜es HOP -MCF e HOP -A-MCF conteˆm varia´veis
lacete, zhdpqqq e w
hpq
qq (com h = 2, ..., H), respectivamente, para modelar as situac¸o˜es,
recorde-se, em que um caminho-H-(p, q) tem menos de H arcos (i.e., zhdpqjq = 1 para
um determinado d = 1, 2 ou whpqjq ≥ 1, para um (j, q) ∈ A, j ∈ V \ {q} e um
h = 1, ..., H − 1).
Por u´ltimo, note-se que, como ja´ referimos antes no cap´ıtulo I, os submode-
los TRAD2pq, HOP 2pq e HOP -A2pqna˜o modelam exactamente dois caminhos-H-
(p, q). No entanto, na presenc¸a de outras restric¸o˜es ((20)-(25)) e custos, neste
caso associados a arestas, nas soluc¸o˜es das formulac¸o˜es TRAD-MCF , HOP -MCF
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e HOP -A-MCF resultantes os caminhos obtidos sa˜o de facto caminhos-H-(p, q).
O pro´ximo resultado II.1 estabelece as relac¸o˜es entre os valores o´ptimos das
relaxac¸o˜es lineares das formulac¸o˜es TRAD-MCF , HOP -MCF e HOP -A-MCF .
De facto, note-se que a estrutura destas formulac¸o˜es e´ semelhante, pelo que basta
ter em conta os submodelos relativos a` determinac¸a˜o de D = 2 caminhos-H-(p, q)
abordados no cap´ıtulo anterior. Recorde-se enta˜o que para cada par de nodos ori-














F (HOP -ADpqL )
)
(ver os resultados I.7 e I.8). Deste
modo, denotando por v (TRAD-MCFL), v (HOP -MCFL) e v (HOP -A-MCFL) os
valores o´ptimos das relaxac¸o˜es lineares das formulac¸o˜es TRAD-MCF , HOP -MCF
e HOP -A-MCF , respectivamente, podemos estabelecer que:
Resultado II.1 texto invis´ıvel
v (TRAD-MCFL) ≥ v (HOP -MCFL) = v (HOP -A-MCFL).
Ou seja, as relaxac¸o˜es lineares das formulac¸o˜es HOP -MCF e HOP -A-MCF
fornecem-nos limites inferiores para o valor o´ptimo do problema de desenho da rede
MPLS de qualidade nunca inferior ao limite inferior fornecido pela relaxac¸a˜o linear
da formulac¸a˜o TRAD-MCF . Como veremos na pro´xima subsecc¸a˜o, a relac¸a˜o de “≥”
deste resultado verifica-se, regra geral, em sentido estrito.
II.1.4 Eliminac¸a˜o de Varia´veis
Observe-se agora que nas treˆs diferentes formulac¸o˜es referidas na subsecc¸a˜o anterior
existem varia´veis supe´rfluas. Considere-se um servic¸o com nodo origem p e destino
q e um arco (i, j) ∈ A: se a soma dos comprimentos dos caminhos mais curtos em
termos do nu´mero de saltos de p a i e de j a q for igual ou superior a H , enta˜o o arco
(i, j) na˜o podera´ naturalmente ser percorrido num caminho-H-(p, q). Deste modo, as
varia´veis correspondentes aos referidos servic¸o e aresta podera˜o ser eliminadas das di-
ferentes formulac¸o˜es consideradas. No caso em que i 6= p e j 6= q, poderemos eliminar
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D, D × (H − 2) e H − 2 varia´veis, respectivamente, das formulac¸a˜o TRAD-MCF ,
HOP -MCF e HOP -A-MCF (note-se que H − 2 nas expresso˜es anteriores adve´m
do facto de que, uma vez que i 6= p e j 6= q, enta˜o o arco em questa˜o nunca podera´
ser percorrido nem na primeira nem na u´ltima posic¸a˜o – as respectivas varia´veis na˜o
sa˜o sequer definidas nas formulac¸o˜es HOP -MCF e HOP -A-MCF ). A figura II.5
ilustra um exemplo em que se considera H = 4, um determinado servic¸o com nodos
origem/destino p e q e em que se ignoram as restric¸o˜es que obrigam os D caminhos a
serem disjuntos. Note-se enta˜o que todas as varia´veis relativas aos arcos (i, j) e (j, k)
podera˜o ser eliminadas. De facto, sendo sij o comprimento do caminho mais curto
entre i e j em termos do nu´mero de saltos, note-se que spi + sjq = 1 + 3 ≥ H , bem






Figura II.3: Ilustrac¸a˜o do processo de eliminac¸a˜o das varia´veis das formulac¸o˜es
TRAD-MCF , HOP -MCF eHOP -A-MCF : considerandoH = 4, todas as varia´veis
relativas aos arcos (i, j) e (j, k) podem ser eliminadas.
Mais ainda, dada a informac¸a˜o adicional que as varia´veis zhdpqij e w
hpq
ij conteˆm,
poderemos eliminar mais varia´veis nas formulac¸o˜es HOP -MCF e HOP -A-MCF .
Note-se que no exemplo representado na figura II.5, o arco (i, k), por exemplo, nunca
podera´ ser percorrido na posic¸a˜o 3 (para ale´m das posic¸o˜es 1 e H = 4, cujas varia´veis,
como referido anteriormente, na˜o sa˜o definidas a` partida) pois skq = 2. Assim, as
varia´veis zd3pqik , com d = 1, ..., D, e w
3pq
ik podera˜o ser tambe´m eliminadas.
Assim, torna-se evidente a necessidade de conhecer os comprimentos dos caminhos
mais curtos em termos do nu´mero de saltos entre qualquer par de nodos em V , para
o que se pode utilizar o Algoritmo de Floyd, de forma a excluir das formulac¸o˜es em
estudo todas as varia´veis supe´rfluas. Como referido acima, sendo sij o comprimento
do caminho mais curto, em termos de nu´mero de saltos, entre os nodos i e j, ∀i, j ∈ V ,
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podemos enta˜o especificar o processo de eliminac¸a˜o de varia´veis atrave´s do seguinte
pseudo-algoritmo:
Para todo o p, q ∈ S:
Para toda a (i, j) ∈ A:
Se spi + sjq ≥ H, enta˜o:
eliminar as varia´veis ydpqij , ∀d
eliminar as varia´veis zhdpqij , ∀h, ∀d
eliminar as varia´veis whpqij , ∀h
Para todo o l = 1, ..., H:
Se sjq ≥ l, enta˜o:
eliminar as varia´veis zhdpqij , H − l < h ≤ H, ∀d
eliminar as varia´veis whpqij , H − l < h ≤ H
Para todo o l = 2, ..., H:
Se spi ≥ l, enta˜o:
eliminar as varia´veis zhdpqij , 2 ≤ h ≤ l, ∀d
eliminar as varia´veis whpqij , 2 ≤ h ≤ l
Ou seja, por outras palavras: se a condic¸a˜o spi+ sjq ≥ H se verificar, significa que
ao percorrer o arco (i, j) se efectua um salto adicional ale´m do nu´mero ma´ximo de
saltos permitido (H), pelo que as varia´veis mencionadas podera˜o ser eliminadas. Adi-
cionalmente, relativamente a`s formulac¸o˜es HOP -MCF e HOP -A-MCF , poderemos
eliminar mais varia´veis: se, para um l = 1, ..., H , sjq ≥ l, enta˜o o arco (i, j) so´ podera´
ser percorrido nas posic¸o˜es inferiores ou iguais a H − l; por outro lado, se, para um
l = 2, ..., H , spi ≥ l, enta˜o as posic¸o˜es em que o arco (i, j) podera´ ser percorrido sa˜o
as posic¸o˜es superiores a l.
Note-se que podera´ haver alguma redundaˆncia seguindo este algoritmo de eli-
minac¸a˜o de varia´veis e, ainda, que no caso em que existe ligac¸a˜o directa entre um
par de nodos origem/destino p, q ∈ S, i.e., existe um arco (i, j) = (p, q), o algoritmo
continua a ser va´lido.
48 CAPI´TULO II. DES. E DIM. DE REDES DE TELECOMUNICAC¸O˜ES
Conforme veremos na secc¸a˜o dos resultados computacionais, a eliminc¸a˜o de varia´veis
nas diferentes formulac¸o˜es de acordo com o algoritmo descrito acima facilitara´ a re-
soluc¸a˜o de instaˆncias do problema em questa˜o.
II.1.5 Resultados Computacionais
Neste secc¸a˜o apresentamos os resultados computacionais relativos a`s formulac¸o˜es
TRAD-MCF , HOP -MCF e HOP -A-MCF . Para podermos comparar estas for-
mulac¸o˜es cria´mos cinco instaˆncias euclidianas, de modo a representar diferentes redes
MPLS.
As redes N25-1, N25-2 e N25-3 teˆm 25 nodos, enquanto que as redes N50-1 e
N50-2 teˆm 50 nodos. Considerando grelhas de dimensa˜o 4000 × 4000 (|V | = 25)
e 5000 × 5000 (|V | = 50), dispuseram-se todos os nodos aleatoriamente nas mes-
mas. Dadas as distaˆncias euclidianas entre qualquer par de nodos de cada instaˆncia,
consideraram-se as arestas cujos nodos extremos na˜o distam mais do que 2000 (por
motivos tecnolo´gicos, na˜o conve´m que as ligac¸o˜es entre nodos tenham um compri-
mento superior a este valor). Assim, para as instaˆncias N25-1, N25-2, N25-3, N50-1
e N50-2 criadas, resultaram conjuntos de arestas tais que |E| = 127, |E| = 129,
|E| = 131, |E| = 407 e |E| = 427, respectivamente. O custo de cada aresta {i, j} ∈ E
e´ c{i,j} = d{i,j}/100, em que d{i,j} e´ a distaˆncia euclidiana entre os nodos i e j.
Em cada rede gerada desta forma, alguns dos nodos foram seleccionados como
nodos de acesso (nodos em S) enquanto que os restantes, como referido antes, sa˜o
nodos candidatos a` instalac¸a˜o de nodos de traˆnsito. O custo associado a` instalac¸a˜o
de um nodo de traˆnsito no nodo i e´ ai = 100, com i ∈ V \S. Considera´mos a selecc¸a˜o
de cinco nodos de acesso (|S| = 5, o que perfaz 10 servic¸os a suportar, pois qualquer
par de nodos p, q ∈ S, com p < q, define um servic¸o) nas redes N25-1 e N50-1 e
dez nodos de acesso (|S| = 10, o que perfaz 45 servic¸os a suportar) nas redes N25-2,
N25-3 e N50-2. Em todas as redes, os nodos de acesso seleccionados foram aqueles
mais distantes do centro euclidiano da rede, a` excepc¸a˜o da rede N25-3 em que dois
dos nodos de acesso sa˜o os nodos mais pro´ximos do mesmo centro.
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Adicionalmente, apenas para garantir que o problema de desenho da rede MPLS
tera´ soluc¸o˜es admiss´ıveis, garantiu-se que as redes criadas conteˆm, pelo menos, D = 2
caminhos-H-(p, q) (com H ≥ 4) disjuntos nos nodos entre qualquer par de nodos em
S. Por u´ltimo, note-se que o custo associado a` utilizac¸a˜o de uma aresta {i, j} ∈ E
e´, no ma´ximo, igual a 20 e que o custo de instalar um nodo de traˆnsito num nodo
i ∈ V \ S e´ constante, pelo que estes u´ltimos custos sera˜o sempre pelo menos cinco
vezes superiores em relac¸a˜o ao custos de utilizac¸a˜o de uma aresta (esta relac¸a˜o entre
custos prende-se com o tipo de equipamento que e´ necessa´rio em cada um dos casos).
Na figura II.4 encontra-se representada, como exemplo, a rede N25-3.
Figura II.4: Instaˆncia N25-3: a cheio, os nodos de acesso; os restantes nodos sa˜o
nodos candidatos a` instalac¸a˜o de nodos de traˆnsito.
Todos os resultados computacionais apresentados nesta subsecc¸a˜o foram obtidos
atrave´s do CPLEX 7.0, num Pentium III a 450Mhz com 128Mb of RAM, em que se
estabeleceu um tempo limite de dois dias para a determinac¸a˜o da soluc¸a˜o o´ptima de
cada instaˆncia considerando qualquer uma das formulac¸o˜es em estudo.
Para melhor podermos comparar as formulac¸o˜es TRAD-MCF , HOP -MCF e
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HOP -A-MCF , considera´mos diferentes valores para H : 4, 5 e 6, uma vez que a
maior parte das instaˆncias sa˜o na˜o admiss´ıveis para H = 3 e tambe´m porque para
H = 7 o problema resultante e´ praticamente equivalente ao caso em que na˜o existem
restric¸o˜es de salto. Considera´mos ainda as referidas formulac¸o˜es com e sem eliminac¸a˜o
de varia´veis supe´rfluas, conforme descrito na subsecc¸a˜o anterior.
Assim, considerando em primeiro lugar as formulac¸o˜es sem eliminac¸a˜o de varia´veis,
as tabelas II.1 e II.2 conteˆm a informac¸a˜o que caracteriza as topologias das instaˆncia
de 25 e de 50 nodos, respectivamente. Sendo cada instaˆncia resolvida atrave´s das
formulac¸o˜es TRAD-MCF , HOP -MCF e HOP -A-MCF , apresentamos para cada
combinac¸a˜o poss´ıvel: o gap da respectiva relaxac¸a˜o linear (gap), o tempo de CPU, em
segundos, consumido na determinac¸a˜o da soluc¸a˜o o´ptima da mesma relaxac¸a˜o linear
(CPU RL) e ainda o tempo de CPU, tambe´m em segundos, gasto na obtenc¸a˜o da
soluc¸a˜o o´ptima (CPU o´pt.). Na u´ltima coluna de cada tabela pode ainda consultar-se
o valor o´ptimo de cada instaˆncia.
Nas tabelas II.1 e II.2, relativamente a`s instaˆncias de que se desconhece o valor
o´ptimo apo´s dois dias de CPU, sa˜o indicados os melhores limites inferior e superior
conhecidos ao fim desse tempo.
Repare-se que, de facto, os gaps obtidos mostram as relac¸o˜es entre os valo-
res o´ptimos das relaxac¸o˜es lineares das formulac¸o˜es TRAD-MCF , HOP -MCF e
HOP -A-MCF mencionadas no resultado II.1. Observe-se ainda que em todas as
instaˆncias a relac¸a˜o de “≥” do mesmo resultado se verifica no sentido estrito, i.e.,
v (TRAD-MCFL) > v (HOP -MCFL).
Em termos do esforc¸o computacional necessa´rio a` obtenc¸a˜o das soluc¸o˜es o´ptimas
das formulac¸o˜es em questa˜o, note-se que nas instaˆncias testadas na˜o se pode dizer que
a relaxac¸a˜o linear da formulac¸a˜o TRAD-MCF exigiu sempre mais tempo de CPU
relativamente a`s formulac¸o˜es restantes. No entanto, na obtenc¸a˜o da soluc¸a˜o o´ptima
inteira, repare-se que a formulac¸a˜o HOP -MCF (a` excepc¸a˜o da instaˆncia N25-1, para
H = 5 e H = 6) consumiu menos tempo de CPU e de forma bastante vincada. Por
seu turno, a formulac¸a˜o HOP -A-MCF exigiu consistentemente menor esforc¸o com-
putacional relativamente a` formulac¸a˜o HOP -MCF – recorde-se que, uma vez que
II.1. DESENHO DE UMA REDE MPLS 51
Tabela II.1: Resultados computacionais das instaˆncias com 25 nodos, considerando
as formulac¸o˜es TRAD-MCF , HOP -MCF e HOP -A-MCF sem eliminac¸a˜o de
varia´veis.
rede |V| |S| |E| H TRAD-MCF HOP-MCF HOP-A-MCF o´pt.
gap 1,4% 0,3% 0,3%
N25-1 25 5 127 4 CPU RL 7,18 0,9 0,33 904
CPU o´pt. 662,13 18,21 4,66
gap 2,1% 0,7% 0,7%
5 CPU RL 2,21 8 2,54 895
CPU o´pt. 712,4 278,05 86,21
gap 1,1% 0,6% 0,6%
6 CPU RL 0,71 8,05 2,51 884
CPU o´pt. 501,07 1214,58 159,65
gap 4,2% 0,2% 0,2%
N25-2 25 10 129 4 CPU RL 188,64 29,85 10,51 910
CPU o´pt. 2 dias 702,57 65,84
900,9 a 920
gap 3,8% 1,4% 1,4%
5 CPU RL 71,63 211,25 53,9 884
CPU o´pt. 2 dias 48598,1 38576,5
867,6 a 973
gap 3,4% 1,2% 1,2%
6 CPU RL 14,38 561,32 136,16 872
CPU o´pt. 2 dias 76340,9 35313,5
865,09 a 873
gap 1,8% 0,4% 0,4%
N25-3 25 8+2 131 4 CPU RL 212,75 43,66 15,56 952
CPU o´pt. 2 dias 3791,7 644,31
951,17 a 978
gap 4,1% 2,0% 2,0%
5 CPU RL 122,04 330,94 110,09 952
CPU o´pt. 2 dias 2 dias 85640,2
924,62 a 977 934,85 a 972
gap – – –
6 CPU RL 81,94 559,47 131,83 –
CPU o´pt. 2 dias 2 dias 2 dias
912,24 a 965 919 a 965 927,7 a 932
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Tabela II.2: Resultados computacionais das instaˆncias com 50 nodos, considerando
as formulac¸o˜es TRAD-MCF , HOP -MCF e HOP -A-MCF sem eliminac¸a˜o de
varia´veis.
rede |V| |S| |E| H TRAD-MCF HOP-MCF HOP-A-MCF o´pt.
gap 24,7% 0,1% 0,1%
N50-1 50 5 407 4 CPU RL 185,58 2,43 1,33 1410
CPU o´pt. 131378,5 3,84 1,49
gap 12,2% 0,6% 0,6%
5 CPU RL 218,35 88,13 15,1 1149
CPU o´pt. 2 dias 1554,6 377,2
1027,55 a 1617
gap 5,6% 0,8% 0,8%
6 CPU RL 157,01 321,41 49,84 1040
CPU o´pt. 2 dias 5212,94 213,72
1001,25 a 1072
gap 8,6% 0,1% 0,1%
N50-2 50 10 427 4 CPU RL 3248,5 74,53 34,06 1284
CPU o´pt. 2 dias 214,37 71,98
1189,69 a –
gap 4,9% 0% 0%
5 CPU RL 1340,56 2648,89 721,67 1175
CPU o´pt. 2 dias 2684,5 468,4
1127,12 a 1292
gap 4,1% 0% 0%
6 CPU RL 1266,45 14121,4 2237,7 1142
CPU o´pt. 2 dias 8354,35 1520,93
1097,79 a 2998
D = 2, a primeira formulac¸a˜o tem metade das varia´veis da segunda.
Por u´ltimo, observe-se que nas instaˆncias em que o tempo de CPU ma´ximo de
dois dias foi excedido, os melhores limites inferior e superior fornecidos pelo CPLEX
das formulac¸o˜es HOP -MCF e HOP -A-MCF sa˜o sempre de melhor qualidade do
que aqueles obtidos na formulac¸a˜o TRAD-MCF .
Nas tabelas II.3 e II.4 apresentam-se os resultados computacionais das formulac¸o˜es
TRAD-MCF , HOP -MCF e HOP -A-MCF cujas varia´veis supe´rfluas foram elimi-
nadas conforme descrito na subsecc¸a˜o II.1.3. Considerando as mesmas instaˆncias
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N25-1 a N50-2 que anteriormente, as tabelas II.3 e II.4 conteˆm a mesma informac¸a˜o
que as tabelas anteriores (II.1 e II.2).
Tabela II.3: Resultados computacionais das instaˆncias com 25 nodos, considerando
as formulac¸o˜es TRAD-MCF , HOP -MCF e HOP -A-MCF com eliminac¸a˜o de
varia´veis.
rede |V| |S| |E| H TRAD-MCF HOP-MCF HOP-A-MCF o´pt.
gap 0,3% 0,3% 0,3%
N25-1 25 5 127 4 CPU RL 0,46 0,55 0,27 904
CPU o´pt. 3,33 18,75 4,54
gap 0,7% 0,7% 0,7%
5 CPU RL 1,19 5,5 1,8 895
CPU o´pt. 99,7 300,73 41,72
gap 1,1% 0,6% 0,6%
6 CPU RL 1,22 9,56 2,2 884
CPU o´pt. 416,14 431,1 142,97
gap 0,2% 0,2% 0,2%
N25-2 25 10 129 4 CPU RL 24,43 29,41 10,18 910
CPU o´pt. 145,15 171,15 221,44
gap 2,4% 1,4% 1,4%
5 CPU RL 62,13 305,88 68,61 884
CPU o´pt. 2 dias 62767,1 15776,3
877,46 a 898
gap 2,9% 1,2% 1,2%
6 CPU RL 25,74 670 163,59 872
CPU o´pt. 2 dias 59138,3 20271,8
860,54 a 880
gap 0,4% 0,4% 0,4%
N25-3 25 8+2 131 4 CPU RL 40,66 42,7 15,22 952
CPU o´pt. 4212,1 3926,9 828,9
gap 3,6% 2,0% 2,0%
5 CPU RL 115,69 326,68 94,84 952
CPU o´pt. 2 dias 2 dias 2 dias
928,14 a 984 936,66 a 965 947,53 a 956
gap – – –
6 CPU RL 53,33 901,27 115,24 –
CPU o´pt. 2 dias 2 dias 2 dias
914,5 a 960 917,18 a 962 923,26 a 940
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Tabela II.4: Resultados computacionais das instaˆncias com 50 nodos, considerando
as formulac¸o˜es TRAD-MCF , HOP -MCF e HOP -A-MCF com eliminac¸a˜o de
varia´veis.
rede |V| |S| |E| H TRAD-MCF HOP-MCF HOP-A-MCF o´pt.
gap 0,4% 0,1% 0,1%
N50-1 50 5 407 4 CPU RL 1,61 2,16 0,9 1410
CPU o´pt. 80,1 3,05 0,95
gap 0,8% 0,6% 0,6%
5 CPU RL 29,83 102,25 16.05 1149
CPU o´pt. 1616,2 1369,56 303,87
gap 2,2% 0,8% 0,8%
6 CPU RL 47,39 495,49 79,47 1040
CPU o´pt. 68046,4 2450,15 1255,64
gap 0,1% 0,1% 0,1%
N50-2 50 10 427 4 CPU RL 77,01 71,62 32,32 1284
CPU o´pt. 326,57 211,37 88,93
gap 0,7% 0% 0%
5 CPU RL 1285,79 3040,75 653,38 1175
CPU o´pt. 116704,8 1930,3 429,88
gap 1,8% 0% 0%
6 CPU RL 1100,8 10704,6 1486,5 1142
CPU o´pt. 2 dias 10724,4 1240,1
1126,25 a 2662
Em termos da qualidade do limite inferior dado pelo valor o´ptimo da respectiva
relaxac¸a˜o linear, a formulac¸a˜o TRAD-MCF sem varia´veis supe´rfluas tornou-se bas-
tante competitiva, especialmente para H = 3, uma vez que o limite inferior melhora
significativamente (em relac¸a˜o a` mesma formulac¸a˜o com as referidas varia´veis). O
mesmo ja´ na˜o acontece relativamente a`s formulac¸o˜es HOP -MCF e HOP -A-MCF :
a eliminac¸a˜o de varia´veis na˜o melhorou os respectivos limites inferiores. Note-se que
os gaps obtidos evidenciam uma vez mais o resultado II.1 da subsecc¸a˜o II.1.3 mas
a relac¸a˜o de “≥” em sentido estrito ocorre menos frequentemente que no caso das
formulac¸o˜es sem eliminac¸a˜o de varia´veis.
Relativamente ao esforc¸o computacional necessa´rio a` obtenc¸a˜o das soluc¸o˜es o´ptimas
das relaxac¸o˜es lineares das treˆs formulac¸o˜es, verifica-se que a formulac¸a˜o TRAD-MCF
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foi quase sempre mais ra´pida que a formulac¸a˜o HOP -MCF , tendo sido no entanto
compara´vel a` formulac¸a˜o HOP -A-MCF . Por outro lado, na obtenc¸a˜o da soluc¸a˜o
o´ptima inteira, repare-se que a formulac¸a˜o HOP -MCF consumiu geralmente menos
tempo de CPU que a formulac¸a˜o TRAD-MCF , sendo que por vezes a diferenc¸a vol-
tou a ser bastante significativa (a` semelhanc¸a do que aconteceu com as formulac¸o˜es
sem eliminac¸a˜o de varia´veis). Por sua vez, a formulac¸a˜o HOP -A-MCF exigiu con-
sistentemente menor esforc¸o computacional relativamente a` formulac¸a˜o HOP -MCF ,
como anteriormente.
Novamente, a` semelhanc¸a das tabelas II.1 e II.2, relativamente a`s instaˆncias sobre
as quais se desconhece o valor o´ptimo apo´s dois dias de CPU, sa˜o apresentados os me-
lhores limites inferior e superior fornecidos pelo CPLEX ao fim desse tempo. Observe-
se que nesses casos os limites das formulac¸o˜es HOP -MCF e HOP -A-MCF sa˜o sem-
pre de melhor qualidade do que aqueles obtidos com a formulac¸a˜o TRAD-MCF .
De forma a explicar por que raza˜o o processo de eliminac¸a˜o de varia´veis supe´rfluas
melhora significativamente os limites inferiores fornecidos pela relaxac¸a˜o linear da for-
mulac¸a˜o TRAD-MCF mas na˜o melhora aqueles obtidos com as relaxac¸o˜es lineares
das formulac¸o˜es HOP -MCF e HOP -A-MCF , considere-se a situac¸a˜o em que H = 2
e o d-e´simo caminho suportando um servic¸o com nodos origem/destino p e q. Um
ponto extremo fracciona´rio da relaxac¸a˜o linear da formulac¸a˜o TRAD-MCF encontra-








Figura II.5: Soluc¸a˜o fracciona´ria de TRAD-MCFL, considerando H = 2. Para um
determinado caminho d de p a q, os valores junto a cada arco (i, j) representam o
valor da respectiva varia´vel ydpqij .
Uma vez que H = 2, a varia´vel ydpqij e´ eliminada de acordo com o processo de
eliminac¸a˜o descrito anteriormente (pois spi + sjq ≥ 2). No entanto, recorde-se que
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para as formulac¸o˜es HOP -MCF e HOP -A-MCF tal soluc¸a˜o (ou seja, um caminho
que atravesse a aresta {i, j}) na˜o e´ admiss´ıvel, pois varia´veis com ı´ndice h > 2 na˜o
sa˜o definidas (no caso, z3dpqjq , ∀d, e w
3pq
jq ).
Para concluir esta secc¸a˜o, note-se que os resultados computacionais obtidos com
as formulac¸o˜es TRAD-MCF e HOP -A-MCF sem varia´veis supe´rfluas mostram que,
para as instaˆncias mais fa´ceis (i.e., aquelas com menores tempos de CPU), os dois
modelos sa˜o equivalentes pois os tempos de resoluc¸a˜o sa˜o da mesma magnitude. No
entanto, a formulac¸a˜o HOP -A-MCF destaca-se por exigir muito menor esforc¸o de
CPU nas instaˆncias mais dif´ıceis: todas as instaˆncias cujos tempos de resoluc¸a˜o exce-
dem 200 segundos atrave´s da formulac¸a˜o TRAD-MCF foram resolvidas muito mais
rapidamente.
II.2. DESENHO EDIMENSIONAMENTO DE UMAREDEMPLS SOBRE UMAREDEWDM
II.2 Desenho e Dimensionamento de uma rede MPLS
sobre uma rede WDM
Nesta secc¸a˜o abordamos um problema de desenho e dimensionamento de duas ca-
madas de rede em simultaˆneo: uma camada inferior do tipo Wavelength Division
Multiplexing (WDM), que confere a transmissa˜o de dados de uma rede MPLS que
se encontra numa camada superior. Neste problema pretende-se determinar um sub-
grafo de custo mı´nimo que suporte todos os servic¸os existentes nessa rede conjunta,
tendo em conta diversas restric¸o˜es.
A rede WDM da camada inferior consiste na infra-estrutura sobre a qual assenta
a rede MPLS, sendo formada por nodos e arestas de natureza totalmente o´ptica: os
primeiros sa˜o designados por OXC (Optical Cross-Connects) enquanto que as ligac¸o˜es
entre os mesmos sa˜o constitu´ıdas por fibras o´pticas. Entende-se por um lightpath uma
qualquer concatenac¸a˜o de nodos OXC e fibras o´pticas que estabelece a ligac¸a˜o en-
tre um par de OXCs sobre os quais se encontram colocados LSRs (nodos de acesso
ou de traˆnsito da rede MPLS da camada superior). Nodos de traˆnsito podera˜o ter
que ser instalados sobre alguns OXCs, uma vez que um lightpath na˜o podera´ ter um
comprimento superior a um determinado valor de modo a evitar dispersa˜o de sinal
(na subsecc¸a˜o II.2.2 explicar-se-a´ com maior detalhe esta condic¸a˜o). Cada LSP (i.e.,
o caminho que suporta cada servic¸o, estabelecendo a comunicac¸a˜o entre o respectivo
nodo de acesso de origem e o de destino) e´ encaminhado sobre a topologia de lightpaths
que existir na rede WDM. A figura II.6 representa um LSP entre os nodos de acesso
NA1 e NA2 na rede MPLS, o qual assenta sobre lightpaths da rede WDM (assumindo
que o comprimento dos lightpaths representados na˜o excede o referido valor ma´ximo),
representados a cheio.
O sucesso de redes MPLS sobre WDM prende-se com a partilha de valeˆncias tec-
nolo´gicas de ambas as redes, o que torna poss´ıvel o suporte de mu´ltiplos servic¸os com
exigentes requisitos de QoS. No entanto, como referido acima, na rede WDM existem
restric¸o˜es de atenuac¸a˜o o´ptica, relativas ao comprimento ma´ximo que um lightpath
podera´ ter; enquanto que na rede MPLS da camada superior existem restric¸o˜es de























Figura II.6: Um LSP de NA1 a NA2 (rede MPLS), utilizando os lightpaths da rede
WDM (representados a cheio).
QoS e de sobreviveˆncia (como no problema abordado na secc¸a˜o anterior), bem como
restric¸o˜es de largura de banda.
Na subsecc¸a˜o II.2.1 descrevemos em maior detalhe o problema de desenho e di-
mensionamento em simultaˆneo de redes MPLS sobre WDM quando dois mecanismos
de sobreviveˆncia sa˜o adoptados - Path Diversity e Path Protection. Apresentaremos
de seguida, na subsecc¸a˜o II.2.2, a formulac¸a˜o de Programac¸a˜o Linear Inteira para o
mesmo problema, bem como resultados computacionais, analisando o impacto dos di-
ferentes mecanismos de sobreviveˆncia no custo total das soluc¸o˜es obtidas. Por u´ltimo,
dada a dificuldade envolvida na determinac¸a˜o da soluc¸a˜o o´ptima de instaˆncias mais
complexas, apresentamos na subsecc¸a˜o II.2.4 uma abordagem heur´ıstica para o pro-
blema que, como veremos, nos permitira´ obter soluc¸o˜es admiss´ıveis de boa qualidade
com menor esforc¸o computacional.
II.2.1 Descric¸a˜o do Problema
Considere-se que a topologia da rede WDM e´ conhecida e represente-se a mesma por
um grafo na˜o orientado G = (V,E), sendo V o conjunto de nodos OXC e E o con-
junto de arestas (ligac¸o˜es de fibra o´ptica entre OXCs). A` semelhanc¸a da subsecc¸a˜o
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II.1.1, seja S ⊂ V o conjunto de nodos OXC sobre os quais ha´ nodos de acesso (da
rede MPLS) sendo que qualquer par de nodos p, q ∈ S, com p < q, define um servic¸o
(pelo que, como anteriormente, o nu´mero total de servic¸os a suportar sera´ igual a
|S| × (|S| − 1)/2). Os restantes nodos de V sa˜o nodos sobre os quais e´ poss´ıvel ins-
talar nodos de traˆnsito. Considere-se ainda que existe um tra´fego associado a cada
servic¸o, i.e., existe uma matriz T contendo o valor do tra´fego (tpq) entre qualquer par
de nodos de acesso p, q ∈ S, com p < q. Cada servic¸o tera´ que ser suportado atrave´s
de D caminhos (LSPs) disjuntos nos nodos OXC onde existam nodos de acesso ou de
traˆnsito (da rede MPLS) colocados, sendo que cada um desses caminhos na˜o podera´
ter mais do que H saltos. Para ale´m disso, o volume de tra´fego total que atravessa
cada lightpath da rede WDM na˜o pode exceder a capacidade instalada no mesmo,
cada lightpath na˜o podera´ ter um comprimento superior a um determinado valor (L)
e um dos mecanismos de sobreviveˆncia tera´ que ser implementado.
Uma vez que existem custos associados a` instalac¸a˜o de nodos de traˆnsito e a` ca-
pacidade instalada em cada lightpath, o presente problema consiste na determinac¸a˜o
dos nodos OXC em que devem ser instalados nodos de traˆnsito e da capacidade a
instalar em cada lightpaths que minimiza o custo total, de modo que todos os servic¸os
sejam suportados de acordo com as condicionantes referidas acima.
Uma vez que, nas secc¸o˜es anteriores, foram ja´ explicadas as restric¸o˜es de salto
comuns ao problema abordado nesta secc¸a˜o, descrevemos de seguida os mecanismos
de sobreviveˆncia e o modo como esta˜o associados a`s restric¸o˜es de sobreviveˆncia e de
largura de banda enunciadas em cima.
Em primeiro lugar, relativamente a`s restric¸o˜es de sobreviveˆncia, note-se que po-
dera˜o ocorrer falhas tanto na rede WDM da camada inferior (num nodo OXC ou
numa fibra o´ptica, atrave´s de um corte por exemplo) como na rede MPLS (num nodo
LSR, de acesso ou de traˆnsito). Existem diversos trabalhos que consideram meca-
nismos de protecc¸a˜o de falhas na camada inferior, sendo o denominado “1 : n” (com
n ≥ 1) o mecanismo mais commumente utilizado. Sob este mecanismo, para cada
servic¸o existente, garante-se a existeˆncia de um lightpath (de protecc¸a˜o) operacional
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caso pelo menos um dos n lightpaths que suportam esse servic¸o falhe. Mais recente-
mente, o mecanismo Demand-wise Shared Protection, proposto em [22], garante que
na ocorreˆncia de uma falha num lightpath, cada servic¸o e´ sempre suportado por uma
determinada percentagem de lightpaths
Um mecanismo de protecc¸a˜o da rede WDM na˜o previne obviamente a recuperac¸a˜o
da rede conjunta (MPLS sobre WDM) na eventualidade de um nodo LSR da camada
superior falhar, pelo que e´ imperativo considerar um mecanismo de protecc¸a˜o nesta
camada. Os mecanismos que teˆm sido propostos neste aˆmbito em [38] e [28] na˜o sa˜o
mais do que a generalizac¸a˜o do mecanismo “1 : n” para redes o´pticas do tipo WDM.
No presente trabalho, consideraremos apenas mecanismos de protecc¸a˜o da rede
MPLS, ou seja, contemplaremos apenas a eventualidade de uma falha de um nodo de
traˆnsito ou de acesso. Como referido antes, uma soluc¸a˜o do problema abordado nesta
secc¸a˜o consiste numa configurac¸a˜o relativamente a` localizac¸a˜o de nodos de traˆnsito e
ao dimensionamento de lightpaths, de custo mı´nimo. Esta configurac¸a˜o em conjunto
com a topologia da rede WDM podera˜o ser utilizadas para desenvolver um mecanismo
de protecc¸a˜o global, i.e., garantindo a protecc¸a˜o de falhas em ambas as camadas.
Assim, relativamente a` rede MPLS, consideramos dois mecanismos de protecc¸a˜o
– Path Diversity e Path Protection – garantindo que esta camada e´ resistente a` falha
de um nodo LSR. Sob ambos os mecanismos, tera˜o naturalmente que existir D > 1
caminhos disjuntos nos nodos entre qualquer par de nodos de acesso p, q ∈ S. De
seguida, descrevemos a forma como esses mecanismos diferem entre si.
Path Diversity e´ um mecanismo adequado para situac¸o˜es em que, apesar de se
pretender proteger o tra´fego existente na rede, na˜o existe necessidade de proteger
a totalidade do mesmo. Sob este mecanismo, consideramos que o tra´fego de cada
servic¸o e´ igualmente dividido pelos D caminhos disjuntos nos nodos que o suportam
(pelo que cada caminho transporta (1/D)× 100% do tra´fego desse servic¸o). O modo
como esta divisa˜o do tra´fego e´ efectuada apresenta duas vantagens: em primeiro lu-
gar, pode ser facilmente realizada atrave´s de um simples algoritmo implementado nos
nodos de acesso de origem de cada servic¸o, nodos estes que teˆm que processar um ele-
vado nu´mero de pacotes; e, em segundo, maximiza a quantidade de tra´fego protegido,
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mais precisamente [(D − 1)/D]× 100% do tra´fego total de cada servic¸o e´ protegido
em caso de falha de um LSR (note-se que, se o tra´fego na˜o for igualmente dividido
pelos D caminhos, a percentagem de tra´fego de facto protegida na˜o e´ garantidamente
ma´xima).
Path Protection e´ um mecanismo de sobreviveˆncia que visa essencialmente garan-
tir protecc¸a˜o total do tra´fego existente na rede. Sob este mecanismo, se um dos D
caminhos que suportam cada servic¸o deixar de estar operacional devido a` falha de
um dos LSR ao longo desse caminho, enta˜o os restantes D − 1 caminhos tera˜o que
transportar 100% do tra´fego desse servic¸o (o que e´ similar ao mecanismo “1 : n”
referido anteriormente). Para tal, torna-se necessa´rio dividir [1/(D − 1)] × 100% do
tra´fego de cada servic¸o por cada um dos D caminhos que o suportam. Desta forma,
estamos a minimizar a capacidade adicional de tra´fego (ale´m do prescrito pela matriz
T ) que cada conjunto de D caminhos transporta. Note-se que essa capacidade adici-
onal de [1/(D − 1)]× 100% e´ de facto a menor poss´ıvel, tendo em conta o objectivo
da protecc¸a˜o total: qualquer outra divisa˜o de tra´fego pelos D caminhos que requeira
menor capacidade adicional na˜o garante protecc¸a˜o total em caso de falha de um LSR.
Sob Path Protection, um dos D caminhos e´ visto como um caminho de protecc¸a˜o
(ou de backup) e os restantes D − 1 caminhos como caminhos de servic¸o. O tra´fego
de cada servic¸o e´ portanto dividido igualmente pelos caminhos de servic¸o, o que, a`
semelhanc¸a do mecanismo anterior, pode ser implementado atrave´s de um simples
algoritmo no respectivo nodo de acesso de origem, quer em condic¸o˜es de operac¸a˜o
normais, quer nos casos em que ocorre uma falha de um LSR. Por u´ltimo, note-se que
Path Protection pode ser visto como uma generalizac¸a˜o do ja´ referido Demand-wise
Shared Protection aplicado a caminhos disjuntos nos nodos.
Para exemplificar o modo como estes mecanismos de sobreviveˆncia funcionam,
considere-se um servic¸o com nodos de acesso origem e destino p, q ∈ S respectiva-
mente, com um tra´fego associado tpq = 0.3, bem como D = 2 e D = 3. A figura
II.7 mostra a quantidade de tra´fego que atravessa cada arco sob Path Diversity e
sob Path Protection (primeiros e segundos valores associados a cada arco, respectiva-
mente), para D = 2 e D = 3 (a` esquerda e direita, respectivamente). Note-se que se
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um LSR falhar (indicado com “X”), as percentagens de tra´fego protegidas sob Path
Diversity sa˜o de 50 e 66% para D = 2 e D = 3, respectivamente, ao passo que sob
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Figura II.7: Quantidade de tra´fego que atravessa cada arco sob Path Diversity e sob
Path Protection (primeiros e segundos valores junto a cada arco, respectivamente),
com tpq = 0.3, para D = 2 e D = 3.
Adicionalmente, note-se que sob o mecanismo Path Diversity a capacidade que
existe em excesso na rede e´ nula para qualquer D. Por outro lado, este exemplo
ilustra uma propriedade interessante do mecanismo Path Protection: a` medida que
D aumenta, a capacidade que existe em excesso na rede diminui (para D = 2 e´ ne-
cessa´ria uma capacidade adicional de 100%, enquanto que para D = 3 o valor dessa
capacidade e´ de apenas 50%, para D = 4 seria de 33%, etc). Este facto sugere enta˜o
que sob este mecanismo, ao considerar D = 3, por exemplo, poderemos obter redes
de menor custo (visto que existe um custo associado a` capacidade instalada em cada
lightpath) do que com D = 2. A figura II.8 ilustra uma situac¸a˜o em que tal pode
ocorrer. Considerem-se treˆs nodos de acesso p, q, r ∈ S, que definem treˆs servic¸os,
com tra´fegos associados unita´rios, i.e., tpq, tpr, tqr = 1. Considere-se tambe´m que a
capacidade de um lightpath e´ igualmente unita´ria e assuma-se que o comprimento
de uma aresta entre qualquer par de nodos e´ igual ao comprimento ma´ximo que um
lightpath podera´ ter. Na figura, linhas a cheio, a picotado e a tracejado representam
os caminhos de p para q, de p para r e de q para r, respectivamente.













Figura II.8: Ilustrac¸a˜o do facto de se poderem obter redes de menor custo a` medida
que D aumenta, sob o mecanismo Path Protection.
Note-se que neste exemplo, para D = 2, todo o caminho que suporta cada servic¸o
transporta um tra´fego unita´rio, pelo que o tra´fego total que atravessa cada lightpath
e´ igual a 2. Sendo a capacidade de cada lightpath unita´ria, sera˜o necessa´rios 12 light-
paths no total de forma a suportar todos os servic¸os existentes na rede. Sera˜o ainda
necessa´rios 2 nodos de traˆnsito (como referido antes, assumimos que o comprimento
de uma aresta entre qualquer par de nodos e´, neste exemplo, igual ao comprimento
ma´ximo que um lightpath podera´ ter), aos quais esta´ associado um determinado custo.
Ja´ para D = 3, como qualquer caminho suportando um determinado servic¸o trans-
porta 50% do tra´fego associado a esse servic¸o, o tra´fego total que atravessa cada
lightpath e´ unita´rio, pelo que sera˜o necessa´rios 9 lightpaths no total nesta situac¸a˜o. O
nu´mero de nodos de traˆnsito necessa´rios e´ superior (3), em comparac¸a˜o com o caso
D = 2, mas note-se que a relac¸a˜o entre os custos de instalac¸a˜o de nodos de traˆnsito e
de lightpaths pode ser tal que a soluc¸a˜o apresentada para D = 3 seja de menor custo
total (pois utiliza menos 3 lightpaths), mesmo sendo o custo de instalac¸a˜o de um nodo
de traˆnsito tipicamente superior. Ale´m disso, repare-se que numa rede mais geral em
que existam mais servic¸os, D = 3 pode na˜o exigir necessariamente a instalac¸a˜o de
um maior nu´mero de nodos de traˆnsito do que D = 2.
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O exemplo representado na figura II.8 levanta a seguinte questa˜o: sera´ vantajoso,
sob o mecanismo de sobreviveˆncia Path Protection, considerar valores maiores que
D = 3? Note-se que para D = 2 os caminhos de cada servic¸o transportam 200%
do tra´fego associado, enquanto que, para D = 3, os caminhos transportam 150%, o
que representa uma reduc¸a˜o de 25%. Para D = 4, obtemos uma reduc¸a˜o adicional
de cerca de 11% (uma vez que os caminhos que suportam cada servic¸o transportam
133% do respectivo tra´fego). Torna-se enta˜o evidente que ao considerarmos valores
para D ainda maiores, a referida reduc¸a˜o obtida sera´ cada vez menor, pelo que justifi-
camos assim a raza˜o pela qual no presente trabalho na˜o consideramos valores maiores
do que D = 4. Acresce ainda a` justificac¸a˜o o facto que o esforc¸o de gesta˜o de mais
do que quatro LSPs para cada servic¸o existente numa rede pode tornar-se proibitivo
para o operador da rede. Na subsecc¸a˜o dos resultados computacionais veremos que,
sob Path Protection, se obteˆm soluc¸o˜es de menor custo com D = 3 do que com D = 2
consistentemente, mas o mesmo ja´ na˜o acontece quando consideramos D = 4 ao inve´s
de com D = 3.
Para finalizar esta subsecc¸a˜o, note-se que, sob ambos os mecanismos de sobre-
viveˆncia, a divisa˜o igualita´ria do tra´fego de cada servic¸o pelos D caminhos que o
suportam pode ser efectuada nos respectivos nodos de origem atrave´s de um simples
algoritmo Round-robin (segundo este algoritmo, os pacotes de cada servic¸o ocupam
uma fila de espera pro´pria e a transmissa˜o de dados e´ efectuada dando prioridade ao
servic¸o cujos pacotes esta˜o em fila de espera ha´ mais tempo). De facto, a recepc¸a˜o
desordenada dos pacotes nos nodos destino na˜o constitui um problema pois o atraso
de recepc¸a˜o dos mesmos e´ minimizado atrave´s das restric¸o˜es de salto.
Na pro´xima subsecc¸a˜o, dados os resultados obtidos no cap´ıtulo anterior, respei-
tantes a`s relac¸o˜es existentes entre os submodelos TRADD, HOPD e HOP -AD, bem
como tendo em conta os resultados computacionais obtidos no estudo do problema
da secc¸a˜o II.1, este segundo problema sera´ modelado com base apenas no submodelo
HOP -AD. Efectuamos um estudo comparativo considerando diferentes valores para
D, avaliando o impacto dos diferentes mecanismos de sobreviveˆncia no custo total
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das soluc¸o˜es o´ptimas obtidas para este problema.
II.2.2 Formulac¸a˜o HOP-A-MCF-II
Sendo a rede WDM representada atrave´s do grafo G = (V,E), onde V representa o
conjunto de nodos OXC e E o conjunto de arestas, S ⊂ V o conjunto de nodos OXC
sobre os quais esta˜o colocados os nodos de acesso da rede MPLS e V \ S o conjunto
de nodos OXC em que e´ poss´ıvel instalar nodos de traˆnsito, note-se que existe uma
distaˆncia f´ısica entre OXC’s e esses nodos da camada superior MPLS que, por ser
usualmente bastante pequena, neste trabalho consideramos negligencia´vel.
Comecemos enta˜o por abordar as restric¸o˜es de atenuac¸a˜o o´ptica referidas na secc¸a˜o
anterior: o comprimento ma´ximo de um lightpath na˜o podera´ exceder um determi-
nado valor, que denotaremos por L. Quer isto dizer que, considerando um qualquer
servic¸o com origem p e destino q, a concatenac¸a˜o de fibras o´pticas e OXC’s (formando
um lightpath) em cada um dos D caminhos que suportam esse servic¸o so´ pode ser
efectuada se a soma dos comprimentos das fibras o´pticas na˜o exceder L. Caso exceda,
e´ necessa´rio instalar um nodo de traˆnsito ou haver um nodo de acesso r 6= p, q (um
nodo de acesso desempenhar as func¸o˜es de um nodo de traˆnsito entre um par de di-
ferentes nodos de acesso) num dos OXC’s dessa concatenac¸a˜o de modo que qualquer
lightpath na˜o ultrapasse o comprimento ma´ximo admiss´ıvel.
Uma vez que o custo associado a um lightpath e´ proporcional ao seu compri-
mento, um lightpath sera´ sempre instalado ao longo do caminho mais curto entre os
respectivos nodos extremo (nodos OXC sobre os quais existem nodos de acesso ou sa˜o
instalados nodos de traˆnsito). Desta forma e seguindo [12], ao determinar o caminho
mais curto em G entre qualquer par de ve´rtices de V , atrave´s do algoritmo de Floyd,
e seleccionando aqueles cujo comprimento na˜o excede L, obtemos um grafo expan-
dido G′ = (V,E ′) em que cada aresta corresponde a um caminho em G que satisfaz
a restric¸a˜o de atenuac¸a˜o o´ptica. Assim, sobre G′, para cada um dos D caminhos
que suportam cada servic¸o, temos apenas que garantir que um nodo de traˆnsito e´
instalado ou que existe um nodo de acesso em todo o nodo j 6= p, q que seja visitado
66 CAPI´TULO II. DES. E DIM. DE REDES DE TELECOMUNICAC¸O˜ES
ao longo desse caminho. A vantagem de considerar o grafo expandido G′ e´ que sobre
este grafo as restric¸o˜es de atenuac¸a˜o o´ptica esta˜o implicitamente garantidas. Apesar
de tipicamente se obter |E ′| ≫ |E|, desconhecemos uma descric¸a˜o dessas restric¸o˜es
em Programac¸a˜o Linear Inteira, pelo que nesta secc¸a˜o trabalharemos doravante sobre
G′.
A figura II.9 pretende ilustrar a forma como se obte´m o grafo expandido G′, consi-
derando um exemplo com treˆs nodos de acesso (S = {p, q, r}), em que a comprimento

































Figura II.9: Modelac¸a˜o das restric¸o˜es de atenuac¸a˜o o´ptica: a` esquerda, o grafo original
G, em que os valores indicados junto a cada aresta representam o comprimento da
respectiva fibra o´ptica; a` direita, o grafo expandido G′ obtido considerando L = 2000.
Frise-se que os mecanismos de sobreviveˆncia considerados nesta subsecc¸a˜o se ocu-
pam apenas com a protecc¸a˜o da rede MPLS: de facto, ao trabalhar sobre G′, duas
arestas de E ′ podera˜o representar dois caminhos na˜o disjuntos nos nodos OXC em G.
Observe-se enta˜o que, sobre G′, apenas precisamos de ter em conta as restric¸o˜es da
rede MPLS, i.e., para qualquer p, q ∈ S(p < q) tera˜o que existir D caminhos disjuntos
nos nodos, cada um dos quais com no ma´ximo H saltos, bem como os mecanismos
de sobreviveˆncia mencionados na subsecc¸a˜o anterior.
A` semelhanc¸a da secc¸a˜o anterior, note-se que havendo a necessidade de distinguir
a direcc¸a˜o em que qualquer aresta e´ atravessada, consideramos o conjunto de arcos
A′ que conte´m os “arcos” (i, j) e (j, i) por cada aresta {i, j} ∈ E ′ (pelo que, no que
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se segue, se um arco (i, j) for percorrido, significa que a aresta {i, j} e´ percorrida de
i para j).
Deste modo, para modelar adequadamente o presente problema, recordemos a
definic¸a˜o das varia´veis whpqij e Ni ja´ utilizadas na secc¸a˜o anterior (necessa´rias a` de-
terminac¸a˜o dos D caminhos suportando cada servic¸o e a` localizac¸a˜o dos nodos de
traˆnsito) e consideremos ainda um conjunto adicional de varia´veis necessa´rio ao di-
mensionamento de cada lightpath. Uma vez que neste trabalho consideramos que a
capacidade de cada lightpath e´ unimodular, interessa saber apenas a quantidade de
lightpaths a instalar em cada aresta de G′. Temos enta˜o as seguintes varia´veis:
whpqij = nu´mero de caminhos-H-(p, q) que percorrem o arco (i, j)
exactamente na posic¸a˜o h, (i, j) ∈ A′; h = 1, ..., H ;
p, q ∈ S;
Ni =
{
1, se um nodo de traˆnsito e´ instalado no nodo i
0, c. c.
, i ∈ V \ S;
u{i,j} = nu´mero de lightpaths instalados na aresta {i, j}, {i, j} ∈ E
′.




como o conjunto de soluc¸o˜es admiss´ıveis do submodelo HOP -ADpq, para qualquer








whpqji = 0, i 6= p; h = 1, ..., H − 1∑
j:(j,q)∈A′
wHpqjq = D
whpqij ∈ {0, 1, ..., D} , (i, j) ∈ A
′; h = 1, ..., H
whpqqq ∈ {0, 1, ..., D} , h = 2, ..., H .
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A formulac¸a˜o que apresentamos de seguida inclui dois paraˆmetros, α e β: o pri-
meiro e´ a capacidade de cada lightpath, enquanto que o segundo modela o mecanismo
de sobreviveˆncia que se pretende implementar. Sendo ai o custo de instalac¸a˜o de um
nodo de traˆnsito no nodo i ∈ V \ S e c{i,j} o custo de instalac¸a˜o de um lightpath na

































≤ α× u{i,j}, {i, j} ∈ E
′ (29)
u{i,j} ≥ 0 e inteiras, {i, j} ∈ E
′ (30)
Ni ∈ {0, 1}, i ∈ V \ S. (25)
A func¸a˜o objectivo desta formulac¸a˜o expressa a minimizac¸a˜o do custo associ-
ado a` instalac¸a˜o de lightpaths e de nodos de traˆnsito. As restric¸o˜es (26) garantem
a existeˆncia de D caminhos suportando cada servic¸o, cada um dos quais com no
ma´ximo H saltos (ver subsecc¸a˜o I.2.4). As restric¸o˜es (27) e (28) obrigam que, para
cada servic¸o, esses D caminhos sejam disjuntos nos nodos (LSR’s da rede MPLS):
enquanto o primeiro conjunto de restric¸o˜es garante que se um arco (i, j) for per-
corrido em alguma posic¸a˜o enta˜o tera´ que se atribuir um valor unita´rio a` varia´vel
Nj , ou seja, em cada nodo j ∈ V \ S visitado por um dos D caminhos de p para
q tera´ se instalar um nodo de traˆnsito; e, uma vez que um nodo de acesso j 6= p, q
pode desempenhar as func¸o˜es de um nodo de traˆnsito entre p e q, o segundo con-
junto de restric¸o˜es garante que esse nodo j podera´ ser visitado no ma´ximo por um
dos D caminhos de p para q. As desigualdades (29) sa˜o as conhecidas restric¸o˜es de
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network loading, garantindo que um nu´mero suficiente de lightpaths e´ instalado na
aresta {i, j} tendo em conta o tra´fego total que a atravessa (em ambos os sentidos).
O coeficiente β modela o mecanismo de sobreviveˆncia que se pretende implementar:
sob Path Diversity, dever-se-a´ considerar β = 50%, β = 33% e β = 25% para D = 2,
D = 3 e D = 4, respectivamente; ja´ sob Path Protection, dever-se-a´ fazer β = 100%,
β = 50% e β = 33% para D = 2, D = 3 e D = 4, respectivamente. As restric¸o˜es (30)
e (25) expressam o domı´nio das varia´veis. Por u´ltimo, note-se que no sub-modelo
HOP -ADpq as restric¸o˜es whpqij ∈ {0, 1, ..., D} podem ser rescritas como w
h
ij ∈ {0, 1},
para quaisquer (i, j) ∈ A′, h = 1, ..., H e p, q ∈ S, na presenc¸a das restric¸o˜es (27) e
(28) da formulac¸a˜o acima.
Adicionalmente, de modo a obter melhores limites inferiores atrave´s da resoluc¸a˜o
da relaxac¸a˜o linear desta formulac¸a˜o, sa˜o-lhe acrescentados dois conjuntos de desigual-
dades va´lidas, obtidas atrave´s da observac¸a˜o das caracter´ısticas de network loading e









q∈S (tpq + tqp)
α
⌉}
, p ∈ S. (31)
Estas restric¸o˜es garantem que o nu´mero de lightpaths com um dos nodos extremo
no nodo de acesso p tera´ que ser pelo menos igual ao ma´ximo entre: i) D, pois tera˜o
sempre que existir D caminhos suportando qualquer servic¸o e, por isso, um lightpath
por caminho; e ii) o menor inteiro maior que a quantidade total de tra´fego que flui
de e para p dividida pela capacidade de um lightpath – este segundo termo da maxi-
mizac¸a˜o resulta de um conhecido arredondamento de restric¸o˜es de capacidade va´lido
para restric¸o˜es de network loading (ver, por exemplo, [25]). Nos testes computacio-
nais inclu´ımos todas estas restric¸o˜es, por se revelarem bastante eficazes em termos da
qualidade da relaxac¸a˜o linear e tambe´m por serem em nu´mero reduzido (|S|).
Ja´ o segundo conjunto de desigualdades va´lidas conte´m um maior nu´mero de res-
tric¸o˜es. Observe-se que, para qualquer p, q ∈ S, se uma aresta {i, j} ∈ E ′ e´ percorrida
por um caminho numa qualquer posic¸a˜o, enta˜o tera´ que ser instalado pelo menos um
lightpath em {i, j}. Podemos enta˜o escrever:









, p, q ∈ S; e = {i, j} ∈ E ′. (32)
Note-se no entanto que estas restric¸o˜es sa˜o eficientes apenas quando o tra´fego que
flui na aresta {i, j} e´ menor que 1, pois caso contra´rio estas desigualdades sa˜o domi-
nadas pelas restric¸o˜es (29). O nu´mero de restric¸o˜es (32) que na˜o melhora o limite
inferior dado pela relaxac¸a˜o linear da formulac¸a˜o apresentada e´, usualmente, bastante
elevado. Por esta raza˜o, apenas inclu´ımos no modelo as desigualdades que de facto
na˜o sa˜o redundantes seguindo um processo iterativo, como se descreve de seguida.
Comec¸amos por resolver a relaxac¸a˜o linear do modelo sem quaisquer restric¸o˜es
(32). Averigua-se, enta˜o, quais destas restric¸o˜es sa˜o violadas pela soluc¸a˜o o´ptima de-
terminada, adicionando-as ao modelo anterior. Resolve-se a relaxac¸a˜o linear do novo
modelo, obtendo-se uma nova soluc¸a˜o o´ptima. Examinam-se as restantes restric¸o˜es
(32) que podera˜o ser violadas pela nova soluc¸a˜o o´ptima e, caso o sejam, resolve-se
o modelo acrescido dessas restric¸o˜es. O processo continua assim sucessivamente ate´
que todas as restantes desigualdades (32) sejam verificadas por uma nova soluc¸a˜o
o´ptima.
Mais formalmente, sejam HOP -A-MCF -II a formulac¸a˜o a resolver sem qualquer
restric¸a˜o (32), HOP -A-MCF -IIL a sua relaxac¸a˜o linear e x
∗(HOP -A-MCF -IIL)
a respectiva soluc¸a˜o o´ptima e, ainda, R o conjunto de todas as restric¸o˜es (32).
Considere-se tambe´m o conjunto Rx∗(HOP -A-MCF -IIL) = {conjunto de restric¸o˜es de
R violadas por x∗(HOP -A-MCF -IIL)} . Considere-se ainda U , o sub-conjunto de
R formado pelas restric¸o˜es (32) que pretendemos incluir na formulac¸a˜o. Podemos
assim descrever o processo de selecc¸a˜o da seguinte forma:
Inicializac¸a˜o
Calcular x∗(HOP -A-MCF -IIL)
U = {}
Passo 1
Determinar Rx∗(HOP -A-MCF -IIL)
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U ← U ∪Rx∗(HOP -A-MCF -IIL)
R← R \Rx∗(HOP -A-MCF -IIL)
Passo 2
Se Rx∗(HOP -A-MCF -IIL) = {}, enta˜o STOP
Caso contra´rio, acrescentar as restric¸o˜es de U a` formulac¸a˜o HOP -A-MCF -II,
calcular x∗(HOP -A-MCF -IIL) e voltar ao passo 1.
Apo´s a conclusa˜o deste processo iterativo, a formulac¸a˜oHOP -A-MCF -II encontra-
se acrescida das restric¸o˜es de U , sendo esse modelo resolvido ate´ a` optimalidade. Na
pro´xima subsecc¸a˜o relatamos a nossa experieˆncia computacional considerando essa
formulac¸a˜o perante diferentes cena´rios relativamente aos valores de D e T , bem como
aos mecanismos de sobreviveˆncia referidos anteriormente.
II.2.3 Resultados Computacionais
Nesta subsecc¸a˜o apresentamos os resultados computacionais relativos a` formulac¸a˜o
HOP -A-MCF -II (que, recorde-se inclui as restric¸o˜es (31) e um subconjunto de res-
tric¸o˜es (32) seleccionadas conforme o processo descrito atra´s). Considera´mos como
estudos de caso duas redes do tipo WDM: a rede NSFNet (National Scientific Founda-
tion Network), com |V | = 14 e |E| = 23; e a rede EON (European Optical Network),
com |V | = 19 e |E| = 39. Para ambos os casos, considera´mos o comprimento ma´ximo
de um lightpath e´ L = 2500km. Com base neste valor, determinando os respectivos
grafos expandidos (ver subsecc¸a˜o anterior), obtivemos |E ′| = 55 e |E ′| = 150, respec-
tivamente para as redes NSFNet e EON.
Relativamente a` rede NSFNet, tivemos em conta dois cena´rios principais nos tes-
tes computacionais: |S| = 6 e |S| = 8, perfazendo 15 e 28 servic¸os, respectivamente.
A figura II.10 representa o grafo expandido (G′) da rede NSFNet nos dois cena´rios
mencionados.
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Figura II.10: O grafo expandido (G′) da rede NSFNet com |S| = 6, a` esquerda, e
|S| = 8, a` direita.
A` semelhanc¸a dos testes computacionais efectuados na secc¸a˜o anterior, consi-
dera´mos que o custo associado a` instalac¸a˜o de um nodo de traˆnsito no nodo i e´
ai = 100 (i ∈ V \ S). Considera´mos ainda que o custo associado a` instalac¸a˜o de
um lightpath sobre a aresta {i, j} e´ dado por c{i,j} = (distaˆncia entre i e j) × 0.03,
{i, j} ∈ E ′. A distaˆncia entre i e j consiste em uma das seguintes hipo´teses: i) a
distaˆncia Euclidiana entre i e j, caso {i, j} ∈ E; ou ii) a distaˆncia do caminho mais
curto entre i e j, caso {i, j} ∈ E ′\E (i.e., para arestas que tenham sido acrescentadas
ao grafo original G). Assumimos que a capacidade de cada lightpath e´ de α = 1, a que
corresponde um valor de 10 Gbps (gigabits por segundo). De resto, relativamente aos
valores de tra´fego associados a cada servic¸o, tpq, p, q ∈ S(p < q), considera´mos quatro
sub-cena´rios distintos de forma a poder avaliar a variac¸a˜o do custo das soluc¸o˜es sob
diferentes condic¸o˜es de tra´fego total. Assim, os valores tpq foram gerados aleatoria-
mente, seguindo distribuic¸o˜es uniformes nos intervalos [0, 0.4], [0, 0.6], [0, 0.8] e [0, 1.0]
(a que correspondem me´dias de tra´fego de 2, 3, 4 e 5 Gbps).
Relativamente a`s restric¸o˜es de salto, considera´mos um valor fixo para H , visto que
o objectivo nesta subsecc¸a˜o consiste em estudar o impacto dos diferentes mecanismos
de sobreviveˆncia sob variadas condic¸o˜es no custo das soluc¸o˜es obtidas. Assim, em to-
dos os testes realizados, assumiu-se H = 4 (para H = 3, a maior parte das diferentes
instaˆncias geradas sa˜o na˜o admiss´ıveis). No que toca ao nu´mero de caminhos disjun-
tos nos nodos e os mecanismos de sobreviveˆncia, testa´mos os casos D = 2, D = 3 e
D = 4 sob cada mecanismo.
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As diferentes instaˆncias do problema abordado nesta subsecc¸a˜o foram resolvidas
atrave´s do CPLEX 9.0, com um tempo limite de treˆs dias, num Pentium IV a 3.4GHz
e 1Gb de RAM.
A tabela II.5 conte´m os resultados computacionais obtidos para a rede NSFNet
considerando os dois cena´rios principais (|S| = 6 e |S| = 8) e os quatro sub-cena´rios
relativos a`s diferentes matrizes de tra´fego. A tabela conte´m os valores o´ptimos das
instaˆncias geradas bem como o respectivo tempo de CPU (em segundos), para cada
valor de D considerado e quer sob Path Diversity ou Path Protection. Para avaliar o
impacto (no custo das soluc¸o˜es) de garantir sobreviveˆncia, a tabela conte´m ainda os
valores das mesmas instaˆncias quando na˜o se exige nenhuma protecc¸a˜o (D = 1). Exis-
tem instaˆncias que o CPLEX na˜o conseguiu resolver devido a problemas de memo´ria,
para as quais apresentamos os melhores limites inferiores e superiores encontrados ao
fim de um determinado tempo (assinalado com “∗”).
Para melhor percebermos os valores constantes desta tabela e com a intenc¸a˜o de
mais facilmente avaliar o impacto no custo das soluc¸o˜es obtidas ao considerar algum
tipo de protecc¸a˜o (baseada num dos mecanismos de sobreviveˆncia e um determinado
nu´mero de caminhos disjuntos) em detrimento de nenhuma protecc¸a˜o, os gra´ficos
das figuras II.11 e II.12 (relativas aos cena´rios |S| = 6 e |S| = 8, respectivamente)
apresentam a relac¸a˜o entre esses custos. Ou seja, para cada matriz de tra´fego T ,
cada coluna corresponde ao valor custo(PD,β)/custo(P1,1), onde PD,β e´ a instaˆncia em
que a matriz de tra´fego T e´ encaminhada sob um dos mecanismos de sobreviveˆncia
(assumindo um valor apropriado para β) atrave´s de D caminhos disjuntos nos nodos.
Note-se que, uma vez que ha´ instaˆncias cujos valores o´ptimos sa˜o desconhecidos, a
respectiva relac¸a˜o entre custos e´ determinada usando o melhor limite superior conhe-
cido para essa instaˆncia (estes casos esta˜o assinalados com “♦”).
Analise-se, em primeiro lugar, os resultados obtidos sob Path Diversity (colunas
2, 3 e 4 da tabela II.5 e primeiros treˆs conjuntos de colunas das figuras II.11 e II.12).
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Tabela II.5: Resultados computacionais relativos a` rede NSFNet, obtidos atrave´s da
formulac¸a˜o HOP -A-MCF -II.
sem protecc¸a˜o Path Diversity Path Protection
|S| tra´fego D = 1 D = 2 D = 3 D = 4 D = 2 D = 3 D = 4
β = 50% β = 33% β = 25% β = 100% β = 50% β = 33%
6 [0,0.4] valor o´ptimo 375 381 621 1074 716 681 1074
CPU 30s 2s 1s 1s 82s 8s 1s
6 [0,0.6] valor o´ptimo 485 509 687 1074 952 835 1118
CPU 51s 14s 9s 1s 65s 35s 3s
6 [0,0.8] valor o´ptimo 516 516 715 1074 1024 867 1132
CPU 70s 6s 16s 1s 388s 54s 46s
6 [0,1.0] valor o´ptimo 604 668 783 1131 1208 1052 1285
CPU 10s 10s 18s 43s 19s 115s 1257s
8 [0,0.4] valor o´ptimo 649 722 883 1151 1272 1173 1271
CPU 4018s 316s 246s 11s 133810s 22249s 123s
8 [0,0.6] valor o´ptimo 849 949 1107 1348 – – 1520
melhor limite inferior 1634.91 1413.75
melhor limite superior 1698 1453
CPU 971s 4980s 2189s 442s 40561s∗ 49051s∗ 503s
8 [0,0.8] valor o´ptimo 1010 – 1228 1455 – – 1677
melhor limite inferior 1057.94 1938.24 1619.39
melhor limite superior 1094 2003 1714
CPU 153174s 67290s∗ 18943s 382s 51790s∗ 48689s∗ 7448s
8 [0,1.0] valor o´ptimo 1127 1256 – 1629 – – –
melhor limite inferior 1367.99 2283.07 1877.78 1885.25
melhor limite superior 1383 2333 1971 1915
CPU 260s 65515s 66496s∗ 9823s 38883s∗ 36805s∗ 54423s∗
Note-se que apenas duas das instaˆncias na˜o foram resolvidas ate´ a` optimalidade,
sendo o gap entre os melhores limites inferior e superior encontrados inferior a 3.4%.
Relativamente ao caso em que nenhum mecanismo de sobreviveˆncia e´ exigido, o caso
D = 2 impo˜e um custo adicional que se situa entre 0 e 10% para |S| = 6, e cerca de
10% para |S| = 8. Ja´ para o caso D = 3, o custo adicional imposto situa-se entre
30 e 65% para |S| = 6, e entre 21 e 36% para |S| = 8. Finalmente, para D = 4, as
mesmas percentagens encontram-se entre 87 e 186% (|S| = 6) e 44 e 77% (|S| = 8).
Estes valores mostram que a protecc¸a˜o de 50% do tra´fego total (mecanismo Path Di-
versity com D = 2) pode ser garantida com um custo adicional de, em me´dia, apenas
7.5% relativamente ao caso em que na˜o se exige qualquer protecc¸a˜o (D = 1). Ja´ se
pretendermos proteger 66 ou 75% do tra´fego total (casos D = 3 ou D = 4 sob Path


















































Figura II.11: Relac¸a˜o entre os custos das soluc¸o˜es obtidas sob cada mecanismo de























































Figura II.12: Relac¸a˜o entre os custos das soluc¸o˜es obtidas sob cada mecanismo de
sobreviveˆncia e sob nenhuma protecc¸a˜o (caso D = 1), para |S| = 8.
Diversity, respectivamente), incorreremos num custo adicional de, em me´dia, 35.8 ou
91%, respectivamente. Naturalmente, cabera´ ao operador da rede avaliar estes custos
adicionais, face a`s percentagens de tra´fego protegidas com D = 2, D = 3 e D = 4.
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Analisando agora os resultados obtidos quando se considera o mecanismo de so-
breviveˆncia Path Protection (colunas 5, 6 e 7 da tabela II.5 e treˆs u´ltimos conjuntos
de colunas das figuras II.11 e II.12), comecemos por comparar os casos D = 2 e
D = 3. No cena´rio |S| = 6 (note-se que todas as instaˆncias foram resolvidas ate´ a` op-
timalidade), os resultados obtidos revelam que, para garantir protecc¸a˜o total atrave´s
de D = 2 ou D = 3 caminhos disjuntos nos nodos, se incorre num custo adicional
me´dio (novamente em relac¸a˜o ao caso D = 1) de 96.4 ou 74.4%, respectivamente.
O que e´ surpreendente: significa que para o mesmo n´ıvel de protecc¸a˜o (100%), as
soluc¸o˜es obtidas com D = 3, naturalmente mais robustas quando comparadas com
as que se obteˆm com D = 2, teˆm, em me´dia, menor custo. Mais ainda, note-se que
o custo obtido com D = 3 e´ consistentemente menor do que com D = 2 em todas as
instaˆncias consideradas.
Para |S| = 8, apesar de desconhecermos o valor o´ptimo da maior parte das
instaˆncias, observe-se que os melhores limites inferiores encontrados com D = 2 sa˜o
sempre superiores aos encontrados com D = 3. Usando os melhores limites inferiores
do caso D = 2, podemos estabelecer um limite inferior para o custo adicional de
cerca de 95.8%; ja´ usando os melhores limites superiores do caso D = 3, estamos em
condic¸o˜es de colocar um limite superior no custo adicional de cerca de 74.1%. Assim,
ao exigir treˆs (ao inve´s de dois) caminhos disjuntos nos nodos significa que obtemos
em me´dia soluc¸o˜es de menor custo, o que na˜o deixa de ser novamente surpreendente.
Comparemos agora os resultados obtidos com D = 3 e D = 4. Para |S| = 6, o
custo adicional imposto ao considerarmos D = 4 e´ de, em me´dia, 137.3% (e, recorde-
se, 77.4% paraD = 3). Ou seja, um operador que deseje implementar o mecanismo de
Path Protection atrave´s de quatro caminhos disjuntos nos nodos obte´m, em me´dia,
um agravamento de custos superior ao obtido com D = 3. Note-se que esta dife-
renc¸a e´ consistente na˜o so´ em me´dia, como tambe´m em todas as instaˆncias testadas.
Para |S| = 8, apesar de desconhecermos as soluc¸o˜es o´ptimas de metade das instaˆncias,
recorde-se que, paraD = 3, obtemos um limite superior do custo adicional de cerca de
74.1% (usando os melhores limites superiores conhecidos), enquanto que para D = 4
obtemos um limite inferior do custo adicional de 77.1% (usando os melhores limites
inferiores conhecidos). Assim, podemos concluir novamente que, em me´dia, o custo
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das soluc¸o˜es com D = 4 e´ superior ao daquelas obtidas com D = 3. Note-se no
entanto que, uma vez que na˜o se conhecem os valores o´ptimos de algumas instaˆncias,
esta relac¸a˜o podera´ na˜o se verificar para algumas das mesmas. Ainda assim e como
foi referido anteriormente, a poss´ıvel vantagem obtida com D = 4 podera´ na˜o se jus-
tificar face ao esforc¸o de gesta˜o de quatro caminhos para cada servic¸o existente numa
rede por parte do operador da rede.
De uma forma global, tendo em conta o esforc¸o de CPU requerido, podemos afir-
mar que as instaˆncias sob o mecanismo de sobreviveˆncia Path Diversity sa˜o, para
o mesmo D, significativamente mais fa´ceis de resolver do que sob Path Protection.
Uma poss´ıvel explicac¸a˜o para que tal acontec¸a, acreditamos, e´ o facto do tra´fego total
ser sempre superior sob o u´ltimo mecanismo, o que, tendo em conta as restric¸o˜es de
network loading (29), torna o problema mais dif´ıcil.
Consideremos agora a rede EON. Uma vez que esta rede e´ bastante mais com-
plexa e, por isso, as instaˆncias nela baseadas de mais dif´ıcil resoluc¸a˜o, efectua´mos
um nu´mero reduzido de testes computacionais por forma a podermos ficar com uma
noc¸a˜o do comportamento da formulac¸a˜o HOP -A-MCF -II em redes maiores. Assim,
considera´mos apenas o cena´rio |S| = 8 e a matriz de tra´fego com valores gerados
uniformemente em [0, 0.8]. De resto, os custos associados a` instalac¸a˜o de lightpaths e
nodos de traˆnsito, bem como os paraˆmetros α e β, sa˜o iguais aos considerados anteri-
ormente para a rede NSFNet. A rede original EON encontra-se representada na figura
II.13, sendo 150 o nu´mero total de arestas em E ′ (do grafo expandido correspondente).
A tabela II.6 apresenta os resultados computacionais relativos a esta rede. Assim
como na tabela anterior, para as instaˆncias cuja soluc¸a˜o o´ptima na˜o foi poss´ıvel en-
contrar devido a problemas de memo´ria ou por o tempo de resoluc¸a˜o ter ultrapassado
treˆs dias, apresentamos os melhores limites inferior e superior fornecidos pelo CPLEX
e assinalamos essas instaˆncias com “∗”.
Uma vez que para a rede EON testa´mos apenas o cena´rio |S| = 8 com tra´fegos em
78 CAPI´TULO II. DES. E DIM. DE REDES DE TELECOMUNICAC¸O˜ES
Figura II.13: O grafo original (G) representando a rede EON, com |S| = 8.
Tabela II.6: Resultados computacionais relativos a` rede EON, obtidos atrave´s da
formulac¸a˜o HOP -A-MCF -II.
sem protecc¸a˜o Path Diversity Path Protection
|S| tra´fego D = 1 D = 2 D = 3 D = 4 D = 2 D = 3 D = 4
β = 50% β = 33% β = 25% β = 100% β = 50% β = 33%
8 [0,0.8] valor o´ptimo 829 – – – – – –
melhor limite inferior 853.07 999.69 1227 1594.71 1317.57 1362.71
melhor limite superior 880 1041 1232 1660 1384 1459
CPU 27133s 3 days∗∗ 3 days∗∗ 3 days∗∗ 139471s∗ 237790s∗ 258135s∗
[0, 0.8], na˜o estamos em condic¸o˜es de efectuar uma ana´lise de custos a` semelhanc¸a da
que foi efectuada para a rede NSFNet. Para ale´m disso, note-se que so´ conhecemos
a soluc¸a˜o o´ptima do caso D = 1. Ainda assim, podemos afirmar que os resultados
obtidos esta˜o em linha com os da rede NSFNet.
Sob o mecanismo de sobreviveˆncia Path Diversity, as melhores soluc¸o˜es inteiras
encontradas com D = 2, D = 3 e D = 4 representam limites superiores para os custos
adicionais (relativamente ao caso D = 1) de cerca de 6.2, 25.6 e 48.6%, respectiva-
mente. Face a estes valores e a`s percentagens de tra´fego protegidas com D = 2, D = 3
e D = 4, cabe ao operador da rede decidir que nu´mero de caminhos deve utilizar e
que mecanismo de sobreviveˆncia deve implementar.
Sob o mecanismo Path Protection, a melhor soluc¸a˜o inteira encontrada com D = 3
fornece-nos um limite superior para o custo adicional de 66.9%, enquanto que o me-
lhor limite inferior obtido com D = 2 representa um limite inferior de 92.4%. Isto e´,
como vimos para a rede NSFNet, na pior das hipo´teses, a reduc¸a˜o de custo e´ signifi-
cativa quando um operador opta por treˆs caminhos disjuntos nos nodos ao inve´s de
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dois apenas. Acrescente-se ainda que o custo da melhor soluc¸a˜o inteira com D = 4 e´
maior que o custo da melhor soluc¸a˜o inteira com D = 3 (apesar do seu limite inferior
ser ligeiramente inferior). Assim, na˜o podemos novamente afirmar que as soluc¸o˜es
com D = 3 sa˜o melhores que as obtidas com D = 4 (e recorde-se que mesmo que
isso na˜o acontec¸a, o poss´ıvel ganho obtido com D = 4 pode na˜o compensar a maior
complexidade de gesta˜o das redes).
Para finalizar esta secc¸a˜o, observe-se que a formulac¸a˜oHOP -A-MCF -II permitiu-
nos encontrar a soluc¸a˜o o´ptima da maior parte das instaˆncias baseadas na rede NSF-
Net. Os resultados obtidos (melhores limites superiores e inferiores) para as restantes
instaˆncias das redes NSFNet e EON teˆm gaps suficientemente pequenos (o que na˜o im-
pede a avaliac¸a˜o do impacto dos diferentes mecanismos de sobreviveˆncia no custo total
das soluc¸o˜es). Ainda que assim seja, o esforc¸o computacional envolvido na obtenc¸a˜o
desses gaps constituira´ certamente um problema em instaˆncias de maior dimensa˜o
e/ou complexidade. Assim, para estes casos, sugerimos uma abordagem heur´ıstica
como a heur´ıstica de duas fases proposta em [12], visto ser facilmente adapta´vel ao
problema com restric¸o˜es de sobreviveˆncia aqui estudado.
Resumidamente, nesta secc¸a˜o averigua´mos a forma como a imposic¸a˜o de meca-
nismos de sobreviveˆncia (garantida ao n´ıvel da rede MPLS, sendo o tra´fego existente
encaminhado atrave´s de D caminhos disjuntos nos nodos) influencia o custo das
soluc¸o˜es para o problema de desenho e dimensionamento de redes MPLS sobre WDM
aqui apresentado. Para encontrar estas soluc¸o˜es, usa´mos uma formulac¸a˜o baseada no
submodelo HOP -AD apresentado no cap´ıtulo I a` qual acrescenta´mos ainda algumas
desigualdades va´lidas. Relativamente aos resultados computacionais, podemos con-
cluir que, sob Path Protection, obtemos consistentemente soluc¸o˜es de menor custo
com D = 3 do que com D = 2, mas o custo de soluc¸o˜es com D = 4 e´, em me´dia,
superior ao custo obtido com D = 3.
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II.2.4 Heur´ıstica de Duas Fases
Nesta subsecc¸a˜o apresentamos uma abordagem heur´ıstica para o problema de desenho
e dimensionamento de redes MPLS sobre WDM, dado que, como vimos na subsecc¸a˜o
anterior, as instaˆncias de maior dimensa˜o e/ou complexidade sa˜o bastante dif´ıceis de
resolver. Podera´, portanto, haver a necessidade obter soluc¸o˜es admiss´ıveis de boa
qualidade num tempo computacional significativamente menor.
A heur´ıstica que propomos baseia-se na formulac¸a˜o HOP -A-MCF -II, decompon-
do-a em dois modelos mais simples que sa˜o resolvidos sequencialmente. Em primeiro
lugar, na fase I, determinamos a localizac¸a˜o o´ptima dos nodos de traˆnsito conside-
rando apenas as restric¸o˜es de salto e de disjunc¸a˜o dos D caminhos para cada servic¸o;
seguidamente, tendo em conta a soluc¸a˜o o´ptima da fase I (que, como veremos, leva
a uma simplificac¸a˜o do grafo subjacente), na fase II consideramos as restric¸o˜es de
network loading determinando o nu´mero de lightpaths necessa´rio em cada aresta.



















whpqij ≤ 1, p, q ∈ S; j ∈ S \ {p, q} (28)
Ni ∈ {0, 1}, i ∈ V \ S. (25)
Com base na localizac¸a˜o dos nodos de traˆnsito dada pela soluc¸a˜o o´ptima deste
modelo (definida atrave´s das varia´veis Ni), a segunda fase da heur´ıstica determina
a instalac¸a˜o o´ptima de lightpaths num grafo restrito. Isto e´, sendo NT o conjunto
de nodos de V \ S em que sa˜o instalados nodos de traˆnsito, consideramos um grafo
G′′ = (V ′, E ′′), em que V ′ = S ∪NT e E ′′ e´ o subconjunto de E ′ cujos elementos teˆm
ambos os extremos em X ′. A figura II.14 ilustra com um exemplo, em que D = 2,
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H = 2 e em que supo˜e que na Fase I sa˜o instalados nodos de traˆnsito nos nodos a e
b, como se obte´m G′′ com V ′ = {p, q, r, a, b} e o correspondente conjunto de arestas












Figura II.14: Transformac¸a˜o do grafo G′ = (V,E ′) no grafo G′′ = (V ′, E ′′), supondo
que dois nodos de traˆnsito sa˜o colocados nos nodos a e b na Fase I.
Realce-se que a soluc¸a˜o da Fase I garante que G′′ conte´m D caminhos disjuntos
nos nodos, cada um dos quais cumprindo com as restric¸o˜es de salto, para todos os
servic¸os. Note-se agora que o grafo G′′ assim obtido podera´ ser substancialmente
mais simples que G′. Para ale´m de V ′ ser formado pelos nodos de acesso e de traˆnsito
apenas, verifica-se usualmente que E ′′ ≪ E ′. Assim, na Fase II, consideramos as
restric¸o˜es de network loading num grafo de menores dimenso˜es, esperando com isso
obter soluc¸o˜es admiss´ıveis para o problema de desenho e dimensionamento com menor
esforc¸o computacional. Como veremos na secc¸a˜o II.2.5, essas soluc¸o˜es sa˜o na˜o so´ de
boa qualidade como sa˜o de facto obtidas muito mais facilmente que considerando o
modelo (completo) HOP -A-MCF -II.
A Fase II pode enta˜o ser modelada sobre o grafo G′′ = (V ′, E ′′) atrave´s da seguinte
formulac¸a˜o (em que, como anteriormente, por cada aresta {i, j} ∈ E ′′, consideramos
que A′′ conte´m os “arcos” (i, j) e (j, i)):


























≤ α× u{i,j}, {i, j} ∈ E
′′ (29’)
u{i,j} ≥ 0 e inteiras, {i, j} ∈ E
′′. (30’)
Observe-se que a func¸a˜o objectivo consiste apenas na soma dos custos de instalac¸a˜o
de lightpaths. As restric¸o˜es (26’) diferem de (26) no sentido em que este modelo se
encontra definido sobre G′′ ao inve´s de G′. Pela mesma raza˜o, as restric¸o˜es (29) e
(30) adaptam-se facilmente, sendo rescritas para cada aresta e ∈ E ′′, e garantem a
instalac¸a˜o de um nu´mero suficiente de lightpaths tendo em conta o tra´fego existente.
As restric¸o˜es (28’) – que consistem na adaptac¸a˜o das restric¸o˜es (28) para os nodos
j ∈ S ∪ NT \ {p, q} – em conjunto com (26’) garantem que, sobre G′′, existem D
caminhos disjuntos, cada um dos mesmos com na˜o mais que H saltos, para todos os
servic¸os p, q ∈ S.
A` semelhanc¸a da exposic¸a˜o feita na secc¸a˜o II.2.2, saliente-se que podemos consi-
derar as desigualdades va´lidas (31) e (32) adaptadas, ou seja, rescrevendo-as com
base no grafo G′′ subjacente a` Fase II. Assim, adicionando todas as primeiras desi-
gualdades e seleccionando um subconjunto das segundas de acordo com o processo
descrito na referida secc¸a˜o, conseguimos reduzir mais ainda o esforc¸o computacional
na obtenc¸a˜o de soluc¸o˜es o´ptimas para a Fase II. Os resultados computacionais apre-
sentados na pro´xima subsecc¸a˜o dizem respeito ao modelo apresentado acima com os
conjuntos de desigualdades referidos.
A soluc¸a˜o heur´ıstica global consiste portanto na localizac¸a˜o dos nodos de traˆnsito
dada pela resoluc¸a˜o do modelo da Fase I e no dimensionamento das arestas utilizadas
no suporte de todos os servic¸os existentes e na especificac¸a˜o dos respectivos caminhos.
O custo total e´ igual a` soma dos custos de ambas as fases.
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Claramente que as soluc¸o˜es obtidas segundo este processo sa˜o apenas admiss´ıveis.
Mais ainda, a nossa experieˆncia computacional indica que na Fase I existem usual-
mente mu´ltiplas soluc¸o˜es o´ptimas mu´ltiplas. Nestes casos, apenas foi utilizada uma
dessas soluc¸o˜es como ponto de partida para a Fase II, i.e., apesar de G′′ poder ter,
para a mesma instaˆncia, diferentes topologias apenas se considerou aquela que resulta
de considerar a soluc¸a˜o fornecida pelo CPLEX.
II.2.5 Resultados Computacionais
Para podermos avaliar a qualidade das soluc¸o˜es admiss´ıveis obtidas atrave´s da heur´ıs-
tica de duas fases proposta na subsecc¸a˜o anterior, consideramos agora as mesmas
instaˆncias que foram testadas com o modelo HOP -A-MCF -II, ou seja, as instaˆncias
baseadas nas redes NSFNet e EON. Considerando por isso os mesmos cena´rios e sub-
cena´rios para estas redes, como explicado na subsecc¸a˜o II.2.3, bem como os mesmos
custo associados a` instalac¸a˜o de nodos de traˆnsito e lightpaths, apresentamos de se-
guida os resultados computacionais obtidos atrave´s da heur´ıstica.
Considerando enta˜o a Fase I, a tabela II.7 resume os resultados obtidos atrave´s
do modelo apresentado na subsecc¸a˜o anterior. Para cada cena´rio (note-se que os sub-
cena´rios de tra´fego sa˜o ignorados) e para cada D (com D = 2, 3, 4), apresentamos o
valor o´ptimo inteiro do modelo, o gap (em percentagem) da respectiva relaxac¸a˜o li-
near e o tempo de CPU (em segundos) que o CPLEX demorou a determinar a soluc¸a˜o
o´ptima.
Desta tabela podemos salientar o facto de que em todas as instaˆncias considera-
das a relaxac¸a˜o linear do modelo da Fase I apresenta um gap nulo relativamente a`
soluc¸a˜o o´ptima inteira. Estas soluc¸o˜es sa˜o obtidas muito facilmente, com tempos de
CPU nunca excedendo um segundo.
Para cada instaˆncia, com base na soluc¸a˜o o´ptima da Fase I, constru´ımos o res-
pectivo grafo G′′, conforme descrevemos antes, e passamos a` resoluc¸a˜o do modelo da
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Tabela II.7: Resultados computacionais da Fase I.
rede |S| D = 2 D = 3 D = 4
NSFNet 6 valor o´ptimo 0 100 300
gap 0% 0% 0%
CPU 0.08s 0.08s 0.1s
8 valor o´ptimo 0 100 200
gap 0% 0% 0%
CPU 0.16s 0.14s 0.1s
EON 8 valor o´ptimo 0 100 200
gap 0% 0% 0%
CPU 0.26s 0.29s 0.27s
Fase II. Como referimos na subsecc¸a˜o anterior, as desigualdades (31) e (32) adap-
tadas (sobre G′′) sa˜o va´lidas para o problema a resolver nesta fase. Adicionando-as
ao respectivo modelo de acordo com o processo descrito na secc¸a˜o II.2.2, obtemos os
resultados que constam na tabela II.8. Para cada instaˆncia, ou seja, considerando
todos os cena´rios e sub-cena´rios poss´ıveis, assim como os dois mecanismos de sobre-
viveˆncia com D = 2, 3, 4, nessa tabela podemos consultar o seu valor o´ptimo inteiro
e o correspondente tempo (em segundos) de CPU.
De uma forma geral, a` semelhanc¸a dos resultados obtidos com o modelo (com-
pleto) HOP -A-MCF -II, verifica-se que as instaˆncias sob Path Protection sa˜o mais
dif´ıceis de resolver. Verificou-se ainda que para as instaˆncias cujos tempos de CPU
se encontram assinalados com “∗”, o CPLEX se deparou com problemas de memo´ria,
pelo que sa˜o apresentados os melhores limites inferior e superior encontrados ao fim
do tempo indicado.
Com base nestes resultados e uma vez que o tempo de CPU necessa´rio a` deter-
minac¸a˜o da soluc¸a˜o o´ptima da Fase I e´ bastante reduzido, estamos em condic¸o˜es de
poder afirmar que, de facto, a heur´ıstica proposta apresenta soluc¸o˜es admiss´ıveis para
o problema em estudo nesta secc¸a˜o com muito menor esforc¸o computacional do que
o modelo HOP -A-MCF -II. Por exemplo, observe-se que para a instaˆncia da rede
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Tabela II.8: Resultados computacionais relativos a` Fase II.
Path Diversity Path Protection
rede |S| tra´fego D = 2 D = 3 D = 4 D = 2 D = 3 D = 4
β = 50% β = 33% β = 25% β = 100% β = 50% β = 33%
NSF 6 [0,0.4] valor o´ptimo 381 521 775 716 581 775
CPU 0.21 0.03 0.42 0.5 0.9 0.81
6 [0,0.6] valor o´ptimo 509 587 775 952 735 819
CPU 0.2 0.65 0.68 0.34 1.55 2.09
6 [0,0.8] valor o´ptimo 516 615 775 1024 767 833
CPU 0.1 1.02 0.65 0.95 2.04 2.73
6 [0,1.0] valor o´ptimo 668 683 832 1208 952 986
CPU 0.26 1.34 3.02 0.16 3.97 33.27
NSF 8 [0,0.4] valor o´ptimo 753 783 951 1317 1081 1071
CPU 6.5 11.33 2.01 96.54 21.72 7.21
8 [0,0.6] valor o´ptimo 965 1007 1148 1742 1353 1320
CPU 65.78 78.28 15.62 244 1426.6 10.03
8 [0,0.8] valor o´ptimo 1137 1128 1255 2081 – 1477
melhor limite superior 1625
melhor limite inferior 1594.6
CPU 62.52 114.18 8.49 2578.2 16821.9* 907.51
8 [0,1.0] valor o´ptimo 1299 1283 1429 2408 1871 1702
CPU 301.42 617.64 460.5 18575.2 1155.5 2919.4
EON 8 [0,0.8] valor o´ptimo 870 – – 1644 1276 –
melhor limite superior 937 1065 1226
melhor limite inferior 927.72 1057.1 1200.48
CPU 173.8 16031.2* 122838.3* 1627.5 21781.6 28734.2*
NSFNet com |S| = 8, tra´fegos em [0, 0.4], D = 2 e sob Path Protection o modelo com-
pleto demorou 133810 segundos a encontrar a soluc¸a˜o o´ptima enquanto que atrave´s
da heur´ıstica foram gastos apenas cerca de 97 segundos a encontrar uma soluc¸a˜o ad-
miss´ıvel. A qualidade desta (gap de 3.5%) e das demais soluc¸o˜es heur´ısticas pode ser
consultada na tabela II.9, onde comparamos o valor dessas soluc¸o˜es (dado pela soma
dos custos das duas fases) com os valores o´ptimos determinados atrave´s do modelo
completo: para cada instaˆncia testada apresentamos ambos os valores e o respectivo
gap (em percentagem).
Salientamos o facto de que em diversas instaˆncias o valor da soluc¸a˜o heur´ıstica e´
igual ao valor o´ptimo do modelo HOP -A-MCF -II. Nas restantes instaˆncias, os va-
lores heur´ısticos apresentam um gap de no ma´ximo 7,5%, o que pode ser considerado
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Tabela II.9: Comparac¸a˜o dos valores das soluc¸o˜es obtidas atrave´s da heur´ıstica de
duas fases com os das obtidas com o modelo HOP -A-MCF -II.
Path Diversity Path Protection
rede |S| tra´fego D = 2 D = 3 D = 4 D = 2 D = 3 D = 4
β = 50% β = 33% β = 25% β = 100% β = 50% β = 33%
NSF 6 [0,0.4] heur´ıstica 381 621 1075 716 681 1075
gap 0% 0% 0.1% 0% 0% 0.1%
completo 381 621 1074 716 681 1074
6 [0,0.6] heur´ıstica 509 687 1075 952 835 1119
gap 0% 0% 0.1% 0% 0% 0.1%
completo 509 687 1074 952 835 1118
6 [0,0.8] heur´ıstica 516 715 1075 1024 867 1133
gap 0% 0% 0.1% 0% 0% 0.1%
completo 516 715 1074 1024 867 1132
6 [0,1.0] heur´ıstica 668 783 1132 1208 1052 1286
gap 0% 0% 0.1% 0% 0% 0.1%
completo 668 783 1131 1208 1052 1285
NSF 8 [0,0.4] heur´ıstica 753 883 1151 1317 1181 1271
gap 4.3% 0% 0% 3.5% 0.7% 0%
completo 722 883 1151 1272 1173 1271
8 [0,0.6] heur´ıstica 965 1107 1348 1742 1453 1520
gap 1.7% 0% 0% 6.5% 2.8% 0%
completo 949 1107 1348 1635* 1414* 1520
8 [0,0.8] heur´ıstica 1137 1228 1455 2081 1725** 1677
gap 7.5% 0% 0% 7.3% 6.5% 0%
completo 1058* 1228 1455 1939* 1620* 1677
8 [0,1.0] heur´ıstica 1299 1383 1629 2408 1971 1902
gap 3.4% 1.1% 0% 5.4% 5.0% 0.8%
completo 1256 1368* 1629 2284* 1878* 1886*
EON 8 [0,0.8] heur´ıstica 870 1037** 1265** 1644 1376 1426**
gap 1.9% 3.7% 3.1% 3.1% 4.4% 4.6%
completo 854* 1000* 1227* 1595* 1318* 1363*
razoa´vel dado o menor esforc¸o computacional envolvido na utilizac¸a˜o da heur´ıstica.
Note-se que para as instaˆncias assinaladas com “∗” e/ou “∗∗” os gaps apresentados
sa˜o na verdade limites superiores dos verdadeiros gaps : os valores assinalados com “∗”
correspondem ao menor inteiro superior ao melhor limite inferior conhecido atrave´s
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do modelo completo (ver tabelas II.5 e II.6); por outro lado, assinalamos com “∗∗”
os melhores limites superiores conhecidos atrave´s da heur´ıstica de duas fases.
Para finalizar esta subsecc¸a˜o, note-se que os valores obtidos atrave´s da heur´ıstica
proposta nesta secc¸a˜o podera˜o ser introduzidos como uppercutoffs na resoluc¸a˜o do
modelo HOP -A-MCF -II, podendo o esforc¸o computacional envolvido ser assim re-
duzido.
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II.3 Concluso˜es
Neste cap´ıtulo aborda´mos dois problemas tipicamente denominados na literatura por
problemas de network design.
Na secc¸a˜o II.1, a nossa atenc¸a˜o recaiu sobretudo na comparac¸a˜o das formulac¸o˜es
que se obteˆm ao considerar as diferentes formas de modelar as restric¸o˜es de salto
apresentadas no cap´ıtulo I. Por outras palavras, nessa secc¸a˜o averigua´mos o impacto
de considerar diferentes formulac¸o˜es (baseadas nos submodelos TRADD, HOPD e
HOP -AD) sob o ponto de vista da qualidade dos limites inferiores fornecidos, bem
como da rapidez na obtenc¸a˜o das respectivas soluc¸o˜es o´ptimas inteiras. Com base nos
resultados computacionais obtidos, pudemos confirmar o expecta´vel (conforme os re-
sultados teo´ricos apresentados no cap´ıtulo I: a formulac¸a˜o HOP -A-MCF apresenta
claras vantagens face a`s formulac¸o˜es HOP -MCF e TRAD-MCF .
Relativamente ao problema de desenho e dimensionamento de duas redes sobre-
postas (MPLS sobre WDM) abordado na secc¸a˜o II.2, aproveita´mos a eficiente des-
cric¸a˜o das restric¸o˜es de salto dada pelo submodelo HOP -AD, apresentando o mo-
delo HOP -A-MCF -II. Centra´mos enta˜o a nossa atenc¸a˜o no modo como diferentes
mecanismos de sobreviveˆncia – Path Diversity e Path Protection – influenciam o
custo das soluc¸o˜es desse problema. Dada a dificuldade envolvida na determinac¸a˜o
da soluc¸a˜o o´ptima de instaˆncias de maior dimensa˜o, apresenta´mos ainda uma abor-
dagem heur´ıstica, baseada na decomposic¸a˜o do modelo HOP -A-MCF -II em dois
modelos mais simples que sa˜o resolvidos sequencialmente, que nos forneceu soluc¸o˜es




Neste cap´ıtulo abordamos dois problemas de encaminhamento de tra´fego numa rede
ja´ dimensionada pertencentes a` classe de problemas tipicamente denominados na li-
teratura por traffic engineering. As redes sobre as quais os problemas se encontram
definidos sa˜o as resultantes das soluc¸o˜es obtidas na secc¸a˜o II.2. Como vimos, essas
soluc¸o˜es resultam da configurac¸a˜o de custo mı´nimo de duas camadas de rede tendo
em conta diversas condic¸o˜es, entre as quais se encontra a necessidade de dimensionar
a capacidade de cada lightpath dada uma matriz de tra´fego T entre qualquer par de
nodos origem/destino. Ora esta matriz e´ usualmente ou uma estimativa (regra geral
por excesso) do tra´fego que se preveˆ vir a existir numa rede, ou sujeita a variac¸o˜es
ao longo do tempo. Para ale´m destes factores, note-se que os caminhos determinados
pelas soluc¸o˜es do problema de dimensionamento podem na˜o ser os caminhos o´ptimos
no que diz respeito a outros crite´rios, em particular no que se refere a` minimizac¸a˜o
do seu nu´mero de saltos.
Assim, dada uma rede ja´ dimensionada, importa saber como encaminhar uma
nova matriz de tra´fego R satisfazendo as capacidades existentes, bem como restric¸o˜es
de salto e de sobreviveˆncia (i.e., continuando a garantir qualidade de servic¸o e ca-
pacidade de resisteˆncia a falhas). Tendo em conta todos os servic¸os que existirem
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numa rede, nesta tese vamos considerar que esse encaminhamento devera´ ser o´ptimo
relativamente a um de dois crite´rios: a minimizac¸a˜o do nu´mero me´dio de saltos, ou a
minimizac¸a˜o do nu´mero ma´ximo de saltos. Pretendemos deste modo traduzir o desejo
de um operador em garantir que o atraso associado ao suporte de todos os servic¸os
e´ optimizado, ora numa perspectiva global (considerando o atraso me´dio de todos
os servic¸os existentes), ora numa perspectiva de pior caso (considerando o servic¸o
com maior atraso associado). Neste cap´ıtulo, para ale´m de obviamente tentarmos
encontrar boas formulac¸o˜es para os problemas em questa˜o, abordamos duas questo˜es
habitualmente consideradas em problemas de traffic engineering : o impacto do vo-
lume de tra´fego total no “custo” (i.e., atraso me´dio ou ma´ximo associado) das redes
e, ainda, o impacto dos erros associados a`s estimativas de tra´fego na admissibilidade
das soluc¸o˜es previamente determinadas (estas questo˜es encontram-se explicadas com
maior detalhe na secc¸a˜o III.5.3).
Existem muito poucas refereˆncias na literatura relativamente a` minimizac¸a˜o do
atraso em problemas de traffic engineering, havendo apenas algumas abordagens
heur´ısticas para problemas semelhantes [20, 32, 36, 43]. Existem contudo diversos
trabalhos que lidam principalmente com a minimizac¸a˜o da capacidade utilizada em
cada lightpath (ou equivalente), de modo a melhorar a resposta da rede na eventua-
lidade de um falha. No nosso estudo, as restric¸o˜es de sobreviveˆncia esta˜o implicita-
mente garantidas pelas soluc¸o˜es obtidas no cap´ıtulo anterior (e que servem de base
ao problema neste cap´ıtulo abordado), pelo que a optimizac¸a˜o do nu´mero de saltos
se torna um crite´rio mais relevante.
As formulac¸o˜es que sera˜o apresentadas neste cap´ıtulo baseiam-se nos submodelos
HOPDpq e HOP -ADpq (ver secc¸a˜o I.2), introduzidos no contexto da determinac¸a˜o
de D caminhos com restric¸o˜es de salto entre um par de nodos. Como observado
enta˜o, as propriedades desses submodelos conferem claras vantagens a`s formulac¸o˜es
neles baseadas relativamente a`s formulac¸o˜es baseadas no submodelo tradicional (ver
tambe´m secc¸a˜o II.1). Neste cap´ıtulo a nossa atenc¸a˜o recaira´ enta˜o sobre como de-
senvolver modelos desagregados e agregados para os problemas de traffic engineering,
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as relac¸o˜es teo´ricas entre as duas classes de modelos, bem como uma comparac¸a˜o
emp´ırica (atrave´s de experieˆncias computacionais) da eficieˆncia dos mesmos modelos.
Como veremos nas pro´ximas secc¸o˜es, as func¸o˜es objectivo dos modelos desagre-
gados sa˜o bastante fa´ceis de escrever, tanto para a minimizac¸a˜o do nu´mero me´dio
de saltos como para a minimizac¸a˜o do nu´mero ma´ximo de saltos. Como mencio-
nado anteriormente, esses modelos teˆm contudo a desvantagem de utilizarem um
conjunto de varia´veis para cada um dos D caminhos que se desejarem para cada
servic¸o, pelo que poderemos ter dificuldades em resolver os problemas em estudo a`
medida que D aumenta. Por outro lado, apesar dos modelos agregados utilizarem
menos varia´veis (apenas um conjunto de varia´veis para cada servic¸o), o desenvolvi-
mento das func¸o˜es objectivo correspondentes na˜o sera´ ta˜o imediata: necessitaremos
de introduzir varia´veis e restric¸o˜es adicionais para conseguir modelar ambos os proble-
mas. Sendo o processo de desagregac¸a˜o uma ferramenta u´til para fortalecer modelos
de Programac¸a˜o Linear Inteira, contrariamente ao que se esperaria na˜o ha´ vantagens
em utilizar os modelos desagregados. Como veremos, atrave´s da nossa experieˆncia
computacional, os limites dados pelas relaxac¸o˜es lineares dos modelos desagregados
na˜o sa˜o, empiricamente, melhores que os limites fornecidos pelos relaxac¸o˜es lineares
dos modelos agregados.
O presente cap´ıtulo encontra-se dividido do seguinte modo: na pro´xima secc¸a˜o,
comec¸amos por apresentar em maior detalhe os problemas de traffic engineering acima
resumidos para, depois, apresentar os modelos desagregados e agregados para os mes-
mos nas secc¸o˜es III.2 e III.3. Para cada classe de modelos, dividimos o nosso estudo
conforme expressemos as func¸o˜es objectivo a` custa de varia´veis associadas a arcos do
grafo original ou de varia´veis associadas a lacetes e, para cada caso, apresentamos os
modelos adequados para a minimizac¸a˜o do nu´mero me´dio de saltos, bem como para
a minimizac¸a˜o do nu´mero ma´ximo de saltos. De seguida, na secc¸a˜o III.4, efectua-
mos a comparac¸a˜o das relaxac¸o˜es lineares das duas classes de modelos, desagregados
e agregados. Apresentamos depois os resultados computacionais obtidos, sob duas
perspectivas: nas subsecc¸o˜es III.5.1 e III.5.2 apresentamos dados relativos a` eficieˆncia
dos diferentes modelos propostos para a minimizac¸a˜o do nu´mero me´dio e ma´ximo de
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saltos, respectivamente; ja´ na III.5.3 avaliamos o impacto das diferentes variac¸o˜es da
matriz de tra´fego original sob cada mecanismo de sobreviveˆncia. Terminamos este
cap´ıtulo com as respectivas concluso˜es na secc¸a˜o III.6.
III.1 Definic¸a˜o dos Problemas
Considere-se que o grafo na˜o orientado N = (X,U) representa o subgrafo de custo
mı´nimo relativamente ao problema de desenho e dimensionamento de redes MPLS
sobre redes WDM, definido sobre o grafo G′ = (V,E ′) (ver secc¸a˜o II.2). O conjunto
de nodos X e´ formado por nodos de acesso e nodos de traˆnsito, ou seja, X = S∪NT ,
em que NT denota o conjunto de nodos de V \ S em que foram instalados no-
dos de traˆnsito. Recordando que as varia´veis bina´rias Ni indicam se um nodo de
traˆnsito e´ instalado no nodo i, enta˜o tem-se NT = {i ∈ V \ S : Ni = 1}. O conjunto
U conte´m as arestas em que existe pelo menos um lightpath, cuja instalac¸a˜o, recorde-
se, e´ necessa´ria ao encaminhamento da matriz de tra´fego T , seja sob o mecanismo
de sobreviveˆncia Path Diversity ou sob Path Protection. Sabendo que as varia´veis
ue representam o nu´mero de lightpahts instalados na aresta e, com e ∈ E
′, enta˜o
U = {e ∈ E ′ : ue > 0}. Sendo enta˜o be a capacidade instalada em cada aresta e ∈ U ,
tem-se que be = αue, em que α e´ a capacidade de cada lightpath.
Para todo o servic¸o com origem em p e destino em q (com p, q ∈ S), N conte´m
naturalmente D caminhos disjuntos nos nodos, cada um dos quais com no ma´ximo
H saltos. De entre os D caminhos que suportam cada servic¸o, considerem-se os ∆
caminhos com menor nu´mero de saltos, em que 1 ≤ ∆ ≤ D. Considerando uma nova
matriz de tra´fego R = [rpq] (p, q ∈ S, p < q), pretendemos enta˜o encaminhar cada rpq
sobre N atrave´s de D caminhos disjuntos nos nodos, cada um dos quais novamente
com um nu´mero ma´ximo H de saltos, obedecendo a um determinado mecanismo de
sobreviveˆncia (Path Diversity ou Path Protection) e cumprindo com a capacidade be
instalada em cada aresta. Um encaminhamento o´ptimo e´ aquele que minimiza: ou
o nu´mero me´dio ou o nu´mero ma´ximo de saltos dos ∆ caminhos que suportam cada
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servic¸o.
Pelo exposto na subsecc¸a˜o II.2.1, sabemos que sob Path Diversity todos os D
caminhos transportam tra´fego u´til, ao passo que sob Path Protection apenas os ca-
minhos de servic¸o o fazem. Sob o ponto de vista de um operador, importa portanto
optimizar os caminhos que transportam tra´fego u´til, pelo que facilmente se constata
que o caso ∆ = D correspondera´ ao mecanismo de sobreviveˆncia de Path Diversity,
enquanto que o caso ∆ = D − 1 correspondera´ a Path Protection.
Relativamente a` complexidade dos problemas aqui em estudo, Itai et al, em [19],
provaram que o problema de decisa˜o que consiste em saber se existem D caminhos
disjuntos nos nodos, cada um dos quais com no ma´ximo H saltos, e´ NP-completo
para H ≥ 4.
A figura III.1 procura ilustrar os problemas aqui em estudo atrave´s de um exemplo
com dois servic¸os (cujos nodos origem/destino sa˜o p e q para o primeiro servic¸o e p′






Figura III.1: Uma instaˆncia com dois servic¸os, D = 2 e H = 3.
Considerando ∆ = 2, os dois caminhos que suportam cada servic¸o esta˜o sujei-
tos tanto a` minimizac¸a˜o do nu´mero me´dio de saltos como a` minimizac¸a˜o do nu´mero
ma´ximo de saltos. Assim, no primeiro caso obtemos uma me´dia de saltos igual a
((2 + 3) + (2 + 1)) /4, enquanto que para o segundo caso o nu´mero ma´ximo de saltos
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e´ 3. Ja´ se considerarmos ∆ = 1, os caminhos sujeitos a optimizac¸a˜o sa˜o aqueles
representados a cheio e temos: o nu´mero me´dio de saltos igual a (2+1)/2 e o nu´mero
ma´ximo de saltos e´ 2.
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III.2 Modelos Desagregados
Tendo por base o modelo HOPDpq (que, como ja´ foi referido anteriormente, na˜o e´
mais do que uma extensa˜o do modelo HOPD – ver subsecc¸a˜o I.2.3 – para diversos
pares de nodos origem/destino), recordamos de seguida a definic¸a˜o das varia´veis que
utiliza´mos. Note-se, mais uma vez, que havendo a necessidade de distinguir a di-
recc¸a˜o em que qualquer aresta e´ atravessada, consideramos o conjunto de arcos A que
conte´m os “arcos” (i, j) e (j, i) por cada aresta {i, j} ∈ U . Assim, no que se segue,




1, se o arco (i, j) e´ percorrido
exactamente na posic¸a˜o h
pelo d-e´simo caminho-H-(p, q)
0, c. c.
,
(i, j) ∈ A ∪ (q, q);
h = 1, ..., H
d = 1, ..., D;
p, q ∈ S.
Deste modo, adaptamos de seguida as restric¸o˜es que garantem, para cada servic¸o
(p, q ∈ S), a existeˆncia de D caminhos disjuntos nos nodos, cada um dos quais com
no ma´ximo H saltos, sobre N = (X,U). Recorde-se ainda que e´ necessa´rio garantir
que a capacidade instalada em cada aresta (be, e = {i, j} ∈ U) na˜o e´ excedida ao
encaminhar uma nova matriz de tra´fego R, bem como que um dos mecanismos de
sobreviveˆncia, Path Diversity ou Path Protection (especificados pelo paraˆmetro β),
tem que ser implementado. Deste modo, temos o seguinte sistema de restric¸o˜es:
∑
j:(p,j)∈A





zhdpqji = 0, i 6= p; h = 1, ..., H − 1; d = 1, ..., D; p, q ∈ S
(33b)∑
j:(j,q)∈A





















≤ be, e = {i, j} ∈ U (35)
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zhdpqij ∈ {0, 1} , (i, j) ∈ A; h = 1, ..., H ; d = 1, ..., D; p, q ∈ S (36a)
zhdpqqq ∈ {0, 1} , h = 2, ..., H ; d = 1, ..., D; p, q ∈ S. (36b)










zhdpqij , d = 1, ..., D − 1; p, q ∈ S. (37)
Estas restric¸o˜es de ranking ordenam os caminhos da forma usual: o d-e´simo cami-
nho na˜o tem mais saltos do que o (d+1)-e´simo caminho. Como veremos, poderemos
prescindir destas restric¸o˜es nos modelos que sera˜o apresentados, apesar da sua in-
clusa˜o ser bene´fica na resoluc¸a˜o de algumas das instaˆncias testadas.
Como observado anteriormente, estamos interessados em optimizar os ∆ melhores
caminhos de cada servic¸o em termos do seu nu´mero de saltos (e ∆ = D sob Path
Diversity, enquanto que sob Path Protection ∆ = D − 1). No que se segue, abor-
damos tanto a minimizac¸a˜o do nu´mero me´dio de saltos desses ∆ caminhos como a
minimizac¸a˜o do nu´mero ma´ximo de saltos dos mesmos ∆ caminhos de duas formas
diferentes. Ou seja, consideraremos dois tipos de func¸o˜es objectivo para cada caso:
i) escritas com as varia´veis associadas aos arcos de N e ii) escritas com as varia´veis
lacete. Apesar das func¸o˜es objectivo do primeiro tipo serem mais intuitivas, veremos
que as do segundo, assim como algumas restric¸o˜es adicionais que sera˜o necessa´rias,
usara˜o um menor nu´mero de varia´veis.
III.2.1 Func¸o˜es Objectivo Baseadas em Varia´veis Associadas
a Arcos
Comecemos enta˜o por escrever as func¸o˜es objectivo para a minimizac¸a˜o do nu´mero
me´dio e ma´ximo de saltos utilizando as varia´veis associadas aos arcos do grafo N
subjacente.
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III.2.1.1 Minimizac¸a˜o do Nu´mero Me´dio de Saltos
Neste caso a escrita da func¸a˜o objectivo e´ imediata uma vez que minimizar o nu´mero
me´dio de saltos dos ∆ melhores caminhos de cada servic¸o e´ equivalente a minimizar a














(33a)-(33c), (34), (35), (36a), (36b).
Observe-se que nesta formulac¸a˜o as restric¸o˜es de ranking (37) na˜o sa˜o necessa´rias.
De facto a func¸a˜o objectivo garante que na soluc¸a˜o o´ptima desta formulac¸a˜o os ∆
caminhos que suportam cada servic¸o sa˜o os caminhos com menor nu´mero de saltos.
No entanto, note-se que a inclusa˜o das restric¸o˜es (37) podera´ reduzir os tempos de
resoluc¸a˜o se o conjunto de soluc¸o˜es admiss´ıveis for demasiadamente sime´trico. Na
pra´tica, atrave´s dos resultados computacionais obtidos, observou-se que existem al-
gumas instaˆncias em que isso acontece, bem como outras instaˆncias em que se verifica
o contra´rio.
III.2.1.2 Minimizac¸a˜o do Nu´mero Ma´ximo de Saltos
Neste caso, pretendendo minimizar o nu´mero ma´ximo de saltos dos ∆ melhores ca-
minhos que suportam cada servic¸o, aparentemente e´ necessa´rio incluir as restric¸o˜es
de ranking (37), mas veremos que tal na˜o acontece. Considere-se uma varia´vel in-
teira V que representa o nu´mero de saltos do pior caminho, i.e., o caminho com maior
nu´mero de saltos, dos ∆ melhores caminhos que suportam cada servic¸o. Desta forma,
podemos escrever a seguinte formulac¸a˜o:








zhdpqij ≤ V, d = 1, ...,∆; p, q ∈ S (38)
V ≥ 0 e inteira. (39)
Note-se que atrave´s da func¸a˜o objectivo desta formulac¸a˜o e na presenc¸a das res-
tric¸o˜es (38) e (39) a varia´vel V tomara´ o valor pretendido pois para cada servic¸o essa
varia´vel e´ minorada pelo nu´mero total de saltos do d-e´simo caminho, com d = 1, ...,∆.
Ou seja, os piores caminhos de entre os ∆ melhores caminhos de cada servic¸o limitam
assim a varia´vel V , fazendo com que esta assuma o valor apropriado.Observe-se que
de facto as restric¸o˜es ranking (37) na˜o sa˜o necessa´rias.
Na secc¸a˜o III.4 apresentamos uma versa˜o mais forte desta formulac¸a˜o, ou seja,
uma formulac¸a˜o cuja relaxac¸a˜o linear fornece um melhor limite inferior para o valor
o´ptimo do problema.
III.2.2 Func¸o˜es Objectivo Baseadas em Varia´veis Associadas
a Lacetes
Nesta subsecc¸a˜o apresentamos as formulac¸o˜es para os problemas em estudo, tendo
por base as varia´veis lacete zhdpqqq definidas anteriormente. Comecemos por observar





qq = 1, h = 1, ..., H ; d = 1, ..., D; p, q ∈ S, (40)
visto que numa qualquer posic¸a˜o h, com h = 1, ..., H , de um qualquer caminho que
suporte um determinado servic¸o tera´ que haver um arco ou lacete, o que resulta da
construc¸a˜o dos grafos expandidos associados ao submodelo HOPD (ver secc¸a˜o I.2.3).
Estas igualdades podem agora ser utilizadas para obter formulac¸o˜es equivalentes
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a`s da secc¸a˜o anterior em termos das respectivas relaxac¸o˜es lineares, de forma que
a func¸a˜o objectivo da formulac¸a˜o D-Me´dia-Arcos, bem como a func¸a˜o objectivo e
as restric¸o˜es (38) da formulac¸a˜o D-Ma´ximo-Arcos possam ser escritas a` custa das
varia´veis lacete. Esperamos desta forma conseguir obter melhores tempos de CPU na
resoluc¸a˜o de instaˆncias dos problemas em causa, uma vez que as func¸o˜es objectivo e
restric¸o˜es sera˜o rescritas com um menor nu´mero de varia´veis.
Por u´ltimo, antes de passar a` apresentac¸a˜o dessas formulac¸o˜es, observe-se que as







zhdpqij , d = 1, ..., D − 1; p, q ∈ S. (41)
De facto, se pretendemos que o d-e´simo caminho na˜o tenha mais saltos do que o
(d+1)-e´simo caminho, podemos modelar consegui-lo exigindo que o d-e´simo caminho
efectue mais lacetes sobre o nodo destino respectivo do que o (d+ 1)-e´simo caminho.
III.2.2.1 Minimizac¸a˜o do Nu´mero Me´dio de Saltos
Neste caso, comecemos por observar que somando as restric¸o˜es (40) para todo o








































temos deste modo a seguinte formulac¸a˜o equivalente:











(33a)-(33c), (34), (35), (36a), (36b).
Similarmente ao modelo D-Me´dia-Arcos e respectivas restric¸o˜es de ranking (37),
verifica-se que, apesar da inclusa˜o das restric¸o˜es (41) (ou as pro´prias restric¸o˜es (37))
poder tornar o modelo D-Me´dia-Lacetes mais eficiente se o conjunto de soluc¸o˜es ad-
miss´ıveis for demasiadamente sime´trico, a nossa experieˆncia computacional revelou
que existem instaˆncias em que isso acontece e outras instaˆncias em que se verifica o
contra´rio.
III.2.2.2 Minimizac¸a˜o do Nu´mero Ma´ximo de Saltos
Usando de novo as restric¸o˜es (40), desta feita considerando d = 1, ...,∆, as restric¸o˜es







V , d = 1, ...,∆; p, q ∈ S. Fazendo V ′ = H−V , obtemos assim um modelo equivalente




(33a)-(33c), (34), (35), (36a), (36b)∑
h=2,...,H
zhdpqqq ≥ V
′, d = 1, ...,∆; p, q ∈ S (43)
V ′ ≥ 0 e inteira. (44)
A` semelhanc¸a da observac¸a˜o efectuada sobre a formulac¸a˜o D-Ma´ximo-Arcos,
note-se que ao maximizarmos V ′ e na presenc¸a das restric¸o˜es (43), (44), essa varia´vel
representa o nu´mero de lacetes efectuados pelo pior caminho dos ∆ melhores cami-
nhos que suportam cada servic¸o.
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III.3 Modelos Agregados
As formulac¸o˜es discutidas na secc¸a˜o anterior sa˜o, como referimos, relativamente fa´ceis
de escrever devido a` existeˆncia de D conjuntos de varia´veis por cada servic¸o existente
(um conjunto para cada caminho), o que e´ uma desvantagem a` medida que o valor
de D aumenta. Nesta secc¸a˜o, apresentamos modelos agregados, ou seja, modelos que
conteˆm um u´nico conjunto de varia´veis por servic¸o independentemente do nu´mero
de caminhos pretendido. Dado o menor nu´mero de varia´veis, esperamos que se torne
mais fa´cil encontrar as soluc¸o˜es o´ptimas (tanto inteiras quanto lineares) das instaˆncias
dos problemas de traffic engineering aqui em estudo. No entanto, uma vez que na˜o
conseguimos distinguir os diferentes caminhos de cada servic¸o (pois temos apenas um
conjunto de varia´veis por servic¸o), as func¸o˜es objectivo ja´ na˜o sera˜o ta˜o imediatas
quanto as do cap´ıtulo anterior. De facto, para as conseguirmos escrever precisaremos
de definir dois novos conjuntos de varia´veis, que nos permitira˜o, para cada servic¸o, i)
contar o nu´mero de arcos que sa˜o usados numa determinada posic¸a˜o h e ii) verificar
se existem arcos numa certa posic¸a˜o h.
A` semelhanc¸a da secc¸a˜o anterior, comec¸amos por recordar as varia´veis utilizadas
no submodelo HOP -ADpq (ver secc¸a˜o I.2.4) que esta´ base das formulac¸o˜es que sera˜o
apresentadas. Como menciona´mos antes, consideramos o conjunto de arcos A que
conte´m os “arcos” (i, j) e (j, i) por cada aresta {i, j} ∈ U .
whpqij = nu´mero de caminhos-H-(p, q) que percorrem o arco (i, j)
exactamente na posic¸a˜o h, (i, j) ∈ A ∪ (q, q); h = 1, ..., H ; p, q ∈ S.
Desta forma, as seguintes restric¸o˜es garantem: i) a existeˆncia de D caminhos dis-
juntos nos nodos, cada um dos quais com no ma´ximo H saltos para cada servic¸o; ii)
o cumprimento da capacidade instalada em cada aresta e iii) o encaminhamento da
matriz de tra´fego R segundo Path Diversity ou Path Protection:
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∑
j:(p,j)∈A





whpqji = 0, i 6= p; h = 1, ..., H − 1; p, q ∈ S (45b)∑
j:(j,q)∈A















≤ be, e = {i, j} ∈ U (47)
whpqij ∈ {0, 1, ..., D} , (i, j) ∈ A; h = 1, ..., H ; p, q ∈ S (48a)
whpqqq ∈ {0, 1, ..., D} , h = 2, ..., H ; p, q ∈ S. (48b)
Relembre-se que as restric¸o˜es (45a)-(45c) resultam da agregac¸a˜o em d = 1, ..., D
das restric¸o˜es (33a)-(33c) apresentadas na secc¸a˜o anterior e que a relac¸a˜o entre as
varia´veis zhdpqij e w
hpq







Note-se que, contrariamente a` secc¸a˜o anterior, na˜o conseguimos escrever restric¸o˜es
de ranking similares a (37) (ou (41)) precisamente porque, como observado antes, as
varia´veis whpqij na˜o fazem a distinc¸a˜o entre os D caminhos que suportam cada servic¸o.
Note-se ainda que na maior parte dos problemas existe a necessidade dessas supos-
tas restric¸o˜es de ranking mas, como veremos nas pro´ximas subsecc¸o˜es, conseguiremos
modelar os mesmos problemas a` custa das varia´veis adicionais ja´ mencionadas (mas
ainda na˜o definidas).
III.3.1 Func¸o˜es Objectivo Baseadas em Varia´veis Associadas
a Arcos
Nesta subsecc¸a˜o completamos as formulac¸o˜es para ambos os problemas em estudo,
expressando as respectivas func¸o˜es objectivo em termos das varia´veis (whpqij ) associa-
das aos arcos do grafo subjacente.
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III.3.1.1 Minimizac¸a˜o do Nu´mero Me´dio de Saltos
Como referimos antes, para modelar a maior parte dos problemas em estudo usando
modelos agregados necessitamos de definir varia´veis adicionais. Neste caso, conside-
remos para cada servic¸o p, q ∈ S e cada posic¸a˜o h = 1, ..., H as seguintes varia´veis:
Uhpq = nu´mero de arcos “interessantes” na posic¸a˜o h do caminho-H-(p, q).
Entendemos por arcos “interessantes” aqueles que esta˜o inclu´ıdos nos melho-
res ∆ caminhos, pois sa˜o estes os caminhos que se pretendem optimizar. A soma∑
h=1,...,H U
hpq representa enta˜o o nu´mero de saltos efectuados pelos ∆ melhores ca-
minhos de cada servic¸o, pelo que facilmente se conclui que a func¸a˜o objectivo para a






Recorde-se agora que, para uma dada posic¸a˜o h, todos os arcos sa˜o interessantes
sob Path Diversity (∆ = D) e, sob Path Protection (∆ = D−1), esses arcos sa˜o todos
menos um (pois podemos obviamente assumir que se existem k arcos nessa posic¸a˜o h,
enta˜o um dos arcos esta´ inclu´ıdo no pior caminho, i.e., aquele com maior nu´mero de
saltos). Generalizando, podemos ainda afirmar que, para uma dada posic¸a˜o h, todos
os arcos menos D − ∆ sa˜o interessantes, visto que D − ∆ arcos esta˜o inclu´ıdos nos
piores caminhos que na˜o sa˜o contabilizados na minimizac¸a˜o da me´dia de saltos dos
∆ melhores caminhos.
Desta forma, podemos obter um modelo agregado va´lido para o problema em













whpqij − (D −∆), h = 1, ..., H ; p, q ∈ S (49)
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Uhpq ∈ {0, 1, ...,∆}. (50)
Note-se enta˜o que o significado das novas varia´veis Uhpq e´ garantido atrave´s da
func¸a˜o objectivo e das restric¸o˜es (49) e (50): elas garantem que, para cada servic¸o





enta˜o Uhpq = max {k − (D −∆), 0}. O segundo termo na expressa˜o de maximizac¸a˜o
deve-se ao caso em que, sob Path Protection ou outros mecanismos para os quais




ij = 0 (note-se que pelas restric¸o˜es (50) as varia´veis
Uhpq sa˜o inteiras e na˜o negativas).
Observe-se agora que, pelas restric¸o˜es de ligac¸a˜o (49), ter-se-a´ sempre U1pq = ∆,
pelo que na˜o e´ necessa´rio escrever essas restric¸o˜es para h = 1. O mesmo se pode dizer
relativamente a` func¸a˜o objectivo, pois o termo correspondente pode ser tratado como
uma constante.
Por u´ltimo, note-se ainda que, uma vez que sob Path Diversity ∆ = D, enta˜o as
novas varia´veis Uhpq na˜o sa˜o necessa´rias. De facto, e´ poss´ıvel escrever um modelo
mais simples pelo simples facto de todos os D caminhos serem relevantes, bastando









III.3.1.2 Minimizac¸a˜o do Nu´mero Ma´ximo de Saltos
Neste caso, comec¸amos por observar que na˜o ha´ necessidade em identificar o servic¸o
que e´ suportado por um dos ∆ melhores caminhos com maior nu´mero de saltos. Deste




1, se o nu´mero de arcos na posic¸a˜o h,
de pelo menos um caminho, e´ ≥ (D −∆) + 1
0, c. c.
, h = 1, ..., H.
Sob Path Diversity (∆ = D), a existeˆncia de pelo menos um arco na posic¸a˜o
h significa que ha´ um caminho com pelo menos h saltos. Ja´ sob Path Protection
(∆ = D− 1), se, para um determinado h, whpqij ≥ 2, significa que pelo menos um dos
∆ caminhos tem pelo menos h saltos (uma vez que, como referido anteriormente, um
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dos arcos pode estar a ser utilizado pelo caminho de backup, ou seja, pelo caminho na˜o
relevante). Assim, quer sob Path Diversity ou Path Protection, estamos interessados
em determinar o nu´mero de tais posic¸o˜es, de forma a poder calcular o nu´mero de
saltos do pior caminho.
Note-se que os argumentos apresentados sa˜o va´lidos pois sabemos que, se um
qualquer caminho tem um arco na posic¸a˜o h, enta˜o, pelas restric¸o˜es de conservac¸a˜o
de fluxo (45a)-(45c), tem tambe´m um arco nas posic¸o˜es l, com l = 1, ..., h− 1. Es-








(45a)-(45c), (46), (47), (48a), (48b)∑
(i,j)∈A
whpqij − (D −∆) ≤ ∆× V
h, h = 1, ..., H ; p, q ∈ S (51)
V h ∈ {0, 1}. (52)
A` semelhanc¸a do modelo apresentado na subsecc¸a˜o anterior, note-se que na˜o e´
necessa´rio escrever as restric¸o˜es (51) para h = 1, pois nesta posic¸a˜o tera´ sempre que
haver D arcos para cada servic¸o e, por isso, ter-se-a´ sempre V 1 = 1. Consequente-
mente, este termo pode ser tratado como uma constante na func¸a˜o objectivo.
O significado das varia´veis V h e´ garantido atrave´s da func¸a˜o objectivo e das res-
tric¸o˜es (51) e (52). De facto, para cada posic¸a˜o h, temos a garantia que, se houver




ij ≥ (D −∆) + 1, para
algum servic¸o), enta˜o V h = 1.




ij ≤ 1 para todos
os servic¸os p, q ∈ S, as restric¸o˜es (51) sa˜o satisfeitas tanto com V h = 0 como com
V h = 1. No entanto, a func¸a˜o objectivo garante que V h = 0, que e´ o valor correcto
(pois nessa situac¸a˜o todos os ∆ = D− 1 melhores caminhos de todos os servic¸os teˆm
menos que h arcos).
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III.3.2 Func¸o˜es Objectivo Baseadas em Varia´veis Associadas
a Lacetes
Nesta secc¸a˜o, apresentamos as verso˜es dos modelos agregados para cada um dos pro-
blemas aqui abordados expressando as func¸o˜es objectivo a` custa das varia´veis lacete
whpqqq .
Comec¸amos por observar que as restric¸o˜es (45a)-(45c), (48a) e (48b) nos per-
mitem afirmar que o nu´mero de lacetes efectuados numa determinada posic¸a˜o h num
qualquer nodo destino q ∈ S e´ sempre igual a` diferenc¸a entre D e o nu´mero total de






qq = D, h = 1, ..., H ; p, q ∈ S. (53)
Assim, a` semelhanc¸a da exposic¸a˜o feita na secc¸a˜o III.2.2, utilizaremos estas igual-
dades para obter modelos equivalentes (em termos da sua relaxac¸a˜o linear) para os
problemas em estudo e tal que as restric¸o˜es (49) e (51) sejam escritas a` custa das
varia´veis lacete. Como referimos anteriormente, a potencial vantagem da rescrita dos
modelos dessa forma e´ que tanto a func¸a˜o objectivo como as restric¸o˜es utilizara˜o me-
nos varia´veis e, por isso, o esforc¸o computacional envolvido na sua resoluc¸a˜o podera´
ser menor.
III.3.2.1 Minimizac¸a˜o do Nu´mero Me´dio de Saltos
Com base nas varia´veis Uhpq definidas para a formulac¸a˜o A-Me´dia-Arcos, considere-
se a mudanc¸a de varia´vel V hpq = ∆ − Uhpq, para todo o p, q ∈ S e h = 1, ..., H .
Desta forma, as varia´veis V hpq (h = 1, ..., H ; p, q ∈ S) representam o nu´mero de la-
cetes ‘interessantes” (ou seja, efectuados pelos ∆ melhores caminhos) na posic¸a˜o h.





hpq e´ equivalente a maximizar





hpq. Usando agora as igualdades (53), podemos rescrever o modelo









(45a)-(45c), (46), (47), (48a), (48b)
V hpq ≤ whpqqq , h = 1, ..., H ; p, q ∈ S (54)
V hpq ∈ {0, 1, ...,∆}. (55)
A` semelhanc¸a da observac¸a˜o efectuada sobre a formulac¸a˜o A-Me´dia-Arcos, note-
se que na˜o e´ necessa´rio escrever tanto as restric¸o˜es (54) como a func¸a˜o objectivo para
h = 1, desta feita porque as varia´veis lacete encontram-se definidas “apenas” para
h ≥ 2 e, por isso, ter-se-a´ sempre V 1pq = 0.
III.3.2.2 Minimizac¸a˜o do Nu´mero Ma´ximo de Saltos
Neste caso, considerando as varia´veis bina´rias V h que foram definidas para a for-
mulac¸a˜o A-Ma´ximo-Arcos, consideremos a mudanc¸a de varia´vel Y h = 1 − V h para
qualquer h = 1, ..., H . Naturalmente enta˜o que minimizar
∑
h=1,...,H V




h e, usando de novo as igualdades (53), podemos







(45a)-(45c), (46), (47), (48a), (48b)
∆× Y h ≤ whpqqq , h = 1, ..., H ; p, q ∈ S (56)
Y h ∈ {0, 1}. (57)
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As varia´veis Y h, tambe´m elas bina´rias, indicam se em todos os servic¸os o nu´mero
de lacetes efectuados sobre os respectivos nodos destinos na posic¸a˜o h e´ pelo menos ∆
(o que significa que o pior dos ∆ melhores caminhos de cada servic¸o tem no ma´ximo
h− 1 arcos).
Usando o mesmo argumento que na formulac¸a˜o da subsecc¸a˜o anterior, note-se que
na˜o e´ necessa´rio escrever as restric¸o˜es (56) nem a func¸a˜o objectivo para h = 1, pois
ter-se-a´ sempre Y 1 = 0.
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III.4 Comparac¸a˜o das Duas Classes de Modelos
Nesta secc¸a˜o procedemos a` comparac¸a˜o dos modelos desagregados e agregados, em
termos das suas relaxac¸o˜es lineares, naturalmente separando o estudo para cada um
dos problemas abordados neste cap´ıtulo. A nossa atenc¸a˜o foca-se apenas nos modelos
baseados em arcos, uma vez que os modelos baseados em lacetes sa˜o equivalentes e
tambe´m porque os primeiros sa˜o de mais fa´cil compreensa˜o.
III.4.1 Minimizac¸a˜o do Nu´mero Me´dio de Saltos
Querendo enta˜o comparar a relaxac¸a˜o linear do modelo D-Me´dia-Arcos com a re-
laxac¸a˜o linear do modelo A-Me´dia-Arcos, recordamos agora o modelo desagregado













(33a)-(33c), (34), (35), (36a), (36b).
De forma a estabelecer a relac¸a˜o entre os dois modelos mais facilmente, comec¸amos
por criar um modelo desagregado diferente mas com a garantia que o limite inferior
da relaxac¸a˜o linear do novo modelo e´ igual ao de D-Me´dia-ArcosL. Para tal, uti-
lizaremos as varia´veis Uhpq definidas para o modelo agregado, recordando que essas







zhdpqij , h = 1, ..., H ; p, q ∈ S. (58)
Ao adicionar as igualdades (58) ao modelo D-Me´dia-Arcos, podemos obter o
novo modelo desagregado rescrevendo a func¸a˜o objectivo da seguinte forma:







De facto, como mencionado acima, verifica-se facilmente que os limites inferiores
dados pelas relaxac¸o˜es lineares do novo modelo e de D-Me´dia-Arcos sa˜o iguais. Na
realidade, podemos ate´ substituir as igualdades das restric¸o˜es (58) por desigualdades
de “≥”, pois na presenc¸a da func¸a˜o objectivo (59) a soluc¸a˜o o´ptima da relaxac¸a˜o
linear do novo modelo satisfaz sempre essas restric¸o˜es na igualdade. De seguida,
no entanto, constru´ımos uma versa˜o mais fraca deste novo modelo. Observe-se que





zhdpqij ≤ D −∆, h = 1, ..., H ; p, q ∈ S.
Estas desigualdades sa˜o, em verdade, bastante intuitivas pois, para cada servic¸o,
o nu´mero de caminhos na˜o sujeitos ao crite´rio de optimizac¸a˜o e´ igual a D −∆. As-
sim, em cada posic¸a˜o h, o nu´mero total de arcos (“na˜o interessantes”, digamos) nessa
posic¸a˜o nunca podera´ exceder D −∆.
Se, para o mesmo par p, q ∈ S bem como para o mesmo h, somarmos estas de-







hpq + (D −∆), h = 1, ..., H ; p, q ∈ S. (60)
Atrave´s destas restric¸o˜es e na presenc¸a da func¸a˜o objectivo (59), as varia´veis
Uhpq podem ser interpretadas da mesma forma que anteriormente, pelo que podemos
substituir as restric¸o˜es (58) por (60) no novo modelo. Este modelo mais fraco, que
denotamos por WD-Me´dia-Arcos, e´ por isso va´lido para o problema. Note-se que
as restric¸o˜es (58) implicam (60) apenas quando D − ∆ > 0; se D = ∆, as res-
tric¸o˜es (58) e (60) representam as mesmas restric¸o˜es, o que significa que os modelos
D-Me´dia-Arcos e WD-Me´dia-Arcos sa˜o, nesse caso, equivalentes.
Note-se agora que, no caso em que D−∆ > 0, enta˜o o modeloWD-Me´dia-ArcosL
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podera´ fornecer um limite inferior de pior qualidade (do que aquele que se obte´m consi-
derando as restric¸o˜es (58) no modelo D-Me´dia-ArcosL). Em verdade, podemos veri-
ficar que existem soluc¸o˜es admiss´ıveis paraWD-Me´dia-ArcosL que na˜o o sa˜o relativa-
mente aD-Me´dia-ArcosL (ou seja, F (WD-Me´dia-ArcosL) ⊂ F (D-Me´dia-ArcosL)),














Se o valor desta func¸a˜o objectivo for negativo para uma qualquer instaˆncia, enta˜o
podemos concluir que pelo menos uma das parcelas e´ negativa, ou seja, para algum
par p, q ∈ S e alguma posic¸a˜o h, uma das desigualdades (58) na˜o e´ satisfeita pela
relaxac¸a˜o linear de WD-Me´dia-Arcos. De facto, foi isto que aconteceu em algumas
instaˆncias. No entanto, como veremos na secc¸a˜o III.5, para todas as instaˆncias consi-
deradas nos testes computacionais ambos os modelos forneceram iguais limites inferio-
res, o que nos leva a desconfiar que os modelos em questa˜o fornecem o mesmo limite in-
ferior para o problema em estudo. Naturalmente, este “facto” na˜o invalida o que men-
ciona´mos antes, nomeadamente que F (WD-Me´dia-ArcosL) ⊂ F (D-Me´dia-ArcosL),
pois esta relac¸a˜o indica-nos apenas que existem func¸o˜es objectivo para as quais o li-
mite inferior dado pelo modelo mais fraco podera´ ser de qualidade inferior. A questa˜o
que levantamos aqui e´ que para as func¸o˜es objectivo que definem o problema em es-
tudo, os dois modelos podem produzir o mesmo valor.
Podemos resumir estas observac¸o˜es no seguinte resultado:
Resultado III.1 texto invis´ıvel
i) Se D = ∆, F (WD-Me´dia-ArcosL) = F (D-Me´dia-ArcosL).
ii) Se D > ∆, F (WD-Me´dia-ArcosL) ⊂ F (D-Me´dia-ArcosL).
iii) Se D > ∆, permanece em aberto se v (WD-Me´dia-ArcosL) = v(D-Me´dia-
ArcosL) ou se v (WD-Me´dia-ArcosL) ≤ v (D-Me´dia-ArcosL) e existem instaˆncias
para as quais esta desigualdade e´ estrita.
Com o intuito de comparar as relaxac¸o˜es lineares dos modelos D-Me´dia-Arcos
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e D-Me´dia-Arcos, comecemos por observar que a func¸a˜o objectivo (59) dos mode-
los desagregados discutidos em cima e´ precisamente a func¸a˜o objectivo do modelo
agregado. Usando agora o mesmo argumento utilizado na demonstrac¸a˜o do resultado
I.8 (ver cap´ıtulo I), repare-se enta˜o que e´ poss´ıvel transformar qualquer soluc¸a˜o ad-





ij (h = 1, ..., H ; p, q ∈ S) e ambas as soluc¸o˜es teˆm o mesmo
custo. Inversamente, considere-se uma soluc¸a˜o admiss´ıvel de A-Me´dia-ArcosL e seja
whpqij ∗ o valor das varia´veis w
hpq
ij nessa soluc¸a˜o. Considere-se agora o valor para as
varia´veis zhdpqij dado por z
h1pq







. Verifica-se facilmente que a
soluc¸a˜o assim obtida e´ admiss´ıvel para WD-Me´dia-ArcosL e que tem o mesmo custo
que a soluc¸a˜o do modelo agregado. Assim, podemos estabelecer que:
Resultado III.2 texto invis´ıvel
v (WD-Me´dia-ArcosL) = v (A-Me´dia-ArcosL).
Atrave´s dos resultados III.1 e III.2, podemos agora escrever o seguinte resultado:
Resultado III.3 texto invis´ıvel
i) Se D = ∆, v (D-Me´dia-ArcosL) = v (A-Me´dia-ArcosL).
ii) Se D > ∆, permanece em aberto se v (D-Me´dia-ArcosL) = v(A-Me´dia-
ArcosL) ou se v (D-Me´dia-ArcosL) ≥ v (A-Me´dia-ArcosL) e existem instaˆncias para
as quais esta desigualdade e´ estrita.
Este resultado e´ interessante na medida em que para D = ∆ (ou seja, no con-
texto dos problemas de traffic engineering, sob o mecanismo de sobreviveˆncia Path
Diversity) na˜o temos nenhuma vantagem em utilizar o modelo desagregado. Ja´ para
o caso D > ∆ (i.e., sob Path Protection, se ∆ = D− 1, ou outros mecanismos de so-
breviveˆncia na˜o testados neste trabalho) a equivaleˆncia permanece em aberto. Como
veremos na secc¸a˜o III.5, na nossa experieˆncia computacional os modelos desagregado
e agregado forneceram o mesmo limite inferior para o problema em estudo em todas
as instaˆncias testadas. Mais ainda, apesar de apresentarmos os resultados obtidos
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considerando apenas H = 4, tanto para H = 3 como H = 5 os resultados sa˜o seme-
lhantes.
III.4.2 Minimizac¸a˜o do Nu´mero Ma´ximo de Saltos
Nesta subsecc¸a˜o pretendemos estabelecer a relac¸a˜o entre as relaxac¸o˜es lineares dos
modelos D-Ma´x-Arcos e A-Ma´x-Arcos. No entanto, como veremos atrave´s da nossa
experieˆncia computacional na pro´xima secc¸a˜o, verifica-se que D-Ma´x-ArcosL na˜o do-
mina A-Ma´x-ArcosL. Estes resultados motivaram-nos a construir um novo modelo
desagregado mais forte, como se descreve de seguida.









zhdpqij ≤ V, d = 1, ...,∆; p, q ∈ S (38)
V ≥ 0 e inteira. (39)
Como se mostra na secc¸a˜o dos resultados computacionais, a relaxac¸a˜o linear deste
modelo na˜o domina a relaxac¸a˜o linear do modelo agregado, pelo que apresentamos de
seguida um fortalecimento desse modelo. Note-se enta˜o que introduzindo as varia´veis
bina´rias V h (definidas na apresentac¸a˜o do modelo A-Ma´x-Arcos) no modelo desa-




h, h = 1, ..., H ; d = 1, ...,∆; p, q ∈ S. (61)
De facto, note-se que as varia´veis V h podem ser interpretadas como indicando se
para todos os servic¸os p, q ∈ S existe um ∆-e´simo caminho com um arco na posic¸a˜o
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h e desagregando as restric¸o˜es (38) em h.
Assim, substitu´ımos as restric¸o˜es (38) pelas (61) no modelo D-Ma´x-Arcos e res-





Sendo SD-Ma´x-Arcos o modelo resultante, podemos enta˜o afirmar que:
Resultado III.4 texto invis´ıvel
v (SD-Ma´x-ArcosL) ≥ v (D-Ma´x-ArcosL) e para algumas instaˆncias a desi-
gualdade e´ estrita.
Os resultados computacionais obtidos (ver secc¸a˜o III.5) provam a segunda parte
deste resultado. De seguida, provamos que a relaxac¸a˜o linear do modelo desagregado
fortalecido e´ pelo menos ta˜o boa quanto a relaxac¸a˜o linear do modelo agregado. Para
tal, observe-se que ao somarmos as restric¸o˜es (61) para todo o d = 1, ...,∆ e, por sua
vez, somarmos o resultado a` soma das restric¸o˜es
∑
(i,j)∈A
zhdpqij ≤ 1, d = ∆+ 1, ..., D; p, q ∈ S; h = 1, ..., H (63)





zhdpqij ≤ ∆× V
h + (D −∆), p, q ∈ S; h = 1, ..., H . (64)
Seja WSD-Ma´x-Arcos o modelo desagregado resultante de termos enfraquecido
SD-Ma´x-Arcos como descrito. Note-se agora que para o caso em que ∆ = D, se
uma soluc¸a˜o o´ptima da relaxac¸a˜o linear do modelo WSD-Ma´x-Arcos na˜o satisfizer
pelo menos uma restric¸a˜o de SD-Ma´x-Arcos, conseguimos modificar essa soluc¸a˜o de
modo que seja admiss´ıvel para o modelo mais forte e cujo valor da func¸a˜o objectivo







(em que whpqij ∗ e´ o
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ij ). Desta forma, podemos escrever o seguinte
resultado:
Resultado III.5 texto invis´ıvel
i) Se D = ∆, v (SD-Ma´x-ArcosL) = v (WSD-Ma´x-ArcosL).
ii) Se D > ∆, permanece em aberto se v (SD-Ma´x-ArcosL) = v(WSD-Ma´x-
ArcosL) ou se v (SD-Ma´x-ArcosL) ≥ v (WSD-Ma´x-ArcosL) e existem instaˆncias
para as quais esta desigualdade e´ estrita.





restric¸o˜es (64) sa˜o exactamente as mesmas que as restric¸o˜es (51) do modelo agregado.
Atrave´s dos mesmos argumentos usados na demonstrac¸a˜o do resultado III.2, temos
agora o seguinte resultado:
Resultado III.6 texto invis´ıvel
v (WSD-Ma´x-ArcosL) = v (A-Ma´x-ArcosL).
Atrave´s dos resultados III.5 e III.6, podemos agora estabelecer que:
Resultado III.7 texto invis´ıvel
i) Se D = ∆, v (SD-Ma´x-ArcosL) = v (A-Ma´x-ArcosL).
ii) Se D > ∆, permanece em aberto se v (SD-Ma´x-ArcosL) = v(A-Ma´x-
ArcosL) ou se v (SD-Ma´x-ArcosL) ≥ v (A-Ma´x-ArcosL) e existem instaˆncias para
as quais esta desigualdade e´ estrita.
Finalizamos esta secc¸a˜o realc¸ando mais uma vez que, apesar de na pro´xima secc¸a˜o
apresentarmos os resultados obtidos considerando apenas H = 4, tanto para H = 3
como H = 5 os resultados sa˜o semelhantes: as relaxac¸o˜es lineares dos modelos
SD-Ma´x-Arcos e A-Ma´x-Arcos forneceram o mesmo limite inferior em todas as
instaˆncias testadas.
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III.5 Resultados Computacionais
Como referimos no in´ıcio do presente cap´ıtulo, as redes sobre as quais os problemas
em estudo se encontram definidos consistem nas soluc¸o˜es obtidas na secc¸a˜o II.2 para
o problema de dimensionamento de redes MPLS sobre redes WDM. Nesta secc¸a˜o
consideraremos apenas as soluc¸o˜es obtidas com base na rede NSFNET. Como vimos,
essas soluc¸o˜es resultam da configurac¸a˜o de custo mı´nimo tendo em conta diversas
condic¸o˜es, entre as quais se encontra a necessidade de dimensionar a capacidade de
cada lightpath ao mesmo tempo que se encaminhava uma matriz de tra´fego T entre
qualquer par de nodos p, q ∈ S sob um dos mecanismos de protecc¸a˜o Path Diversity
ou Path Protection. Relativamente a`s restantes condic¸o˜es, importa referir que pode-
mos naturalmente assumir que a rede dimensionada N = (X,U) conte´m pelo menos
D caminhos, com D = 2, 3 (nesta secc¸a˜o na˜o se consideram as soluc¸o˜es obtidas com
D = 4), disjuntos nos nodos entre qualquer par de nodos p, q ∈ S, cada um dos quais
com na˜o mais que H = 4 saltos.
Recorde-se agora que nas experieˆncias computacionais levadas a cabo para o pro-
blema de dimensionamento considera´mos dois cena´rios principais para a rede NSF-
NET – |S| = 6 e |S| = 8 – a que correspondem 15 e 28 servic¸os no total, res-
pectivamente, bem como quatro sub-cena´rios relativamente a`s matrizes de tra´fego
consideradas para cada caso. Os valores tpq destas matrizes, relembre-se, foram ge-
rados aleatoriamente segundo distribuic¸o˜es uniformes nos intervalos [0, 0.4], [0, 0.6],
[0, 0.8] e [0, 1.0].
A figura III.2 representa uma dessas soluc¸o˜es obtida com |S| = 6, D = 3 e tra´fegos
no intervalo [0, 0.8], em que os nodos a preto representam os nodos p, q ∈ S, o nodo
a cinzento e´ um nodo em X \ S (ou seja, um nodo onde foi instalado um nodo de
traˆnsito no problema de dimensionamento) e as arestas mais espessas representam
uma maior quantidade de lightpaths instalada.
Relativamente a`s novas matrizes de tra´fego R que pretendemos encaminhar so-
bre N , consideramos dois tipos de “perturbac¸o˜es” das matrizes de tra´fego originais.
Como referimos antes, uma vez que estas u´ltimas sa˜o usualmente resultado de esti-
mativas por excesso do tra´fego que efectivamente se verifica em situac¸o˜es normais,
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Figura III.2: Exemplo de uma rede N = (X,U), soluc¸a˜o do problema de dimensio-
namento obtida com |S| = 6, D = 3 e tra´fegos em [0, 0.8].
consideramos novos valores de tra´fego rpq entre 90 a 97, 5% dos valores de tra´fego
originais, ou seja: rpq = (1 − δ)tpq (p, q ∈ S), com δ = 0.025, 0.05, 0.075 e 0.1. Por
outro lado, como os valores tpq podera˜o estar sujeitos a variac¸o˜es ao longo do tempo,
consideramos tambe´m valores rpq uniformemente distribu´ıdos em intervalos da forma
[(1− ǫ)tpq, (1 + ǫ)tpq], com ǫ = 0, 0.05, 0.1, 0.15 e 0.2. Resumidamente, com estes dois
tipos de novo tra´fego, pretendemos avaliar a eficieˆncia dos modelos discutidos nas
secc¸o˜es anteriores quando as redes N sa˜o sujeitas a diferentes “cargas” de tra´fego.
Todos os resultados computacionais apresentados nesta subsecc¸a˜o foram obtidos
atrave´s do CPLEX 10.2, num Intel Core 2 Duo a 2.0Ghz com 512Mb de RAM. Um
tempo limite de dois dias para a determinac¸a˜o da soluc¸a˜o o´ptima (inteira) foi imposto
em todas as instaˆncias testadas.
Nas subsecc¸o˜es III.5.1 e III.5.2, apresentamos os resultados computacionais relati-
vos aos diferentes modelos propostos para a minimizac¸a˜o do nu´mero me´dio e ma´ximo
de saltos, respectivamente, comparando os gaps das respectivas relaxac¸o˜es lineares e
os correspondentes tempos de CPU. Apresentamos ainda dados detalhados relativos a`
eficieˆncia dos melhores modelos na determinac¸a˜o da soluc¸a˜o o´ptima inteira de ambos
os problemas em estudo, em diferentes cena´rios de tra´fego e sob ambos os mecanismos
de sobreviveˆncia.
Na subsecc¸a˜o III.5.3, comparamos as soluc¸o˜es obtidas sob cada mecanismo de
sobreviveˆncia, avaliando o impacto do volume de tra´fego total no “custo” (ou seja,
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atraso me´dio ou ma´ximo associado) das redes e, ainda, o impacto dos erros associados
a`s estimativas de tra´fego na admissibilidade das soluc¸o˜es previamente determinadas.
III.5.1 Minimizac¸a˜o do Nu´mero Me´dio de Saltos
Analisando enta˜o os resultados obtidos com os modelos propostos para o problema
da minimizac¸a˜o do nu´mero me´dio de saltos, comec¸amos por salientar que os valores
o´ptimos das func¸o˜es objectivo de cada um desses modelos na˜o correspondem exacta-
mente ao real nu´mero me´dio de saltos o´ptimo efectuado pelos ∆ melhores caminhos
de cada servic¸o. Para podermos comparar os diferentes modelos e´ necessa´rio enta˜o
que esses valores o´ptimos sejam convertidos nos reais valores o´ptimos, de acordo com
a tabela III.1, onde, para simplificar, s denota o nu´mero total de servic¸os existentes
(s = |S| × (|S| − 1)/2) e v o valor o´ptimo de cada modelo.
Tabela III.1: Conversa˜o dos valores o´ptimos das func¸o˜es objectivo dos modelos para
a minimizac¸a˜o do nu´mero me´dio de saltos nos reais valores o´ptimos.



































∆× s×H − v
∆× s
Como referimos anteriormente (ver subsecc¸o˜es III.2.1.1 e III.2.2.1), relativamente
aos modelos D-Me´dia-Arcos e D-Me´dia-Lacetes, poderemos incluir ou na˜o as res-
tric¸o˜es de ranking (37) e (41), respectivamente. Em ambos os casos, se o conjunto
de soluc¸o˜es admiss´ıveis for demasiadamente sime´trico, a inclusa˜o dessas restric¸o˜es
podera´ tornar os modelos mais eficientes. No entanto, verificou-se que enquanto isso
acontece para algumas instaˆncias, para outras acontece o contra´rio. Por esta raza˜o,
no que toca aos modelos referidos, os resultados computacionais que apresentamos de
seguida dizem respeito a`s verso˜es sem restric¸o˜es de ranking.
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Assim, as tabelas III.2 e III.3 conteˆm os resultados computacionais relativos a`s
relaxac¸o˜es lineares dos modelos propostos para a minimizac¸a˜o do nu´mero me´dio de
saltos (tendo em conta os reais valores o´ptimos das func¸o˜es objectivo) sob os me-
canismos de sobreviveˆncia Path Diversity e Path Diversity, respectivamente. Para
cada caso, apresentamos os valores me´dios dos gaps (em percentagem) e dos tem-
pos de CPU (em segundos, entre pareˆntesis) das relaxac¸o˜es lineares de cada modelo
para todas as instaˆncias testadas com |S| = 6, D = 2, 3, e todos os sub-cena´rios de
tra´fego. Separamos estes valores de acordo com a carga de tra´fego que existe em
cada instaˆncia: “sub”, “igual” e “viz” para os casos em que os novos tra´fegos rpq
sa˜o inferiores (δ = 0.025, 0.05, 0.075 e 0.1), iguais (ǫ = 0) ou sensivelmente iguais
(ǫ = 0.05, 0.1, 0.15 e 0.2) aos tra´fegos originais (tpq), respectivamente. Note-se que
neste u´ltimo caso (“viz”) podera´ haver instaˆncias sem soluc¸o˜es admiss´ıveis uma vez
que a carga de tra´fego podera´ ser superior a` capacidade instalada, be, em pelo menos
uma aresta e ∈ U , pelo que estes casos na˜o sa˜o naturalmente contabilizados nos va-
lores me´dios apresentados.
Tabela III.2: Resultados computacionais dos modelos D-Me´dia-ArcosL,
D-Me´dia-LacetesL, A-Me´dia-ArcosL e A-Me´dia-LacetesL sob o mecanismo
Path Diversity (∆ = D).
D = 2
D-Me´dia-ArcosL D-Me´dia-LacetesL A-Me´dia-ArcosL A-Me´dia-LacetesL
sub 1,9% (0,02s) 1,9% (0,02s) 1,9% (0,01s) 1,9% (0,01s)
igual 2,9% (0,02s) 2,9% (0,02s) 2,9% (0,01s) 2,9% (0,01s)
viz 3,7% (0,01s) 3,7% (0,01s) 3,7% (0,01s) 3,7% (0s)
D = 3
D-Me´dia-ArcosL D-Me´dia-LacetesL A-Me´dia-ArcosL A-Me´dia-LacetesL
sub 2,1% (0,03s) 2,1% (0,02s) 2,1% (0,01s) 2,1% (0,01s)
igual 4,2% (0,03s) 4,2% (0,02s) 4,2% (0,01s) 4,2% (0,01s)
viz 1,7% (0,02s) 1,7% (0,02s) 1,7% (0,01s) 1,7% (0,04s)
Relativamente aos modelosD-Me´dia-Arcos eA-Me´dia-Arcos, salientamos o facto
de, tanto sob Path Diversity como sob Path Protection, os gaps das suas relaxac¸o˜es
lineares serem iguais, quer em termos me´dios como para cada instaˆncia. Se sob o
primeiro mecanismo de sobreviveˆncia (∆ = D) este facto na˜o pode ser surpreendente
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Tabela III.3: Resultados computacionais dos modelos D-Me´dia-ArcosL,
D-Me´dia-LacetesL, A-Me´dia-ArcosL e A-Me´dia-LacetesL sob o mecanismo
Path Protection (∆ = D − 1).
D = 2
D-Me´dia-ArcosL D-Me´dia-LacetesL A-Me´dia-ArcosL A-Me´dia-LacetesL
sub 0,2% (0,01s) 0,2% (0,01s) 0,2% (0,01s) 0,2% (0,02s)
igual 1,2% (0,02s) 1,2% (0,02s) 1,2% (0,01s) 1,2% (0,01s)
viz 0% (0,01s) 0% (0,01s) 0% (0,01s) 0% (0,01s)
D = 3
D-Me´dia-ArcosL D-Me´dia-LacetesL A-Me´dia-ArcosL A-Me´dia-LacetesL
sub 1,4% (0,03s) 1,4% (0,03s) 1,4% (0,01s) 1,4% (0,02s)
igual 3,5% (0,04s) 3,5% (0,03s) 3,5% (0,51s) 3,5% (0,02s)
viz 3% (0,02s) 3% (0,03s) 3% (0,02s) 3% (0,02s)
(ver al´ınea i) do resultado III.3), ja´ sob o segundo mecanismo (∆ = D− 1) esse facto
apenas nos permite concluir a al´ınea ii) do resultado III.3. Note-se que, apesar de
na˜o apresentarmos o mesmo tipo de resultados computacionais para |S| = 8, as ob-
servac¸o˜es anteriores manteˆm-se. Em relac¸a˜o aos tempos me´dios de CPU necessa´rios
a` determinac¸a˜o da soluc¸a˜o o´ptima da relaxac¸a˜o linear dos referidos modelos, verifica-
se, geralmente, uma ligeira vantagem do modelo agregado, especialmente sob Path
Diversity. Assim, se sob Path Diversity e´ evidente que na˜o ganhamos nada em consi-
derar o modelo desagregado, sob Path Protection a poss´ıvel vantagem desse modelo
e´ anulada devido o seu maior nu´mero de varia´veis.
Verifica-se ainda que, como esperado, os modelos baseados em lacetes sa˜o, ainda
que ligeiramente, mais eficientes em termos de tempo de CPU exigido do que os mo-
delos baseados em arcos, o que adve´m do facto das suas func¸o˜es objectivo e restric¸o˜es
serem escritas a` custa de menos varia´veis.
Por u´ltimo, observe-se que as instaˆncias com D = 3 sa˜o geralmente de mais dif´ıcil
resoluc¸a˜o do que as instaˆncias com D = 2.
Com base nestes resultados, acreditamos que o modelo A-Me´dia-Lacetes reu´ne as
melhores condic¸o˜es para apresentarmos os dados relativos a` determinac¸a˜o da soluc¸a˜o
o´ptima inteira das instaˆncias consideradas. Assim, considerando esse modelo, apre-
sentamos de seguida os resultados computacionais detalhados para cada instaˆncia,
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incluindo o cena´rio |S| = 8. Note-se que, apesar de na˜o apresentarmos os resultados
obtidos com os outros modelos, os modelos agregados sa˜o geralmente mais eficien-
tes que os desagregados. Por exemplo, para uma instaˆncia com D = 3 (sob Path
Protection) o modelo D-Me´dia-Lacetes levou 11508 segundos a determinar a soluc¸a˜o
o´ptima inteira enquanto que o modelo A-Me´dia-Lacetes demorou apenas 766 segun-
dos.
Separamos os resultados computacionais obtidos consoante o mecanismo de sobre-
viveˆncia adoptado. Assim, as tabelas III.4 e III.5 conteˆm os dados relativos a Path
Diversity e Path Protection, respectivamente. Em ambos os casos, apresentamos para
cada instaˆncia testada (i.e., considerando |S| = 6, 8, D = 2, 3 e todos os sub-cena´rios
de tra´fego e correspondentes variac¸o˜es expressas pelos valores δ e ǫ mencionados an-
tes): o gap (em percentagem) da relaxac¸a˜o linear do modelo A-Me´dia-Lacetes e o
tempo de CPU (em segundos, entre pareˆntesis) exigido pelo CPLEX na determinac¸a˜o
da soluc¸a˜o o´ptima inteira.
No que toca a` eficieˆncia do modelo A-Me´dia-Lacetes, observe-se que os tempos
de CPU requeridos sa˜o na maior parte das instaˆncias bastante reduzidos, especial-
mente para aquelas sob o mecanismo Path Diversity. Sob Path Protection, apenas
para as instaˆncias maiores, com |S| = 8, e para cargas de tra´fego mais elevadas e´ que
se obtiveram tempos de CPU mais elevados, havendo inclusivamente uma instaˆncia
cuja soluc¸a˜o o´ptima inteira o CPLEX na˜o conseguiu determinar ao fim de dois dias.
Uma poss´ıvel explicac¸a˜o para este facto e´ que sob Path Diversity todos os D cami-
nhos sa˜o relevantes (∆ = D) com respeito relativamente a` minimizac¸a˜o do nu´mero
me´dio de saltos, ao passo que sob Path Protection apenas os ∆ = D − 1 melhores
caminhos sa˜o relevantes e, recorde-se, as varia´veis whpqij do modelo A-Me´dia-Lacetes
na˜o fazem distinc¸a˜o entre caminhos relevantes ou na˜o. Note-se ainda que para os
modelos desagregados as instaˆncias sob Path Protection tambe´m sa˜o mais dif´ıceis de
resolver que as instaˆncias sob Path Diversity.
Note-se que os tra´fegos rpq gerados segundo distribuic¸o˜es uniformes nos intervalos
[(1− ǫ)tpq, (1 + ǫ)tpq] podera˜o dar origem a instaˆncias admiss´ıveis para um ǫ elevado
e na˜o admiss´ıveis para um ǫ pequeno. Na˜o indicamos o gap relativamente a` instaˆncia
assinalada com ∗ pois o CPLEX foi incapaz de fornecer um limite superior para o
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Tabela III.4: Resultados computacionais do modelo A-Me´dia-Lacetes, para |S| = 6
e |S| = 8, sob Path Diversity (∆ = D),
|S| = 6 |S| = 8
tra´fego variac¸a˜o D = 2 D = 3 D = 2 D = 3
[0, 0.4] δ = 0, 1 0% (< 1s) 0% (< 1s) 0% (< 1s) 0,5% (< 1s)
δ = 0, 075 0% (< 1s) 0% (< 1s) 0% (< 1s) 0,3% (< 1s)
δ = 0, 05 0% (< 1s) 0% (< 1s) 0% (< 1s) 0,2% (< 1s)
δ = 0, 025 0% (< 1s) 0% (< 1s) 0% (< 1s) 0% (< 1s)
ǫ = 0, 00 0% (< 1s) 0% (< 1s) 0% (< 1s) 2,7% (< 1s)
ǫ = 0, 05 0% (< 1s) 0% (< 1s) na˜o admiss´ıvel 2,7% (< 1s)
ǫ = 0, 10 0% (< 1s) 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel 0% (< 1s) na˜o admiss´ıvel 3,3% (< 1s)
ǫ = 0, 20 na˜o admiss´ıvel 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.6] δ = 0, 1 0% (< 1s) 0% (< 1s) 0,4% (< 1s) 0,1% (< 1s)
δ = 0, 075 0% (< 1s) 1,2% (< 1s) 0,3% (< 1s) 0,6% (< 1s)
δ = 0, 05 6,1% (< 1s) 1,0% (< 1s) 1,2% (< 1s) 1,1% (< 1s)
δ = 0, 025 7,0% (< 1s) 0,8% (< 1s) 2,0% (< 1s) 2,7% (< 1s)
ǫ = 0, 00 7,6% (< 1s) 0,6% (< 1s) 5,6% (< 1s) 4,4% (< 1s)
ǫ = 0, 05 na˜o admiss´ıvel 0,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 10 11,3% (< 1s) 0,2% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 6,4% (< 1s) 0,8% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel 0,5% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.8] δ = 0, 1 4,8% (< 1s) 0,3% (< 1s) 1,6% (< 1s) 3,9% (< 1s)
δ = 0, 075 4,1% (< 1s) 2,7% (< 1s) 1,3% (< 1s) 3,7% (< 1s)
δ = 0, 05 3,3% (< 1s) 3,3% (< 1s) 2,0% (< 1s) 2,8% (< 1s)
δ = 0, 025 4,5% (< 1s) 6,4% (< 1s) 3,4% (2s) 1,9% (< 1s)
ǫ = 0, 00 3,8% (< 1s) 12,4% (< 1s) 5,5% (4s) 2,9% (2s)
ǫ = 0, 05 na˜o admiss´ıvel 11,8% (< 1s) 7,1% (5s) na˜o admiss´ıvel
ǫ = 0, 10 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 1.0] δ = 0, 1 0% (< 1s) 4,8% (< 1s) 0,7% (< 1s) 1,6% (< 1s)
δ = 0, 075 0% (< 1s) 5,2% (< 1s) 1,6% (< 1s) 1,9% (< 1s)
δ = 0, 05 0% (< 1s) 4,5% (< 1s) 1,3% (< 1s) 2,1% (< 1s)
δ = 0, 025 0% (< 1s) 3,7% (< 1s) 1,0% (< 1s) 1,7% (< 1s)
ǫ = 0, 00 0% (< 1s) 3,9% (< 1s) 4,1% (< 1s) 3,8% (2s)
ǫ = 0, 05 0% (< 1s) 3,3% (< 1s) na˜o admiss´ıvel 4,8% (2s)
ǫ = 0, 10 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 1,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 9,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
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Tabela III.5: Resultados computacionais do modelo A-Me´dia-Lacetes, para |S| = 6
e |S| = 8, sob Path Protection (∆ = D − 1),
|S| = 6 |S| = 8
tra´fego variac¸a˜o D = 2 D = 3 D = 2 D = 3
[0, 0.4] δ = 0, 1 0% (< 1s) 0% (< 1s) 0% (< 1s) 0% (< 1s)
δ = 0, 075 0% (< 1s) 3,6% (< 1s) 0% (< 1s) 0% (< 1s)
δ = 0, 05 0% (< 1s) 2,9% (< 1s) 0% (< 1s) 0% (3s)
δ = 0, 025 0% (< 1s) 4,2% (< 1s) 0% (14s) 0% (< 1s)
ǫ = 0, 00 0% (< 1s) 3,6% (< 1s) 4,4% (1258s) 0% (5s)
ǫ = 0, 05 na˜o admiss´ıvel 3,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 10 na˜o admiss´ıvel 3,6% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.6] δ = 0, 1 0% (< 1s) 0% (< 1s) 0% (< 1s) 0,7% (< 1s)
δ = 0, 075 0% (< 1s) 0% (< 1s) 0% (< 1s) 0,6% (< 1s)
δ = 0, 05 0% (< 1s) 0% (< 1s) 0% (< 1s) 0,5% (< 1s)
δ = 0, 025 0% (< 1s) 2,4% (< 1s) 0% (28s) 0,4% (1s)
ǫ = 0, 00 0% (< 1s) 2,4% (< 1s) 2,4% (6017s) 0,3% (28s)
ǫ = 0, 05 0% (< 1s) 2,4% (< 1s) na˜o admiss´ıvel 1,3% (2714s)
ǫ = 0, 10 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 0% (< 1s) 2,4% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.8] δ = 0, 1 0% (< 1s) 0% (< 1s) 0% (< 1s) 0% (< 1s)
δ = 0, 075 0% (< 1s) 0% (< 1s) 0% (< 1s) 0% (68s)
δ = 0, 05 0% (< 1s) 0% (< 1s) 0% (91s) 0% (3s)
δ = 0, 025 4,8% (< 1s) 0% (< 1s) 0% (3s) 0% (8s)
ǫ = 0, 00 4,8% (< 1s) 0% (< 1s) 2,3% (77s) 0% (15583s)
ǫ = 0, 05 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel 0% (1587s)
ǫ = 0, 10 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel 0% (1373s)
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 1.0] δ = 0, 1 0% (< 1s) 2,0% (< 1s) 1,6% (< 1s) 0% (< 1s)
δ = 0, 075 0% (< 1s) 1,8% (< 1s) 1,5% (2s) 0% (< 1s)
δ = 0, 05 0% (< 1s) 1,7% (< 1s) 1,4% (< 1s) 0% (2s)
δ = 0, 025 0% (< 1s) 3,8% (< 1s) 1,3% (38s) 0% (39s)
ǫ = 0, 00 0% (< 1s) 8,0% (< 1s) 3,5% (30s) 1,1% (766s)
ǫ = 0, 05 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel * (2 dias)
ǫ = 0, 10 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
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valor o´ptimo da mesma ao fim de dois dias de CPU.
Para concluir esta subsecc¸a˜o, realc¸amos a eficieˆncia do modelo proposto, em parti-
cular na resoluc¸a˜o das instaˆncias com tra´fego abaixo (ver dados para δ = 0.025, 0.05,
0.075 e 0.1) da capacidade para a qual cada uma dessas instaˆncias foi dimensio-
nada. Em contrapartida, quando a carga de tra´fego se situa perto (ver dados para
ǫ = 0, 0.05, 0.1, 0.15 e 0.2) dessa capacidade, as instaˆncias sa˜o progressivamente mais
dif´ıceis.
III.5.2 Minimizac¸a˜o do Nu´mero Ma´ximo de Saltos
Relativamente a` minimizac¸a˜o do nu´mero ma´ximo de saltos, considerando os modelos
discutidos nas secc¸o˜es anteriores, note-se que os valores o´ptimos das func¸o˜es objectivo
dos modelos D-Ma´x-Arcos, SD-Ma´x-Arcos e A-Ma´x-Arcos correspondem (direc-
tamente) ao real nu´mero ma´ximo de saltos efectuado pelos ∆ melhores caminhos de
cada servic¸o. Ja´ o mesmo na˜o se passa relativamente aos modelos D-Ma´x-Lacetes e
A-Ma´x-Lacetes: para ambos os casos, representando o valor o´ptimo das suas func¸o˜es
objectivo por v, enta˜o o real valor o´ptimo e´ dado por H − v.
A` semelhanc¸a dos resultados apresentados na subsecc¸a˜o anterior, as tabelas III.6 e
III.7 conteˆm os resultados computacionais relativos a`s relaxac¸o˜es lineares dos modelos
propostos para o problema em questa˜o (considerando os reais valores o´ptimos) sob
os mecanismos de sobreviveˆncia Path Diversity e Path Diversity, respectivamente.
Como antes, apresentamos para cada caso os valores me´dios dos gaps (em percenta-
gem) e dos tempos de CPU (em segundos, entre pareˆntesis) das relaxac¸o˜es lineares
de cada modelo para todas as instaˆncias testadas (com |S| = 6, D = 2, 3, e todos os
sub-cena´rios de tra´fego mencionados antes).
Comec¸amos por observar que, contrariamente ao que verifica´mos nos modelos pro-
postos para a minimizac¸a˜o do nu´mero me´dio de saltos, aparentemente, os modelos
baseados em lacetes na˜o sa˜o mais eficientes em termos de esforc¸o computacional do
que os modelos baseados em arcos. Este aspecto confirma-se na determinac¸a˜o da
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Tabela III.6: Resultados computacionais dos modelos D-Ma´x-ArcosL,
D-Ma´x-LacetesL, SD-Ma´x-ArcosL, A-Ma´x-ArcosL e A-Ma´x-LacetesL sob o
mecanismo Path Diversity (∆ = D).
D = 2
D-Ma´x-ArcosL D-Ma´x-LacetesL SD-Ma´x-ArcosL A-Ma´x-ArcosL A-Ma´x-LacetesL
sub 16,7% (0,02s) 16,7% (0,02s) 16,7% (0,01s) 16,7% (0,01s) 16,7% (0,02s)
igual 16,7% (0,02s) 16,7% (0,02s) 16,7% (0,02s) 16,7% (0,01s) 16,7% (0,02s)
viz 10,4% (0,02s) 10,4% (0,02s) 10,4% (0,01s) 10,4% (0,01s) 10,4% (0,02s)
D = 3
D-Ma´x-ArcosL D-Ma´x-LacetesL SD-Ma´x-ArcosL A-Ma´x-ArcosL A-Ma´x-LacetesL
sub 27,7% (0,03s) 27,7% (0,03s) 21,5% (0,03s) 21,5% (0,01s) 21,5% (0,02s)
igual 27,7% (0,03s) 27,7% (0,03s) 21,5% (0,03s) 21,5% (0,01s) 21,5% (0,02s)
viz 31,1% (0,02s) 31,1% (0,03s) 23,6% (0,03s) 23,6% (0,01s) 23,6% (0,02s)
Tabela III.7: Resultados computacionais dos modelos D-Ma´x-ArcosL,
D-Ma´x-LacetesL, SD-Ma´x-ArcosL, A-Ma´x-ArcosL e A-Ma´x-LacetesL sob o
mecanismo Path Protection (∆ = D − 1).
D = 2
D-Ma´x-ArcosL D-Ma´x-LacetesL SD-Ma´x-ArcosL A-Ma´x-ArcosL A-Ma´x-LacetesL
sub 0,0% (0,02s) 0,0% (0,02s) 0,0% (0,02s) 0,0% (0,01s) 0,0% (0,02s)
igual 0,0% (0,02s) 0,0% (0,02s) 0,0% (0,02s) 0,0% (0,01s) 0,0% (0,03s)
viz 0,0% (0,02s) 0,0% (0,02s) 0,0% (0,02s) 0,0% (0,01s) 0,0% (0,02s)
D = 3
D-Ma´x-ArcosL D-Ma´x-LacetesL SD-Ma´x-ArcosL A-Ma´x-ArcosL A-Ma´x-LacetesL
sub 16,7% (0,03s) 16,7% (0,03s) 16,7% (0,04s) 16,7% (0,01s) 16,7% (0,03s)
igual 16,7% (0,03s) 16,7% (0,04s) 16,7% (0,05s) 16,7% (0,01s) 16,7% (0,03s)
viz 16,7% (0,03s) 16,7% (0,03s) 16,7% (0,03s) 16,7% (0,01s) 16,7% (0,03s)
soluc¸a˜o o´ptima inteira, o que vai contra a nossa expectativa por esses modelos serem
escritos a` custa de menos varia´veis.
Salientamos agora o confirmac¸a˜o emp´ırica do resultado III.4 (ver subsecc¸a˜o III.4.2):
sob Path Diversity, com D = 3, a relaxac¸a˜o linear do modelo SD-Ma´x-Arcos do-
mina de facto (para va´rias instaˆncias individualmente) a relaxac¸a˜o linear do modelo
D-Ma´x-Arcos. Contudo, para todas as instaˆncias dos restantes casos, a desigualdade
do mesmo resultado verifica-se na igualdade.
Note-se que relativamente aos valores o´ptimos das relaxac¸o˜es lineares dos mode-
los SD-Ma´x-Arcos e A-Ma´x-Arcos, a desigualdade do resultado III.7 na˜o se verifica
estritamente para nenhuma instaˆncia testada. Note-se ainda que o maior nu´mero de
varia´veis do modelo desagregado prejudica-o em termos de esforc¸o computacional,
tanto sob Path Diversity como sob Path Protection.
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A` semelhanc¸a dos testes computacionais apresentados na subsecc¸a˜o anterior, ge-
ralmente as instaˆncias com D = 3 sa˜o mais dif´ıceis de resolver que as instaˆncias com
D = 2. Mais uma vez, esta observac¸a˜o bem como as anteriores manteˆm-se para
|S| = 8 apesar de na˜o apresentarmos resultados para esse cena´rio.
Com base nestes resultados, pensamos que o modelo A-Ma´x-Arcos reu´ne as me-
lhores condic¸o˜es para apresentarmos os dados relativos a` determinac¸a˜o da soluc¸a˜o
o´ptima inteira das instaˆncias consideradas. Deste modo, apresentamos de seguida
os resultados computacionais individualmente para cada instaˆncia considerando esse
modelo. Apesar de na˜o apresentarmos detalhadamente os resultados obtidos com
os outros modelos, note-se que, devido ao maior nu´mero de varia´veis dos mode-
los desagregados, para uma instaˆncia com D = 3 (sob Path Protection) o modelo
SD-Ma´x-Arcos levou mais do que um dia a determinar a soluc¸a˜o o´ptima inteira en-
quanto que o modelo A-Ma´x-Arcos demorou apenas 1487 segundos.
Mais uma vez de modo similar ao adoptado na apresentac¸a˜o de resultados na sub-
secc¸a˜o anterior, separando os resultados computacionais obtidos consoante o meca-
nismo de sobreviveˆncia considerado, as tabelas III.8 e III.9 conteˆm os dados relativos
a Path Diversity e Path Protection, respectivamente. Em ambos os casos, apresenta-
mos o gap (em percentagem) da relaxac¸a˜o linear do modelo A-Ma´x-Arcos e o tempo
de CPU (em segundos, entre pareˆntesis) exigido pelo CPLEX na determinac¸a˜o da
soluc¸a˜o o´ptima inteira de cada instaˆncia testada.
De uma forma geral, note-se que o modelo A-Ma´x-Arcos e´ bastante eficiente, de
um modo particular na resoluc¸a˜o das instaˆncias sob Path Diversity. Similarmente
ao sucedido no problema da minimizac¸a˜o do nu´mero me´dio de saltos, verifica-se que
apenas para as instaˆncias maiores com |S| = 8, sob Path Protection e maiores cargas
de tra´fego e´ que se exigiu um maior esforc¸o computacional. Mais uma vez recorde-
se que no modelo agregado considerado as varia´veis whpqij na˜o fazem distinc¸a˜o entre
caminhos relevantes ou na˜o e sob Path Protection e´ necessa´rio identificar o pior cami-
nho dos D − 1 melhores caminhos de cada servic¸o. Realce-se a eficieˆncia do modelo
na resoluc¸a˜o das instaˆncias com cargas de tra´fego abaixo da capacidade que foram
dimensionadas (ver dados para δ = 0.025, 0.05, 0.075 e 0.1). De novo, assinalamos
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Tabela III.8: Resultados computacionais do modelo A-Ma´x-Arcos, para |S| = 6 e
|S| = 8, sob Path Diversity (∆ = D),
|S| = 6 |S| = 8
tra´fego variac¸a˜o D = 2 D = 3 D = 2 D = 3
[0, 0.4] δ = 0, 1 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 075 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 05 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 025 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
ǫ = 0, 00 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
ǫ = 0, 05 25% (< 1s) 33,3% (< 1s) na˜o admiss´ıvel 16,7% (< 1s)
ǫ = 0, 10 25% (< 1s) 33,3% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel 33,3% (< 1s) na˜o admiss´ıvel 16,7% (< 1s)
ǫ = 0, 20 na˜o admiss´ıvel 33,3% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.6] δ = 0, 1 16,7% (< 1s) 33,3% (< 1s) 0% (< 1s) 25% (< 1s)
δ = 0, 075 16,7% (< 1s) 33,3% (< 1s) 25% (< 1s) 25% (< 1s)
δ = 0, 05 16,7% (< 1s) 33,3% (< 1s) 25% (< 1s) 25% (< 1s)
δ = 0, 025 16,7% (< 1s) 33,3% (< 1s) 25% (< 1s) 25% (< 1s)
ǫ = 0, 00 16,7% (< 1s) 33,3% (< 1s) 25% (< 1s) 25% (< 1s)
ǫ = 0, 05 na˜o admiss´ıvel 33,3% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 10 16,7% (< 1s) 33,3% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 16,7% (< 1s) 33,3% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel 33,3% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.8] δ = 0, 1 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 075 25% (< 1s) 33,3% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 05 25% (< 1s) 33,3% (< 1s) 25% (21s) 16,7% (< 1s)
δ = 0, 025 25% (< 1s) 33,3% (< 1s) 25% (3s) 16,7% (< 1s)
ǫ = 0, 00 25% (< 1s) 33,3% (< 1s) 25% (2s) 16,7% (3s)
ǫ = 0, 05 na˜o admiss´ıvel 33,3% (< 1s) 25% (3s) na˜o admiss´ıvel
ǫ = 0, 10 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 1.0] δ = 0, 1 0% (< 1s) 11% (< 1s) 25% (< 1s) 25% (< 1s)
δ = 0, 075 0% (< 1s) 11% (< 1s) 25% (< 1s) 25% (< 1s)
δ = 0, 05 0% (< 1s) 11% (< 1s) 25% (< 1s) 25% (< 1s)
δ = 0, 025 0% (< 1s) 11% (< 1s) 25% (2s) 25% (< 1s)
ǫ = 0, 00 0% (< 1s) 11% (< 1s) 25% (2s) 25% (< 1s)
ǫ = 0, 05 0% (< 1s) 11% (< 1s) na˜o admiss´ıvel 25% (< 1s)
ǫ = 0, 10 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
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Tabela III.9: Resultados computacionais do modelo A-Ma´x-Arcos, para |S| = 6 e
|S| = 8, sob Path Protection (∆ = D − 1),
|S| = 6 |S| = 8
tra´fego variac¸a˜o D = 2 D = 3 D = 2 D = 3
[0, 0.4] δ = 0, 1 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 0% (< 1s)
δ = 0, 075 0% (< 1s) 16,7% (< 1s) 0% (156s) 0% (< 1s)
δ = 0, 05 0% (< 1s) 16,7% (< 1s) 0% (400s) 0% (< 1s)
δ = 0, 025 0% (< 1s) 16,7% (< 1s) 0% (9s) 0% (2s)
ǫ = 0, 00 0% (< 1s) 16,7% (< 1s) 0% (38s) 0% (3s)
ǫ = 0, 05 na˜o admiss´ıvel 16,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 10 na˜o admiss´ıvel 16,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.6] δ = 0, 1 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 0% (< 1s)
δ = 0, 075 0% (< 1s) 16,7% (< 1s) 0% (97s) 0% (< 1s)
δ = 0, 05 0% (< 1s) 16,7% (< 1s) 0% (66s) 0% (4s)
δ = 0, 025 0% (< 1s) 16,7% (< 1s) 0% (59s) 0% (175s)
ǫ = 0, 00 0% (< 1s) 16,7% (< 1s) 33,3% (64363s) 0% (50s)
ǫ = 0, 05 0% (< 1s) 16,7% (< 1s) na˜o admiss´ıvel 0% (22331s)
ǫ = 0, 10 0% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 0% (< 1s) 16,7% (< 1s) na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 0.8] δ = 0, 1 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 0% (11s)
δ = 0, 075 0% (< 1s) 16,7% (< 1s) 0% (5s) 0% (246s)
δ = 0, 05 0% (< 1s) 16,7% (< 1s) 0% (6s) 0% (1s)
δ = 0, 025 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 0% (2414s)
ǫ = 0, 00 0% (< 1s) 16,7% (< 1s) 0% (8s) 0% (284s)
ǫ = 0, 05 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel 0% (16487s)
ǫ = 0, 10 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel * (2 dias)
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
[0, 1.0] δ = 0, 1 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 075 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 16,7% (< 1s)
δ = 0, 05 0% (< 1s) 16,7% (< 1s) 0% (< 1s) 16,7% (3s)
δ = 0, 025 0% (< 1s) 16,7% (< 1s) 0% (4s) 16,7% (55s)
ǫ = 0, 00 0% (< 1s) 16,7% (< 1s) 0% (13s) 16,7% (1487s)
ǫ = 0, 05 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel * (2 dias)
ǫ = 0, 10 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 15 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
ǫ = 0, 20 na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel na˜o admiss´ıvel
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com ∗ as instaˆncias em relac¸a˜o as quais o CPLEX foi incapaz de fornecer um limite
superior para o seu valor o´ptimo ao fim de dois dias de CPU.
Globalmente, tendo em conta os resultados desta subsecc¸a˜o e da anterior, os mo-
delos A-Me´dia-Lacetes e A-Ma´x-Arcos teˆm uma eficieˆncia similar. Relativamente
a` formulac¸a˜o A-Me´dia-Lacetes, os gaps da relaxac¸a˜o linear obtidos sa˜o significati-
vamente mais pequenos que os da formulac¸a˜o A-Ma´x-Arcos. Transversalmente, sob
o ponto de vista do mecanismo de sobreviveˆncia implementado, as instaˆncias resol-
vidas sob Path Protection apresentam gaps me´dios mais apertados que as instaˆncias
sob Path Diversity. Apesar disso, as instaˆncias sob o primeiro mecanismo de sobre-
viveˆncia sa˜o, como vimos, mais dif´ıceis de resolver.
III.5.3 Impacto da Variac¸a˜o do Tra´fego Original
Com base nos resultados apresentados nas duas subsecc¸o˜es anteriores, mais especifica-
mente nos resultados obtidos atrave´s dos modelos A-Me´dia-Lacetes e A-Ma´x-Arcos
(tabelas III.4, III.5, III.8 e III.9), pretendemos agora comparar as soluc¸o˜es obtidas
relativamente a` influeˆncia que o volume de tra´fego total tem no “custo” das soluc¸o˜es,
i.e., no nu´mero me´dio e ma´ximo de saltos dessas soluc¸o˜es. Para ale´m deste aspecto,
sob o ponto de vista de um operador de rede, interessa tambe´m saber qual e´ o im-
pacto dos erros associados a`s estimativas de tra´fego na admissibilidade das soluc¸o˜es
previamente determinadas. Por isto, nesta subsecc¸a˜o focaremos a nossa atenc¸a˜o nos
valores o´ptimos de cada instaˆncia (ao inve´s dos gaps das relaxac¸o˜es lineares como nas
subsecc¸o˜es anteriores).
Comecemos enta˜o por notar que ao ignorar as restric¸o˜es de capacidade – (35) ou
(47) – das formulac¸o˜es referidas (o que corresponde a uma situac¸a˜o em que a nova
matriz de tra´fego R estara´ bastante abaixo da matriz de tra´fego T para a qual a rede
original foi dimensionada), obtemos naturalmente limites inferiores para os valores
o´ptimos dos problemas aqui abordados. Estes limites inferiores sa˜o condicionados
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apenas pela topologia do grafo N = (X,U), pelo que os designaremos doravante por
limites “topolo´gicos”. Considere-se a figura III.3 ilustrando um exemplo com dois
servic¸os, tpq = 1, tp′q′ = 2, D = ∆ = 2, H = 3, em que se pretende implementar o
mecanismo de Path Protection e minimizar o nu´mero me´dio de saltos. Junto a cada
aresta do grafo em cima encontra-se o valor da sua capacidade (be), enquanto que
nos grafos em baixo, junto a cada arco, se encontram os valores das varia´veis whpqij (a
cheio) e whp
′q′
ij (a tracejado). Lacetes mais “largos” correspondem a lacetes que sa˜o
percorridos em posic¸o˜es (h) superiores. Em baixo, do lado esquerdo, representamos
a soluc¸a˜o o´ptima quando ignoramos as restric¸o˜es de capacidade, em que o nu´mero
me´dio de saltos e´ 6/4; ja´ do lado direito, podemos ver a soluc¸a˜o o´ptima do problema
tendo em conta essas restric¸o˜es de capacidade, em que o nu´mero me´dio de saltos e´




































Figura III.3: Ilustrac¸a˜o do ca´lculo dos limites “topolo´gicos”. Em cima, junto a cada
aresta encontra-se o valor da sua capacidade (be), enquanto que nos grafos em baixo,
junto a cada arco, encontram-se os valores das varia´veis whpqij (a cheio) e w
hp′q′
ij (a
tracejado). Lacetes mais “largos” correspondem a lacetes que sa˜o percorridos em
posic¸o˜es (h) superiores.
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Observe-se que na determinac¸a˜o destes limites topolo´gicos, as formulac¸o˜es utili-
zadas (ignorando as respectivas restric¸o˜es de capacidade) foram todas resolvidas em
menos de um segundo de CPU.
Pretendendo enta˜o avaliar o impacto do volume de tra´fego total no “custo” das
soluc¸o˜es, bem como o impacto dos erros associados a`s estimativas de tra´fego na ad-
missibilidade das soluc¸o˜es previamente determinadas, separamos os resultados com-
putacionais obtidos em dois conjuntos. Para o primeiro conjunto, consideramos
os novos tra´fegos rpq abaixo dos tra´fegos originais tpq, ou seja, rpq = (1 − δ)tpq,
com δ = 0.025, 0.05, 0.075 e 0.1. Ja´ para o segundo conjunto de resultados, con-
sideramos os novos tra´fegos gerados segundo distribuic¸o˜es uniformes nos intervalos
[(1− ǫ)tpq, (1 + ǫ)tpq, com ǫ = 0, 0.05, 0.1, 0.15 e 0.2. Note-se que o paraˆmetro ǫ cor-
responde ao erro ma´ximo relativo da estimativa de cada tra´fego original tpq, o que
nos permitira´ averiguar de que forma os erros associados a` estimac¸a˜o dos valores de
T influenciam a admissibilidade das soluc¸o˜es determinadas no problema de desenho
e dimensionamento.
Assim, comec¸ando por analisar o primeiro conjunto de resultados, note-se que
comparando os valores o´ptimos das formulac¸o˜es A-Me´dia-Lacetes e A-Ma´x-Arcos
com os respectivos limites topolo´gicos, podemos avaliar como o volume de tra´fego
total influencia o “custo” das redes.
As tabelas III.10 e III.11 que se apresentam de seguida conteˆm os resultados obti-
dos sob os mecanismos de sobreviveˆncia Path Diversity e Path Protection, respectiva-
mente. Estas tabelas conteˆm duas colunas para cada formulac¸a˜o (A-Me´dia-Lacetes e
A-Ma´x-Arcos), uma paraD = 2 e outra paraD = 3. Relativamente a cada instaˆncia,
podemos consultar a penalidade associada (em percentagem). Esta penalidade e´ dada
pela diferenc¸a entre o valor o´ptimo de cada instaˆncia e o respectivo limite topolo´gico,
dividida pelo mesmo limite topolo´gico; representa portanto o impacto do volume de
tra´fego total no “custo” das redes (relativamente ao caso em que as restric¸o˜es de ca-
pacidade sa˜o ignoradas). Os valores das penalidades sa˜o calculados tendo em conta os
reais valores o´ptimos das soluc¸o˜es (conforme descrito no in´ıcio das subsecc¸o˜es III.5.1
e III.5.2). Para exemplificar, para a situac¸a˜o da figura III.3 a penalidade associada e´
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(7/4− 6/4)/(6/4)× 100%.
Observem-se em primeiro lugar as penalidades que foram obtidas quando consi-
deramos a minimizac¸a˜o do nu´mero ma´ximo de saltos (colunas relativas a` formulac¸a˜o
A-Ma´x-Arcos). Neste caso, obtemos uma penalidade de 0% em praticamente todas
as instaˆncias sob ambos os mecanismos de sobreviveˆncia (ha´ apenas um pequeno con-
junto de instaˆncias sob Path Diversity – ver tabela III.10, com D = 2, tra´fegos em
[0, 0.6] e δ ≥ 0.075 – em que o limite topolo´gico e´ igual a 3 e os seus valores o´ptimos
sa˜o 4). Estes resultados permitem-nos concluir que, regra geral, o valor o´ptimo para
o problema da minimizac¸a˜o do nu´mero ma´ximo de saltos dos ∆ melhores caminhos
que suportam cada servic¸o na˜o e´ influenciado pelo volume de tra´fego total.
Considere-se agora a minimizac¸a˜o do nu´mero me´dio de saltos (colunas relativas
a` formulac¸a˜o A-Me´dia-Lacetes). Os resultados obtidos mostram que, a` medida que
δ aumenta, i.e., quando a matriz de tra´fego R se aproxima da matriz de tra´fego ori-
ginal T , a penalidade associada a cada instaˆncia aumenta tambe´m. Uma poss´ıvel
explicac¸a˜o para que isso acontec¸a reside no facto de que, uma vez que existem ca-
pacidades (fixas) nas arestas de U , enta˜o um maior volume total de tra´fego tera´ que
ser encaminhado atrave´s de caminhos com um maior nu´mero de saltos. Ainda assim,
note-se que para todas as instaˆncias a penalidade associada e´ de, no ma´ximo 13.2%.
Para δ = 0.1, independentemente do valor de D e do mecanismo de sobreviveˆncia con-
siderado, a penalidade me´dia e´ de 1.21%, o que consideramos ser um valor bastante
pequeno: significa que o encaminhamento de 90% do tra´fego original na˜o influencia
significativamente, em me´dia, o nu´mero me´dio de saltos dos ∆ melhores caminhos de
cada servic¸o, em comparac¸a˜o com as soluc¸o˜es correspondentes aos limites topolo´gicos.
Adicionalmente, note-se ainda que para δ = 0.025, o que corresponde a matrizes de
tra´fego R mais pro´ximas das matrizes T , a penalidade me´dia obtida e´ de 3.6% para
D = 2 sob Path Diversity, 4.9% paraD = 3 sob Path Diversity, 0.93% paraD = 2 sob
Path Protection e 1.89% para D = 3 sob Path Protection. Estes resultados indicam
que: i) o nu´mero me´dio de saltos e´ menos penalizado sob Path Protection do que sob
Path Diversity (devido ao facto de os caminhos de protecc¸a˜o do primeiro mecanismo
na˜o influenciarem o valor da func¸a˜o objectivo, ao passo que sob o segundo mecanismo
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Tabela III.10: Impacto do volume de tra´fego total no “custo” das soluc¸o˜es obtidas
sob Path Diversity
A-Me´dia-Lacetes A-Ma´x-Arcos
|S| tra´fego δ D = 2 D = 3 D = 2 D = 3
6 [0, 0.4] 0,1 0% 0% 0% 0%
0,075 0% 0% 0% 0%
0,05 0% 0% 0% 0%
0,025 0% 0% 0% 0%
6 [0, 0.6] 0,1 0% 0% 0% 0%
0,075 0% 1,4% 0% 0%
0,05 6,7% 1,4% 0% 0%
0,025 8,9% 1,4% 0% 0%
6 [0, 0.8] 0,1 6,5% 1,4% 0% 0%
0,075 6,5% 4,2% 0% 0%
0,05 6,5% 5,6% 0% 0%
0,025 8,7% 9,9% 0% 0%
6 [0, 1.0] 0,1 0% 11,8% 0% 0%
0,075 0% 13,2% 0% 0%
0,05 0% 13,2% 0% 0%
0,025 0% 13,2% 0% 0%
8 [0, 0.4] 0,1 0% 0,6% 0% 0%
0,075 0% 0,6% 0% 0%
0,05 0% 0,6% 0% 0%
0,025 0% 0,6% 0% 0%
8 [0, 0.6] 0,1 1,0% 0,6% 0% 0%
0,075 1,0% 1,3% 33,3% 0%
0,05 2,1% 1,9% 33,3% 0%
0,025 3,1% 3,8% 33,3% 0%
8 [0, 0.8] 0,1 3,1% 4,7% 0% 0%
0,075 3,1% 5,4% 0% 0%
0,05 4,1% 6,0% 33,3% 0%
0,025 6,1% 6,7% 33,3% 0%
8 [0, 1.0] 0,1 1,0% 2,1% 0% 0%
0,075 2,0% 2,9% 0% 0%
0,05 2,0% 3,6% 0% 0%
0,025 2,0% 3,6% 0% 0%
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Tabela III.11: Impacto do volume de tra´fego total no “custo” das soluc¸o˜es obtidas
sob Path Protection
A-Me´dia-Lacetes A-Ma´x-Arcos
|S| tra´fego δ D = 2 D = 3 D = 2 D = 3
6 [0, 0.4] 0,1 0% 0% 0% 0%
0,075 0% 4,4% 0% 0%
0,05 0% 4,4% 0% 0%
0,025 0% 6,7% 0% 0%
6 [0, 0.6] 0,1 0% 0% 0% 0%
0,075 0% 0% 0% 0%
0,05 0% 0% 0% 0%
0,025 0% 2,4% 0% 0%
6 [0, 0.8] 0,1 0% 0% 0% 0%
0,075 0% 0% 0% 0%
0,05 0% 0% 0% 0%
0,025 5,0% 0% 0% 0%
6 [0, 1.0] 0,1 0% 2,4% 0% 0%
0,075 0% 2,4% 0% 0%
0,05 0% 2,4% 0% 0%
0,025 0% 4,9% 0% 0%
8 [0, 0.4] 0,1 0% 0% 0% 0%
0,075 0% 0% 0% 0%
0,05 0% 0% 0% 0%
0,025 0% 0% 0% 0%
8 [0, 0.6] 0,1 0% 1,1% 0% 0%
0,075 0% 1,1% 0% 0%
0,05 0% 1,1% 0% 0%
0,025 0% 1,1% 0% 0%
8 [0, 0.8] 0,1 0% 0% 0% 0%
0,075 0% 0% 0% 0%
0,05 0% 0% 0% 0%
0,025 0% 0% 0% 0%
8 [0, 1.0] 0,1 2,4% 0% 0% 0%
0,075 2,4% 0% 0% 0%
0,05 2,4% 0% 0% 0%
0,025 2,4% 0% 0% 0%
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todos os D caminhos esta˜o sujeitos a optimizac¸a˜o); e ii) o nu´mero me´dio de saltos e´
naturalmente penalizado para valores de D maiores.
Analisemos agora o segundo conjunto de resultados. Como referimos antes, ave-
riguar de que forma os erros associados a` estimac¸a˜o dos valores de T influenciam
a admissibilidade das soluc¸o˜es determinadas no problema de desenho e dimensiona-
mento tem interesse sob o ponto de vista de um operador de rede. Portanto, agora
consideramos os resultados obtidos nas duas subsecc¸o˜es anteriores das instaˆncias em
que os novos valores de tra´fego rpq foram gerados segundo distribuic¸o˜es uniformes no
intervalo [(1 − ǫ)tpq, (1 + ǫ)tpq], em que ǫ = 0, 0.05, 0.1, 0.15 e 0.2 representa o erro
associado a` estimac¸a˜o da matriz T .
Como vimos antes, de uma forma geral os resultado obtidos variam significati-
vamente, na medida em que tanto ha´ instaˆncias sem soluc¸o˜es admiss´ıveis para (ta˜o
so´) ǫ = 0.05, como ha´ outras que teˆm soluc¸o˜es admiss´ıveis com (ate´) ǫ = 0.2. Na
tabela III.12, resumimos o nu´mero de instaˆncias na˜o admiss´ıveis sob cada mecanismo
de sobreviveˆncia, cada valor de ǫ (para ǫ = 0 obviamente que todas as instaˆncias sa˜o
admiss´ıveis, pois este caso corresponde ao encaminhamento das matrizes de tra´fego
originais para as quais as redes foram dimensionadas) e cada valor de D.
Tabela III.12: Nu´mero de instaˆncias na˜o admiss´ıveis sob cada mecanismo de sobre-
viveˆncia, bem como para cada par de valores de ǫ e de D.
Path Diversity Path Protection
ǫ D = 2 D = 3 D = 2 D = 3
0, 05 5 2 7 3*
0, 10 5 6 7 6*
0, 15 6 5 7 7*
0, 20 7 7 8 8
Para valores de ǫ pequenos, existe um menor nu´mero de instaˆncias na˜o admiss´ıveis
sob Path Diversity do que sob Path Protection, independentemente do valor de D; e
o nu´mero de instaˆncias na˜o admiss´ıveis e´ tambe´m menor para D = 3, independente-
mente do mecanismo de sobreviveˆncia considerado. Deste modo, podemos concluir
que esses casos sa˜o menos sens´ıveis ao erro associado a` estimac¸a˜o dos valores de T .
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Para valores de ǫ maiores, o nu´mero de instaˆncias admiss´ıveis e´ bastante reduzido, o
que na˜o nos permite efectuar qualquer conclusa˜o. Os valores da tabela assinalados
com “∗” devem-se ao facto de desconhecermos a soluc¸a˜o o´ptima de algumas instaˆncias
ao fim de dois dias de CPU, pelo que o nu´mero de instaˆncias na˜o admiss´ıveis podera´
ser superior ao indicado.
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III.6 Concluso˜es
Neste cap´ıtulo aborda´mos dois problemas de traffic engineering, apresentando duas
classes de modelos – desagregados e agregados – baseados nos submodelos HOPDpq
e HOP -ADpq apresentados na secc¸a˜o I.2 do cap´ıtulo I.
Infelizmente, apesar das relac¸o˜es estabelecidas nos resultados III.3 e III.7, a nossa
experieˆncia computacional indicou que a na˜o ha´ vantagem em usar os modelos desa-
gregados. De facto, como vimos, na˜o so´ os modelos desagregados teˆm mais varia´veis
que os agregados, como, empiricamente, se verificou que os limites inferiores dados
pelas relaxac¸o˜es lineares dos modelos desagregados na˜o sa˜o melhores que os mesmos
limites das relaxac¸o˜es lineares dos modelos agregados. Em verdade, vimos ate´ que a
relaxac¸a˜o linear do modelo desagregado originalmente proposto para a minimizac¸a˜o
do nu´mero ma´ximo de saltos (D-Ma´x-Arcos) na˜o domina a relaxac¸a˜o linear do mo-
delo agregado.
Apesar dos modelos agregados parecerem ser mais eficientes, como trabalho futuro,
pretendemos clarificar as questo˜es que ficaram em aberto nos referidos resultados. Se-
ria tambe´m interessante tentar diminuir os gaps das relaxac¸o˜es lineares dos modelos
para a minimizac¸a˜o do nu´mero ma´ximo de saltos.
Neste cap´ıtulo, com base nos testes computacionais efectuados, avalia´mos tambe´m
o impacto do volume de tra´fego total no desempenho de uma rede, i.e., averigua´mos
de que forma e´ que variac¸o˜es no tra´fego influenciam o atraso (me´dio e ma´ximo) que
se verifica nessa rede.
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Cap´ıtulo IV
Trabalho Futuro
Na sequeˆncia do presente trabalho, pensamos que futuramente, tanto para os proble-
mas de network design como para os problemas de traffic engineering abordados neste
trabalho, tera´ interesse estudar o caso em que as redes devam ser resistentes a duas
falhas, e na˜o apenas a uma, apesar de a probabilidade de ocorreˆncia de duas falhas
ser pequena. Com esta exigeˆncia, teremos obrigatoriamente que considerar D ≥ 3;
note-se ainda que os modelos propostos neste trabalho sa˜o facilmente adapta´veis: por
exemplo, para D = 4 e sob o mecanismo de sobreviveˆncia Path Protection, basta
considerar β = 50% de forma a garantir protecc¸a˜o total e, relativamente aos proble-
mas de traffic engineering, basta considerar ∆ = D − 2. Em relac¸a˜o ao problema
de desenho e dimensionamento de redes MPLS sobre WDM e a` semelhanc¸a da com-
parac¸a˜o efectuada na secc¸a˜o II.2.3, sera´ curioso averiguar se as soluc¸o˜es obtidas sob
Path Protection com D = 4 tera˜o menor custo do que com D = 3.
Adicionalmente, uma vez que nos problemas abordados neste trabalho o valor de
D e´ fixo para todos os servic¸os, pensamos que sera´ interessante estudar o caso em que
D pode ser diferente de servic¸o para servic¸o. Relativamente ao problema de desenho
e dimensionamento, os modelos propostos podera˜o tambe´m ser adaptados com faci-
lidade; no entanto, pensamos que a adaptac¸a˜o dos modelos propostos na˜o sera´ ta˜o
imediata para os problemas de traffic engineering.
Por u´ltimo e como tivemos ja´ oportunidade de referir, havera´ ainda interesse em
clarificar as questo˜es que ficaram em aberto nos resultados III.3 e III.7 no contexto
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dos problemas de traffic engineering, bem como tentar diminuir os gaps das relaxac¸o˜es
lineares dos modelos para a minimizac¸a˜o do nu´mero ma´ximo de saltos.
Nota: partes deste trabalho foram apresentadas em [13], [14] e [15].
Bibliografia
[1] Ahuja, A.R., Magnanti, T.L., Orlin, J.B., Network Flows: theory, algorithms
and applications, Prentice Hall, 1993.
[2] Balakrishnan, A., Altinkemer, K., Using a Hop-constrained Model to Generate
Alternative Communication Network Design, ORSA Journal on Computing, Vol
4, pp. 192-205, 1992.
[3] Balakrishnan, A., Magnanti, T.L., Mirchandani, P., Connectivity-Splitting Mo-
dels for Survivable Network Design, Networks, Vol. 43, Issue 1, pp. 10-27, 2004.
[4] Ben-Ameur, W., Constrained Length Connectivity and Survivable Networks,
Networks, Vol. 36 (1), pp. 17-33, 2000.
[5] Bley, A., On the Complexity of Vertex-Disjoint Length-Restricted Path Problems,
Computational Complexity, Vol. 12, No. 3-4, pp. 131-149, 2003.
[6] Borne, S., Gourdin, E., Liau, B., Mahjoub, A.R., Design of Survivable IP-over-
Optical Networks, Annals of Operations Research, Vol. 146, N. 1, pp. 41-73,
2006.
[7] CPLEX 10.2, ILOG CPLEX 10.2 Reference Manual.
[8] Dahl, G., Foldnes, N., Gouveia, L., A Note on Hop-Constrained Walk Polytopes,
Operations Research Letters, Vol. 32, pp. 15-22, 2004.
141
142 BIBLIOGRAFIA
[9] Dahl, G., Gouveia, L., On the Directed Hop-Constrained Shortest Path Problem,
Operations Research Letters, Vol. 32, pp. 345-349, 2004.
[10] Dahl, G., Gouveia, L., Requejo, C., On Formulations and Methods for the Hop-
Constrained Minimum Spanning Tree Problem, Handbook of Optimization in
Telecommunications, pp. 493-515, Springer, 2006.
[11] Gouveia, L., Using Variable Redefinition for Computing Lower Bounds for Mi-
nimum Spanning and Steiner Trees with Hop Constraints, INFORMS Journal
on Computing, Vol. 10, pp. 180-188, 1998.
[12] Gouveia, L., Patr´ıcio, P., Sousa, A. de, Valadas, R., MPLS over WDM network
design with packet level QoS constraints based on ILP models, INFOCOM 2003
Proceedings.
[13] Gouveia, L., Patr´ıcio, P.F., Sousa, A.F., Compact Models for Hop-Constrained
Node Survivable Network Design, Telecommunications Network Planning: In-
novations in Pricing, Network Design and Management, Operations Rese-
arch/Computer Science Interfaces Book Series, Vol. 33, pp. 167-180, Springer,
2006.
[14] Gouveia, L., Patr´ıcio, P.F., Sousa, A.F., Optimal Survivable Routing with a Small
Number of Hops, Telecommunications Modeling, Policy and Technology, Opera-
tions Research/Computer Science Interfaces Book Series, Vol. 44, pp. 253-274,
Springer, 2008.
[15] Gouveia, L., Patr´ıcio, P.F., Sousa, A.F., Hop-Constrained Node Survivable
Network Design: An Application to MPLS over WDM, Networks and Spatial
Economics, Vol. 8 (1), pp. 3-21, Springer, 2008.
[16] Harary, F., The Maximum Connectivity of a Graph, Proceedings of the National
Academy of Sciences of the United States of America, Vol. 48 (7), pp. 1142-1146,
1962.
BIBLIOGRAFIA 143
[17] Huygens, D., Mahjoub, A.R., Pesneau, P., Two Edge-Disjoint Hop-Constrained
Paths and Polyhedra, SIAM Journal on Discrete Mathematics, Vol. 18, Issue 2,
pp. 287-312, 2005.
[18] Huygens, D., Labbe´, M., Mahjoub, A.R., Pesneau, P., Two Edge-Disjoint Hop-
Constrained Paths: Valid Inequalities and Branch-and-Cut, Networks, Vol. 49,
Issue 1, pp. 116-133, 2007.
[19] Itai, A., Perl, Y., Shiloach, Y., The Complexity of Finding Maximum Disjoint
Paths with Length Constraints, Networks, Vol. 12, Issue 3, pp. 277-286, 1982.
[20] Juttner, A., Szviatovski, B., Mecs, I., Rajko, Z., Lagrange relaxation based
method for the QoS routing problem, Proceedings of INFOCOM 2001, Vol. 2,
pp. 859-868, 2001.
[21] Kerivin, H., Mahjoub, A.R., Design of Survivable Networks: A Survey, Networks,
Vol. 46, Issue 1, pp. 1-21, 2005.
[22] Koster, A., Zymolka, A., Jager, M., Hulsermann, R., Demand-wise shared protec-
tion for meshed optical networks, Journal of Network and Systems Management,
Vol. 13, Number 1, pp. 35-55, 2005.
[23] Lawler, E., Combinatorial Optimization: Networks and Matroids, Holt, Rinehart
and Winston, New York, 1976.
[24] LeBlanc, L., Chiﬄet, J., Mahey, P., Packet Routing in Telecommunication
Networks with Path and Flow Restrictions, INFORMS Journal on Computing,
Vol. 11, pp. 188-197, 1999.
[25] Magnanti, T., Mirchandani, P., Vachani, R, Modeling and Solving the Two-
Facility Capacitated Network Loading Problem, Operations Research, Vol. 43,
pp. 142-157, 1995.
144 BIBLIOGRAFIA
[26] Magnanti, T., Raghavan, S., Strong Formulations for Network Design Problems
with Connectivity Requirements, Networks, Vol. 45, Issue 2, pp. 61-79, 2005.
[27] Magnanti, T., Wolsey, L., Optimal Trees, Network Models, Handbooks in Ope-
rations Research and Management Science, Vol. 7, pp. 503-615, 1994.
[28] Mannie, E., Generalized multi-protocol label switching (GMPLS) architecture,
RFC 3945, Internet Engineering Task Force, Sterling, 2004.
[29] Martin, R.K., Generating alternative Mixed-Integer Programming models using
variable redefinition, Operations Research, Vol. 35, pp. 820-831, 1987.
[30] Martin, R.K., Large Scale Linear and Integer Optimization: a unified approach,
Kluwer Academic Publishers, 1999.
[31] Moh, M., Nguyen, B., QoS-guaranteed one-to-many and many-to-many multicast
routing, Computer Communications, Vol. 26, pp. 652-669, 2003.
[32] Orda, A., Routing with end to end QoS guarantees in broadband networks,
IEEE/ACM Transactions on Networking, Vol. 7, No. 3, pp. 365-374, 1999.
[33] Orlowski, S., Wessaely, R., The Effect of Hop Limits on Optimal Cost in Survi-
vable Network, Telecommunications Network Planning: Innovations in Pricing,
Network Design and Management, Operations Research/Computer Science In-
terfaces Book Series, Vol. 33, pp. 151-166, Springer, 2006.
[34] Raghavan, S., Formulations and Algorithms for Network Design Problems with
Connectivity Requirements, PhD Thesis, MIT, 1995.
[35] Raghavan, S., Magnanti, T. L., Network Connectivity, In M. Dell Amico, F.
Maffiolli and S. Martello, Eds., Annotated Bibliographies in Combinatorial Op-
timization, pp 335-354, John Wiley & Sons, 1997.
BIBLIOGRAFIA 145
[36] Ramakrishnan, K. G., Rodrigues, M. A., Optimal routing in shortest-path data
networks, Bell Labs Technical Journal, Vol. 6, No. 1, pp. 117-138, 2001.
[37] Schrijver, A., Theory of Linear and Integer Programming, Wiley, New York,
1986.
[38] Sharma, V., Hellstrand, F., Framework for multi-protocol label switching
(MPLS)-based recovery, RFC 3469, Internet Engineering Task Force, Sterling,
2003.
[39] Sherali, H.D., Ozbay, K., Subramanian, S., The Time-Dependent Shortest Pair
of Disjoint Paths Problem: Complexity, Models and Algorithms, Networks, Vol.
31, No. 4, pp. 259-272, 1998.
[40] Stoer, M., Design of Survivable Networks, Lecture Notes in Mathematics, N.
1531, Springer Verlag, 1992.
[41] Swallow, G., MPLS Advantages for Traffic Engineering, IEEE Communications
Magazine, Vol. 37, N. 12, pp. 54-57, 1999.
[42] Wolsey, L., Integer Programming, John Wiley & Sons, New York, 1998.
[43] Yuan, X., Heuristic Algorithms for multiconstrained quality-of-service routing,
IEEE/ ACM Transactions on Networking, Vol. 10, No. 2, pp. 244-256, 2002.
