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ABSTRACT 54 
The coarse-grained Martini force field is widely used in biomolecular 55 
simulations. Here, we present the refined model, Martini 3 (http://cgmartini.nl), 56 
with an improved interaction balance, new bead types, and expanded ability 57 
to include specific interactions representing, e.g. hydrogen bonding and 58 
electronic polarizability. The new model allows more accurate predictions of 59 
molecular packing and interactions in general, which is exemplified with a vast 60 
and diverse set of applications, ranging from oil/water partitioning and 61 
miscibility data to complex molecular systems, involving protein-protein and 62 
protein-lipid interactions and material science applications as ionic liquids and 63 
aedamers.  64 
 65 
INTRODUCTION 66 
The molecular dynamics (MD) simulation technique has become an 67 
indispensable tool in natural sciences, offering a spatio-temporal resolution 68 
unmatched by any experimental technique1. A major bottleneck of MD is the 69 
limited time and length scales that are accessible. To overcome this limitation, 70 
coarse-grained (CG) models representing groups of atoms by effective beads, 71 
have achieved widespread use2. The Martini model is among the most 72 
popular CG models in the field of biomolecular simulation, due to its easy-to-73 
use building block principle. Martini relies on a four-to-one mapping scheme 74 
(i.e., on average four heavy atoms and associated hydrogens are mapped 75 
into one CG bead), and has been parametrized using a top-down approach 76 
with thermodynamic partitioning data as the main target3,4.  Non-bonded 77 
interactions between neutral beads of Martini are solely described by 78 
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Lennard-Jones (LJ) potentials, while charged beads also include Coulombic 79 
interactions. The interaction strength of the LJ potential (i.e. its well depth) is 80 
used to discriminate between different levels of polarity of the CG beads. The 81 
model features four main classes of CG bead types, denoted C, N, P, and Q 82 
representing non-polar, intermediately polar, polar, and charged chemical 83 
groups, respectively4. Sub-labels are used to make a further distinction within 84 
a class in terms of degree of polarity or hydrogen donor/acceptor capabilities. 85 
In principle, all beads have the same size, denoted as regular (R) beads. By 86 
way of exception, special small (S) beads were introduced to model ring-like 87 
compounds for which a four-to-one mapping scheme is inadequate4. To 88 
reproduce correct stacking and hydrogen bonding distances between 89 
nucleotides, even smaller tiny (T) beads were found necessary5. 90 
Parametrization of the cross-interactions between S- and T-beads with R-91 
beads, however, was done on an ad-hoc basis.  92 
The Martini force field is used in a wide range of applications in diverse fields 93 
including structural biology6–8, biophysics9,10, biomedicine11, 94 
nanotechnology12,13, and materials design14,15. With its growing use, however, 95 
a number of shortcomings of the Martini model have recently been identified. 96 
One of the most important problems is the observation that certain molecules 97 
tend to interact too strongly. This has been reported for proteins and 98 
carbohydrates in solution, as well as for membrane embedded proteins16–18. 99 
The origin lies among others in small but systematic deviations in packing and 100 
intermolecular interactions19. Besides, the coverage of chemical space for 101 
broader applications was uneven, and in some cases, such as selectivity of 102 
nucleobase pairing5,20, consistency was difficult to obtain given the limited 103 
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bead types and sizes. To alleviate these problems, we undertook a re-104 
balancing of all non-bonded interaction terms of the Martini model, including 105 
the addition of new beads and labels. The new version, called Martini 3, 106 
enables more accurate simulations of molecular systems in general. In this 107 
paper, we present the key features of Martini 3 combined with examples of 108 
new applications and improvements in relation to the previous Martini model. 109 
 110 
RESULTS 111 
Re-parametrization of the beads. In Martini 3, the new parametrization 112 
strategy was based on the construction of prototype models of polar and non-113 
polar molecules in all three Martini resolutions. Self- (R-R, S-S, and T-T) and 114 
cross-interactions (R-S, R-T, and S-T) of the different bead sizes were 115 
optimized to be well-balanced (Supplementary Notes, sections B1 and B2). 116 
In terms of chemical types, the beads were separated into three blocks: 117 
organic, ions, and water (Supplementary Notes, section A1). The organic 118 
(containing P-, N-, and C-beads) and ion (Q-beads) blocks have been 119 
subjected to independent parametrizations, where different trends in self-120 
interaction, solvation, and transfer free energy upon bead size change were 121 
included (Supplementary Notes, sections A1, B2, and B3). In contrast to 122 
the previous version, water is defined as a separate bead type (called W), 123 
which enables optimization of water properties independently from other 124 
targets; for example, the freezing of water at room temperature (a problem 125 
sometimes encountered with the previous water model) no longer occurs. In 126 
addition, it is available in three different sizes as well (Supplementary Notes, 127 
section B4). Together with this optimization strategy, the new Martini 3 model 128 
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also features a fully revised interaction matrix (Supplementary Notes, 129 
section A2) and new intermediate interaction levels, added to smoothen the 130 
transition between chemical types (Supplementary Notes, section A3). 131 
Bead assignment and validation of the models were not only based on 132 
experimental transfer free energies, but also included solvent miscibility data 133 
(Supplementary Notes, sections A6 and C2, and Supplementary Results, 134 
sections E4-E6) and a series of benchmark tests, ranging from structural 135 
properties of bilayers to dimerization potentials of mean force (PMFs) of 136 
proteins (Methods, section 3, Supplementary Notes, section B5 and 137 
Supplementary Results, sections F1-F5). 138 
The improved interaction balance between regular and smaller bead types is 139 
illustrated by the close to ideal mixing behavior of pure solvents composed of 140 
molecules mapped at different resolutions (Fig. 1A). Integration of radial 141 
distribution functions, defined as Kirkwood–Buff integrals (Gij), are used here 142 
to quantify the degree of miscibility of the multi-resolution liquid water model 143 
(Fig. 1B). Theoretically, pair differences in Kirkwood–Buff integrals (∆Gij ) 144 
should be equal to zero for all i,j pairs in ideal mixtures21,22 while real mixtures 145 
that closely approach ideal behavior (like benzene-toluene) show values 146 
around ± 1 cm3/mol22. Our multi-resolution water model shows ∆Gij ≈ -0.3 147 
cm3/mol, indicating that the balance achieved with the new parametrization 148 
closely captures an ideal mixing behavior. 149 
The accuracy of CG models containing ring or branched fragments, which rely 150 
heavily on smaller bead types, is also greatly increased in Martini 3. For 151 
example, the binary mixing behavior of various solvents (Supplementary 152 
Results, sections E4-E6) and the transfer free energies of many linear, 153 
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branched, and ring-like compounds (Fig 1C and Supplementary Results, 154 
section E1) are now in very good agreement with experimental data. The 155 
mean absolute error of transfer free energies compared to the experimental 156 
data is 2 kJ/mol, with 86% of the molecules presenting errors lower than 3 157 
kJ/mol. 158 
Another benefit of the recalibrated interactions is the disappearance of the 159 
artificially large desolvation free energy barriers that contribute to slow 160 
dissociation processes of the previous Martini 2 models. The problem, that 161 
was initially observed in dimerization of nucleobases5,19, is thus solved, as 162 
highlighted by the comparison of Martini 2 and Martini 3 PMFs between 163 
cytosine and guanine (left panel of Fig. 1D). Note that there is room for further 164 
improvement, as the free energy minima of the CG PMF profiles with Martini 3 165 
are shifted relative to the all-atom profiles because the bead sizes 166 
representing nitrogen-containing groups are not optimal to reproduce 167 
hydrogen bonding distances. In addition, the difference between C-G and G-G 168 
base pairs is not as large as in the atomistic case (~20 kJ/mol). However, it is 169 
still large enough (~8 kJ/mol) to provide specificity.  170 
The proper balancing of R-, S-, and T-beads in Martini 3 also implies that the 171 
mapping choice of an arbitrary molecule to its Martini representation is now 172 
better defined. S- and T-beads are not only suited to represent ring-like 173 
compounds, but also used for cases involving 3-to-1 and 2-to-1 mapping of 174 
linear and branched chemical groups (Supplementary Notes, section C1). 175 
 176 
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Covering the chemical space with new beads and labels.  Together with a 177 
thorough revision of the interaction strengths, in Martini 3, we extend the 178 
number of chemical bead types and the ability to modify the bead properties 179 
depending on the chemical details of the underlying moieties. Each P-, N-, 180 
and C-class now has 6 bead types with different degrees of polarity, which 181 
enables a more precise definition of different chemical groups by assigning 182 
them to certain bead types. Additionally, we introduce a new X-class of beads 183 
to model halo-compounds (Supplementary Notes, section A1). In the 184 
previous version of Martini, some of the bead types were already sub-185 
classified according to their ability to act as hydrogen bond donor, acceptor, or 186 
both. This property can be now attributed to all bead types of intermediate or 187 
polar nature (N- or P- class). The effective interaction strength between donor 188 
and acceptor pairs is increased, whereas donor-donor and acceptor-acceptor 189 
pairs are weakened (Supplementary Notes, section A4). For example, 190 
Martini 3 correctly reproduces the trends in hydrogen bond-based pairing of 191 
nucleobases5,20 without the use of special-purpose beads specifically for 192 
nucleobases (right panel of Fig. 1D). Note that chemical groups that can act 193 
as both donor and acceptor at the same time are always represented by the 194 
pure beads of the P- and N-class in Martini 3.  195 
Next to the fine-tuning based on hydrogen bonding capabilities, we introduce 196 
the possibility to change the interactions based on the electronic polarizability. 197 
Depending on inductive or conjugate effects caused by chemical 198 
functionalization, non-polar molecules can be polarized, i.e., they can acquire 199 
an electron-donor (or “enriched”, label “e”) or electron-acceptor (or “vacancy”, 200 
label “v”) character, which can promote preferential interactions. Polarizable 201 
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groups in Martini 3 can be distinguished through the label “e/v” which can only 202 
be applied to the C- and X-class. A nice example of their application is the 203 
strong and specific interaction between electron donor and electron acceptor 204 
aromatic rings in aedamers, a class of molecules that have been studied 205 
extensively in the context of biomimetic folding and self-assembly23,24. The 206 
use of “e/v” allows Martini 3 to capture the preferential interaction between 207 
1,5-dialkoxynaphthalene (DAN) and naphthalene diimide (NDI) (left panel of 208 
Fig. 2A) experimentally observed via NMR titration23 and atomistic simulation 209 
data. Self-assembly of amide-linked tetramers shows preferential formation of 210 
alternating stacks of DAN and NDI, which is also measured by NMR and 211 
isothermal titration calorimetry investigations24. On top of hydrogen bonding 212 
and electron polarization labels, all beads can have their self-interaction fine-213 
tuned by other sub-labels (as further described in the Supplementary Notes, 214 
section A4). 215 
Chemical groups carrying monovalent charges +1/-1 are represented in 216 
Martini by the class of Q-beads (Supplementary Notes, section A1). The 217 
original Martini model only considers monovalent ions, and was solely 218 
optimized for regular bead sizes which represented small ions and their first 219 
hydration shell. In Martini 3, charged groups can have either R-, S-, or T-size. 220 
The tiny size category allows modeling of small, bare ions, enabling 221 
applications that involve ion binding where (part of) the hydration shell is lost. 222 
This feature is exemplified by the binding of sodium ions (represented by a 223 
charged tiny bead) to a buried small cavity localized in the core of the 224 
adenosine A2A receptor (Fig. 2B). X-ray crystallographic
25 and ligand binding 225 
assays26 confirm the importance of sodium ions for the structure and for the 226 
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allosteric modulation of the A2A receptor. Note that an extensive validation of 227 
the lipid models in Martini 3 was performed to allow simulations of 228 
transmembrane and peripheral membrane proteins (see Supplementary 229 
Results, section F1). 230 
In addition to the smaller sizes, the Q-class was also expanded to five bead 231 
types, following the classical Hofmeister series trend27,28 (Supplementary 232 
Notes, section B3 and Supplementary Results, section F2). At one 233 
extreme, the Q5 bead may be used to represent hard monovalent ions with 234 
the smallest polarizability, e.g. inorganic ions such as R2PO4
-. At the other 235 
end of the Martini Hofmeister series, the Q1 type models polarizable soft 236 
monovalent ions, like N(CH3)4
+, and implicitly includes in the LJ potential ion-π 237 
interactions. Such differences in behavior of the different Q-bead types are 238 
exemplified by MD simulations of the anion transfer between aqueous 239 
solutions and organophosphonium-based ionic liquids (Fig. 2C and 240 
Supplementary Results, section F2). Harder ions such as Cl- (modeled as 241 
TQ5 with -1 charge) tend to stay in the water phase, together with Na+ ions 242 
(TQ5+ bead). In contrast, softer ions like ClO4
- (Q2- bead) can exchange with 243 
Br- (SQ4- bead) or (partially) PF6
- (Q1- bead) from the ionic liquid phase. In the 244 
case of the biphasic system using trihexyltetradecylphosphonium bromide 245 
([P66614][Br]), direct comparison to experimental data shows good agreement 246 
for the anion transfer trends28,29. The new Q-bead types also impact 247 
biologically relevant systems, as exemplified by preferential cation-π 248 
interaction between choline groups (Q1+ bead) of phosphatidylcholine lipids 249 
and aromatic residues of the Bacillus thuringiensis phosphatidylinositol-250 
specific phospholipase C (BtPI-PLC). In the previous version, such specific 251 
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interaction between soft ions and aromatic molecules were solely included in 252 
the recently updated polarizable Martini implementation30. However, in Martini 253 
3, the different Q-bead types allow easier (implicit) incorporation of such 254 
interactions without the need for additional partial charges. 255 
On top of the new chemical types, all Q-beads can use the hydrogen-bonding 256 
labels (called in this case “p/n”). They represent organic charged molecules or 257 
fragments, such as R-CH2-COO
- and R-CH2-NH3
+, and also introduce 258 
modifications in the Hofmeister trends of the pure Q-beads (Supplementary 259 
Notes, section A4). Positively charged hydrogen donors (“p” label) interact 260 
more strongly with non-polar beads, as expected in cation-π interactions. On 261 
the other hand, negatively charged hydrogen acceptors (“n” label), have 262 
stronger interactions with neutral polar beads, mimicking the stronger 263 
hydrogen-bonds with anions. To complete the ion block, we explicitly include 264 
a new D-bead for divalent ions (such as Ca2+), which are typically hard ions. 265 
 266 
Improving packing and protein-protein interactions. Another change in 267 
philosophy with respect to the previous Martini models is the definition of 268 
bonded interactions. Instead of using the center of mass of the mapped 269 
chemical groups to define the geometry of the molecule, we now use a size-270 
shape concept aimed at preserving the volume of molecules in comparison to 271 
all-atom reference structures. This choice and the proper use of Martini 3 272 
bead sizes (Supplementary Notes, sections C1 and C2) lead to more 273 
realistic molecular packing. As a consequence, the hydration of protein 274 
pockets and channels is improved, as illustrated by the Fragaceatoxin C 275 
(FraC) nanopore inserted in a lipid bilayer (Fig. 3A). The pore of FraC 276 
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remains open over the whole trajectory in Martini 3, as indicated by X-ray 277 
crystallography31 and electro-osmotic flow assays32, while in Martini 2 it is 278 
closed. 279 
Another example of accurate packing is the stacking predictions of thiophene 280 
derivatives in bulk heterojunction solar cells composed of poly(3-hexyl-281 
thiophene) (P3HT) and phenyl-C61-butyric acid methyl ester (PCBM) (Fig. 282 
3B). The morphology of these organic solar cells is a determinant for high-283 
efficiency devices33. The scattering profiles computed with Martini 3 show 284 
improved agreement with Martini 3 in relation to P3HT lamellar (peak around 285 
q≈0.45 Å-1) and stacking (q≈1.65 Å-1) experimental distances33,34. 286 
The use of bonds based on molecular volume and the appropriate choice of 287 
chemical bead types, sizes, and labels also controls the interaction density of 288 
the model, which has an important impact on the strength of collective 289 
interactions between molecules19. In order to test to what extent the changes 290 
in non-bonded and bonded interactions reduce the over-estimated 291 
aggregation of proteins, we performed extensive simulations comprised of 292 
solutions of soluble proteins as well as membrane embedded proteins. These 293 
systems were simulated under conditions in which proteins do not aggregate 294 
and, preferentially, stay as monomers. For soluble proteins (Fig. 3C), 295 
qualitative tests were performed with the headpiece domain of chicken villin35, 296 
and the modified and mutated cellulose-binding domain from Cellulomonas 297 
fimi (EXG-CBM), which is an example of a protein completely free of charged 298 
side chains that can maintain solubility, stability, and function36. Trends are 299 
well-captured in Martini 3, with both proteins mainly staying as monomers in 300 
pure water (with only counter-ions to neutralize the system in the case of 301 
12  
villin). The villin headpiece showed salting-in behavior (i.e. less aggregation) 302 
under addition of 0.4M of NaCl, which was also observed for certain soluble 303 
proteins at low ionic strengths37. On the other hand, EXG-CBM only showed 304 
salting-out behavior (i.e. more aggregation), which was expected based on 305 
experimental data36. In contrast, both proteins aggregate in Martini 2, forming 306 
a single and stable aggregate during the simulation. 307 
Polyleucine (K2-L26-K2) was selected to evaluate the aggregation propensity in 308 
membranes. Experimental evidence with this transmembrane (TM) protein 309 
model indicates a preference for the monomeric state in a bilayer 310 
environment38–40. Both Martini 2 and 3 show that the hydrophobic mismatch 311 
between TM length and membrane thickness can play a role in the 312 
aggregation, with Martini 3 showing a higher percentage of the monomeric 313 
state (Fig. 3D). To quantitatively evaluate the strength of protein-protein 314 
interactions in a membrane environment, we also considered the dimerization 315 
of four selected transmembrane (TM) helices: the TM domains of the receptor 316 
tyrosine kinases EphA1 and ErbB1; the red blood cell protein glycophorin A 317 
(GpA); as well as the well-known model peptide WALP23 (left panel of Fig. 318 
3E). For EphA1 and ErbB1, experimental dimerization free energies in a 319 
membrane environment have been estimated using Förster resonance energy 320 
transfer (FRET)41,42. For GpA, dimerization free energies range from around -321 
15 kJ/mol (in various cell membrane environments)43,44 to -31.5 kJ/mol 322 
(GALLEX assay in E. coli inner membranes)45,46 or -50.6 kJ/mol (steric trap in 323 
POPC bilayers)47. WALP peptides have been characterized thoroughly during 324 
the past two decades, including their self-association48. For each one of the 325 
four peptide dimers, we compared experimental dimerization free energies 326 
13  
with the free energies predicted by the Martini 2 and Martini 3 model 327 
predictions. Martini 3 shows not only to be able to capture the correct trends, 328 
but also to quantitatively reproduce the experimental affinities. The binding 329 
mode also becomes improved as highlighted for GpA (right panel of Fig. 3E). 330 
The GpA homodimer structure with Martini 3 closely resembles experimental 331 
results obtained with NMR spectroscopy and crystallography49–51. 332 
In summary, for both soluble and transmembrane proteins, we observed that 333 
the Martini 3 models are in much better agreement with experimental data 334 
than before. Another advantage of the current Martini 3 protein model is that 335 
the default bead type representing the protein backbone in Martini 3 (a regular 336 
P2 bead) no longer depends on the secondary structure. In addition, the 337 




In this paper we have described the new version of the Martini force field, 342 
which shows numerous improvements in relation to the previous version. 343 
However, inherent limitations to the process of coarse-graining, related to 344 
transferability and representability problems53–55 are still part of the model. An 345 
important drawback is the limited structural detail, that is a consequence of 346 
representing multiple atoms with isotropic interaction sites. This is most 347 
noticeable for the Martini water model, which represents four water molecules 348 
with a single LJ site and will certainly not capture any of the higher order 349 
structural correlations of real water. The role of explicit water in a CG model 350 
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such as Martini is mostly to provide a good solvent for polar compounds 351 
resulting in realistic partitioning. For applications requiring finer details, 352 
structure-based CG models are more suitable56,57. Another fundamental 353 
limitation is the entropy-enthalpy compensation. The loss of internal degrees 354 
of freedom for groups of atoms represented by a CG bead inevitably reduces 355 
the entropy of the system. Since the Martini force field is based on 356 
reproducing free energies, this requires a concomitant reduction in the 357 
enthalpy. As consequence, inaccurate entropy-enthalpy balance affects the 358 
temperature dependence of several properties and reduces the transferability 359 
to different state points. To probe transferability, we performed temperature 360 
dependent calculations for a number of solvent systems as well as lipid 361 
membranes (Supplementary Results F). Temperature dependent properties, 362 
like the heat expansion coefficient and heat capacity of water and n-octane, 363 
are very well captured by Martini 3, but this is not true for the hydrophobic 364 
effect, that shows the opposite trend with respect to atomistic models, in line 365 
with previous findings58. Note that the use of higher-resolution S- or T- 366 
particles does not remedy this problem, as these bead types were 367 
parameterized mainly to be compatible with the regular (R-type) beads and 368 
should be used primarily to represent parts of the system that cannot be 369 
adequately mapped with R-particles. Potential improvements with respect to 370 
the temperature transferability of our model could make use of environment 371 
dependent potentials59 or CG beads with embedded sites, such as the 372 
polarizable water models60,61, where incorporation of quadrupole moment 373 
might be required58. Bottom-up CG models that are derived with minimization 374 
of the information loss54 as parameterization target might also perform better. 375 
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For a more in depth discussion of these and related issues with respect to the 376 
Martini coarse-graining philosophy, we refer to previous papers62,63. 377 
Keeping these limitations in mind, Martini 3 offers a versatile and easy to use 378 
generic force field to simulate molecular processes at a semi-quantitative level 379 
of accuracy.  In relation to the previous model, the excessive over-estimated 380 
aggregation19 is substantially reduced. We expect that Martini 3 will allow for 381 
more realistic predictions of protein interactions, as well as more accurate 382 
simulations of molecular systems in general. The increased number of bead 383 
types and interaction levels makes the model even more versatile, covering a 384 
larger part of chemical space with appropriate building blocks. Based on this 385 
new foundation, further optimizations for different classes of molecules are 386 
currently ongoing, including the use of Gō-potentials to alleviate limitations of 387 
protein conformational flexibility, a re-optimization of the bonded potentials of 388 
lipids and other biomolecular classes, as well as a compatible polarizable 389 
water model for applications requiring more realistic screening of electrostatic 390 
interactions.  Finally, we foresee new application horizons for the Martini 391 
model in the field of materials science64,65 and high-throughput drug design66. 392 
 393 
ONLINE CONTENT 394 
Methods, including statements of data and code availability, supplementary 395 
information, and any other associated content and references, are available in 396 
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FIGURE LEGENDS 654 
 655 
Figure 1: Rebalancing R-, S-, and T-beads – (A) Snapshots of simulation boxes containing 656 
mixtures of dodecane and water in three resolutions. (B) Radial distribution functions (gij) for 657 
all bead combinations in the multi-resolution mixture of water. (C) Water-oil transfer free 658 
energies (∆G) computed for around 260 data points using Martini 3. (D) Hydrogen bonding 659 
potential of mean force (PMF) between nucleobases. On the left, comparison between Martini 660 
2 and 3 for the cytosine-guanine base pair. On the right, comparison of the cytosine-guanine 661 
(C-G) and guanine-guanine (G-G) base pairs using Martini 3. In both plots, CHARMM and 662 
AMBER atomistic data are also reported5 for comparison. Errors are estimated with 663 
bootstrapping and displayed as transparent shades. In the case of Martini, errors are smaller 664 
than 0.1 kJ/mol, and hence are not visible in the graphs. 665 
 666 
Figure 2: New chemical bead types, sub-labels, and applications – (A) Self-assembly of 667 
aedamers. The left panel shows the dimerization free energies (∆Gdim) of pegylated 668 
monomers of 1,5-dialkoxynaphthalene (DAN) and naphthalene diimide (NDI). Errors are 669 
estimated with bootstrapping. The right panel shows the self-assembled duplex dimer formed 670 
by amide-linked tetramers of NDI (green) and DAN (orange). (B) As indicatedby X-ray 671 
crystallography25, sodium ions (charged TQ5 bead) can bind to a buried small cavity in the 672 
core of the adenosine A2A receptor. (C) Charged Q-beads in Martini 3 follow the classical 673 
Hofmeister series, as exemplified by the anion transfer between salt aqueous solutions and 674 
organophosphonium-based ionic liquids (right panel). Errors in the average anion transfer 675 
percentage are estimated by block averaging. (D) Preferential cation-π interaction between 676 
choline groups (Q1 bead) of phosphatidylcholine lipids and aromatic residues of the Bacillus 677 
thuringiensis phosphatidylinositol-specific phospholipase C (BtPI-PLC). The depth of insertion 678 
of each amino acid of BtPI-PLC is in very good agreement with the insertion obtained from an 679 
atomistic MD simulation30. 680 
 681 
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Figure 3: Improving packing, cavities and reducing protein stickiness – (A) Hydration of 682 
Fragaceatoxin C (FraC) nanopore inserted in a lipid bilayer. (B) Scattering profiles and a 683 
Martini 3 snapshot of a bulk heterojunction morphology of poly(3-hexyl-thiophene) (P3HT, in 684 
red) and phenyl-C61-butyric acid methyl ester (PCBM, in blue) formed after solvent 685 
evaporation and annealing simulations. I(q) corresponds to scattering intensity and q is the 686 
reciprocal space vector. (C) Aggregation levels of the soluble proteins villin headpiece and 687 
the modified EXG-CBM in different salt concentrations. (D) Aggregation levels of polyleucine 688 
helices in POPC and DLPC bilayers. Errors in the average monomer percentage of (C) and 689 
(D) are estimated by block averaging. (E) Dimerization of transmembrane helices. Left panel 690 
shows a comparison between experimental and calculated values for the mole fraction 691 
standard Gibbs free energy of dimerization (∆ ) of the following transmembrane protein 692 
domains: ErbB1, EphA1, WALP23 and GpA. Simulation errors are estimated with 693 
bootstrapping while experimental data was obtained in the literature41-48. In the case of GpA, 694 
error was estimated by the mean absolute error of four independent experimental data43-47. A 695 
comparison between experimental and simulated binding modes of GpA is highlighted in the 696 
right panel. The experimental structure was taken from solution NMR in micelles (PDB code 697 
AFO)49. Near identical experimental structures were obtained by ssNMR in nanodiscs and X-698 
ray crystallography in a lipid cubic phase49–51. 699 
 700 
  701 
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ONLINE METHODS 702 
 703 
1) CG models 704 
CG mappings of small molecules were initially inspired by the standard Martini 705 
2 models, when they were available. Due to the well-balanced properties of 706 
the regular (R), small (S), and tiny (T) beads in Martini 3, the CG models now 707 
follow more specific rules for mapping. For instance, over-representing 3-to-1 708 
or 2-to-1 fragments by the usage of R-beads is always avoided. Aromatic 709 
rings without substituents are composed of T-beads and, in case of 710 
substituents, S-beads are used. Aliphatic rings without substituents are 711 
usually based on S-beads, which better reproduce their molecular shape. 712 
More technical details about the mapping rules and bead types used are 713 
given in the Supplementary Notes, sections C1 and C3. As in the previous 714 
version of Martini5,20,67–69, bonded parameters are based on atomistic 715 
simulations or high-resolution experimental data. The main difference in 716 
Martini 3 lies in the protocol to derive bond lengths, which are now based on 717 
matching overall volume and shape of the molecules (Supplementary Notes, 718 
section C2). In this spirit, the bonded parameters of the protein models were 719 
also slightly modified from the standard Martini 2.2 values68,70, including the 720 
addition of side chain corrections71, based on experimental reference 721 
structures. Backbone bead types do not depend on the secondary structure 722 
anymore, but are now represented by P2 beads, except for proline (SP1a), 723 
alanine (SP2, with an additional bead for the side chain) and glycine (SP1). 724 
Adapted versions of Gō-like models72 or Elastic Networks73 were used to 725 
maintain the tertiary protein structure. All CG protein models were constructed 726 
using Martinize2, described in Supplementary Codes, section H1. Lipid 727 
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mapping was inspired by the previous Martini model74–77, but now following 728 
the Martini 3 rules for mapping and also with adaptations in the bonded 729 
parameters inspired by the “extensible model” of Carpenter et al.78.  730 
 731 
2) General setup for CG MD simulations and Analysis   732 
Settings for the CG simulations followed, in general, the “new" Martini set of 733 
simulation parameters79 using the leap-frog algorithm80 for integrating the 734 
equations of motion. The Verlet neighbor search algorithm81 is used to update 735 
the neighbor list every 20 steps with a buffer tolerance of 0.005 kJ·mol−1·ps-1. 736 
For the Lennard-Jones terms, we used a cutoff scheme with a value of 1.1 nm 737 
and the Verlet cutoff scheme82 for the potential-shift. Long range electrostatic 738 
interactions were treated with reaction field83 or Particle Mesh Ewald (PME)84, 739 
with relative permittivity set to =15 and a cutoff value of 1.1 nm. Reaction 740 
field was used for most of the systems, except the ones explicitly mentioning 741 
PME. Periodic boundary conditions were used in all three dimensions. For the 742 
production simulations, the velocity rescaling thermostat85 (coupling time 743 
constant of 1.0 ps) and the Parrinello-Rahman barostat86 (coupling time 744 
constant of 12.0 ps) were employed to maintain temperature and pressure, 745 
respectively. Except for equilibration runs, a time step of 20 fs was used for all 746 
systems. CG simulation settings are available as input files for GROMACS on 747 
the Martini portal http://cgmartini.nl. GROMACS  2016.x and 2018.x were 748 
used to run all the MD simulations87,88. For automated running and managing 749 
the Martini 3 simulations, we provide an updated version of Martinate89,90, 750 
described in Supplementary Codes, section H2. All the analysis were 751 
performed using gmx analysis tools (GROMACS 2016 and 2018)87,88, VMD 752 
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1.9.4a1291, xmgrace (5.1.25) and MDAnalysis92. The graphs were plotted 753 
using Excel 2016, xmgrace (5.1.25) and gnuplot (5.2). Figures were compiled 754 
using VMD 1.9.4a12 and Inkscape 1.1. 755 
 756 
3) Parameter calibration, tests and validation 757 
In order to parametrize the LJ parameters of single beads and also test the 758 
Martini 3 CG models, many molecular systems and methods were used in this 759 
work. The overall iterative approach was not based in rigorous separation of 760 
calibration and validation groups. As Martini is based on pair interactions, it is 761 
hard to find simple systems that cover enough points in the interaction matrix 762 
for all bead size combinations. So, complex systems are not only used for 763 
validation but can be part of the calibration. The tests performed were 764 
separated in “tiers”, which represent systems with different level of complexity. 765 
In “tier 0”, isolate beads and simple-molecules are mainly used for calibration 766 
of LJ parameters, with balance of different bead sizes and thermodynamics 767 
data (e.g. liquid-liquid partitioning and miscibility) used as main targets. In the 768 
intermediate “tier 1”, bilayer properties are checked, together with qualitative 769 
tests, applied to systems like soluble and transmembrane proteins. These 770 
qualitative tests are designed as “yes-or-no” questions to evaluate the overall 771 
quality of the force field. At the same time, some points in the interaction 772 
matrix were also tested and fine-tuned here. In the final “tier 2", quantitative 773 
tests involving complex systems are performed, including comparisons with 774 
experimental or atomistic simulation data. Here most of the system are 775 
considered validation. For a complete overview of the parametrization 776 
strategy used, see the Supplementary Notes, section B. The 777 
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Supplementary Notes, section D provide details of the specific systems and 778 
methods used in the tests performed to parametrize and validate the new 779 
Martini 3 LJ parameters. Further information on research design is available in 780 
the Life Sciences Reporting Summary linked to this article. 781 
 782 
DATA AVAILABILITY 783 
Force-field parameters and procedures (e.g. tutorials) are publicly available at 784 
http://cgmartini.nl. Simulation Data (e.g. trajectories) supporting the results of 785 
this paper are available from the corresponding authors upon reasonable 786 
request. 787 
 788 
CODE AVAILABILITY 789 
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