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SHORTING, PARALLEL ADDITION AND FORM SUMS OF
NONNEGATIVE SELFADJOINT LINEAR RELATIONS
YU.M. ARLINSKI˘I
Abstract. We extend the operations of shorting and parallel addition from the cone of
bounded nonnegative selfadjoint operators in a Hilbert space to the set of all nonnegative
selfadjoint linear relations. New properties of these operations and connections with the
Cayley transforms are established. It is shown that for a pair of nonnegative selfadjoint
linear relations there exist, in general, two arithmetic–harmonic means. Applications of
the arithmetic, harmonic, and arithmetic–harmonic means to the theory of nonnegative
selfadjoint extensions of nonnegative symmetric linear relations are given.
1. Introduction
We will use the following notations: domA, ranA, and kerA are the domain, the range,
and the kernel of a linear operator/linear relation A, ranA and closL denote the closure
of ranA and of the set L, respectively. By s − lim we denote the strong limit of operators
and s− R− lim means the strong resolvent limit of operators/linear relations [17, 33]. The
Banach space of all bounded operators acting between Hilbert spaces H1 and H2 is denoted
by B(H1,H2) and B(H) := B(H,H). The cone of all bounded self-adjoint nonnegative
operators in a complex Hilbert space H is denoted by B+(H). If A1, A2 are two bounded
selfadjoint operators in H and the difference A1 − A2 belongs to B+(H), then we write
A1 ≥ A2. If L is a subspace (closed linear manifold) in H, then PL is the orthogonal
projection in H onto L, and L⊥ def= H⊖L. N is the set of natural numbers, N0 := N ∪ {0},
C is the field of complex numbers, R+ := [0,∞).
Let H be a complex Hilbert space and let S ∈ B+(H). It was discovered by M.G. Kre˘ın
[34] that for an arbitrary subspace L of H the set
(1.1) Ξ(S,L) :=
{
S˜ ∈ B+(H) : S˜ ≤ S, ran S˜ ⊆ L
}
has a maximal element SL. The operation 〈S,L〉 7→ SL was applied in [34] to the problem of a
description contractive selfadjoint extensions of a non-densely defined Hermitian contraction.
The following representations of SL and associated quadratic form were established in [34]:
(1.2) SL = S
1
2PMS
1
2 , (SLf, f) = inf
ϕ∈L⊥
{(S(f + ϕ), f + ϕ)} , f ∈ H,
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where PM is the orthogonal projection in H onto the subspace M =
{
f ∈ H : S 12f ∈ L
}
.
Besides [34]
(1.3) ranS
1
2
L = ranS
1
2 ∩ L, SL = 0 ⇐⇒ ranS 12 ∩ L = {0}.
A bounded selfadjoint operator S admits the block operator matrix representation w.r.t. the
orthogonal decomposition H = L⊥ ⊕L:
S =
[
S11 S12
S∗12 S22
]
:
L⊥
⊕
L
→
L⊥
⊕
L
,
where S∗11 = S11, S
∗
22 = S22. It is well known (see e.g. [47]) that
(1.4) S ≥ 0⇐⇒
 S11 ≥ 0, ranS12 ⊂ ranS
1
2
11,
S22 −
(
S
[− 1
2
]
11 S12
)∗ (
S
[− 1
2
]
11 S12
)
≥ 0 ,
and the operator SL is given by the block matrix
(1.5) SL =
[
0 0
0 S22 −
(
S
[− 1
2
]
11 S12
)∗ (
S
[− 1
2
]
11 S12
)] ,
where S
[− 1
2
]
11 is the Moore-Penrose pseudo-inverse. If S
−1
11 ∈ B(L⊥), then the operator
S22 −
(
S
[− 1
2
]
11 S12
)∗ (
S
[− 1
2
]
11 S12
)
takes the form S22 − S∗12S−111 S12 and is said to be the Schur
complement of S w.r.t. L [53]. From (1.5) it follows that
SL = 0 ⇐⇒ ranS12 ⊂ ranS
1
2
11 and S22 = S
∗
12S
−1
11 S12.
The function B+(H) ∋ S 7→ SL has the following property [47]: in the strong convergence
sense
(1.6) B+(H) ⊃ {Sn} ց S∞ =⇒ (Sn)L ց (S∞)L
For the case of a nonnegative S acting on a finite-dimensional Hilbert spaceH, the operator
SL in (1.5) was called by W.N. Anderson in [1] the shorted operator due to the its connection
with electrical network theory. It was shown [1, Theorem 1] that if the shorted operator is
defined by such a way, then it is the maximal element of the set Ξ(S,L) defined in (1.1).
Basic properties of SL were studied in [1, 2, 3, 26, 34, 35, 39, 40, 42, 43, 47].
The parallel sum B : G for B,G ∈ B+(H) for the case of finite-dimensional H was defined
in [2] as follows
B : G = B(B +G)[−1]G,
where (B + G)[−1] is the Moore-Penrose pseudo-inverse. In the general case of dimH ≤ ∞
the operator B : G is of the form
(1.7) B : G = (B−1 +G−1)−1,
if both B and G have bounded inverses and if this is not the case, then
B : G = s− lim
ε↓0
(B + εI) : (G+ εI) = s− lim
ε↓0
(
(B + εI)−1 + (G+ εI)−1
)−1
= s− lim
ε↓0
B (B +G+ εI)−1G.
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In [26] the following important property of the parallel sum is established:
(1.8) ran (B : G)
1
2 = ranB
1
2 ∩ ranG 12 .
The quadratic form ((B : G)h, h) admits the representation
((B : G)ϕ, ϕ) = inf
f,g∈H
{ (Bf, f) + (Gg, g) : ϕ = f + g } ,
see [3, 5, 26, 44]. It follows that B : G ≤ B and B : G ≤ G. As is known [44], B : G can be
calculated as follows
B : G = B − ((B +G)[−1/2]B)∗ ((B +G)[−1/2]B) ,
i.e., the parallel addition can be expressed [3] by means of the shorting:
B : G =
([
B +G B
B B
])
{0}⊕H
↾ {0} ⊕ H.
The latter representation leads to the following statement, see [44, Theorem 2.5]:
(1.9) B+(H) ⊃ {Bn}, {Gn}, Bn ց B∞, Gn ց G∞ in the strong convergence sense
=⇒ s− lim
n→∞
(Bn : Gn) = B∞ : G∞.
Another connections between shorting and parallel addition were established in [3] and are
given by the following equalities
(1.10) BL = s− lim
t↑+∞
(B : tPL),
(1.11) (B : G)L = BL : G = B : GL = BL : GL.
Various applications of shorting and parallel addition in complex analysis, operator theory,
probability and statistics, numerical analysis are scattered in the literature. For matrices
some of applications can be found in the books [38, 53]. Generalizations of the shorting and
parallel additions to the cases of bounded operators, acting between two Hilbert spaces, on
linear spaces, and on Kre˘ın spaces, are given in [8, 19, 27, 37]. The operation of parallel
addition has been extended to quadratic forms in [31, 32, 51, 52].
In this article the shorting and parallel addition are defined and studied for nonnegative
selfadjoint linear relations (l.r. for short) and, in particular, for unbounded nonnegative
selfadjoint operators. We define the shorting AL similarly to Kre˘ın’s definition (1.1) for a
bounded nonnegative selfadjoint operator. The parallel addition of two nonnegative selfad-
joint l.r. we define as in (1.7), replacing the sum by the form sum. Recall that the form sum
A+˙B of nonnegative selfadjoint l.r. A and B is the nonnegative selfadjoint l.r. associated
with the closed quadratic form g[ϕ] = ||A 12ϕ||2+ ||B 12ϕ||2, ϕ ∈ domA 12 ∩domB 12 [25, 29, 33].
We show, see Theorem 5.4, that the inclusion ranA
1
2 + ranB
1
2 ⊆ ran (A+˙B) 12 holds. In the
sequel the nonnegative selfadjoint l.r. (A+˙B)/2 will be called the arithmetic mean of A and
B. The harmonic mean h(A,B) of A and B (in [36] the notation A!B was used) is defined
as follows
h(A,B) = 2(A : B) =
(
1
2
(A−1+˙B−1)
)−1
.
For A,B ∈ B+(H) the inequality h(A,B) ≤ (A+B)/2 is valid [6].
For nonnegative selfadjoint l.r. we show that equalities (1.3), (1.8), (1.11) remain valid
and some new properties of shorting and parallel additions we establish in Theorems 3.1,
3.3, 4.2.
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There is a one-to-one correspondence between nonnegative selfadjoint l.r. L and selfadjoint
contractions T given by the Cayley transform:
(1.12)
L 7→ C(L) = T := −I + 2(I + L)−1 ∈ [−I, I],
[−I, I] ∋ T 7→ C(T ) = L := −I + 2(I + T )−1 = {{(I + T )f, (I − T )f} : f ∈ H} ,
C(C(L)) = L, C(L−1) = −T = −C(L).
In Theorem 3.1 and Theorem 5.2 we establish the following equalities, connecting the Cayley
transforms:
C(AL) = I − (I − C(A))L,
C
(
1
2
(A+˙B)
)
= h(I + C(A), I + C(B))− I,
C (h(A,B)) = I − h(I − C(A), I − C(B)),
where A and B are nonnegative selfadjoint l.r. and L is a subspace. Using the above equali-
ties and replacing the strong convergence by the strong resolvent convergence, in Proposition
3.2 and Corollary 5.3 we extend properties (1.6), (1.9), (1.10) to the set of all nonnegative
selfadjoint l.r..
The mean c0(a, b) :=
a + b+ 2ab
2 + a+ b
of positive numbers a and b satisfies the inequalities
2ab
a+ b
≤ a+ b+ 2ab
2 + a+ b
≤ a+ b
2
with ” = ” if and only if a = b. Using the Cayley transforms, the mean c0 can be extended
to arbitrary nonnegative selfadjoint l.r. A and B:
c0(A,B) := C
(
C(A) + C(B)
2
)
.
We prove in Theorem 5.4 analogues of the above inequalities:
h(A,B) ≤ c0(A,B) ≤
A+˙B
2
with ” = ” if and only if A = B.
The geometric mean A#B for A,B ∈ B+(H) can be defined as follows [6, 36, 45]:
A#B :=
 max
{
X ∈ B+(H) : |(Xϕ, ψ)| ≤ ||A 12ϕ|| ||B 12ψ|| ϕ, ψ ∈ H
}
,
A
1
2
(
A−
1
2BA−
1
2
) 1
2
A
1
2 , if A−1 and B−1 are bounded
.
For commuting A and B one has A#B = (AB)
1
2 . The following definition [4] of geometric
mean as the arithmetic–harmonic mean is a straightforward generalization of this notion for
positive numbers. Define
A0 := A, B0 := B, An :=
1
2
(An−1 +Bn−1), Bn := h(An−1, Bn−1), n ∈ N.
Then {An}, {Bn} are non-increasing and non-decreasing sequences, respectively, and they
have the common strong limit g(A,B), which coincides with A#B and thus
h(A,B) ≤ A#B ≤ 1
2
(A+B).
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In Section 6 we define similar sequences for nonnegative selfadjoint l.r. A and B and show
that, in general, there is no a common strong resolvent limit, i.e., there are two arithmetic-
harmonic means ah(A,B).
According to Kre˘ın’s results [34] and their generalizations in [7, 11, 18, 28, 29, 30] (see
Section 7), the Cayley transform of the set of all nonnegative selfadjoint extensions of a
nonnegative symmetric l.r. forms an operator interval. In Theorem 7.1, in particular, we find
parameters corresponding to the arithmetic and harmonic means of given two nonnegative
selfadjoint extensions, in Proposition 7.2 we show that the pair of arithmetic–harmonic
means ah(S˜1, S˜2) for two extremal nonnegative selfadjoint extensions S˜1, S˜2 of a nonnegative
symmetric operator or linear relation consists of 1
2
(S˜1+˙S˜2) and h(S˜1, S˜2). In Proposition 7.3
we show for differential operators in L2(R+) Lcf = −d
2f
dx2
domLc = {f ∈ W 22 (R+), f ′(0) = cf(0)} , c ∈ [0,+∞], W 22 (R+) is the Sobolev space
the validity of the equalities
1
2
(Lc+˙Ld) = L 1
2
(c+d), h(Lc, Ld) = L 2cd
c+d
, ah(Lc, Ld) = L√cd,
1
2
(L0+˙L∞) = L∞, h(L0, L∞) = L0, ah(L∞, L0) = 〈L∞, L0〉 .
In the case of a nonnegative symmetric l.r. having one-dimensional resolvent difference
of its Friedrichs and Kre˘ın extensions, we calculate in Theorem 7.4 parameters correspond-
ing to the resolvents of the arithmetic–harmonic means of any two nonnegative selfadjoint
extensions.
2. Nonnegative selfadjoint linear relations
Let H be a Hilbert space and let
JH : {f, f ′} 7→ {if ′,−if}, f, f ′ ∈ H.
Then JH is selfadjoint and unitary operator in the Hilbert space H2 = H ⊕H. Let A be a
l.r. in H [9], i.e., A is a closed linear manifold (a subspace) in the Hilbert space H2. Recall
that the l.r. A∗ := H2 ⊖ JHA is called the adjoint to A. If A = {{ϕ, ϕ′}}, then, clearly,
A∗ = {{g, g′} : (ϕ′, g) = (ϕ, g′) ∀ {ϕ, ϕ′} ∈ A} .
A l.r. A is called selfadjoint if A∗ = A ⇐⇒ A = H2 ⊖ JHA. The domain, range, kernel
and multi-valued part of a l.r. A are defined as follows:
domA = {f ∈ H : {f, f ′} ∈ A} , ranA = {f ′ ∈ H : {f, f ′} ∈ A} ,
kerA = {f ∈ H : {f, 0} ∈ A} , mulA = {f ′ ∈ H : {0, f ′} ∈ A} .
The l.r. A−1 := {{f ′, f} : {f, f ′} ∈ A} is called the inverse to A. Clearly
domA−1 = ranA, ranA−1 = domA, kerA−1 = mulA, mulA−1 = kerA.
Recall that a symmetric (selfadjoint) l.r. A admits the orthogonal decomposition A =
Graph(Ao)
⊕{{0} ⊕ mulA}, where Ao is the symmetric (selfadjoint) operator part acting
on domA (domA = H⊖mulA when A is selfadjoint).
The resolvent (A − λI)−1 of a selfadjoint l.r. A is defined for all regular points ρ(Ao) of
the operator part Ao and takes the form
(A− λI)−1f = (Ao − λI)−1PAf, f ∈ H,
where PA is the orthogonal projection onto domA. We will identify ρ(A) with ρ(Ao).
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If L is a subspace of H, then PL(A − λI)−1↾L is called the compressed resolvent of A.
The holomorphic family MA,L of l.r.
(2.1) MA,L(λ) := −
(
PL(A− λI)−1↾L
)−1 − λIL, λ ∈ ρ(Ao)
is a Nevanlinna function or a Nevanlinna family [21, 22]. Note that
(2.2) MA−1,L(λ) =
(MA,L(λ−1))−1 , λ ∈ ρ(A) \ {0}.
If a bounded selfadjoint operator A in the Hilbert space H = L⊥ ⊕ L is given by the block
operator matrix
A =
[
A11 A12
A∗12 A22
]
, A11 = A
∗
11, A22 = A
∗
22,
then B(L)-valued function
(2.3) MA,L(λ) := −A22 + A∗12 (A11 − λIL⊥)−1A12, λ ∈ ρ(A11)
is a Nevanlinna function and
PL (A− λIL)−1 ↾L = − (MA,L(λ) + λIL)−1 , λ ∈ ρ(A) ∩ ρ(A11).
In the sequel the notation A↾L is used for the l.r.
A↾L := {{f, f ′} : f ∈ domA ∩ L, {f, f ′} ∈ A} .
It is established in [50] that if A is a selfadjoint unbounded linear operator and L is a subspace
with finite codimension, then the operator PLA↾L is selfadjoint in the space L. In [41] has
been proved that the compression PLA↾L of a maximal dissipative operator A is maximal
dissipative in L. Further in [16] similar assertions were obtained for selfadjoint and maximal
dissipative l.r..
Let A = {{f, f ′}} be a symmetric l.r. in the Hilbert space H. Then for any {f, f ′} ∈ A
one has the equality [46]
(f ′, f) = (Aof, f).
A l.r. A is called nonnegative (we will write A ≥ 0) if (f ′, f) ≥ 0 for all {f, f ′} ∈ A.
If A is a nonnegative selfadjoint l.r. then the square root A
1
2 is defined as follows
A
1
2 = Graph(A
1
2
o )
⊕
{{0} ⊕mulA}}, ranA 12 = ranA
1
2
o ⊕mulA.
Hence
A−
1
2 = {{A
1
2
o f, f}, f ∈ domA
1
2
o }
⊕
{{mulA⊕ {0}}.
Let a = a[·, ·] be a nonnegative sesquilinear form in the Hilbert space H with domain dom a
and let a[ϕ] := a[ϕ, ϕ], ϕ ∈ dom a. The form a is closed [33] if{
lim
n→∞
ϕn = ϕ, lim
n,m→∞
a[ϕn − ϕm] = 0,
{ϕn} ⊂ dom a
=⇒ ϕ ∈ dom a, lim
n→∞
a[ϕn − ϕ] = 0.
The form a is closable [33] if{
lim
n→∞
ϕn = 0, lim
n,m→∞
a[ϕn − ϕm] = 0,
{ϕn} ⊂ dom a
=⇒ lim
n→∞
a[ϕn] = 0.
The form a is closable if and only if it has a closed extension, and in this case the closure
of the form is the smallest closed extension of a. The inequality a1 ≥ a2 for semi-bounded
forms a1 and a2 is defined by
(2.4) dom a1 ⊆ dom a2, a1[ϕ] ≥ a2[ϕ], ϕ ∈ dom a1.
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In particular, a1 ⊂ a2 implies a1 ≥ a2. If the forms a1 and a2 are closable, the inequality
a1 ≥ a2 is preserved by their closures.
If A = {{f, f ′}} is a nonnegative symmetric l.r., then the form
a[f ] = (f ′, f), {f, f ′} ∈ A, f ∈ domA = domAo
is closable [33, 46]. There is a one-to-one correspondence between all closed nonnegative
forms a and all nonnegative selfadjoint l.r. A in H (the first representation theorem [33]),
see [33, 46], via domA ⊂ dom a and
(2.5) a[f, ψ] = (Aof, ψ), f ∈ domA, ψ ∈ dom a.
In what follows the closed form associated with A is denoted by A[·, ·] and its domain by
D[A]. By the second representation theorem
(2.6) A[ϕ, ψ] = (A
1
2
o ϕ,A
1
2
o ψ), ϕ, ψ ∈ D[A] = domA
1
2
o .
The formulas (2.5), (2.6) are analogs of Kato’s representation theorems for, in general,
nondensely defined closed semi-bounded forms in [33, Section VI]; see e.g. [46, 14, 30].
If A is a nonnegative selfadjoint l.r. and if T = C(A) is its Cayley transform, then [12]
(2.7)
 D[A] = ran (I + T )
1
2 ,
A[u, v] = −(u, v) + 2
(
I + T )[−
1
2
]u, (I + T )[−
1
2
]v
)
, u, v ∈ D[A],
where (I + T )[−
1
2
] is the Moore-Penrose pseudo-inverse. Replacing A by A−1 in (2.7), we
conclude that ranA
1
2 = ran (I − T ) 12 .
Given a sequence {An} of nonnegative selfadjoint l.r., we say that {An} converges in the
strong resolvent sense [33] to a nonnegative selfadjoint l.r. A
(s− R− lim
n→∞
An = A) if the sequence of the resolvent {(An + I)−1} converges in the strong
sense to the resolvent (A + I)−1 (s− lim
n→∞
(An + I)
−1 = (A+ I)−1).
Let A1 and A2 be nonnegative selfadjoint l.r. in H, then A1 and A2 are said to satisfy the
inequality A1 ≥ A2 if
domA
1
2
1,o ⊂ domA
1
2
2,o and ‖A
1
2
1,oϕ‖ ≥ ‖A
1
2
2,oϕ‖, ϕ ∈ domA
1
2
1,o.
This means that the closed nonnegative forms A1[·, ·] and A2[·, ·] associated with A1 and A2
satisfy the inequality A1[ϕ] ≥ A2[ϕ] for all ϕ ∈ D[A1]; see (2.4), (2.6). Finally we note that
the inequalities A1 ≥ A2 ≥ 0 are equivalent to the inequality A−11 ≤ A−12 , see [29]. Besides,
(2.8) A1 ≥ A2 ≥ 0⇐⇒ −I ≤ C(A1) ≤ C(A2) ≤ I.
Let A be a nonnegative selfadjoint l.r. in H. Then the resolvent (A + xI)−1 is a bounded
nonnegative selfadjoint operator for an arbitrary positive number x. If 0 ≤ x1 ≤ x2, then,
clearly, A−1 ≥ (A+ x1I)−1 ≥ (A+ x2I)−1 and
(2.9)
lim
x↓0
((A+ xI)−1f, f) = lim
x↓0
∥∥∥(Ao + xI)− 12PAf∥∥∥2
=

0, f ∈ mulA
||A[−
1
2
]
o PAf ||2, PAf ∈ ranA
1
2
o
+∞, f ∈ H \ ranA 12
=
{
A−1[f ], f ∈ ranA 12
+∞, f ∈ H \ ranA 12 .
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Let A and B be two nonnegative selfadjoint l.r.. If domA∩domB 6= 0, then it is naturally
defined the sum
A +B := {{f, f ′ + g′} : {f, f ′} ∈ A, {f, g′} ∈ B}
which is nonnegative symmetric l.r. and it, in general, is not selfadjoint.
On the other side, one can define a quadratic form
g[ϕ] = A[ϕ] +B[ϕ], ϕ ∈ D[A] ∩ D[B],
which is nonnegative and closed [33, 25, 29]. Hence, by the first representation theorem,
[33, 46] there is a nonnegative selfadjoint l.r. associated with g. This l.r. is called the form
sum of A and B [24, 25, 29, 33] and is denoted by A+˙B. Observe that
A+˙B = {0} ⊕H ⇐⇒ D[A] ∩ D[B] = {0}.
3. Shorted operators for non-negative selfadjoint linear relations
Theorem 3.1. Let A be a nonnegative selfadjoint l.r. in the Hilbert space H and let L be a
subspace of H. Then the set
(3.1) Ξ(A,L) =
{
A˜ is a nonnegative selfadjoint l.r., A˜ ≤ A, ran A˜ ⊆ L
}
has a unique maximal element AL and kerAL ⊇ L⊥. Moreover,
(1) the l.r. AL↾L is selfadjoint in L and (AL↾L)−1 is associated with the closed sesquilin-
ear form cL defined as follows
(3.2) cL[f, g] := A
−1[f, g], f, g ∈ dom cL = ranA 12 ∩ L;
(2) the equality ran (AL)
1
2 = ranA
1
2 ∩ L holds and AL = 0 (domAL = H) if and only if
ranA
1
2 ∩ L = {0};
(3) if C(A) is the Cayley transform (1.12) of A, then
(3.3) AL = C (I − (I − C(A))L) ;
(4) AL is an operator (mulAL = {0}) if and only if mulA ∩ L = {0};
(5) AL ∈ B+(H) \ {0} if and only if the linear manifold
(3.4) M :=
{
f ∈ D[A] : A 12f ∈ L
}
is a subspace and mulA ∩ L = {0}.
Proof. The operator T := C(A) admits the following block operator matrix representation
(3.5) T =
[
D C
C∗ F
]
:
L⊥
⊕
L
→
L⊥
⊕
L
.
If A˜ ∈ Ξ(A,L) and if T˜ = C(A˜) = −I + 2(I + A˜)−1 is the Cayley transform of A˜, then
because A˜ + I ≤ A + I and 2(A˜ + I)−1 = I + T˜ , 2(A + I)−1 = I + T , we conclude that
I + T˜ ≥ I + T. On the other hand, the representation
A˜ =
{
{(I + T˜ )g, (I − T˜ )g}, g ∈ H
}
SHORTING, PARALLEL ADDITION AND FORM SUMS 9
and the inclusion ran A˜ ⊆ L yield that ran (I − T˜ ) ⊆ L. The latter is equivalent to the
equality T˜ ↾L⊥ = IL⊥. It follows that T˜ is of the form T˜ =
[
I 0
0 F˜
]
:
L⊥
⊕
L
→
L⊥
⊕
L
. Since
(I + T˜ )− (I + T ) =
[
I −D −C
−C∗ F˜ − F
]
:
L⊥
⊕
L
→
L⊥
⊕
L
and (I + T˜ )− (I + T ) ≥ 0, from (1.4) we get the following inequality
F˜ − F −
(
(I −D)[− 12 ]C
)∗
(I −D)[− 12 ]C ≥ 0.
Recall (cf. [15, 20, 48]), that the block operator-matrix (3.5) is a selfadjoint contraction if
and only if the following properties of the entries are valid
(3.6)

D ∈ [−IL⊥, IL⊥], C∗ = NDD, F = −NDN∗ +DN∗XDN∗ ,
N ∈ B(DD,L) is a contraction,
X ∈ B(DN∗) is a selfadjoint contraction
.
From the structure (3.6) of entries of T we obtain that
F ′ := F +
(
(I −D)[− 12 ]C
)∗
(I −D)[− 12 ]C = NN∗ +DN∗XDN∗ .
Thus, −IL ≤ F ′ ≤ F˜ ≤ IL. Since the set Ξ(A,L) coincides with the Cayley transforms of
the set
Υ(T,L) := C (Ξ(A,L)) =
{
T˜ ∈ [−I, I] : T˜ ↾L⊥ = IL⊥, T˜ ≥ T
}
and
min
T˜∈Υ(BL)
T˜ = T ′ =
[
I 0
0 F ′
]
:
L⊥
⊕
L
→
L⊥
⊕
L
,
we obtain that
max
A˜∈Ξ(A,L)
A˜ = C(T ′) =: AL.
Let (I − T )L be the Kre˘ın shorted operator. Then (3.5) and (1.5) yield
(I − T )L =
[
0 0
0 I − F −
(
(I −D)[− 12 ]C
)∗
(I −D)[− 12 ]C
]
=
[
0 0
0 I − F ′
]
.
Therefore
T ′ = I − (I − T )L, AL = C (I − (I − T )L) .
Due to the properties of the shorted operator we have
L ∩ ran (I − T ) 12 = ran ((I − T )L)
1
2 = ran (I − F ′) 12 .
It follows that
AL = C(T ′) = {{(I + T ′)g, (I − T ′)g}, g ∈ H}
=
{{h, 0} : h ∈ L⊥}⊕ {{(IL + F ′)f, (IL − F ′)f} : f ∈ L} = (L⊥ ⊕ {0})⊕C(F ′).
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Hence AL↾L = C(F ′) ⊂ L⊕ L. Set
L′ := {f ∈ H : (I − T ) 12 f ∈ L}.
Because (see (1.2)),
(I − T )L = (I − T ) 12PL′(I − T ) 12
and
(I − T )L↾L = I − F ′
we get that
(I − T ) 12 ↾L′ = (I − F ′) 12V ′,
where V ′ is an isometry from L′ onto ran (I − F ′). It follows that
||(I − T )[− 12 ]f || = ||(I − F ′)[− 12 ]f ||, f ∈ ran (I − T ) 12 ∩ L = ran (I − F ′) 12 .
Now (2.7) yields that
A−1[f, g] = (C(F ′))−1 [f, g] = (AL↾L)−1 [f, g], f, g ∈ D[A−1] ∩ L = ranA 12 ∩ L.
Using definition (3.2) of the form cL, we get
mulAL = {0} ⇐⇒ ker(AL)−1 = {0} ⇐⇒ ker cL = {0} ⇐⇒ mulA ∩ L = {0},
AL ∈ B+(H) \ {0} ⇐⇒
{
mulA ∩ L = {0},
cL[f ] ≥ m||f ||2 ∀f ∈ L ∩ ranA
1
2
o , m > 0
.
The latter is equivalent to the conditions: mulA ∩ L = {0} and the linear manifold defined
in (3.4) is closed.

Observe that since AL ≤ A and D[AL] = L⊥ ⊕D[AL↾L], we have
D[A] ∩ L ⊆ D[AL↾L], AL[f ] ≤ A[f ] ∀f ∈ D[A] ∩ L.
Let A1 and A2 be nonnegative selfadjoint l.r.. Suppose A1 ≤ A2. Then Ξ(A1,L) ⊂ Ξ(A2,L)
for any subspace L in H. Hence
(A1)L ≤ (A2)L.
The next proposition is an extension of the property (1.6) to the set of all nonnegative
selfadjoint l.r..
Proposition 3.2. Let {An} be a sequences of nonnegative selfadjoint l.r. and let L be a
subspace in H. Then in the strong resolvent convergence sense
An ց A∞ =⇒ (An)L ց (A∞)L.
Proof. Set Tn := C(An), n ∈ N, T∞ := C(A∞). Then
s− R− lim
n→∞
An = A∞ =⇒ s− lim
n→∞
Tn = T∞.
Moreover, {An} is non-increasing⇐⇒ {Tn} is non-decreasing⇐⇒ {I−Tn} is non-increasing
=⇒ {(I − Tn)L} is non-increasing for each subspace L in H. Because {I − Tn} ⊂ B+(H) we
get [47] that in the strong convergence sense
(I − Tn)L ց (I − T∞)L.
Hence from (3.3)
s− R− lim
n→∞
(An)L = s− R− lim
n→∞
C (I − (I − Tn)L) = C (I − (I − T∞)L) = (A∞)L.
The proof is complete. 
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Replacing A by A−1 in Theorem 3.1 we get that
(A−1)L = max{B˜ : B˜ ∈ Ξ(A−1,L)} = min
{
A˜ : A˜ = A˜∗, A˜ ≥ A, dom A˜ ⊆ L
}
and ((A−1)L↾L)−1 is associated with the closed form
(3.7) dL[ϕ, ψ] = A[ϕ, ψ], ϕ, ψ ∈ D[A] ∩ L.
Besides, ran ((A−1)L)
1
2 = D[A] ∩ L and (A−1)L = 0 if and only if D[A] ∩ L = {0}.
Theorem 3.3. Let A be a nonnegative selfadjoint l.r. in the Hilbert space H and let L be a
subspace of H. Then
AL ≤ ((A−1)L)−1.
Let MA,L(λ) be the Nevanlinna family defined in (2.1). Then
AL↾L = −
(
s− R− lim
λ↑0
MA,L(λ)
)
,
((A−1)L)−1↾L = −
(
s− R− lim
λ↓−∞
MA,L(λ)
)
.
Proof. If C(A) = T , then C(A−1) = −T . Hence from (3.3) we get
(3.8) (A−1)L = C (I − (I + T )L) .
Then (3.8) implies
(3.9)
(
(A−1)L
)−1
= C ((I + T )L − I) .
The equality (I − T ) + (I + T ) = 2I and the definition of the shorted operator produce the
inequality
(I − T )L + (I + T )L ≤ 2I.
Hence
I − (I − T )L ≥ (I + T )L − I.
From (2.8) it follows that
AL = C (I − (I − T )L) ≤ C ((I + T )L − I) =
(
(A−1)L
)−1
.
The operator T takes the block operator matrix form (3.5). The entries C and F of T admit
the representations (3.6), i.e.,
C∗ = NDD, C = DDN∗, F = −NDN∗ +DN∗XDN∗ .
Define the function
(3.10) Φ(z) = F + zC∗(IL⊥ − zD)−1C, z ∈ C \ {(−∞,−1] ∪ [1,+∞)}.
The function Φ belongs to the class RS(L) [13], i.e., Φ is a Nevanlinna function and the
Schur class function in the unit disk D. Then there exist strong limit values Φ(±1) and
Φ(−1) = s− lim
x↓−1
Φ(x) = F −
(
(I +D)[−
1
2
]C
)∗
(I +D)[−
1
2
]C = −NN∗ +DN∗XDN∗ ,
Φ(1) = s− lim
x↑1
Φ(x) = F +
(
(I −D)[− 12 ]C
)∗
(I −D)[− 12 ]C = NN∗ +DN∗XDN∗ .
Observe that
(I ± T )L =
[
0 0
0 I ± Φ(∓1)
]
:
L⊥
⊕
L
→
L⊥
⊕
L
.
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Therefore (3.3) and (3.9) yield
AL↾L = C(Φ(1)), ((A−1)L)−1↾L = C(Φ(−1)).
But then due to Φ(1) = C(AL↾L) and Φ(−1) = C(((A−1)L)−1↾L) we have −Φ(1) =
C ((AL↾L)−1) ,
IL − Φ(1) = 2(IL + (AL↾L)−1↾L)−1, IL + Φ(−1) = 2
(
IL + ((A−1)L)−1↾L
)−1
Note that according to the Schur-Frobenius formula for the resolvent of block-operator matrix
the relation
(3.11) PL(IH − zT )−1↾L = (IL − zΦ(z))−1, z ∈ C \ {(−∞,−1] ∪ [1,+∞)}
holds.
Further we will use the following notations
NA,L(λ) := PL(A− λI)−1↾L, λ ∈ C \ R+,
NT,L(ξ) := PL(T − ξI)−1↾L, ξ ∈ C \ [−1, 1].
The resolvents of A and T are connected by the relations
(A− λI)−1 = − 1
1+λ
(
I + 2
1+λ
(
T − 1−λ
1+λ
I
)−1)
, λ ∈ ρ(A) \ {−1}
(A+ I)−1 =
1
2
(T + I) ,
,
⇐⇒ (A− λI)−1 = 1
1− λ(T + I)
(
I − 1+λ
1−λ T
)−1
, λ ∈ ρ(A).
Hence
(3.12)
(N−1A,L(λ) + I)−1 = NA,L(λ) (NA,L(λ) + I)−1
= −
(
I +
2
1 + λ
NT,L
(
1− λ
1 + λ
)) (
λ− 2
1 + λ
NT,L
(
1− λ
1 + λ
))−1
= −
(
N−1T,L
(
1− λ
1 + λ
)
+
2
1 + λ
)(
λN−1T,L
(
1− λ
1 + λ
)
− 2
1 + λ
)−1
.
From the equality C(A−1) = −T and the equality
N−1−T,L
(
1− λ
1 + λ
)
= −N−1T,L
(
−1− λ
1 + λ
)
one gets
(3.13)
(
N−1A−1,L(λ) + I
)−1
= −
(
−N−1T,L
(
−1− λ
1 + λ
)
+
2
1 + λ
)(
−λN−1T,L
(
−1− λ
1 + λ
)
− 2
1 + λ
)−1
.
Using (3.11) in the form
NT,L(ξ) = (Φ(ξ−1)− ξI)−1, ξ ∈ C \ [−1, 1],
where Φ(·) is defined by (3.10), we get the equalities
s− lim
ξ↓1
N−1T,L(ξ) = Φ(1)− IL, s− lim
ξ↑−1
N−1T,L(ξ) = IL + Φ(−1).
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Using (3.12), (3.13) and since
2(I + (AL)−1↾L)−1 = I − Φ(1), 2(I + ((A−1)L)−1↾L)−1 = I + Φ(−1),
we have
AL↾L = s− R− lim
λ↑0
(PL(A− λ)−1↾L)−1 ,
(A−1)L = s− R− lim
λ↑0
(PL(A−1 − λ)−1↾L)−1 .
From (2.1) (
PL(A− λ)−1↾L
)−1
= −MA,L(λ)− λIL, λ ∈ ρ(A).
Hence
AL↾L = −
(
s− R− lim
λ↑0
MA,L(λ)
)
.
Similarly
(A−1)L↾L = −
(
s− R− lim
λ↑0
MA−1,L(λ)
)
.
Consequently (
((A−1)L)↾L
)−1
= −
(
s− R− lim
λ↑0
(MA−1,L(λ))−1
)
.
Now (2.2) yields that(
((A−1)L↾L
)−1
= −
(
s− R− lim
µ↓−∞
MA,L(µ)
)
= s− R− lim
µ↓−∞
(
µIL +
(
PL(A− µI)−1↾L
)−1)
.

Let A =
[
A11 A12
A∗12 A22
]
:
L⊥
⊕
L
→
L⊥
⊕
L
be a bounded nonnegative selfadjoint operator in H.
Due to (1.4) the entry A12 admits the representation
A12 = A
1
2
11Y A
1
2
22, Y ∈ B(ranA22, ranA11) is a contraction.
From (1.5) we get the equality AL = A
1
2
22(I−Y ∗Y )A
1
2
22. In general A
−1 is a l.r.. But ((A−1)L)−1
is associated with the form A[ϕ, ψ], ϕ, ψ ∈ L. Hence
((A−1)L↾L)−1 = A22.
So, if A22 has bounded inverse, then (A
−1)L is bounded and vice versa. If this is a case, then
(A−1)L = A−122 .
On the other side the function MA,L defined in (2.3) takes the form
MA,L(λ) = −A22 + A
1
2
22Y
∗(A11 − λIL⊥)−1A11Y A
1
2
22, λ ∈ ρ(A11).
Hence
−
(
s− lim
λ↑0
M(λ)
)
= A
1
2
22(I − Y ∗Y )A
1
2
22 = AL↾L,
−
(
s− lim
λ↓−∞
M(λ)
)
= A22 = ((A
−1)L↾L)−1.
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Remark 3.4. Suppose that codimL < ∞. Let A be a nonnegative selfadjoint l.r. in H.
Then due to [50, 16] the l.r. PLA−1↾L and PLA↾L are selfadjoint and, therefore, they are
associated with the closed forms cL and dL defined in (3.2) and in (3.7), respectively. Hence,
due to Theorem 3.1 one gets
AL↾L =
(
PLA−1↾L
)−1
, ((A−1)L)−1 = PLA↾L.
4. Parallel addition of nonnegative selfadjoint linear relations
Definition 4.1. Let A and B be nonnegative selfadjoint l.r. in H. Then the nonnegative
selfadjoint l.r. A : B defined as follows
A : B =
(
A−1+˙B−1
)−1
,
where +˙ is the form sum, is said to be the parallel sum of A and B. The l.r.
h(A,B) := 2(A : B) =
(
A−1+˙B−1
2
)−1
is said to be the harmonic mean of A and B.
Clearly, the parallel sum of two nonnegative selfadjoint l.r. is the nonnegative selfadjoint
l.r. as well. From Definition 4.1 it follows that
(4.1)
A−1+˙B−1 = (A : B)−1, A−1 : B−1 = (A+˙B)−1,
1
2
(A−1+˙B−1) = (h(A,B))−1, h(A−1, B−1) =
(
A+˙B
2
)−1
,
and
mul (A : B) = ker(A−1+˙B−1) = mulA ∩mulB.
Hence, A : B is a selfadjoint operator if and only if mulA ∩mulB = {0}.
The parallel sum A : B is a bounded operator if and only if mulA∩mulB = {0} and the
quadratic form
q[g] := A−1[g] +B−1[g], g ∈ ranA 12 ∩ ranB 12
is positive definite. In particular, if A or B is a bounded nonnegative selfadjoint operator,
then the nonnegative selfadjoint l.r. A−1+˙B−1 has a bounded inverse, hence in this case the
l.r. A : B is a bounded nonnegative selfadjoint operator.
The theorem below shows that such way defined parallel addition for nonnegative selfad-
joint l.r. preserves basic properties of parallel addition for bounded nonnegative selfadjoint
linear operators.
Theorem 4.2. The parallel sum of nonnegative selfadjoint l.r. possesses the properties:
(1) λA : λB = λ(A : B), λ > 0,
(2) A : B = B : A,
(3) (A : B) : C = A : (B : C) =
(
A−1+˙B−1+˙C−1
)−1
,
(4) A : B ≤ A, A : B ≤ B,
(5) A1 ≤ A2 =⇒ A1 : B ≤ A2 : B,
(6) ran (A : B)
1
2 = ranA
1
2 ∩ ranB 12 ,
(7) A : B = 0 (i.e., dom (A : B) = H and (A : B)f = 0 ∀f ∈ H) if and only if
ranA
1
2 ∩ ranB 12 = {0},
(8) if the quadratic form A−1[·] is the closed restriction of the quadratic form B−1[·], then
h(A : B) = A.
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Besides, the following relation
(4.2) A : B = s− R− lim
n→∞
((
A+
1
n
I
)
:
(
B +
1
n
I
))
= s− R− lim
n→∞
((
A+
1
n
I
)−1
+
(
B +
1
n
I
)−1)−1
is valid.
Proof. The first three properties follows directly from Definition 4.1. Because A−1+˙B−1 ≥
A−1, we get A : B =
(
A−1+˙B−1
)−1 ≤ A. Similarly, A : B ≤ B.
A : B = 0⇐⇒ mul (A−1+˙B−1) = H ⇐⇒ ranA 12 ∩ ranB 12 = {0}.
If A1 ≤ A2, then A−11 ≥ A−12 and A−11 +˙B−1 ≥ A−12 +˙B−1. Hence
A1 : B =
(
A−11 +˙B
−1)−1 ≤ (A−12 +˙B−1)−1 = A2 : B.
Further,
ran (A : B)
1
2 = dom
(
A−1+˙B−1
) 1
2 = domA−
1
2 ∩ domB− 12 = ranA 12 ∩ ranB 12 .
If the quadratic form A−1[·] is the closed restriction of the quadratic form B−1[·], then for the
form sum A−1+˙B−1 one has that A−1+˙B−1 = 2A−1. Hence A : B = 1
2
A and h(A,B) = A.
For each n ∈ N define the nonnegative selfadjoint l.r. Hn as follows
Hn =
((
A+
1
n
I
)−1
+
(
B +
1
n
I
)−1)−1
.
Then {Hn} is a non-increasing sequence. By [17, Theorem 3.7] there exists
H∞ := s− R− lim
n→∞
Hn = s− R− lim
n→∞
((
A+
1
n
I
)−1
+
(
B +
1
n
I
)−1)−1
and
ranH
1
2∞ =
{
g ∈
∞⋂
n=1
ranH
1
2
n : lim
n→∞
∥∥∥(H− 12n )og∥∥∥2 <∞} ,∥∥∥(H− 12∞ )og∥∥∥2 = lim
n→∞
∥∥∥(H− 12n )og∥∥∥2 .
Since H∞ ≤ Hn ∀n, we get
H∞ ≤ A +
1
n
I, H∞ ≤ B +
1
n
I ∀n ∈ N.
Hence H∞ ≤ A and H∞ ≤ B.
Note that
H−1n =
(
A+
1
n
I
)−1
+
(
B +
1
n
I
)−1
is a bounded nonnegative seldfadjoint operator in H for each n ∈ N and∥∥∥H− 12n g∥∥∥2 = ((A+ 1
n
I
)−1
g, g
)
+
((
B +
1
n
I
)−1
g, g
)
, g ∈ H.
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Besides
kerH−1n = mulA ∩mulB ∀n ∈ N.
For each vector h ∈ H the sequence of numbers
{∥∥∥H− 12n g∥∥∥2}∞
n=1
is non-decreasing. From
(2.9) it follows that
lim
n→∞
∥∥∥H− 12n g∥∥∥2 <∞⇐⇒ g ∈ ranA 12 ∩ ranB 12 .
Thus
ranH
1
2∞ = ranA
1
2 ∩ ranB 12 = D[A−1] ∩ D[B−1],∥∥∥H− 12∞ g∥∥∥2 = H−1∞ [g] = A−1[g] +B−1[g] = (A−1+˙B−1)[g], g ∈ D[A−1] ∩ D[B−1].
Therefore, H−1∞ = A
−1+˙B−1, H∞ =
(
A−1+˙B−1
)−1
= A : B, i.e., (4.2) holds true. 
Theorem 4.3. Let A be a nonnegative selfadjoint l.r. in H and let L be a subspace of H.
Then the following equality
AL = s− R− lim
t↑+∞
(A : tPL)
holds.
Proof. Set
A(t) := A : tPL, t > 0.
Then A(t) ≤ A for all t > 0, A(t) is a non-decreasing sequences of nonnegative selfadjoint
l.r.,
ran (A(t))
1
2 = ranA
1
2 ∩ L ∀t > 0.
Hence ranA(t) ⊆ L for all t > 0 and, therefore, see (3.1), A(t) ∈ Ξ(A,L) for all t > 0. From
[17, Theorem 3.1] it follows that there exists
(4.3) s− R− lim
t↑+∞
A(t) =: A0.
Since kerA(t) ⊇ L⊥, we get kerA0 ⊇ L⊥ ⇐⇒ ranA0 ⊆ L. Hence A0 ∈ Ξ(A,L).
Let A˜ ∈ Ξ(A,L). Set
H˜n(t) :=
((
A˜+
1
n
I
)−1
+
(
tP +
1
n
I
)−1)−1
, n ∈ N, t > 0.
Because ker A˜ ⊇ L⊥ and kerPL = L⊥, PL↾L = IL, we have that
H˜n(t)↾L⊥ =
1
2n
IL⊥, (H˜n(t))
−1↾L =
(
A˜+
1
n
IL
)−1
↾L+
(
t+
1
n
)−1
↾L
for all n ∈ N and for all t > 0. Hence
s− R− lim
n→∞
(H˜n(t))
−1↾L = A˜−1↾L+ t−1IL ∀t > 0.
Therefore,
A˜ : tPL = s− R− lim
n→∞
H˜n(t) = A˜.
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Now the inequality A ≥ A˜ for all A˜ ∈ Ξ(A,L) implies A : tPL ≥ A˜ : tPL for all t > 0 and
letting t to +∞ from (4.3) we get
A0 ≥ A˜ ∀A˜ ∈ Ξ(A,L).
Due to Theorem 3.1, the shorted l.r. AL is the maximal element of Ξ(A,L). Therefore,
A0 = AL. The proof is complete. 
Corollary 4.4. Let A and B be nonnegative selfadjoint l.r. and let L be a subspace. Then
(A : B)L = AL : B = A : BL = AL : BL.
Proof. By definition
(A : B)L = max{C = C∗, C ≥ 0 : C ≤ A : B, ranC ⊂ L}
Since AL : B ≤ A : B and
ran (AL : B)
1
2 = ran (AL)
1
2 ∩ ranB 12 = L ∩ ranA 12 ∩ ranB 12 ⊂ L,
we get that (A : B)L ≥ AL : B and similarly (A : B)L ≥ A : BL.
On the other side because B : tPL is a non-decreasing function w.r.t. t > 0 and B : tPL ≤
BL, one has
(A : B)L = s− R− lim
t↑+∞
((A : B) : tPL) = s− R− lim
t↑+∞
(A : (B : tPL)) ≤ A : BL
Hence
A : BL ≥ (A : B)L ≥ A : BL ⇐⇒ (A : B)L = A : BL
and similarly (A : B)L = AL : B.
Since AL ≤ A, we get AL : BL ≤ A : BL = (A : B)L. On the other side
AL ≥ A : tPL =⇒ AL : BL ≥ (A : tPL) : BL = (A : BL) : tPL ∀t > 0
Hence
AL : BL ≥ s− R− lim
t↑+∞
((A : BL) : tPL) = (A : BL)L = A : BL = (A : B)L.

5. The inequality between the harmonic and arithmetic means of
nonnegative selfadjoint linear relations
If a and b are positive numbers, then the harmonic mean and the arithmetic mean of a
and b are connected by the inequality
h(a, b) =
(
a−1 + b−1
2
)−1
≤ a + b
2
,
and the equality holds if and only if a = b.
Let A,B ∈ B+(H) and let L := ran (A + B), then since A + B ≥ A,B, there exists a
nonnegative selfadjoint contraction K in L such that
A = (A +B)
1
2K(A+B)
1
2 , B = (A+B)
1
2 (IL −K)(A+B) 12 .
Actually, since ||(A+B) 12f ||2 ≥ ||A 12f ||2 for all f ∈ H, by the Douglas factorization theorem
[23] there exists a contraction X ∈ B(H,L) such that A 12 = (A + B) 12X . Then A =
(A+B)
1
2XX∗(A+B)
1
2 . The following equality is established in [10]:
(5.1) h(A,B) = 2(A+B)
1
2 (IL −K)K(A+B) 12 .
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It follows that
h(A,B) ≤ A+B
2
and the equality holds if and only if A = B.
The goal of this section is to prove a similar inequality for the case of nonnegative selfad-
joint l.r.. First, we find the Cayley transforms of the arithmetic and harmonic means.
Lemma 5.1. Let M be a nonnegative selfadjoint contraction in the Hilbert space L. Then
(M −M2)−1[f ] =M−1[f ] + (I −M)−1[f ] ∀f ∈ ran (M −M2) 12 .
Proof. It is sufficient to consider the case kerM = ker(I − M) = {0}. Then for f =
(M −M2) 12u we get
M−
1
2 f = (I −M) 12u, (I −M)− 12f =M 12u, (M −M2)− 12f = u.
Hence
||(M −M2)− 12f ||2 = ||u||2, ||M− 12 f ||2 = ||(I −M) 12u||2 = ||u||2 − ||M 12u||2,
||(I −M)− 12f ||2 = ||M 12u||2.
This completes the proof. 
Theorem 5.2. Let A and B be nonnegative selfadjoint l.r. and let
TA := C(A), TB := C(B)
be the Cayley transforms of A and B, respectively. Then
(5.2) C
(
1
2
(A+˙B)
)
= h(I + TA, I + TB)− I,
(5.3) C (h(A,B)) = I − h(I − TA, I − TB).
Proof. Set
S˜ := 1
2
(A+˙B), LA = I + TA, LB = I + TB,
T˜ = h(I + TA, I + TB)− I, L˜ = I + T˜ .
Since
T˜ ≥ −I, T˜ ≤ 1
2
(I + TA + I + TB)− I = 1
2
(TA + TB) ≤ I,
the operator T˜ is a selfadjoint contraction. Using (5.1) we get the representation
(5.4) h(I + TA, I + TB) = I + L˜ = 2(LA + LB)
1
2 (M −M2)(LA + LB) 12 ,
where M is a nonnegative selfadjoint contraction acting in the subspace ran (LA + LB) and
such that
(5.5) LA = (LA + LB)
1
2M(LA + LB)
1
2 , LB = (LA + LB)
1
2 (I −M)(LA + LB) 12 .
From (2.7) we have
D[A] = ranL
1
2
A, A[v] + ||v||2 = 2L−1A [v], v ∈ D[A],
D[B] = ranL
1
2
B, B[u] + ||u||2 = 2L−1B [u], u ∈ D[B],
D[S˜] = ranL
1
2
A ∩ ranL
1
2
B, S˜[f ] + ||f ||2 = L−1A [f ] + L−1B [f ], f ∈ D[S˜].
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From (5.5) one gets ranL
1
2
A = (LA + LB)
1
2 ranM
1
2 ,
L−1A [v] =
∥∥∥M [− 12 ](LA + LB)[− 12 ]v∥∥∥2 , v ∈ ranL 12A , ranL
1
2
B = (LA + LB)
1
2 ran (I −M) 12 ,
L−1B [u] =
∥∥∥(I −M)[− 12 ](LA + LB)[− 12 ]u∥∥∥2 , u ∈ ranL 12B .
Hence D[S˜] = (LA + LB)
1
2
(
ranM
1
2 ∩ ran (I −M) 12
)
= (LA + LB)
1
2
(
ran (M −M2) 12
)
,
S˜[f ] + ||f ||2 =
∥∥∥M [− 12 ](LA + LB)[− 12 ]f∥∥∥2 + ∥∥∥(I −M)[− 12 ](LA + LB)[− 12 ]f∥∥∥2 , f ∈ D[S˜] .
Now Lemma 5.1 and (5.4) yield that{ D[S˜] = ran (I + L˜) 12 ,
S˜[f ] + ||f ||2 = (M −M2)−1[(LA + LB)[− 12 ]f ] = 2||(I + L˜)[− 12 ]f ||2, f ∈ D[S˜]
.
Taking into account (2.7) we obtain that C(S˜) = L˜.
Since
C(A−1) = −TA, C(B−1) = −TB,
we get
C
(
1
2
(A−1+˙B−1)
)
= h(I − TA, I − TB)− I.
Then
C (h(A,B)) = C
((
A−1+˙B−1
2
)−1)
= I − h(I − TA, I − TB).

Now from (1.12), (2.7) and (5.3) we get the equalities
h(A,B) = {{(2I − h(I − C(A), I − C(B))) f, (h(I − C(A), I − C(B))) f} , f ∈ H}
(5.6) D[A : B] = D[h(A,B)] = ran (2I − h(I − C(A), I − C(B))) 12 .
The next statement is an analogue of [44, Theorem 2.5].
Corollary 5.3. Let {An} and {Bn} be two sequences of nonnegative selfadjoint l.r.. Then
in the strong resolvent convergence sense
An ր A∞, Bn ր B∞ =⇒ An+˙Bn ր A∞+˙B∞,
An ց A∞, Bn ց B∞ =⇒ (An : Bn)ց (A∞ : B∞).
Proof. Set TAn := C(An), TBn := C(Bn), n ∈ N, TA∞ := C(A∞), TB∞ := C(B∞).
If An ր A∞ and Bn ր B∞ in the strong resolvent sense, then TAn ց TA∞ and TBn ց TB∞
in the strong sense. It follows from (5.2) and [44, Theorem 2.5.] that
C
(
1
2
(An+˙Bn)
)
= h(I + TAn , I + TBn)− I
= 2(I + TAn : I + TBn)− I ց 2(I + TA∞ : I + TB∞)− I = h(I + TA∞ , I + TB∞)− I.
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Now
1
2
(A∞+˙B∞) = C (h(I + TA∞ , I + TB∞)− I) = s− R− lim
n→∞
1
2
(An+˙Bn).
Similarly, if An ց A∞ and Bn ց B∞, then, taking into account equality 5.3 and [44,
Theorem 2.5.] once again, we get that (An : Bn)ց (A∞ : B∞). 
For nonnegative selfadjoint l.r. A and B let us define a nonnegative selfadjoint l.r. c0(A,B)
as follows
(5.7) c0(A,B) := C
(
C(A) + C(B)
2
)
=
{{(
I +
C(A) + C(B)
2
)
f,
(
I − C(A) + C(B)
2
)
f
}
: f ∈ H
}
.
If a and b are positive numbers, then
(5.8) c0(a, b) =
a+ b+ 2ab
2 + a+ b
.
Observe that the following inequalities are valid
2ab
a + b
≤ a+ b+ 2ab
2 + a + b
≤ a + b
2
,
and the sign ” = ” holds if and only if a = b.
Theorem 5.4. Let A and B be a nonnegative selfadjoint l.r.. Then
(1) D[c0(A,B)] = D[A] +D[B];
(2) ran (c0(A,B))
1
2 = ranA
1
2 + ranB
1
2 ;
(3) the inclusion
(5.9) D[A : B] ⊇ D[A] +D[B]
holds and the inequality
h(A,B) ≤ c0(A,B) ≤
A+˙B
2
is valid; moreover, the sign ” = ” holds if and only if A = B.
In addidion
(5.10) ran (A+˙B)
1
2 ⊇ ranA 12 + ranB 12 .
Proof. Set
TA := C(A), TB := C(B).
Because I ± TA and I ± TB are bounded nonnegative operators, we have the inequalities
h(I ± TA, I ± TB) ≤ 1
2
(I ± TA + I ± TB) = I ± 1
2
(TA + TB).
Using (5.2), (5.3), and (5.7) we get
h(I + TA, I + TB)− I ≤ 1
2
(TA + TB) ≤ I − h(I − TA, I − TB)
⇐⇒ C
(
1
2
(A+˙B)
)
≤ C (c0(A,B)) ≤ C(h(A,B))⇐⇒ h(A,B) ≤ c0(A,B) ≤ 1
2
(A+˙B).
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If A = B, then, clearly,
c0(A,B) = A,
1
2
(A+˙B) = A,
1
2
(A−1+˙B−1) = A−1 =⇒ h(A,B) = A.
Thus, h(A,B) = c0(A,B) =
1
2
(A+˙B).
Suppose that h(A,B) = 1
2
(A+˙B) for some nonnegative selfadjoint l.r. A and B. Then
I − h(I − TA, I − TB) = h(I + TA, I + TB)− I.
Since
1
2
(TA + TB) ≤ I − h(I − TA, I − TB) = h(I + TA, I + TB)− I ≤ 1
2
(TA + TB),
we get
h(I + TA, I + TB)− I = 1
2
(TA + TB)⇐⇒ h(I + TA, I + TB) = 1
2
(I + TA + I + TB).
Because I +TA and I +TB are bounded, the latter equality yields the equality TA = TB and
hence
A = C(TA) = C(TB) = B.
Similarly, one can prove that h(A,B) = c0(A,B) =⇒ A = B, and c0(A,B) = 12(A+˙B) =⇒
A = B.
From (2.7) and (5.3) we have
D[A : B] = D[h(A,B)] = ran (2I − h(I − TA, I − TB))
1
2 ,
D[c0(A,B)] = ran
(
I + TA
2
+
I + TB
2
) 1
2
, ran (c0(A,B))
1
2 = ran
(
I − TA
2
+
I − TB
2
) 1
2
.
Since
h(I ± TA, I ± TB) ≤
(I ± TA) + (I ± TB)
2
= I ± TA + TB
2
,
we obtain the inequality
2I − h(I ± TA, I ± TB) ≥
I ∓ TA
2
+
I ∓ TB
2
.
Now the Douglas theorem [23] yields the inclusions
ran (2I − h(I ± TA, I ± TB))
1
2 ⊇ ran
(
I ∓ TA
2
+
I ∓ TB
2
) 1
2
.
But, see [26, Theorem 2.2],
ran
(
I ± TA
2
+
I ± TB
2
) 1
2
= ran (I ± TA) 12 + ran (I ± TB) 12 .
Using (5.6) and equalities
D[A] = ran (I + TA) 12 , D[B] = ran (I + TB) 12 ,
ranA
1
2 = ran (I − TA) 12 , ranB 12 = ran (I − TA) 12
we get the equalities
D[c0(A,B)] = D[A] +D[B], ran (c0(A,B))
1
2 = ranA
1
2 + ranB
1
2 ,
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and finally arrive at (5.9). Since
ran (2I − h(I + TA, I + TB))
1
2 ⊇ ran ((I − TA) + (I − TB))
1
2 ,
we get (5.10).
The proof is complete.

As a consequence of (5.9) we note, that if one of two nonnegative selfadjoint l.r. is a
linear operator, then their parallel sum is a nonnegative selfadjoint linear operator as well,
moreover, if one of two is a bounded operator, then the parallel sum is a bounded operator.
6. Arithmetic–harmonic means
We consider analogs of the arithmetic-harmonic means for the case of nonnegative selfad-
joint l.r..
Theorem 6.1. Let A and B be nonnegative selfadjoint l.r.. Define
(6.1) A0 := A, B0 := B, An :=
1
2
(An−1+˙Bn−1), Bn := h(An−1, Bn−1), n ∈ N.
Then the sequence {An} is a non-increasing, while the sequence {Bn} is a non-decreasing
and An ≥ Bn for all n ∈ N. Moreover, the nonnegative selfadjoint l.r.
(6.2) A∞ := s− R− lim
n→∞
An, B∞ := s− R− lim
n→∞
Bn
posses the following properties:
h(A,B) ≤ B∞ ≤ A∞ ≤ 12(A+˙B),
D[B∞] ⊇ D[A∞] ⊇ D[A] ∩ D[B],
ranA
1
2∞ ⊇ ranB
1
2∞ ⊇ ranA 12 ∩ ranB 12 ,
A∞[ϕ] = B∞[ϕ] ∀ϕ ∈ D[A∞],
A−1∞ [ψ] = B
−1
∞ [ψ] ∀ψ ∈ ranB
1
2∞.
If A−1 and B−1 are bounded (i.e. they are graphs of bounded nonnegative selfadjoint opera-
tors), then
A∞ = B∞ = (A−1#B−1)−1.
Proof. By induction from the definitions of form sums, harmonic means and from Theorem
5.4 one can show that
D[An] = D[A] ∩ D[B], D[Bn] ⊇ D[A] +D[B],
h(A,B) = B1 ≤ Bn ≤ Bn+1 ≤ An+1 ≤ An ≤ A1 = 12(A+˙B) ∀n ∈ N.
Since the sequence {Bn} is a non-decreasing and the sequence {An} is a non-increasing, from
[33, Theorem VII.3.11], [49, Theorem 3.1, Theorem 3.2], [17, Theorem 4.2, Theorem 4.3] it
follows that the strong resolvent limits of {An} and {Bn} exist and
h(A,B) ≤ B∞ ≤ A∞ ≤ 1
2
(A+˙B), D[B∞] ⊇ D[A∞].
Since
D[B∞] =
{
h ∈
∞⋂
n=1
D[Bn] : lim
n→∞
Bn[h] <∞
}
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and Bn ≤ A1 for all n ∈ N,
∞⋂
n=1
D[Bn] ⊇ D[A] ∩ D[B] = D[A1], we get that
D[B∞] ⊇ D[A] ∩ D[B].
Fix n ∈ N. Then for any f ∈ D[A] ∩ D[B] by definition and from Bn+1 ≥ Bn we have
An+1[f ]− Bn+1[f ] = 1
2
An[f ] +
1
2
Bn[f ]− Bn+1[f ]
≤ 1
2
An[f ] +
1
2
Bn[f ]− Bn[f ] ≤
An[f ]− Bn[f ]
2
.
Hence
0 ≤ An+1[f ]− Bn+1[f ] ≤
A1[f ]−B1[f ]
2n
∀f ∈ D[A] ∩ D[B], ∀n ∈ N.
It follows that
(6.3) lim
n→∞
An[f ] = lim
n→∞
Bn[f ] = B∞[f ] ∀f ∈ D[A] ∩ D[B].
Define the sesquilinear form t as follows
dom t =
∞⋃
n=1
D[An], t[f, g] = lim
n→∞
An[f, g], f, g ∈ dom t.
Since D[An] = D[A] ∩ D[B], we have the equality dom t = D[A] ∩ D[B] and from (6.3):
t[f, g] = B∞[f, g] ∀f, g,∈ D[A] ∩ D[B].
Since the form B∞[·, ·] restricted on D[A] ∩ D[B] is closable, using [49, Theorem 3.2], [17,
Theorem 4.3], we obtain that the closure of the form t[·, ·] coincides with A∞[·, ·]. Hence
A∞[ϕ] = B∞[ϕ] for all ϕ ∈ D[A∞].
Since
A−1n = 2
(
An−1+˙Bn−1
)−1
= h(A−1n−1, B
−1
n−1),
B−1n = (h(An−1, Bn−1))
−1 = 1
2
(A−1n−1+˙B
−1
n−1), n ∈ N,
the sequences {A−1n }, {B−1n } ⊂ B+(H) are the non-decreasing and non-increasing, respec-
tively, and
s− R− lim
n→∞
A−1n = A
−1
∞ , s− R− lim
n→∞
B−1n = B
−1
∞ .
Arguing as above we see that
B−1∞ ≥ A−1∞ , ranA
1
2∞ ⊇ ranB
1
2∞ ⊇ ranA 12 ∩ ranB 12 ,
and
A−1∞ [ψ] = B
−1
∞ [ψ] ∀ψ ∈ ranB
1
2∞.
Suppose that A−10 = A
−1 and B−10 = B
−1 are bounded. Then from (4.1) it follows that
{A−1n }, {B−1n } ⊂ B+(H), and there is a common limit
s− lim
n→∞
A−1n = s− lim
n→∞
B−1n = A
−1#B−1.
Due to the equalities
A∞ =
(
s− lim
n→∞
A−1n
)−1
, B∞ =
(
s− lim
n→∞
B−1n
)−1
,
we get A∞ = B∞ = (A−1#B−1)
−1
. The proof is complete. 
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In the sequel we will denote by ah(A,B) the arithmetic–harmonic means of nonnegative
selfadjoint l.r. A and B. By Theorem 6.1 we have
ah(A,B) = 〈A∞, B∞〉 ,
where A∞ and B∞ are defined in (6.1) and (6.2). Then from (4.1)
ah(A−1, B−1) =
〈
B−1∞ , A
−1
∞
〉
.
The next corollaries, show that in general A∞ 6= B∞.
Corollary 6.2. Let B be a nonnegative selfadjoint l.r.. Define
B′ := {domB ⊕ {0}}⊕{{0} ⊕mulB} = {{ϕ, ψ} : ϕ ∈ domB,ψ ∈ mulB} ,
B′′ := {kerB ⊕ {0}}⊕{{0} ⊕ ranB} = {{f, g} : f ∈ kerB, g ∈ ranB} .
Then
(1) for A = 0 (domA = H) one has ah(A,B) = 〈B′, A〉 ,
(2) for A = {0} ⊕ H one has ah(A,B) = 〈A,B′′〉 .
Proof. (1) If A is zero operator, defined on H, then for sequences {An} and {Bn}, defined
in (6.1), we have A1 :=
1
2
(A+˙B) = 1
2
B, B1 := h(A,B) = A,
An =
1
2n
B, Bn = A, n ∈ N.
Thus A∞ = B′, B∞ = A.
(2) If A = {0} ⊕ H, then A−1 is the zero operator defined on H. Hence we can use (4.1)
and the arguments above. 
Corollary 6.3. Let A be a nonnegative selfadjoint l.r.. Set
(6.4) M := mulA⊕ kerA.
Then ah(A,A−1) =
〈
(PM⊥)
−1 , PM⊥
〉
. In particular ah(A,A−1) = I ⇐⇒M = {0}.
Proof. Set T := C(A), then C(A−1) = −T,
A1 :=
1
2
(A+˙A−1), B1 := h(A,A−1) =
(
1
2
(A−1+˙A)
)−1
= A−11 .
By induction
An :=
1
2
(An−1+˙Bn−1) =
1
2
(An−1+˙A−1n−1), Bn := h(An−1, Bn−1) = A
−1
n , n ≥ 2.
Using (5.2) and (5.3) we get
C(A1) = h(I + T, I − T )− I = 2(I + T )(I − T )(I + T + I − T )−1 − I = −T 2,
C(B1) = C(A
−1
1 ) = −C(A1) = T 2, C(An) = −T 2n , C(Bn) = T 2n , n ≥ 2.
Since T is a selfadjoint contraction and M = ker(I − T 2), where M is defined by (6.4), we
get the equality
s− lim
n→∞
T 2
n
= PM.
It follows that
B∞ = C(PM) = (I − PM)(I + PM)−1 = PM⊥, A∞ = C(−PM) = (PM⊥)−1 .
The proof is complete. 
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7. Arithmetic, harmonic, arithmetic–harmonic means and nonnegative
selfadjoint extensions of nonnegative symmetric linear relations
Basic results of the Kre˘ın theory [34] can be extended to the case of a non-densely defined
symmetric operator or a symmetric l.r. [7, 11, 18, 28, 29, 30]. Let S be a nonnegative
symmetric l.r. in H. Then the set of all its nonnegative selfadjoint extensions consists
of maximal and minimal elements. The maximal nonnegative selfadjoint extension is the
Friedrichs extension SF [46], which is associated with the closure of the sesquilinear form
s[f, g] = (f ′, g), {f, f ′}, {g, g′} ∈ S.
The minimal nonnegative selfadjoint extension SK is called the Kre˘ın or the Kre˘ın-von Neu-
mann extension and can be defined as follows [18]:
SK = ((S
−1)F)−1.
The closed form SF[·, ·] is a closed restriction of the closed form S˜[·, ·] associated with any
nonnegative selfadjoint extension S˜ of S [34, 11]. A nonnegative selfadjoint extension S˜ of
S is called extremal [11] if
inf {(f ′ − g′, f − g) : {g, g′} ∈ S} = 0 for all {f, f ′} ∈ S˜.
It is proved in [11, Proposition 3] that if S˜ is an extremal extension of S, then the closed form
S˜[·, ·] is a closed restriction of the closed form SK[·, ·] associated with the Kre˘ın extension of
S.
Let Q = C(S) be the Cayley transform of S. Then Q is a non-densely defined Hermitian
contraction with domQ = ran (S + I). There is a one-to-one correspondence [34, 18]
Q˜ = C(S˜), S˜ = C(Q˜)
between the set of all nonnegative selfadjoint extensions and the set of all selfadjoint con-
tractive extensions of Q. Let
Qµ = C(SF), QM = C(SK).
The operators Qµ and QM posses the following properties [34]:
if N := H⊖ domQ, then
(7.1) (I +Qµ)N = (I −QM )N = 0.
N is the deficiency subspace of S corresponding to λ = −1. Set N0 := ran (QM −Qµ). The
set of all selfadjoint contractive extensions of Q forms the operator interval [Qµ, QM ] [34],
which admits the parameterizations
(7.2) Q˜ =
1
2
(Qµ +QM) +
1
2
(QM −Qµ) 12 Z˜(QM −Qµ) 12
= Qµ+
1
2
(QM −Qµ) 12 (IN0 + Z˜)(QM −Qµ)
1
2 = QM − 1
2
(QM −Qµ) 12 (IN0 − Z˜)(QM −Qµ)
1
2 .
A nonnegative selfadjoint extension S˜ is extremal if and only if the parameter Z˜ for Q˜ = C(S˜)
in the right hand side in (7.2) is a selfadjoint and unitary operator (a fundamental symmetry)
in the subspace N0 [12]. This is equivalent to the equality (I − Q˜2)N = 0, see [12]. If
dimN0 = 1, then extremal extensions of S are only SF and SK.
From (7.2) and (7.1) it follows the equalities
(7.3) (I ± Q˜)N = 1
2
(QM −Qµ) 12 (IN0 ± Z˜)(QM −Qµ)
1
2 .
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Note that from (7.1) and (3.3), (3.8) one gets the equalities for shorted operators
(SK)N = 0, ((SF)
−1)N = 0.
Moreover, the Kre˘ın uniqueness criteria [34] is equivalent to the equality (SF)N = 0.
The next theorem shows connections of the arithmetic and harmonic means with the
theory of nonnegative selfadjoint extensions of nonnegative symmetric l.r..
Theorem 7.1. Let S be a nonnegative symmetric l.r.. Then
(1) for an arbitrary nonnegative selfadjoint extensions S˜1 and S˜2 of S their arithmetic
mean 1
2
(S˜1+˙S2), harmonic mean h(S˜1, S˜2), and nonnegative selfadjoint l.r. c0(S˜1, S˜2),
given by (5.7), are nonnegative selfadjoint extensions of S;
(2) if Z˜1 and Z˜2 are parameters of C(S˜1) and C(S˜2) in formulae (7.2), respectively, then
the corresponding parameters for C
(
1
2
(S˜1+˙S2)
)
, C
(
h(S˜1, S2)
)
and C(c0(S˜1, S˜2)) are
the operators
h(IN0 + Z˜1, IN0 + Z˜2)− IN0 , IN0 − h(IN0 − Z˜1, IN0 − Z˜2), and
1
2
(Z˜1 + Z˜2),
respectively;
(3) for an arbitrary nonnegative selfadjoint extension S˜ of S the equalities
(7.4)
1
2
(SF+˙S˜) = SF, h(SK, S˜) = SK
hold;
(4) if S˜1 and S˜2 are extremal extensions of S, then
1
2
(S˜1+˙S2) and h(S˜1, S˜2) are extremal
extensions of S as well, moreover, for an arbitrary extremal extension S˜ one has
(7.5)
1
2
(SK+˙S˜) = S˜, h(SF, S˜) = S˜.
Proof. If S˜ is a nonnegative selfadjoint extension of S, then (see [11, 18, 29, 30])
• SK ≤ S˜ ≤ SF, the form SF[·, ·] is the closed restriction of the form S˜[·, ·], and
D[S˜] ∩ D[SF] = D[SF].
• S˜−1 is a nonnegative selfadjoint extension of S−1, S−1F ≤ S˜−1 ≤ S−1K , the form S−1K [·, ·]
is the closed restriction of the form S˜−1[·, ·], and D[S˜−1] ∩ D[S−1K ] = D[S−1K ].
Let S˜1 and S˜2 be two nonnegative selfadjoint extensions of S. Then
D[S˜1] ∩ D[S˜2] ⊇ D[SF], D[S˜−11 ] ∩ D[S˜−12 ] ⊇ D[S−1K ],
and
1
2
(S˜1+˙S˜2)[f ] =
1
2
(
S˜1[f ] + S˜2[f ]
)
≥ SK[f ], f ∈ D[S˜1] ∩ D[S˜2],
1
2
(S˜1+˙S˜2)[ϕ] = SF[ϕ], ϕ ∈ D[SF],
1
2
(S˜−11 +˙S˜
−1
2 )[g] =
1
2
(
S˜−11 [g] + S˜
−1
2 [g]
)
≥ S−1F [g], g ∈ D[S˜−11 ] ∩ D[S˜−12 ],
1
2
(S˜−11 +˙S˜
−1
2 )[ψ] = S
−1
K [ψ], ψ ∈ D[S−1K ].
Hence 1
2
(S˜1+˙S˜2) is a nonnegative selfadjoint extension of S and
1
2
(S˜−11 +˙S˜
−1
2 ) is a nonnegative
selfadjoint extension of S−1. It follows that
h(S˜1, S˜2) = 2(S˜
−1
1 +˙S˜
−1
2 )
−1
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is a nonnegative selfadjoint extension of S. Besides, we get equalities in (7.4).
Set Q = C(S), Qµ = C(SF), QM = C(SK), N = H⊖ domQ, N0 = ran (QM −Qµ).
Let Q˜1 := C(S˜1) and Q˜2 := C(S˜2). The operators Q˜k, k = 1, 2 admit the representations
by means of expression (7.2):
Q˜k =
1
2
(Qµ +QM) +
1
2
(QM −Qµ) 12 Z˜k(QM −Qµ) 12 ,
where Z˜k, k = 1, 2 are selfadjoint contractions in N0. Since the operator
1
2
(Z˜1 + Z˜2) is a
selfadjoint contraction and
1
2
(Q˜1 + Q˜2) =
1
2
(Qµ +QM) +
1
2
(QM −Qµ) 12
(
1
2
(Z˜1 + Z˜2)
)
(QM −Qµ) 12 ,
the operator 1
2
(Q˜1 + Q˜2) is a selfadjoint contractive extension of Q. Hence c0(S˜1, S˜2) =
C(1
2
(Q˜1 + Q˜2)) is a nonnegative selfadjoint extension of S.
From (5.2) and (5.3) we get the equalities
I + C
(
1
2
(S˜1+˙S˜2)
)
= h(I + Q˜1, I + Q˜2), I − C
(
h(S˜1, S˜2)
)
= h(I − Q˜1, I − Q˜2).
Further, using (1.11), one obtains(
I + C
(
1
2
(S˜1+˙S˜2)
))
N
=
(
h(I + Q˜1, I + Q˜2)
)
N
= h
(
(I + Q˜1)N, (I + Q˜2)N
)
.
From (7.3) and [10, Proposition 1] it follows the equality
h
(
(I + Q˜1)N, (I + Q˜2)N
)
= 2
(
1
2
(QM −Qµ) 12 (IN0 + Z˜1)(QM −Qµ)
1
2
)
:
(
1
2
(QM −Qµ) 12 (IN0 + Z˜2)(QM −Qµ)
1
2
)
=
1
2
(QM −Qµ) 12h(IN0 + Z˜1, IN0 + Z˜2)(QM −Qµ)
1
2 .
Now from (7.2), (7.3) and the uniqueness of the representation we get that
C
(
1
2
(S˜1+˙S˜2)
)
=
1
2
(Qµ +QM ) +
1
2
(QM −Qµ) 12 Z˜(QM −Qµ) 12 ,
where Z˜ = h(IN0 + Z˜1, IN0 + Z˜2)− IN0 . Similarly
C
(
h(S˜1, S˜2)
)
=
1
2
(Qµ +QM) +
1
2
(QM −Qµ) 12 W˜ (QM −Qµ) 12 ,
where W˜ = IN0 − h(IN0 − Z˜1, IN0 − Z˜2).
Let S˜ be an extremal nonnegative selfadjoint extension of S and let Q˜ = C(S˜) be its
Cayley transform. Then Q˜ admits the representation (7.2) with a fundamental symmetry Z˜
in N0. The operator S˜
−1 is a nonnegative selfadjoint extension of the operator S−1 and
C(S−1) = −Q, C((S−1)F) = −QM , C((S−1)K) = −Qµ, C(S˜−1) = −Q˜.
Hence
−Q˜ = −1
2
(Qµ +QM) +
1
2
(QM −Qµ) 12 (−Z˜)(QM −Qµ) 12 .
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Because Z˜ is a selfadjoint and unitary (in N0), the operator −Z˜ is selfadjoint and unitary
as well. Therefore, the operator S˜−1 is an extremal extension of S−1.
Let S˜1 and S˜2 be two extremal nonnegative selfadjoint extensions of S. Then the closed
form S˜1[·, ·] and S˜2[·, ·] are closed restrictions of the closed form SK[·, ·]. Therefore the
sesquilinear form 1
2
(S˜1+˙S˜2)[·, ·] is a closed restriction of the closed form SK[·, ·]. It follows
that 1
2
(S˜1+˙S˜2) is an extremal extension of S.
Since S˜−11 and S˜
−1
2 are extremal nonnegative selfadjoint extensions of S
−1, 1
2
(
S˜−11 +˙S˜
−1
2
)
is an extremal extension of S−1 and this implies that
h(S˜1, S˜2) =
(
1
2
(
S˜−11 +˙S˜
−1
2
))−1
is an extremal extension of S.
For an arbitrary extremal extension S˜ of S we have equalities
1
2
(SK+˙S˜)[f ] = S˜[f ] ∀f ∈ D[(SK+˙S˜)/2] = D[S˜],
and
1
2
(S−1F +˙S˜
−1)[h] = S˜−1[h] ∀h ∈ D[(S−1F +˙S˜−1)/2] = D[S˜−1].
It follows that equalities in (7.5) are valid.
The proof is complete. 
Proposition 7.2. Let S be a nonnegative symmetric l.r. in H, having a non-unique nonneg-
ative selfadjoint extension. Then the arithmetic-harmonic means ah(S˜1, S˜2) of an arbitrary
two extremal nonnegative selfadjoint extensions S˜1, S˜2 are extremal nonnegative selfadjoint
extensions too. Moreover,
ah(S˜1, S˜2) =
〈
S˜
(1)
1 , S˜
(1)
2
〉
,
where S˜
(1)
1 =
1
2
(S˜1+˙S˜2), S˜
(1)
2 = h(S˜1, S˜2). In particular, ah(SF, SK) = 〈SF, SK〉.
Proof. Set A = SF, B = SK. From Theorem 7.1 it follows that
h(A,B) = h(SF, SK) = SK = B,
1
2
(A+˙B) =
1
2
(SF+˙SK) = SF = A.
Then from (6.1) and (6.2) we get A∞ = SF and B∞ = SK.
Recall [26, Theorem 4.3] that if L1, L2 are two subspaces in the Hilbert space H, then
(7.6) 2(PL1 : PL2) = PL1∩L2 .
Let S˜k, k = 1, 2 be two extremal extensions of S. Then the corresponding operators Z˜k,
k = 1, 2 in (7.2) for C(S˜k) are fundamental symmetries in N0. Therefore, the operators
1
2
(IN0 ± Z˜k) are orthogonal projections in N0. Hence, the operators
2
(
1
2
(IN0 ± Z˜1)
)
:
(
1
2
(IN0 ± Z˜2)
)
=
1
2
h(IN0 ± Z˜1, IN0 ± Z˜2)
are orthogonal projections in N0. It follows that the operators
Z˜
(1)
1 = h(IN0 + Z˜1, IN0 + Z˜2)− IN0 , Z˜(1)2 = IN0 − h(IN0 − Z˜1, IN0 − Z˜2)
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are fundamental symmetries in N0. Define two sequences
S˜
(0)
1 := S˜1, S˜
(0)
2 := S˜2, S˜
(n)
1 =
1
2
(S˜
(n−1)
1 +˙S˜
(n−1)
2 ), S˜
(n)
2 = h(S˜
(n−1)
1 , S˜
(n−1)
2 ), n ∈ N.
Let us show that
S˜
(n)
1 = S˜
(1)
1 , S˜
(n)
2 = S˜
(1)
2 n ≥ 2.
Define also two sequences of operators in N0:
Z˜
(n)
1 = h(IN0 + Z˜
(n−1)
1 , IN0 + Z˜
(n−1)
2 )− IN0 ,
Z˜
(n)
2 = IN0 − h(IN0 − Z˜(n−1)1 , IN0 − Z˜(n−1)2 ), n ≥ 2.
By Theorem 7.1 the operators Z˜
(n)
1 and Z˜
(n)
2 correspond for all n ∈ N to Q˜(n)1 = C(S˜(n)1 ),
Q˜
(n)
2 = C(S˜
(n)
2 ) in their representation in (7.2), respectively.
Because S˜
(1)
2 ≤ S˜(1)1 , we get Z˜(1)2 ≥ Z˜(1)1 . Hence
IN0 + Z˜
(1)
2 ≥ IN0 + Z˜(1)1 , IN0 − Z˜(1)1 ≥ IN0 − Z˜(1)2 .
Since the operators 1
2
(IN0±Z˜(1)1 ), 12(IN0±Z˜(1)2 ) are orthogonal projections inN0, the equalities
IN0 + Z˜
(2)
1 = h(IN0 + Z˜
(1)
1 , IN0 + Z˜
(1)
2 ), IN0 − Z˜(2)2 = h(IN0 − Z˜(1)1 , IN0 − Z˜(1)2 )
and equality (7.6) imply that
IN0 + Z˜
(2)
1 = IN0 + Z˜
(1)
1 , IN0 − Z˜(2)2 = IN0 − Z˜(1)2 .
Therefore Z˜
(2)
1 = Z˜
(1)
1 , Z˜
(2)
2 = Z˜
(1)
2 , and by induction
Z˜
(n)
1 = Z˜
(1)
1 , Z˜
(n)
2 = Z˜
(1)
2 , S˜
(n)
1 = S˜
(1)
1 , S˜
(n)
2 = S˜
(1)
2 ∀n ≥ 2.
Thus, ah(S˜1, S˜2) =
〈
S˜
(1)
1 , S˜
(1)
2
〉
. By Theorem 7.1 the operators S˜
(1)
1 , S˜
(1)
2 are extremal non-
negative selfadjoint extensions of S. 
Proposition 7.3. Consider in the Hilbert space L2(R+) the following differential operators
Lcf = −
d2f
dx2
,

domLc = {f ∈ W 22 (R+), f ′(0) = cf(0)} , c > 0, c 6=∞,
domL0 = {f ∈ W 22 (R+), f ′(0) = 0} ,
domL∞ = {f ∈ W 22 (R+), f(0) = 0} ,
where W 22 (R+) is the Sobolev space. Then
1
2
(Lc+˙Ld) = L 1
2
(c+d), c0(Lc, Ld) = Lc0(c,d), h(Lc, Ld) = Lh(c,d) = L 2cd
c+d
, ah(Lc, Ld) = L√cd,
1
2
(Lc+˙L∞) = L∞, c0(Lc, L∞) = L2c+1, h(Lc, L∞) = L2c, ah(Lc, L∞) = L∞, c > 0
1
2
(Lc+˙L0) = Lc/2, c0(Lc, L0) = L c
2+c
, h(Lc, L0) = L0, ah(Lc, L0) = L0, c > 0
1
2
(L0+˙L∞) = L∞, c0(L0, L∞) = L1, h(L0, L∞) = L0, ah(L∞, L0) = 〈L∞, L0〉 .
Proof. The operators Lc are nonnegative selfadjoint extensions of the nonnegative symmetric
operator
Sf = −d
2f
dx2
, domS =
{
f ∈ W 22 (R+), f(0) = f ′(0) = 0
}
.
The operator S has one-dimensional deficiency subspaces. In particular,
N = {ξ exp(−x), ξ ∈ C}
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is the deficiency subspace corresponding to λ = −1.
One can show that
(Lc + I)
−1 exp(−x) = 1
2
exp(−x)
(
x+
1
c+ 1
)
, x ∈ R+.
Then
(7.7)
((Lc + I)
−1 − (L∞ + I)−1) exp(−x) =
exp(−x)
2(c+ 1)
,
((L0 + I)
−1 − (L∞ + I)−1) exp(−x) = 12 exp(−x).
The operators L∞ and L0 are the Friedrichs and the Kre˘ın extension of S, respectively.
Hence as it is shown above
1
2
(L0+˙L∞) = L∞, h(L0, L∞) = L0, ah(L∞, L0) = 〈L∞, L0〉 .
Set
Q˜c = C(Lc), Qµ = C(L∞), QM = C(L0).
From (1.12) we have
Q˜c −Qµ = 2
(
(Lc + I)
−1 − (L∞ + I)−1
)
, QM −Qµ = 2
(
(L0 + I)
−1 − (L∞ + I)−1
)
and ran (Q˜c −Qµ) = ran (QM −Qµ) = N. Now from (7.2) it follows that
2
(
(Lc + I)
−1 − (L∞ + I)−1
)
= (1 + z˜c)
(
(L0 + I)
−1 − (L∞ + I)−1
)
.
Using (7.7) we obtain
z˜c =
1− c
1 + c
, z0 = 1, z∞ = −1.
Hence
h(1 + z˜d, 1 + z˜d)− 1 =
1− 1
2
(c+ d)
1 + 1
2
(c+ d)
, 1− h(1− z˜d, 1− z˜d) =
1− 2cd
c+ d
1 +
2cd
c+ d
Applying Theorem 7.1 and (5.7), (5.8), we get
1
2
(Lc+˙Ld) = L 1
2
(c+d), c0(Lc, Ld) = Lc0(c,d), h(Lc, Ld) = Lh(c,d) = L 2cd
c+d
,
1
2
(Lc+˙L∞) = L∞, c0(Lc, L∞) = L2c+1, h(Lc, L∞) = L2c,
1
2
(Lc+˙L0) = Lc/2, c0(LcL0) = L c
2+c
, h(Lc, L0) = L0.
Set
A1 =
1
2
(Lc+˙Ld), B1 = h(Lc, Ld), . . . , An =
1
2
(An−1+˙Bn−1), Bn = h(An−1, Bn−1), n ≥ 2,
c1 =
1
2
(c+ d), d1 = h(c, d) =
2cd
c+ d
, . . . ,
cn =
1
2
(cn−1 + dn−1), dn = h(cn−1, dn−1) =
2cn−1dn−1
cn−1 + dn−1
, n ≥ 2.
z˜cn =
1− cn
1 + cn
, z˜dn =
1− dn
1 + dn
, n ∈ N.
Then
An = Lcn , Bn = Ldn ∀n ∈ N.
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Due to Theorem 7.1 we have the equalities for the Cayley transforms
C(An) =
1
2
(Qµ +QM) +
1
2
z˜cn(QM −Qµ),
C(Bn) =
1
2
(Qµ +QM) +
1
2
z˜dn(QM −Qµ), n ∈ N.
From
lim
n→∞
cn = lim
n→∞
dn =
√
cd,
it follows that
s− lim
n→∞
C(An) = s− lim
n→∞
C(Bn) =
1
2
(Qµ +QM) +
1−√cd
1 +
√
cd
QM −Qµ
2
.
Therefore
s− R− lim
n→∞
Lcn = s− R− lim
n→∞
Ldn = L
√
cd.
Thus, ah(Lc, Ld) = L√cd for the case {c > 0, d ∈ [0,+∞]}. 
Observe that the equality
dim ran
(
(SK + I)
−1 − (SF + I)−1
)
= dim (D[SK]/D[SF])
takes place [34]. Besides if
(7.8) dim ran
(
(SK + I)
−1 − (SF + I)−1
)
= 1,
then for an arbitrary nonnegative selfadjoint extension S˜ of S from (1.12) and (7.2) it follows
that
(7.9)
(
S˜ + I
)−1
=
1
2
(
(SK + I)
−1 + (SF + I)−1
)
+
z˜
2
(
(SK + I)
−1 − (SF + I)−1
)
,
for some z˜ ∈ [−1, 1].
Theorem 7.4. Let S be a nonnegative symmetric l.r. such that (7.8) holds. Suppose that
S˜1 and S˜2 are two different non-extremal nonnegative selfadjoint extensions of S. Then the
arithmetic-harmonic mean ah(S˜1, S˜2) is singleton. Moreover, if the numbers z˜1, z˜2 ∈ [−1, 1]
correspond to S˜1 and S˜2 in the resolvent formula (7.9), then
(7.10)
(
ah(S˜1, S˜2) + I
)−1
=
1
2
(
(SK + I)
−1 + (SF + I)−1
)
+
w˜
2
(
(SK + I)
−1 − (SF + I)−1
)
,
where
(7.11) w˜ =
√
(1 + z˜1)(1 + z˜2)−
√
(1− z˜1)(1− z˜2)√
(1 + z˜1)(1 + z˜2) +
√
(1− z˜1)(1− z˜2)
.
In particular, ah(SF, S˜) = SF, when S˜ 6= SK and ah(SK, S˜) = SK, when S˜ 6= SF.
Proof. Clearly,
〈
S˜1, S˜2
〉
6=
〈
S˜F, S˜K
〉
. Define the iterations
S˜
(0)
1 := S˜1, S˜
(0)
2 := S˜2, S˜
(n)
1 =
1
2
(S˜
(n−1)
1 +˙S˜
(n−1)
2 ), S˜
(n)
2 = h(S˜
(n−1)
1 , S
(n−1)
2 ), n ∈ N.
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Then from (7.9) and Theorem 7.1(
S˜
(n)
j + I
)−1
=
1
2
(
(SK + I)
−1 + (SF + I)−1
)
+
z˜
(n)
j
2
(
(SK + I)
−1 − (SF + I)−1
)
, j = 1, 2, n ∈ N,
where z˜
(0)
1 = z˜1, z˜
(0)
2 = z˜2,
(7.12)

1 + z˜
(n)
1 = h(1 + z˜
(n−1)
1 , 1 + z˜
(n−1)
2 ) =
2(1 + z˜
(n−1)
1 )(1 + z˜
(n−1)
2 )
2 + z˜
(n−1)
1 + z˜
(n−1)
2
,
1− z˜(n)2 = h(1− z˜(n−1)1 , 1− z˜(n−1)2 ) =
2(1− z˜(n−1)1 )(1− z˜(n−1)2 )
2− z˜(n−1)1 − z˜(n−1)2
.
Besides, {z˜(n)1 } and {z˜(n)2 } are non-decreasing and non-increasing sequences, respectively, and
z˜
(n)
1 ≤ z˜(n)2 ∀n ∈ N. Hence the sequences {z˜(n)1 } and {z˜(n)2 } converge. Set
w˜j = lim
n→∞
z˜
(n)
j , j = 1, 2.
Note that because
〈
S˜1, S˜2
〉
6=
〈
S˜F, S˜K
〉
we have z˜1z˜2 6= −1.
If z˜1 = −1, z˜2 6= 1, then from (7.12) one has z˜(n)1 = −1 for all n ∈ N and therefore
w˜1 = w˜2 = −1. If z˜2 = 1, z˜1 6= −1, then w˜1 = w˜2 = 1.
Suppose z˜1 6= −1, z˜2 6= −1. Then (7.12) yields w˜1 = w˜2 := w˜. Let us find w˜. Set
an := C(z˜
(n)
1 ) =
1− z˜(n)1
1 + z˜
(n)
1
, bn := C(z˜
(n)
2 ) =
1− z˜(n)2
1 + z˜
(n)
n
, n ∈ N0.
Then, using (5.2) and (5.3), we obtain
an =
1
2
(an−1 + bn−1), bn = h(an−1, bn−1) =
2an−1bn−1
an−1 + bn−1
, n ∈ N0.
Hence,
lim
n→∞
an = lim
n→∞
bn =
√
a0b0 =
√
1− z˜1
1 + z˜1
1− z˜2
1 + z˜2
.
Thus, we arrive at (7.10)–(7.11). 
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