The Q-index of a simple graph is the largest eigenvalue of its signless Laplacian. As for the adjacency spectrum, we will show that in the set of connected bipartite graphs with fixed order and size, the bipartite graphs with maximal Q-index are the double nested graphs. We provide a sequence of (in)equalities regarding the principal eigenvector of the signless Laplacian of double nested graphs and apply these results to obtain some lower and upper bounds for their Q-index. In the end, we give some computational results in order to compare these bounds.
Introduction
Let G = (V, E) be a (simple) graph, of order ν = |V | and size = |E|. The signless Laplacian of G is defined to be the matrix Q = A + D, where A(= A(G)) is the adjacency matrix of G, while D(= D(G)) is the diagonal matrix of its vertex degrees. The largest eigenvalue (or spectral radius) of Q is usually called the Q-index of G, and is denoted by κ(= κ(G)). Much interest has been paid recently to this very important spectral invariant. Let us recall that ∆ + 1 κ 2(ν − 1) , (1.1) where ∆ denotes the maximal vertex degree of the graph, with equality for stars, on the lower bound, and complete graphs, on upper bound [7] . In 2007, Cvetković, Rowlinson, and Simić [6] conjectured that 2) whered is the average (vertex) degree of a graph. Later Feng and Yu [9] proved that (1.2) is true (cf. also [1] ). Many other bounds on Q-index for arbitrary (connected) graphs can be found in [8] .
We will now describe in brief the structure of a connected double nested graph (or DNG for short). It was first considered in [3, 4] and, independently, under the name of chain graph, in [5] , in studying graphs whose least eigenvalue is minimal among the connected (bipartite) graphs of fixed order and size. The vertex set of any such graph G consists of two colour classes (or co-cliques). To specify the nesting, both of them are partitioned into h non-empty cells V k , for s = 1, 2, . . . , h. Denote by N G (w) the set of neighbors of a vertex w. Hence, if u ∈ U s+1 , u ∈ U s , v ∈ V t+1 , and v ∈ V t , then N G (u ) ⊂ N G (u ) and N G (v ) ⊂ N G (v ). This claim makes precise the double nesting property. Observe that 1 s, t h.
If m s = |U s | and n s = |V s |, with s = 1, 2, . . . , h, then G is denoted by DN G(m 1 , m 2 , . . . , m h ; n 1 , n 2 , . . . , n h ) .
Note that G is connected whenever m 1 , n 1 > 0. Additionally, if some of the remaining parameters are equal to zero, we again get a DNG with a smaller value of h. Thus, throughout we assume that all these parameters are greater than zero.
We now introduce some notation to be used later on. Let
Thus G is of order ν = M h + N h and size = h s=1 m s N h+1−s . Observe that N h+1−s is the degree of a vertex u ∈ U s ; the degree of a vertex v ∈ V t is equal to M h+1−t . We also set M s,t = M t − M s−1 and, additionally,
The structure of a double nested graph.
Extremal bipartite graphs
Let G be a bipartite graph with colour classes U and V . First, we state the main result of this section.
Theorem 2.1. If G is a graph for which κ(G) is maximal among all connected bipartite graphs of order ν and size , then G is a DNG with all pendant edges attached to a common vertex.
Theorem 2.1 means that double nested graphs play the same role among bipartite graphs (with respect to the signless Laplacian index) as nested split graphs among non-bipartite graphs. The same classes of graphs appear as extremal with respect to the adjacency spectra as well, i.e., in the class of all connected (resp. all connected bipartite) graphs of fixed order and size, those with maximal radius with respect to the adjacency matrix are NSGs (resp. DNGs). The proof of Theorem 2.1 is based on the following lemmas, the first of which is taken from [6] . Recall that there exists a unique unit eigenvector corresponding to κ(G) having only positive entries; this eigenvector is called the principal eigenvector of G. Lemma 2.2. Let G be the graph obtained from a connected graph G by rotating the edge rs around r to the non-edge position rt.
The next lemma will be very helpful when we find a bridge in a graph whose index is assumed to be maximal. Given two rooted graphs P (= P u) and Q(= Qv) with u and v as roots, let G be the graph obtained from the disjoint union P∪ Q by adding the edge uv. Let G be the graph obtained from the coalescence of P u and Qv by attaching a pendant edge at the vertex identified with u and v. Lemma 2.3. With the above notation, if P and Q are two non-trivial connected graphs then κ(G) < κ(G ).
T be the principal eigenvector of G. Without loss of generality, we may suppose that x u x v . Let N P (u) be the neigbourhood of u in P ; since P is non-trivial, N P (u) = ∅. Now G is obtained from G by replacing the edges uw, with w ∈ N P (u) by the edges vw and, therefore, κ(G) < κ(G ), by Lemma 2.2, as required.
In what follows we assume that G has maximal index among the connected bipartite graphs of fixed order and size. Proof. Let U, V be the colour classes of G. Assuming that v and w are vertices in V such that x v x w and deg(v) < deg(w), then deg(w) > 1 and there exists u ∈ U such that v ∼ u ∼ w. By Lemma 2.3, we may rotate uw to uv to obtain a graph G such that κ(G ) > κ(G). If uw is a bridge, then deg(u) = 1 and, again by Lemma 2.3, G is necessarily connected; but now the maximality of κ(G) is contradicted and the proof is complete.
From now on we take the colour classes to be U = {u 1 , u 2 , . . . , u m } and V = {v 1 , v 2 , . . . , v n }, with x u1
x u2 · · · x um and x v1 x v2 · · · x vn . By Lemma 2.4, this ordering coincides with the ordering by degrees in each colour class. In the next lemma we note some consequences of those facts. (ii) u 1 is adjacent to every vertex in V , and v 1 is adjacent to every vertex in U ; (iii) if the vertex u is adjacent to v k , then u is adjacent to v j , for all j < k, and if the vertex v is adjacent to u k , then v is adjacent to u j , for all j < k.
Proof. First we consider bridges in G. By Lemma 2.3, all bridges are pendant edges. By Lemma 2.2, all pendant edges are attached at the same vertex, and this vertex w is such that x w is maximal. Without loss of generality, x u1 x v1 and w = u 1 . It follows that the result holds if G is a tree and, consequently, G is a star. Accordingly, we suppose that G is not a tree.
To prove (i), suppose by way of contradiction that u 1 ∼ v 1 . Then v 1 is adjacent to some vertex u ∈ U , and uv 1 is not a bridge. By Lemma 2.2, we may rotate v 1 u to v 1 u 1 to obtain a connected bipartite graph G such that κ(G ) > κ(G), contradicting the maximality of κ(G).
To prove (ii), suppose that u is a vertex of U not adjacent to v 1 . Then u = u 1 by (i), uv is not a bridge, and u is adjacent to some vertex v in V other than v 1 . Now we can rotate uv to uv 1 to obtain a contradiction as before. Secondly, suppose that v is a vertex of V not adjacent to u 1 . Then v = v 1 by (i), again vu 1 is not a bridge, and a rotation about v yields a contradiction.
To prove (iii), suppose that u ∈ U , u ∼ v k and u ∼ v j for some j < k. Now u = u 1 by (ii), and so uv k is not a bridge. Then we can rotate uv k to uv j to obtain a contradiction. Finally, suppose that v ∈ V, v ∼ v k and v ∼ u j for some j < k. In this case, vu k is not a bridge because k > 1, and the rotation of vu k to vu j yields a contradiction.
The proof is now finished.
Taking into account Lemma 2.5 and the definition of a DNG the first part of Theorem 2.1 follows. It remains only to prove that all cut-edges in the observed DNG are pendant edges attached to a common vertex. This easily comes from Lemma 2.3.
Q-eigenvectors of DNGs
Here we consider the principal eigenvector of the signless Laplacian of DNGs. In this section (and in the next one, if not told otherwise) we will assume that
T is a Q-eigenvector of G with all positive entries, which is usually normalized, i.e.,
The entries of x are also called the weights of the corresponding vertices. We first observe that all vertices within the sets U s or V t , for 1 s, t h, have the same weights, since they belong to the same orbit of G.
From the eigenvalue equations for κ, applied to any vertex from U s or V t , we get
and
By normalization we have
and, from (3.1), we easily get
From (3.2) we have
and therefore, using (3.3), we have 6) or, using (3.2) for t = 1,
Similarly,
Setting a h+1 = b h+1 = 0 and N 0 = 0, from (3.4) and (3.6), together with (3.3), we get successively
Since all components of x are positive and κ ∆ + 1 (1.1), it comes
Furthermore, by setting s = h in (3.2), we obtain
Moreover, substituting s = 1 in (3.1) and t = 1 in (3.2) and applying in (3.3) we get
and finally
Next we focus our attention on bounding a i 's and b j 's.
Lemma 3.1. For any s = 1, . . . , h, we have
Proof. From (3.4), we have
Therefore, (3.11) immediately follows since b j 's are strictly decreasing, from (3.8). 
Proof. The inequality (3.12) follows from (3.10), since b i 's are strictly decreasing, bearing in mind (3.9) as well.
Lemma 3.3. For any s = 1, . . . , h,
Proof. By induction on s. For s = 1, the inequality holds trivially. Assume next that
This ends the proof.
Lemma 3.4. For any s = 1, . . . , h, we have
where
Proof. From (3.4) and (3.12) applied to b j , we get
The proof is now complete.
Some bounds on the Q-index of a DNG
In this section we obtain some upper and lower bounds on the Q-index of DNGs using the eigenvalue and the matrix technique. We also emphasize that our main goal is to consider the estimation of the Q-index of large graphs. Before we proceed, we provide the following observations. First, if h = 1 we get a complete bipartite graph K m1,n1 , whose Q-index is equal to m 1 + n 1 = ν [2] . Furthermore, since the Q-index of an arbitrary graph increases by inserting edges (cf. [6] ), we have κ ν, (4.1)
for any (not necessarily connected) DNG.
Otherwise, if h > 1 is fixed but the graph size is not, using the same previous arguments, the maximal Q-index would appear in DN G(m 1 , 1, . . . , 1; n 1 , 1, . . . , 1) . The computational results suggest this will happen when |m 1 − n 1 | 1. So, these cases are not interesting for our research and, therefore, we will assume that h > 1 and the size is fixed.
Eigenvalue technique
Now we establish some bounds for the Q-index of DNGs using the eigenvalue technique. We start with lower bounds.
Proof. On the one hand, from (3.2), we get
since, from (3.7), a i 's are decreasing. On the other hand, from (3.1), we get
since b j 's are decreasing, from (3.8). From the last two inequalities we get
which is equivalent to κ M h+1−k + N k .
In particular, for k = h and k = 1, we obtain the following corollary. 
Proof. Let y = (y 1 , . . . , y ν ) T be a vector whose components are indexed by the vertices of G, and let y u = N h+1−i if u ∈ U i , for some i ∈ {1, . . . , h}, or, otherwise, y v = q = κ − t, for some t, if v ∈ V j for some j ∈ {1, . . . , h}. Substituting y into the Rayleigh quotient (see, e.g., [8, p . 49]) we obtain
due to Rayleigh's principle which reads y T Qy y T y κ. Since q = κ − t, we get
, and having in mind that N 1 t N h , we immediately get a quadratic inequality in q and the proof is concluded.
Proof. From (3.1), with s = h, and from (3.3), recalling (3.11), we get
Then, we obtain
and, therefore, from the quadratic inequality
we obtain κ 1 κ κ 2 where κ 1 and κ 2 are the solutions of the associated quadratic equality, and this completes the proof.
The next two bounds improve the bound (4.2). We recall that f h+1−i is defined in Lemma 3.4.
Proof. As in the proof of Proposition 4.4, we have
Using (3.12), we get
and therefore
Taking into account that κ ν, from Proposition 4.4 it follows
and the proof ends.
The next result may be proved in a similar way.
Proposition 4.6. If G is a connected DNG, then
Matrix technique
The partition
is equitable since every vertex in U i and every vertex in V i have the same number of neighbors in U j and V j , for all i, j ∈ {1, 2, . . . , h}. Let A D be the signless Laplacian divisor matrix of a DN G(m 1 , . . . , m h ; n 1 , . . . , n h ) with respect to the equitable partition (4.3). The matrix A D has the following form:
where the non-mentioned entries are to be read as zero. Setting
In order to obtain more bounds we set
for some x = 0. Since the matrices
and A D are similar, they have the same index. We choose x such that the sum in the first row and the (h + 1)-th row are equal. It leads to
. By Frobenius Theorem [11, Theorem 3.1.1], we have
where R i stands for the sum of elements in the i-th row of P A D P −1 . Using this, we get the following result.
Clearly, the upper bound does not provide a decisive progress in our quest (recall (4.1)). We will establish some more interesting improvements next.
Let R i be the sum of the entries in row i of the matrix A D . It is easy to confirm that
and, therefore,
By Frobenius Theorem
Here the upper bound does not make any (general) improvement since max{2N h , 2M h } ν (compare (4.1)), so next we use the result of Minc (see [10] ), which for the matrix A D reads:
Proposition 4.8. If G is a connected DNG, then
The bounds (4.6) obviously improve both (4.4) and (4.5), but the lower bound is still rough comparing with Corollary 4.2.
Computational results
In this final section, we provide several examples which can help to gain a better insight into the quality of the bounds obtained in the previous section.
We compute the lower bounds of Propositions 4.1 and 4.3, and the upper bounds from Propositions 4.4, 4.5, 4.6, and 4.8. One observes that the bound from Proposition 4.1 is always integral. The number of vertices in the corresponding DNG is also given in every example since it makes another upper bound (cf. (4.1) ). It can be easy checked that the lower bounds from Corollary 4.2 and Propositions 4.7 and 4.8, all of them having simple expressions, are rough in some cases, and therefore they are not considered in our examples. We also compute the relative errors in each case.
Example 5.1. First we consider a randomly chosen DNG with small number of vertices and some larger DNGs derived from the previous one: Notice that κ(G 2 ) (resp. κ(G 3 )) is very close to 5κ(G 1 ) (resp. 100κ(G 3 )); we get 5κ(G 1 ) − κ(G 2 ) ≈ 10 −7 . Since the similar fact holds for all bounds obtained (compare the corresponding propositions), we get the same results for the relative errors.
Example 5.2. Here we consider the DNGs obtained from G 1 by multiplying some of its parameters: In this example all bounds are (more or less) close to the exact value of Q-index. We already pointed that the bounds obtained in Propositions 4.5 and 4.6 are the improvements of the one obtained in Proposition 4.4. This example shows that the bound from Proposition 4.8 is incomparable to them. In opposition to the previous example, here Proposition 4.1 gives a better estimation than Proposition 4.3. Taking into account the lower bound of Proposition 4.3, one can conclude that its deviation from the exact value is expected for I 1 (and other similar graphs). Note that Proposition 4.6 will often give better bound than Proposition 4.5, but not always -see graphs I 2 or J 2 in the next example.
Example 5.4. Finally, we consider the extensions of the original graphs: DN G(2, 2, 5, 3, 2, 3, 1, 1; 2, 3, 1, 1, 2, 2, 5, 3) ; J 2 = DN G (20000, 2, 5, 3, 10, 10, 10, 10; 2, 3, 1, 10000, 10, 10, 10, 10) ; J 3 = DN G (2, 2, 5, 3, 1, 1, 1, 1; 2000, 300, 10, 1, 1, 1, 1, 1 The bounds obtained will be used in a forthcoming research regarding the graphs with maximal Q-index and fixed (but high) orders and also a fixed particular size. We also remark that the results could be also compared to the corresponding bounds obtained for the adjacency spectra.
