The maximum independent set (MIS) problem is a wellstudied combinatorial optimization problem that naturally arises in many applications, such as wireless communication, information theory and statistical mechanics.
COUPLING FROM THE PAST
Propp and Wilson [4] introduced in 1996 the coupling from the past (CFTP) algorithm, a perfect sampling technique for the stationary distribution of an ergodic finite state space Markov chain. CFTP generates an unbiased sample from the stationary distribution in finite expected time.
Formally, given a finite state space S of cardinality n and a n × n transition matrix M , a Markov chain over S with transition matrix M can be represented as Xt = X0 · u1 · . . . · ut, Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. where the ui are i.i.d. letters from a finite alphabet A, drawn according to a distribution D defined such that the operator · : S × A → S satisfies ∀x, y ∈ S, Pu∼D(x · u = y) = Mxy.
Consider an i.i.d. sequence of letters (u−t) t∈N drawn according to D, and define the chains (B −t −i ) i∈N by
Theorem 1 (Propp and Wilson [4] ). If there exists a T ∈ N such that B −T 0 is a singleton, then:
A key element in their proof is that
CFTP algorithm consists in drawing the letters u−i one by one until B −t 0 is a singleton, then returning the unique element of B −t 0 . The main drawback is that at each time step −i, the algorithm computes x · u−i for all x ∈ B −t −i , which is often prohibitive due to the cardinality of S. The complexity of this one step transition can be improved through the use of bounding chains and we assume here the approach in [2].
EXPANDING AND CONTRACTING
The complexity of the CFTP algorithm is closely linked to the rate at which the Markov chain changes state: for a given set of states B, call a letter u passive if B = {x · u : x ∈ B}. The main contribution of this paper is to propose a variant of the algorithm that avoids considering the passive letters, while still producing an unbiased sample from the stationary distribution.
Whereas such a modification is easily achievable in a simple Markov chain Monte Carlo dynamic, it is not immediate to adapt it to the CFTP approach. The main reason is that letters passive for B −t −i are not necessarily passive for B −t−s −i . This is illustrated in Figure 1 .
The proposed method removes passive letters as it proceeds, while reinserting active letters where they may have been removed due to being passive at some earlier stage of the algorithm. The insertion is done in a randomized manner that preserves the distribution of the output of the algorithm.
We define two operations, contraction and expansion, that remove and add passive letters in a given word. These are illustrated in Figure 2 . 
Figure 2: Contracting and Expanding
Contraction is straightforward. Expansion, on the other hand, is more complex as it should not introduce a bias in the distribution of the output. The key element here is to make sure that the inclusion (1) is still valid despite new letters being introduced. Also, when starting a new chain from further back in time, the number of new letters must be geometrically distributed. Due to space constraints, we do not give all the details of this procedure here.
The proposed algorithm, called CFTP with oracle skipping (OS-CFTP), is obtained by adapting the CFTP algorithm so as to expand the current word before going back in time, adding letters, then contracting the result. A reduction in complexity is obtained by merging the expansion and contraction phases so as never to work with a fully expanded word. The gain depends greatly on the proportion of passive letters.
Theorem 2. OS-CFTP returns a state that is distributed according to the stationary distribution π.
For details concerning the algorithm, its complexity, and a proof of Theorem 2, see the full paper.
One of the main assumptions here is that it is always possible to draw letters conditioned to being active for a given set of states. Identifying passive letters is in general not straightforward. In the case of local dynamics on graphs, such as the independent set example from Section 3, this can be done efficiently under some reasonable assumptions. Note that we can also remove only a subset of passive eventsa tradeoff between the complexity of finding passive events and the gain obtained by eliminating them.
An iterative approach to find passive events was considered in [3] . 
GENERATING INDEPENDENT SETS
We illustrate the efficiency of the OS-CFTP algorithm for independent sets. An independent set in a graph is a subset I of the vertices of that graph, no two of which are linked by an edge. The target distribution is given by
where λ is a parameter, called the fugacity, and Z λ is a normalization constant. It is possible to express π as the stationary distribution of a Markov chain by using a Gibbs sampler. This method was furthermore refined by Dyer and Greenhill [1, 2] . Simulation results for different graph models are given in Figures 3 and 4 . Theoretical bounds for the star topology are given in the full paper. Overall, oracle skipping does better than previous methods, though the gain is strongly linked to the model studied.
