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A new mixed formulation is introduced to approximate the solution of a nonlinear elliptic problem based on the 
Brezzi-Douglas-Marini mixed finite elements. The existence and uniqueness of solutions of the mixed formulation 
and its discretization are demonstrated. Optimal error estimates in L*(n), L”(0) and H-“(O) are derived. 
Numerical results are presented to compare the present approach with the standard one and to justify the 
theoretical results obtained here. 
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1. Introduction 
In this paper we shall consider the Dirichlet problem 
Lu = -divA(x, Vu) =f(x), x l f2, 
u = 0, XEM2, 
(l.la) 
(1 .lb) 
in a bounded domain D c R2 with a C2 boundary an, where Vu denotes the gradient of a 
scalar function u, and div w denotes the divergence of a vector function w. We shall assume 
that A:~Xb82--+R" is twice continuously differentiable with bounded derivatives through 
second order; moreover, we shall assume that L is strictly elliptic at u(x) in the sense that 
there is a constant cq, > 0 such that 
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where DA(x, p) = (Gli/3pj) is the 2 x 2 Jacobian matrix. The variable x will normally be 
omitted in this notation below. 
It will be also assumed that for some E, 0 < E < 1, and for each f~ H’(0) there exists a 
unique solution 24 EH2+‘(0) of (1.1). 
Mixed finite-element methods have been studied [2,9] to approximate the solution of a quasi 
linear second-order elliptic problem by means of the Raviart-Thomas method [ll]. However, it 
has turned out that attempts at using the Brezzi-Douglas-Marini (BDM) method [l] for the 
numerical solution of (1.1) by applying the ideas given in [2,9] are not entirely successful. The 
reason for this is that error equations couple the scalar variable u and the flux variable (i.e., the 
one for which mixed methods are designed to approximate well); as a consequence, the errors 
of the former influence those of the latter. Hence, the error estimates for the flux variable are 
not optimal since the BDM space uses higher-order polynomials for this variable than for the 
scalar. 
The object of this paper is to introduce a mixed formulation to approximate the solution of 
(1.1). This formulation differs from the traditional mixed formulation [l-4,9,11] due to the 
introduction of a new variable which acts as a Lagrange multiplier. Based on the formulation 
and the BDM elements [l], a new family of mixed finite elements is developed. While the new 
variable is introduced in order to derive optimal error estimates both for the flux variable and 
for the scalar variable, it will be seen that, since there is no continuity requirement on the 
approximate space associated with this variable, it can be eliminated element by element by 
static condensation with virtually no cost and thus the system associated with the formulation 
considered here reduces to traditional ones. Therefore, the error estimates for the flux are 
improved without increasing the computational cost. 
We shall use the fact in the error analysis below that the restriction of the linear elliptic 
operator 
Mw = -div(DA(Vu)Vw), 
to H2(0> n Hi(n) has a bounded inverse, which follows from [7, Theorem 8.121. 
(1.3) 
In the next section we shall introduce our mixed formulation of problem (1.1) and show the 
existence and uniqueness of solution of this formulation. Then, based on the formulation, we 
shall develop a family of mixed finite elements. In Section 3, we shall demonstrate the existence 
and uniqueness of an approximation solution. In Sections 4-6, we shall carry out an asymptotic 
error analysis. The results of the analysis are optimal error estimates in L2(0>, L”(0) and 
H-“(a). In Section 7, some numerical results are presented to compare the present method 
with other more standard approaches. Finally, a concluding remark is made in Section 8. 
Throughout this paper, vectors will be denoted by bold face. 
2. A mixed formulation 
To introduce a mixed formulation of (1.11, let 
V= H(div, 0) = { 7: 7 E L2(fl), div 7 E L2(0)}, 
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with the usual norm 
ll T 11; = II T Ili(div,n) = h II pi llO2 + Ildiv 7 1102, 
i=l 
where T = (TV, TV) and II . II o denotes the norm on L2(fi). Then, we can construct our mixed 
formulation for (1.1): find (u, A, a) E L2(0> X L2(0> X F’ such that 
(A(A), CL) + (0, CL) = 0, VP EL2(fi)T 
(u, div 7) + (A, T) = 0, VTE V, 
(u, div a) = (f, u), VU E L2(fq, 
where (-, 0) indicates the inner product on L2(0) or L2(fl). 
Set now 
W= L2(R) x L2(0), 
(24 
with the usual product norm II u II&= II u 11: + II p 1102, u = (u, p) E W, and introduce the form 
A(*, -):WxW-IR defined by 
A(u,v)=(A(A),~), u=(u,A), ~=(w+W 
and the continuous bilinear form B(. , . > : W X V + R by 
B(u,T)=(U,divT)+(A,T), u=(u,h)~W, TEV. 
Then, (2.1) may be rewritten in the standard form suitable for its mathematical analysis as 
follows: find (u, a> E W X V such that 
A@, u) +B(v, a) =I+), V’v E W, (2.2a) 
B(U, T) =o, vTEv/, (2.2b) 
where the continuous linear form F(. ) on W is given by 
F(y) =f(4 U = (U, j&) E W. 
In order to analyse (2.21, we define the subspace 2 of W by 
Z = {U E w: B(U, T) = 0, VT E v}. 
Lemma 2.1. Let Y = (u, p) E W. Then, Y E Z if and only if v E Hi(O) and p = Vu. 
Proof. First, let v = (v, p) E W such that v E H,‘(0) and p = Vu. Then, for all T E I/, 
B(v, T) = (U, div T) + (j.6, T) = -(vu, T) + (p, T) = 0, 
i.e., v E Z. 
Next, let u = (u, CL) E Z. Define 7 E V with r1 = 4 E9(fi), the restriction of the functions 
infinitely differentiable and with compact support in R2 to 0, and 72 = 0. Then, by the 
definition of Z, 
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Since H’(0) =g%, the closure of S(D), this implies that pi = &J/&K,. Similarly, p.2 = 
au/ax,; consequently, p = Vu. Therefore, by the definition of 2 and Green’s formula, we have 
where II denotes the unit outer normal to aa. Since u I aa E H’/*(M2n) and the mapping 
7 e T + n I aa defined on V is onto H ‘/*(an>, the equation above implies that u 1 aR = 0, i.e., 
u E H,‘(0). This completes the proof. 0 
The following result characterizes the relations between the solutions of (1.1) and (2.2). 
Theorem 2.2. Suppose that, for some CY E (0, 11, ati E C*,” and f E P(D). Then, if u E H,‘(a) 
is the solution of (1.11, the pair (u, a> E W X Vdefined by 
u=(u,A), A=Vzl, (2.3a) 
U= -A(&), (2.3b) 
is a solution of (2.2); conversely if (u, a) E W X V is a solution of (2.2) with u = (u, A), then 
u E H,‘(0) is the solution of (1.1) and A and u satisfy (2.3). 
Proof. First, let u E H,‘(0) be the solution of (1.1) and let A and u be defined by (2.3). Then, it 
follows from Lemma 2.1 that u = (u, A) E 2, so that (2.2b) is satisfied. Now for each v E W 
with Y = (v, ~1, by (2.31, 
A(u, o) +B(o, a) = (u,-- divA(Vu)) = (v, f), 
i.e., (2.2a) holds, and thus (u, a> is a solution of (2.2). 
Next, let (u, a> E W x V be a solution of (2.2) with u = (u, A). Then, (2.2b) implies that 
u E 2. Hence, by Lemma 2.1, u E H,‘(R) and A = Vu. Therefore, for all v E Hi(n) and 
p = Vu, by Lemma 2.1 and (2.2a), 
A(+ U) =F(y), Y = (U, /&) E w, 
that is, 
(A(Vu), VU) = (f, v), vu EH#). 
Hence, we see that u is a weak solution in Hi(n) of (1.1) and that it thus follows by [S, 
Theorem 2.11, our assumptions made in the theorem and (1.2) that u E H*~~(fin) for 1 <q < 03. 
In particular, u E H*(n). Then, by the Schauder estimates (see, e.g., [lo, Theorem 5.6.31) we 
find that u E C2+a(an>. Thus, th e weak solution u of (1.1) is in fact its classical solution and 
belongs to C*(B); therefore, [5, Theorem 11 implies that u is the unique solution of (1.1) and 
the proof of the theorem has been finished. 0 
To consider the discrete version of (2.11, we now develop a family of mixed finite elements, 
which is a straightforward extension of the BDM space on triangles [l]. For 0 <h < 1, let 
Th = {Tj be a quasi regular triangulation of fl by triangles of characteristic parameter h. 
Boundary triangles are allowed to have one curved edge. For k > 1, let P,(T) denote the set of 
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restrictions of polynomials of total degree not greater than k to the set T and let P,(T) = 
(P,(T)j2. Then, set 
L, = {u E L2(fJ): u 1 T E P,_,(T), VT E Th), 
L,= {p ~L~(fi): ELIT=‘~(T)JTET/~}, 
~~={I~EV:~)~EP,(T),~~TET,}. 
Recall that T E V if and only if T - n, is continuous across interior edges e, where n, is the 
exterior normal to e. 
We can now state a mixed finite-element method for approximating the solution of (1.1): find 
(uh, A,, a,) EL, x L, x V, such that 
(A(&), EL) + (a,, P) = 0, VP ELh, 
(uh, div T) + (Ah, T) = 0, VT E V,, (2.4) 
(u, div ah) = (f, u), vu EL,. 
As mentioned in the Introduction, the purpose of the introduction of the Lagrange 
multiplier A, is to improve estimates for the error CT - (TV. Since there is no continuity 
requirement on the elements in L,, A, may be eliminated element by element from this system 
in a virtually cost-free manner to obtain a traditional system involving only u,, and uh. 
Therefore, system (2.4) can be solved in a standard way. 
3. The existence and uniqueness of discrete solution 
We shall in this section demonstrate the existence and uniqueness of solution of system (2.4). 
The argument below will follow the development described in [2,9], following [6] for treating 
mixed methods for linear second-order elliptic problems, but will be simpler than that given in 
[2,91. 
Let Uh : H’(L!) + V, denote the BDM projection [l], which satisfies 
(div(l7,a - a), U) = 0, VU EL,, (T E H’(iiZ), 
lI~~~-~llo~~ll~ll,~‘, Va~H~(fl), l<r<k+l, 
and let P,, and P,, indicate the L2-projections onto L, and L,, respectively, so that 
(div T, u - Phu) = 0, VT E V,, u E L2(f2), 
II P,p - u II es < C II u II r h’+‘, VU E H’(a), 0 G r, s < k, 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
and 
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Subtracting (2.4) from (2.11, we get the error equations 
(A(A) -Q/J, P) + (@--h, P) =o, VP ELhY 
(U - uh, div T) + (A --A,, T) = 0, VT E v,, 
(u, div(a - ah)) = 0, vu EL,. 
For any Y E L,, we have 
A(A) -A(v) =D&)(A -v), 
where DA’(v) = (i3&/aAj)( v) is the 2 X 2 Jacobian matrix given by 
(3.7) 
(3.8) 
;(v) = /,‘f$( vl + t(h, - q), v2) dt, i = 1,2, 
1 1 
;(,) = /ul~(vl, v2 + t(A2 - v,)) dt, i= 1,2, 
2 2 
where A = (A,, h2) and v = (vr, v2). Thus, by substituting (3.8) with Y =A, into (3.7), we see 
that 
(Di(A,)(A -A,), P) + (a-c/z, P) = 0, VP EL,z, 
(U -u,,, div 7) + (A -A,, 7) = 0, VTEVj, (3 *9) 
(u, div(a - oh)) = 0, vu EL,, 
SO that, by shifting (u, A, a) to <P,u, P,A, ITha) on the left-hand side of (3.9) and using (3.1) 
and (3.51, 
(DZ(A~)(P~A -A,), P) + (Uh@-uh, P) = (BQ,)(P~A -A) +17ha-5 P), VP ELM, 
(p/,u - uh, div T) + (P,A -A,, T) = 0, vTE&, 
(U, div(II,o - (Th)) = 0, VVELh. 
(3.10) 
Let 
@:,!/,xL,x&/LL,xL,x~, 
be a mapping defined by @P(( W, V, p)> = (x, y, z>, where (x, Y, z) is the solution of the system 
@+‘)(&A -y), E.L) + (nh (T--z,/&) = (&+‘)(&A-A) +nhu-u, /.+ t/cc ELh, 
(3.11a) 
(PhU -x, div T) + (PhA -J’, T) = 0, VT E v,, (3.11b) 
(U, div(l7,a-z)) =O, VU ELh. (3.11c) 
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Note that (3.11) corresponds to the mixed method for the operator N: H2(i2) n H,‘(L!) + L2(fi> 
given by 
NW = -div(Di(v)Vw). (3.12) 
The existence and uniqueness of solution of (3.11) will follow [2,6,9] if we can prove that 
~TD~(v)~>pll~ll& V’xEfi, V5ER2, (3.13) 
for some constant p > 0. For then, N will have a bounded inverse mapping L2(0> onto 
H2(0> n H,‘(R) (see [7, Theorem 8.121). 
Let 
CPAi 
max II~IIwGQ, 
1 <i,j,k<2 apj apk 
(3.14) 
for some constant Q. Then, we have the following lemma. 
Lemma 3.1. Let (3.14) be satisfied and v belong to B, = {cc EL,: (I A -p II O,m =S $x0/Q}, where 
a0 is defined us in (1.2). Then, (3.13) is satisfied. 
Proof. For any 5 = (5r, 52) E R2, 
i 
aA1 aA1 - ---(Al, v2 + t(A2 - v2)) - x$- v1+ t@, - 4 v2) 51t2 
2 2( I 
i 
aA aA 
+ ah, 
-(A,, v2 + t(A2 - ‘2)) - -(q + Q, - VI), v2) 6,’ dt. a* 
2 I I 
Thus, by Mean Value Theorem, Cauchy’s inequality, (1.2) and (3.14), we obtain 
which implies (3.13) with p = &,, and the proof of the lemma has been completed. 0 
Note now that the existence of a solution of (2.4) is equivalent o showing that @ has a fixed 
point. Consequently, the solvability of problem (2.4) will follow from the Brouwer fixed 
theorem if we can prove that @ maps a ball of L, x L, x V, into itself. For this, let _lZh = L, 
with the stronger norm II p II p,, = II p II O,m. 
Theorem 3.2. Let (3.14) be valid and 6 < $x,-,/Q. Then, for sufficiently small h, @ maps a ball 
of radius 6 of L, x 2Th X V, into itself. 
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To prove this theorem, let us state a duality lemma which can be proved by the argument in 
[61. 
Lemma 3.3. Let v E B,, 6 E L2(n), 5 E Vand g E L2(n). If w E L, satisfies 
(W~)s~ Iu) + (57 p) = (8, CL), v/J EL*, 
(w, div T) + (5, T) = 0, VTEVh, 
(u, div 6) = 0, VUELh, 
then, for k > 1, 
II w II o G C(( II 5 II o + II 5 II o + II g II o)h + II div 5 II 0 hminc2jk) + II g II -1). (3.15) 
Proof of Theorem 3.2. Let 
II p/$ -w II 0 G 6, ID&p-pIIv<6, II P,h - y II 0,m < 6. 
Note that, since 6 < &x,/Q, v E B, for sufficiently small h. Now, taking p = PhA -y in (3.11a) 
and T = II,,0 -z in (3.11b) and using (3.114 we see that 
lIP,A-yIIo~C{IIP,A-AIIo+ ll17h(~-allo}~Ch’+‘(llAll~+,+ lldl~+e}, (3.16) 
by (3.2) and (3.6). Also, taking p = 17,~ -z in (3.11a) and using (3.161, (3.2) and (3.6), we get 
IIIl,a-zllo,<C{IlP,A-~llo+ lb’,+All,+ IlLi+-allo} 
< Ch’+‘{ II A II l+E + II u II 1+r}. (3.17) 
We now apply Lemma 3.3 to (3.11) with 
g=Di(v)(P,A -A) +I+-a, 
and use (3.11~) which implies that 
div( 17,a - t) = 0, (3.18) 
to obtain 
II Phu --x II o < C{( II P,,A -Y II o + II &p-zll o)h + II g II o} < Chl.+E{ II A II I+E + II u II ~+e}. 
(3.19) 
The quasi regularity of Th implies that 
II P,A -Y II o,m < Ch-’ II P,A -Y II o G Ch-‘h’+‘{ II A II I+E + II u II ~+c}, (3.20) 
by (3.16). Now, let h < (a/CCC II u II z+~ + II u II I+,>)>‘/‘; the theorem is then proved since 
(3.17)~(3.20) imply that II Phu -x II 0 G 6, II Ilhu -z II v G 6, and II P,A - y II o,~ G 6. q 
We now state a uniqueness result. 
Theorem 3.4. Assume that (3.14) is ualid. Then, there is a unique solution of (2.4) in the ball B,. 
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Proof. Let (ui, Aih, a;) EL, x L, x V,, i = 1, 2, be two solutions of (2.4) in II,. Then, it follows 
from (2.4) that 
(A(hl,) -A(A2,), CL) + (4 -u/f, P) = 0, VP ELhY 
(uz1 -u;, div T) + (A\ -A%, 7) = 0, ifTEVh, 
(~,div(~lf--u;)) =O, vu G L,, 
so that 
(DA’(c)(A:, -A;), p) + (a; -a;, P) = 0, VP ELh, 
(4 - 4, div T) + (A\ -A;, 7) = 0, VT E V,, 
(u, div(oi -(T:)) =O, vu EL,, 
where 
(3.21) 
(3.22a) 
(3.22b) 
(3.22~) 
I $1, g)l) \ 
DA’(c) = aA 
+2, gYc2) ’ \ 1 2 
c1 =A\ + t(Ai -A’,) and c2 =A\ + 13<Ai -A’,), for some t and 8, 0 < t, 0 < 1. Thus, for any 
5=(61,52)E R2, 
This, together with (1.2) and (3.141, implies that 
&=DA’(c)& > czo II 5 II& - ;fiQ II 6 11~~ II A; -A; 11 o,m > (1 - ;a),, II 5 ll&. (3.23) 
Now, note that, by (3.22~1, 
div( aj, -oh’) = 0, (3.24) 
and that, taking p = A\ - Ai in (3.22a) and T = ai - at in (3.22b) and using (3.241, 
(DA’(c)(A:, -A;), A:, -A;) = 0. (3.25) 
Hence, by (3.23) and (3.251, we get that A\ =A:; so, taking p = at - ai in (3.22a) implies that 
a; - ai. Finally, (3.22b) leads to the equation 
(UZI -u;, div T) = 0, VT E vh, 
which immediately means that ~2, = ui since div V, = L,, and the proof of the theorem is 
complete. Cl 
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4. IL*-error estimates 
In this section and the next two sections, we shall carry out an asymptotic error analysis and 
show that the differences u - uh, A - A, and u - u,, are of optimal order in L2(0), L”(R) and 
W”M?>Y. 
Let 
cu=A-A,, P=P,h-A,, d =u-uh, e=II,a-ah, w=Phu-Lluh, 
and rewrite (3.9) as 
(~&,)~, P) + (4 P) = 0, QP ELM, 
(w, div T) + ((Y, T) = 0, VT E V,, 
(u, div d) = 0, Vu E&, 
by (3.3). 
First, observe that, by (3.1) and (4.lc), 
(u,dive)=(u,divd)=O, QuEL,,, 
so that div e = 0. Hence, by (3.11, (3.3) and (3.4), 
IIdivdIIo= Ildiv(u-~~u)llo~ClldivuII, h’, l~r~k. 
Next, by (4.1) and (3.5) we have 
(~-&,)S, B) = (~&)(&A -A), B) + (D&&, B) 
= (D&,)(P,r\ -A), P) - (d, P) 
= (Di(A,)(P,A-A), j3) - (U-&U, p) + (w, dive) 
= (D&)(&A -A), B) - (a-&u, a>, 
which leads to 
11 B 11 o< C( 11 P,A -A II o + II u - n/,0 II o), 
and thus, by (3.2) and (3.6), 
II a II o G II P II o + II P,A -A II o G C( ll A ll r + II u II r)h’, l<r<k+l. 
Also, by (4.11, we see that 
(e, e) = (TIhu - u, e) - (Di(A,)a, e); 
consequently, by (3.2) and (3.4), 
Ildllo< llello+ II~~-~IIo~C(II~~,~-~I~O+ lIcy.ll~) 
<C(llAII,+ llullr)h’, l<r,<k+l. 
Finally, we apply Lemma 3.3 to (4.1) to get 
II w II o G C{( II a II o + II d II o)h + II div d II o hmi”(2,k)}. 
Our result can be summarized as follows. 
(4.la) 
(4.lb) 
(4.lc) 
(4.2) 
P-3) 
P-4) 
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Theorem 4.1. Let (u, A, a> and (uh, A,, ah> EL, XL, x V, be the solutions of (2.1) and (2.41, 
respectively. Then, for sufficiently small h, 
I’ ’ - uh ‘I ’ ’ ’ ( 
( II u II 1 + II u II ,)k k= 1, 
( (1 u I( r + (1 u (1 ,eI)hr, 2<r<k,k>l, 
Ilh-h,IIo~C(lIull,+1+ IIdr)h’, l<r<k+l, 
lb-@hllo<C(lbllr+l+ II4)h’, l<r<k+l, 
Ildiv(o-a,)l(o~CIldivall,h’=CII f Ilrh’, l<r<k, 
II u,, - Phu II o < C II f II khmin(k+2,2k). 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
Note that Theorem 4.1 shows that {(uh, A,, oh)jh converges in L*(n) X L*(fl) X I/ to 
(u, A, a> as h + 0 both at an optimal rate (for any h) and with minimal smoothness 
requirements on the solution of (1.1). 
5. Error estimate in Lm(0) 
Note that, by (4.6) and (4.8)-(4.101, 
‘MJoGC i 
( II u II 2 + II CT II z)h*, k= 1, 
(ll4+1+ lIdIr)~r+l, 2<r<k+l,k>l. 
The quasi regularity of Th implies that 
Ilw II 
o,m~Ch-ll~wllo<c 
i 
(ll’ll*+ lla112)h7 k=l, 
(II u II r+l + II (T II r)h’, 2<r<k+l,k>l. 
Thus, for k > 1, 
1) u - u,, 11 0,~ < II u - p,$ II O,m + 11 w II O,m 
~ c ( II u II l,m + II u II 2 + II u II 2)h k= 1, 
(Il~ll~,~+ IIuII~+~+ IIdIr)h’, %r<k,k>l. 
(5.1) 
(5 4 
(5.3) 
6. Error estimates in ( H”( 0)) 
We shall state a duality lemma for w in a negative norm. Toward that end, let us rewrite 
(4.1) as 
(%f)(+, EL) + (d, P) = ([D-44 -~&J]a, P), VP EL,, (6.la) 
(w,div~)+((~,~)=O, Vr=Vh, (6,lb) 
(u, div d) = 0, VU EL,. (6.1~) 
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Observe that (6.1) corresponds to the mixed method for the operator M: H2(kl) n II,’ + 
L2(0n> defined by 
Mw = -div(DA(h)Vw). 
We shall assume that A(x, p) is smooth enough that the Dirichlet problem 
Mcp=$, inn, 9=00, on N2, 
has the elliptic regularity result 
II 9 II s+2 G c II $ II s, 
if I,!J E H”(0). Then, the next result can be proved as in [6]. 
(6.2) 
Lemma 6.1. Let 5 E L2( a), 5 E V and g E L2( 0). If w E L, satisfies 
(q% 4 + (5, 4 = (87 EL) VP ELh7 
(w, div r) + (4, T) = 0, VTE&, 
(u, div 5) = 0, Yv EL,, 
then, for s > 0, 
II w II --s < C([ II 5 II o + II 5 II o + II g II o]hmin(s+l,k+l) + IIdiv 6 II o hmin(s+2,k) + 1) g II _s_l). 
(6.3) 
We now apply this lemma to (6.1) with 
g = [DA(A) -Dii(h,)]cr, 
to get 
II w II --s < C([ II a 11 o+ II d 11 o+ 11 DA(A) -Di(A,) 11 o,m 11 a 11 o]hmin(s+l,k+l) 
+ II div d II o hmin(s+2,k) + II DA(A) - Dk( Ah) II o,~ II a II -S-I). (6.4) 
To estimate II DA(A) - Di(Ah,) II o,~, note that 
where c is some convex combination of A and A,, and similar expressions hold for 
aA,/ah,(A) - ak,/ah,(h,), aA2phi(h) - ai,/ah&J, i=l,2. 
Consequently, it follows from (3.14) that there is a constant C such that 
II DA(A) - Di(A,) ll o,m < C ll A -A,, ll o,m. 
By (4.3), (3.2) and (3.61, we find that 
(6.5) 
II P,A -A, )I o < C( II P,A -A 11 o+ 11 u -Il,,a It o) < Ch1+E’2( 11 A II1+e/2 + 11 u ll1+42), 
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so that, by the quasi regularity of Th, 
II P,h -A, II ,,,m 6 Ch-’ II P,$ -A, II o < Chc’2( II A II 1+c/2 + 11 u II 1+42)- 
The Sobolev imbedding theorem [7] implies that 
IP+c(n) c w+‘Jm(n). 
Using (6.5)-(6.7) and (3.6), we obtain 
(6.6) 
(6.7) 
II DA(A) -Di(A,) 11 o,m < C( II P,A -A II o,m + 11 P,A -A, II o,m) 
< C( he/2 11 A 11 c/2,m + he’2( 11 A iI 1 +e/2 + II TV II 1 +t,2)) 
G chG’2( II u II 2+c + II u II 1++2). (6.8) 
Let now 4p E H”(R); then, by (6.lb), (6.1~) and (3.11, 
(a, V) = (a, 9 - nhqo) + (a, &v) = (a, YJ - %v) - (w, div 4~)~ 
and so, by (3.21, 
II a II --s < C( II a II oh min(s3k+1) + II w II ++I). (6.9) 
Hence, it follows from (6.4), (6.8) and (6.9) that there exists a constant, depending on II u II zte 
and II g II 1+E~2, such that, for sufficiently small h, 
1) w 11 --s G C{( II (Y II o + II d II o)hmi”(s+ l,k+l) + II div d II o hmin(st23k)}. (6.10) 
Again, let 9 E H”(R) and use (6.1) to get 
(d, 9) = (d, cp -PIN) + (d> PIN) 
=(d,e-p,,)-([DA(A)-~~(A,)]~,q-P,q) 
+([DA(A) -Di(A,)]a, V) + (D&A)a, ~--ph(e) 
-(a, DA(A)q -n@t(A)~)) + (w, div(DA(A)q)). 
Therefore, we get (with C depending on II u (I 2+t and II (T II 1+E,2) 
II d II -s G C(( II (Y II o + II d II ~)h~~@,~+‘)  11 (Y 11 --s + 11 w 11 -s+~), 
by (3.21, (3.6) and (6.8). 
(6.11) 
We have proved the following theorem. 
Theorem 6.2. There exists a constant independent of h, depending on II u II 2 fc and II g II 1+ l /2 7 
such that, for sufficiently small h, 
IIu--hII-sGC(IIuIIr+ II~IIr-l)h’+s, 2Gr7sGk7 (6.12) 
IIA-AhII-,~C(IIu~~,+l+ II~lIr)hrfs, l<r,s<k+l, (6.13) 
lIu-uhII-s~C(II~IIr+~+ Ildlr)h’+s, l~r,s~k+l, (6.14) 
Ildiv(o-a,)II_,~CIldivall.h’+“, O<r,s<k, (6.15) 
II u,, - p/,u II o < C( II Z.4 11 kf2 + II u II k++minck+2’2k). (6.16) 
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Table 1 
X 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 
ES 0.0225 0.0400 0.0525 0.0600 0.0625 0.0600 0.0525 0.0400 0.0225 
PM 0.0185 0.0326 0.0470 0.0631 0.0730 0.0631 0.0470 0.0326 0.0185 
SA 0.0190 0.0318 0.0492 0.0625 0.0724 0.0625 0.0492 0.0318 0.0190 
Proof. Eqs. (6.12)-(6.14) and (6.16) follow immediately from (6.101, (6.91, (3.41, (4.8)-(4.10) and 
(6.11). In order to derive (6.151, let cp E H”(a); then, by (6.1~1, 
(div d, ‘p) = (div d, cp - u), Vu EL,, 
which together with (4.10) implies (6.151, and the proof of the theorem has been completed. 
q 
7. Numerical results 
In this section two numerical examples are presented to make a comparison of the present 
approach with the standard one and to justify the error bounds obtained in the last few 
sections. 
Example 7.1. In the first example we shall apply the above method with k = 1 to solve 
following model problem on a 10 X 10 mesh over a uniform triangular decomposition of 
unit square: 
-divA(Vu) =f(xl, x2), (x1, x2) l 0 = (0, 1)2, 
U = 0, (X1, x2) E an, 
where 
A(P) = ( pl, +p2 - +si@p,)), 
fh x2) =2(x2-x:) + (Xi -x:)(3 - cos(2(x, -x12)(1 -2x,))), 
with p = (p,, p2). It is easily verified that 
the 
the 
WP) = ( 1 0 0 I 1 + sin2p2 ’ 
for all p E R2, so that (1.2) holds with a0 = 1. Moreover, it can be shown [7] that this problem 
has a unique solution. 
Table 2 
X 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 
ES 0.2000 0.1500 0.1000 0.0500 0.0000 - 0.0500 - 0.1000 - 0.1500 - 0.2000 
PM 0.3075 0.2196 0.1377 0.0350 0.0000 - 0.0350 - 0.1377 - 0.2196 - 0.3075 
SA 0.3901 0.3027 0.2110 0.1363 0.0000 - 0.1363 -0.2110 - 0.3027 - 0.3901 
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Table 3 
X 0.1000 0.2000 0.3000 0.4000 0.5000 0.6000 0.7000 0.8000 0.9000 
PMs 0.0201 0.0375 0.0510 0.0617 0.0699 0.0605 0.0504 0.0401 0.0230 
PMf 0.2180 0.1731 0.1134 0.0482 0.0000 - 0.0423 -0.1130 - 0.1721 - 0.2592 
Tables 1 and 2 show the exact solutions (ES) and numerical solutions of the scalar and the 
first component of the flux variable at x2 = 0.5 and various points of xi, respectively, to the 
above problem using the present method (PM) and the standard approach (SA) given in [2,4,9]. 
Evidently, from the tables, we observe that the PM produces the approximate solutions of the 
flux more accurately than the SA, while both methods have the same accuracy for the scalar. 
Table 3 displays the numerical solutions of the scalar PMs and the first component of the 
flux PMf at the same points as the above to the same problem over a finer mesh 20 x 20. It 
follows from the table that the error estimates given in Section 5 are observed. 
Example 7.2. In this example we shall consider the same problem as in Example 7.1 with 
0, x1=0, o<x, 
0, x,=0, o<x, 
U= 
x2, x1=1, OGX, 
2 
Xl ) x2= 1, OGX, 
and 
A(p) = (3pi - d sin(2p,), 
In the present case, we have 
P2)Y fh x2)= -X2(3 - COS(4XIX2)). 
DA(p)= o 
i 
1 + sin2p, 0 
1 1 ’ 
vp E UP, 
so that (1.2) is again true with CQ = 1. 
Fig. 1. The numerical solution. 
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0.5 
0.4 - 
0.3 - 
0.2 - 
0.L - 
0.0 
0.0 0.2 0.4 0.6 0.3 1.0 
Fig. 2. The “L”, “ . . , ” and “- x -” represent ES, PM and SA, respectively. 
Again, the mixed formulation (2.4) over the 20 X 20 mesh with k = 1 is applied. The surface 
of the solution is plotted in Fig. 1; the exact and numerical solutions of the scalar and the 
second component of the flux at the cut x2 = 0.5 are displayed in Figs. 2 and 3. From these 
pictures, the same conclusions as in the first example can be easily reached. 
0.8 - 
0.6 - 
0.4 - 
0.2 - 
0.0 0.2 0.4 0.6 0.8 1.0 
Fig. 3. The “_“, “ . . . ” and “- X -” denote ES, PM and SA, respectively. 
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8. A concluding remark 
A new mixed formulation to approximate the solution of a nonlinear elliptic problem is 
developed; existence and uniqueness of the mixed formulation as well as of its discretization 
based on the BDM mixed elements are proven. Theoretically and experimentally, it is shown 
that optimal error estimates are obtained. We end this paper with a remark that the results of 
Sections 3-6 can be obtained in the same way for the BDM spaces [l] over rectangles. 
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