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Abstract. Recent progresses in the description of the latter stage of nuclear fission are reported. Dynamical
effects during the descent of the potential towards scission and in the formation of the fission fragments are
studied with the time-dependent Hartree-Fock approach with dynamical pairing correlations at the BCS level.
In particular, this approach is used to compute the final kinetic energy of the fission fragments. Comparison
with experimental data on the fission of 258Fm are made.
1 Introduction
Despite important progresses since the discovery of nu-
clear fission in 1939 [1, 2], it remains an important chal-
lenge for theorists. Compared with other nuclear dynam-
ical processes such as fusion, the overall time-scale for
fission is relatively long. This suggests that the evolu-
tion across the potential energy surface is a slow process.
However, it is also expected that the systems could en-
counter rapid shape evolution in the later stages near scis-
sion. Theoretical prediction of the fission fragments and
their characteristics are often based on the adiabatic ap-
proximation [3]. It is assumed that the internal degrees of
freedom are equilibrated while the system evolves along
the fission path. However, the shape evolution near scis-
sion is expected to be non-adiabatic and the approxima-
tion may break down in the latter stage of fission [4, 5].
Thus, the inclusion of the dynamical effects near scission
are crucial. In particular, the dynamics has been shown
to generate most of the excitation energy in the fragments
[6].
Microscopic approaches are well suited to investigate
the dynamics of nuclear fission [5–21]. Microscopic nu-
clear dynamics is usually treated at the mean-field level
with the time-dependent Hartree-Fock theory (see [22, 23]
for reviews). In particular, Negele et al., have demon-
strated the possibility to account for important dynamical
effects in the fission process within the time dependent
Hartree-Fock approximation [24]. Similar approaches
have recently been used by several groups to study fission
[6, 25, 26] and quasi-fission [27–32]. Static or dynami-
cal pairing correlations are sometimes included in mean-
field calculations [33–37]. Here, the superfluid dynamics
ae-mail: cedric.simenel@anu.edu.au
is obtained using a recent code solving the time-dependent
Hartree-Fock equation with BCS dynamical pairing corre-
lations [37].
The importance of the dynamical effects is investigated
in fission of 258,264Fm [6, 25]. It is shown that dynam-
ics has an important effect on the scission configuration
and on the kinetic and excitation energies of the frag-
ments. The vibrational modes of the fragments in the post-
scission evolution are also analyzed. Quantum shell effects
are shown to play a crucial role in the dynamics and for-
mation of the fragments.
2 Adiabatic calculations
The adiabatic evolution is described in the traditional way
by minimizing the HF energy under an external constraint
inducing elongation of the system up to the scission point.
This constraint can be on the distance R between the cen-
tres of mass of the fragments (defined assuming a sharp cut
at the neck), or on multipole moments. The static Hartree-
Fock equation is solved with BCS pairing correlations us-
ing the ev8 code [38]. The SLy4d parametrization [39]
of the Skyrme functional [40] is used with a surface pair-
ing interaction [41]. The calculations are performed on a
Cartesian grid with mesh size 0.8 fm.
The adiabatic potential has been calculated in Ref. [6]
for 264Fm and in Ref. [25] for 258Fm. The results are re-
ported on Figs. 1 and 2 for 264Fm and 258Fm, respectively.
In both cases, the resulting barrier is in good agreement
with other calculations [9, 10, 17, 42, 43].
An important question is which configuration should
we choose as initial state of the time-dependent calcula-
tions. A possible choice would be to start with a configu-
ration where the fragments have established their identity.
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The largest calculations (e.g., a collision of two actinides) involve ~500 wave-functions (one per nucleon) on a 
100x100x32 grid with a mesh size of 0.8 fm. Usually less than 10000 time iterations are needed to describe the entire 
collision process (~10-20 s). The interaction between the nucleons is described by a Skyrme density-dependent 
effective interaction (zero-range with gradient and spin-orbit terms). Several other world leaders in the field have 
published results using this code (Otsuka, Maruhn, Ayik, Lacroix, Maruhn…).  
The recent developments of this code by the CI involve the inclusion of the particle number projection technique 
(Simenel 2010) and of one-body fluctuations at the TDRPA level (Simenel 2011). Another recent extension of this 
code, made by my collaborator Prof. D. Lacroix and his student G. Scamps, includes pairing correlations at the BCS 
level and is based on previous works on pairing dynamics by the CI and his collaborators (Avez et al 2008).  
The TDHF3D code will be used extensively to study the dynamics near scission in the path to fission.  
 
The microscopic structure as a signature of the pre-formation of the fragments 
The transition from one nucleus to two fragments is a key problem in the description of the fission process. Indeed, 
the fragments are thought to be pre-formed well before scission occurs (Younes and Gogny 2011). This transition is 
crucial as it is expected to trigger non-adiabatic effects in the further evolution. However, it is difficult to recognise 
the pre-formation of the fragments from the density of the system and one has to look for another signature of this 
transition. As proposed by the CI (Simenel and Umar 2014), the best way to identify this transition is to look at the 
microscopic structure of the system. This is possible only in fully microscopic approaches such as the HF theory. In 
particular, the distribution of single-particle energies is expected to converge toward the single-particle levels of the 
final fragments. An example is shown in Figure 7 where the evolution of the proton single-particle energies is plotted 
for the same fission reaction as in Fig. 1 and 5. In this case, the 264Fm nucleus fissions in two 132Sn doubly magic 
fragments with 50 protons each. We recognise in Fig. 7 the spherical magic gaps associated with the nuclear magic 
numbers. These gaps, and in particular that at Z=50, are present well before scission which occurs at R~15 fm (see 
Fig. 5). This proves that the fragments are pre-formed well before scission and that non-adiabatic effects must be 
included in the pre-scission dynamics.  
Figure 7: Evolution of proton single-particle energies in the HF approach as 
function of the distance R between the fragments for the 264Fm fission into two 
132Sn. The potential energy from the same calculation is shown in Fig. 5. We 
recognise the nuclear magic numbers in the shell structure of the fragments. 
The green dashed line indicates the Fermi level. 
 
This novel idea of using the internal structure to identify the transition between 
non-adiabatic and adiabatic regimes will be generalised to more complicated 
systems such as those including pairing correlations. It will enable a 
consistent treatment of both adiabatic and non-adiabatic phases of fission, 
which has been lacking so far in previous microscopic studies.  
 
Time evolution and final properties of the fragments 
The main outcome of this project will be to describe the properties of fission and quasi-fission fragments. These 
include the distribution of their mass and charge, as well as their excitation and kinetic energies and their angular 
momentum. Although TDHF is optimised for the expectation value of one-body observables (Balian and Vénéroni, 
1984), nucleon number distributions of the outgoing fragments can be calculated using a particle number projection 
technique (Simenel, 2010). This is because TDHF is a fully microscopic approach which is not limited to the 
description of the gross features of the dynamics as shown in Fig. 1 and 6, but also gives access to the time evolution 
of each single-particle wave function. Recently, the CI significantly improved the theoretical description of fragment 
mass and charge distributions by applying a prescription from Balian and Vénéroni, 1984 (Simenel, 2011). This 
prescription is also known as the time-dependent RPA (TDRPA).  
These theoretical tools will be adapted to the fission studies to get a deep insight into the properties of fission 
fragments. Systematic calculations and comparisons with experimental mass and kinetic energy distributions 
obtained at the Heavy-Ion Accelerator Facility will provide a fundamental understanding of the role of quantum 
shells on the formation of the final fragments. Similar comparison between experiment and theory will be carried out 
to understand the role of dissipation in the dynamics, in particular in the repartition of the final excitation energies of 
the fragments. 
To describe the non-adiabatic phase of fission, one has to start the time-dependent calculation with a static HF 
calculation under one or several external constraints at the transition between adiabatic and non-adiabatic regimes 
(see previous section). A recent exemple of such a calculation is shown in Fig. 1.  
Note that the resulting sequence of shapes around scission presents differences with the standard adiabatic description 
(Fig. 5, see Simenel and Umar 2014) which are critical for a proper determination of the fragment characteristics. In 
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Figure 1. Adiabatic calculation of 264Fm symmetric fission
with the SLy4d Skyrme functional and surface pairing. The
distance between the fragments R is defined in Ref. [6]. (top)
Adiabatic potential and isodensities at half the saturation den-
sity ρ0/2 = 0.08 fm−3. The energy is defi ed with r sp ct to
the asymptotic final 132Sn+132Sn state. Single-particle levels are
plotted for protons and neutrons in the middle and bottom panels,
respectively. Positive and negative parity states are shown in red
and blue, respectively. Adapted from [6].
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to properly describe fission dynamics across the nuclear
chart. These correlations have been recently included in
realistic time-dependent mean-field calculations [21–25]
which we extend to the study of fission.
The purpose of this letter is to present a microscopic
method which incorporates both superfluid dynamics and
non-adiabatic e↵ects in the latter stage of the fission pro-
cess. Fission in the 258Fm nucleus is considered as an
example of application. This nucleus is known exper-
imentally to exhibit a bimodal fission [26] and consti-
tute an ideal benchmark for theore ical studies of fission
[6, 8, 9, 27, 28].
We use the standard approach in which it is assumed
that the fission process is divided in two steps. In a
first step, the slow evolution near the fission barrier is
treated adiabatically by solving the constrained Hartree-
Fock (HF) equations with pairing correlations treated at
the BCS level (CHF+BCS). Several constraints are con-
sidered in order to find di↵erent valleys in the poten-
tial energy surface. In a second step, the non-adiabatic
descent of the potential towards scission is determined
using the time-dependent HF equations with dynamical
pairing correlations (TDHF+BCS). The properties of the
fragments, in particular their mass, charge, and kinetic
energy, are then computed after scission and compared
with experimental data from [26].
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FIG. 1: (C lor online) Po ential nergy in he three valleys:
symmetric compact fragment (scf) (blue dashed line), sym-
metric elongated fragment (sef) (solid red line) and asym-
metric elongated fragment (aef) (green doted line). The ar-
row correspond to the starting configuration of the dynamical
calculations for each mode. Isodensities at half the saturation
density ⇢0/2 = 0.08 fm
 3 are also plotted at these initial con-
figurations and for the 258Fm ground-state.
The mean-field is obtained with the Sly4d [29] Skyrme
e ergy density functional an a constant-G interaction in
the pairing channel. The CHF+BCS and TDHF+BCS
calculations are obtained with modified versions of the
ev8 [30] and tdhf3d [29] codes, respectively, assuming
only one plane of symmetry. All calculations are per-
formed on a Cartesian grid of 88⇥19.2⇥19.2 fm3 with a
mesh size 0.8 fm. The time evolution is obtained with a
time step 1.5⇥ 10 24 s.
The CHF+BCS solutions with constraints on
quadrupole Q20, octupole Q30, and hexadecapole Q40
moments along the fission axis let appear three valleys.
Two symmetric valleys (i.e., with a total Q30 = 0) lead
to symmetric compact fragments (scf) and to symmetric
elongated fragments (sef), respectively. In the scf valley,
the final fragments are almost spherical while they
exhibit a strong prolate shape in the sef valley. A third
valley with Q30 6= 0 leads to asymmetric elongated
fragments (aef) with di↵er nt masses and charges. on-
sidering an adiabatic evolution in the asymmetric valley
down to scission leads to A1X+A2Y fragments (replace
wi adi b results). Similar valleys were obtained
by other groups for the same nucleus [8, 9, 28]. The
potential energy along these three valleys is shown in
Fig. 1. This first, adiabatic, stage of fission is crucial in
determining the outcome of the reaction. In particular,
we see that the scf and aef valleys have similar energies
up to relatively large deformations (Q20 ⇠ 270 fm2) in
the descent to scission. The sef valley, however, is found
at higher en rgy.
Let us now investigate the second stage of the fis-
sion process, associated with the non-adiabatic descent
of the po ential towards scission. TDHF+BCS calcu-
lations have been performed with initial configurations
along theses valleys indicated by arrows in Fig. 1. More
compact configurations belong to the adiabatic phase as
single particle states cross the Fermi level and induce
a two-body dissipation due to the Landau-Zener e↵ect
[18, 31]. The density evolutions in the non-adiabatic
phase are represented at various times for each mode in
Fig. 2. We see that non-adiabatic e↵ects play an impor-
tant role in the mass and charge repartition between the
fragments in the asymmetric valley as the TDHF+BCS
calculations predict a heavy fragment in the 142Cs region
while in the adiabatic approximation we got A2Y (re-
place and adapt the statement if both approaches
lead to the same fragments). The asymmetric mode
is likely to be responsible for the tail of the experimental
fragment mass distribution shown in the inset of Fig. 3.
It is also interesting to note that the three evolutions re-
quire di↵erent times to reach scission. These times are
⇠ 2 zs, ⇠ 5.4 zs, and ⇠ 3.2 zs for the scf, aef, and sef
modes, respectively. These variations are likely to be
due to a combination of two factors: di↵erent potential
slopes and di↵erent one-body viscosity which is expected
to depend on shell e↵ects.
The final total kinetic energy (TKE) of the fragments
is another important observable whi h can be used to
distinguish between the fission modes. In purely adia-
batic approaches, the TKE is usually estimated from the
scission configuration which is identified on the potential
energy surface, based on some criteria [6, 8, 19]. The ad-
vantage of using the TDHF+BCS approach is not only
to include non-adiabatic e↵ects in the formation of the
258Fm
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igure 2. Adiabatic poten i l in 258Fm fission with the SL 4d
Skyr e fun tion l and surface pairing as a function of the to-
tal quadrupole moment calculated along the fission axis. Two
fission valleys are represented: one leading to symmetric frag-
ments (dashed line) and one to asymmetric fragments (dotted
line). Adapted from [25].
This may be difficult to determine from the total density.
However, it is possible to see where fragments are pre-
formed from the single-particle levels [6]. In the case of
264Fm, the proton and neutron single-particle energies are
plotted in the middle and bottom panels of Fig. 1, respec-
tively. Many levels cross at short distance (R < 10 Fm).
We also observe sudden jumps in the single-particle en-
ergies due to changes of macroscopic shapes. At larger
distances, we observe the appearance of energy gaps as-
sociated with the spherical magic numbers. As the 132Sn
fragments are doubly magic, there is no crossing of the
Fermi surfac after the magic gaps at Z = 50 and N = 82
are both formed. This occurs at R ∼ 10.5 fm.
The symmetric fission mode of 258Fm is also driven by
spherical shell effects [44]. Indeed, the fragments have
proton magic number Z = 50. The evolution of proton and
neutron single-particle levels are shown in Fig. 3 for the
symmetri mode. As in the 264 m case, we observe the
formation of Z = 50 and N = 82 magic gaps after some
global elongation of the fissioning system (quantified by
the quadrupole moment) has been reached. However, in
the case of neutrons, the levels near the Fermi surface (rep-
resented with a dashed line) are only partially filled.
The case of 258Fm asymmetric fission is more compli-
cated as the fragments are not magic and therefore can be
deformed. Indeed, the associated single-particle energies
plotted in Fig. 4 show no energy gap neither for protons
nor for neutrons. Therefore, it is not always straightfor-
ward to identify the pre-formation of the fragments simply
by looking at the formation of spherical magic gaps.
3 TDHF+BCS calcula ions
In general, it is necessary to consider a range of initial
conditions in order to investigate the dynamical evolution
along the fission path with time-dependent calculations.
Starting with a more compact configuration is desirable in
order to capture most of the dynamical effects in the evo-
lution along the fission path. However, the TDHF+BCS
approach accounts only for part of the correlations and it
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Figure 3. Adiabatic calculation of 258Fm symmetric fission with
the SLy4d Skyrme functional and surface pairing. Single-particle
levels are plotted for protons and neutrons in the top and bottom
panels, respectively. The dashed line shows the Fermi level.
is likely that some correlations will be missing for the most
compact configurations. The computational time is also a
practical limitation. However, starting with a configura-
tion too close to scission, we would miss some of the dy-
namical effects. In particular, the final observables (mass
and charge distributions, total kinetic energy...) may ex-
hibit a dependence with the initial configuration when the
latter is too close to scission [25, 26].
A compromise has to be found by investigating several
initial conditions. As an example, we found that the final
properties of the fragments in 258Fm asymmetric fission
were essentially independent on the initial condition if the
latter was chosen to be in the range 210 b< Q20 < 270 b
(see Fig. 2). The sensitivity to the initial condition (in
TDHF calculations without dynamical pairing) has also
recently been investigated in details by Goddard and col-
laborators in ref. [26].
The importance of dynamical pairing correlations in
the evolution was demonstrated in Ref. [25] at the BCS
level. The time-dependent BCS equations, giving the
evolution of the single-particle occupation numbers, were
solved simultaneously with the TDHF equation for the
evolution of the single-particle wave-functions. An ex-
ample of the resulting dynamics of the occupation num-
bers is shown in Fig. 5 for the symmetric fission mode of
258Fm. An important rearrangement of the neutron occu-
pation numbers is observed during the evolution. As a re-
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Figure 4. Same as Fig. 4 for the asymmetric fission valley of
258Fm.
sult, the time variation of the occupation numbers induces
an evolution of the pairing energy [25].
Accounting for dynamical pairing is also crucial for
fission to occur. This is illustrated in Fig. 6 which shows
the evolution of the quadrupole moment as a proxy for the
total elongation of the system. In the frozen occupation ap-
proximation (FOA), i.e., assuming that the single-particle
numbers are those of the initial configuration, the system
is not always able to fission. In addition, trajectories lead-
ing to fission in the FOA exhibit a significant dependence
of the final observables with the choice of the initial con-
dition [26].
An interesting feature of the dynamical calculations is
the possibility to predict the total kinetic energy. As dis-
cussed above, the latter is essentially independent of the
initial condition if it is not too close to scission and if pair-
ing correlations are included dynamically. The total ki-
netic energy of the fragments is computed from the sum
of their Coulomb repulsion and kinetic energy. In partic-
ular, these quantities are well defined after scission as the
nuclear interaction between the fragments vanishes due to
its short range nature. Indeed, we see in Fig. 6 that the
total energy is constant after scission. It is equal to the fi-
nal total kinetic energy (TKE) as the Coulomb energy is
transformed into kinetic energy at large distances.
Figure 7 shows a comparison of the predicted frag-
ment mass (top) and TKE (bottom) [25] with experimen-
tal distributions [44] in 258Fm fission. The experimental
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Figure 5. TDHF with dynamical BCS pairing calculation of
258Fm symmetric fission with the SLy4d Skyrme functional and
surface pairing interaction. The density profile, energy repar-
tition of the fragments and single-particle neutron occupation
number distributions are shown at four different times.
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Figure 6. Time-dependent Hartree-Fock with dynamical BCS
pairing (TDBCS) and in the frozen occupation approximation
(FOA) calculations of the total quadrupole moment in 258Fm
asymmetric fission with the SLy4d Skyrme functi n l and sur-
face pairing interaction.
Figure 7. Experimental mass (top) and TKE (bottom) distribu-
tions in 258Fm fission from Ref. [44]. The arrows show the TDHF
predictions with dynamical pairing correlations.
data present a tail in the mass distribution interpreted as an
asymmetric mode in competition with the dominant sym-
metric mode [44]. The calculations along the asymmetric
valley predict masses in agreement with this tail. The cal-
culated TKE for both modes also agree with the two main
contributions in the experimental distribution, namely a
peak at high TKE and a tail at low energy. According to
the calculations, the high TKE mode is associated with the
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Figure 8. Quadrupole (top) and octupole (bottom) strength func-
tions in the 132Sn fission fragments (solid lines) compared with
RPA calculations of vibrational modes build on the 132Sn ground
state. Adapted from Ref. [6].
symmetric compact fission which is sensitive to the spher-
ical shell effects in the 132Sn region, while the asymmet-
ric mode leads to a much lower TKE. This interpretation
agrees with the measured correlations between masses and
TKE of the fragments [44].
Finally, the time-dependent calculations can also be
used to investigate what forms of excitation energy are
present in the fragments. The excitation energy is expected
to be shared between deformation, collective vibration and
rotation, and non-collective excitations [45]. The TDHF
approach has been widely used to study giant resonances
[46–57]. More recently, it has also been used to investigate
low-lying collective vibrations [56, 58, 59], in particular to
study their effects on fusion [58–61].
As an illustration of application to study vibration in
fission fragments, the quadrupole and octupole moments
computed in the fragments of 264Fm symmetric fission are
shown in Fig. 8 [6]. A comparison with RPA calculations
of vibrational modes built on the 132Sn ground state shows
that the low-lying 2+ and 3− are both excited in the fis-
sion fragments. However, the high energy modes, i.e., the
giant quadrupole resonance (GQR) and the high-energy
octupole resonance (HEOR), are not populated. Similar
effects are observed in fusion where the dynamics is dom-
inated by low-lying collective excitations [62].
4 Conclusions
The dynamics of the fission process in 258,264Fm has been
investigated near scission at the mean-field level with the
time-dependent Hartree-Fock approach including dynam-
ical pairing correlations. It is shown that the spherical
magic gaps in compact symmetric modes leading to tin
fragments are formed well before scission, indicating a
pre-formation of the fragments. Accounting for the time-
dependence of the pairing correlations, leading to an evo-
lution of the occupation numbers, is crucial to allow the
system to fission and to reduce the dependence with the
initial condition. The results are used to interpret the ex-
perimental mass and kinetic energy distributions. It is
shown that at least part of the internal excitation energy
is stored into low-lying collective vibrations, while, as in
fusion, the dynamics is less coupled to high energy modes.
Quantum fluctuations beyond the independent
particle/quasi-particle picture need to be incorporated in
the future in order to reproduce the experimental distri-
butions. The mass and charge distributions in the final
fragments of a TDHF evolution can be calculated with
a particle number projection technique [63]. However,
these fluctuations are underestimated at the mean-field
level [64]. A possible approach is to incorporate beyond
mean-field fluctuations with the TDRPA [65] which has
already been applied to heavy-ion collisions [66–68].
Applications to fission (neglecting pairing correlations)
are promising [25]. However, numerical solution of the
TDRPA including pairing still has to be done.
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