Hamiltonian Monte Carlo (HMC) has been progressively incorporated within the statistician's toolbox as an alternative sampling method in settings when standard Metropolis-Hastings is inefficient. HMC generates a Markov chain on an augmented state space with transitions based on a deterministic differential flow derived from Hamiltonian mechanics. In practice, the evolution of Hamiltonian systems cannot be solved analytically, requiring numerical integration schemes. Under numerical integration, the resulting approximate solution no longer preserves the measure of the target distribution, therefore an accept-reject step is used to correct the bias. For doubly-intractable distributions -such as posterior distributions based on Gibbs random fields -HMC suffers from some computational difficulties: computation of gradients in the differential flow and computation of the accept-reject proposals poses difficulty. In this paper, we study the behaviour of HMC when these quantities are replaced by Monte Carlo estimates.
Introduction
Developing satisfactory methodology for the Bayesian analysis of statistical models with intractable likelihood functions is of considerable interest. Such models are motivated by a wide range of applications including spatial statistics, social network analysis, population genetics and image analysis. The challenges raised by such models stem from mathematical reasons -the likelihood function does not admit a closed form as a function of θ -or computational reasons -the likelihood function evaluation is time which is the focus of this paper. One such class of models are Markov random fields (MRFs), undirected graphical models such as the Ising or Potts model which are used in a wide range of applications to model the dependency structure of correlated data. Applications may be found in epidemiology (Green and Richardson, 2002) , genetic analysis (François et al., 2006) , ecology (Augustin et al., 1998) , image analysis (e.g. Hurn et al., 2003) , amongst others. In social network analysis, the exponential random graph model (ERGM) (Robins et al., 2007) can be used to model the structure of a social network represented using a directed or undirected graph where edges in the graph show connections between the nodes, e.g., friendship. For ERGMs, the likelihood function (1.1) is constructed over binary adjacency matrices x ∈ X which represent the graph and the likelihood function is intractable since the number of graphs in a network with n actors grows as 2 ( n 2 ) for the undirected edge networks and 2 n(n−1) in the directed edge networks.
Dealing with intractable likelihood functions has led to the development of important theoretical and methodological advancements in Bayesian statistics. A first approach to overcome the model's intractable bottleneck is to replace the true model with a pseudo-model selected among a collection of much simpler and more tractable set of probability distributions (e.g. variational Bayes (Jaakkola and Jordan, 2000) , meanfields approximation for MRFs (Jordan et al., 1999) or with an easily-normalised full conditional distributions (e.g. composite likelihood (Lindsay, 1988) and pseudolikelihood for MRFs (Besag, 1974) ). However, these cruder approximations to the true model often miss some of the features of the original intractable model and can lead to unreliable estimates of the model parameters (Friel, 2012, Stoehr and Friel, 2015) .
Another point of view arises from sampling methods. Markov Chain Monte Carlo (MCMC) methods are arguably the most popular methodology, but Approximate Bayesian Computation (ABC, Marin et al., 2012) , another simulation based approach has recently generated much activity in the literature. ABC deals with the situation where the likelihood function cannot be evaluated, due to intractability or otherwise, but can be simulated from. When performing parameter estimation, the method is particularly well suited for problems where the likelihood function does not admit an algebraic form, a situation where MCMC methods are at a loss but which we don't explore here. MCMC methods produce ergodic estimates of functionals with respect to the posterior of interest such as the expectation of parameters and so on. While some Bayesian estimators can be efficiently estimated with such methods via the empirical distribution, most methods cannot be used with a parameter dependent intractable likelihood function. Indeed, to produce a Markov chain which is reversible with respect to the posterior distribution, the method performs at each iteration an accept-reject step which requires computation of a ratio of intractable normalising constants. This problem is sometimes referred to as doubly-intractable Bayesian inference. Murray et al. (2006) , extending the work of Møller et al. (2006) , derive MCMC methods to handle the presence of intractable normalising terms in the acceptance ratio. The target distribution can be estimated without bias by using auxiliary variables whose proposal distributions have the relevant normalising constant. The latter solution leads to replacing the acceptance probability of the accept-reject step by a single point importance sampling estimate. Such ideas have appeared in the generalised importance Metropolis-Hastings of Beaumont (2003) and have later been extended by Andrieu and Roberts (2009) 
For well-known MCMC methods, such as the Metropolis-Hastings algorithm (Metropolis et al., 1953 , Hastings, 1970 , transitions of the Markov chain are driven by a random walk and exploring the parameter space in this manner can be quite inefficient. Indeed, it is delicate to propose large transitions across the parameter space that will be accepted with high probability. For small transitions, converging to the target distribution may require an excessive amount of time. Such methods hence can exhibit low acceptance rates, poor mixing and highly correlated samples (Robert and Casella, 2004) . Surged by the development of the software package Stan (Carpenter et al., 2016) , Hamiltonian Monte Carlo (HMC, Duane et al., 1987 , Neal, 2011 has emerged as a reliable alternative for sampling in general settings. The method relies on Hamiltonian dynamics to produce large transition paths across the parameter space. In practice, the transition paths are approximated using a gradient based numerical integrator. In order to preserve the target measure, the numerical solutions must be corrected using an accept-reject step. Both constructing transition paths and the accept-reject step form a central issue in this paper as they are unavailable for doubly-intractable distributions. In this paper, we explore the opportunity of using a "noisy" version of the HMC sampling method and apply this "noisy" scheme to the Potts model and to the ERGM.
The paper begins with a review of HMC in Section 2. We then introduce the noisy version of the algorithm in Section 3. The latter relies on Monte Carlo estimates of gradients, used in the numerical integration, and unbiased importance sampling estimates of the intractable ratio involved in the accept-reject step. Our approach contrasts with the finite difference schemes or exact derivatives usually used in HMC, which are not available. Furthermore, we use all the intermediate points visited by the integrator to derive our importance sampling estimator. This leads to a more robust estimate than the point estimates of Murray et al. (2006) and extended by Alquier et al. (2016) in their work on noisy MCMC. We end the paper with a detailed numerical study to intractable likelihood problems in Section 4.
Background on Hamiltonian Monte Carlo
Consider a probability measure π on Θ ⊂ R d with density, also denoted π, with respect to the Lebesgue measure,
where V is continuously differentiable. Markov chain Monte Carlo provides a very general framework to allow estimation of functionals of the form
for some function g by generating a Markov chain (θ n ) n∈N with transition kernel P which leaves π invariant. Hamiltonian Monte Carlo also belongs to the MCMC toolbox and involves augmenting the target distribution with an auxiliary variable r ∈ R d , usually referred to as a momentum variable, whose density is a d-dimensional normal distribution with mean 0 d and covariance matrix M, denoted N (· | 0 d , M) in what follows. HMC thus samples from the augmented distribution
whose marginal chain in θ is the distribution of interest. The method originally appeared in statistical physics (Duane et al., 1987) before being more widely applied for statistical inference. We refer the reader to Neal (2011) for a comprehensive review. Consider the unnormalised negative joint log-density
The method consists of generating proposals for θ based on the canonical Hamilton's equations which write with respect to a fictitious time t
where
T denotes the gradient operator. The main reason for relying on such a mechanism is to efficiently explore the target density π by proposing a new state far from the current state while preserving the measure π (Neal, 2011) . In particular, the marginal Markov chain on Θ is invariant with respect to the target distribution π.
In practice, the differential equations (2.1) cannot be solved analytically, requiring numerical integration to approximate the solution flow. The most popular numerical integration scheme, if only for its good tradeoff between accuracy and computational cost, is the second order Störmer-Verlet or leapfrog integrator. Consider a time-step and the following transformations g 1, : (θ, r) → (θ + M −1 r, r) and g 2, : (θ, r) → (θ, r − /2∇ θ V(θ)).
The leapfrog integrator yields a map F : (θ, r) → θ , r defined by
Put another way, the scheme decomposes into the following three-stage procedure:
The map F approximates the solution at time and to get the approximated solution at a time t, one iterates it L = t times, referred to as number of leapfrog steps.
HMC for doubly-intractable distribution
Consider the target distribution π being a Bayesian posterior distribution expressed as
where p(θ) denotes a prior density on the parameter space Θ with respect to a reference measure (often the Lebesgue measure of the Euclidean space) and f (x | θ) denotes the likelihood of the observed data x ∈ X . Here we are concerned with the situation where the unnormalised posterior distribution, the right-hand-side of (3.1), is intractable. In particular, we focus on likelihood models of the form
where the parameter dependent likelihood normalising constant, Z(θ), is intractable. Gibbs random fields represent such a class of intractable likelihood models and are the focus of Section 4. This complication results in what is often termed a doublyintractable posterior distribution, since the posterior distribution itself is normalised by the evidence (or marginal likelihood) which is typically also intractable. In this context, a direct implementation of HMC is not feasible for two reasons:
1. The mapping g 2, , and more precisely the gradient In what follows, we propose to overcome these two issues by considering Monte Carlo estimates of both the gradient of the log target and the ratio of intractable normalising constants. Moreover, both of these quantities can be estimated by simulating from the likelihood model, as we will now show in detail.
Gradient estimates
Closed-form gradients for complex models are typically out of reach. Computing the gradient in g 2, is usually addressed using automatic differentiation as in the software package Stan (Carpenter et al., 2016) . However point-wise estimation is impossible for the likelihood model described in (3.2) and therefore we require another approach. Here we note that the gradient of the log-posterior distribution (3.1) can be written as
Forward-simulations from the likelihood taken at each leapfrog step can be used to provide a Monte Carlo estimate of the gradient, using the following identity,
So far, we have only assumed that A(·, x) is continuously differentiable on Θ. However this identity holds under regularity conditions which allow one to switch the derivative and integral operators (the domain X of X is assumed to be independent of θ) and under the assumption that ∇ θ A(θ, X) is integrable with respect to f (x | θ)µ(dx). Using Monte Carlo samples u (1,θ) , . . . , u (N,θ) from f (· | θ), the expected value (3.4) can be estimated using the empirical mean of the random variable ∇ θ A(θ, X) over the sample. This leads to the following estimate of the gradient of the log-posterior (3.3) at θ
Metropolis-Hastings ratio estimates
The intractability of the likelihood model in (3.2) implies, in particular, that the standard MCMC toolbox is infeasible. For example, a naive implementation of Algorithm 1 when proposing to move from (θ, r) to (θ , r ) requires the computation of the unknown normalising constants, Z(θ) and Z(θ ),
The exchange algorithm (Murray et al., 2006) , extending the work of Møller et al. (2006) , is a popular MCMC method to allow sampling from doubly-intractable distributions. Denote ν(θ | θ) the proposal distribution to move from θ to θ , the exchange algorithm samples from an augmented distribution
whose marginal distribution in θ is the posterior distribution of interest. Murray et al. (2006) present a clever Metropolis-within-Gibbs algorithm to sample from this augmented distribution : given the current value θ, one iteratively samples θ from its full-conditional ν(· | θ), then u from the intractable distribution f (· | θ ) and proposes to deterministically swap θ and θ through a Metropolis-Hastings step. It turns out that the ratio of intractable normalising constants drops out of the Metropolis acceptance probability
. Murray et al. (2006) point out that the fraction q(θ, u )/q(θ , u ) which appears above, can be considered as an single sample importance estimator of Z(θ)/Z(θ ) since it holds that
where E θ is the expectation with respect to U ∼ f (· | θ ). In fact Alquier et al. (2016) , consider a generalised exchange algorithm based, at each step of the algorithm, on an improved unbiased estimate of Z(θ)/Z(θ ) including multiple auxiliary draws with respect to the proposed parameter, namely, 8) where the auxiliary variables u (1,θ ) , . . . , u (N,θ ) are drawn from f (· | θ ). However this so-called noisy exchange algorithm no longer leaves the target distribution invariant, nevertheless it is possible to provide convergence guarantees that the resulting Markov chain is close in some sense to the target distribution. An alternative to previous methods presented and one which we do not explore here but is worth mentioning is Russian Roulette sampling (Lyne et al., 2015) which can be used to get an unbiased estimate of 1/Z(θ).
Nevertheless, the strategy of using such importance sampling estimates (ISE) in HMC framework is questionable. In particular, the importance sampling weights q(θ, u)/q(θ , u) can lead to unreliable estimates of the intractable ratio Z(θ)/Z(θ ) for large transitions between θ and θ ∼ ν(· | θ), see Figure 1 . In what follows, we develop an alternative importance sampling estimator which is compatible with the integrator path.
Noisy Hamiltonian Monte Carlo
To deal with the different difficulties of doubly-intractable Bayesian analysis, we derive a noisy version of HMC, see Algorithm 2. Consider the set of points {θ = θ 0 , . . . , θ = θ L } visited by the symplectic integrator in Algorithm 1. At each leapfrog step , we perform N auxiliary draws with respect to the current parameter value θ to compute surrogates of mapping g 2, using gradient estimates (3.5). Auxiliary draws can then be reused to compute at not cost the Metropolis-Hastings proposal (3.6) using importance sampling estimator (3.8). The transition kernel from Algorithm 1 is then replaced by an approximated version arising from Algorithm 2 based on stochastic estimators. So far there are no theoretical guarantees regarding the effect of the approximated kernel on the limiting distribution and mixing properties. Nonetheless Alquier et al. (2016) give some theoretical results in the particular case of the Langevin algorithm, that is when L = 1. In addition, the work of Chen et al. (2014) who establish some results when the gradient of the target distribution is estimated using mini-batches of the data may prove useful.
In Algorithm 2, different strategies can be adopted to estimate the acceptance probability (3.6). An obvious solution would be to plug in the ISE (3.8) which solely uses auxiliary draws with respect to the proposed value θ = θ (L) and discard all others. Nevertheless, such a solution turns out to be quite inefficient for large transition. For an illustrative purpose, consider the absolute error of the log ratio estimates
at each iteration of HMC. We examined the latter for a particular distribution in P, namely a Potts model (see Section 4.1 for details) defined on a regular lattice for which we can compute exactly the log ratio Z(θ)/Z(θ ) using the R-package GiRaF (Stoehr et al., 2016) . Figure 1 shows absolute errors obtained for 3,500 pairs (θ, θ ) with respect to the distance in L 2 -norm between the current value θ and the proposed one θ . Two conclusions can be drawn from first row of Figure 1 . On one hand, a somewhat naive conclusion but consistent with the theory is that the importance sampling estimate is all the more precise that we use multiple auxiliary draws. Table 1 presenting the mean squared error of the estimator emphasises this. On the other hand, the quality of the Algorithm 2: Noisy HMC (single iteration) Input: the current state of the chain θ = θ 0 , the observed dataset x, a step size , a number of Leapfrog steps L, a number of auxiliary draws N .
end compute
Otherwise set θ , r = (θ 0 , −r); importance sampling estimate strongly decreases when the L 2 -norm θ − θ increases. Such a peculiarity has no impact on Metropolis-Hastings methods based on random walks such as the exchange algorithm. Indeed, the variance of the proposal is picked to ensure an acceptance rate high enough. This results in proposing move whose norm θ − θ then remains close to zero where the absolute error is moderate. However the deterministic proposals of HMC algorithms are designed to produce large transitions. We thus observe a deterioration of the estimator as shown in Figure 1 when θ − θ increases and therefore the importance sampling estimator (3.8) cannot be advocated in the present situation.
To overcome such an issue, we take advantage of all the auxiliary draws with respect to intermediate points {θ = θ 0 , . . . , θ = θ L }. The ratio of the normalising constant is replaced by an unbiased importance sampling estimate, referred to as the leapfrogAbsolute error of the log-ratio estimates (y-axis) with respect to the distance between the current and the proposed states (x-axis). The first row refers to importance sampling estimates (ISE) which only use the current and the proposed states. The second row refers to leapfrog estimates (LFE) which make a use of all parameter values involved in the integrator scheme. In terms of absolute error, LFE provides more accurate ratio estimates regardless the distance between the current and the proposed states.
estimator (LFE), based on the product of ratios taken at two consecutive points of the integration path, namely
, (3.9) 
Importance sampling estimator (ISE) 55.5 6.08 Leapfrog estimator (LFE) 0.59 1.13
where u (·,θ ) is sampled from f (· | θ ). As it simply reuses the draws involved in gradient estimates (3.5), this new estimator comes at no extra simulation cost but requires one to evaluate the function q 2N × L times . The solution we advocate is slightly different than the exchange algorithm with bridging (Murray et al., 2006) which relies on an annealed importance sampling technique (Neal, 2001 ). Here we do not use a sequence of distributions bridging between the original proposal and target distributions for fixed (θ, θ ).
Overall, we observe in Figure 1 that the leapfrog estimators (LFE, second row) are much more accurate than importance sampling estimators (ISE, first row) even for a small number of auxiliary draws and thus a poor estimation of the gradient (see Section 3.1). Mean squared errors presented in Table 1 support this conclusion.
Tuning the noisy HMC algorithm
Tuning HMC often turns out to be a delicate task. In practice, sampling from a density π using HMC is highly sensitive to user-specified parameters: the step size , the number of leapfrog steps L and the covariance matrix M. We refer the reader to Neal (2011) and Hoffman and Gelman (2014) for a more comprehensive discussion. While the tuning issue is not really the focus of this paper, hereafter we present a tuning strategy which we have followed for doubly-intractable problems and which could well be improved upon in various ways.
For standard HMC, too large a step size results in an inaccurate approximated flow F and subsequently a high rejection rate. Conversely, if is too small, the leapfrog integrator will be precise but will require a significant computational cost to simulate a trajectory. These general considerations should be put in perspective with the quality of the Monte Carlo estimate (3.5) used in place of the gradient of the log-posterior. Following a poor gradient estimate for too long will affect the dynamic and significantly cut down the acceptance rate. Increasing N will improve the precision in the gradient estimation allowing larger steps but involves increased CPU time sampling from the model. Therefore, a trade-off has also to be found with the number of auxiliary draws N . Following the guidelines of Hoffman and Gelman (2014) and also Stan (Carpenter et al., 2016) , the parameter was chosen using the dual averaging method, that is is adaptively tuned during a burn-in period so that for a given integration time t = L the average acceptance probability of HMC reaches an optimal value δ. Beskos et al. (2013) showed that for a given integration time t, the optimal value of produces a chain with probability δ = 0.65, approximately. It is not clear whether it is an appropriate probability to target for the noisy HMC algorithm since, for a fixed N , the transition kernel of the standard HMC method has been replaced by an approximate version. However since the estimators (3.5) and (3.9) converge, almost surely, as N goes to infinity, the latter is then the limiting probability associated to the standard kernel and can be used as a rough but reasonable target.
Furthermore L, or equivalently t, needs to be large enough to avoid a random walk behaviour and thereby the slow mixing issue which one would like to prevent in the first place. Too long a trajectory is counter-productive since the dynamics retraces its steps bringing the proposed value θ back to a neighbourhood of the current value θ.
The NO-U-Turn Sampler (NUTS, Hoffman and Gelman, 2014) was specifically introduced to avoid such a scenario by producing automatically "optimal" trajectory lengths. Whilst NUTS fulfils detailed balance and reversibility, this is marred by a major point for doubly-intractable distribution. Indeed, NUTS introduces a slice variable whose conditional distribution given (θ, r) is uniform on
which requires evaluating the intractable normalising constant Z(θ). NUTS hence cannot be used to tune L and we have to rely on our personal expertise using a fixed integration time t instead based on the following heuristic. Given a parameter (θ, r) and a step size , the proposed value θ at the end of Algorithm 1 is written as
Given θ, the latter can be seen as a non-linear transformation of the resampled auxiliary variable r ∼ N (0 d , M) whose distribution is typically intractable when L > 1 due to the term ∆(θ, r). We remark that when L = 1, the ∆(θ, r) term vanishes and we get the MALA proposal (Roberts and Tweedie, 1996) . In order to calibrate the integration time, we neglect the randomness of the ∆(θ, r) term and approximate the HMC proposal by
The gold standard for dealing with doubly-intractable distributions is the exchange algorithm. For this particular random-walk Metropolis algorithm, the proposal distribution is of the form
For such a class of algorithms, the optimal scaling (Roberts and Rosenthal, 2001 ) is obtained for
In what follows, we set the integration t to the above (3.11). Such a choice ensure that the scaling of the covariance matrix in HMC proposal (3.10) is exactly the same than for the exchange algorithm. This settings is obviously arguable since it leads to a suboptimal choice for the step-size . Indeed, the optimal tuning for HMC in high dimension is a step-size scaled as = × d −1/4 for some positive constant (Beskos et al., 2013) . However the current choice leads a step-size scaled as = × d −1/2 and can obviously be improved. However being in small dimension, we observed a good behaviour for such a setting.
Finally the last tunable parameter is the mass matrix M. A mass matrix well suited to the covariance Σ of the posterior, namely M = Σ −1 , can enhance both the speed and the mixing of HMC. For doubly-intractable distributions it is possible to estimate Σ in a burn-in phase by using a stochastic approximation algorithm which makes use of the gradient of the log posterior distribution defined in (3.5). The method works by estimating the mode θ * of the posterior (3.1) using the gradient (3.5) within a Robbins Monro algorithm (Robbins and Monro, 1951) or Ruppert-Polyak averaging (Ruppert, 1988, Polyak and Juditsky, 1992) . Once θ * has been found, consequently to Equation (3.4) the Hessian of the log posterior at θ * can be approximated using the sample covariance of auxiliary draws at the mode
are samples from f (· | θ * ). This approximation to the Hessian can hence be used as an estimate of M. We consider this estimation of M for Potts and the exponential random graph model numerical study below.
For a matrix M that depends on θ, Girolami and Calderhead (2011) provide a fully automated scheme based on the Riemann geometry of the parameter space to adapt M along the run. However, M then becomes parameter dependent and the leapfrog integrator needs to be replaced by a more sophisticated integration scheme. The latter is somewhat delicate to implement for doubly-intractable distributions and we will not consider it for our numerical study in Section 4.
Numerical results

Toy example: Potts model study
Consider an undirected graph G inducing a topology on a finite set of sites S = {1, . . . , n}: by definition, sites i and j are neighbours (denoted i ∼ j) if and only if i and j are linked by an edge in G . One then calls clique a subset of S where all elements are mutual neighbours. A discrete Markov random field with respect to undirected graph G is a random process X = (X 1 , . . . , X n ) indexed by S , and taking values in X ⊂ Z n , whose conditional distribution of X i , i ∈ S , depends only upon its neighbours in G . The Hammersley-Clifford theorem states that if the distribution of a Markov random field with respect to a graph G is positive for all configurations x then it admits a Gibbs representation for the same topology (see e.g. Grimmett (1973) , Besag (1974) and for a historical perspective Clifford (1990) ), namely a density function f (· | θ) on X parametrised by θ ∈ Θ ⊂ R d and given with respect to the counting measure by
where A G denotes the potential function which can be written as a sum over the set C of all cliques of the graph, namely A G (θ, x) = c∈C A c (θ, x) for all configurations x ∈ X . The inherent difficulty of all these models arises from the intractable normalising constant, sometimes called the partition function, defined by
The latter is a summation over the numerous possible realisations of the random field X, which is of combinatorial complexity and cannot be computed directly (except for small grids and states space X = {0, . . . , K − 1} n with small number of states K).
In what follows, we focus on a particular pairwise model representative of the general level of difficulty, namely the Potts model (Potts, 1952) originally used in statistical mechanics to model interacting spins. The function A G writes as a sum over the cliques of size 1 (corresponding to the nodes of G ) and cliques of size 2 (corresponding to the edges of G ).
where the above sum i∼j ranges the set of edges of the graph G . The parameter α can be interpreted as an external field while the parameter β can be interpreted as the inverse of a temperature adjusting the level of dependency between adjacent sites. In the absence of an external field, when the temperature drops below a fixed threshold, called phase transition, the model exhibits strong dependence between neighbors and values x i of a typical realisation of the field are almost all equal. Note that a potential function on nodes can be defined up to an additive constant. To ensure that potential functions on nodes are uniquely determined, one usually imposes the constraint
The dimension of the parameter space Θ is then K.
In this example we focus on a digital 2-state Potts model defined on a 16 × 16 regular lattice with a first order neighbourhood system, see Figure 2 . This example was chosen since it is one for which we can estimate very accurately the underlying posterior distribution of model parameters and therefore we can use this as a pedagogical example to compare our noisy HMC algorithm to the corresponding noisy exchange algorithms. We also note that this is not a particularly challenging example because of the size of the grid and the low number of states. As such, it not one which best exemplifies the performance of the noisy HMC algorithm.
Ground truth
The R-package GiRaF (Stoehr et al., 2016) allows one to compute exactly the normalising constant Z(θ) of a Potts model defined on a rectangular h × w lattice (Friel and Rue, 2007) . The algorithm to evaluate Z(θ) is exponential in the number of rows h and linear in the number of columns w. As such it can handle models defined on a lattice up to h = 25 for K = 2. For such a lattice, we can then compute ground truth quantities against which we can compare the output from the various algorithms that we consider in this paper. In particular using adaptive cubature algorithms from the R-package cubature (Narasimhan and Johnson, 2017) we can compute the posterior mean
and the Kullback-Leibler divergence between the empirical distribution Q and the stationary distribution π, namely
To estimate the latter, we divided the parameter space Θ into a set of bins of size 0.01 × 0.01. Then, we solely computed integrals over the set of non-empty bins, integrals being set to zero otherwise.
MAP and Hessian estimates
The maximum a posteriori (MAP) was estimated using the Ruppert-Polyak averaging method. In this scheme, at each iteration the gradient was estimated using the identity (3.5) with N = 10 draws from the likelihood. The algorithm stops when θ n − θ n+1 drops below a 1e −3 threshold. Once the MAP θ * is estimated, we estimate the Hessian ∇ 2 θ log π(θ * | x) = Σ −1 using identity (3.12) with N = 500 draws from the likelihood.
First experiment: nHMC(N)
We ran the noisy HMC algorithm for various numbers of draws, namely N = 1 and N = 10, in order to compute the gradient estimate (3.5) and the leapfrog estimator (3.9). The covariance matrix of the auxiliary variable distribution is set to M = Σ −1 . For each value of N , the step size and the number of leapfrog steps L were tuned as described in Section 3.4 with δ = 0.65. The burn-in chain was of 500 iterations to tune the parameters for each setting.
Second experiment: nEx(N)
The gold standard for conducting doubly-intractable Bayesian inference is the exchange algorithm (Murray et al., 2006) . We ran the noisy nEx (1) nEx (10) nHMC (1) nHMC ( exchange algorithm (Alquier et al., 2016) for various number of auxiliary draws, namely N = 1 and N = 10. The proposal distribution is set to be a 2-dimensional normal distribution with mean θ and covariance matrix 2.38 2 d −1 Σ in order to target the optimal acceptance probability for Metropolis-Hastings algorithm, namely δ = 0.234 (Roberts and Rosenthal, 2001) , as already mentioned in Section 3.4.
For the various experiments aforementioned, we considered a pseudo-observation exactly drawn from a Potts model using the R-package GiRaF with parameter θ = (0., 0.5) and a uniform prior on Θ = [−0.5; 0.5] × [0; 1]. Once the parameters were tuned, we ran 20 chains of size 4,500 per experiment. Figure 3 shows the typical behaviour of the accepted moves length for both the noisy exchange, nEx(N ), and noisy HMC, nHMC(N ) algorithms, when N = 1 or N = 10 auxiliary draws. First, we can observe that the noisy version of those algorithms still benefits from using a well chosen mass matrix M. Indeed, the chain is then able to move more in the less constrained direction, namely β. On the other hand, both algorithms produce a proposal with the same covariance terms but the HMC chain manages to move more across the parameter space despite a sub-optimal choice of . We surmise that the performance could be further improved with a better tuning for . Table 2 summarises different outputs average obtained over these chains. As a first step, we note that the dual averaging scheme with a Monte Carlo estimate (3.5) of the gradient still ensures that the average Metropolis acceptance probability ρ(θ, θ ) is close to its required value. As regards the value and L, we observe a trade-off with the quality of the gradient as already mention in Section 3.4. In order to keep proposing transitions which are accepted with high probability, a poor gradient estimate leads to numerous small steps, therefore avoiding to follow an incorrect gradient for too long, and conversely, becomes larger and L smaller when we put more computation effort to get a more accurate gradient estimate.
The major motivation for using HMC was to have better mixing. Table 2 gives Effective Sample Size (ESS) with respect to the marginal chain in α (denoted ESS(α)) and the marginal chain in β (denoted ESS(β)) so as to stress that difference of behaviour between noisy algorithms. In terms of a per iteration basis, noisy HMC overall mixes better than for various exchange algorithms, as one would expect. However it is significantly more expensive in terms of computation time. Indeed, the cost of the different algorithms is largely determined by the number of auxiliary draws from the model. HMC performs N × (L + 1) draws per iteration whereas the noisy exchange does N draws. On a per unit of computational time basis, the exchange algorithm is then typically superior to the noisy HMC algorithms, at least in terms of ESS. We further remark here that the noisy version proposed by Alquier et al. (2016) comes at a loss in practice as the overall ESS does not increase significantly enough against the extra computational cost.
On a per iteration basis, noisy HMC present better results in terms of the mean squared error of the posterior mean, namely MSE(θ), and Kullback-Leibler divergence. One could argue that such results might not hold on a per unit of computational time basis as we would have a chain 10 times longer for the exchange algorithm and therefore expect to have better result in terms of MSE(θ) and Kullback-Leibler divergence, though it is not completely obvious whether this would be the case. nHMC (1) nHMC (10) nEx (1) nEx (10) ρ (θ, θ ) (%) 62.8 (1e-2) 63.5 (8.2e-3) 22.5 (7.5e-3) 28.9 (7.7e-3) 0 
Exponential random graph model study
Exponential random graph models are a family of network models that generalise Markov random graphs. A graph is a collection of n nodes connected by edges. The edges are indicated by a n × n adjacency matrix x where x ij = 1, if node i and node j are connected, 0, otherwise. . These edges may be directed or undirected, in the latter case x ij = x ji for all pairs (i, j).
An example of such a network is shown in Figure 4 depicting the friendship connections of 34 individuals (nodes) in a karate club (Zachary, 1977) .
The energy function A(θ, x) for an exponential random graph model on a directed or an undirected graph x with n nodes is,
where the terms s i (x) are typically sufficient statistics. These statistics capture local structure of the network x, for example, the count of edges or triangles in the network. The normalising constant for the exponential random graph models involves a sum over all 2 ( n 2 ) realisable graphs x ∈ X in the undirected case and 2 n(n−1) in the directed case,
and is intractable for all but small graphs. In this numerical study we consider a two parameter ERGM where the sufficient statistics are s 1 (x) = i<j x ij , counting the number of undirected edges in x and s 2 (x) = i j<k x ij x ik , counting the number of so-called 2-stars in the network. The sufficient statistics are assigned parameters θ = (θ 1 , θ 2 ) with model energy function,
(4.
2)
The posterior distribution for the parameters of an exponential random graph model as defined with potential (4.1) is doubly-intractable, therefore it is not possible to obtain a a ground truth for the posterior distribution of the parameters in order to compare with HMC. This is in contrast to the Potts model study in which a ground truth is available for small lattices using the R-package GiRaF. Instead using the R-package Bergm (Caimo and Friel, 2014) , an exchange algorithm was run for a long period of time in order to sample from the posterior (3.1). This long run consisted of 100,000 iterations for the parameter θ with a per iteration auxiliary burn in of 1,000,000 to obtain the estimate the single importance sampling estimate (3.7).
First experiment: nHMC(N)
We ran the noisy HMC algorithm (Algorithm 2) for N = 10 draws in order to compute the gradient estimate (3.5) and the leapfrog estimator (3.9). To tune the algorithm the M matrix was set equal to an approximation of the Hessian of the log posterior (3.12). This approximation was computed to locating the posterior mode θ * by iterating the following Robbins-Munro scheme for i = 1, . . . , 200,
with α = 1. The approximate location of the mode is taken as θ * = θ (201) . Then 500 draws are sampled from f (· | θ * ) to compute the Hessian estimate Σ −1 using (3.12). The mass matrix M was then set equal to Σ −1 .
Second experiment: nEx(N)
The exchange algorithm (Murray et al., 2006) was run for 5,000 iterations of the parameter θ. The noisy exchange (Alquier et al., 2016) was run for 5,000 iterations of the parameter θ using N = 25 auxiliary draws at each parameter value. The proposal distribution for both the exchange and noisy was taken as a normal distribution with mean at the current θ and covariance matrix 2.38 2 d −1 M −1 , where M = Σ −1 is approximated using (3.12) as with the noisy HMC study.
The different algorithms were replicated 20 times using a different starting point and random seed for each experiment. The results of the various algorithms run on the Zachary karate club for the model defined by (4.2) are shown in Table 3 and Figure 5 .
The noisy HMC provides a noticeable increase in ESS per unit time with respect to the exchange and noisy exchange algorithms. The mean squared error (MSE) to the ground truth value of θ is also significantly lower for HMC and this is visible in the marginal density estimates given in Figure 5 , where the HMC algorithm matches closely to each marginal posterior distribution from the ground truth. 
Conclusions
The paper yields a noisy version of the HMC algorithm for doubly-intractable Bayesian analysis. This noisy version of the HMC algorithm is based on Monte Carlo estimates for the gradient based leapfrog numerical integrator and a novel estimator for the Metropolis-Hastings proposal compatible with the integration scheme. Throughout the numerical studies described here, we have shown that it improves the statistical efficiency of the gold standard exchange algorithm which is only capable of exploring the parameter space slowly by making local moves. The computational cost of sampling from the model is the main bottleneck of computing gradients and importance sampling estimators required in HMC. Further research is required to assess the trade-off between the gradient quality, in terms of number of samples from the likelihood, and the efficiency of HMC. Noisy HMC opens vistas for further research.
Theoretical support On the first hand, the paper motivates an in-depth theoretical study of noisy HMC. Indeed, the transition kernel of the original HMC method has been replaced by an approximate kernel due to Monte Carlo estimates being used within each iteration. This breaks the ergodicity and the noisy HMC may not admit the target posterior distribution π as the invariant distribution. Alquier et al. (2016) have examined the ergodicity for noisy MCMC algorithms and provide bounds on the total variation distance between a Markov chain with the desired target distribution, and the Markov chain of a noisy MCMC algorithm. Their noisy MALA is a special case of our noisy HMC when the number of leapfrog steps is L = 1. While their results do not hold for larger L, one might expect similar conclusion for noisy HMC algorithms. Nevertheless the intractable HMC proposal forms to some extent a hurdle for the proof regarding noisy HMC. Another question that has also been opened by Alquier et al. (2016) is the Optimal tuning The tuning strategy proposed in this paper is not optimal though the results for the noisy HMC algorithm we presented are already convincing. The overall performances could be improved by a better choice of the integration time and in general by introducing an automatic problem-specific strategy to pick and L. A path to explore is to adapt the NUTS sampler in the context of doubly-intractable Bayesian inference. A follow-up to the theoretical support of noisy HMC would also be to provide an optimal setting.
Latent process Another specific instance of likelihood intractability occurs when the model relies on a latent process x whose state space X is of high dimension. Consider a likelihood expressed as a multidimensional integral, (θ | y) = X (θ | y, x)µ(dx), and impossible to evaluate. Such problems arise frequently in applied statistics for example hidden Markov models. A fruitful avenue to explore is the development of noisy HMC methods for this class of statistical model. In the paper, we propose Monte Carlo estimates based on forward-simulations as surrogates for the gradient based integrator. Likewise, the score function of (θ | y) can be estimated using following identity, ∇ θ log (θ | y) = E θ,y {∇ θ log (θ, X | y)} , where the expectation is with respect to (x | θ, y) as described in . Moreover, for hidden Markov models, the Metropolis-Hastings acceptance probability can still be evaluated using the leapfrog estimator we introduced in this work.
