Variational principles are proved for the eigenvalues of a Cauchy problem given by a second-order linear differential operator equation of the form We associate with the second-order equation the form
Introduction
Variational principles are a very useful tool for the qualitative and numerical investigation of eigenvalues of self-adjoint operators and operator functions. For instance, the eigenvalues λ 1 ≤ λ 2 ≤ . . . below the essential spectrum of a self-adjoint operator A with domain D(A) can be characterized using the Rayleigh functional Variational principles were first introduced by H. Weber, Lord Rayleigh, H. Poincaré, E. Fischer, G. Polya, and W. Ritz, H. Weyl, R. Courant (see, e.g. [4, 7, 20] , and the references therein).
In this article we investigate variational principles for self-adjoint operator functions arising from second-order systems of the form can be seen as companion matrix of the polynomial T (λ ); it is also the generator of a semigroup that corresponds to a first-order system if one rewrites (1.1).
z(t) + Dż(t)
We identify a disc Φ γ 0 ⊂ C which is the largest disc around zero with an empty intersection with the essential spectrum of A . For λ ∈ Φ γ 0 we show that the form t(λ ) is closed and sectorial and that the corresponding operator T (λ ) is m-sectorial. Moreover, on Φ γ 0 the spectrum (point spectrum) of A and the spectrum (point spectrum) of T coincide.
In [7] R. J. Duffin proved a variational principle for eigenvalues of a quadratic matrix polynomial, which was generalized in various directions to more general operator functions; see, e.g. the references in [9] . In [9] such a variational principle was proved for eigenvalues of operator functions whose values are possibly unbounded self-adjoint operators. Here we adapt this variational principle from [9] to our situation. Using the form t(λ ) we introduce a slightly more general definition of a generalized Rayleigh functional and we show that the variational principal generalizes to this situation. In A major application of this variational principle is a quite general interlacing principle which is the second main result of this article: if the stiffness operator A 0 decreases and the damping operator D increases, then the corresponding nth eigenvalue decreases compared with the nth eigenvalue of the unchanged system. We illustrate the obtained results with an example where we consider a beam equation with a damping such that A 0 corresponds to the fourth derivative on the interval (0, 1) (with some appropriate boundary conditions) and the damping D equals − We proceed as follows. In Section 2 we recall some basic notions of operators, operator functions and forms. The variational principle obtained in [9] is adapted to the setting of this paper in Section 3. Section 4 is devoted to general properties of the class of second-order systems studied in this paper. The main results of this paper are proved in Section 5. In particular, we study the form (1.2) and their relation to the operator matrix A and the operator function T (λ ). On a disc Φ γ 0 around zero, t(λ ) is a closed sectorial form and the spectrum (point spectrum) of A and the spectrum (point spectrum) of T coincide. Further, the variational principles for A are presented in Theorem 5.7. As an application of the variational principle we show interlacing properties of eigenvalues of two different second-order problems with coefficients which satisfy a specific order relation. Finally, in Section 6 we apply the obtained results to a damped beam equation.
Preliminaries
We recall in this section some basic notions for operators and operator functions. Let H be a Hilbert space. We denote the inner product on H by · , · . A closed, densely defined operator in H is called Fredholm if the dimension of its kernel and the (algebraic) codimension of its range are finite. The essential spectrum of a closed, densely defined operator S is defined by σ ess (S) := λ ∈ C | S − λ I is not Fredholm .
Recall that a closed, densely defined operator T is called sectorial if its numerical range is contained in a sector {z ∈ C | Re z ≥ z 0 , | arg(z − z 0 )| ≤ θ } for some z 0 ∈ R and θ ∈ [0, π 2 ). A sectorial operator T is called m-sectorial if λ ∈ ρ(T ) for some λ with Re λ < z 0 ; see, e.g. [15, §V.3.10] .
Let ∆ ⊂ R be an interval with
and let Ω be a domain in C such that ∆ ⊂ Ω.
On Ω we consider a family of closed, densely defined operators T (λ ), λ ∈ Ω, in a Hilbert space H, where T (λ ) has domain D(T (λ )).
In the following we shall assume that either T (λ ) or −T (λ ) is an m-sectorial operator for λ ∈ Ω. Under this assumption the sesquilinear form T (λ ) · , · is closable for λ ∈ Ω, and we denote the closure by
, which is the corresponding quadratic form. Recall (see, e.g. [15, §VII.4] ) that T := (T (λ )) λ ∈Ω is called a holomorphic family of type (B) if T (λ ) is m-sectorial for λ ∈ Ω, the domain D(t(λ )) of the quadratic form t(λ ) is independent of λ , which we denote by D, and λ → t(λ )[x] is holomorphic on Ω for every x ∈ D.
The spectrum of the operator function T is defined as follows:
Similarly, the essential spectrum of the operator function T is defined as
A number λ ∈ Ω is called an eigenvalue of the operator function T if there exists an x ∈ D(T (λ )), x = 0, such that T (λ )x = 0. The point spectrum is the set of all eigenvalues:
where σ p (T (λ )) denotes the point spectrum of the operator T (λ ) for fixed λ ∈ Ω. The geometric multiplicity of an eigenvalue λ of the operator function T is defined as the dimension of ker T (λ ). One way to obtain forms is via a scale of spaces. For this let A 0 be a self-adjoint, positive definite linear operator on a Hilbert space H with domain D(A 0 ) such that 0 ∈ ρ(A 0 ). We define 
Note that, for x ∈ H, y ∈ H1
2
, we have
Let A and B be bounded operators from H1
. Define sesquilinear forms a and 
According to [15, 
Moreover, t is the closure of the form T · , · . 
Conversely, let x ∈ D. Then x ∈ D(t) and w := Ax + Bx ∈ H. 
A general variational principle for self-adjoint operator functions
In this section we recall a general variational principle for eigenvalues of a self-adjoint operator function from [9] adapted to the present situation. Here we also show some additional statements. We mention that in [9] a more general class of operator functions is investigated. For the rest of the paper L I (S) denotes the spectral subspace of a self-adjoint operator S corresponding to the interval I. We suppose that one of the following two conditions is satisfied.
(I) Let Ω be a domain in C and ∆ ⊂ Ω ∩ R an interval with endpoints a, b as in (2.1).
The family (T (λ )) λ ∈Ω is a holomorphic family of type (B), T (λ ) is self-adjoint for λ ∈ ∆ and there exists a c ∈ ∆ such that dim L (−∞,0) (T (c)) < ∞.
(II) Let Ω be a domain in C and ∆ ⊂ Ω ∩ R an interval with endpoints a, b as in (2.1). The family (−T (λ )) λ ∈Ω is a holomorphic family of type (B), T (λ ) is self-adjoint for λ ∈ ∆ and there exists a c ∈ ∆ such that dim L (0,∞) (T (c)) < ∞.
Note that under assumption (I) for λ ∈ ∆ the operators T (λ ) are self-adjoint and sectorial, and, hence, bounded from below. Similarly, under assumption (II), the operators T (λ ) are bounded from above for λ ∈ ∆. The condition dim L (−∞,0) (T (c)) < ∞ is equivalent to the fact that σ (T (c)) ∩ (−∞, 0) consists of at most a finite number of eigenvalues of finite multiplicities. As in the previous section let D be the common domain of the quadratic forms t(λ ), which are the closures of the forms
We shall also assume that one of the following two conditions (ց), (ր) is satisfied.
is either decreasing or increasing at a zero and, hence, it has at most one zero in ∆.
We now introduce the notion of a generalized Rayleigh functional p, which is a mapping from D \ {0} to R ∪ {±∞}. If there is a zero λ 0 of the scalar function λ → t(λ ) [x] in ∆, then the corresponding value of a generalized Rayleigh functional p(x) must equal this zero; p(x) = λ 0 . Otherwise, there is some freedom in the definition. More precisely, we use the following definition. Definition 3.1. Let ∆ and Ω be as above. Moreover, let T (λ ), λ ∈ Ω, be a family of closed operators in a Hilbert space H satisfying either (I) or (II) and which satisfies also (ր) or (ց). In the case (ց) a mapping p : D \ {0} → R ∪ {±∞} with the properties
is called a generalized Rayleigh functional for T on ∆. In the case (ր) a mapping p : D \ {0} → R ∪ {±∞} with the properties
is called a generalized Rayleigh functional for T on ∆.
Remark 3.2.
One possible choice for p in the case (ց) is the following (see [4, 9] ).
which was used as a definition of a generalized Rayleigh functional in [4, 9] . However, here we propose to use the Definition 3. 
In [9, Theorem 2.1] a variational principle involving a generalized Rayleigh functional was derived. There the generalized Rayleigh functional was defined as in Remark 3.2 and not in the (slightly more general) way as in Definition 3.1. Therefore, the variational principle in the following theorem is an adapted version of [9, Theorem 2.1] where a non-decreasing sequence of eigenvalues of an operator function is characterized. Moreover, in [9, Theorem 2.1] only the case (I), (ց) was considered (under slightly weaker assumptions on t). 
either empty or consists only of a finite or infinite sequence of isolated eigenvalues of T with finite geometric multiplicities, which in the case of infinitely many eigenvalues in σ (T )∩∆
′ accumulates only at sup
is a finite number. Moreover, the nth eigenvalue λ n , n ∈ N, n ≤ N, satisfies
For subspaces L with dimensions not considered in (3.2) and (3.3) the right-hand side of (3.2) and (3.3) gives values with the following properties: if κ > 0, then 
In [9, Theorem 2.1] the number κ was defined as dim L (−∞,0) T (a ′′ ) with a particular choice of a ′′ ∈ ∆ 1 . However, the function
is constant on ∆ 1 by [9, Lemma 2.6]. Hence we choose an arbitrary a ′ ∈ ∆ 1 for the definition of κ, which by [9, Theorem 2.1 and Lemma 2.6] is a finite number:
Let us now prove (3.2). In [9] a special choice of a generalized Rayleigh functional was considered; see Remark 3.2. In order to distinguish it, we denote it by q, i.e. for x ∈ D \ {0} we set
We note that
≤ a by the definitions of p and q, and hence p(x) ≤ λ n . If, for x ∈ L 0 \ {0}, we have q(x) = −∞, then q(x) ∈ ∆ and hence p(x) = q(x) ≤ λ n . This implies that sup
By (3.6) and (3.7) we obtain (3.2). Equation (3.3) is shown in a similar way. Next we prove the first inequality in (3.4). Let n ≤ κ and let λ ∈ ∆ 1 be arbitrary. We have seen above that dim L (−∞,0) (T (λ )) = κ. Therefore we can choose an ndimensional subspace of L (−∞,0) (T (λ )), which we denote by L 0 and which is contained in
This implies the first inequality in (3.4) since λ ∈ ∆ 1 was arbitrary. The second inequality in (3.4) is shown in a similar way.
We show the first inequality in (3.5).
It follows from [9, Lemmas 2.6 and
Since this is true for every such L, we have
which implies the validity of the first inequality in (3.5) as λ can be chosen arbitrarily close to sup ∆ ′ ; see [9, Lemma 2.6] . In a similar way one can show the second inequality in (3.5) .
If instead of (I), (ց) the assumptions (II), (ր) are satisfied, then the function T (λ ) := −T (λ ) satisfies the assumptions (I), (ց) and p(x) := p(x) is a generalized Rayleigh functional for T on ∆, see Definition 3.1. Hence we can apply the already proved statements to T , which imply all assertions also in this situation as σ p ( T ) = σ p (T ).
Remark 3.4.
(i) Instead of assuming that T is a holomorphic family of type (B) it is sufficient to assume some weaker continuity properties. Also the domain of the quadratic form may depend on λ . For further details see [9] , in particular, the assumptions (i) and (ii) there.
(ii) If the functional p is chosen such that it is continuous as a mapping from D into the extended real numbers R ∪ {±∞} and p(cx) = p(x) for all c ∈ C \ {0} and x ∈ D, then the supremum in (3.2) is actually a maximum, i.e. the eigenvalue λ n , n ∈ N, n ≤ N, satisfies λ n = min
This follows from the fact that it is sufficient to take the supremum over the set {x ∈ L | x = 1}, which is compact. The same statement applies to (3.4) and (3.5).
A similar theorem holds if we replace in Theorem 3.3 the assumption (I), (ց) by (I), (ր) and (II), (ր) by (II), (ց), respectively, and change ∆ ′ accordingly. This is done in the following theorem. 
is a finite number. Moreover, the nth eigenvalue λ n , n ∈ N, n ≤ N, satisfies λ n = max 8) λ n = min
For subspaces L with dimensions not considered in (3.8) and (3.9) the right-hand side of (3.8) and (3.9) gives values with the following properties: if κ > 0, then
Proof. The theorem follows from 
Remark 3.6. If the functional p is chosen such that it is continuous and p(cx) = p(x)
for c ∈ C \ {0} and x ∈ D (see Remark 3.4), then the infimum in (3.8) is actually a minimum, i.e. the eigenvalue λ n , n ∈ N, n ≤ N, satisfies
A similar statement applies to (3.10) and (3.11).
Framework
We study second-order systems of the following form
In common with [18, 19] we make the following assumptions throughout this paper.
(A1) The stiffness operator A 0 : D(A 0 ) ⊂ H → H is a self-adjoint, positive definite linear operator on a Hilbert space H such that 0 ∈ ρ(A 0 ).
We define the Hilbert spaces H1 
This condition is equivalent to the fact that the operator D : H1
is such that
is a bounded self-adjoint non-negative operator in H. Note also that, for x, y ∈ H1 (4.2) Equation (4.1) is equivalent to the following standard first-order equatioṅ
3)
The operator A itself is not self-adjoint in the Hilbert space H . It is easy to see (e.g. [19] ) that A has a bounded inverse in H given by × H we define an indefinite inner product on H by In the following we study the spectrum of A . The last statement of Theorem 4.1 guarantees that the spectrum of A is contained in C − , where C − denotes the closed left half plane {z ∈ C | Re z ≤ 0}. Because of the first statement of Theorem 4.1 we even have σ (A ) ⊂ C − \ {0}. However, apart from this restriction and the symmetry with respect to the real line, the spectrum of A is quite arbitrary; see, e.g. [11, Examples 3.5 and 3.6] and we refer to Example 3.2 in [12] .
For the rest of the paper we assume that, in addition to (A1) and (A2), also the following condition is satisfied. 
The spectrum in C \ σ ess (A ) is a discrete set consisting only of eigenvalues. Moreover, the set σ (A ) \ R has no finite accumulation point. In order to describe the essential spectrum further, set δ := min σ A In the latter case we have 0 ≤ δ ≤ δ 0 ≤ γ 0 ≤ γ.
In both cases the following statements are true:
• if γ 0 = 0, then σ ess (A ) = / 0;
• if γ 0 > 0 and δ 0 = 0, set δ 1 := inf σ ess A
Proof. The equality in (4. 
A quadratic operator polynomial
In the following we construct a quadratic operator polynomial T (λ ) that is connected with the operator A . Throughout this section we assume that 
( 5.1) e.g. the second inequality is seen as follows:
. Next we show that the form λ d is relatively bounded with respect to the form a 0 with a 0 -bound less than 1 if |λ | is small enough. Set 
By the definition of γ 0 and the fact that γ ′ > γ 0 it follows that E((γ ′ , ∞)) is a finite rank projection. Choose ε > 0 such that |λ |(γ ′ + ε) < 1, which is possible because γ ′ < 1 |λ | . Then Lemma 2.2 applied to the finite rank operator S 1/2 E((γ ′ , ∞)) implies that there exists a C ≥ 0 such that
which shows that λ d is a 0 -bounded with a 0 -bound less than 1.
For λ ∈ C we define the sesquilinear form t(λ ) with domain D(t(λ )) = H1
and the corresponding quadratic form by . From this we obtain also the self-adjointness of T (λ ) for λ ∈ Φ γ 0 ∩ R; moreover, T (λ ) is bounded from below in this case since it is m-sectorial.
is a closed sectorial form in H. The m-sectorial operator T (λ ) in H that is associated with t(λ ) is given by
Next we show that on Φ γ 0 the spectral problems for A and T are equivalent. 
Moreover, σ ess (T ) = / 0.
If γ 0 = 0, then there are at most finitely many eigenvalues of A (and, hence, of T ) in
Proof. First we show equality of the point spectra of A and T . For this, let λ ∈ Φ γ 0 and assume that 0 ∈ σ p (T (λ )). Then there exists x ∈ D(T (λ ))\{0} with λ 2 x+λ Dx+A 0 x = 0. Therefore
Conversely, if λ ∈ σ p (A ) and if We show the statement about the essential spectrum of T . Let λ ∈ Φ γ 0 . The statement is obvious for finite-dimensional H; hence let H be infinite-dimensional. By Lemma 5.1 there exist constants a, b such that a ≥ 0, 0 ≤ b < 1 and
Denote by L the spectral subspace for A 0 corresponding to the interval 0, |λ | 2 +a 1−b + 1 . Assume that 0 ∈ σ ess (T (λ )). It follows from Proposition 4.2 and the definition of Φ γ 0 that λ / ∈ σ ess (A ) and λ / ∈ σ ess (A ). Hence (5.4) implies that dim ker T (λ ) < ∞ and
By [8, Theorem IX.1.3] there exists a singular sequence (x n ) n∈N with x n ∈ D(T (λ )), x n = 1, x n ⇀ 0 (i.e. x n converges to 0 weakly) and T (λ )x n → 0 as n → ∞. We decompose x n as follows:
The projection onto L is weakly continuous and L is finite-dimensional by assumption (A3); therefore the sequence (u n ) n∈N converges strongly in H to 0, A 0 u n → 0 and v n → 1 as n → ∞. We obtain
As n → ∞, we have a 0 [u n ] → 0, and
which is a contradiction. Therefore 0 / ∈ σ ess (T (λ )). Finally, assume that γ 0 > 0. Suppose that there are infinitely many eigenvalues of A in Φ γ 0 \ R. Since Φ γ 0 \ R is a bounded set, there exists a sequence of non-real eigenvalues of A which converges. However, this contradicts Proposition 4.2. Hence the last statement is proved.
In the following we prove variational principles for real eigenvalues of A or, what is equivalent (see Proposition 5.3), of T . To this end we introduce functionals p + and p − which will serve as generalized Rayleigh functionals for T on appropriate intervals. For fixed x ∈ H1 2 \{0} consider the equation
as an equation in λ . 
Otherwise, we denote the solutions of (5.6) by p ± (x),
(5.7)
and define
where we set sup
We collect some of the properties of p + , p − and α in the following lemma. Note that γ > 0 if and only if D = 0.
and hence
Proof. The assumption D = 0 implies that γ > 0. Let x ∈ D * . It follows from (5.1) that
The statement on α follows from this and the inequality −
In the next proposition we discuss when the set D * is non-empty. Note that (i) in the following proposition contains a slight improvement of the fifth assertion in [13, Theorem 3.2] . 
Now the formulae in (5.12) and in (5.13) follow from (3.8), (3.9), Remark 3.6 and Proposition 5.3.
Let us finally show that the eigenvalues of A in (α, 0) are semi-simple. Assume that λ ∈ (α, 0) is an eigenvalue that has a Jordan chain, i.e. there exist vectors 
It follows that y 0 = λ x 0 and x 0 = 0. Moreover, we have x 0 ∈ D(T (λ )) and T (λ )x 0 = 0, cf. (5.5). From the second equation it follows that
Substituting for y 1 we obtain
and hence, by (5.2) and the symmetry of t(λ ) for real λ ,
where we used that x 0 ∈ ker T (λ ). The left-hand side of this equation is equal to
, which is positive because λ ∈ (α, 0) and there is no double-zero of
. This is a contradiction and hence λ is semi-simple.
The next proposition provides a sufficient condition for the existence of eigenvalues in the interval − 
Proof. Define the following operator function
whose values are bounded operators in H. Assumption (5.14) implies that
On the other hand, for λ < 0, 
which is disjoint from (γ 0 , ∞). However, −1 is an eigenvalue of T with eigenvector (1, 0, 0, . . . ).
With the help of the form t(λ ) it is shown in the following proposition that a certain triangle belongs to the resolvent set of A . We refer to [14, Theorem 3.2] for a full disc around zero with radius slightly less than 1 γ which is contained in ρ(A ). 
where γ is defined in (4.10). If, in addition,
Proof. Since the set on the left-hand side of (5.16) is disjoint from the essential spectrum of A by Proposition 4.2, it is, according to Proposition 5.3, sufficient to show that the left-hand side contains no eigenvalues of T . Let λ be in the set on the left-hand side of (5.16) or λ = − It is easy to see that the operator A 0 satisfies assumptions (A1) and (A3) and that 
