Reusing software may greatly increase the productivity of software engineers and improve the quality of developed software. Software component libraries have been suggested as a means for facilitating reuse. A major di culty in designing software libraries is in the selection of a component representation that will facilitate the classi cation and the retrieval processes. Using formal speci cations to represent software components facilitates the determination of reusable software because they more precisely characterize the functionality of the software, and the well-de ned syntax makes processing amenable to automation. This paper presents an approach, based on formal methods, to the classi cation, organization, and retrieval of reusable software components. From a set of formal speci cations, a two-tiered hierarchy of software components is constructed. The formal speci cations represent software that has been implemented and veri ed for correctness. The lower-level hierarchy is created by a subsumption test algorithm that determines whether one component is more general than another; this level facilitates the application of automated logical reasoning techniques for a ne-grained, exact determination of reusable candidates. The higher-level hierarchy provides a coarse-grained determination of reusable candidates and is constructed by applying a hierarchical clustering algorithm to the most general components from the lower-level hierarchy. The hierarchical organization of the software component speci cations provides a means for storing, browsing, and retrieving reusable components that is amenable to automation. In addition, the formal speci cations facilitate the veri cation process that proves a given software component correctly satis es the current problem. A prototype browser that provides a graphical framework for the classi cation and retrieval process is described.
Introduction
The goal of software reuse is to increase the productivity of programmers and improve the quality of developed software 1]. Software reuse in current industrial settings is often based on the availability of original authors to act as consultants or the existence of relevant and descriptive documentation.
The major objective of a reuse system is to classify the reusable components and to retrieve them This work is supported in part by a Michigan State University Research Initiation Grant and the National Science Foundation Grant CCR-9209873. ne-grained, more precise determination of reuse, where automated logical reasoning is used again. Therefore, the hierarchical organization of the software component speci cations provides a means for storing, browsing, and retrieving reusable components that is amenable to automation. In addition, the formal speci cations may be used to verify that a given software component correctly satis es a new problem.
Therefore, a formal speci cation plays three roles in this project. First, it is used to represent the purpose or functionality of a software component. Second, it is used as the basis for the construction of a uni ed structure representing the hierarchical organization of a set of components. Finally, formal speci cations are used as the basis of the searching procedure when determining reusable candidates with respect to a query speci cation that is also described formally.
The remainder of this paper is organized as follows. Section 2 describes the notation used to formally specify the software components. Section 3 describes the subsumption test algorithm, and the hierarchical clustering algorithm is described in Section 4. The implementation of a a graphical tool that supports the construction and the browsing algorithms is presented in Section 5. Section 6 describes a hashing scheme used to search for software components, and Section 7 discusses how queries are processed in order to retrieve reusable candidates from the library. Related work is discussed in Section 8. Finally, Section 9 summarizes this work and discusses future investigations.
Speci cation of Software Components
In this project, rst-order predicate logic is used to specify software components. Most software is made up of procedural and data abstractions, that is, procedures and user-speci ed and systemde ned data structures 14]. Object-oriented analysis can be used to decompose complex software, which involves de ning a set of user-speci ed data abstractions or abstract data types (ADTs) 15, 16, 17, 18, 19, 20] . Thus, in order to apply an object-oriented approach to software reuse, this project focuses on data abstraction, where it is assumed that procedural abstractions are automatically addressed when discussing the operations that are applicable to the data abstractions.
The speci cation for a software component corresponds to the speci cation of an ADT and a set of methods that operate on the ADT. Each method is speci ed by an interface, type declarations, a precondition, and a postcondition. The interface of a method describes the syntactic speci cation of the method. The typing information describes the types of input and output parameters and internal (local) variables. The precondition describes the condition of the variables prior to the execution of the method whose behavior is described by the postcondition 21]. Figure 1 gives the grammar of the speci cation language. In this grammar, symbols expressed in the Roman font represent nonterminals, italicized symbols represent terminals, bold-faced symbols denote keywords, the Kleene star (*) denotes zero or more repetitions of the preceding unit, brackets (` ]') enclose optional items, parentheses (`()') indicate groupings, and`f g' delimit formal speci cations. The symbol \::" separates an identi er from a description of the value denoted by the identi er, and the symbol \:" separates identi er declarations from a description of the type associated with the identi er. The logical operators obey the following decreasing precedence order: negation (:), conjunction (^), disjunction (_), implication ()), and if and only if (,). Primitive types, including Bool, Int, and Real, are pre-de ned and can be referenced by the users. Figure 2 gives an example speci cation of the Array ADT, an example software component.
Three methods are de ned on Array: assign element, retrieve element, and last element. The lines beginning with in, out, and local describe the types of input parameters, output parameters, and internal (local) variables, respectively. In a software component speci cation, it is possible to give polymorphic de nitions 22] , that is, an operation that may have more than one meaning. For example, the method last element of Array is de ned as a polymorphic function that returns the last element of an array, where element can be of any type. The bars k k at the beginning of the de nition introduce a generically typed variable E, which indicates that the type of variable E is irrelevant. The operation len(s) represents the function that determines the length of an array s. In addition s 0 = permutation(s) is true if array s 0 has the same contents as aray s but the elements occur in a di erent ordering, where primed variables indicate the most recent value of a variable, in contrast to the initial value.
3 Lower-Level Hierarchy
The objective of this project is to provide a means for browsing, searching, and retrieval of reusable software components exploiting the automated reasoning techniques applicable to predicate logic speci cations. The lower-level hierarchy provides a means for a ne-grained, precise determination of reuse, where logical reasoning can be applied to the speci cations. Let A and B be clauses. A substitution set can be represented by = fa 1 =x 1 ; :::; a n =x n g, where x 1 ; :::; x n are variables occurring in B, and a 1 ; :::; a n are new distinct constants not occurring in A or B, and a i =x i indicates that variable a i is replaced by Figure 3 ) can be used to decide the generality relationship between clauses, that is, whether clause A subsumes clause B.
Step 3 of the subsumption test algorithm in Figure 3 uses the full resolution rule 23], shown in Figure 4 , to compute the resolvents of C 1 and C 2 , which involves an instantiation of the formulas by a substitution , which is a mapping of variables to terms. Application of this substitution must result in the same atoms for both resolution literals. In Figure 4 , clauses 1 and 2 are often called the parent clauses of the resolvent; L and :L are the resolution literals and K i and M j are the literals that make up the resolvent, but they originated from clauses 1 and 2, respectively. L is said to be congruent to L 0 , denoted by L ' L 0 , when both L and L 0 are in an equivalence class partition eq class that may be de ned by the user or the system (See Section 4.1 for further details). Following the approach of the full resolution rule, a congruity relationship exists between L and L 0 , where L and :L 0 can be eliminated in order to obtain a c-resolvent, a resolvent with respect to the congruity relationship. As a result, another resolution rule given in Figure 5 is obtained.
Using the modi ed resolution rule, step 3 of the subsumption test algorithm given in Figure 3 is modi ed to nd the c-resolvent of two clauses C 1 and C 2 rather than their resolvent. After applying the modi ed subsumption test (MST) algorithm to every pair of existing components, a set of graphs (ASG) that contains lattices or trees is obtained, where nodes are the software components and the directed edges represent the generality relationship. A lattice may occur because one node may have more than one parent node. Figure 6 contains an example sequence for the construction of the ASG.
Higher-Level Hierarchy
After applying the MST, the software components may be grouped into disjoint clusters in the ASG. In order to form a connected hierarchy of software components, a conventional clustering algorithm 24] is applied to the most general components obtained from the MST, that is, the roots of trees and the top elements of the lattices in the ASG.
Classi cation by clustering techniques has been used in many areas of research, including information retrieval and image processing 25]. Typically, the objective of clustering is to form a set of clusters such that the intercluster similarity is low, and the intracluster similarity is high.
Applying a clustering algorithm to the most general components of the lower-level hierarchy leads to the generation of the higher-level hierarchy of the component library. The similarity between two components X and X 0 , denoted by s(X; X 0 ), is used as the basic criterion to determine clusters.
In general, the criterion used to evaluate similarity determines the shape of the resultant clusters.
Measure of Similarity between Components
In this section, a simple evaluation method for computing similarity is given. The similarity between a pair of components, X and Y , is denoted by s(X; Y is obtained. This value is used as input to the clustering algorithm when determining which software components should be merged into one cluster.
A similarity value automatically determines the distance between two components. That is, the distance between two components X and Y may be de ned as d(X; Y ) = 1 ? s(X; Y ). The distance between two components within a cluster should be small and distance between two clusters should be large.
Hierarchical Clustering
Input to a clustering algorithm is a set of components and the similarity values between each pair of components. A nite set of components is denoted by X = fx 1 ; x 2 ; :::; x n g. In general, hierarchical clustering algorithms are divided into two categories: divisive algorithms and agglomerative algorithms. A divisive algorithm begins with the set X and divides it into a partition ? K = fG K 1 ; :::; G K N K g, then subdivides each cluster G K i to form a ner partition ? K?1 , and so on. Thus, a divisive algorithm generates a sequence of partitions ? K ! ? K?1 ! :::? 1 that is ordered from a coarser partition to a ner one. An agglomerative algorithm initially treats each component as a single cluster: ? 1 = ffX 1 g; fX 2 g; :::; fX n gg. The clusters are merged into a coarser partition ? 2 , and the merging process continues until the trivial partition ? K = fXg is obtained. Thus an agglomerative clustering algorithm generates a sequence of partitions ? 1 ! ? 2 ! :::? K that is ordered from a ner partition to a coarser one. This iterative algorithm can be terminated at any partition ? l ; 1 l K, if the maximum value of computed similarities is below a speci ed threshold or if the number of clusters generated for a partition is equal to a user-speci ed or system-de ned value.
In most agglomerative algorithms, only one pair of clusters is merged at a time. Hence if ? i = fG i 1 ; :::; G i N i g and ? i+1 = fG i+1 1 ; :::; G i+1 N i+1 g, then N i+1 = N i ? 1. That is, N i = n ? i + 1; i = 1; :::; n and ? 1 = ffX 1 g; fX 2 g; :::; fX n gg; ? N = fXg: Figure 9 gives a pictorial representation of the re nement process.
Similarity between clusters is used as the criterion for the selection of a pair of clusters in ? i that are to be merged. A pair of clusters (G p ; G q ) is selected to be merged if it has the maximum value of similarity among all pairs of clusters. Let the current partition be ? = fG 1 ; :::; G N g. The similarity (sim(G p ; G q )) value between two clusters, G p and G q , is the maximum value of all similarities calculated between disjuncts from the respective components. Formally, the sim relationship is The agglomerative algorithm is given in Figure 10 .
The similarities between the new cluster and other clusters are computed as follows: if G p and G q are merged into a new cluster G r , then sim(G r ; G i ) = min(sim(G p ; G i ); sim(G q ; G i )) 8i;
Hierarchical Clustering Algorithm
The hierarchical clustering algorithm used is similar to Kruskal's algorithm for nding a minimal spanning tree 26], which always chooses an edge with the least weight in the construction of the spanning tree. In this case, weights are replaced by similarity values for software components and the maximal weight rather than the least weight is sought. After applying the algorithm, a tree-like hierarchical clustering is obtained. Figure 11 contains the detailed description of the hierarchical clustering algorithm where X is the set of predicate components, s(X i ; X j ) is the similarity between components X i and X j , and sim(G k ; G l ) is the similarity between clusters G k and G l . The algorithm begins by creating a cluster for each software component to be classi ed, that is, the most general components found in the lower-level hierarchy, and the rst partition contains all of the initial clusters. Next, a pairwise calculation of similarity between the clusters is made. Based on the similarity values, two clusters yielding the greatest value are selected to be merged. After the two clusters are merged, the similarity values between clusters is updated, thus de ning the partition for the next iteration of the clustering algorithm. The user may specify an upper bound on the number of iterations (re nements) or stop the clustering algorithm while viewing the clustering process. This exibility allows the user to incorporate background experience and intuition in order to determine when further re nements will fail to yield substantial changes between partitions.
The nal hierarchically organized library could be of the form given in Figure 12 , where lled nodes, termed real nodes, represent software components and un lled nodes are newly generated nodes created by the hierarchical clustering algorithm, called meta-nodes. A meta-node acts as a container for the software components from which it was derived. Dashed lines represent relationships formed by the MST algorithm and the solid lines are formed by the hierarchical clustering algorithm representing similarity relationships.
Implementation
In order to facilitate the user's involvement in determining reuse based on formal speci cations, the construction of the software component hierarchy has been implemented in the framework of a graphical browser. This section discusses the implementation framework and describes an example construction of a hierarchy from a set of software component speci cations.
Browsing Hierarchy
A prototype system for constructing the hierarchical library has been implemented in the Quintus ProWindows language, 1 a dialect of Prolog that supports the object-oriented organization of graphical elements 27]. There are several advantages to using Prolog, and speci cally ProWindows, as the implementation language. First, Prolog's declarative properties facilitate the handling of rst-order predicate logic speci cations and the application of automated reasoning capabilities.
Second, Prolog's procedural properties facilitate the implementation of backtracking algorithms such as those used in the search for reusable components. Third, the support for graphics in ProWindows using Prolog predicates facilitates a homogeneous implementation of a system for 1 A product of Quintus Computer Systems, Inc.
handling the construction, searching, and browsing of a software component library. Speci cally, ProWindows provides direct support for high-level features of the user interface such as dialog boxes, scrolling menus of sorted items, and editing windows. Figures 13 and 14 show screen dumps of sample applications of the subsumption test algorithm and the hierarchical clustering algorithm, respectively, to a set of software components. Originally, there were fteen components in the library speci ed in the format described in Section 2. Selecting the Subsumption option shown in the pop-up menu in Figure 13 will execute the subsumption test algorithm, which causes the four subwindows shown in Figure 13 to be displayed, where each window contains one cluster.
Implementation of the Construction of Hierarchy
In the example, component classArray is a child of component classTable, where classArray and classTable represent the classes (or types) Array and Table, respectively. The speci cation of classArray is given in Figure 2 . Figure 15 gives the speci cation of classTable, which contains three methods: add element, retrieve element, and rst element. The types of the elements in the table are not relevant, so a polymorphic type kEk is assigned to them. For data types classArray and classTable, the add element method of classTable subsumes the assign element method of classArray, the get element method of classTable subsumes the retrieve element method of classArray, and the rst element method of classTable subsumes the last element method of classArray. Therefore, the component classTable is more general than classArray as a whole, and classTable is displayed as a parent of classArray in the browser graphically.
After determining the generality relationships between components, the selection of the Clustering option invokes the application of the hierarchical clustering algorithm upon the four groups displayed in Figure 13 , in order to create a connected hierarchy in the library. At this stage, only the roots of the ASG from the output of the MST algorithm are chosen as input to the clustering algorithm. In the example, components classTree and classSet are merged and the hierarchical clustering algorithm yields a meta-node class1 for them. Figure 14 shows the results of the clustering algorithm, where the components class1, class2, and class3 represent the newly-created meta-nodes. Finally, a two-tiered hierarchy of software components is constructed, shown in Figure 14 , that can be used in the retrieval process. Upon completion of the construction process, the user may choose to rename meta-nodes (e.g. class1 and class2) to more descriptive names.
Hashing Scheme for Software Components
In this section, the method used to retrieve software components is described. A hashing function HF: Component ! R is de ned, which maps a component to a unique real number used in the retrieval process to reduce the search space of reusable components.
The following auxiliary de nitions are necessary for the hashing function de nition. For a given component C that is speci ed by the predicate P, the closure of P has the following de nition.
De nition 1 For some predicate P, let closure(P) denote the closure of P, a set of predicates and symbols. Let pred func be a predicate name or a function name. closure(P) is de ned as follows: P 2 closure(P). if Q = pred func(arg 1 ; arg 2 ; :::; arg n ) and Q 2 closure(P), then arg 1 2 closure(P), arg 2 2 closure(P),..., and arg n 2 closure(P).
The level of a term T with respect to predicate P is de ned as follows:
De nition 2 Let pred func be a predicate name or a function name. The level of some term T upon predicate P is denoted as level(P; T) and If T = 2 closure(P) then level(P,T) = 0. If T 2 closure(P) and T is a variable or a constant, then level(P; T) = 1. If T 2 closure(P) and T is a predicate or a function and T = pred func(arg 1 ; arg 2 ; :::; arg n ), then level(P; T) = maxflevel(P; arg 1 ); level(P; arg 2 ); :::; level(P; arg n )g + 1.
For a predicate P, the set of variables X i , i > 0, contains the variables in closure(P) with the i th type, where it is assumed that all possible data types can be referenced by an index and the indices range from 1 to the total number of data types de ned. Let X = S i>0 X i and = closure(P) n X (set subtraction). The arity of the element f of is denoted by (f). If a; t 2 closure(P) and level(t) level(a), then n(a; t) is used to represent the number of occurrences of a in t.
A partial ordering on a set of terms is an irre exive transitive binary relation. If is a partial ordering, then the symbol is used to denote a b or a = b. Now a partial ordering is chosen for , and a non-negative number, or weight, w(f) is assigned to each element f 2 , and a positive weight w i is assigned to each variable of type i subject to the following conditions:
If (f) = 0 then w(f) w i for all i. Thus, for example, the weight of a variable of type i is w i , and the weight of a term is the sum of the weights of all symbols appearing in it. Suppose some component C is represented by a rst-order predicate P. In order to incorporate the structural information of P into the computation of the weight of P, the levels of the terms (De nition 2) in P are de ned, where the de nition of level is used to rede ne the weight of the predicate P. For this case, a term can be a variable, a constant, a predicate, or a function. Now the weight of the predicate P is de ned as follows:
n(x; P) w i + level(P;P) X j=1 X level(P;g)=j^g2 n(g; P) w(g) j where j denotes the input parameter, which emphasizes how the level of the terms in P in uences the weight of P, that is, part of the structural information of P is incorporated in the calculation of w(P).
Since the software components in the framework are expressed in rst-order logic, which contains a relatively small set of di erent types of symbols, it is simple to decide their weights. However, it is possible that two terms may have the same weight, thereby allowing two components to be mapped to the same value. In order to resolve this con ict, each component C is labeled with an index, ind(C) = (W; r) containing Finally, the hashing function HF is de ned as follows.
De nition 5 For some component C with index ind(C) = (w; i), the hashing function is de ned as HF(C) = w + i, where is a parameter that can be set to a value that is either pre-de ned by the system or set by the user.
Retrieval Process
This section discusses the process for retrieving components that satisfy a query if any such component exists. Queries are formal speci cations, expressed in rst order logic, of a new problem to be implemented. The user may de ne the eq class relations as discussed in Section 3. A highlevel view of the process for retrieving candidate components for a user speci cation is given in Figure 17 . The hashing scheme mentioned in steps 1 and 2 of the retrieval process was described in Section 6. The remainder of this section explains how the last two stages are realized.
In step 2 of the retrieval process in Figure 17 , the components retrieved are always located in the real nodes since only real nodes are mapped to real numbers by the hashing function HF. In an e ort to further narrow the search space of reusable components, step 3 nds the nearest common ancestor of all components retrieved in step 2. The nearest common ancestor may either be a real node, in which case, the single node is used in the next step to determine if it can be used to satisfy the current problem, otherwise, if the ancestor node is a meta-node, then the software components that it contains, that is, those software components from which the meta-node was derived, are checked for suitability of the current problem. In the case where a meta-node is derived from one or more meta-nodes, then it contains all the software components that were contained in those respective meta-nodes.
The subsumption relationship is the major structuring mechanism of the lower-level hierarchy.
For the real nodes, a parent node subsumes any one of its children nodes, that is, a parent node is more general than its children nodes. The subsumption property is exploited in the retrieval process. That is, whenever a component is retrieved, the components located in a child node can also be considered as candidates by traversing the component hierarchy. However, since the retrieval of software components for large scale software systems is the objective of this project, the retrieval process should be facilitated with automated support.
In an e ort to address the need for automation in the retrieval process, the retrieval algorithm in Figure 18 has been developed, which applies the subsumption test given a query speci cation and a set of candidate components in order to determine reusable candidates. The output of this algorithm is a set of candidate components that are more similar to the query requirements than those that are not retrieved. For some node A, in the two-tiered hierarchy, children(A) denotes the set of its children nodes (components) and parent(A) denotes the set of parent nodes of A. Allowing a node to have multiple parents is analogous to the multiple inheritance concept in object-oriented programming. The input to this algorithm is the query speci cation Q and a set of candidate components obtained from step 4 of the retrieval process. The output from this algorithm contains three sets of components: general ; specific , and reference . general includes those components that subsume Q and specific includes those components that are subsumed by Q. The set reference holds a group of meta-nodes produced from the retrieval algorithm.
Therefore, in this approach, the user may obtain two sets of components, general and specific , that have subsumption relationships to the user's query speci cation. If general and specific are both empty, then the user may manually browse through the hierarchy beginning with the nodes contained in the set reference , where each node contains a group of meta-nodes as references. As discussed in Section 4, one meta-node represents at least two real nodes. Consequently, all meta nodes of reference can be replaced by a number of real nodes ranked by their similarity with the user's query speci cation. Ranking is achieved by comparing analogous functionalities, based upon the syntactic similarities, shared by the new and reusable components. Our future investigations will study how components can be modi ed to satisfy a new speci cation, the components in the general set will be the rst candidates considered for modi cations.
Related Work
A number of projects have addressed software reuse systems. Caldiera and Basili 2] proposed a reuse framework that de nes a project organization and an experience factory. In this system, a project organization performs activities speci c to the implementation of the system to which it is dedicated. The project organization engineers may request a list of reusable components from the experience factory. The experience factory's process model is twofold: it satis es requests for components from the project organization, but it also prepares the pool of choices for the requests.
The work described in this paper di ers from their e ort in that we construct a component library that is hierarchically organized. In addition, a formal representation for the software components is used in order to facilitate an approach for determining software reuse using automated reasoning, whereas their approach uses domain experts to select a set of reusable components.
The GURU project 6] automatically assembles large components by using information retrieval techniques. The construction of the library consists of two steps. First, attributes are automatically extracted from natural language documentation by using an indexing scheme. Then a hierarchy is automatically generated using a clustering technique similar to our hierarchical clustering algorithm.
The indexing scheme is based on the analysis of natural language documentation obtained from manual pages or comments. The assumption is that natural language documentation is a rich source of conceptual information. In contrast, a formal speci cation language can serve as a contract, and a means of communication among a client, a speci er, and an implementer 12] with applicable formal veri cation techniques. Because of their mathematical basis, formal speci cations are more precise and more concise than natural language documentation.
The MAPS system 9] applies formal speci cations termed case-like expressions to specify software modules. MAPS exploits the uni cation capability to search through reusable modules in library. However, their library is not hierarchically organized, thus the search space could become very large once the number of software modules in the library increases.
Conclusions
An approach for constructing and retrieving software components speci ed in rst-order logic speci cation has been presented. Algorithms for implementing the construction scheme have also been described. The algorithms, implemented in Prolog, are able to construct a two-tiered hierarchical library from formal speci cations of a set of implemented software components. Thus, the hierarchy can help users store, browse, and retrieve existing reusable components. This project presents a new approach to reusability, where automated reasoning techniques can be applied to formal speci cations in order to facilitate a systematic and automated approach for reuse determination.
This project provides a framework for a reuse system and is being integrated into an environment that supports the use of formal methods for di erent phases of software development. One restriction imposed on the user by the system is the requirement that all queries be speci ed formally. In order to facilitate the construction of formal speci cations, several tools are being developed that support the construction of formal speci cations from an informal description 29, 30, 31] Based upon the reuse framework that has been developed thus far, the approach will be extended in several aspects. First, new techniques are being developed that may be more e cient than the currently used approach for determining functional similarity between two software components.
Next, the abstraction scheme for forming meta-nodes of software components will be further investigated. Finally, investigations will be conducted into the formal representation for the inheritance relationship and the genericity of software components in order to better exploit the properties of object-oriented development for determining software reuse. 1. The query speci cation Q is hashed to some number HF(Q).
2. Given a xed value , a set of components is returned to the user and (8C : C 2 :jHF(C)?HF(Q)j );
that is, the di erence between the hashing function value of each retrieved component and the hashing function value for the current problem is less than some value . 3. Find the nearest common ancestor of all nodes in , that is, the retrieved nodes. 4. Depending on the type of ancestor node, one of the following steps should be followed:
Case 1: If the nearest common ancestor is a meta-node, then compute the similarity values for all speci cations C 0 i contained in the node with the current speci cation and 0 = fC 0 i g. Case 2: If the nearest common ancestor is a real node R, then 0 = fRg. 5 . For all C 2 0 , apply subsumption test algorithm to C and Q to nd the components that subsume or are subsumed by Q. If there are such components, then return them to the user otherwise go to step 6. 6. Using background information, the user may choose to browse through the hierarchy of the software components in order to retrieve the components most suitable for the new speci cation. for each real node C let mark(C) false; endfor; while 6 = fg for each component C 2 % mark is used to indicate node has been processed mark(C) true; 
