abstract. Let z 0 , . . . , z n be the (n − 1)-dimensional volumes of facets of an n-simplex. Then we have the simplex inequalities:
Introduction.
Let V ⊂ R n be an n-simplex. We assume that n ≥ 2 for n-simplices throughout this paper. Let us call a vector inward facet normal if it is orthogonal to a facet of V , oriented inward and with length equal to the (n − 1)-dimensional volume of the facet. (In reality, they are multiplied by n − 1 in this paper for the sake of notational simplicity.) We call such a volume facet volume. A simplex is said to be nondegenerate if it is not included in a hyperplane. The following facts are known about the facet normals of an n-simplex.
(a) Let z 0 , . . . , z n be inward facet normals of a nondegenerate n-simplex V ⊂ R n . Then z 0 , . . . , z n span R n and z 0 + · · · + z n = 0. Physically, this equality corresponds to the fact that, if we neglect variation of pressure with respect to depth, the pressure put on an object in static liquid is in equilibrium.
(b) (a special case of Minkowski's existence theorem.) If vectors z 0 , . . . , z n ∈ R n span R n and satisfy z 0 +· · ·+z n = 0, then there exists a nondegenerate n-simplex whose inward facet normals are z 0 , . . . , z n . Furthermore, the simplex is determined by z 0 , . . . , z n up to translation. (Minkowski has proved this result for general convex polytopes.) (c) (simplex inequalities.) Suppose that z 0 , . . . , z n ∈ R n span R n and that z 0 + · · · + z n = 0. Then we have 2|z k | < |z 0 | + · · · + |z n | (0 ≤ k ≤ n).
By (b)+(c)
, we see that the simplex inequalities are necessary condition for facet volumes of a nondegenerate n-simplex. In this note we prove that these simplex inequalities are the only condition for the n + 1 positive numbers to be the set of facet volumes of a nondegenerate n-simplex V ⊂ R n . Namely our main theorem is the following.
Theorem. The following conditions are equivalent for positive numbers z 0 , . . . , z n .
They satisfy 2z
2. There exists a nondegenerate n-simplex such that the (n − 1)-dimensional volumes of its facets are z 0 , . . . , z n .
In the case n = 3, assertion (2 =⇒ 1) is geometrically obvious from the observation of shadows of facets to a hyperplane which is parallel to a facet. The general case follows similarly (see [3] ). S. Kakeya [2] has proven (1 =⇒ 2) in the case n = 3. He added "The higher dimensional case may be proved in a similar way". Probably, this may be conjectured also by many mathematicians and nonmathematicians. Our proof is quite different from Kakeya's proof for the case n = 3 and not minimal to prove the theorem above. The shortest way is to write up the edges by facet normals using Definition 4.1 and calculate. We choose, however, to describe the calculations by "maps among loop spaces" below, because it reveal a unified view of geometry of simplices. Let PLL n denote the family of ordered
We call an element of PLL n an n-loop because we can make a PL (piecewise linear) loop with n + 1 nodes by joining v 0 , . . . , v n in this order.
Consider an n-simplex with the barycentre at the origin O of R n . If its vertices are labelled as P 0 ,P 1 ,. . . ,P n , the position vectors of these vertices form an n-loop V ∈ PLL n , which we call vertex loop. Conversely an n-loop determines such an n-simplex. Hence, we express a labelled simplex with barycentre at O by this vertex loop V . The edge vectors − − → P n P 0 , − − → P 0 P 1 ,. . . , − −−− → P n−1 P n of V also form an n-loop W ∈ PLL n which we call an edge loop. Since the edge vectors of an n-simplex V are given by the differences of the elements of the vertex loop, we have a map ϕ : PLL n −→ PLL n . The assertion (a) implies that the ordered set of inward facet normals of an n-simplex V forms an n-loop Z ∈ PLL n . We call Z the facet loop. We show that the inward facet normals of V can be expressed using edge vectors of V . This defines a map ψ : PLL n −→ PLL n . This map ψ is expressed by "vector product", or by a cofactor construction. This vector product is a generalisation of usual one in R 3 . This product has a close relation to "Cramer's rule" in the paper [3] of Klain, which is used to give a simple proof of (b).
The space PLL n may contain the extremely degenerated element (0, . . . , 0). If det(w 1 , . . . , w n ) > 0, we call the n-loop W := (w 0 , . . . , w n ) ∈ PLL n positive. The the space of positive elements of PLL n is denoted by PLL n + . We show that the respective restrictions
of ϕ and ψ are well-defined. We show that, if we interpret the composition
as a transformation of the space of positive simplices, the image (ψ + • ϕ + ) 2 (V ) is similar to the original simplex V ∈ PLL n + . We prove also that ψ + is surjective. This implies (b), the simplex case of Minkowski's theorem, which enables us to reduce our main theorem to the following.
(d) If z 0 , . . . , z n > 0 satisfy the simplex inequalities:
then there exist vectors z 0 , . . . , z n ∈ R n which generate R n and satisfy
The problem (d) has an infinite numbers of solutions, which is a troublesome point as usual in such an existence theorem. The only prerequisite for this paper is the elementary linear algebra.
Vector product.
Let us define the vector product [w 1 , . . . , w n−1 ] of n − 1 vectors w 1 , . . . , w n−1 in R n as a generalisation of the usual vector product of two vectors in R 3 .
Definition 2.1. Adding one vector w 0 in R n , we put A := (w 0 , . . . , w n−1 ), the (n×n) matrix whose jth column vector is w j . The vector product [w 1 , . . . , w n−1 ] is defined to the first row vector of the cofactor matrix c(A) of A.
Then this product satisfies the following. 
This product defines an alternating
(n − 1)-linear map (R n ) n−1 −→ R n . In particular, [w 1 , . . . , w p , . . . , w q , . . . w n−1 ] = [w 1 , . . . , w p , . . . , w q + λw p , . . . w n−1 ] (λ ∈ R, p = q).
We have an equality for the scalar product:
(w 0 · [w 1 , . . . , w n−1 ]) = det(w 0 , . . . , w n−1 ).
We have
and the equality holds if and only if w 1 , . . . , w n−1 are linearly dependent.
This product depends upon the coordinate system. Essentially, it is an element of the exterior product ∧ n−1 (R n ) identified with an element of R n using the metric.
is regular if and only if c(M ) is so and we have the following:
The first formula is Cramer's, where M t indicates the transposed matrix of M . Others follow from it in a standard way.
Spaces of vertex loops and edge loops.
For an n-simplex we have three kinds of n-loops: the n-loop of the position vectors of vertices, the n-loop of the edge vectors, and the n-loop of the facet normals. Moving the n-simplex, we have three families of spaces of n-loops. Here we define the first and the second of them. Definition 3.1. Let us put
and call its element V ∈ PLL n an n-loop, because we can associate it a Piecewise
Linear Loop P 0 P 1 · · · P n P 0 with base point P n+1 = P 0 such that
It is often considered as the n × n matrix whose pth column vector is v p . We call an element V ∈ PLL n nondegenerate (resp. positive) if det V = 0 (resp. det V > 0). Nondegeneracy is equivalent to linear independence of any (or some) n vectors of {v 0 , . . . , v n }. The set of positive n-loops is denoted by PLL n + . Definition 3.2. Take a labelled n-dimensional simplex with the barycentre at O. That is, its vertices are named as P 0 , . . . , P n and the position vectors v 0 , . . . , v n of respective vertices satisfy v 1 + · · · + v n = 0. The simplex can be expressed by
A simplex V is degenerated if it is contained in a hyperplane. This is equivalent to say that it is degenerated as an n-loop. 
This does not contain all the edges of V but it forms an n-loop space PLL n . We define the edge map:
This is a bijection, the proof of which is an easy task.
4 Space of facet loops.
We define the facet normal z p of the facet opposite to P p (or v p ) (p = 0) as the vector orthogonal to the edges
on the boundary of the facet and with length equal to the (n − 1)-dimensional volume of the parallelotope generated by these edge vectors. (It may be conventional to define the vector length of the facet normal as the (n − 1)-dimensional volume |z p |/(n − 1) of the facet but we delete the denominator n − 1 for the sake of simplicity.) Thus we define as follows.
Definition 4.1. The facet normal opposite to P p (or v p ) is
The meaning of the choice of the orientation of this normal is clarified at the top of §6. Temporarily we define the facet map by
Soon later, we shall shrink the target space.
we have the following:
where ( · ) denotes the scalar product and w n+1 = w 0 .
Proof. The first equality is obtained as
The last equality is obtained as
The others similarly follow from Proposition 2.2, 2.3.
Corollary 4.3. The set of facets of an n-simplex form a loop, that is
Proof. Let us put ψ(W ) = (z 0 , . . . , z n ). The sum z 0 + · · · + z n is orthogonal to all w 0 , . . . , w n by Proposition 4.2. If the simplex is nondegenerate, w 1 , . . . , w n generate total space R n by the last equality of Proposition 4.2. Then the sum is zero. The degenerated case follows from a continuity argument.
From now on we modify the definition of the map ψ :
5 Repetition implies similarity.
The cofactor matrix of the cofactor matrix of a square matrix is a constant multiple of the original one. This leads to an interesting and useful property of maps of loop spaces. 
Here, ϕ (resp. ψ) denotes the restriction of ϕ (resp. ψ) to main parts.
Proof. Using the formulae in Lemma 2.3, 4.2, we can show that these follow from simple calculations:
This theorem means the following. For any n-simplex V ∈ PLL n , consider its facet loop Z := ψ • ϕ(V ) ∈ PLL n as a new vertex loop and take its facet loop
If Z ′ is considered as a new vertex loop again, then it is a simplex similar to V . This situation is somewhat analogous to the following problem of Langr on quadrangles [4] , which is already solved affirmatively:
E1085. The perpendicular bisectors of the sides of a quadrilateral Q form a quadrilateral Q1, and the perpendicular bisectors of the sides of Q1 form a quadrilateral Q2. Show that Q2 is similar to Q and find the ratio of similitude.
Refer to [1] for the history of this problem.
Spaces of positive loops
Let us define the positivity of a loop V ∈ PLL n by det(V ) > 0 and put
If V ∈ PLL n + , the edge vector w p and the facet normal z p of V satisfy (w p ·z p ) > 0 by Proposition 4.2. If the initial point of the vector w p is put on the facet corresponding to z p , it is parallel to − −−− → P p−1 P p and oriented toward interior of V (see fig.1 ). Thus the inequality above implies the following. Proof. This is obvious from Proposition 4.2. 
Proof. Suppose that (ψ
, we see that it can be expressed as a constant multiple (n + 1)
2 is bijective. Since ϕ + is obviously bijective, ψ + is also so.
Remark 6.4.
1. If n is odd and if det V < 0, we see that (
2 (V ) and ψ is not injective. Proof of (b). This is equivalent to say that ψ n + is surjective, which is proved in Proposition 6.3.
Proof of (c). The inequality 2|z
is a trivial consequence of triangle inequality for Euclidean spaces. If the equality holds for some k, we have
Then we can prove that all z p (p = k) have the same direction by induction, contradicting the assumption that z 0 , . . . , z n span R n .
8 Sufficiency of simplex inequalities.
Now we prove our main theorem via assertion (d) in Introduction:
If z 0 , . . . , z n > 0 satisfy the simplex inequalities, there exist vectors z 0 , . . . , z n which generate R n such that |z 0 | = z 0 , . . . , |z n | = z n , and z 0 + · · · + z n = 0.
Lemma 8.1. Take an orthonormal coordinate system
and P n = O, then there exist points
such that the following holds.
The angles between △P
n P k−1 P k−2 and △P n P k−1 P k are α k (2 ≤ k ≤ n − 1
) (choosing the positive directions of angles α k arbitrarily).
This Lemma is sufficient to prove (d). For, we may assume that the sequence {z p } is nondecreasing by a permutation of vertices and if we put z p := − −−−− → P p−1 P p , we have z 0 + · · · + z n = 0. Since P k ∈ R k+1 \ R k (1 ≤ k ≤ n − 1), z 0 , . . . , z n generate R n . If det(Z) < 0 (Z := (z 0 , . . . , z n )), reverse the positive direction of α n−1 and then we have Z ∈ PLL n + . Proof. Let us prove by induction on n. The case n = 2 is elementary (but not trivial). Suppose that we have proved till the case of n − 1 (n ≥ 3).
Assume that z n−2 < z n . Then we have max{z n−2 , z n − z n−1 } < min{z 0 + · · · + z n−2 , z n }.
This assures the existence of z ′ n−1 ∈ R with z n−2 < z ′ n−1 < z 0 + · · · + z n−2 , z n − z n−1 < z ′ n−1 < z n .
If z n−2 = z n−1 = z n , we put z ′ n−1 := z n−2 = z n−1 = z n . In both of these cases, we have 0 < z 0 ≤ · · · ≤ z n−2 ≤ z By the first two inequalities, z 0 , . . . , z n−2 , z ′ n−1 satisfies the inductive assumption. Hence there exist points P 0 , P 1 , . . . , P n−2 , P ′ n−1 := O such that
the angles between △P ′ n−1 P k−1 P k−2 and △P ′ n−1 P k−1 P k are α k (2 ≤ k ≤ n−2), where P −1 := O. Since z n−1 , z ′ n−1 , z n satisfies the triangle inequalities, there exists P n−1 ∈ R n \ R n−1 such that P n−2 P n−1 = z n−1 , P n−1 P ′ n−1 = z n and the angle between △P ′ n−1 P n−2 P n−1 and △P ′ n−1 P n−2 P n−3 is α n−1 . Renaming P ′ n−1 to P n , we have the desired loop.
