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Graphene, despite its many remarkable material properties, is fundamen-
tally limited for many photonic and microelectronic applications due to
its semi-metallic nature. Chemical functionalisation of graphene affords
one route toward opening an energy gap, potentially extending its utility
to these areas. Graphene oxide strongly absorbs in the ultraviolet range
and reduction by various chemical treatments has been demonstrated to
shift the absorption peak toward the visible spectrum. Photoluminescence
emission has also been observed across the spectrum from ultraviolet to
infrared, further suggesting the possibility of tuning optical properties.
However, such methods produce highly defective graphene oxide, with hy-
droxyl, carboxyl, and carbonyl moieties being left behind in addition to the
desirable epoxy functional groups. Considerable damage to the graphene
sub-lattice is also caused. More recently, chemical deposition of atomic
oxygen on graphene has been shown to form epoxy functional groups on
graphene without causing this damage. Ab initio and hybrid density func-
tional theory and time-dependent density theory studies of graphene oxide
and reduced graphene oxide are carried out to investigate its structural,
electronic, and optical properties. Patterned removal of oxygen to form
graphene quantum dots embedded in the graphene oxide lattice is shown
to permit tuning of the energy gap and optical absorption from ultraviolet
through to infrared wavelengths, with long calculated radiative relaxation
times. A simple relationship between the predicted gap and size of the
most symmetric quantum dot structures, which are also the most thermo-
dynamically stable, is demonstrated.
x
1INTRODUCT ION
If, in some cataclysm, all of scientific knowledge were to be de-
stroyed, and only one sentence passed on to the next generation of
creatures, what statement would contain the most information in the
fewest words? I believe it is the atomic hypothesis that all things are
made of atoms - little particles that move around in perpetual motion,
attracting each other when they are a little distance apart, but repelling
upon being squeezed into one another. In that one sentence, you will
see, there is an enormous amount of information about the world, if
just a little imagination and thinking are applied.
Richard P. Feynman
graphene and its modification
The rapid development of technology in fields as diverse as microelectron-
ics, photonics, and automotive engineering, to name but a few, has led to
the development and discovery of many novel materials in recent decades.
Of these new materials few, if any, are as celebrated and have achieved such
levels of attention as graphene [1, 2]. Its two-dimensional network of sp2
hybridised bonds lend it exceptional tensile strength, while the matrix of
π bonds formed by the 2pz orbitals contribute unparalleled electrical and
1
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thermal conductivity [3, 4]. Although optically quite transparent due to its
consisting of a single atomic layer, it is reported to absorb approximately
2.3% of incident white light [5]. In spite of this, the fact that it is a zero
band gap semiconductor, or semimetal, poses a challenge to its utility to
photonics applications [6]. The lack of energy gap also limits applications
to micro- and nanoelectronics without modification, where its high carrier
mobility make it highly desirable for the construction of transistors.
As such, since its original isolation by means of micromechanical exfo-
liation1 over a decade ago, considerable attention has been placed on the
manipulation of its electronic structure in order to open a gap. A wide ar-
ray of methods are employed towards this end, but the aim common to the
majority of these is the disruption of the π bonding network. One common
method by which this can be achieved is nanostructuring to form graphene
nanoribbons (GNR) [7] or quantum dots (GQD) [8], in which quantum con-
finement effects lead to the creation of a finite gap proportional to the
width or diameter. A promising alternative is the covalent modification of
graphene by functionalisation with atoms such as hydrogen, fluorine and
oxygen [9, 10]. Such modification can be used to open and tune the energy
gap by rehybridising some or all of the C-C bonds to sp3. In this manner,
tuning of the gap can be effected by manipulating the ratio of sp3 to sp2
bonds. It is a combination of these methods, namely the patterned epoxy
functionalisation of graphene by adsorption of atomic oxygen, on which
this study is focused.
The potential applications of graphene oxide (GO) and reduced graphene
oxide (rGO) are many and varied. A number of these are of special rele-
vance and importance in relation to the drive for efficient and environmentally-
1 The infamous “Scotch tape” method”.
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friendly energy production and storage. For example, GO can be em-
ployed as a photocatalyst [11] for the production of hydrogen from water-
splitting [12], or the production of hydrocarbon fuels [13]. It can also be
employed in the production of photovoltaic (PV) solar cells [14]. RGO has
been recently used to create reliable solid state supercapacitors [15]. As an
interesting aside, GO even has applications to medical imaging and cancer
therapy [16].
density functional theory
Kohn-Sham density functional theory (DFT) is a widely used and extremely
successful method for performing ab initio calculations in quantum chem-
istry and molecular and condensed matter physics. It is capable of the
quantitative prediction of a wide range of chemical and material proper-
ties, with ever increasing accuracy and precision [17].
However, ab initio DFT is of limited use for the study of optical properties
as it systematically underestimates the energy gap, which underpins these
properties. This can be improved upon by the use of hybrid functionals,
in which a fraction of exact exchange energy calculated in an analogue to
the Hartree-Fock formalism, is incorporated. Although this solution is not
perfect, it can and has been successfully used for the accurate prediction
of the electronic and optical properties of many semiconductor and oxide
materials [18, 19].
By means of ab initio DFT, hybrid DFT and time-dependent density func-
tional theory (TD-DFT) calculations the structural, electronic and optical
properties of fully oxidised graphene, or GO, are analysed. The effects
on the properties by the formation of graphene quantum dots of increas-
1.3 outline of thesis 4
ing size embedded in a GO super-lattice are then investigated. The dots
are formed by the patterned removal of O adatoms to form regions of sp2
bonded graphene embedded in the sp3 network of the super-lattice.
The decision to use hybrid functionals is justified by the application of
the methodology to some common III-V, including III-nitride, semiconduc-
tors and subsequent comparison to experimental data. The methodology
used throughout has the benefit of being much more computationally effi-
cient than many body methods such as the GW approximation, therefore
allowing its extension to the large supercells of ∼150 atoms required to
study the GO/GQD systems.
outline of thesis
Chapter 2 contains a short overview of some of the most important proper-
ties of graphene, before briefly considering the hydrogenation of graphene
for the modification of its electronic properties. A detailed review of the
literature on oxidised graphene is then given, highlighting important exper-
imental and theoretical research into its structural, electronic, and optical
properties and its application to photonics devices.
Chapter 3 provides an overview of DFT and TD-DFT, and highlights
the areas of greatest importance to this work. In particular, a review of
hybrid density functionals and the successes (and limitations) of their use
in calculating energy gaps and optical properties is made.
Chapter 4 details the methodology employed in all simulations, explain-
ing how optimal computational parameters were determined and basis sets
were chosen. Formulae used for the calculation of structural and optical
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properties are given and explained. Some results from calculations of well
studied semiconductors are presented to justify the choice of methodology.
Chapter 5 contains all results and analysis for GO and rGO. Results are
discussed in detail and where appropriate, compared to experimental ob-
servations.
Chapter 6 summarises the most important results and findings and an
evaluation of the outcomes of the study. Suggestions for future work and
improvements are given, along with a critical appraisal of the methodology.
2FUNCT IONAL I SAT ION OF GRAPHENE
brief overview of the properties of graphene
Structure
The most recent of carbon’s allotropes to be discovered, the structure of
graphene is equivalent to a single atomic layer of graphite. In a sense,
2D graphene can be viewed as the “building block” of many of the car-
bon allotropes, including 0D fullerenes, 1D nanotubes and 3D graphite.
Figure 2.1.1 illustrates the real and reciprocal space structure of graphene,
with the unit cell vectors, reciprocal lattice vectors and Brillouin zone points
of high symmetry clearly indicated. The so-called “armchair” and “zigzag”
directions are also illustrated.
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Figure 2.1.: Unit cell and first Brillouin zone of graphene. Unit cell vectors,
reciprocal lattice vectors and armchair and zigzag directions
are indicated.






























where a is the lattice constant. For free graphene a = 2.461 Å and the
carbon-carbon bond length is 1.418 Å. This latter quantity is in fact the av-
erage length of the single and double carbon bonds, which are described
in detail in the following subsection, 2.1.2. As the neighbouring sites are
not equivalent, the honeycomb structure is not a Bravais lattice. The struc-
ture can, however, be described by the hexagonal (trigonal) Bravais lattice
with a basis of two atoms. The point group of the structure is D6h, with 12
irreducible representations and 24 symmetry operations under which the
geometry remains invariant.
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Properties
Although only isolated by means of mechanical exfoliation in 2004 [1],
graphene’s electronic properties were studied theoretically as far back as
1947 [20]. Given that the interlayer spacing in graphite is considerably
larger than the intralayer lattice parameter and therefore conduction takes
place largely in-plane, its electronic structure was studied using a tight-
binding model of a single atomic layer in order to obtain an approxima-
tion of graphite’s band structure, or in other words, the band structure of
graphene! It is also worth noting that the term graphene was first proposed
in 1986 in the context of describing the intercalation of graphite [21].
Many superlatives are often used to describe graphene’s mechanical,
electronic and optical properties, with some justification. For example,
it boasts an impressive and at the time of writing unparalleled, tensile
strength of 130 GPa with an areal density of only 0.77 mgmm−2 [22]. The
same study reported the Young’s modulus as 1.0 TPa, while a a later mea-
surement yielded 2.4 TPa [23], the latter of these values is approximately
twice that of diamond. Graphene’s elasticity is known to be highly non-
linear, so the reporting of different values when tested under different
amounts of strain is to be expected.
Of particular interest to this study are the electronic and optical prop-
erties. Of carbon’s six electrons, four are available for bonding. In the
graphene allotrope one of the 2s orbitals is excited to a 2p state, leaving a
single 2s orbital and 2px, 2py and 2pz orbitals. The first three of these form
a sp2 hybridised orbital, characterised by three equally distributed planar
lobes. This sp2 orbital forms a σ bond with the sp2 orbitals of the three near-
est neighbouring carbon atoms. The symmetry of the sp2 orbital results in
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the distinctive hexagonal structure of graphene and graphite. It is also this
network of σ bonds that is chiefly responsible for graphene’s exceptional
tensile strength. The remaining 2pz orbital forms a π bond with one of its
nearest neighbours. It is the highly delocalised electrons in the half-filled
π band that are responsible for conduction and hence graphene’s transport
properties.
Figure 2.2.: Skeletal formula of graphene.
The electronic properties of graphene lie somewhere between those of a
semiconductor and those of metal. Unlike a typical semiconductor, there
is no band gap as the π and π∗ bands meet at the K point of the IBZ [24].
Unlike a metal, however, the electron density of states is zero at the Fermi
level. This leads to the description of graphene as either a zero band gap
semiconductor or a semimetal. Another particularly distinguishing feature
is that at the K point the dispersion relation of the conduction electrons in
the π and π∗ bands is effectively linear in the vicinity of the Fermi level,
rather than parabolic as is typical of semiconductors and metals. These π
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electrons behave in a relativistic manner and their behaviour is described
by the Dirac equation, rather than the Schrödinger equation [3]. For this
reason the electron quasiparticles are commonly referred to as massless
Dirac fermions, or alternatively Graphinos. The associated points in the
Brillouin zone are referred to as the Dirac points.
hydrogenated graphene
Much effort has been focused on modifying graphene’s electronic structure
in order to open a band gap. One successful method for achieving this
is the hydrogenation of graphene. In the case of full hydrogen saturation,
with a formula of (C1H1)n, the resulting material is known as graphane. For
levels of coverage below 100%, it is then known as partially hydrogenated
graphene [25].
Interestingly, graphane was studied theoretically before graphene’s dis-
covery [26]. In fact, the successful synthesis of graphane as defined in the
preceding paragraph has yet to be reported, only partial hydrogenation of
graphene having thus far been achieved. Upon adsorption of hydrogen, the
sp2 hybridised bonds of graphene are rehybridised to sp3, accompanied by
an increase of the C-C bond length from 1.42 Å to 1.52-1.56 Å [27]. The re-
hybridisation also results in the disruption of the C-C π bonds. Graphane
can exist in a number of stable conformational isomers with varying C-
C bond lengths, hence the range. In all cases, the hexagonal symmetry
is destroyed and the C-C bonds are not of uniform length, owing to the
tetrahedral bond arrangement.
The disruption of the π band opens a finite band gap, reported at 3.5 eV
or 3.7 eV, depending on the conformational isomer in question [27]. How-
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ever, this study was carried out using density functional theory (DFT) with
a generalised gradient approximation (GGA) density functional, which like
all standard density functionals systematically underestimates band gaps.1
The same study reports binding energies per atom of 6.53-6.56 eV, indicat-
ing very high structural stability.
At relatively high levels of coverage, ∼40%, adsorbed H atoms have been
seen to form clusters, suggesting the possibility of controlling electronic
properties by patterned adsorption [28, 29]. A combined experimental and
theoretical study confirmed this possibility [30]. Angle-resolved photoemis-
sion spectroscopy (ARPES) measurements of graphene grown on an Ir(111)
surface and then hydrogenated showed separation of the π and π∗ bands
to form a gap of 0.45 eV or greater. An increase of the π bandwidth was
also observed.
oxidised graphene
Chemistry, structural and electronic properties
Modification of graphene’s electronic structure can also be readily achieved
by adsorption of atoms other than hydrogen, for example fluorine [31, 32],
and oxygen [33, 34]. Oxidised graphene is commonly prepared via the ox-
idation of graphite, in which flake or powdered graphite is reacted with
strong acids and oxidising agents to produce graphite oxide. This was
originally achieved in the mid-nineteenth century by Brodie [35], although
modern processes are typically based on the considerably less dangerous
Hummers method [36–38]. The resulting graphite oxide is extremely hy-
1 See subsection 3.4.4 of chapter 3 for a detailed explanation of this.
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drophilic and therefore easily dispersed in water [39]. The interplanar
spacing increases linearly as a function of the oxidation level, allowing
for the intercalation of water molecules [40]. Sheets of graphene oxide can
subsequently be exfoliated by means of sonication of the colloidal suspen-
sion [41].
Production of graphene oxide via the Hummers method has attracted
much consideration in recent years as an intermediate step in the quest
for reliable, scalable and cheap production of high quality graphene [42–
44]. However, chemical reduction of graphene oxide, in which aggressive
reduction agents such as hydrazine or dimethylhydrazine are employed,
has thus far proved unsuitable to this end [45–48]. Moreover, true mono-
layer graphene or rGO is very difficult to obtain using these methods [49].
This notwithstanding, graphene oxide boasts a range of important prop-
erties that mean it is of great interest to physicists, chemists, materials
scientists, and engineers alike. [50–54]. In particular, studies of GO reveal
some interesting optical properties that will be discussed in the following
subsection [55].
Much effort has been placed on characterising the chemistry and struc-
ture of graphite oxide and GO, with considerable debate as to the ac-
tual definition of GO [56]. Chemical reduction of graphene oxide tends
to produce a highly defective, amorphous material, on which epoxy and
hydroxyl functional groups (see Figs. 2.3(a) and 2.3(b)) are formed on the
basal plane, while carbonyl and carboxyl moieties (see Figs. 2.3(c) and 2.3(d))
are formed at the edges [57, 58]. This is accompanied by considerable de-
formation of the graphene sub-lattice and the formation of multiple point
defects [59]. The binding energy of functional groups located at these de-
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(a) Epoxy. (b) Hydroxyl.
(c) Carbonyl. (d) Carboxyl.
Figure 2.3.: Functional groups of oxidised graphene.
fect sites is increased, presenting a barrier to complete reduction of GO to
graphene [60].
Several structural models for the layers of graphite oxide and hence GO,
have been proposed [61]. The earliest of these, depicted in Fig. 2.4, dates
to 1939 and suggests a model of purely epoxy functionalised graphite with
alternating O coverage above and below atomic layers and a formula of
C2O [62]. This model turns out to be of direct relevance to this study,
but does not faithfully represent graphite oxide produced by the methods
discussed above.
A later model proposed to account for the presence of hydrogen posits
a corrugated sp3-bonded graphite layer populated with hydroxyl and 1,3-
ether functional groups [63]. The sp3 hybridisation and associated vertical
displacement of the C atoms is a correct assumption, although the forma-
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Figure 2.4.: Hofmann model of graphite oxide [62].
tion of 1,3-ether groups has been shown to be energetically unfavourable
compared to that of epoxy (1,2-ether) moieties [64].
Three further models predict the corrugation of the graphite layers, with
one comprising linked quinoidal chains [57, 65] and the other suggesting
a graphite fluoride like structure, with layers linked by the O atoms in
epoxy functional groups [66–68]. The most recently proposed model makes
recourse to the structure of linked quinoidal chains with hydroxyl and 1,3-
ether functional groups [61].
Arguably the most important model is that of Lerf and Klinowski, shown
in Fig. 2.5. Based on extensive nuclear magnetic resonance (NMR) spec-
troscopy, this is the first model to account for all four dominant functional
groups discussed above [69–72]. Again, both sides of the basal plane are
covered with epoxy and hydroxyl moieties, while the edges are populated
by carbonyl and carboxyl groups. Significantly, some sp2 conjugated do-
mains are predicted to remain intact.
Although the models discussed in the preceding paragraph represent
useful models of the layers of graphite oxide and hence of GO, it is impor-
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Figure 2.5.: Lerf-Klinowski model of graphite oxide, with carbonyl and car-
boxyl groups at edges omitted for clarity [69].
tant to note that the exact method of production, level of oxidation, and the
precursor used strongly affect the structure and properties of the resulting
material [56, 57]. For example, the exfoliation of GO by thermal expansion
of graphite oxide is precipitated by the release of CO2, the production of
which reduces the C:O ratio from ∼2:1 to ∼10-20:1 [73, 74].
Subsequent experimental work confirms the presence of many of the fea-
tures predicted in these models. Selected area electron diffraction (SAED)
measurements of graphite oxide prepared by a modified Brodie method
confirm that it retains a graphite-like structure, while NMR spectroscopy
of the same material reveals peaks associated with sp2 hybridised C atoms,
as well as hydroxyl and epoxy functional groups [75]. Carbonyl and alkyl
groups are also in evidence. X-ray absorption spectroscopy (XAS) reveals
the availability of unoccupied π∗ and σ∗ states, attributable to sp2 hy-
bridised carbon atoms [76]. Fourier transform infrared (FTIR) spectroscopy
confirms the Lerf-Klinowski model with epoxy and hydroxyl groups ob-
served on the basal plane and carboxyl and alkyl groups at the edges.
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Atomic force microscopy (AFM) measurements of hydrazine reduced
GO show the material to be rough, with the average roughness of the sur-
face reported as ∼6 Å [77]. The authors of this study attribute this to the
corrugation of the graphene sub-lattice. Annular dark field imaging (ADF)
and electron energy loss spectroscopy (EELS) performed in the same study
found that ∼40% of bonds were sp3 hybridised, with a C:O ratio of 5:1.
DFT calculations carried out to support the study confirmed that the for-
mation of sp3 bonds cause the vertical displacement of C atoms and is thus
responsible for the corrugation observed.
Near-edge X-ray absorption fine-structure spectroscopy (NEXAFS) and
transmission-electron microscopy (TEM) studies of free-standing GO mem-
branes produced by the Hummers method again show epoxy, hydroxyl,
carbonyl and carboxyl moieties to be present [78]. In contrast to many
other studies but in line with Ref. [61], however, it is suggested that some
carbonyl groups are bonded to aromatic rings on the basal plane. Also
counter to other experimental observations, the GO displays a degree of
order, with alternating nm-scale regions of sp2 conjugated graphene and O
functionalised domains. The functionalised domains also do not exhibit the
high concentration of defects previously seen [58]. Although this suggests
that Hummers GO may be suitable for use in photonic and micro/nano-
electronic devices after all, the thickness of the membranes unfortunately
varies from a single layer to approximately 10 layers.
An alternative approach to the harsh chemistry of such “top-down” meth-
ods for the production of GO is the oxidation of graphene by exposure to
atomic oxygen [79], molecular oxygen at high temperature [80], or water-
vapour plasma [81]. Such methods promise a much greater level of control
over the resulting material.
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The use of atomic rather than molecular oxygen is preferable owing to
the fact that the latter is not reactive enough at room temperature to disas-
sociate and chemisorb to the aromatic rings. An NEXAFS and X-ray pho-
toelectron spectroscopy (XPS) study of O adsorption on epitaxial graphene
grown on both Ir(111) and Pt(111) surfaces, to which it is only weakly
adsorbed, shows the O atoms to adsorb at bridge sites to form epoxy func-
tional groups [82]. Again, there is no evidence of the formation of 1,3-ether
groups. As observed in GO produced by wet chemical synthesis, the ensu-
ing change from sp2 to sp3 bonding in the functionalised and neighbouring
C atoms causes buckling of the graphene. The lattice mismatch between
the substrate and graphene leads to the formation of a Moiré pattern, with
some areas accordingly more strongly coupled. The lattice buckling is more
pronounced in such areas, as the disruption of the C-C π bonds results in
the nearest neighbouring C atoms to the functional groups to bond more
strongly to the substrate. A greater concentration of adsorbates is also
observed at these sites. The oxidation process is not entirely reversible
as, upon annealing, vacancy defects are formed by oxygen etching in the
weakly coupled domains.
A fully reversible process has been demonstrated in which graphene
grown epitaxially on a SiC(0001) surface is functionalised by atomic oxy-
gen under ultrahigh vacuum (UHV) [83]. As with the previous study, the
chemisorption of O in this “bottom-up” technique forms only epoxy func-
tional groups, and causes no damage to the underlying honeycomb lattice.
In contrast to earlier efforts, the process was shown to be reversible both
under annealing and by desorption with a negatively-biased scanning tun-
nelling microscope (STM) tip. This is likely due to the fact that interaction
with the substrate is much stronger than in the case of graphene grown on
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transition metal surfaces, with ∼1/3 of the C atoms involved in covalent
bonding with the terminating Si atoms [84]. The barrier to defect formation
can be expected to be much higher in this case, reducing the likelihood of
oxidative etching. This leads to the prospect of producing GO with highly
tunable properties.
Most recently, a method for producing patterned graphene and GO using
femtosecond laser induced two-photon oxidation has been demonstrated [85].
Such a method could allow for the production of GO with a very precise
degree of control over the energy gap and optical properties.
Ab initio DFT calculations have been performed by numerous groups in
order to gain further insight into the processes and effects of the oxidation
of graphite and graphene, and to aid in the interpretation of experimental
observations. Estimates of the energy gap and its relationship to the level of
oxidation, type of functionalisation, and structure are also obtained from
these calculations. One early study examined the model of mixed phase
epoxy and hydroxyl functionalised graphene proposed in Ref. [67], with
formulae of the phases being C8O2 and C8(OH)4 respectively [86]. This
structure was found to be most stable with 75% of the graphene surface
functionalised (i.e. 75% of the C atoms directly bonded to adsorbates), with
a suggested formula of C8(OH)4O. Upon decreasing to 25% O coverage the
material undergoes transition to a conducting phase. Energy gaps for the
semiconducting phase are reported to be in the range 1.8-2.8 eV, although
this is based on local density approximation (LDA) calculations meaning
that the physical value should be somewhat higher.
A more recent work disputes this result regarding the stability of GO [87].
This study, carried out at the generalised gradient approximation level of
theory, predicts GO to be most thermodynamically stable at 100% surface
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functionalisation, in which all C-C bonds sp3 hybridised. The results were
found to hold true whether the structure is a single phase of either epoxy
or hydroxyl functionalised graphene, or a mixture of both phases. The
authors suggest that GO containing regions of sp2 bonded carbon exists as
a meta-stable phase favoured by reaction kinetics and caused by the lattice
mismatch between these regions and the functionalised regions.
Further DFT studies have been published that investigate the properties
of ideal periodic GO structures, both epoxy and hydroxyl functionalised.
One carried out at the local density approximation level of theory reports
energy gaps in the range 0-4 eV, depending on the coverage and type of
functionalisation [88]. Of particular interest is one configuration of fully
oxidised graphene presented with unit formula C2O, where epoxy groups
are formed at bridge sites alternating above and below the graphene lattice
along the armchair direction.
Such alternating O coverage is reported to be energetically favourable
as it minimises the buckling associated with the bond reconfiguration [89].
A combination of DFT and ab initio molecular dynamics calculations show
stability to increase with increasing O coverage, although in an oscillating
manner. The binding energy per O atom is given as 3.34 eV for two sided
coverage of 0.5 ML and 2.80 eV for single sided, with adsorption at bridge
sites along the armchair direction. The energy gap of the latter is given as
3.25 eV, but this can again only be considered qualitatively due to the GGA
functional used in the calculation.
A GGA study of the evolution of the energy gap of reduced epoxy-
functionalised graphene oxide with respect to O coverage reveals that the
relationship is not monotonic [90]. This particular study considers struc-
tures with relatively homogeneous O coverage on one side of the graphene
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lattice only and predicts a quadratic relationship between the level of O
coverage and the relaxed lattice constant. The most thermodynamically
stable predicted structures are all of low but varying symmetry, either of
point group C1, Cs, C2, or C2v. This points to the importance of symme-
try in controlling the gap, which has been well studied and exploited in
graphene [91–93]. The calculated gaps reported range from 0.109 eV at
6.25% coverage (C64O4) to 3.004 eV at 50% coverage (C4O2).
The formation of a sizeable gap has been reported even for low levels
of O coverage [94]. Again using a GGA functional, a gap of 1.19 eV was
calculated for (C16O)n and 1.58 eV for (C32O3)n. The authors explicitly
acknowledge the limitations of the approximation, but assert that the pre-
dicted trends are accurate.
One work of particular importance to this study, as it forms the start-
ing point, investigates the adsorption of O atoms in clusters of increas-
ing size [95]. The O binding energy was found to increase monotonically
with respect to increasing O coverage. A number of configurations of fully
oxidised graphene were considered, confirming previous findings that al-
ternating coverage above and below the graphene sub-lattice at 0.5 ML is
the most stable arrangement. Adsorption at bridge sites along the zigzag
direction was also noted to result in greater stability than adsorption at
equivalent sites along the armchair direction, with binding energy per O
atom reported at 3.25 eV and 3.23 eV respectively. The GGA calculated
band gap for the most stable structure was given as 4.8 eV.
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Optical properties
It is evident that substantial control of the energy gap can be achieved by
varying the level of oxidation of graphene. Experimental evidence from UV-
visible (UV-vis) and photoluminescence (PL) spectroscopy indicates that
the optical properties of GO follow these trends. Strong photon absorption
in the ultraviolet (UV) range has been observed in aqueous solutions of
graphite oxide and GO [96]. Reduction of GO by exposure to hydrazine
is reported to red-shift the UV absorption peaks as a function of exposure
time, owing to the partial restoration of the sp2 associated π bonds [7].
Nanometre-scale flakes of PEGylated 1 graphene oxide, investigated for
potential applications to drug delivery and cellular imaging, display pho-
toluminescence (PL) emission in the visible and infrared (IR) ranges, in
addition to strong optical absorption [97]. Despite the diameter of flakes
studied ranging between ∼10 nm and 300 nm, the PL and absorption spec-
tra were found to be almost identical between samples. This is in contrast
to the expected result that quantum confinement effects caused by the flake
diameter would strongly affect the optical properties. The authors propose
that small sp2 conjugated domains, of diameter ∼1 nm to 5 nm, within
the flake are the origin of the PL effects. A further study of the same sys-
tem reports similar findings, as well as fluorescence in the UV and visible
ranges [98].
PL is also observed in solid GO produced from suspension by the drop
casting method [99]. Similarly to the observations from UV-vis spectra, the
PL peaks are red-shifted as the level of oxidation is reduced. The PL peaks
are rather broad and a heterogeneous electronic structure with a disper-
1 PEGylation refers to the attachment of chains of polyethylene glycol to molecules in order
to improve drug delivery.
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sion of energy gaps is postulated. It is also suggested that nonradiative
relaxation processes are present.
Blue and near-UV photoemission was observed in high quality “thor-
oughly exfoliated” suspensions of GO [100]. The previous reports of visi-
ble and near-IR PL emission were also verified, but from samples retrieved
from “poorly dispersed suspensions”. As with these studies, the PL effects
are attributed to small sp2 domains within the sp3 bonded GO flakes and
films. The gap between the highly localised π and π∗ states associated
with the sp2 domains is explained to lie within the σ-σ∗ gap of the wider
structure. Controlling the size of these domains is suggested as a mech-
anism for tuning the π-π∗ gap and thus the optical properties of GO for
optoelectronics applications.
Spectroscopic ellipsometry (SE) was performed on thin films of GO at
various levels of reduction in order to, in conjunction with analysis of re-
sults using the Lorentz oscillator method, more accurately characterise the
optical properties [101]. The authors conclude that the optical response
of few layer reduced GO is very similar to that of graphene in the visible
range, suggesting it as a possible substitution for the latter. However, the
Lorentz oscillator model used in this study was parameterised using the
theoretically predicted band gaps discussed in the preceding subsection,
which are beyond doubt too small. [102]
UV-vis spectroscopy has been used to measure the optical gap during hy-
drazine reduction of GO synthesised by a modified Hummers method [103].
The gap of the starting material with a C:O ratio of ∼ 1.7:1 was measured
as 3.5 eV, which decreased to 1.0 eV as the C:O ratio was reduced to ∼ 4.5:1.
The optical gap was not observed to dip below this value, due to residual
O functional groups and the presence of structural defects.
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Quantum confinement induced excitons in sp2 domains within GO were
studied using X-ray absorption near edge structure spectroscopy (XANES) [104].
The presence of excitons is essential for optoelectronic devices. In conjunc-
tion with DFT simulations at the LDA level of theory and quasi-particle
corrections via the GW method, this study shows the presence of excitons
localised within the sp2 regions, which are postulated to give rise to the PL
observed in GO. The PL decay times are reported to be proportional to the
size of the graphene domain, akin to the behaviour of quantum dots [53].
A study of graphene quantum dots (GQDs) and GO quantum dots (GO-
QDs) elucidates on this latter finding [105]. The peak PL intensity is ob-
served to be stronger in the GQDs than the GOQDs, with the former emit-
ting blue photons and the latter emitting green. The relative red-shift is at-
tributed to O states. The GOQDs are observed to possess more favourable
radiative recombination dynamics, with slower decay rates at all excitation
wavelengths evident from time-resolved photoluminescence spectroscopy
(TRPL). This property is of great importance to photovoltaics (PV) applica-
tions.
The effects of the presence of O states on optical properties has been ex-
ploited to synthesise GOQDs and reduced graphene oxide quantum dots
(rGOQD) with tunable PL [106]. GOQDs were fabricated by the oxida-
tion of GQDs using a modified Hummers method, which were in turn
reduced in acid to produce rGOQDs. The mechanism for luminescence
in GOQDs is ascribed to the clusters of O functional groups formed on
the basal plane. Conversely, for rGOQDs the PL originates from small sp2
domains embedded in the wider sp3 bonding matrix, in agreement with
earlier findings [100].
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PL spectroscopy has been used to probe the band structure of GO in
aqueous suspension at different levels of reduction in ascorbic acid [107].
Three of four peaks in the PL and photoluminescence excitation (PLE) spec-
tra were identified to be associated with GO, the two highest in energy
corresponding to peaks in the UV-vis spectrum and the third as a long ab-
sorption tail. The first appears at 4.05 eV in the PL spectrum, 6.20 eV in
the PLE spectrum, and 6.53 eV in the UV-vis spectrum. This is attributed
to the σ-σ∗ transition. The second peak at 3.44 eV, 5.39 eV, and 5.39 eV in
the PL, PLE, and UV-vis spectra respectively, is attributed to the π-π∗ tran-
sition and is seen to red-shift upon reduction. This is once again in good
agreement with earlier experimental observations [100]. A broad peak ap-
pearing from 3.31 eV to 2.82 eV in the PL spectrum and corresponding
respectively to a peak in the PLE and long absorption tail in the UV-vis
spectra at 4.20 eV. This is ascribed to π states localised on O atoms. The en-
ergy gap is calculated from the slope of the UV-vis spectrum to be 3.50 eV,
again in agreement with earlier work [103, 108]. This falls closely in line
with the π-π∗ peak in the PL spectrum.
Photonics device applications
As alluded to in the introduction, the applications of GO and rGO are man-
ifold. However, given the most interesting and importantly controllable
optical properties of these materials, photonic device applications are of
particular interest [109].
One particularly promising use for rGO is as a transparent electrode in
heterojunction PV devices [110]. Indium tin oxide (ITO) is commonly used
for this purpose, but owing to the scarcity of Indium, cost of production,
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and some unfavourable characteristics, a replacement material is highly
sought after [111]. An additional advantage over ITO, which is brittle, is
that rGO films are highly flexible [112].
In spite of the aforementioned problems with graphene, GO, and rGO
produced by wet synthesis, it is of great interest to the manufacture of PV
devices as solution-process methods offer a much cheaper alternative to
deposition and epitaxial growth methods. Spin coating of dispersed GO
prior followed by reduction has been investigated as a means of producing
transparent electrodes for organic PV cells [113, 114]. The device perfor-
mance is unfortunately poor, mostly as a result of the high sheet resistance
of the electrodes. Greatly improved performance has been achieved using
photothermally reduced GO and rGO mesh electrodes [115, 116].
GO also shows great promise as an efficient hole transport layer in poly-
mer PV cells [117]. Recombination lifetimes of 11.6 µs were measured,
demonstrating good carrier separation and hole transport [118, 119]. This
has been used to produce organic PV cells of substantially increased area
and efficiency [120]. Performance has been further increased by using GO
nanoribbons instead of GO films [121].
In addition to hole transport, considerable device performance improve-
ments have also been realised by using rGO/metal oxide composite elec-
tron transport layers over metal-oxides alone [122].
Inverted polymer solar cells with an efficiency of 4.15% have been pro-
duced using an rGO and zinc oxide (ZnO) composite n-type buffer layer [123].
The use of composite rGO-ZnO afforded an improvement in the short-
circuit current (Jsc) of 36% over devices using ZnO alone. This is reported
to be due to more favourable recombination dynamics.
3DENS ITY FUNCT IONAL THEORY
simplifying the many electron problem
Schrödinger’s wave formulation and Heisenberg’s equivalent matrix for-
mulation of quantum mechanics allow exact solutions for only the simplest
of physical systems. Indeed, even the helium atom may only be treated ap-
proximately. The first challenge is the sheer scale of the problem, which
exists in a space of dimension 3N+1, where N is the number of particles.
This is exacerbated by the electron-electron and electron-nuclei Coulomb
interactions, the inclusion of which leads to a system of 3N+1 coupled dif-
ferential equations. It is immediately apparent that an exact solution for
heavier atoms, molecules and solids is not possible.
In order to deal with these many electron problems, it is therefore neces-
sary to make a number of approximations. The first of these to be applied
is typically the Born-Oppenheimer, or adiabatic, approximation. This as-
sumes that electrons respond instantaneously, or adiabatically, to changes
in the position of the nuclei, while the reverse does not hold true. The
nuclei can then effectively be treated as classical point-like particles. This
essentially halves the size of the problem space. The validity of this as-
26
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sumption relies on the substantial difference in mass, several orders of
magnitude, between nuclei and electrons. The nuclei are therefore consid-






















4πε0|ri − rj|︸ ︷︷ ︸
Vee
, (3.1)
where h¯ is the reduced Planck’s constant, m is the electron rest mass, ri
and RI are the electron and ion positions, respectively, and ZI is the atomic
number of the Ith ion. The electron-ion potential is typically known as the
external potential as the ions are being treated as classical objects and are
thus external to the system. Notwithstanding the still possibly boundless
size of the system, the third term of the Hamiltonian, which describes the
electron-electron interaction, presents an intractable problem. To effect fur-
ther simplification, it is evident that some approximation of this interaction
is required.
Much of this chapter follows Kaxiras’ “Atomic and Electronic Structure
of Solids” [124], while reference is also made to Martin’s “Electronic Struc-
ture” [125] and Parr and Yang’s “Density-Functional Theory of Atoms and
Molecules” [126].
single particle approximations and the variational method
The one electron, or independent electron, approximation is an approach
that forms the basis many of the most commonly used computational con-
densed matter physics and quantum chemistry methods. The simplest
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form of the many body wavefunction is composed of a linear product of
N one-electron orbitals, such that Ψ({r}) = ∏Ni=1 φi(ri). This is called the
Hartree product. All electrons are treated independently and in a sim-
ple approximation to Vee interact only through a mean field potential, the








That the potential felt by each electron is unique is made more obvious








|ri − rj| drj. (3.3)
Reintroducing the kinetic energy and external potential terms to complete
the Hamiltonian, the total energy is then given by



















∫ φ∗i (r1)φi(r1)φ∗j (r2)φj(r2)
|ri − rj| dr1dr2. (3.4)
For convenience Hartree atomic units, in which e = h¯ = me = 4πε0 = 1,
have been adopted and will be used all but exclusively from this point
forth, unless explicitly stated otherwise.
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To solve and find the wavefunction, the Lagrangian method of constrained
optimisation is used. The Lagrangian of the system is given by





εi 〈φi| φi〉 − δij
]
, (3.5)
where εi are Lagrange multipliers enforcing the constraint that the one
electron orbitals remain orthonormal, i.e. 〈φi| φi〉 = δij. The functional
derivative of the Lagrangian with respect to 〈φm|, where m = 1, 2, . . . N,
is now set equal to zero, such that
δL[{φi}]
δ 〈φm| = 0. (3.6)
Varying the one electron orbitals, an N-electron system then results in a





∇2i +Vext(r) +V(i)H (r)
]
φi(r) = εiφi(r), (3.7)
where the Lagrange multipliers εi are the energy eigenvalues of these or-
bitals. This method is known as the Rayleigh-Ritz variational principle.
The Hartree equations may be solved self-consistently for the complete
set of orbitals and thus the mean field wavefunction. However, in addition
to being a rather crude approximation to the electron-electron interaction,
the Hartree method neglects the fermionic nature of electrons and is inad-
equate for the prediction of properties of real systems.
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the hartree fock approximation
The oldest of the approximations to the many-electron interacting system
still in widespread use in quantum chemistry is the Hartree-Fock method,
often known as the self-consistent field (SCF) method. A brief overview
of this method is in order as its formalism is of importance to the hybrid
density functionals discussed later in section 3.5. This approximation is
closely related to the earlier Hartree approximation, but affords a consid-
erable improvement over it by correctly treating electrons as fermions, that
is to say that the anti-symmetry of the wavefunction with respect to ex-
change is observed. The N electron wavefunction is formed by a Slater




φ1(r1) φ1(r2) · · · φ1(rN)
φ2(r1) φ2(r2) · · · φ2(rN)
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φN(r1) φN(r2) · · · φN(rN)
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. (3.8)
It is immediately clear that Ψ(r1, r2, · · · , rN) = −Ψ(r2, r1, · · · , rN), as re-
quired. The total energy includes an additional term over that of the
Hartree approximation, the exchange energy, which relates to the deter-
minental form of the wavefunction and is given by



















∫ φ∗i (r1)φi(r1)φ∗j (r2)φj(r2)






∫ φ∗i (r1)φj(r1)φ∗i (r2)φj(r2)
|ri − rj| dr1dr2. (3.9)
The exchange energy arises from the “swapping” of indices of two elec-
trons, causing electrons of the same spin to repel each other in accordance
with the Pauli exclusion principle. Crucially, this term cancels out the non-
physical self-interaction in the Coulomb potential when j = i.
The variational principle is again invoked. Upon variation of the La-
grangian of the same form as eq. 3.6 with respect to the orbitals in exactly





∇2i +Vext(r) +V(i)H (r) +V(i)x (r)
]
φi(r) = εiφi(r), (3.10)
where V(i)x is the exchange potential.
The Hartree-Fock equations may be solved exactly in real space, but
are typically solved by expansion in a basis set of trial orbitals, in which
case they are known as the Hartree-Fock-Roothaan equations [128]. This
method has been used extensively in the quantum chemistry community
for many decades. The explicit inclusion of the non-local electron exchange
interaction is particularly useful, however the neglect of electron correlation
effects limits the method’s utility to solid state physics, where it seriously
overestimates the energy gaps and fails completely for metals.
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The effect of correlation is commonly dealt with using post-SCF tech-
niques, including second (or higher) order Møller-Plesset perturbation the-
ory (MP2) or multi-determinant methods such as the configuration inter-
action (CI). The computational expense and unfavourable scaling presently
limit these to molecules consisting of tens of atoms. The dependency on
the Hartree-Fock wavefunction again limits their usefulness to solid state
physics.
density functional theory
Origins and the Hohenberg Kohn Theorems
Although the origins of DFT can be traced back to some of the pioneers of
quantum mechanics, Thomas [129], Fermi [130] and later Dirac [131], the
basis of the modern theory is to be found in the theorems of Hohenberg and
Kohn [132]. Common to these models is the replacement of the intractably
complicated many-electron wavefunction, Ψ(r1, r2, ..., rN), with the electron
density, ρ(r), thereby drastically reducing the number of dimensions of the
problem.
The first Hohenberg-Kohn theorem states that the ground state charge
density of a given system, ρ0(r), uniquely determines the external poten-
tial of that system, i.e. the species and positions of all atoms, up to a “trivial
additive constant”. In other words, the mapping vext(r) 7→ ρ0(r) is invert-
ible. Conversely it might be said that no two different external potentials
can produce the same charge density.
This statement is easily proved by contradiction. Assume that ρ0(r) may
indeed be produced by two external potentials v(1)ext(r) and v
(2)
ext(r) differing
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by more than a trivial additive constant c, such that v(1)ext(r) 6= v(2)ext(r) + c.
Further assume that the ground state wavefunctions corresponding to the
two potentials, Ψ1(r) and Ψ2(r), are non-degenerate, i.e. E1 6= E2. Using
the variational principle leads to the inequality
E1 < 〈Ψ2(r)|H1 |Ψ2(r)〉
















Combining these two expressions leaves the absurd inequality E1 + E2 <
E2 + E1, thereby proving the first Hohenberg-Kohn theorem. This implies
a direct one-to-one mapping between the ground state charge density and
the wavefunction and hence all system properties, including those of excited
states.
The second Hohenberg-Kohn theorem states that the total energy is de-
fined by a universal functional of the density and establishes a variational
principle. The density that globally minimises this functional, giving the
ground state energy, is the exact ground state density. The functional is
defined as
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where FHK[ρ(r)] is the universal functional, encapsulating kinetic and electron-
electron interaction contributions to the total energy. This theorem is sim-
ply proved by again making recourse to the Rayleigh-Ritz variational princi-
ple. Having already established that no two non-trivially differing ground
state charge densities can produce the same external potential and hence




∣∣∣H(0)HK ∣∣∣Ψ1〉 > 〈Ψ0∣∣∣H(0)HK ∣∣∣Ψ0〉 = E0, (3.14)
where ρ0 and Ψ0 are the ground state density and corresponding wave-
function mapped by the Hamiltonian H(0)HK, and ρ1 and Ψ1 are an arbitrary
density and corresponding wavefunction.
Unfortunately the form of the universal functional remains unknown
and in practise the solution is as out of reach as that of the many body
Schrödinger equation. Approximations can be made to the functional, but
as this applies to both kinetic and electron-electron interactions, these are
typically unsatisfactory and therefore not in wide use.
Kohn-Sham DFT
The problem was recast by Kohn and Sham to replace the many electron
interacting system with a non-interacting auxiliary system [133]. The den-
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It is important to note that these are the orbitals of a fictitious non-interacting
system and cannot be interpreted with the same physical meaning as in the
Hartree and Hartree-Fock approximations. A Slater determinant of the N
occupied Kohn-Sham orbitals would describe the wavefunction of this aux-
iliary system.
The total energy is a still a functional of the density, but the functional is














′ + Exc[ρ(r)], (3.16)
where Exc is the exchange-correlation functional,1 which connects the true
interacting and fictitious auxiliary systems. The form of this universal func-
tional is again unknown, however, approximations can be made that are
accurate for many systems.
The simplest approximation to the exchange-correlation potential and
that presented in the original paper, is known as the local density approx-
imation (LDA). The exchange-correlation potential is given by the func-
1 The term exchange-correlation functional can be misleading, as neither effect is treated
explicitly: Rather the functional exists to correct for their absence.
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The effective potential of the auxiliary system is
Veff = Vext(r) +VH(r) +Vxc(r). (3.18)
The Kohn-Sham orbitals are solutions of one electron Schrödinger-like equa-






φi(r) = εiφi(r), (3.19)
The equations are solved self-consistently following the algorithm shown in
Fig. 3.1. Self-consistency is achieved when the difference between the input
and output densities is less than or equal to some predefined tolerance,
corresponding to the global minimum of the potential.
Despite the expectation of Kohn and Sham that the LDA would not accu-
rately predict chemical bonding, the results for ionic, covalent and metallic
bonded systems tend to be remarkably accurate [134]. However, in the
intervening years several approximations and numerous functionals based
upon them have been developed, each with the aim of improving the pre-
diction of particular properties or to make possible the study of difficult
systems [135].













Figure 3.1.: Self-consistent solution of the Kohn Sham equations.
Basis sets
Plane waves
Although real space grid methods, akin to the finite element method, may
be used to solve the Kohn-Sham equation, the Kohn-Sham orbitals are typ-
ically expanded using a basis set. The plane wave (PW) basis is perhaps
the most common for periodic calculations, as well as being effective for
atomic and molecular systems. It is an orthonormal and in principle, com-
plete, basis set that has the advantage of being universal. In practice the
expansion must be truncated, however the only parameter that needs to
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be adjusted to the system is the cutoff energy, which defines the smallest





The largest reciprocal lattice vector is naturally determined by the size of
the unit cell or, in the case of lower dimensional systems, the simulation cell.
Further, the formulation of DFT in this basis is the simplest and can be quite
easily and efficiently be parallelised for large calculations. On the other
hand, core states cannot be included as extremely high numbers of plane
waves are required to reproduce the rapid oscillation of these deep levels.
An effective core pseudopotential must therefore be used in conjunction
with the basis set. The calculation of non-local exchange, required for the
hybrid density functionals that will be discussed in the following section,
is also very expensive using this basis.
Localised basis sets - Gaussian type functions
An alternative approach has its roots in the so-called linear combination of
atomic orbitals (LCAO) method. In principle this is most rigorously done
by using Slater-type orbitals (STO), analytical solutions of the Schrödinger
equation for the single electron atoms. However, these functions are com-
paratively difficult to integrate, even numerically.
A common alternative is the use of a superposition, or linear combi-
nation, of Gaussian functions to approximate the atomic orbitals. Multi-
centred integrals of these functions may calculated analytically by using
the Gaussian product theorem:
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g1(r)g2(r) = e





where P = (αR1 + βR2)/(α + β) is the centre of mass. This may be im-
plemented in a very computationally efficient manner, for which reason
this approach has been favoured in quantum chemistry for many decades.
Basis functions of this type are commonly referred to as Gaussian-type
orbitals (GTO) or, more correctly, Gaussian-type functions (GTF). Using a




where l = i+ j+ k is the angular momentum quantum number and αµ, the
exponent, is a parameter controlling the width of the function, such that
the function becomes more diffuse (“spread out”) as αµ → 0.
Alternatively, one may define spherical basis functions of the form




where n, l, and m are respectively the principal, angular momentum, and
magnetic quantum numbers, and Ylm(θ, φ) are spherical harmonics.
A basis set consisting of only a single primitive GTF per angular momen-
tum (s, p, d, f, etc.) is known as a minimal basis set. Such basis sets are
inadequate for producing research quality results. Instead, the atomic or-
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where cµ are normalisation coefficients. Such functions are known as con-
tracted GTOs or GTFs. The quality of the basis set is labelled by the number
of primitive GTFs used to describe each AO. A basis set consisting of two
primitive GTFs per AO is labelled double-zeta, while one comprising three
primitive GTFs per AO is labelled tripled-zeta, and so on.
This is arguably the most popular choice of basis set for atomic and
molecular calculations. However, GTFs may also be extended to periodic
systems by the use of Bloch’s theorem, such that
φν(r,k) = ∑
g
eik·gϕAOν (r−Aν − g), (3.25)
where g are the lattice translation vectors and Aν is the position of the νth
atom in the primitive cell, on which the νth AO is centered. The crystalline
orbitals (COs) are in turn expanded as a linear combination of the Bloch
functions
ψCOi (r,k) = ∑
ν
aνi(k)φν(r,k), (3.26)
where aij are coefficients to be obtained by the self-consistent solution of
the Hartree-Fock or Kohn-Sham equations, analogous to the Fourier coeffi-
cients of the PW method.
The main disadvantage over the PW method is that the basis functions
are not orthogonal and there is no universal GTF basis set. An atomic ba-
sis set that performs well for an atom in one particular molecule may be
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entirely inadequate when used for the same species in a different molecule.
Moreover, basis sets optimised for molecular calculations are generally un-
suitable for solid state calculations without at least some level of modifica-
tion, typically by reoptimising the exponents of the most diffuse primitive
functions or removing them completely.
However, the fact that only a few basis functions are required to repre-
sent each electron means that all electron calculations are entirely practical,
even for systems containing 4thor 5throw elements. This notwithstanding,
it is still possible to use pseudopotentials and only include valence elec-
trons in the basis set, which is commonly done for large systems involving
heavier atoms in order to reduce the calculation time. This can have the
added advantage of encapsulating relativistic effects, including s orbital
contraction and spin-orbit coupling, in the frozen core electrons.
Basis set superposition error
One disadvantage of the use of localised basis sets is the issue of basis
set superposition error (BSSE), which arises from the use of basis sets that
are not complete. This occurs when some of the basis functions of two or
more adjacent atoms overlap, causing these atoms to extend their own ba-
sis sets with the overlapping functions. This typically results in the predic-
tion of higher total energies, which can be a serious problem when taking
relative energy differences, such as in the calculation of disassociation or
adsorption energies. The effect diminishes as the complete basis set limit
is approached, however computational expense typically limits the size of
basis sets used. A commonly used method for computing the BSSE is the
counterpoise method [136].
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Limitations of DFT
Despite the many successes of DFT, a number of material properties still
remain out of reach and the approximation fails catastrophically for certain
classes of system. For example, so-called “strongly correlated” systems are
well known to be poorly described by conventional exchange-correlation
functionals. Of particular pertinence to this work, it is well known that
Kohn-Sham DFT systematically and usually grossly underestimates the en-
ergy gap (between the highest occupied and lowest unoccupied states) of
semiconducting and insulating materials [137].
Self-interaction
One source of error arises from local and semi-local approximations to the
exchange-correlation potential. As the effective potential is a functional of
the total charge density, this results in the nonphysical situation that each
electron interacts with all N electrons in the system, including itself, an
artefact known as the self-interaction. This has the effect of increasing the
eigenvalues of the occupied orbitals (but not the unoccupied, or “virtual”,
orbitals), resulting in the prediction of too small an energy gap and in
extreme cases, even nonphysical metallic occupancies.
Self interaction correction (SIC) methods were developed in the early
1980s [138]. These are typically of the form
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It is worth noting that self-interaction is also present in Hartree-Fock
theory, in which the case the unoccupied orbitals are affected but the occu-
pied orbitals are not, due to the cancellation of the exchange and Hartree
energies. The consequences of this are discussed in section 3.5.2.
The derivative discontinuity
The Kohn-Sham eigenvalue spectrum pertains to the set of one-electron
orbitals of the non-interacting auxiliary system and hence those of the
unoccupied, or virtual, orbitals are not the excitation energies. That the
eigenvalues approximate in any way the excitation spectrum of the true
interacting system has been the subject of considerable speculation and re-
search [139, 140]. Indeed, the only eigenvalue which is directly related to
the corresponding interacting system is that of the highest occupied orbital
in the ground state. In the case of the exact density functional, this is the
negative of the first ionisation potential, I(N).
The energy gap is defined as the difference between the first ionisation
potential and the electron affinity:
Eg = I(N)− A(N), (3.28)
where I(N) = E(N)− E(N − 1) is the energy required to remove an elec-
tron from the system and A(N) = E(N+ 1)− E(N) is the energy required
to add an electron to the system. However, the Kohn-Sham gap is sim-
ply the difference between the eigenvalues of the lowest unoccupied and
highest occupied orbitals:
EKSg = EN+1(N)− EN(N). (3.29)
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As mentioned above, EN(N) = −I(N), were the exact density functional
known and used, however EN+1(N) 6= −A(N). The difference arises from















The “true” energy gap is therefore:
Eg = E
KS
g + ∆KS (3.31)
hybrid dft
The adiabatic connection
It is naturally desirable to find a means of overcoming the limitation of
prediction of material band gaps. A number of methods can be used to
do this with varying limitations and levels of success. One of the most
common and successful tools is the GW approximation, which is a many
body theory that may be implemented self-consistently or as a perturbation.
However, it is very expensive to compute for all but small systems.
An alternative and promising, if controversial amongst purists, approach
is the use of hybrid density functionals. In this case, the exchange correla-
tion functional is modified to include a certain fraction of exact exchange
energy calculated in the Hartree-Fock formalism. These functionals were
originally developed in order to improve thermal chemistry calculations,
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but have been shown to in some way counteract the effects of the self-
interaction. The justification for this is based upon the adiabatic connection.
The aim of the adiabatic connection is to achieve a continuous transfor-
mation, by means of a coupling constant λ, between the non-interacting
auxiliary system and the fully interacting physical system [141, 142]. The
Hamiltonian is modified such that
H = T + λVee +V
λ
ext. (3.32)
The external potential Vλext serves to constrain the density of both systems








Eλxc = 〈Ψλ|Vλee |Ψλ〉 − EH. (3.34)
For λ = 1, the fully interacting system is recovered, while as λ → 0 the
Coulomb repulsion term is reduced to 0 and therefore Exc → Ex. It follows
that Exc falls between these limits according to the functional used [143].
Hybrid density functionals
Theoretically grounded in the adiabatic connection, hybrid functionals com-
bine exact exchange calculated in an analogue to the Hartree-Fock formal-
ism with approximate exchange and correlation from DFT.
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Interestingly, Kohn and Sham discuss the use of such a hybrid method-
ology in their original paper, referring to it as a “Hartree-Fock method
corrected for correlation effects” [133]. This method has been shown to
provide accurate prediction of energy gaps for a number of common semi-
conductors and oxides, but at significantly less computational expense than
many-body perturbation methods such as GW [18, 19, 144].
PBE0 & B3LYP
A large number of hybrid functionals exist, of which one of the most com-





x − EPBEx ), (3.35)
where EPBExc is the PBE exchange-correlation energy and EHFx and EPBEx are
the Hartree-Fock and PBE exchange energies, respectively [145]. This func-
tional is based on a rigorous analysis of the adiabatic connection and DFT
calculations employing it are still truly ab initio.
A wider class of hybrid functionals are parameterised to fit sets of ex-
perimental data, including one of the earliest and equally popular, B3LYP.
This more complicated functional blends Hartree-Fock exact exchange with





x − ELDAx ) + 0.72(EGGAx − ELDAx )
+ 0.81(EGGAc − ELDAc ), (3.36)
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where ELDAx , ELDAc , EGGAx , and EGGAc are the LDA and GGA exchange and
correlation terms, respectively [146]. The original purpose of this functional
was to improve ground state energies for thermochemistry calculations.
Range-separated functionals
A further class of hybrid functionals are range-separated and typically also
parameterised. Of particular interest are the HSE0x screened Coulomb
potential functionals [147, 148]. The exchange energy is split into short
and long range terms, with Hartree-Fock exact exchange only calculated
at short range. The rationale for this approximation is that the electron-
electron Coulomb interaction is screened and that beyond this screening
length, each electron only “sees” the average charge density. The function-
als are of the form
EHSExc = aE
HF,SR
x (ω) + (1− a)EPBE,SRx (ω) + EPBE,LRx (ω) + EPBEc , (3.37)
where EHF,SRx (ω) is the short ranged Hartree-Fock exact exchange energy,
EPBE,SRx (ω) and E
PBE,LR
x (ω) are the short and long ranged PBE exchange
energies, a is the fraction of exact exchange to be incorporated, and ω is
the screening parameter. For HSE03 a = 0.25 and ω = 0.3, while for HSE06
a = 0.25 and ω = 0.2.
Ab initio or semi-empirical?
Further debate exists, especially in the computational condensed matter
physics community, over whether calculations made using hybrid func-
3.6 time-dependent density functional theory 48
tionals are truly ab initio or rather semi-empirical. In the case of the range-
separated HSE functionals and B3LYP, and indeed the semi-local BLYP
functional on which it is based, their dependence on a number of parame-
ters most certainly puts them in the latter category. From a purist’s point
of view this is undesirable, although their effectiveness for a large number
of systems all but quells any such concerns in practical use.
On the other hand, the rigorous mathematical analysis leading to the
single parameter of the PBE0 functional suggest that it can justifiably be
described as ab initio.
time-dependent density functional theory
Runge-Gross theorem and the time-dependent Kohn-Sham equations
Although in subsections 3.5.1 and 3.5.2 justification was given for inter-
preting the single-particle gap as the fundamental energy gap, it is ac-
cepted that, at least in the Kohn-Sham formalism1, DFT is solely a ground-
state theory. The prediction of excited-state properties, such as the op-
tical response, is therefore precluded. To deal with such properties, a
time-dependent scalar potential and corresponding time-dependent den-
sity must be introduced. In an analogue to the first Hohenberg-Kohn the-
orem, the Runge-Gross theorem states that there is a one-to-one mapping
between these two quantities, up to a time-dependent constant [149]. This
caveat arises from the fact that two potentials differing by only a time-
dependent constant produce the same wavefunction differing by only a
1 The mapping between wavefunction and density of the Hohenberg-Kohn theorems in
principal extends to excited states.
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time-dependent phase factor, which cancel out by means of complex conju-
gation when taking expectation values.
There is no variational principle for time-dependent systems, therefore





〈Ψ(t)| i∂t − Hˆ(t) |Ψ(t)〉dt. (3.38)




∇2i +V(i)eff (r, t)
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The time-dependent density is constructed from the time-dependent Kohn-
Sham orbitals, such that




localised basis set calculations
As discussed in subsection 3.4.3.2 of the preceding chapter, the choice
of Gaussian-type orbitals (GTO) as basis functions allows the use of all-
electronic basis sets as well as the efficient calculation of nonlocal exchange,
both of which were desired for this study. The unfortunate drawback over
PW and related methods is that no universal GTO basis set exists, there-
fore sets must be chosen to suit the system being considered. Indeed, the
selection of a suitable basis set is critical to producing good results. For
materials which have been studied experimentally, it is common to choose
sets that closely reproduce measured results. Existing experimental data
on GO is unfortunately of limited use to this end. However, previously
published ab initio calculations provide a useful starting point, in particu-
lar those presented in Ref. [95]. These calculations were performed using
the GPAW code, an implementation of the projector-augment wave (PAW)
method.
With this set of reference calculations in place, a number of published
molecular basis sets for C and O were tested for their ability to reproduce
50
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these results. Atomic calculations were performed first to provide the C
and O ground state energies required for the calculation of binding ener-
gies, followed by simulations of graphene and partially oxidised graphene.
A published study of graphane and fluorographene using GTOs examined
and compared the use of Pople split valence and Dunning correlation-
consistent basis sets of various quality with considerable success [151]. Ba-
sis sets of these types were therefore chosen for testing.
For atomic C and the C2 molecule, the 6-311G∗ [152] split valence and cc-
pCVDZ [153] basis sets, as well as a minimal set from an unpublished study
of carbon nanotubes, were tested. For atomic O, 6-311G∗, 6-31G(3df,3pd) [154],
8-411d11G [155] and cc-pCVDZ basis set were tested. The same basis sets
were then used to simulate graphene, atomic O adsorbed on graphene su-
percells of varying size, and O dimers, trimers, and tetramers adsorbed on
a graphene supercell of 32 C atoms.
Use of the cc-pCVDZ basis set for both atoms was found to reproduce
the reference calculations most faithfully, with the calculated binding en-
ergies and bond lengths found to be in excellent agreement, as reported
in section 5.2. This basis set has also been used for the parameterisation
of molecular dynamics simulations of GO [156]. However, when moving
to fully oxidised graphene linear dependency and “charge-sloshing” prob-
lems were encountered. The most diffuse C orbital, a polarisation function,
was found to be the source of the problem, due to overlap with an O orbital.
The solution was to simply increase and then reoptimise the exponent of
this Gaussian function. The previous calculations were repeated to ensure
consistency, with only very small differences as a result. The modified C
basis set, following convention, is thus noted m-cc-pCVDZ and is printed
in full in the appropriate format for the CRYSTAL code in appendix A.
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calculation of structural properties
The calculation of structural properties was carried out at the generalised
gradient approximation (GGA) level of theory using the PBE exchange-
correlation functional. Geometry optimisation calculations were performed
using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, a quasi-
Newton method [157–160]. The energy convergence tolerance between
optimisation steps was set at 10−7 Ha (∼ 10−6 eV), with the maximum
atomic displacement set at 0.01 Å. A Monkhorst-Pack shrinking factor of
2× 2 was used to determine the number of sampling points in the IBZ [161].
Integration in real space was performed on a grid of 75 radial points by 974
angular points. A high level of Kohn-Sham density matrix mixing of 80%,
in conjunction with Anderson’s method [162] for convergence acceleration,
was employed throughout.
The binding energy per O atom was calculated as
Ec = [ECm + nEO − ECmOn ] /n, (4.1)
where ECm is the total energy of a graphene supercell of m C atoms,
ECmOn is the total energy of the graphene supercell functionalised with n O
atoms, and EO is the ground state energy of a free O atom. The vacancy
formation energy, or energy required to remove p O atoms from GO, per
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calculation of bsse
The basis set superposition error (BSSE) associated with the use of localised
basis sets can seriously affect the calculation of adsorption energies and it
is therefore vital to correct for this. The BSSE was therefore calculated
using the counterpoise method [136]. The correction to the binding energy
according to this prescription is
∆CP = EAAB(A)− EABAB(A) + EBAB(B)− EABAB(B), (4.3)
where Ezy(x) is the energy of system x calculated at geometry y with ba-
sis set z [163]. This is achieved by the use of “ghost” atoms, for which
the charge is set equal to zero but the basis set is left in place, giving ad-
ditional variational freedom to the remaining atoms to extend their basis.
The resulting energy contribution can thus be quantified and corrected for.
For a single atom adsorbed on a surface, this calculation is trivial to set
up. For calculations involving multiple adsorbates, all but one atom in
the supercell is replaced by ghosts. As the ground state of the O atom is
3P2, the spin configuration for O in the presence of ghost atoms must be
modified to reflect this.
calculation of electronic and optical properties
Electronic and optical properties are calculated using the hybrid DFT ap-
proach discussed in section 3.5. The PBE0 [145] and B3LYP [146] func-
tionals are used for both, while results for the former calculated with the
HSE06 [18] functional are presented by way of comparison. Similar tol-
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erances are used as for the structural calculations, with the exception of
an increase of the Monkhorst-Pack scaling factors to 16× 16 to give 130 k-
points in the IBZ. While interatomic forces and hence structural properties
are not very sensitive to the resolution of IBZ sampling, accurate determi-
nation of the electronic properties such as the band structure, position of
the Fermi level and electronic density of states are strongly affected.
Dipole matrix elements are calculated as
pi f = (E f − Ei)dki→k f , (4.4)
where Ei and E f are the eigenvalues of the initial and final states involved
in the transition and dki→k f is the vertical transition probability [164]. The
latter of these is defined as
dki→k f = i
∫
dr u∗k f (r)∇kuki(r). (4.5)
The functions uki(r) and uk f (r) are the Bloch functions of the initial and
final states, related to the Kohn-Sham orbitals by ψki(r) = eik·ruki(r).
The radiative transition times between the highest occupied and lowest











nν|eˆν · pi f |2, (4.6)
where α is the fine structure constant, m0 is the electron rest mass, c is the
vacuum speed of light, and nν ≃ √ǫr and eˆν are respectively the refractive
index and light polarisation unit vector along Cartesian direction ν. F is a
dielectric screening term, chosen to account for the dielectric environment.
The dielectric constant, ǫr is calculated using the linear response formalism
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of TD-DFT as implemented in a development version of the Crystal 09
code [165].










|eˆν · pi f |2
nν
G(Ek f − Eki − h¯ω), (4.7)
where ǫ0 is the vacuum permittivity, e is the fundamental electronic charge,













is controlled by the spectral line broaden-
ing, ∆. For all absorption calculations ∆ is set equal to 50 meV.
methodology applied to iii-v semiconductors
The group III-V binary semiconductors and their alloys are the basis of
perhaps the majority of current semiconductor and photonics technology
and are accordingly well studied. Most of their material properties are well
known and therefore represent a good benchmark against which to test the
predictive ability of theoretical methods. To this end, extensive calculations
were performed on a range of common III-V materials in their zincblende
and where appropriate wurtzite crystallisations, using the PBE0 and B3LYP
hybrid functionals and the PBE semi-local functional.
Calculated energy gaps of the zincblende crystallised III-V semiconduc-
tors from simulations on experimental geometry are presented in Tab. 4.5,
along with experimental values for comparison [166, 167].
The systematic and in some cases catastrophic underestimation of en-
ergy gaps of DFT at the GGA level of theory is immediately evident, with
a mean absolute error (MAE) across this set of materials of 0.988 eV. No-
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EPBE0g [eV] EB3LYPg [eV] EPBEg [eV] E
exp
g [eV]
AlAs 2.722 2.705 1.456 2.240
GaAs 1.971 1.422 0.643 1.519
InAs 0.817 0.387 0.000 0.417
AlN (zb) 5.195 5.171 3.321 5.400
GaN (zb) 3.602 3.350 1.850 3.299
InN (zb) 1.005 0.785 0.000 0.780
AlN (wz) 6.605 6.398 3.213 6.250
GaN (wz) 3.787 3.521 2.002 3.510
InN (wz) 1.172 0.934 0.000 0.780
AlP 3.026 3.021 1.698 2.520
GaP 3.014 2.919 1.770 2.350
InP 2.301 1.846 0.980 1.424
AlSb 2.460 2.431 1.296 1.696
GaSb 1.326 0.810 0.185 0.812
InSb 0.874 0.393 0.000 0.235
Table 4.1.: Calculated band gaps of III-V semiconductors on experimental
geometry using B3LYP, PBE0, and PBE, with experimental val-
ues for comparison.
tably the PBE functional predicts a conducting ground state for three of the
Indium containing materials, InAs, InN, and InSb. The values calculated
using the hybrid functionals in general compare much more favourably
to those obtained from experiment, with a substantially lower mean abso-
lute error (MAE) of 0.473 eV for PBE0 and just 0.224 eV for B3LYP. Most
importantly, all ground states are found to be insulating/semi-conducting,
including those of InAs, InN, and InSb.
The band structure of InAs calculated using the PBE functional is shown
in Fig. 4.1(a), where the conduction band edge at the Γ point is clearly seen
to cross the Fermi level and intersect the valence band edge. Fig. 4.1(b)
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shows the band structure calculated using B3LYP, with a direct band gap
correctly predicted.










































Figure 4.1.: Band structure of Indium Arsenide calculated using ab ini-
tio PBE and hybrid B3LYP functionals. The PBE calculation
shows the conduction band edge crossing the Fermi level, while
B3LYP correctly predicts a semiconducting ground state.
With the exception of AlN, PBE0 is seen to consistently overestimate
band gaps by ∼0.5 eV and in the worst case by almost 0.9 eV. The effect is
markedly less severe for B3LYP, crucially so in the case of the narrow-gap
materials. Although caution must clearly be used in the interpretation of
results, this suggests that the use of hybrid DFT can be an effective and
efficient method for the prediction of energy gaps and related properties.
5RESULTS & ANALYS I S
graphene
The properties of graphene have been intensively studied both experimen-
tally and theoretically, hence there is little to be contributed here. However,
adsorption calculations of oxygen on graphene require a geometry opti-
mised ground state calculation. Due to the structure of fully oxidised
graphene (GO) adopted for this study, which will be discussed in sec-
tion 5.3, a supercell of Cy2h point group symmetry
2 containing 32 carbon
atoms is used, as shown in Fig. 5.1.
The principle components of the elastic tensor, which will later be com-
pared to those of GO, were calculated as c11 = 357 Nm−1, c22 = 371 Nm−1,
c12 = 51 Nm−1 and c66 = 137 Nm−1. The reported experimental value for
the in-plane components in graphene obtained by atomic force microscopy
is 340 ± 50 Nm−1, which compares most favourably and lends confidence
in the choice of basis set [22, 168].
2 The superscript denotes the alignment of the principle axis.
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Figure 5.1.: 32 C atom graphene supercell.
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Figure 5.2.: Band structure and density of states of graphene, calculated
using PBE on the 32 C atom graphene supercell.
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epoxy functionalisation of graphene
It was established in section. 2.3.1 that the graphene oxide produced by
“wet chemistry” methods tends to be very defective, therefore suggesting
that it is not particularly suited to device applications. On the other hand,
promising results have been demonstrated by deposition of atomic oxygen
under UHV on to epitaxially grown graphene, which produces epoxy func-
tionalised graphene without damage to the honeycomb lattice [83]. This
suggests a more promising route to device applications and is therefore
the model of graphene oxide adopted for this study.
To begin studying the properties of GO, calculations were carried out to
investigate the epoxy functionalisation of graphene. In the simplest case,
a single O atom was placed on a supercell consisting of 32 C atoms and
the atomic positions and in-plane lattice parameters relaxed in accordance
with the method outlined in chapter 4. A number of starting positions were
compared, with the O atom in turn placed above a bridge site, directly
above a C atom, and in the middle of an aromatic ring. As expected, in all
cases the O atom forms an epoxy functional group at a bridge site upon
relaxation, as shown in Fig 5.3 [88, 89]. It is immediately clear that both
the D6h point group symmetry of graphene and the C
y
2h point group of the
supercell have been reduced.
The bond energy for this configuration, calculated using Eq. 4.1 relative
to an isolated O atom, is 2.234 eV per O atom. Corrected for BSSE, this is
reduced to 2.010 eV per O atom, in good agreement with Ref. [95]. The
C-C bond length in the epoxy group is increased from the 1.420 Å of free-
standing graphene to 1.515 Å, while the C-O bonds are of length 1.464 Å,
forming the near equilateral triangle typical of epoxides. The C-C bond
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(a) “Top” view. (b) Side view.
Figure 5.3.: Chemisorption of atomic oxygen on graphene, showing verti-
cal displacemnt of C atoms and formation of epoxy functional
group.
length is typical for a C-C single bond and is approximately twice the cova-
lent radius of C. The C-C bond length between atoms furthest away from
the functionalised site is also increased, this time to 1.430 Å, indicating that
the disruption of the π-bonding network has extended effects. The two C
atoms of the epoxy ring are displaced vertically by ∼0.333 Å from their
respective positions in freestanding graphene. This is attributable to the
strain induced by the change in bond hybridisation from the sp2 of pristine
graphene to sp3, analogous to the diamond allotrope [169]. In this case
the π-bond between C-2pz orbitals is broken and two single bonds formed
with O-2p orbitals. The symmetry of the sp3 orbital is typically tetrahedral,
giving an angle between lobes of 109.5◦. As the O atoms are situated at
bridge cites in order to form epoxy moieties, giving a bond angle of 58.8◦,
this symmetry is broken. This induces strain in the graphene sub-lattice,
but is again quite typical of epoxides.
The adsorption of further O atoms greatly increases the number of possi-
ble arrangements of adsorbates. However, it has been demonstrated that it
is energetically favourable for O adatoms to form clusters on graphene [95].
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(a) “Top” view. (b) Side view.
Figure 5.4.: Chemisorption of oxygen dimer on graphene, with mutual re-
pulsion of O atoms evident.
Fig. 5.4 depicts one such arrangement. The bond energy for this structure,
again calculated relative to an isolated O atom, is 2.416 eV per O atom,
or 2.280 eV per O atom after correction for BSSE. The effect of repulsive
Coulomb forces between adsorbates is apparent, with the epoxy groups
angled away from each other and no longer normal to the plane. The two
moieties are not identical, with the C-C bond length of one being 1.515 Å
and the other 1.512 Å. The C-O bond lengths are also mismatched, with
each functional group having one of 1.440 Å and the other of 1.467 Å of
1.468Å. The increased strain is relaxed by greater vertical displacement of
the C atoms, with most shifted by at least 0.100 Å and some as much as
0.480 Å. The C-C bonds furthest from the functional groups are again of
length 1.430 Å.
The effects of Coulomb repulsion and lattice distortion are simultane-
ously minimised when adsorption is alternated above and below the graphene
lattice, as shown in Fig 5.5. This structure is more stable with a bond en-
ergy of 2.502 eV per O atom and the near identical epoxy functional groups
again aligned normal to the graphene lattice. After correction for BSSE the
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(a) “Top” view. (b) Side view.
Figure 5.5.: Chemisorption of atomic oxygen above and below graphene,
minimising repulsion between O atoms and lattice distortion.
bond energy is decreased to 2.366 eV per O atom, again in excellent agree-
ment with Ref. [95]. The C-C bond lengths in the functional groups are
shortened to 1.489 Å and 1.490 Å respectively. The two closest C-O bonds
are of length 1.454 Å and 1.455 Å respectively, while the opposing two are
both of length 1.482 Å. Once again, the C-C bonds away from the function-
alised sites are of length 1.430 Å. This alternating of O coverage forms the
basis of the model of graphene oxide used in the following sections.
fully oxidised graphene
Structural and electronic properties
The most stable structure of fully oxidised graphene [95], as discussed in
section 2.3.1, has a unit formula of C8O4 and is of C
y
2 point group symme-
try. The unit cell is depicted in Fig 5.6, in which the O adatoms are seen to
each form an epoxy functional group with the two nearest neighbouring C
atoms, as with the low O concentration structures in the preceding section.
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The C-C bonds in the epoxy moieties are further shortened in comparison
to these low coverage structures and are of length 1.477 Å, while the C-O
bond lengths of are 1.447 Å, once again forming the near equilateral trian-
gle typical of epoxides. The C-C bonds in between functional groups are
of length 1.510 Å in the zigzag direction and 1.508 Å in the armchair direc-
tion, again in the range typical of a C-C single bond. As for the structure in
Fig. 5.5, the alternation of O coverage above and below the graphene sub-
lattice serves to minimise Coulomb repulsion between the adatoms. The
nearest neighbouring O atoms, which lay on the same side of the graphene
sub-lattice, are separated by 3.383 Å.
(a) “Top” view. (b) Side view.
Figure 5.6.: Unit cell of graphene oxide, showing alternation of O adsorp-
tion above and below graphene lattice.
The vertical displacement of C atoms from their planar hexagonal lat-
tice sites is perfectly balanced by the alternating adsorption arrangement,
resulting in a regular corrugation of the graphene sub-lattice, much as ob-
served experimentally [77, 83]. Figure 5.6(b) clearly illustrates this corru-
gation. In distinction from graphane and partially hydrogenated graphene,
however, in which the graphene sub-lattice is greatly distorted in-plane, the
hexagonal character is still quite evident. The breaking of all C-C π-bonds
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to form single C-C and C-O bonds is readily visualised by comparing the
skeletal formula of graphene depicted in Fig. 2.2 with that of the fully



























Figure 5.7.: Skeletal formula of graphene oxide.
Important structural properties, calculated using the PBE functional, are
presented in Tab. 5.1. The binding energy per O atom of 3.25 eV indicates
that the structure is highly stable, which can in part be attributed to the al-
ternating O coverage and the aforementioned resulting relaxation of strain
and reduction in electrostatic repulsion. As can be expected because of
the complete disruption of the C-C π-bonding network, the principal com-
ponents of the elastic tensor indicate that GO is substantially softer than
graphene. The calculated values of c11 and c22 compare well to published
values of 249.3 Nm−1 and 21.2 Nm−1 from DFT calculations on a similar
epoxy functionalised structure [170].
As it is the C-2pz π-orbitals that are responsible for the electronic prop-
erties in the vicinity of the Fermi level in graphene, the disruption, or in
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Ec [eV] r¯CO [Å] c11 [Nm−1] c12 [Nm−1] c22 [Nm−1] c66 [Nm−1]
3.25 1.45 245 240 25 110
Table 5.1.: Binding energy per O atom, mean C-O bond length and princi-
pal components of the elastic tensor of GO.

















Figure 5.8.: Band structure and density of states calculated with B3LYP. Pro-
jected density of states show conduction bands to be dominated
by C states.
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this case complete removal, of these can be expected to lead to a substantial
change of the electronic structure. This is confirmed by the band structure
and density of states of GO, shown in Fig. 5.8 from calculations using the
B3LYP functional. The characteristic Dirac cones formed by graphene’s π
and π∗ bands intersecting at the Fermi level at the K point are unsurpris-
ingly not present and a substantial band gap of 6.502 eV has been opened,
with relatively flat dispersion at the conduction and valence band edges.
Effective masses at the conduction and valence band edges are, respec-
tively, m∗e = 1.361 m0 and m∗h = 0.558 m0 along the Γ → M direction, and
m∗e = 0.399 m0 and m∗h = 0.442 m0 along the Γ → K direction. The projected
density of states suggest that the highest valence bands can largely be at-
tributed to O-2p states, while the conduction bands are dominated by C-2p
states.
Band gaps calculated using the PBE, PBE0, B3LYP, and HSE06 function-
als are presented in Tab. 5.2 for comparison. The difference in predictions
from ab initio and hybrid functionals is quite marked, with the latter all
comparing very well to the experimentally observed σ-σ∗ transition of
6.53 eV in chemically derived GO [107].
PBE PBE0 B3LYP HSE06
Eg [eV] 4.090 6.850 6.502 6.219
Table 5.2.: Band gap of GO calculated using a range of functionals.
The highest occupied (HOMO) and lowest unoccupied (LUMO) molec-
ular orbitals are presented in Fig. 5.9, with isosurfaces plotted at ∼10% of
the maximum Kohn-Sham eigenvalues on a 2× 2 supercell. Both are seen
to be of predominantly sp3 character, however some contribution from non-
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(a) HOMO (xy-plane). (b) LUMO (xy-plane).
(c) HOMO (xz-plane). (d) LUMO (xz-plane).
Figure 5.9.: Highest Occupied and Lowest Unoccupied Molecular Orbitals
of GO. The colour denotes the phase of the Bloch wavefunction,
with red signifying +1 and blue −1. The characteristic lobes of
p orbitals are evident on the O atoms.
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hybridised O-2pz (HOMO) and O-2py (LUMO) orbitals are evidenced by
the distinctive p-orbital lobes on the O atoms.
Absorption properties
As discussed in section 2.3.2 of chapter 2, flakes of GO in aqueous suspen-
sion are seen to absorb strongly in the UV range, which corresponds to the
σ-σ∗ transition, while the absorption peaks shift toward the visible range
as the level of oxidation is reduced [171]. Given that the size of the flakes
involved in these experiments is too large to expect quantum confinement
effects, it is reasonable to assume that the periodic structure considered
here should demonstrate similar behaviour, especially given that the pre-
dicted σ-σ∗ band gap of 6.502 eV is in close agreement with experiment
and corresponds to UV photon energies.
px [eV Å] py [eV Å] pz [eV Å] τradi f [ns]
PBE0 3.880 0 0 2.28
B3LYP 3.656 0 0 2.70
Table 5.3.: Optical dipole matrix elements of GO.
Indeed, calculation of the optical dipole matrix elements of GO, pre-
sented in Tab. 5.3, confirms that the direct band gap is optically active,
albeit only for x-polarised light. Explanation of the optical properties can
be greatly aided by an analysis of the symmetry in accordance with group
theory.
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E Cy2 linear, rotations quadratic
A 1 1 y, Ry x2, y2, z2, xz
B 1 -1 x, z, Rx, Rz xy, yz
Table 5.4.: Cy2 character table.
According to the character table of the material’s Cy2 point group (see
Tab. 5.4), there are two irreducible representations (irreps), A and B, the
former of which is symmetric with respect to rotation about the principle
axis and the latter antisymmetric. Inspection of Fig. 5.9 reveals that HOMO




Table 5.5.: C2 product table.
The Cartesian components of the dipole operator simply transform as
the coordinates, such that µy is of irrep A and µx and µz are of irrep B.
The selection rules for the two irreps allow for dipole transitions of either
exclusively y- or both x- and z- polarisations. The fact that pz = 0 in this
case suggests that this polarised transition is forbidden by selection rule.
ǫxx ǫyy ǫzz
B3LYP 1.291 1.387 1.087
PBE0 1.261 1.346 1.078
Table 5.6.: Principal components of the dielectric tensor of GO.
Calculation of the principal components of the dielectric tensor, pre-
sented in Tab. 5.6 show GO to be optically anisotropic, as expected [172].
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reduced graphene oxide
Structural and electronic properties
As discussed in section 2.3.1, reduced graphene oxide (rGO) produced
by wet synthesis typically consists of islands of defective sp2 hybridised
graphene surrounded by epoxy, hydroxyl, carboxyl and carbonyl function-
alised graphene with a high fraction of sp3 hybridised bonds. This range
of functional groups and defects is attributed to the harsh chemistry in-
volved in the common “top-down” methods employed in its synthesis. For
most of this study a model of purely epoxy functionalised graphene, as
though synthesised by a “bottom-up” such as that described in Ref. [85], is
employed. To simulate rGO, O adatoms are systematically removed from
a supercell of either 2 × 2 or 4 × 3 GO unit cells, ranging from a single
O atom to 4 O atoms for the smaller supercell and 1 to 12 O atoms for
the larger. The O atoms are removed in “clusters” to form regions of free
graphene, or graphene quantum dots, embedded in the GO lattice. In or-
der to demonstrate that the model is also representative of wet synthesised
rGO, a smaller number of simulations including hydroxyl moieties are per-
formed and results compared.
32 C atom supercells
For the 2× 2 supercells, all O atoms are removed to form an approximately
circular GQD, as shown in Fig. 5.10. Binding energies per O atom and
vacancy formation energies for each supercell, calculated after structural
relaxation, are presented with and without the counterpoise correction for
BSSE in Tab 5.7.
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(a) Fully oxidised. (b) 1 O vacancy.
(c) 2 O vacancies. (d) 4 O vacancies.
Figure 5.10.: 2× 2 supercell rGO structures.
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nvac 0 1 2 4
Ec [eV] 3.378 3.321 3.273 3.176
ECPc [eV] 3.321 3.263 3.214 3.114
E f [eV] n/a 4.240 4.115 3.986
ECPf [eV] n/a 4.054 4.024 3.941
Table 5.7.: Binding energy per O atom (Eq. 4.1) and vacancy formation en-
ergy (Eq. 4.2)of GO and rGO for 2× 2 supercells. The superscript
CP denotes that the counterpoise correction for BSSE (Eq. 4.3)
has been applied.
The structures are all thermodynamically very stable, although it can be
seen that the relative stability is decreased as adsorbates are removed. The
importance of computing the BSSE is also quite apparent. Most interesting
are the energy gaps, presented in Tab. 5.8. They appear to fit a very simple
exponential relationship based on the number of O adatoms removed from
GO, such that
Eg(nv) ≈ Eg(0) exp(−0.25nv), (5.1)
where Eg(0) is the band gap of fully oxidised graphene and nv is the num-
ber of O atoms removed. However, the number of structures is too small to
determine the veracity of the fit. To do this it is necessary to see whether
the trend continues with increasing size of the free graphene region. The
2× 2 supercell is not large enough to accommodate this, therefore the study
proceeds using a larger 4× 3 GO supercell.
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nvac 0 1 2 4
Eg [eV] (PBE0) 6.850 5.241 4.130 2.397
Eg [eV] (B3LYP) 6.502 4.895 3.805 2.143
Table 5.8.: Energy gaps of GO and rGO for 2× 2 supercells.
96 C atom supercells
For the larger supercells, the number of possible geometric arrangements
naturally increases with the number of O atoms removed. A number of
such arrangements were simulated and bonding and vacancy deformation
energies calculated and compared [173]. The most energetically favourable
configurations of these GQD structures, which also happen to be the ar-
rangements of highest symmetry, are depicted in Fig. 5.11. The C atoms
that are not functionalised are coloured darker for distinction.
nvac 0 1 2 4 8 12
Ec [eV] 3.378 3.360 3.346 3.322 3.278 3.216
ECPc [eV] 3.324 3.306 3.292 3.278 3.228 3.161
E f [eV] n/a 4.231 4.119 3.996 3.877 3.865
ECPf [eV] n/a 4.181 4.069 3.947 3.856 3.815
Table 5.9.: Binding energy per O atom and vacancy formation energy of
GO and rGO for 4× 3 supercells. The superscript CP denotes
that the counterpoise correction for BSSE has been applied.
The binding energy and vacancy formation per O atom for each of these
structures are presented in Tab. 5.9, along with the binding energy of GO
for comparison. The values calculated for the structures with 1, 2, and 4 O
atoms removed are larger than their counterparts from the 2× 2 supercell
simulations. The difference increases with the number of O atoms removed,
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(a) 1 O vacancy. (b) 2 O vacancies.
(c) 4 O vacancies. (d) 8 O vacancies.
(e) 12 O vacancies.
Figure 5.11.: Most stable structures with n O atoms removed, with C atoms
in free graphene regions coloured darker for clarity.
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from 0.039 eV to 0.146 eV, which can likely be explained by the greater
separation between free graphene regions. The counterpoise correction for
BSSE is much smaller, amounting to ∼0.05 eV in all cases.
The local restoration of sp2 hybridised orbitals and associated π bonds
in the non-functionalised regions allows the C atoms to relax to the pla-
nar hexagonal lattice sites, creating islands of “clean” graphene. This is
depicted very clearly in Fig. 5.12. Along with experimental observations of
nanometre scale sp2 domains in rGO [75], this lends further weight to the
Lerf-Klinowski model of GO [72].
Figure 5.12.: Projection of structure with 8 O vacancies. Relaxation of ver-
tical displacement of C atoms in the free graphene region is
clearly evident.
Energy gaps calculated using GGA (PBE) and hybrid functionals are pre-
sented for GO and the five most stable rGO structures in Tab. 5.10. As
expected, there is a large difference in the predictions made by the two lev-
els of theory. The PBE energy gap for GO falls approximately in the middle
of the range of GGA predictions for high O coverage GO reviewed in chap-
ter 2, from ∼3 eV to 4.8 eV [89, 90, 94, 95]. Of greatest significance, at
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the lowest level of coverage (12 O atoms removed) where PBE0 and B3LYP
predict an energy gap of ∼0.3 eV, PBE predicts a conducting ground state.
nvac 0 1 2 4 8 12
Eg [eV] (PBE) 4.090 3.238 2.502 1.249 0.372 0.000
Eg [eV] (PBE0) 6.850 5.397 4.264 2.594 1.056 0.338
Eg [eV] (B3LYP) 6.502 5.038 3.927 2.327 0.902 0.258
Table 5.10.: Energy gaps of GO and rGO.
The energy gaps predicted by the hybrid functionals do indeed fit well
to the relationship, Eq. 5.1, predicted from the 2× 2 supercell calculations.
This function is plotted with the calculated gaps overlaid in Fig. 5.13. Of
course, it must be noted that the asymptotic behaviour of this function is
unphysical.


















Figure 5.13.: Energy gap vs. no. of O vacancies for the most stable struc-
tures of rGO. Symbols depict values of Eg from DFT calcula-
tions and solid lines are plots of Eq. 5.1.
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A clearer picture of the evolving electronic structure and the origin of
the energy gap can be gained from looking at the electron density of states,
Fig. 5.14. It is immediately apparent that the highest occupied and low-
est unoccupied sp3 orbitals are little affected by the removal of O atoms.
In fact, the gap between the two is slightly widened over that of GO but
remains almost constant at ∼7 eV. This again falls nicely in line with ex-
perimental measurements of the σ-σ∗ gap. What changes more noticeably
is the emergence of states within the σ-σ∗ gap associated with the local
restoration of π bonds accompanying the sp2 hybridisation in the “clean”
graphene domains.
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(a) 1 O vacancy.


















(b) 2 O vacancies.


















(c) 4 O vacancies.


















(d) 8 O vacancies.


















(e) 12 O vacancies.
Figure 5.14.: Density of states calculated using the PBE0 functional. States
attributed to π bonds are seen to emerge in the σ − σ∗ gap,
increasing with the number of O vacancies.
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The density of states within the σ-σ∗ gap is naturally low, given the small
number of atoms contributing states. Indeed, for 1 O vacancy, Fig. 5.14(a)
and 2 O vacancies, Fig. 5.14(b), the π states are barely noticeable on this
scale. However, it is clearly these π states to which the narrowing of the
energy gap can be attributed. Along side the decrease in the size of the
π-π∗ gap as the level of O coverage is reduced is a substantial increase in
the density of states in the vicinity of the gap. This is more easily observed
in the energy level plot depicted in Fig. 5.15. There is also a concomi-
tant decrease in the density of states around the σ and σ∗ levels. This is
also in close agreement with experimental observations and supports the
argument that these sp2 domains are the origin of photoluminescence in
rGO [100].
nv=0 nv=1 nv=2 nv=4 nv=8 nv=12
Figure 5.15.: Electron states of GO and rGO [173]. The π−π∗ gap is clearly
seen to decrease with decreasing O coverage, while the σ− σ∗
gap remains relatively constant.
Visualisation of the Kohn Sham orbitals again helps to clarify this further.
In Fig. 5.16 HOMO and LUMO are plotted with isosurfaces set to clearly
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show π bonding and π∗ anti-bonding orbitals. It can be seen that HOMO
and LUMO are highly localised on the graphene islands, although the con-
tribution of 2px and 2py states from some of the bordering O atoms is also
visible. This localisation, or indeed confinement, of HOMO and LUMO
to the sp2 domains justifies the description of these regions as graphene
quantum dots (GQD) [174].
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(a) HOMO: 1 O vacancy. (b) LUMO: 1 O vacancy.
(c) HOMO: 2 O vacancies. (d) LUMO: 2 O vacancies.
(e) HOMO: 4 O vacancies. (f) LUMO: 4 O vacancies.
(g) HOMO: 8 O vacancies. (h) LUMO: 8 O vacancies.
(i) HOMO: 12 O vacancies. (j) LUMO: 12 O vacancies.
Figure 5.16.: Highest Occupied and Lowest Unoccupied Molecular Orbitals.
Both HOMO and LUMO are seen to be localised on the
graphene islands, while the distinct π orbitals evidence the
local restoration of sp2 hybridisation.
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Effects of symmetry breaking
To investigate the effects of symmetry on the structural and electronics
properties of rGO, simulations were performed on 8 different supercells
with 4 O atoms removed. The structures are shown in Fig. 5.17, ordered
from the most to the least thermodynamically stable. The structure already
analysed in the preceding subsection is included in order to yield a better
comparison. The binding energy per O atom and energy gap calculated
using B3LYP and PBE0 is presented for each structure in Tab. 5.11. It is
interesting to note that the two most stable structures are those of Cy2 point
group symmetry. All other structures belong to the C1 point group, possess-
ing only translational symmetry by virtue of periodic boundary conditions.
Topology Ec [eV] EB3LYPg [eV] EPBE0g [eV]
Va4 3.322 2.327 2.594
Vb4 3.317 2.823 3.112
Vc4 3.317 2.722 3.004
Vd4 3.316 2.550 2.816
Ve4 3.316 2.954 3.247
V f4 3.315 2.291 2.535
Vg4 3.315 3.123 3.424
Vh4 3.315 2.749 3.024
Table 5.11.: Binding energy per O atom and energy gaps of different sym-
metry arrangements for 4 O vacancies.
Immediately apparent is the range of energy gaps across the different
structures, with the difference between the largest and smallest being∼0.9 eV.
The density of states is plotted for all structures in Fig. 5.18, from which it
is clear that the σ-σ∗ gap is once again relatively unaffected by the partial
restoration of the sp2 bonding network.
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(a) Va4 (b) V
b
4
(c) Vc4 (d) V
d
4
(e) Ve4 (f) V
f
4
(g) Vg4 (h) V
h
4
Figure 5.17.: Different symmetry arrangements from the removal of 4 O
atoms. C atoms not forming part of functional groups are
again coloured darker for clarity.
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Figure 5.18.: Density of states (PBE0) for different symmetry arrangements
of 4 O vacancies. The σ and σ∗ states are again relatively
unaffected, however there are marked differences within the
σ− σ∗ gap.
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This is yet another validification of the accuracy and applicability of the
calculations presented here, as it agrees with experimental observations of
quite uniform UV absorption across widely differing GO and rGO sam-
ples. It also helps to explain the observation of broad PL peaks [99] and
sometimes seemingly inconsistent PL spectra [108]. As discussed before,
chemically reduced GO is rather inhomogeneous and a range of sp2 do-
mains of differing size and shape can be expected to form. These will each
be associated with unique π-π∗ transitions as observed from these calcula-
tions, thereby contributing to PL across a range of wavelengths.
This also serves to highlight the importance of further development of
precise “bottom-up” techniques for the production of GO with precisely
tunable and consistent optical and electronic properties [175]. While there
is no doubt that “top-down” synthesised GO and rGO are useful materials,
the inherent limitations over the control of the topology of the sp2 and
functionalised domains will limit photonic device performance.
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Absorption properties
The energy gaps predicted by the hybrid functionals run through the range
of photon energies from the UV, through visible, to IR spectrum. The abil-
ity to tune the gap through this range is most advantageous for photonics
applications if optical transitions are allowed [176]. In the same manner
as for GO, the optical dipole matrix elements are calculated to determine
whether or not this is the case. The dipole matrix elements for the struc-
tures of highest symmetry and greatest stability are presented in Tab. 5.12.
PBE0 B3LYP
nvac px[eV Å] py[eV Å] pz[eV Å] px[eV Å] py[eV Å] pz[eV Å]
1 2.8015 3.0901 0.0002 2.6616 3.0505 0.0002
2 3.6151 0.0028 0.6729 3.3545 0.0026 0.6353
4 2.7778 0.0002 0.3659 2.5103 0.0001 0.3351
8 2.5758 0.0001 0.1261 2.1590 0.0001 0.1105
12 1.0026 0.0000 0.0211 0.7835 0.0000 0.0164
Table 5.12.: Dipole matrix elements of rGO.
All GQD structures can be seen to be optically active. All transitions
allowed according to the point group symmetry of the structure are active.
With the exception of the first structure with only one O atom removed,
all share the Cy2 symmetry of their fully oxidised counterpart. Unlike GO,
however, both x- and z- polarisations are active. The local symmetry in the
vicinity of the O vacancy region for the structure with a single O vacancy
is also of C2 symmetry, but with the principle axis aligned along the z-
direction. The Cz2 character table is provided for reference below.
For this point group, the irreducible representations allow transitions of
either z- or both x- and y-polarisation, of which the latter is evident. To gain
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E Cz2 linear, rotations quadratic
A 1 1 z, Rz x2, y2, z2, xy
B 1 -1 x, y, Rx, Ry yz, xz
Table 5.13.: Cz2 character table.




























(a) 1 O vacancy.




























(b) 2 O vacancies.




























(c) 4 O vacancies.




























(d) 8 O vacancies.




























(e) 12 O vacancies.
Figure 5.19.: Absorption cross sections (PBE0), calculated using Eq. 4.7.
Strong UV absorption is evident in all structures, while ab-
sorption peaks at the π − π∗ gap can be seen to redshift with
decreasing O coverage.
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further insight into the optical activity of rGO, the absorption cross section
for each structure is calculated, as shown in Fig. 5.19. Strong absorption
of UV light is apparent in all structures, while peaks associated with tran-
sitions at the fundamental gap are seen to move towards the visible and
finally IR parts of the spectrum. Although all structures with 2 or more O
vacancies have allowed pz transitions at the HOMO-LUMO gap, absorption
here is seen to be very weak, with px dominating. In all cases, z-polarised
absorption only becomes clearly noticeable at higher (UV) photon energies.
Beyond the gap, py absorption is dominant, again in all cases.
nvac τ
rad
i f (PBE0) [ns] τ
rad







Table 5.14.: Radiative transition times of GO and rGO.
Radiative transition times for the structures of highest symmetry are pre-
sented in Tab. 5.14. The trend of increasing radiative times with the de-
crease of O coverage is to be expected [173]. Radiative lifetimes are inverse
proportional to the modulus squared of the relevant dipole matrix element
(see Eq. 4.6). The dipole matrix elements decrease in magnitude along with
the energy gap, thereby explaining this behaviour. The radiative lifetime
for the structure with 8 O vacancies, which has an energy gap of ∼1 eV,
is approximately two orders of magnitude greater than for inorganic semi-
conductor QDs with a similar gap. The long radiative times are highly
desirable for photovoltaic applications. Indeed long radiative times on the
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order of µs, as with the structure with 12 O vacancies, have been measured
in polymer solar cells using GO in carrier transport layers [119].
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Inclusion of hydroxyl functional groups
Finally, in order to investigate the effects of the inclusion of hydroxyl func-
tional groups on the electron and optical properties of rGO,1 three struc-
tures chosen to be representative were modified and calculations were
repeated in the same manner as previously. Adsorbates were again dis-
tributed evenly above and below the graphene sublattice in order to min-
imise Coulomb repulsion and maintain structural stability. This was achieved
by removing epoxy moieties in pairs and replacing each with two hydroxyl
groups, as shown in Fig. 5.20. Two of the supercells were formed in order
to preserve the point group symmetry (Figs. 5.20(a) and 5.20(c)), while the






nvac 4 4 8
EB3LYPg [eV] 2.364 1.814 0.900
px [eV Å] 2.536 0 0.336
py [eV Å] 0.327 0.160 0.165
pz [eV Å] 2.248 0 0.124
EPBE0g [eV] 2.630 2.209 1.050
px [eV Å] 2.803 0 0.368
py [eV Å] 0.424 0.140 0.187
pz [eV Å] 2.571 0 0.142
Table 5.15.: Energy gaps and dipole matrix elements for OH containing
structures.
As can be seen by comparing the energy gaps for structures including
hydroxyl moieties in Tab. 5.15 with those for the corresponding purely
1 Given that carbonyl and carboxyl moieties are known to form on the edges of GO flakes,
the use of periodic boundary conditions precludes the study of these.
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Figure 5.20.: Quantum dot structures with hydroxyl functional groups.
Epoxy groups are replaced with pairs of hydroxyl groups. The
C
y
2 symmetry of the purely epoxy functionalised structure is
deliberately broken in (b).
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epoxy functionalised structures in Tab. 5.10, the presence of these func-
tional groups does not significantly affect the electronic structure. Indeed,
the difference in energy gaps between the corresponding structures with
preserved symmetry is almost negligible. For 4 O vacancies, the difference
in the PBE0 energy gap is 36 meV, while for 8 O vacancies it is a mere 6 meV.
The difference in dipole matrix elements is similarly very small. Of much
greater significance is the disruption of symmetry, in which case the differ-
ence between the PBE0 energy gaps is 0.385 eV. The removal of symmetry
also means that all dipole transitions are optically allowed.
This serves as a final confirmation that the choice of a purely epoxy
functionalised model of GO and rGO is representative of the real material.
Moreover, it adds weight to the conclusion drawn at the end of section 5.4.2
that the electronic and optical properties of rGO are strongly influenced by
the symmetry of the sp2 and functionalised domains.
6CONCLUS IONS
summary of findings
A detailed review of the literature, presented in chapter 2, revealed that
graphene oxide (GO) and reduced graphene oxide (rGO) possess many
fascinating and useful electronic and optical properties that make them
promising materials for photonics applications. Of particular value to this
end is the fact that these properties are highly tunable by manipulation of
the bonding. This can be done by oxidisation of graphene to create sp3
hybridised domains, thus disrupting the π bonding network responsible
for graphene’s electronic properties. Conversely, GO can be reduced to
form sp2 domains within the wider sp3 matrix.
A considerable amount of research has been focused on attempting to
understand the mechanisms involved in the oxidisation of graphene and
reduction of GO, the exact nature of the optical and electronic properties,
and the exploitation of these in the design and production of photovoltaic
cells, photocatalysts. optical sensors, and even targeted cancer drugs.
Yet, there is still debate over such fundamental issues as to what actually
constitutes GO and rGO and the origin of and mechanisms for photolumi-
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nescence (PL), for example. Theoretical and computational studies have an
important role to play in the ultimate understanding of these matters. In-
deed, many studies based on density functional theory (DFT) simulations
and other theoretical techniques have been conducted and published in this
regard. However, most existing DFT studies of the optical and electronic
properties of GO and rGO are limited by the failure of DFT to accurately
predict the energy gap, the most important factor for this.
Therefore, in an effort to gain a finer insight into these properties, a
detailed study of rGO based on hybrid DFT has been carried out. It has
been demonstrated by means of a small comparative study of the predictive
capabilities of ab initio and hybrid DFT in the calculation of the energy gaps
of well-known III-V semiconductors that the latter is a powerful tool for this
purpose.
Using an epoxy functionalised model of GO, quantitative prediction of
the energy gap at varying levels of reduction has been made. From the
B3LYP calculations, the band gap of fully sp3 hybridised GO is predicted
as 6.5 eV. This agrees almost perfectly with experimental measurements of
the σ-σ∗ transition of GO, which is responsible for the observed strong UV
absorption. Upon removal of O atoms from a GO supercell, the σ-σ∗ gap
is shown to remain relatively static, in further agreement with experimen-
tal observations. The associated decrease of the energy gap is shown to
originate from the emergence of C π and π∗ states inside the σ-σ∗ gap.
Calculations of the dipole matrix elements of GO confirm that the funda-
mental gap is optically active and polarisation selective. The principal com-
ponents of the dielectric constant, ǫxx = 1.291, ǫyy = 1.387, and ǫzz = 1.087
(again from B3LYP) show GO to be optically anisotropic, which is an intrin-
sic property of 2D materials.
6.1 summary of findings 96
For rGO structures in which the symmetry of GO is maintained and the
removal of O atoms forms “islands” of sp2 conjugated carbon, the evolu-
tion of the energy gap is shown to fit an exceptionally simple relationship,
Eg(nvac) = E0g exp[−0.25nvac], where E0g is the band gap of GO and nvac is
the number of O atoms removed from the supercell. This suggests that the
energy gap of GO can be tuned from the range of UV, through visible and
down to infrared light. This is in line with observations from UV-visible
spectroscopy of the red-shift of absorption peaks during the reduction of
GO.
An inspection of the highest occupied (HOMO) and lowest unoccupied
(LUMO) molecular orbitals in these structures shows them to be highly
localised to the graphene domains. The restoration of sp2 bonding is ev-
idenced by the characteristic π bonds. This suggests that these domains
may be described as graphene quantum dots (GQDs) embedded in a GO
super-lattice.
An exploration of the effect of symmetry breaking on the energy gap
predicts a wide range, across 0.9 eV, of gaps from structures with the same
number of epoxy functional groups. This suggests an explanation for the
observation of broad PL peaks from samples of chemically reduced GO, in
that PL emission likely originates from multiple sp2 domains of varying
shape and size and hence different π-π∗ gaps. This prediction also poses a
challenge for the production of GO and rGO with consistent properties.
Calculated absorption cross-sections for the GQD structures show rGO
to be dichroic and predict strong absorption in the UV range along with
polarisation-selective absorption at the π-π∗ gap. Long radiative lifetimes
are predicted, which are of great importance to achieve carrier separation
in photovoltaic devices.
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The addition of hydroxyl moieties to three supercells confirms that the
electronic structure of rGO is dominated by epoxy groups. Comparing
calculated energy gaps from the related structures with and without hy-
droxyl groups show little difference when the symmetry is not modified.
In the case where symmetry was deliberately broken, a significant change
of ∼0.5 eV is caused. This falls in line with the other calculations where
the symmetry has been reduced. This result provides further justification
for the use of a purely epoxy functionalised model of GO and reiterates
the importance of symmetry in the manipulation of the optical properties
of rGO.
further work and evaluation of methodology
Although the results and analysis presented offer substantial insight into
the optical properties of GO and rGO and aid in the explanation of many
experimental observations, there are some limitations of the methodology
employed. For example the structure adopted is an ideal one, whereas
experiments are typically carried out on GO and rGO flakes in suspension
or sheets and membranes on a substrate. In the latter case, the orbitals
from the substrate can contribute to the sp3 hybridised bonds. It would
therefore be interesting to repeat some of these calculations for a sheet of
GO on an SiC [111] surface, or similar, to simulate how this affects the
optical properties.
It would also be of interest to recalculate the adsorption energies us-
ing dispersion corrections, such as Grimme’s methods [177]. This was
not initially considered as the O adatoms are chemisorbed rather than ph-
ysisorbed to the surface. It would be useful to quantify this, however.
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An additional limitation of the study is the size of the supercell used. The
largest embedded GQD was formed by the removal of 12 O atoms. Calcula-
tions with 16 O atoms proved to be impossible to converge, almost certainly
owing to spurious interactions as a result of the supercell being too small.
Resource limitations prevented larger calculations being performed, how-
ever with the current availability of a larger HPC cluster it would be most
interesting to determine at which point the system undergoes transition to
a conducting state.
Finally, in comparison to when this study was started, the size of systems
that can simulated using the GW approximation has increased considerably.
Although comparison to experiment suggests that the B3LYP calculated
energy gaps are accurate, it would be of great benefit to repeat some of
the calculations at this level of theory for comparison. This would also
facilitate the study of excitons in the GQDs.
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0 0 1 0.0 1.0
0.1596000 1.0000000
0 0 1 0.0 1.0
4.5300000 1.0000000
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0.5456000 0.5085570
0 2 1 0.0 1.0
0.1785000 1.0000000
0 2 1 0.0 1.0
14.5570000 1.0000000
0 3 1 0.0 1.0
0.5500000 1.0000000
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0 0 1 0.0 1.0
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