Abstract. Multi-label learning aims at predicting potentially multiple labels for a given instance. Conventional multi-label learning approaches focus on exploiting the label correlations to improve the accuracy of the learner by building an individual multi-label learner or a combined learner based upon a group of single-label learners. However, the generalization ability of such individual learner can be weak. It is well known that ensemble learning can effectively improve the generalization ability of learning systems by constructing multiple base learners and the performance of an ensemble is related to the both accuracy and diversity of base learners. In this paper, we study the problem of multi-label ensemble learning. Specifically, we aim at improving the generalization ability of multi-label learning systems by constructing a group of multilabel base learners which are both accurate and diverse. We propose a novel solution, called EnML, to effectively augment the accuracy as well as the diversity of multi-label base learners. In detail, we design two objective functions to evaluate the accuracy and diversity of multilabel base learners, respectively, and EnML simultaneously optimizes these two objectives with an evolutionary multi-objective optimization method. Experiments on real-world multi-label learning tasks validate the effectiveness of our approach against other well-established methods.
Introduction
Traditional supervised learning works on the single-label scenario, i.e. each instance is associated with one single label within a finite set of labels. However, in many real-world applications, one instance can be associated with multiple labels simultaneously. For example, in text categorization, each document may belong to several topics [20] ; in bioinformatics, each gene may be associated with a number of functional classes [6] . This kind of problem is called multi-label learning, which corresponds to the classification problem of classifying each instance with a set of labels within the space of possible label sets. Multi-label learning has been drawing increasing attentions from the machine learning and data mining communities in the past decade [5, 13, 25] . The multi-label learning faces a major challenge that the number of possible label combinations grows exponentially. Conventional multi-label learning approaches focus on exploiting the label correlations to improve the accuracy of individual multi-label learner [5, 13, 15, 17, 25] . These approaches can be roughly characterized into the following two categories based on the strategy of constructing the learning system: (1) Multi-label learning approaches based upon individual multi-label learner (shown in Figure 1(a) ). In this type of approaches, a multi-label learner is constructed to make predictions on all labels. The label correlations are exploited in the structure or learning process of the multi-label learner, such as the neural network structure in ML-RBF [21] and the Bayesian learning in LEAD [25] . (2) Multi-label learning approaches based upon a group of single-label learners (shown in Figure 1(b) ), such as EPS [14] and RAKEL [17] . Ensemble learning is used to construct such a group of single-label base learners. Each base learner in the ensemble is constructed to make a prediction on a single label or atomic label (i.e. treating each label subset as a class label). Then those base learners are combined as one multi-label learner to make predictions on all labels. The label correlations are usually exploited among these single-label base learners.
Generally, conventional multi-label learning approaches focus on building one individual multi-label learner. However, the generalization ability of one individual learner can be weak. It is well-known that ensemble learning can improve the generalization ability of a learning system and reduce the overfitting risk by constructing multiple base learners in the single-label setting. In the case of multi-label learning, if we ensemble a group of multi-label base learners to make predictions on all labels, the generalization ability of the multi-label learning system can be significantly improved. This is called the multi-label ensemble learning problem (shown in Figure 1(c) ). Since the generalization error of an ensemble is related to the average generalization error of the base learners as well as diversity among the base learners [10] , the aim of multi-label ensemble learning is to build a group of multi-label base learners which are not only accurate but also diverse. Note that, different from previous ensemble methods for multi-label learning which combine a group of single-label base learners into one multi-label learner, the base learners in the multi-label ensemble learning are the multi-label learners, instead of the single-label learners.
Despite its value and significance, the multi-label ensemble learning has rarely been studied in this context so far. It is challenging to generate a set of accurate and diverse multi-label base learners in the multi-label scenario. The major research challenges are as follows: (1) Conventional ensemble learning approaches usually focus on single-label learning problems. When it is applied to multi-label learning problems, one of the difficulties is the accuracy evaluation of multi-label base learners, which needs to consider the correlations among different labels. (2) In multi-label scenario, it is also difficult to evaluate the diversity of multi-label base learners, since the output of the base learners is a label set (vector), instead of a single label (scale number). (3) It is far more complex when considering the accuracy and diversity of multi-label base learners simultaneously. We need to consider how to balance the trade-off between these two aspects.
In this paper, we first study the problem of multi-label ensemble learning and propose a novel solution, named EnML. Different from conventional multi-label learning approaches, EnML builds a group of accurate and diverse multi-label base learners. First, we propose two novel evaluation objectives to effectively depict the accuracy and diversity of multi-label base learners, respectively. Inspired by the Hilbert-Schmidt Independence Criterion (HSIC) [8] , ML-HSIC is proposed to evaluate the accuracy of base learners while considering the label correlations in full order. Enlightened by the Negative Correlation Learning (NCL) [11, 12] , ML-NCL is proposed to characterize the diversity of base learners. In order to balance the trade-off between these two objectives for the generalization ability of the ensemble, we then propose a novel evolutionary multi-objective algorithm to search the optimal trade-off among the different objectives. Extensive experiments on the different types of multi-label datasets show that EnML significantly outperforms other popular multi-label learning approaches.
Related Work
In order to improve the generalization ability of multi-label learner system, conventional approaches focus on building an accurate multi-label learner by exploiting the label correlations. According to strategies of building learner, conventional multi-label learning approaches can be roughly classified into following two categories. (1) The first type of approaches build an individual multi-label learner to make predictions on all labels. The multi-label learner uses different methods to exploit the label correlations, such as learner structure, optimized criterion, and learning algorithm. For example, the neural network structures in ML-RBF [21] and BP-MLL [23] mix the label relations, the ranking loss criterion [6, 25] considers the second order correlation of labels, and the Bayesian learning in LEAD [25] learns the label dependency. EnML is different from this type of approaches in building a group of multi-label learners. (2) The second type of approaches build a set of single-label base learners. In these approaches, each single-label base learner is built to make a prediction on a single label or atomic label, and then these base learners are combined as a multi-label learner. The label correlations can be exploited among these base learners. Ensemble learning is usually used to build such a set of single-label base learners [14] [15] [16] [17] . For example, RAKEL [17] trains each single-label base learner for the prediction of each element in the powerset of label set, and the single-label base learner in EPS [14] is built for a pruning label subset. Different from these ensemble methods for multi-label learning, the base learners in EnML are the multi-label learners.
Ensemble of multiple learners has attracted a lot of research interest in the machine learning community since it is considered as a good approach to improve the generalization ability [2] . Most ensemble learning algorithms train the individual learner independently or sequentially, so the advantages of interaction and cooperation among the individual learners are not effectively exploited. However, Liu and Yao [11, 12] have shown that the cooperation with ensemble members is useful for obtaining better ensembles. Negative Correlation Learning (NCL) [3, 11, 12] introduces a correlation penalty term into the error function of each individual base learner in the ensemble so that the learners are as different as possible on the training error. NCL emphasizes the interaction and cooperation among individual base learners in the ensemble and has performed well on a number of empirical applications. However, the conventional NCL focuses on single-label learning, and has never been applied in multi-label learning so far.
The EnML Method
, where x i ∈ χ is the i-th instance and Y i ⊆ L is the label set associated with x i . The task of multi-label learning is to learn a multi-label learner h : χ → 2 L from D which predicts a set of labels for each unseen instance.
As we all know, the ensemble can improve the generalization ability of learning systems by constructing multiple base learners, and the ensemble members should be accurate and diverse [10] . In multi-label ensemble learning, we aim at building such an ensemble, in which each multi-label base learner has good classification performances while these base learners are as diverse as possible. To do so, we propose a multi-objective optimization based solution. Concretely, we proposes two novel criteria, ML-HSIC and ML-NCL, to evaluate the accuracy and diversity of multi-label base learners, respectively. An evolutionary multiobjective optimization algorithm is then designed to train a set of multi-label base learners which are diverse and all optimal in these two proposed criteria.
Measure Criteria
ML-HSIC . Many criteria have been proposed to evaluate performances of multi-label learning, such as hamming loss [21] and ranking loss [23] . These criteria can be used as the accuracy evaluation. However, they fail to directly address the correlations between different labels. An ideal criterion needs to be able to evaluate the accuracy of learners while considering the label correlations.
The accuracy of a multi-label learner h can be considered as the similarity of the true label set T L = {Y 1 , · · · , Y m } and the predicted label set by h on the training data D, P L = {h(x 1 ), · · · , h(x m )}. Furthermore, the similarity can be evaluated with the dependence between P L and T L. That is, the higher dependence between P L and T L, the more similar they are. Many methods can be used to characterize the dependence. In this paper, we derive an evaluation criterion for multi-label learning based upon a dependence evaluation method named Hilbert-Schmidt Independence Criterion (HSIC) [8] . By deriving from the definition of HSIC, we define the accuracy of a learner h as follows: 
ML-HSIC(h) = tr(P HQH) (1) where tr(·) is the trace of a matrix and H
) . The ML-HSIC has the following two advantages: (1) It can effectively evaluate the dependence of T L and P L; (2) The appropriate kernel function can be used to exploit the label correlations. Here, many kernel functions can be applied in P and Q. For example, by using the polynomial kernel of the second degree in the label kernel Q, the second order label correlations can be considered. In this paper, we use RBF kernel in P and Q, since the RBF kernel can potentially exploit the correlations among labels in full order. Therefore, different from conventional accuracy criteria, ML-HSIC effectively evaluates the accuracy of multi-label learners with fully considering the correlations among labels.
ML-NCL. Evaluating the diversity of multi-label learners is much more challenging than single-label learning, because, in multi-label learning, the output are a set of labels, instead of a single label. Inspired by the success of Negative Correlation Learning (NCL) in single-label ensemble learning [3, 11, 12] , we propose a criterion to evaluate the diversity of multi-label learners, called ML-NCL.
Similar to NCL, the basic idea of ML-NCL is to evaluate the negative correlation of each base learner's error with the error for the rest of ensemble. Formally, ML-NCL is defined as follows:
L means the output of leaner h j on data x i . h ens is the output of the ensemble of N base learners, which is defined as follows:
The definition shows that ML-NCL(h j ) characterizes the significance of difference between the multi-label base learner h j and the ensemble h ens on training error. Maximizing ML-NCL encourages the multi-label base learners to perform differently on training error, so it increases the diversity of base learners. The benefits of ML-NCL come from two aspects: (1) It evaluates the diversity of vectors, instead of scale numbers, so ML-NCL can be considered as a multi-label version of NCL. (2) It exploits the correlations among multi-label base learners, which has never been done before.
Multi-objective Optimization Solution
After two criteria are proposed to evaluate the accuracy and diversity of multilabel learners, the next problem is how to optimize them. Different from the single-objective optimization in conventional machine learning, this is a multiobjective optimization problem, i.e. simultaneously maximizing ML-HSIC and ML-NCL. It can be solved through converting the multi-objective optimization into a single objective optimization by weight sum method. However, this method greatly suffers from the weights setting, because the generalization ability of ensemble largely depends on the trade-off between these two objectives. In this paper, we makes use of an Evolutionary Multi-objective Optimization technology (EMO) [4] to balance the trade-off, since EMO can automatically find optimal trade-off through population evolutionary. Without loss of generality, we focus on solving the multi-objective minimization problem in the following section. The maximization of ML-HSIC and ML-NCL can be easily converted into a minimization problem. A good EMO needs to generate a set of solutions that uniformly distributed along the Pareto optimal front [18] , which includes two key issues: (1) solutions prone to converge to Pareto optimal front and maintain diversity in the evolutionary process; (2) generating promising solutions in each generation. In order to make EMO fit for multi-label learning, we design many novel mechanisms in the following two sections.
Multi-objective Optimization Mechanism
In this section, we apply the non-dominated-sort and density-assignment process to make the solutions converge to Pareto optimal front and maintain diversity, respectively.
Non-dominated-sort. The non-dominated-sort process sorts solutions according to their raw fitness (i.e. ML-HSIC and ML-NCL). Instead of the raw fitness, this paper employs the rank-based fitness assignment [7] to reassign the fitness (i.e. a rank value) to the solutions, because the rank-based fitness assignment behaves in a more robust manner. In the rank-based fitness assignment, the solution set is divided into different fronts according to their dominating relations of raw fitness. An example is shown in Figure 2 (ML-HSIC and ML-NCL are minimized here). The solutions in the same front are non-dominated to each other (e.g. solution A and B ) and solutions in the higher front are always dominated by some solutions in the lower front (e.g. C in F 2 is dominated by B in F 1 ). In
Density-assignment.
Along with convergence to the Pareto optimal front, it is also desired that an Evolutionary Algorithm (EA) maintains a good spread of solutions. So the solution in the crowded region is more likely to be deleted. To get a density estimate of solutions surrounding a particular solution in the population, we design the density-assignment process that calculates the average distance of two solutions on either side of this solution along each of the objectives. It is simple and effective to estimate the density of solutions. The density estimation of solution h i , h density i , serves as the perimeter of the cuboid formed by using the nearest neighbors as the vertices. As shown in Figure 2 
That is, between two solutions with different non-domination ranks, we prefer the solution with the lower rank. Otherwise, if both solutions belong to the same front, then we prefer the solution that is located in a less crowded region. After sorting the population with ≺, select-population process selects top solutions, and guarantees that good solutions will be kept.
Base Learner and Evolutionary Operators
In the framework of EnML, many multi-label base learners can be used, such as HMC tree [19] , BP-MLL [23] and ML-RBF [21] . Different types of base learners will lead to different genetic representation and operation. Because the structure can be effectively encoded and the weights can be efficiently calculated in close form, we select the RBF neural network in ML-RBF [21] as the multi-label base learner in EnML, however an additional regularization term is added to reduce overfitting risks.
The architecture of RBF is shown in Figure 3 layer of RBF is composed of L sets of prototype vectors, i.e. 
The scale coefficient α controls the structure and complexity of RBF base learner. Different from the error function in original RBF, we add a regularization term into the error function. The regularization term greatly reduces the overfitting risk and improves the stability of solutions as observed in the experiments.
where y l (x i ) represents the predicted value of instance x i on label l, t i l is the real value of instance i on label l, K = L l=1 k l , and γ is the regularization coefficient. Similar to the derivation of minimizing the error function by scaled-conjugategradient descent in [3] , the optimal output weights W can be computed in closed form by
K+1)×L with elements w jl , and T = [t il ] m×L with elements t il = t i l . Through extensive experiments, the regularization coefficient γ is fixed at 0.1 in this paper.
Genetic representation. According to the structure of RBF, we propose a novel genetic representation that is the sequence of prototypes {bias, c
An example is shown in Figure 3(a) . The genetic representation has the following advantages. (1) When the prototypes (c) are determined, the basis functions (φ) and the weights (W ) can be efficiently computed. It means the performance of RBF mostly depends on the selection of the prototypes. (2) It is easy to design the crossover and mutation operators by tuning these prototypes. 
Algorithm 1 EnML
Initialization. When the base learner is RBF, the initialization operation of EnML generates a set of RBF learners with different scale coefficient α (see Equation 5 ). As suggested in [21] , α is randomly selected from [0.01, 0.02] in the experiments, which generates a set of RBF base learners with different structures.
Generate-offspring. Generating new solutions is realized by the generateoffspring process. The basic idea is to randomly select parent solutions from the current population based on the roulette wheel selection [1, 3] and do crossover and mutation operation to generate new solutions with the ratio of cro Rat and 1 − cro Rat respectively. Following the general rule in EA, cro Rat is fixed at 0.8 in this paper.
The roulette wheel selection [1, 3] assigns each solution with the appropriate selection pressure, and guarantees the better solution with a high and appropriate selected probability. This paper adapts the cut and splice crossover [9] which randomly chooses a crossover point for two RBFs and swaps their prototypes beyond this point. Different from traditional cut and splice crossover, the crossover point in EnML is randomly selected between two prototype vectors, rather than in a arbitrary position. It guarantees that each prototype vector in the newly generated RBF is unabridged cluster centroids. Figure 3(b) shows an example of crossover operation. The mutation operator randomly selects some prototype vectors in a RBF, and does the following two structural mutation operations with the same probability. (1) Randomly delete a prototype. (2) Add one prototype whose center is determined by a random combination of all centroids in this prototype vector. The width of the centroid of the new RBF is recalculated as in [21] . The weights are calculated following Equation 7.
Algorithm Framework
EnML is described in Algorithm 1. In the model training phase, EnML transforms the optimized objectives (i.e. ML-HSIC and ML-NCL) to a fitness measure by the creation of a number of fronts, sorted according to non-dominated-sort. After the fronts have been created, density-assignment assigns its members with a density value later to be used for diversity maintenance. In each generation, N new solutions are generated with generate-offspring. Of the 2N solutions, select-population selects the N best solutions for the next generation. In this way, a huge elite can be kept and optimized from generation to generation. In the testing phase, all solutions predict labels of unseen data and combine their results with a simple vote. Note that EnML can not only optimize ML-HSIC and ML-NCL but also directly optimize either of these two objectives.
Experiments

Experimental Setup
Data Collections: We tested our algorithm on seven real-world multi-label classification datasets from three different domains as summarized in Table 1 . The first dataset is Yeast [15, 21, 23, 25] in biology, where the task is to predict the gene functional classes of the Yeast Saccharomyces cerevisiae. The second dataset Image [15, 21, 23, 25] involves the task of automatic image annotation for scene images. The other five dataset are from Yahoo [21, 24] , where the task is to predict topic categories of each text document. Evaluation Metrics: Here we adopt five state-of-the-art multi-label evaluation metrics which are most popular in the literature. Assume we have a multi-label dataset U containing n multi-label instances (x i , Y i ). Let h(x i ) denote the predicted label set of a multi-label learner h for x i , and the real-valued function f (x i , y l ) ∈ R represents the ranking quality score of learner h on label y l for input x i . We have the following evaluation criteria:
• hamming loss [5, 22] : evaluates the number of labels whose relevance is incorrectly predicted.
where stands for the symmetric difference of two sets (XOR operation), and . 1 denotes the l 1 -norm. The smaller the value, the better the performance.
• ranking loss [6, 25] : evaluates the average fraction of label pairs that are misordered for the instance.
where
The smaller the value, the better the performance.
• one-error [6, 25] : evaluates how many times the top-ranked label is not in the set of proper labels of the instance.
one-error(h,
Here for predicate π, [π] equals 1 if π holds and 0 otherwise. The smaller the value, the better the performance.
• coverage [6, 25] : evaluates how many steps are needed, on average, to move down the ranked label list in order to cover all the proper labels of the instance.
• average precision [6, 25] : evaluates the average fraction of proper labels ranked above a particular label y ∈ Y i .
The larger the value, the better the performance.
Compared Methods: In order to test performance of our proposed EnML, we do comprehensive comparison with the most representative multi-label learning approaches, including ML-RBF [21] , the base learner of our approach, and two ensemble based approaches: ECC [15] and RAKEL [17] . In addition, in order to validate the effectiveness of two objective functions, we include two special cases of EnML that only optimize one single objective (i.e. ML-HISC or ML-NCL). These approaches are briefly summarized as follows.
• EnML: the proposed approach in this paper. It simultaneously optimizes two objectives: ML-HSIC and ML-NCL.
• EnML HSIC : a special case of EnML, which only optimizes ML-HSIC.
• EnML N CL : a special case of EnML, which only optimizes ML-NCL.
• ML-RBF [21] : the multi-label learning algorithm based on RBF neural network, which is also the base learner we use in EnML.
• ECC [15] : an ensemble method for multi-label learning based on the bagging of classifier chains.
• RAKEL [17] : another ensemble method for multi-label learning, where the single-label base learner is trained for a small random subset of labels.
In order to fit for EnML as a minimization problem, we convert the original objectives into an equivalent minimization problem as follows:
Note that the two new objectives both need to be minimized and fall in [0, 1] , such that it is convenient to perform non-dominated-sort and density-estimate process in our evolutionary multi-objective optimization algorithm. As in [21] , ML-RBF is implemented with fixed default parameters (α = 0.01 and µ = 1.0). For ECC, the ensemble size is set to 10 and sampling ratio is set to 67% as suggested in the literature [15] . For RAKEL [17] , we always set the parameter k as |L| 2
to provide the highest accuracy. The population size and running generation of EnML based approaches are set as 30 and 10 respectively in all experiments.
Performance Comparison
We perform ten-fold cross-validation on each experimental dataset. On each dataset, we report the mean values performance and standard deviations for each algorithm with the rank based on its results indicated in the parentheses. All experiments are conducted on machines with Intel Xeon Quad-Core CPUs of 2.26 GHz and 24 GB RAM. The performances of six algorithms are shown in Table 2 to Table 6 . It is clearly shown that EnML significantly outperforms the other baseline methods, including the non-ensemble method ML-RBF and two ensemble methods ECC and RAKEL, on all criteria and datasets. The small standard deviations of the rank values of EnML (ranging from 0 to 0.49) also indicate the superior of EnML is consistent on all datasets and evaluated criteria. The results illustrate that the ensemble in our EnML can effectively improve the generalization performance in multi-label learning, compared to non-ensemble methods (e.g. ML-RBF). In addition, the superior of EnML over those ensemble methods for multi-label learning (e.g. ECC and RAKEL) also confirms our assumption: the ensemble of multi-label base learners is more effective to improve the generalization ability of multi-label learning system than the ensemble of single-label base learners. We think one of the important reasons behind the performance improvement of EnML lies in our EnML emphasizes the diversity of multi-label base learners by explicitly optimizing a diversity-related objective, which has never been done in multi-label learning so far.
Then we further study the effect of objective functions in our EnML method on the performances by comparing EnML with EnML HSIC and EnML N CL . From Table 2 to Table 6 , we can also observe that the three versions of EnML rank top three on most criteria and they always have the best performance on each dataset. By optimizing the diversity-related objective ML-NCL, EnML N CL generates a set of diverse base learners, so EnML N CL outperforms the base learner ML-RBF on most criteria. However, without optimizing the accuracy of individual base learner, EnML N CL performs worse than EnML on all criteria. Although EnML HSIC can achieve a little better performances than EnML in hamming loss, one-error, and average precision on some datasets, however, on the other two criteria, ranking loss and coverage, EnML HSIC is not only worse than EnML and EnML N CL , but also worse than the base learner ML-RBF. It can be explained that EnML HSIC optimizes the accuracy-related objective ML-HSIC, which makes it perform well on the ML-HSIC related criteria, such as hamming loss, one-error, and average precision. However, without emphasizing the diversity of base learners, the optimal base learners obtained by EnML HSIC can be very similar with each other, thus the generalization ability of the ensemble can be weak. By considering the accuracy and diversity objectives simultaneously, EnML can obtain a group of accurate and diverse multi-label base learners and the population evolutionary strategy in EnML automatically finds the optimal trade-off between these two objectives. As a consequence, EnML consistently improves the generalization ability of multi-label ensemble, thus it comprehensively boosts the multi-label classification performances.
Parameter Settings
In this section, we study the effects of the parameters in our EnML method. There are two genetic operation related parameters in EnML, i.e. the population size N and the running generation G. We perform the experiment on 2000 instances of the Arts dataset in Yahoo dataset collection [21, 24] with ten-fold cross-validation under different parameter configurations. Specifically, when the population size N is set as 10, 30, and 50, we report the average of objective values, running time and weights (sum of absolute values in W ). The results are shown in Figure 4 .
From Figure 4 (a) and (b), we can clearly observe that ML-NCL goes up but ML-HSIC goes down when the running generation increases. The different trend of these two objectives indicate that they have the intrinsic conflict. It is not surprising. The maximization of the ML-HSIC guides the predicted labels of base learners to converge to the real labels. So it makes these base learners identical. However, the maximization of the ML-NCL encourages base learners to be as diverse as possible on the training error. Therefore, these two objectives are naturally conflicting. The conflict makes EnML seek to find a good balance between the two objectives by population optimization. Note that here ML-HSIC and ML-NCL just evaluate the accuracy and diversity of base learners, not the performance of the ensemble. The decrease of ML-HSIC does not mean the degradation of the ensemble. In fact, the increase of ML-NCL shows that base learners become more diverse, which helps to improve the performance of the ensemble. Figure 4(c) shows that the weight goes down and then goes up when the running generation increases. We think the reason is that ML-NCL helps to control the model complexity. However, when the running generation becomes too large, these learners become more complex, and thus their weights increase. If we do not add the regularization term in the error function of RBF (see Equation 6 ), the weights will increase sharply, which means these learners are overfitting. 
Conclusion
In this paper, we first study the multi-label ensemble learning problem which aims at building a set of accurate and diverse multi-label base learners to improves the generalization ability of multi-label learning system. In order to solve this problem, we propose a novel solution EnML. With an evolutionary multiobjective optimization method, EnML simultaneously optimizes two objective functions that evaluate the accuracy and diversity of multi-label learners, respectively, and constructs a set of accurate and diverse multi-label base learners to make predictions. Extensive experiments show that EnML can effectively improve the generalization ability of multi-label learning system and thus boosts the predictive performance for multi-label classification. 
