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INTRODUCTION 
A problem that has plagued research scientists for many years is 
that of model specification in regression situations. In many fields of 
application it is possible that the variable of interest may be related 
functionally to a number of other variables, and which of these should be 
chosen to accurately predict the variable in question is a matter of 
utmost importance. Many different rules for deciding which are the 
"necessary" variables have been proposed by various people, but very 
few of these rules have been investigated from a theoretical standpoint. 
Such examination is necessary, of course, because most of the 
common rules for deciding which independent variables to keep involve 
preliminary tests of significance of one sort or another. Such 
preliminary tests are made to test certain hypotheses about parameters 
in the population. Then, if these hypotheses are rejected, the 
experimenter acts as though he has proved the hypotheses to be false and 
if they are accepted he acts as though he has proved the hypotheses to be 
true. In matter of fact, of course, accepting or rejecting statistical 
hypotheses does not constitute proof or disproof of the hypotheses. The 
only way to prove or disprove a hypothesis is to examine the whole of 
the population, not merely by examining a sample from that population. 
If, on the basis of a sample, we act as though the hypothesis has been 
proved or disproved for making further inferences, these inferences 
are affected by the probabilities that we have made wrong decisions 
concerning our hypotheses. For this reason, inferences based on 
preliminary tests may differ from the usual statistical inferences not 
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dependent on preliminary tests. 
Many authors have recommended the use of preliminary tests 
previous to estimation, some mentioning that such tests introduce biases 
into the estimates and some not mentioning this fact. (See Review of 
Literature. ) A common use of preliminary tests is in deciding what 
degree polynomial is necessary in fitting a regression of y on a single 
dependent variable x. (The experimenter tests that the coefficients of 
high order powers of x are 0 and simply deletes these terms from the 
model if he accepts such hypotheses. The resulting model is then used 
to predict values of y). In problems concerned with which of a group of 
possible predictors should be used to predict values of a variable y, it 
is quite common for experimenters to use only those predictors whose 
coefficients are significantly different from zero. Exponential regres­
sions are quite frequently approximated by power series, preliminary 
tests being used to decide how many terms of the series should be 
retained. In problems of finding the maximum response it has been 
suggested that the method of steepest ascent and Box's composite 
designs should be used; then, when near a stationary point, a preliminary 
test may be used to decide whether or not a higher order polynomial is 
necessary to predict the variable of interest. 
Another possible procedure to arrive at an estimator of the 
dependent variable y when a number n of possible predictors are 
available is to run what might be called a "complete analysis". This 
consists of getting the regression of y on each variable separately, 
then getting the regression of y on all possible pairs of independent 
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variables, then regress y on all possible sets of three independent 
variables, etc. We would finally adopt that particular regression model 
which accounted for a maximum amount of the total variation and at the 
same time involved the smallest possible number of the independent 
variables. Such a. procedure evidently does not involve any formal tests 
of hypotheses, but we could say we are informally comparing, and thus 
testing, all these possible regressions. It can be seen that such a 
procedure would finally give us the "shortest" model which best fits the 
given set of data, but still it would not give us an unbiased estimator of 
the dependent variable. It would tend to capitalize on whatever partic­
ular quirks our set of data acquired in being randomly selected from 
the population, but this may not be too serious an objection. The biggest 
objection to such a procedure would be that such an analysis involves a 
tremendous amount of calculation and thus is very time consuming. 
When high speed computers become readily available such a program 
might prove very valuable, and very much reduce the time and money 
necessary for such an analysis. 
It can be seen that there have been many procedures proposed in 
which a preliminary test (or tests) is used to decide on the particular 
estimator to be used. The purpose of this thesis is to investigate the 
consequences of using certain sequential tests of significance to decide 
on the estimator to be used in linear regression analysis (linear in the 
parameters). 
Several different rules of procedure are considered, but integration 
difficulties prevent the explicit evaluation of the estimator for all cases 
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but two. For the two cases which can be integrated, the expected value 
and the variance of the estimator are presented. Some results concern­
ing the bias in the estimator as a function of the true population 
parameters are also presented. 
It will be noted that for the cases solved it was assumed that the 
independent variables used were uncorrelated (i. e. they were orthogonal). 
A proof is presented in the appendix which shows that the bias in the 
estimator for the case in which the independent variables are not 
uncorrelated is exactly the same as the bias in the estimator for the 
uncorrelated case. A method is also given for orthogonalizing any given 
set of independent variables. 
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REVIEW OF LITERATURE 
The earliest theoretical consideration of the consequences of a pre­
liminary test of significance was given by Bancroft (1944). In this paper 
he calculated the formula for the bias and the variance of a variance 
estimator obtained by performing a preliminary test of significance. At 
the same time he investigated the bias in b^ as an estimator of |3^ in 
the model 
y = + Pz =2 + ^ 
b^ being dependent on a preliminary test to decide whether or not to 
retain 1950 Bancroft investigated the biases in estimates of 
variance due to the omission of several independent variables in the re­
gression model. 
Mosteller (1948) investigated the problem of pooling two means in 
estimating a population mean, using a preliminary test of significance to 
make the decision of whether or not to pool. 
The distribution function of the estimator obtained by the rule of 
procedure studied by Bancroft in the variance estimation problem was 
obtained by Kitagawa (1951). He also derived the distribution and 
moments of a pooled estimator of a mean based on a preliminary test of 
significance. 
The studies of Mosteller and Kitagawa were extended to situations 
where preliminary tests are performed for both homogeneity of vari­
ance and equality of means prior to estimating the mean or testing 
hypotheses about the mean by Bennett (1952). 
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Various papers [Paull (1948), Bechhofer (1951), Bozivich (1955), 
Bozivich, Bancroft and Hartley (1956) J have appeared in which the 
effect of a preliminary test on the size and power of a subsequent test 
was evaluated. The last authors made general recommendations of a 
pooling procedure for variances and were the first to call problems of 
this type "problems of incompletely specified models". 
Bennett (1956) considered the effect of a preliminary test on a con­
fidence interval for the mean of a normal distribution. He also calcu­
lated the effect of a preliminary test (of whether or not a simple linear 
regression was appropriate) on the distribution of the variance estima­
tor. 
Larson (1957) calculated the bias of a regression predictor y*, 
dependent on a test of significance to determine how many independent 
variables should be used in the predictor. He also calculated, the 
expected value of a certain variance estimator in the same situation and 
presented some tables giving the bias in y* for certain significance 
levels of the preliminary test and certain values of true regression 
coefficients. 
Kitagawa (1959) considered certain preliminary tests concerning the 
number of independent variables to be included in a predictor and their 
effect upon the mean square error and the "norm" of the predictor. He 
discusses the application of these techniques to "rotatable designs" 
proposed by Box and Wilson (1951) and gives two examples of such 
application. 
Many examples of proposed rules for deciding on the number of 
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independent variables to be retained in a regression model are to be 
found in the literature. In the field of psychology Summerfield and 
Lubin (1951) have suggested the following procedure to decide which of a 
battery of n tests will do the best job in predicting a criterion variable: 
Calculate the multiple correlation R^ between the criterion variable 
X and the whole battery of n tests. Test that R2 = 0. If this is 
c n 
rejected then select the test variable X^ most highly correlated with 
X^. Add that test variable X^ which maximizes R^, the multiple 
correlation between X and X,, X0. Test that R? = R~. If this is c 1 L 1 L 
rejected add that test variable Xg which maximizes Ry Test R? = Rg. 
If this is rejected then find X^ that maximizes R^, etc. Continue 
adding variables in this way until we reach the point at which we accept 
the hypothesis that R2 = R2 . Then test that R2 = R2. If we accept 
P P + l  p n 
this hypothesis then retain the p variables thus far located as 
predictors of X^. If we reject this hypothesis then search for the 
source of the difference between R2 and R2. Such a procedure as this, 
of course, introduces a bias into the estimator of the criterion variable, 
as indicated in the introduction. 
Other writers in the field of psychology have suggested different 
methods, for selecting the independent variables to be included in a 
predictor. These methods are generally a little simpler than the one 
described above and tend to include the same type of tests as are pro­
posed by Summerfield and Lubin. £ See Horst and Smith (1950) and 
Johnson (1949) J . 
Writers in the field of economics seem to be a little less objective 
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(or simply a little more vague) in their choices of independent variables 
to appear in a predictor. The theoretical framework of economics, of 
course, dictates to a large extent those independent variables which 
should appear as predictors for a given "dependent" variable. The trend 
in economics appears to be toward starting with some basic model 
[ e. g. one with two independent variables J and then adding to these the 
variable or variables which maximize the value of the multiple correla­
tion coefficient fat least among thoSe that mention the problem; see 
e.g. Fuller (1959), Maki (1959) Hiemstra (1957), Dean (1957) ] . 
In a Bulletin of the Iowa Highway Research Board, Peperzak (1956) 
gives a slightly different approach to the problem than any discussed 
thus far. He is concerned with the variables necessary to predict the 
yield of grass on ditches along highways in Iowa. He measured 12 
different soil variables in his experiment, fit a linear regression to all 
twelve variables, then tested each of the twelve standard partial 
regression coefficients to be 0. He accepted eight of these hypotheses, 
then tested that these eight variables added no information to the 
multiple regression after he had accounted for the remaining four varia­
bles. He accepted this hypothesis and of course retained only the four 
variables. This procedure again would introduce a bias into the 
estimator. 
Russell (1933) studied soil variables and adopted the rule of adding 
variables as long as they significantly increased R2. Fireman and 
Wadleigh (1951) used roughly the same approach as Russell. 
Box (1954) mentioned that if one had used the method of steepest 
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ascent to arrive at a "stationary point", one might then use a composite 
design to add more points in the region, enabling the addition of more 
terms to the model. To decide whether these additional terms are 
necessary, one might test that the coefficients were zero, retaining 
them if the hypothesis is rejected and deleting them if it is accepted. 
Hollingsworth (1959) mentions a method for multiple regression 
whereby one retains those independent variables whose coefficients 
exceed twice their standard errors. He also mentions the "complete 
analysis", where one fits all possible regressions of y on a single 
variable, then all possible regressions of y on pairs of variables trios 
of variables, etc. , finally adopting that model which explains a maxi­
mum amount of the total variation and still includes the smallest possible 
number of independent variables. A computer program for such a 
procedure is not available at present, as far as the author knows, but 
one could be gotten by making some simple adjustments to programs 
already in existence. 
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FIRST SEQUENTIAL TEST PROCEDURE 
Introduction 
In this section the following problem is considered: Suppose an 
experimenter has an incompletely specified multiple regression model 
and decides to use the following sequential procedure to decide how many 
of the possible independent variables (X^, X^, X^, . . . , X^) should be 
used to predict values for a dependent variable y. 
1. Test Hq: The coefficient ((3^) °f is 0. 
2. If he rejects Hq he will use all k independent variables to 
predict y. If he accepts Hq then he will test H^: The coeffi­
cient °f X^ ^ is 0. 
3. If he rejects he will use (X^, X^, X^, . .., X^_^) to predict 
values for y. If he accepts H^, then he will test The 
coefficient ((3^ 2) ^k 2 
4. If he rejects H^, he will use (X^, X^, X^, . . . , X^ ^) to 
predict values for y. If he accepts then he will test H^: 
The coefficient ((3^. °f 3 is 0. 
He continues sequentially testing coefficients of the independent 
variables until he finally reaches the point at which he rejects one of the 
stated hypotheses, at which time he decides to retain all independent 
variables whose coefficients have not been tested, plus the independent 
variable corresponding to the rejected hypothesis. (A slightly more 
general problem is considered, one in which the experimenter wishes 
always to retain (Xj,, X^, X^, . . . , X^), r < k, in his prediction of y; 
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thus if he accepts, in turn, the hypotheses that (3^., ^k-2' ' ' ° ' ^r+1 
are each 0 he will simply stop testing and use (X^, X^, X^, . . . , X^) 
to predict y, not continuing the testing procedure for the coefficients of 
X , X T, . . . , XT. Note that we can set r = 0, in which case this 
r r-1 1 
procedure is identical to the one discussed above; but if r > 0, then we 
have a procedure which is slightly different from the one mentioned. ) 
If an experimenter adopts such a procedure as the one mentioned, 
his estimator of y may be a function of k independent variables, or 
(k-I) independent variables, or (k-2) independent variables, etc. , depend­
ing upon the results of the tests of significance concerning the s for 
his particular sample. Since the estimator arrived at is dependent on 
the results of these tests of significance, its properties are not 
immediately obvious. In this section we shall derive the expected value 
and the variance of this estimator, and discuss the tables concerning 
this estimator which are to be found in the appendix. 
Assumptions and Notation 
Let 
y = P0 + Pi*! + P2*2 + • • • + PjA + = 
be the true relation between y and x^, x^, x^, . . . , x^. The e's are 
normally and independently distributed with mean 0 and common 
variance cr2. The experimenter has a random sample of size n, n > k, 
from this population and has transformed his x-vectors so that they are 
mutually orthogonal, of length one, and such that 
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n 
x. = 0, i = 1, 2, 3, . . . , k (i. e. 2 x. .x.,. = 0 i 4 i'; i j=1 ij ij 
n n 
2 x2.. = 1; Z x.. = 0). The method for making such a transforma -
j=l 1J j=l 1J 
tion is given in the appendix. 
With the above assumptions it is easily verified that the least 
squafes estimators of (3q, (3^, P2, . . . , (3^. are4 respectively. 
bo = Y 
bl "ijVj 
b2 = jî, X2jyj 
bk = 
Further, if we regress y on some subset of the k independent 
variables, the least squares estimates of the coefficients of the varia­
bles included remain unchanged. 
The reduction in the sum of squares due to fitting the regression of 
y on x^ after accounting for x^, x^, . . . , ^ is / 
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that due to the regression of y on j after accounting for 
XI' x2' ' ' ' ' *k-2 15 R^xk-1^ = bk-l ' etCl 
(These quantities are necessary for testing the hypotheses mentioned in 
the introduction to this section. } The least squares estimator of the 
population variance tr2 is 
I n 
®2 = .f. (yj " bo " blXij " b2X2j " * • * " 
= ék =, 'y, - y'2 -bVb2---- -bl • 
J= 1  
We shall adopt the following notation for our various estimators of y: 
= bo + blxl + b2x2 + • • • +bkxk 
yk-l = bo + bIxl + b2X2 + • + VA-I 
yr+l " bo + blXl + b2X2 + • • • + br+lxr+l 
yr = bo + blxl + b2x2 + • • • + brxr • 
the subscript on y corresponding to the number of independent variables 
included in the estimator of y. We shall denote the estimator arrived at 
in any particular sample by y*; thus y* = y^ or y* = y^ ^ . . . or 
y* = Yr> depending on the results of our tests of significance for our 
particular sample. 
Some additional notation necessary for the derivations to follow is 
given in the following table: 
Table 1. Notation 
Results of tests Event Estimator 
y* = 
Reject H A 
Accept Hq Reject 
Accept Ho Accept Reject 
AT 
A, 
yk-l 
^k-2 
Accept Hq Accept Accept . . . Accept ^ ^ Reject ^ ^ A^ ^ 
Accept Hq Accept Accept . . . Accept ^ ^ Accept ^ ^ A^ 
r + 1 
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Additional notation will be introduced as it is needed. 
Expected Value of y*, cr2 Known 
If cr2 is known we may use either a 12 test with one degree of 
freedom or a standard normal test for each of the hypotheses we desire 
to investigate. These two test statistics will, of course, lead to exactly 
the same conclusion regarding any particular hypothesis. Simply as a 
matter of convenience we shall choose the tz test for each of the 
hypotheses. The level of significance for each test will be a. (In the 
derivation it is assumed that a is the same for each test, as it 
probably would be in practice, but the extension to different a's for 
each test can very easily be made. ) 
Table 2 illustrates the test criterion for each hypothesis and the 
conditions under which we would reject each hypothesis. (X is the 100a% 
point of the tz distribution; i.e. P(Z2 > >) = a. ) 
The various possible outcomes, the events they correspond to, and 
the estimator used in each case are given in Table 3. With the notation 
shown in Table 3 we can easily see that 
Ey* = E(yk| Ao) P(Ao) + E(yk-1 / Aj) PtA^+E^jA-,) P(A^| 
+  . . .  +  E ( y r + 1  |  A k _ r _ 1 ) P ( A k „ r l ) + E ( y r |  A k , r ) P ( A k _ r ) .  ( 1 )  
Note also that P(AQ) + PÇA^ + P(A^) + . . . + P(A^_R) = 1. 
Further we have 
Table 2. Hypotheses tested 
Hypothesis Reject if 
H o :  %  = 0  b V  ^  x  
Hr Pfc-i = 0 hV bk-iz  ^ ^  x 
H 2 "  P f c - 2  =  0  b V  ^  < X  ;  b 2 k - l Z  ^  < X  ;  b 2 k - 2 Z  ' 2  2  X  
"k-r-r Pr+1 = 0 hV ** < X ' hl-l< K X • bk-2/,r2 < X • • • b^2^2 < A • * 
Table 3. Results of tests 
Event Estimator Possible results of tests 
A0 yk bVr2 Z X 
A1 yk-l b^/r2 <x ; b2k-1/r2> X 
A2 yk-2 <x • h\-ii°z < x ' bl-2/,r2 2 X 
Alc-r-l y,+l < X • bl-l /<r2 < X ' bl-2 /<r2 < X; • • • b%2^2 <  X 1 br+l / lr2  Z_ x 
Ak-, yr  bk^2 < x : bLi /<r2 < x ; bLz^2 <*:••• b2+z^2 <  x  1 b%/«-2 < x 
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E(yk | Ao) P!A0) = [E(bo | Ao) + 2 x. E(b. | Ao) ] P(A Q )  
1=1 
= fP0 + 2 Pft + =(bk I A0) ] P(Ao) , 
k 
i l
k-l 
i=I 
since our assumption of orthogonal x-vectors is sufficient for 
bQ, b^, b^, . . • , bj^ to be mutually independent and the event Aq con­
cerns only the variable b^. Similarly we have 
E<yk-i I Ai' p'Ai> = k+ X pa + vi E(bk-J Ai'l p(Ai)' i=l 
E ^ y k-z l A 2^ P * A 2^ K  +  = Pi X i  +  \ -2  ^^k-z l  A 2^]  P ^ A 2^'  i=l 
^r+lK-r-l'  ^ .,-1'= K +.= PiXi + xr+lE<br«l Vr-l'] 
U 1=1 
E<yr  \ \ . r>  = [Co + S, ¥il P(Ak-r'-
1=1 
Thus we see that the only calculations involved in deriving E(y*) are to 
4 
evaluate E(bfc | AQ) P(AQ), E(BK-1L AT) P(AT)» •••» E^BR+1 I ^-R-V 
P(A^ j), and P(AQ), P(A^), . . . , P(A^ ^). The following will be of 
use in making these calculations: 
19 
r
-cr  \ /X  
J  - co  
CO 
(X-Pj)2 
2a-2 
e ax 
a- V,2tt 
-cr ifX~ f  co  
+ 
(x  -p . ) '  
x 
- Pi 2(r2 , 
e ax 
• oo cr  i /X  cr / 2ir 
'-cr /X~ / oo ^ 
+ P; 
My2 
I 2cr2 , 
e dx 
-oo <r /2W a* 1/ 2ir y 
<r 
V 2TT 
( /T - Pi/œ)2 
2 
(  - /X  + Pi/or) 2 1 
- e + PjPtPj) 
— F. +  p.P(p . ) .  (2) 
Each of the b.'s (i = r + 1, r + 2, . . . , k) is normally-
distributed with mean (3^ and variance cr2. Further, as was mentioned 
above, the b.'s are mutually independent, due to the orthogonality of our 
x-vectors. Thus the joint distribution of any group of the b/s is given 
simply by the product of the corresponding marginal distributions. The 
appropriate conditional distributions needed to calculate the expectations 
necessary to Ey* are given below. (f(bi) is meant to stand for the 
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unconditional normal distribution with mean |3., variance cr and 
argument b., whereas f(b^ | A^) is meant to denote the conditional 
distribution of b^ given that event A^ holds. ) 
f(\|A0) P(A0) = fly; b2k > X <r2 
£ (bk-r bk I Ai' p<Ai> = f|bk> £(bk-i ) :  bk < x ^ bl-i > x^ 
f
'
bk-2'bk-I ,bk'Az' P'Az' f'bk' f'bk-l' f^bk-2^ bk <X<r,bk-I <K * 
K-2 > X ^ 
f
'
br+l ,br+2' ' ' ' • hkl^-r-l' P'Ak-r-l' f'bk' f'bk-l' f'bk-2''" " ' 
£(br+l ) ;  bk < X **• bk-I < X 
Using the above and equation (2) it is easily seen that 
• • 
br+2 < X^ brti^Xr' 
E(bk|A0)p(Ao) = 
'-0-VT r 00 ] 
+ i-
-00 y o- V X J 
k 1  k '  k  
-~T Fk + ^ P<V • 
21 
f> Vx 
E<ïxk-I fAi}  F<A1> = ) f (bk )dbki 
-cr /X~ 
'z-(r VT™ f oo j  
+ 
L / - oo /cr -/X 
bk-l^bk-l^dbk 
1 " P(PJ 
/ 2ir 
Fk-1 + Pk-1 P( |3k J. 
J-cr /X~~ fcr VX _ £<Vdb: , 
-cr /X -cr VX 
-cr -%/ X 
k'~"k I f (bk-l )dbk-l 
-00 
00 
+J f bk-2 f<bk-2 )  dbk-2 
4 / r  
1-P<l3k> >] Fk-2 + ^k-2 P^k-2^ 
cr /T / cr /T 
f(fck)dbk 
—o" %/ X, ' —cr y X 
E(br+1 K-r-l'^-r-l' = I f|bk)dbkl f(bk-I)dbk-l ' 
c/T 
-<r VX 
f (br+2> dbr+2 
-a- yr 00 
oo tr VX 
br+I f<W dbr+l 
y 
22 
= IT [ i - p ( P ) ] f - ^  Fr+1 + pr+1 p«w] • 
j=r+2 J  V 2ir 
Let us now examine the other terms appearing in E(y*). We have 
r k-r r 
(P o + . 2 ,  P i X i '  Z P(Aj) = p0 • S Pft. 
1=1 j=U 1-1 
Pr+lXr+l în P^Aj^ ~ ^r+1 Xr+1 £1 ~ P(Ak-r^ " P^Ak-r-V 1 ' 
(3r+2Xr+2 ,2 P^Aj^ ~ ^r+2Xr+2 ^ ~P^Ak-r^P^Ak-r-1^P^Ak-r-2^ J=0 
Pk-l^-l P^Ao) " Pk-1 ^ -1 f1 " .3, P(Aj) ^ ' 
3- 1  
k-r 
since 2 P(A.) = 1, as was mentioned earlier. A handier form of 
j=0 J 
E(y*) will be arrived at if we make use of the following identities, 
linking the P(A.)!s and the P(Pj)'s. 
1 
- 
P(Ak-r' " = 1 " . .IT L 1 " P(Pj) 1 
3=r+2 J  
1 - P(Ak_r) - PIV,.,) - P(Ak_,_z)^ 1- .IT [ 1-P(Pj) ] j=r+o J 
23 
1 - V P(A.) = 1 - [l - P(PK) 
i=l 
We have now examined all the terms appearing in E(y*). If we 
combine them we find 
n k-1 r k -, 1 
E(y*) = Po + 2 p x + 2 p x < 1 - TT L 1 * P<fV I f 
° i=l 11 i=r+l 1 1 t j=i+l J J j 
k k 
+ 2 x 
,r+i t H«[1-P(^ià F'+w 
= 3 +2 (3.x. + 
ro . . ri 1 
<r 
i=l 
2 x.-
=r+l 1 / \/2ir 1 j=i+l 
F. TT L i - p(Pj) J 
+ Pi [ 1 - TT [I - PIP,)]]} , 
j=i J J  
where I j j~ I - P(p.)l - 1. 
i=k+l 3 J 
If we now define bias = E(y*) 
k k r k _ 
- 6  + 2  6 . x .  w e  h a v e  b i a s  =  2  x . - <  F .  I  I  I  1 - P ( p . )  
° i=l 1 1 i=r+l V Ij=i+I J ^ 
k "I 
p. "TT [ 1 - P(p.)l r . If we now standardize the bias i 
1 j=i J ;  
m one sense, 
dividing it by <r, we have 
24 
^ = i x,/4: Fi TT [ i - PtPJ] - ^ TT[i - P(M]I • 
* i=r+l ( V2tt j=i+I J j=i J ;  
This last step gives us a function which can more easily be tabulated 
than the original bias formula for two reasons; first, we have effectively 
reduced the number of parameters we need specify to evaluate the bias 
in a particular case by one, thus reducing the size of the table; secondly, 
h the iaS function is dependent on the values of the — 's, which in a 
cr o" 
sense standardizes the values of the (3/ s which need be considered. 
Recall that the b/s are normally distributed with mean (3^ and 
variance <r2. Then it would be quite unlikely that any experimenter 
would be testing the coefficient of a particular x. to be zero if he felt 
p, \ 
Ijf- were as large as 3, say. Thus the range of — can be restricted 
to considering only those values which fall in the interval from -3 to 3. 
There are some obvious checks which can be applied to the bias 
function to see if it behaves as we would,expect. First, if the (3.'s 
being tested are actually zero we would expect the bias function to be 
zero. Second, if we set X= 0, corresponding to always rejecting Hq 
and thus always using all k independent variables, we would again 
expect the bias to be zero. Third, if we take the limit as X —> oo, 
corresponding to always accepting each hypothesis and thus always 
using only the first r independent variables, we would expect the bias 
k 
function to approach - 2 (3.x. , the negative of the terms which 
i=r+I 1 1 
would always be ignored in the true model. . 
Before we actually apply these checks, let us note some facts about 
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the terms included in the bias function. 
(VT-iB./o-)2 (TF + p./o-)2 
2 2 . . . 
= e - e , l = r + 1, r + 2, 
F. i 
F. l 
= e 
X 
2 
- e 
X 
2 0. 
B.=0 
ri 
PV 
= e 2<r' 
- e 
2cr ' 
X - 0 
= 0. 
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f -œ rco  
lim P(3.) = 
X  — G B  
(X-Pt)' 
2cr2 
' -oo / oo J cr V 2ir 
dx = 0. 
Keeping the above results in mind we can now apply the checks 
mentioned earlier to our bias function. 
Bias 
Pr+riW- • • 2Pk=0 
= 2 x. 
i=r+I V V 2tt 
. 0 . I) (1 - a) 
j=i+l 
- o . IT (1 - a) j=i 
= 0. 
Bias 
k 
2 
X = 0 i=r+l 
k k 
• 0 . IT (I - 1) - 0. TT (i-i) 
j=i+l J=i 
= 0. 
k r 
lim bias = 2 < —— . 0 
X —» oo i=r+l ( /2ir 
k k 
TT (I - 0) - 6. TT (1-0) 
j=i+l j=I 
2 (3.x.. 
i=r+I 1 1  
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Thus we see that for all three checks the bias function does behave as we 
would expect it to. There is a fourth check we can apply, which will 
become evident in the next section. For this reason, the application of 
that check is postponed until we derive the results of the next section. 
* 
Since the bias function is zero if all the P-.'s are zero, it would be 
interesting to see if the bias is bounded with respect to each of the (3Js. 
To find if this is true we need to derive the limit of the bias function as 
each 6. tends to oo. If this limit is 0 then we know that the function 
ri 
reaches an extreme value at some point between 0 and oo. Let us 
again derive the limits of the parts of the bias function as (3^ —=> oo and 
then put them together to see what the behavior of the bias itself is. 
lim F. = 0 - 0 = 0. 
J p.-» oo 
WX - ——-— db. 
1 2<r2 1 lim (3. fl - P((3.)l = lim p. 
p.—KXD 3 p.—>00 J J nr— <r \Z2-rr 
rJ rJ -<r VA 
(x-p^2 
= s, -°-vr< x< <ryr 
J cr V 2tr 
= o, 
where we have applied the mean value theorem to evaluate the limit of 
the integral above. Applying these results we can see that the bias 
function tends to zero as all k - r pJs approach co simultaneously. 
* i = r + 1, r + 2, . .., k. 
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Further we can see that if any individual (3^ tends to co, all the terms 
in the bias expression which involve that particular (3^ tend to zero. 
This would indicate, then, that the terms which involve a particular (3. 
would attain an extreme value for fk somewhere between 0 and oo. 
By taking the first partial derivatives of the bias function with respect to 
each of the k - r tested, setting them each equal to zero we would 
arrive at a set of k - r equations in k - r unknowns which theoretical­
ly could be solved to give us the points ^r+2' ' ' ' ' at 
which the bias attains its maximum or minimum values. Unfortunately, 
these equations are quite complex and also involve the particular 
x- value s at which we want to predict a value for y. The author could 
find no analytic solution which was a function of the x-value s for which 
we would like to predict y. If we were given a particular set of x-value s 
then we very possibly could use an iterative procedure to arrive at the 
points for which the bias attains extreme values, but these points would 
serve us only for the one particular set of x-value s used in the solution 
of the equations. Thus, there does not appear to be any simple way of 
getting a general solution to this problem. 
If, however, we make the assumption that all (3/s other than the one 
we are considering are equal to zero we arrive at the following equation 
defining the points (3°. at which the bias as a function of [3^ attains its 
extreme values. This equation is 
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(yr-p./of ( vr+p./o-)2 
A 
2ir L e + 
r/x~-p./«r - 2 
1 e * 
-  /X~-p. /0-
vZrr dZ. 
Given a sufficient amount of time, or an electronic machine, we could 
simply substitute different values of p^ into this equation until we found 
those values for which the two sides are equal. 
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Case 1 
Tables 
Note that the - function derived above is simply a linear com­
bination of the x^-value s for which we; want to predict the mean value of 
y. Thus to evaluate the for any particular point we only need 
know the x coordinates and the coefficients of these coordinates. In 
Table 10 in the appendix will be found the coefficients of the x 
coordinates for 5% tests, in Table II those for 10% tests and in Table 
12 those corresponding to X = 1 (a significance level of 0. 32). Thus we 
refer to Table 10 if the probability of a Type I error is set at 0. 05 for 
each of the hypotheses tested, to Table 11 if the probability of a Type I 
error is 0. 10 for each hypothesis, etc. ) 
First of all, let us examine the use of the tables if the experimenter 
has a model in which his x vectors are orthogonal and of length one. 
The tables will give the x coefficients for any number of hypotheses 
tested up to four. For simplicity the independent variable whose 
coefficient is tested first is denoted by x^, the variable whose coeffi­
cient is tested second is labelled x^, and so on. If, for example, the 
experimenter has only two doubtful independent variables in mind, no 
matter whether he has a total of 5 or 50 independent variables, he would 
need the coefficient of x^ from the table and the coefficient of x^ from 
the table to evaluate the ——^• . If he has three doubtful variables, then 
he would need the coefficients of x^, x^ and x^ from the table, and if 
he has four doubtful variables he would need the coefficients of 
31 
Xj., x^, and x^ to evaluate —• Note that he needs the coeffi­
cients for all variables whose regression coefficients he intended to test, 
whether or not it turned out that he actually made all the tests; e. g. 
suppose he had intended to test the regression coefficients of the last 
three variables in his model to be zero, but he rejects the first 
hypothesis tested and thus makes no more tests. He still needs to 
include the other two doubtful independent variables in evaluating 
and thus would need the coefficients of x^, x^ and x^ from the table. 
Note that all the entries in the tables are negative so we need to 
multiply the tabular values by -1 before using them. The following 
two examples are given to illustrate the use of the tables. 
Example 1. Suppose we have a regression model with eight independent 
variables, of which x^ and Xg are doubtful. We decide to use the 
procedure outlined in this section to decide whether or not to retain 
them, first testing (3g and then testing (3^, at the 10% level. Then no 
matter what the outcome of the tests we will want the coefficients of x^ 
(the first variable tested) and x^ (the second one tested) from Table 11 
(corresponding to a = 0. 10). Suppose we intend to predict y with 
Xy = -1 and Xg = 1. Then with (3g/<r = 3/2 (3^/cr = 2 we have 
- = (-• 193)(-I) + (-.446X1) 
= -.253, 
with (3g/or = 1/2, P^/tr = 3 we have 
= (-. 087)(-l) +(-.262X1) 
= -.135 
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and so on. For any particular values of (3^/<r and (3g/tr we can then 
evaluate ^ias . 
cr 
Example 2. Suppose we have a regression model with 15 independent 
variables, the last four of which are doubtful. We again adopt the 
procedure outlined in this section for deciding if we should retain any of 
the doubtful four variables, testing the coefficients of x^, x^, x^, 
x^2 to be zero, in that order. Then no matter what the results of the 
tests we need the coefficients of x^, x^, x^, x^ from Table 10 to 
evaluate -^r~ • Suppose we intend to predict a value for y correspond­
ing to xj2 = X13 = = 5, x^g = -1. Then if we have 
^12 _ 3 ^I_3 3 ^14 1_ ^15 1_ 
cr ~ 2 ' cr 2 ' <r 2 ' <r 2 
we find 
= (-3)( —. 377)+(2)(-. 558)+(5)(-. 3l5)+(-l)(-. 342) 
=  - 1 . 2 1 8 ,  
or if we have p. p p P7 c 
- 2. 42. = 1, -ii = 1, -i5. = i 
we find 
= (-3)(-. 326)+(2)(-. 402)+(5)(-. 484)+(-l)(-583) 
= -1. 663. 
Note that in both examples mentioned all the regression coefficients 
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were positive. If we have a negative regression coefficient, then the 
multiplier from the tables of the corresponding independent variable is 
positive instead of negative (e. g. in the last part of Example 2 above, if 
we had P-^^°" = ^13^ ~ ^14^°* = ~ Pjg/0" = 1 then we find 
= (—3)(. 326)+2(-. 402)+5(. 484)+(-l)(~. 583) 
=  1 . 2 2 1 .  
Now let us examine the case in which the experimenter does not have 
orthogonal x vectors and he adopts the procedure mentioned in this 
section to decide which of his group of doubtful independent variables to 
retain. Before he can make use of the tables in the appendix he must 
first compute the matrix A (the method for doing this is given in the 
appendix). Then if he is interested in predicting the value of y for the 
set of x.'s ' given by a 1 x k row vector 0, he must compute the 1 x k row 
vector Z = 0A. As we know, he must next specify values for the fL/cr's 
that he wishes to use in evaluating the bias. These make up the elements 
of the k x 1 vector p. Next compute y = A * p. Now the first coefficient 
tested, p^, corresponds to y^, the second tested corresponds to y^. j, 
etc. Similarly x^_ corresponds to Z^, x^ to Z^ p etc. The 
evaluation of —proceeds as outlined in the examples above where we 
now use the y/s to locate the correct coefficients from the tables and 
multiply these coefficients times the appropriate elements of the Z vector. 
Variance of y*. cr2 Known 
The same notation as used in deriving the expected value of y* shall 
be used in this subsection. To derive the variance of y* we shall make 
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use of the general rule for the variance of a random variable Z; i. e. the 
variance of Z is E(Z - EZ)2 = EZ2 - (EZ)2. We shall choose the 
second of these formulations; thus we need find E(y*)2 - (Ey*)2. Since 
we already have evaluated Ey* the only new calculation we need make 
is to evaluate E(y*)2. 
The following table illustrates the various values which (y*)2 takes 
on and the events corresponding to these values. 
Table 4. Notation 
(y*)2 Event 
4 
yk-l A1 
yk-2 A2 
yr+1 Ak-r-l 
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Thus we see that 
k2 _ T/ 2 E(y*)  = E(y£ I Aq) P(Aq) + E(yJ_j | Aj) P(Aj) 
+ E(y=_2  |  A2) P(A2) + ... + E(y* I A^_^) P(A^). 
E(y£ S Ao> P(A ) = E [(bo + 2 b.x.)M Aj P(A^| 
1=1 
k-1 k-1 
= [tPo + S  P f t ) 2  + ^ 2 ( s  +  z  4 '  
1=1 1=1 
k-1 
+ 2!Po+ ,s, Pixi> E(VAo> *k + xk E(bk 1 Ao> 1 P(A=>-
1=1 
k-1 
E (y£_i 1 Ax) pxaX )  =  E  [ (bo + s b.x.)2 JAj] P{Aj) 
i= 1 
k-2 » k-1 
=  [ ( 8  +  2  p x ) " + o - ' ^ -  +  2  % M  +  
° i=l 1 1 1=1 1 
k-2 
* 2((3q + 2 xJs_J ^^k_i I ^^k-1 ' Ai>J]P(A1)-i=l 
r+1 
E(y 
r+1 \.,J P^-r-l» = E f(bo+ S, bixi'2 ' Ak-r-l^P'Ak-r-l) 
1=1 
= + 2 + 0"2(- + 2 
° i=l 1 1 11 i=l 1 
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+ 2((3o + S (3.x.) xr+1 E(br+1 | Ak_r_1) + xr+1 
i=l 
E
'
br+1 ' } P'Ak-r-l'' 
E(TrK-r>Pl\-rl = E l>= + = Vi>2 lAk-r^ 
1=1 
= {<^0 + PiXi)2 + °'2 (ï + A 4» } P(Vr»-
V 1=1 1=1 
The only new expectations that we need to derive are those of the squares 
of the regression coefficients. The following formula will be very help­
ful in accomplishing this: 
'-cr /r 
-oo 
oo 
(x - Bjl" 
A /r 
x 
<r /2ir 
2 2cr: 
e dx 
-<r i/T™ 
/ -co v /r. cr y 2ir 
(x-Pi)' 
2cr 
e dx 
= °-
2 s Gi + ^ F. + ((72 + P2) P(p.)5 
(/X +Pi/<r) 
where G.= e 
V 2ir 
2 ( /X - p./cr) 
" • e ~ 
(3) 
and F^ and P(P^) are as defined previously. In the above integrations, 
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the first is accomplished by integration by parts with u = x, and 
(* - Pi>2 
(x-PJ ~ 7n-2 
dv = e dx, the others being directly integrable 
a- /2IT 
functions. 
Then using (3) we have 
E(b2k I Ao)P(Ao) = a-2 A Gk + Pk Fk + (,2 + P(Pk), 
E(b'k-1 I AjlPIAj) = fl-P(Pk)] |V ^ Gk- 1 +Pk- 1  Fk- 1  
+ (°-2+ Pl-1> P(Pk-ll] ' 
E<br+1 I Ak-r-l'^-r-l' = . ^1'P(Pj)l t ^ 4" Gr+1 
J = r +2 
+ Pr+1 -= Fr+1 + <-2+P2r+1> p(PI+I) ] 
/ 2-1T 
Next we need combine these expectations with those that we have 
already derived previously to arrive at E(y*)2. This gives 
k-1 k-1 
E ( y * ) 2  = L(P0+ 2 (3.x.)2 +or2(i + S x2.) ] P(Aq) 
i=l i=l 
+ Wo + £ Pixi> "k [ Fk + Pk 1 
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+  G k ^  +  P k  F k +  ^ +  P f  
r k-2 i k-2 
+ [(p + 2 p % )= +0-^(1+2 x^) J P(A ) 
° i=l 11 n 1=1 1 
+ 2(P„+kS Pi^^-i [l-P(Pk)1[-= Fk-1+Pk-I P(Pk-l>] 
1=1 V £TT 
+  xk-lt,1 - P'Pk'lif2  2-ir Gk-1 +  Pfc-1 yjj Fk-l+' ( r +Pk-l' 
P(Pk-l>] 
+ . .  .  +  [(p0 +  S PjX.)2  +<r2(i + S x») ]  PIA^^) 
1=1 1=1 
+  2 ( P 0 + S  P i - i )  - r + l  . T T  F r + 1 + P r + l P l P r + l ' ]  
1=1 j=r+2 J V 2ir 
+ X
'
+I jÈ.2[l"P(Pil][<r2 ^ Gr« + Pr+1 Fr+1 
+ (°-2+P2r+l> P(Pr+l»l 
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+ [(p0 + Pixi>2 + + ^ 4» ] i=l 1=1 
By combining terms containing the same elements we can somewhat 
simplify this formula. We shall make use of the identities given in the 
last section linking the probabilities of the A/s and the (3,'s. 
r T r 
E(y*)= = (p^ + 2 p.x.)^ + o-2 (1 + 2 x2) 
i=l i=I 
+ 2(6 + 2 (3.x ) 2 px { I - TT [ ( I  -  P ( ( 3  )  )] j 
° i=l 1 1 i=r+l 1 1 1 j=i+l J J 
+ 2 x2 (p2 + <r2) { 1 - "TT [ 1 - P(P-) ] } 
i=r+l 1 1 C j=i+I 3 J 
k-1 i-1 r k , 
+ 2 2 p x Z p x { I - TT [ 1 - P<3 ) ] J 
i=r+2 j=r+l m=i+l J 
+  z  t  = ^  V 3 !  p ( P i > l ]  [fo-X *,*,] TT. [i-p(Pm)] i=r+l V 2TT J=1 J " m=i+l 
k 
+ Z x2 TT [l-P(p.|] G. (r2 + P F +(<r2+p2) 
i=r+l j=i+l 3 ^ 1 1 V2tt 1 1 
«p,) ] • 
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Then we arrive at 
Variance (y*) = E(y*)2 - (Ey*) 
+ 2 x. [ — F. IT [1-P((U] +^(1- TT [1-P( p . ) l  ) ] }  
i^+lJ^S/ZÏ j=i+I J j=l J 
. r k-1 k 
=  ( r 2 ( - + S  x 2 ) +  2  x 2 ( ( 3 2  +  c r 2 )  ( 1  -  T T  [  1 - P ( ( 3 . ) J  )  
n i=l 1 i=r+l 1 1 j=i+l J 
k-1 i-l k 
+ 2 2 (3^x ( 2 (3-x.) (1 - TT [ I- P(P ) ] ) 
i=r+2 j=r+l 3 J m=i+l 
+  2  jJ+ 2 Xi [ V-=VWJ 
'  j i l 4  m 4 i [ 1 - P < u ]  G f 2 + p j  m " 
+ (o-2+ |3p P(pj)l 
- { s x TT [I-P(k)] [-rz F + p. Pt^)] 
ti=r+l j=i+l V 2ir 
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k k -> 2 
+ 2 B.x (I - "ÏT [ I-P(p.) ] ) . 
i=r+l j=i+l 
Some obvious checks can be applied to this formula to see if it 
behaves as we know it should. First, if we set X = 0 (corresponding 
to always rejecting all the hypotheses and thus always using all k 
independent variables to predict y), the variance of y* should be <r2 
1 k (— + 2 x.2.). Second, if we take the limit as X —> oo (corresponding 
n i=l 
to always accepting all the hypotheses and thus always using only the 
first r independent variables to predict y), then the variance of y* 
1 r 
should be cr2 (— + 2 x2. ). To apply these checks we recall that 
n . , i i=l 
F. i 
= 0, 
x=o 
lim 
X -* co 
F. = 0, 
P(Pj) 
x=o 
1, lim p(p.) = 0. 
X —> co 
Also note that 
(/X +p./<r): 
x/X" G. 
1 x=o 
= Jx~ 
( J T  - P/a-)2 
+ e 
X=0 
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and that 
(/X+p./<r)2 (/X-pi/cr)2 
lim /X" G. = lim VT~ Te ^ + e ^ j 
X —> oo 1 X—* oo 
= 0. 
With these results we can now easily apply the checks mentioned above 
We find that 
I 1 r k-I k 
Variance y* ] - cr2 (— + S x2) + 2 x2. (p2. + <r2)(l- | 1 [_ 1-1 
I X=0 n i=l 1 i=r+l 3 3 j=i+l 
r 
+ 2 2 x. — . 0 + p. . I 
j=r+2 3 V2ir 3 
j-1 k ( 2 p x ) TT [ 1-1 J 
i=r+l m=j+I 
- -
1  k k -  2 2 T-r r 1 , i r  c  _ 2o- 0_2 . z, o -+ s  x< TT [  
j=r-M 3 j=i+l • 2<r* + Pj ~zz • 0+(<r
2+p2y. 1 2-rr V 2ir 
I k k -, k 
2  x .  I T  [  I - l J  |  —  0  +  p .  . 1  +  2  6 . x .  
i=r-U 1 j=i+I / Zinr 1 J 1 1 i=r+l 
k i 
(1 -  TT (1-1) ) \  
j=i+l J 
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=  o - 2 ( l + 2  x 2 )  +  
n i=l 1 
k-1 k-1 
-
2 2 2 6! x! + 0-= x! 
i=r+i 1 1 i=r+l 1 
k-1 i-1 k-1 
+ 2 2 (3 x 2 (3 x + 2 PjXL 2 p x 
i=r+2 j=r+l 3 i=r+l 
+ x^ (cr2 + p^) -
k 
2 
Li=r+l 
= cr 
k 
2 
i=l 
%=), 
r k-1 k 
lim Variance y* = cr2 (— + 2 x2) + 2 x2. (|32 + cr2)(l - TT (1-0) ) 
X —>oo n i=I 1 i=r+I 3 J j=i+I 
k -, j-1 
+  2  2  x .  - ^ O  + p.,0 ( 2 p.x ) TT (1-0) 
j=r+2 3 V 2TT 3 i=r+I 1 m=j+l 
: [ TT ( 1 - 0 )  0 .  c r 2  +  0  +  ( c r 2  +  p 2 )  o ]  
j=r+l 3 m=j+l 3 
+ 2 x2 
44 
Thus the variance formula satisfies both checks. 
This bias formula was examined in some detail for a few specific 
cases, but it appeared impossible to make any concrete statements about 
the size of this variance relative to the size of the variance of the 
estimator y^.. 
Expected Value of y*, cr2 Unknown 
This case differs from the one with cr2 known only in the test 
criteria for the various hypotheses. Where with the previous case we 
could use either a Z test or a tZ test, here we can use either a t 
test or an F test for each hypothesis. Again the t test and the F 
test will lead to identical conclusions concerning any particular 
hypothesis. We shall choose the F test as a matter of convenience . 
The hypotheses to be tested and the outcome of these tests which 
could result are, of course, identical with those mentioned for the case 
with cr2 known. Therefore, we shall use the same notation for the 
various outcomes (i. e. events Aq, Aj, . . . , A^. ^), and for the 
estimator of y to be used in any particular case (i.  e.  y^, yjc_j> • • • >y )• 
For simplicity we shall denote our estimator of the unknown variance 
cr2 by v(this is simply the mean square for deviations from regression 
in the analysis of variance table). The level of significance for each 
test again is set at a. 
The various possible outcomes of the tests, the events they 
correspond to, and the estimator used in each case are given in Table 5. 
Table 5. Notation 
Event Estimator Possible results of tests 
A, ?k_l 
bk/v > X 
b jç/v < X /v > X k-1' -
^k-2 ^ = ^k-l^ ^ ^ ^ ^k-2^ - ^ 
k-r-1 r+1 b
2k/v < X ; b2k_1/v < X ; b^_2/v < X ; ... bar+2/v < X ; b2r+1/v > X 
k-r yT b^/v < X ; b^ i/v < X ; b^_%/v < X ; . . . /v < X ; b^.+ 1/v < X 
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With this notation, then, we have the same general results as 
quoted earlier with <r2 known. 
E(y*> = E(yk|Ao) P(Aq) + E(yk_j | Aj) P(Aj) + E(yfc 2| AJ P(A^) 
+  . . .  +  E ( y r + 1 l  A ^ ^ )  P ( A k _ r - 1 )  +  E ( y r |  A k _ r )  P ( A k _ r )  
r k 
E(yk|Ao)P(Ao) = [E(bo | Ao) + S x. E(b.|Ao)] P(Ao) 
1=1 
= [p„ + V P x + xk E(bk|Ao)]p(Ao). 
1=1 
k-2 E<yk-i 1 Ai> p<Ai> = [Po +.= Pi*i + =k-l E<bkJAl)]P<All-
k-3 -
E*yk-2 ' A2* P(A2* = [PQ + . J ^iXi + Xk-2 E*b.k-2 ^  A2* J P(A2^ 
E(yr+1 I Ak-r-l} P(Ak-r-l* ~ [Po +.J Pi*i + xr+l E(br+1 I A.k-r-l'] 
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E<yr I Ak-r' P<-r) = i>= + 2 Pft ] 
1=1 
Thus, again, to evaluate Ey* we need to compute 
E(^k 1 Aq) P^Ao^ E^bk-1 'Al^ P(Al)> •••' E^br+1 ^ Ak-r-l^ "^^Sc-r-l^* 
Again we have the result that b^ is distributed normally with mean 
p. and variance <r2 (i = 1, 2, 3, k) and that the bJs are mutually 
cr2 independent, v is distributed as ^ n k ant^ V *S in(^ePen<ient 
all the bJs. Therefore, the joint distribution of any subset of the bJs 
and v is simply given by the product of the appropriate marginal 
distributions. The conditional distributions necessary to derive the 
conditional expected values mentioned above are (f(b^), as before, denotes 
a normal distribution with mean (3^ and variance cr2; f(v) denotes the 
2 
—=- X2 , distribution): 
n-k n-k 
f(bk, v I Aq) P(Aq) = f(bk) f(v); v < b£/X, - oo < bk < oo. 
£(bk-l' V v 1 Ai) p(Ai} = f(v) f(bk_i) f(bk); bk/X < V< bk-l/X ' 
- oo < bk, bk_1 < oo. 
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f<br+l' br+2 
• , f(bk) f(v) ; 
max (bfc, bk_V 1 1 1'br+2^ „ b 
< v < 
2 
r+1 
- 00 < b^, ^k_ ^  » * • • ' b r+1 < 00. 
The first expectation referred to above ^E(b^ | Aq) P(Aq) ] has 
already been worked out by Larson (1957, p. 12). Therefore let us turn 
our attention to E(b^ ^ [ A^) P(A^). The restrictions on the variables 
for this expectation are b^/ X < v < b^_^/X , - 00 < b^, b^_^ < 00; 
but the first of these implies that we must also have b^ < b^_^ or 
< k-1 Therefore we have 
E(bk_i I Aj) P(Aj) = J 
lbk-x 
-
œ <  V i * 0 0  
Vif<Vi>£<bk>dbkdV: 
f b
2k-l 
'  V = _k 
X 
f(v) dv. 
The integration on v can be carried out without difficulty by making 
some simple restrictions on the sample size. However, to the best of 
the author's knowledge, it is not possible to express the double normal 
integral in closed form. Also, the remaining conditional expectations 
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will involve the same type of restrictions on the variables, only multiple 
integrals of a higher order will be involved. These would also not lend 
themselves to expression in closed form. For this reason no solution 
to the problem has been reached. 
Numerical integration could be used to evaluate these incomplete 
normal integrals for certain selected values of the parameters involved. 
However, such numerical work would require a lot of effort, both human 
and mechanical, and the resulting tables might very well not have 
sufficient merit to justify such efforts. 
The same type of trouble is encountered in trying to evaluate the 
variance of y* for this situation, so that quantity has not been evaluated 
either. 
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SECOND SEQUENTIAL TEST PROCEDURE 
Introduction 
In this section a sequential test procedure different from the one in 
the preceding section is considered. As will be recalled, in the preced­
ing section we considered a procedure in which the experimenter was 
sequentially deleting from his model what he considered to be the least 
important independent variables. In this section we shall consider the 
consequences of an experimenter starting with what we might call a 
basic model (involving r independent variables) and then sequentially 
adding more independent variables to this basic group of r. The formal 
statement of the problerp. is the following: 
Suppose an experimenter has an incompletely specified multiple 
regression problem in which he has specified r basic independent 
variables Xj, . . , X which he feels are definitely needed to 
predict values of a dependent variable y and has a group of (k-r) 
doubtful independent variables which may also be needed to predict 
values of the dependent variable y. Next suppose he adopts the follow­
ing sequential procedure to decide which of the k-r doubtful variables 
should be used in a predictor of y. 
1. Test H : The coefficient (6 .) of X - is 0. 
o xrr+l r+1 
2. If he accepts he will use only his r basic variables to 
predict y. If he rejects Hq he will test H^: The coefficient 
«W ° f  Xr« i S  °-
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3. If he accepts he will use X^, X^, . . • , X^+^ to predict 
values of y. If he rejects Hj he will test The coefficient 
(Pr+3' Xr+3 is °" 
4. If he accepts he will use Xj, X^, . . • , Xr+^ to predict 
values of y. If he rejects he will test Hy The coefficient 
(Pr+4) °f Xr+4 is °-
He continues testing in this way until he finally accepts a hypothesis, 
then he stops testing and uses all the independent variables whose 
coefficients he can not accept to be 0. In the extreme case he may test 
and reject in turn that the coefficients of all k-r doubtful independent 
variables are 0. In this situation he will use the complete set of all k 
independent variables to predict y. 
If an experimenter adopts such a procedure as that outlined above, 
his estimator of y may depend on r independent variables, on (r+1) 
independent variables, on (r+2) independent variables, etc. , depending 
upon the results of his preliminary tests of significance. Since the 
estimator of y used in any particular case is dependent on these tests 
of significance, its properties are not immediately obvious. In this 
section we shall derive the mean and the variance of this estimator, and 
discuss the tables applying to this estimator which are to be found in the 
appendix. 
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Assumptions and Notation 
The same general assumptions concerning the true model linking y 
with the independent variables X^, X_, . . . , X^ as were made in the 
preceding section will also be made here and will not be repeated. The 
estimators b.(i = 0, 1, 2, . . . , k) of the corresponding (3/s, the reduc­
tions in sum of squares due to regressing y on any particular x. and the 
estimate of the variance <r2 also remain unchanged. 
We shall adopt the same notation for the estimator of y in any par­
ticular case (yr, Y^x' • • • > Y^' where the subscript on y indicated the 
number of independent variables included in the predictor) and will again 
denote the estimator in the general case by y*. (Thus y* = y^ or Yr+j 
or . . . or y^, depending upon the results of our tests of significance for 
our particular sample. ) 
Some additional notation necessary for the derivations which follow is 
given in Table 6. Any additional notation will be introduced as it is needed. 
Expected Value of y*, <r2 Known 
Here again we may use either the Z test of the Z* test for each of 
the hypotheses of interest. As in the preceding section we shall select 
the tZ test for each hypothesis. The level of significance for each test 
shall be a. (The extension to different levels of significance for each 
test can be easily made. ) 
The various possible outcomes for the tests, the events they corre­
spond to, and the estimator used for each event are illustrated in Table 7. 
Table 6. Notation 
Results of tests Event y*: 
Accept Hq Aq Yr 
Reject Hq Accept A^ Yr+1 
Reject Hq Reject Accept A^ ^r+2 
Reject Hq Reject Reject H^, •••, Reject ^ ^ Accept A^ ^ yk 1 
Reject Hq Reject Reject Reject ^ ^ Reject ^ ^ A^ y. k 
Table 7. Results of tests 
Event Estimator Results of tests 
Ag b^/o-2 > X ; b^^/^ > X ; b^/r* < X 
Ak-r-l yk-l br/a"2 - X ; br+l/cr2 - X ; br+2^ > X b^/cr2 > X ; b^/cr2< X 
Ak_r ?k ^ X : br+l/r" > X = b^+2^' > X bLl^^ X = X 
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With the notation given in Table 7 we can easily see that 
Ey* = E(yr |Aq) P(AJ + E(y^jA^)P(A^) + E(yr+2 |A^ P(A^) 
+ . . . + E(yk_1 | Ak_r_1) P(Ak_r_1) + E(yk | Ak_^) P(Ak_r). (< 
P(AQ) + P(A^) + P(A2) + ... + P(Ak_r_1) + P(Ak_r) = 1. ( -
Because we have orthogonal x-vectors and because Aq involves only 
b , -j we find 
r+1 
E(yr |Ao) P(Ao) = [po +,2 p.x. ] P(Ao) 
i= 1 
Similarly for the other expectations we have 
E(yr+11 Aj) P(Aj) = [po+ S f^x. + xrH E(br+1 I Aj) ] P(Aj), 
i=l 
r+2 
E(yr+2 |A2)P(A2) = [p0 + S p.x + S x.E(b. |A^ ] P(A2), 
i= 1 i= r+1 
E(yk_! K^.j) = [p0 + S +V X. E(b. | Ajc_r_1) 
1=1 i=r+l 
E^k !•Vil = bo + Z Pixi +. = , xi E<bi lAk-ri] P<Ak-x> 
1=1 i=r+l 
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Combining these expectations and using (4) and ^ 5) we have 
E(y*) = p0+ 2 Ptx.+xr+1 V E(br+1IA.)P(A.) 
1—1 J -
k-r (6) 
+ Xr+2 .fl E^br+2 ' Aj* P^Aj^ + 1 " " + *k E^bk'Ak-r^ P^Ak-P j-2 
To evaluate the expectations in the above equation we again need the 
conditional distributions of the various regression coefficients. As be­
fore b. is distributed normally with mean (3^ and variance cr2. f(b^) 
denotes a normal distribution with mean and variance cr2. 
It can be seen that 
k-r 
'-0- </X~ f  oo 
2 E(b ]A)PU.) 
j=l J J br+l f^br+l^ dbr+l 
•oo ' or>/X, 
si 2ir 
Fr+1 + Pr+1 P^r+V' 
by use of equation (2). Similarly 
— 0" /X~ / 00 
k-r 
S E(br+2|A.) P(A.) 
3-^ 
-oo 
y 
vr. 
f(br+1> dbr+1 
f-cr VX oo 
+  
'  > br+E f ( br+2' d br+2 
- oo 'oryr 
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V2ir 
k-
2 E(br+3|A)P{A) = P(Pr+1)P(Pr+2)[-=: Fr+3 + IW<IW] 
J=3 V 2ir 
V E(b , | A ) P(A ) = 
j=k-r-1 J J 
k-2 
j=r+l 
k-1 
p»i> 
V 2ir 
Ffc-l+|3k-l P"3k-l'] 
^ K - r '  =  Ptfj) ~ F k + p k P ( p k ) ]  .  
j=r+l 
Inserting these values in (6) we arrive at 
i-1 
Ey* = p + S p.x. + 2 x F TT P((3 ) +p. TTp(P )], 
° i=l 11 i=r+l 1 L /2ir 3 J 
j=r+l j=r+l 
where 
j=r+l 
P(Pj) - 1. If we define 
bias = Ey* - S - S 3.x. , 
° i=l 11 
then we have 
i-1 
bias = S x 
i=r+l 
i[^= Fi T7 p(Pj) - Pi {i - TT p(Pji j 
j=r+l j=r+l 
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Again we will find it convenient to compute , yielding 
i-1 
k 
Èiî£ , 2 X 
°" i=r+l 
i{^= Fi TT p(Pj)-^[i- TTptPjjjj. 
j=r+l j=r+l 
The formula in this form is easier to tabulate because we have 1 less 
parameter to consider and because this also standardizes the regression 
coefficients. 
There are four obvious checks which can be applied to this bias 
function. First, we would expect that if all the (3.'s tested were actually 
0 then the bias function would be 0. Second, if X = 0 (corresponding to 
always rejecting all of the hypotheses and thus always fitting the full 
model), we would expect the bias to be 0. Third, if we take the limit as 
X tends to oo (corresponding to always accepting all the hypotheses and 
thus always using just the first r independent variables to predict y), 
k 
we would expect the bias to approach - 2 (3.x., the negative of the 
i=r+l 11 
terms always neglected in the true model. Fourth, if the experimenter 
has k independent variables, being the only doubtful one, we should 
arrive at the same bias formula whether we envisage him as sequentially 
testing coefficients from the end toward the middle or from the middle 
toward the end. Thus the bias formula derived in the preceding section 
should equal the one derived in this section if we set r = k-1. 
As we saw in the last section we have 
F. l 
= 0, F. 
6 .  =  0  
ri 
= 0, lim F. = 0, 
X =  0  x - * ° °  
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p(iy = CL, P((3^) 
13.=0 
ri 
1, lim P((3^) = 0. 
X->oo 
AFO 
With these results we can apply the first three checks mentioned above. 
Thus 
Bias 
Pr+rfW •••=|3>=0 
k r  i _ i  
= s  M —— .  0. | | [ (a)]- 0 
i=r+l [ V 2ir j=r+l 
1 - fr (Ji= 
j=r+l JJ 
0, 
Bias 
A=0 
k 
2 x. 
i=r+l 1 V 2ir 
. 0. 
i-1 
TT j=r+l t
1) - Pi [ 1 ~ "1 j= IT (1) r+l j  
= 0, 
lim bias 
X —> co i = x + l  U  V 2 TT 
i-1 
.0. TT j=r+l 
(0) - p [l - TT (0)1 
L j=r+l J 
- 2 8.x. 
i=r+l 1 1 
We see that each of the first 3 checks is satisfied by our bias function. 
If we set r = k-1 in the bias function derived in the preceding section 
we have 
bias = I  Fk - Li -  p(pk>] j  
If we set r = k-1 in the bias function derived in this section we find 
bias = =k 
V~27T 
F k - P f c  [ l  -  P ( P k ) ] j  -
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so that our two bias functions also satisfy the fourth check mentioned. 
Next let us take the limit of the bias function as the (3/s tend to oo. 
If the bias tends to 0, then this fact, coupled with the fact that the bias 
£ is 0 with the (3 J s equalling 0, would indicate that the bias function 
attains at least one extreme point for the (3Js lying between 0 and oo. 
We note that 
lim F. = 0 - 0 = 0, 
(3.-> oo 1 
i i-1 
lim p [l - TT P((3 }/ = lim (3 - lim (3 P((3 ) TT 
p.->oo 1 j=r+l JJ j=r+l J 
= oo for i > r + 1 
=  0  f o r  i  =  r + 1  
However, the fact that the experimenter is first testing (3^^, then 
Pr+2» • • • then p^ would indicate that he has, in his mind, ranked the 
(3!s being tested in the following way: 
e,+i P,+z ^ z % • M 
If we make the assumption that the above ranking is true then we find that 
r _ lim p. 11 - TT P(Pt )1 = 0, i=r + l, r+2, ...,k, 
p.-*co 1 L j=r+l " J 
since p^ —> co would then imply that we also have 
Pi_l —>°°> •••» Pr+1 >°°" 
i  =  r  +  I ,  r + 2 ,  . . . , k .  
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Thus, if we assume (7) to be true, we find that the coefficient of x. in 
the bias formula tends to 0 as (3. —* oo, 0 = r + 1, r+2, . . . , k. This 
would indicate that the coefficient of x.. in the bias does attain an 
extreme value for (3^ between 0 and oo. 
To locate these extreme values we could compute the first derivative 
of the bias with respect to each of the k-r (3 Js, set each of these equal 
to 0, and thus have a set of k-r equations in the k-r (3 Js which could 
be solved to locate the values of the |3 Js corresponding to extreme 
values of the bias. These equations are extremely complex and do not 
appear to lend themselves to simple solution. We can simplify the 
problem considerably if we assume that all (3's following (3^ are 0. 
This would lead us to equations of the type 
i_1  (/X - p.M2 (R + p./o-)2  .  
TT p(pj) [è e 2 + e  2 ]= !- TWj' 
j=r+l j=r+l 
r 
where | | P(p.) - 1. By substituting in different values of (3. we 
j=r+l 3 1 
could arrive the particular values of (3^ for which the equation holds, 
thus finding the values for which the coefficient of x. attains an extreme 
value. 
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Case 2 
Tables 
This k^aS function again is a linear function of the -values for 
which we want to predict the mean value of y. Thus to evaluate 
for any particular set of x/s we need only know the coefficients of these 
x/s and the level of significance of the various tests. In Table 13 in the 
appendix will be found the coefficients of the x coordinates for 5% tests, 
in Table 14 those for a 10% test and in Table 15 those for X= 1 (32% 
test). 
Let us examine the use of the tables for the case in which we have 
orthogonal x vectors of length one. The tables will allow us to evaluate 
-^jr- for any number of planned tests up to and including four. The 
variable whose coefficient is tested first is called x,, that tested 
Pi 
second x^, etc. We must give numerical values to the parameters — 
being tested in order to evaluate the bias for any particular case. Again 
the function involves all the independent variables whose coeffi­
cients the experimenter intended to test, whether or not he did on the 
basis of his sample test them all. For example, if the experimenter has 
2 doubtful independent variables, no matter how many independent 
variables he has in total, he would need the coefficient of x^ and the 
coefficient of x_ to evaluate ^as . If he had three doubtful variables Ù cr 
he would want the coefficients of x^, x^, and x^; with four doubtful 
variables he would need the coefficients of x^, x^, x^ and x^. The 
values in these tables are also all negative so we must multiply the 
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coefficients by -I before using them. Let us examine the same two 
examples used in the last section to illustrate the use of the tables. 
Example 1. Suppose we have a regression model involving eight inde­
pendent variables, of which and Xg are doubtful. We decide to use 
the procedure outlined in this section, first testing (3^ and then |3g to 
be zero, at the 10% level. Then no matter what the outcome of the two 
tests we will want the coefficients of (corresponding to x^, the first 
variable tested) and x^ (the second variable tested) from Table 14 
(corresponding to a 10% test. Suppose we intend to predict y with 
P7 Pg 3 
x„ = -1 and x0 = 1. Then with — = 2 and — = •=• we have 7 o cr cr L 
—i- = (-!)(-. 345) + (1)[-. 825) 
— —.480, 
^7 , ^8 1 
with — = 3, — = TT we have 
cr cr 2 
= (-!)(-. 101) + (1)(-. 283) 
= 182. 
r ^7 , ^8 , . bias 
and so on. Given any values for — and — we can evaluate . 1 cr cr cr 
Example 2. Suppose we have a regression model with 15 independent 
variables, the last four of which are doubtful. We again adopt the 
procedure outlined in this section, testing the coefficients of x^, x^, 
X14' X15 to zero> *n that order. Then no matter what the results of 
the tests we need the coefficients of x^, x^, x^, x^ from Table 13 to 
evaluate • Suppose we intend to predict the mean of y corre­
sponding to Xj2 = -3, x^g = 2, x^ = 5, x^g = -1. Then with 
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= (-3)(-. 657) + |(2)(~1. 228) + 5(-. 484) + (-!)(-. 499) 
= -2. 406, 
P l 2  P i  3  P 1 4  P % 5  
with = 2, = 1, = 1, = 1 we have 
= (-3)(-. 570) + (2)(-. 785) + 5(-. 963) + (-!)(-. 494) 
= -4.181. 
Notice there is a considerable difference in magnitude between procedure 
I and this procedure in the function. Procedure II appears to be 
fairly consistent in giving the larger bias, although there are points for 
which the magnitudes are approximately the same. Again if we wish to 
compute —^ where some of the (B^/cr's are negative, we must reverse 
the sign of the tabular coefficient for the corresponding independent 
variable (e. g. in the last part of example 2 above, with 
hi = -2, ill = 1, !îii = -1, hi = l 
o- <r 
then we have 
bias 
= (-3)(. 570) + 2(-. 785) + 5(. 963) + (-. 1)(-. 494) 
= 2.029. 
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Now let us examine the case in which the experimenter does not have 
orthogonal x-vectors and he adopts the procedure mentioned in this 
section to decide which of his group of doubtful variables to retain. 
Before he can make use of the tables in the appendix he must first com­
pute the matrix A mentioned in the appendix. Then if he is interested 
in predicting the mean value of y for the set of xJs given by the 1 x k 
row vector 0, he must compute the 1 x k row vector Z = 0A. As we 
'know, he must next specify values for the p., /cr's that he wishes to use 
in evaluating the bias. These make up the elements of the k x 1 vector 
p. Next he computes y - A *p. Now the first coefficient tested, 
Pr+^/cr, corresponds to yr+j> the second one tested corresponds to 
yr+2' ^c. Similarly xr+j corresponds to Zx^^ to etc. 
The evaluation of proceeds as indicated in the examples above, 
except we now use the y.'s to locate the correct coefficients from the 
tables and multiply these numbers times the appropriate elements of the 
Z-vector. 
Variance of y*, <r2 Known 
The notation developed for Ey* shall also be used in evaluating the 
variance of y*. We shall make use of the variance formula 
Variance y* = E(y*)2 - (Ey*)2. 
The only new calculation we need to make is to evaluate E(y*)2. 
Table 8 illustrates the various values which (y*)2 assumes and the 
events corresponding to these values. 
Table 8. Notation 
Event (y*)2- Results of tests 
Yr 4+1^ < X 
4+1 4+l^>X^r+2^<^ 
Ag y%2 4+/^ > X ; b^/r2 > X ; b^/cr2 < X 
^k-r-l 4-1 4+1^ 2 X : 4+2^ - ^ : 4+3/^ 2 X ^ ^ 
Alc-r Y k b r+1 X ^ r+2^ — X ^ r+3</^ — X '>•'•> ^k-l^ — X ' bk^°* — X 
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Thus we see that 
E(y*)2 = E(y2r | A^P(AJ+E(y^jA^)P(A^)+E(y^2 U2)P(A2) 
(8) 
f  + • • • +  E ^ k - 1  I  A k - r - V P ^ A k - r - l ^ + E ^ y k  l A k - r ^ P ^ A k - r ^  
We can now expand each of the terms on the right hand side of (8) and 
find 
E(y2r|Ao)P(Ao) = [(|5 + S px)a+<r'(i + S x2> ] P(AJ 
1= 1 1=1 
E(yr+ilAi'ptAi>= +j= x!> 
i= 1 i= 1 
+ 2(Pq + 2 p.x.)xr+1 E(br+1 | Aj)+xr+1 E(br+1 | A^) "] P(A^), 
i=l 
E(4+2tA2)p(A2)= [(Po+.zi 
i=l i= 1 
r r+2 
+ 2(Pq + 2 (3^) 2 x^Cb-l A2)+2xr+1xr+2E(br+1| A2) 
i=1 i=r+l 
E(br+2^A2^ 
r+2 
+ 2 x2 E(b2 |A ) J P(A ), 
i=r+l 1 1 Z J Z 
E(y2r+3|A3)p(A3)= [ c p 0 +  .S P-^+^fi +  S  X 2 )  
1=1 1=1 
r r+3 
+ 2(Pq + 2 p^) 2 x. E(b. lA3) + 2xr+1xr+2 E(br+1 ^ A3^ 
1=1 i=r+l 
E(br+2 lA3* 
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r+2 r+3 -i 
+ 2xr+3E(br+3 j A3) 2 x.E(b. j A3) + 2 x2 E(b2 | Ag) J 
i-r+1 i=r+l 
P(A3), 
= [®o+= x!> 
1=1 1=1 
r k-1 
+ 2(|3o+ S p.x.) 2 x. E{b. | Ak_r_1) 
1 =  1 1 =  r+1 
k-2 k-1 
+ 2 2 2 XjX E(bi|Ak_ j) E(b. |Ak_ j) 
i=r+l j=r+2 1 3 K r 3 
i< j 
+ . 2 x2 E(b2j Ak_r_1) ] p(Ak_r_i)' 
i=r+l 
PiXi'2 + + .S Xi> 
1= 1 1= 1 
r k 
+ 2(Po+ Z ) 2 x. E(b |A^ ) 
° i=l 11 i=r+l 1 1 
k-1 k 
+ 2 2 2 x x E(b. |A, ) E(b. | Ak_ ) 
i=r+l i=r+2 1 3 1 K r 3 J 
i< j 
+ 2 x2 E(b^ (A^^) ] PCA^^). 
i=r+l 
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If we combine like terms we have 
r 1 r 
E(y*)3= (Po+ 2 p.x.)=+o-Z(- + Z x!) 
i= 1 i= 1 
k-r 
+ 2(0 + 2 p .x ) , 2 2 E(b IA ) P(A.) 
i=l i=r+l j=i-r 3 
k-1 k k-r 
+ 2 2  2  2  x.xE(b |A )E(b (A ) P(A ) 
i=r+l j=r+2 m=j-r 1 J 1 m J m m 
i< j 
k k-r 
+ 2 2 x! E(b! | A.) P(A.), 
i=r+l j=i-r 1 1 3 3 
k k-r 
The terms 2 2 E(b. | A.) P(A.) were computed in finding Ey*. 
i=r+l j=i-r 1 3 3 
Thus our only new calculations will involve evaluating the expectations 
in the last two terms above. 
It is clear from the distributional results of the b.'s mentioned 
earlier in this section that we have 
k-1 k k-r 
2  2  2  E ( b | A  ) E ( b | A  )  
i=r+l j=r+2 m=j-r 
i< j 
k-1 k i-1 r -i r 
= 2 2 TT P(Pm) [ -4= F + p P(P.)J[-^Z F +p P(p ) 
i=r+l j=r+2 m=r+l /2ir /2ir 
i < j m i 
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Also we find (m exactly the same way this step was done in the preceding 
section) that 
k k-r k i-1 
S 2 x* E(b* |A.) P(A.) = Z x! TT F(p.) 
i=r+l j=i-r 3 3 i=r+l j=r+l 3 
-ST Gi + Pi Fi + + f>t> p<Pi> 1 -
where | | P(p.) - 1. 
j=r+l J 
Combining these expectations we find that 
r , r 
E (y* ) 2 = ( P 0 +  2  p . x . ) 2 +  , r 2 ( -  +  2  x ! )  
i= 1 i= 1 
i-1 
+ 2(p + 2 p.x ) 2 x TT P(P,) [ ~ F + p P(p ) 1 
° i=l 11 i= r+1 1 j=r+l 3 L V2TT J 
k-1 k j-1 
+ 2 
J=^z Vj JL F^p<vl 
i < j m 4 i 
r ^ v W ]  
+ s X 2  TT P t f J  [ < r 2  G  +  p  - Z _  F  + ( o . 2 + p 2 ,  
i=r+l j=r+l 3 L V 2ir 
pcpp ] • 
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Then we have 
Variance y* = E(y*)2 - 4 p + 2 p.x. 
C ° i=l 1 1 
k p  i-1 i -| 1 2 
+ 2 X F TT P(p.) + p. TT P{p ) J \ 
i-r+1 V2ir j=r+l 3 j=r+l J J 
= cr2 (i + 2 x2) 
i=l 
k-1 k j-1 
+ 2 S  2  x  x  T T  P ( | 3 m )  [ F .  + p . P ( p . ) ]  
i=r+l j=r+2 3m=r+l V2TT 
i < j m 4 i 
[ ^ F J  +  P j P ( P j ) ]  
k i-1 
2 
i=r+l 
+ "2 ! ."n" p(Pj> I"2  è Gi+ ^ Fi +t°-2 +P!> j=r+l J V 2ir 
P(Pi) 1 
f k i-1 i -, X 2 
- i 2 x ( _Z_ F. IT PtPJ+Pi TT P(p.) T 
[ i ~ r + l  Y 2ir j=r+l 3 j=r-rl 3 
The same sort of checks applied to Ey* can also be applied to the 
variance formula. First, if we set \= 0 (corresponding to always 
rejecting all the hypotheses and thus always using all k independent 
1 k 2 
variables) we would expect the variance of y* to be <r2( — 2 x.). 
i=l 
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Second, if we take the limit as X —•> co (thus always accepting all 
hypotheses and thus always using just the first r variables), we would 
2 1 r 2 
expect the variance of y* to be cr (— + 2 x.). Third, if we set 
n i=l 1 
r = k-1 then the variance of y* derived in the last section and the 
variance of y* derived in this section should be the same. As we have 
seen earlier 
F ;  = 0 ,  l i m  F .  =  0  
X=0 
1  1  X  — o o  1  
P(p.) =1, lim P(P,) = 0 
Lo 
_ P l  
G. I = 2e ^ lim XG. = 0 1 x i 
X=0 X —> co 
Thus 
I 1 r Variance y*l = cr2 ( — + S x2) 
U n  i = i  1  
k-1 k j-1 , 
+ 2 S S XX TT (1)1 -== -0+Pri|[-zz-o+P,(i) J 
i=r+l j=r+2 3 m=r+l V2ir /2ir 3 
i < j m 4 i 
f k i-1 , 2 
•p x. TT (i) [ -& .0 + ^(1)7 I 
U=r+1 j=r+l V 2tt J 
1 k 
= 
0-2 (n + il ixi) , 
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2 / 1  L  J  „ 2  lim Variance y* = cr (— + 2 x.  ) 
X—?oo i= 1 
k-1 k j-1 , 
+ 2 S S x.x. IT [0 -Z- 0 + (3rOj[ -H- 0 + (3 . OJ 
i=r+l j=r+2 1 ^ m=r+l V 2ir / 2ir 
i < j m 4 i 
k i-1 r -, -, 
+ s x! T T  [ o o - 2 . 0  +  p .  . 0  +  ( o - 2 +  p^ ) . o l  
i=r+l 1 j=r+ 1 1 v 2TT  ^
k r i-1 i -i •) z 
2 x. . o TT o + p. TT o I =0. 
i=r+l 1 V2ir j=r+l 1 j=r+l J 
Hence we see that our variance formula satisfies each of the first two 
checks. If we set v = k-1 in the variance formula in the last section 
we get 
1 r Variance y* = cr2 ( — + 2 x2 ) 
n i=l 1 
* [  à- Gk T= + Pk Fk +  ("r 2 +i3i> P<V 1 
Fk +  Pk p(V j j2-
while if we set r = k-1 in the formula derived in this section we get 
Variance y* = o-2 ( — + 2 x2 ) 
i=l 
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[ °-2 èGk + PkFk 
V2^ 
cr 
+ (°"2+|32k) P(Pk)] 
f*k[ 72Ï 
cr 
Fk + Pk p»k' ) 2 
Thus we see that the two variance formulas give the same quantity, as 
was expected. 
This variance formula was examined in some detail for certain 
specific cases in an attempt to compare it with the variance of y^, but no 
simple relations were found. Similarly, no progress was made in trying 
to determine the size of this variance relative to the size of the variance 
of the estimator considered in case 1. 
To illustrate the difficulties encountered in this case, let us examine 
a simple case in which the experimenter has only 3 independent 
variables, and is doubtful about whether or not he should use x^ and x^ 
to predict y. (Thus in this particular case we have k = 3 and r = 1). 
He first tests that *s 0. If he accepts this, then he uses only x^ to 
predict y. If he rejects this, then he tests that (3^ 0. If he accepts 
(3g to be 0 he uses x^ and x^ to predict y and if he does not accept 
Pg to be 0, he uses x^, x^, and x^ to predict y. 
We make the same assumptions regarding the true model and the 
orthogonality of the x vectors as were made for the general case with 
cr2 known. The test criterion used for each test will be an F variable, 
Expected Value of y*, cr2 Unknown 
75 
consisting of the ratio of the reduction in the sums of squares due to the 
independent variable in question to the estimate v of the population 
variance cr2. The various outcomes of the two tests, the events they 
correspond to and the estimator used are illustrated in the following 
table. 
Table 9- Notation 
Event y*= Results of tests 
A 
o *1 b
22/v< X 
A1 y 2 b^/v > X; bg/v< X 
A2 b 2/v> X' b^/v > X 
Thus we see that 
E(y*) = E(y, | Ao)P(AQ)+E(y2 | A^)P(A^)+E(y3 | A%) P(A^) 
= (Po + Pl=l )P(Aq) + (pQ + plXl + x2 E(b2J Ax) ) P(A^) 
+ [P0 + Pi=i + x2 E(b2 | A2) + x3 E(b3 | A2) ] P(A2) 
= P0 + Pl^l 
2 
+ x2 S E(b2 |A.)P(A.) + x3 E(b3 |A2)P(A2). 
i=l 
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Hence we see that we would need to evaluate E(bg [ A^) P(A^) in order to 
get E(y*). Let us investigate the region of integration for this expected 
value. 
First of all we know that b^ is normal with mean and variance 
cr2, b« is normal with mean {3~ and variance tr2, and —- v is a iz 
cr2 
variable with n-4 degrees of freedom. Further, b^, b^ and v are 
completely independent, so their joint distribution is simply the product 
of their respective marginal distributions. The region of integration for 
E(bg I A^) P(A2) is restricted so that b2^/v > X and b2?/v > X. But 
this implies then that b2^ > X v, b ^  > Xv, 0 < v < oo. Thus the limits 
of integration for our two normal variables would be functions of the 
third variable v. Such integrals can not be evaluated in closed form. 
For this reason no results have been reached in this subsection. Of 
course, if we have a problem in which more than two coefficients are 
tested sequentially, then the expectations would be of the same general 
type as indicated in this special case. Such integrals could be evaluated 
numerically, but the resulting tables might not justify the expenditures 
necessary in time and money. 
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Table 10. Bias coefficients for first sequential test procedure 
(a = . 05, A = 3. 84. All entries are negative) 
Coefficient of 
=
>
1^
 
ii 1/2 1 3/2 2 5/2 3 
.342 .583 . 657 . 570 .392 . 215 
Coefficient of x^ 
II 1/2 1 3/2 2 5/2 3 
Tm 1/2 
. 315 . 537 .605 
.''546 
. 5,25 
. 473 ' . 325 
- vl# 
.179 
3/2 ' . 445 .386 . 265 .146 
2 . 276 .190 .104 
5/2 .115 . 063 
3 . 032 
Coefficient of x^ 
cr 
'• ' 
<r 0* 1/2 1 3/2 2 5/2 3 
1/2 1/2 . 290 . 495 . 558 . 483 . 332 .183 
1 1/2 .446 .503 . 435 . 299 .165 
1 . 402 . 453 . 392 . 270 .148 
3/2 1/2 . 410 . 355 .244 .134 
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Table 10. (continued) 
Coefficient of x^ 
cr 
e 
"cr* 
1/2 1 3/2 2 5/2 3 
1 . 369 . 320 . 220 .121 
3 / 2  . 301 . 261 .180 . 099 
1/2 . 254 .175 . 096 
1 . 229 .157 . 087 
3 / 2  .187 .128 . 071 
2 . 133 . 092 . 050 
1/2 .106 . 058 
1 . 096 . 053 
2 . 056 . 031 
5/2 . 034 . 019 
1/2 .030 
1 . 027 
3 / 2  . 022 
2 . 016 
5 / 2  
.009 
3 
. 005 
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Table 10. (continued) 
Coefficient of 
h  
cr 
PJl P4 1 / 2  1 3/2 2 5 / 2  3 
cr cr cr 
1/2 1 / 2  1 / 2  . 267 . 456 . 514 .445 . 306 .168 
1 1/2 1/2 .411 . 463 . 401 . 276 .152 
1 1 / 2  . 370 . 417 . 361 . 249 .137 
1 . 333 . 376 .326 . 224 .123 
3 / 2  1/2 1 / 2  . 377 . 327 . 225 .124 
1 1/2 .340 .295 . 203 .111 
1 . 307 . 266 .183 .100 
3/2 1/2 . 277 . 240 .165 . 091 
1 . 250 .217 .149 . 082 
3/2 . 2 0 4  .177 .122 . 067 
2 1 / 2  1/2 . 234 .161 . 088 
1 1/2 . 211 .145 . 080 
1 .190 .131 . 072 
3 / 2  1/2 .172 .118 . 065 
1 .155 .107 . 059 
3 / 2  .126 . 087 . 048 
2 1/2 .123 . 085 . 046 
. 1 .111 . 076 . 042 
3/2 . 090 . 062 . 034 
2 . 065 . 044 . 024 
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Table 10. (continued) 
P, r2 r3 K4 
<r tr o* 
5/2 
1 / 2  
1 
Coefficient of 
H  
cr 
1/2 1 3/2 2 5/2 3 
5/2 1/2 1/2 . 098 . 054 
1 1/2 . 088 . 049 
1 
.080 044 
3/2 1/2 .072 .040 
1 
.065 036 
3/2 . 053 .029 
5/2 2 1/2 .051 .028 
1 
.046 . 025 
3/2 .038 . 021 
2 
. 027 .015 
5/2 1/2 .031 .017 
1  
.  028 016 
3/2 . 023 .013 
2  
.016 .009 
010 .006 
!/2 1/2 ,027 
. 025 
.022 
3/2 1/2 ,020 
1 
.018 
Table 10. (continued) 
Coefficient of 
cr cr <r 
3 / 2  
2  1 / 2  
1 
3/2 
2 
5 / 2  1 / 2  
1 
3/2 
2 
5/2 
3 1/2 
1 
3/2 
3 3 2 
5 / 2  
3 
2  5 / 2  3  
. 015 
. 014 
. 013 
. 011 
. 008 
. 009 
. 008 
. 006 
. 005 
. 003 
. 004 
. 004 
. 003 
.  002  
. 001 
. 001 
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Table 11. Bias coefficients for first sequential test procedure 
(a = .10 A= 2. 71. All entries are negative) 
Coefficient of x^_ 
11 1/2 1 3 / 2  2 5 / 2  3 
. 262 . 426 .446 . 345 . 211 .101 
Coefficient of x^ 
II 
=
r
i b 
1/2 1 3 / 2  "  2 5 / 2  3 
1/2 . 225 . 366 . 383 .296 .181 . 087 
1 . 315 . 3 2 9  . 254 .155 . 075 
3 / 2  . 249 .193 .118 . 057 
2 .124 . 076 . 036 
5 / 2  . 041 . 0 2 0  
3 . 009 
Coefficient of x_ 
z 
or 
!± 
cr 
1/2 1 3 / 2  2 5/2 3 
1/2 .194 . 315 . 3 2 9  . 254 .155 . 075 
1/2 . 270 . 283 . 219 .134 . 064 
1 . 232 .243 .188 .115 . 055 
1/2 . 214 .165 .101 . 049 
1 .184 .142 . 087 . 042 
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Table 11. (continued) 
Coefficient of x^ 
cr 
' rr 1 / 2  1 3 / 2  2 5 / 2  3 
3 / 2  . 139 . 108 . 066 . 032 
1 / 2  . 106 . 065 . 031 
1 . 091 . 056 . 027 
3 / 2  . 069 . 042 . 020 
2 . 045 . 027 . 013 
1 / 2  . 035 . 017 
1 
. 030 . 015 
3 / 2  . 023 . 011 
2 . 015 . 007 
5 / 2  
. 008 . 004 
1/2 
. 008 
1 
. 007 
3 / 2  
. 005 
2 
. 003 
5 / 2  
. 002 
3 
. 001 
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Table 11. (continued) 
Coefficient of x^ 
Pi 
cr 
1/2 1 3/2 
cr cr cr 
1/2 1/2 1/2 . 166 . 270 . 283 
1 1/2 1/2 .232 . 243 
1 1/2 . 200 . 209 
1 . 171 . 180 
3/2 1/2 1/2 .184 
1 1/2 . 158 
1 . 136 
3/2 1/2 . 120 
1 . 103 
3/2 . 078 
2 1/2 1/2 
1 1/2 
1 
3/2 1/2 
1 
3/2 
2  1 / 2  
1 
3/2 
2 
2 5/2 3 
219 . 133 . 064 
188 . 115 . 055 
161 .099 . 047 
139 . 085 . 041 
142 . 087 . 042 
122 .075 . 036 
105 .  064 ,031 
092 . 056 . 027 
079 . 049 . 023 
060 . 037 . 018 
091 .056 . 027 
079 . 048 . 023 
068 . 041 . 020 
059 . 036 . 017 
051 . 031 . 015 
039 . 024 . 011 
038 . 023 . 011 
033 .020 . 010 
025 . 015 . 007 
016 . 010 . 005 
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Table 11. (continued) 
Coefficient of Xj 
Pi 
cr 
1/2 1 3/2 2 5/2 3 
cr IT cr 
5/2 1/2 1/2 .030 . 015 
1 1/2 . 026 . 013 
1 . 022 . 011 
5/2 3/2 1/2 . 020 . 009 
1 . 017 . 008 
3/2 . 013 . 006 
2 1/2 . 013 . 006 
1 . 011 . 005 
3/2 . 008 . 004 
2 . 005 . 003 
5/2 1/2 . 007 . 003 
1 . 006 . 003 
3/2 . 004 . 002 
2 . 003 . 001 
5/2 
. 002 . 001 
3 1/2 1/2 
. 007 
1 1/2 
. 006 
1 
. 005 
3/2 1/2 
. 004 
1 
. 004 
3 
. 003 
. 003 
. 002 
.  002 
.  001 
.  001  
.  001  
.  001  
.  0 0 1  
. 000 
.  001 
. 001 
. 000 
. 000 
.  000 
„ 000 
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(continued) 
Coefficient of x^ 
Pi 
cr 
p, 
— 1/2 1 3/2 2 5/2 
3/2 
1 / 2  
1 
3/2 
2 
1 / 2  
1 
3/2 
2 
5/2 
1 / 2  
1 
3/2 
2 
5/2 
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Table 12. Bias coefficients for first sequential test procedure 
(a = . 32, X = 1. All entries are negative) 
Coefficient of x^ 
II 1/2 1 3/2 2 5/2 3 
.090 . 132 . 119 . 017 . 038 .015 
Coefficient of x^ 
ll
J»
 
II 1/2 1 3/2 2 5/2 3 
II 
<
^
l b 
1/2 . 056 . 083 . 074 . 048 . 024 .009 
1 . 063 .057 . 037 .018 . 007 
3/2 . 036 .  023 .012 . 004 
2 . 012 . 006 . 002 
5/2 .003 .001 
3 . 000 
Coefficient of x^ 
cr 
h. 
cr 
04 
cr 
1/2 1 3/2 2 5/2 3 
1/2 1/2 . 035 . 052 .046 . 030 . 015 . 006 
1 1/2 . 039 . 035 . 023 . 011 .004 
1 . 030 . 027 . 018 .009 . 003 
3/2 1/2 . 022 .015 .007 .003 
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Table 12. (continued) 
Coefficient of 
<r 
1/2 1 3/2 2 5/2 3 
1 .017 . Oil . 006 . 002 
3/2 . Oil .007 . 004 . 001 
1/2 . 008 . 004 . 001 
1 . 006 . 003 O
 
o
 
y-j 
3/2 . 004 . 002 i
—
< o
 
o
 
2 .  002 . 001 . 000 
1/2 . 002 . 001 
1 . 001 .000 
3/2 . 001 . 000 
2 . 000 . 000 
5/2 
.000 . 000 
1/2 
. 000 
1 
. 000 
3/2 
. 000 
2 
.  000 
5/2 
. 000 
3 
. 000 
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Table 12. (continued) 
Coefficient of 
Pi 
cr 
P3 P4 
1/2 1 3/2 or cr cr 
1/2 1/2 1/2 . 022 . 032 . 029 
1 1/2 1/2 . 025 . 022 
1 1/2 . 019 . 017 
1 . 014 . 013 
3/2 1/2 1/2 . 014 
1 1/2 . 011 
1 
. 008 
3/2 1/2 .007 
1 . 005 
3/2 
. 003 
2 1/2 1/2 
1 1/2 
1 
3/2 1/2 
1 
3/2 
2  1 / 2  
1 
3/2 
2 
2 5/2 3 
. 019 . 009 . 004 
. 014 . 007 . 003 
. 011 . 006 . 002 
.  008 .004 . 002 
. 009 . 005 . 002 
. 007 . 003 . 001 
.005 .003 .001 
. 004 . 002 .001 
. 003 . 002 . 001 
. 002 .001 . 000 
.005 c 002 .  001 
. 004 . 002 . 001 
. 003 . 001 .001 
. 002 . 001 . 000 
. 002 . 001 .000 
. 001 . 001 . 000 
. Oui . 001 .000 
. 001 . 000 . 000 
.  001 . 000 . 000 
. 000 . 000 .  000 
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Table 12. (continued) 
Coefficient of 
h 
cr 
h 1/2 1 3/2 2 5/2 3 
cr cr cr 
5/2 1/2 1/2 . 001 . 000 
1 1/2 . 001 . 000 
1 . 001 . 000 
All other entries are 0 to three places. 
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Table 13. Bias coefficients for sequential test procedure 
(a = .  05, = 3, 84. All entries are negative) 
Coefficient of x^ 
Li 
cr 
cr 
_2 :  
cr 
P: K1 
cr <r 
1/2 1 3/2 2 5/2 3 
.342 .583 . 657 .570 .392 .215 
Coefficient of x_ 
1/2 1 3/2 2 5/2 
1/2 .488 
1 .473 .929 
3/2 .449 . 865 J 1.228 
2 .419 . 785 1.065 1. 262 
5/2 .389 . 706 . 906 .991 1.013 
3 . 366 . 645 . 783 . 783 . 706 631 
Coefficient of x^ 
_3 
cr 
1/2 1 3/2 2 5/2 
1/2 1/2 .449 
1 1/2 .498 
1 .495 . 988 
3/2 1/2 .496 
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Table 13. (continued) 
1/2 
cr 
1 .491 
3/2 .484 
1/2 .494 
1 .486 
3/2 .474 
2 .458 
1/2 .491 
1 .481 
3/2 .464 
2 .443 
5/2 .422 
1/2 .489 
1 .477 
3/2 .457 
2 .431 
5/2 .405 
3 . 386 
Coefficient of x^ 
h 
cr 
1 3/2 2 5/2 
. 977 
.956 1. 412 
. 963 
.931 1. 360 
.889 1. 278 1. 619 
. 950 
.905 1. 308 
.848 1. 193 1. 479 
.793 1. 081 1. 288 1.451 
. 940 
.885 1. 268 
.817 1. 130 I. 372 
.750 .994 1. 142 1. 235 
.698 .890 965 .974 
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Table 13. (continued) 
Coefficient of 
il 
cr 
h 
cr cr 
03 
cr 
1/2 1 
1/2 1/2 1/2 .500 
î 1/2 1/2 .500 
1 1/2 . 500 
1 .499 .998 
3/2 1/2 1/2 . 500 
1 1/2 .500 
1 .499 . 996 
3/2 1/2 .499 
1 .497 .993 
3/2 .495 . 986 
2 1/2 1/2 .499 
1 1/2 .499 
1 .498 .494 
3/2 1/2 .498 
1 .496 .988 
3/2 .492 .978 
2 1/2 .497 
1 . 493 .981 
3/2 .486 .964 
2 .478 .943 
3/2 2 5/2 
1. 472 
1.455 
1.428 
1.384 1.803 
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Table 13. (continued) 
Pi 
cr 
5/2 
Coefficient of x^_ 
A 
cr 
h 
cr <7 1/2 1 3/2 
1/2 1/2 .499 
1 1/2 .499 
1 .497 . 992 
3/2 1/2 .497 
1 .494 .984 
3/2 .488 .969 1.438 
2 1/2 .495 
1 .490 .974 
3/2 .481 . 951 1.401 
2 .470 .922 1.342 
5/2 1/2 .494 
1 .487 .965 
3/2 .475 .933 1. 365 
2 .460 .893 1. 284 
5/2 .445 .854 1. 204 
1/2 1/2 .499 
1 1/2 .498 
1 .496 .990 
3/2 1/2 .497 
1 . 493 .981 
1. 731 
5/2 
1. 633 
1. 498 1.760 
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Table 13. (continued) 
il JL 
"cr" cr 
Coefficient of 
h 
cr 
h 
cr 
1/2 1 3/2 2 
3/2 .486 .963 1. 425 
1/2 .495 
1 .488 .969 
3/2 . 478 .941 1. 380 
2 .464 . 906 1. 309 1. 676 
1/2 .493 
1 .484 . 957 
3/2 .469 .919 1. 337 
2 .451 .871 1. 239 1. 557 
5/2 .433 .824 1. 143 1. 394 
1/2 .491 
1 .481 .949 
3/2 .463 .903 1. 303 
2 .441 .844 L 185 1. 466 
5/2 . 420 . 787 1. 070 1. 270 
3 .403 . 743 981 1. 119 
5/2 
1.607 
1.424 
1. 202 1. 285 
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Table 14. Bias coefficients for second sequential test procedure 
(a = . 10, X= 2. 71. All entries are negative) 
Coefficient of Xj 
cr 
Pi s  
cr 
1/2 1 3/2 2 5/2 3 
. 262 . 426 .446 . 345 . 211 . 101 
Coefficient of . 
ii 
«
E
1!
"
 
1/2 1 3/2 2 5/2 3 
1/2 . 467 
1 .438 .850 
3/2 . 395 . 747 1. 035 
2 . 348 .632 . 825 . 940 
5/2 . 309 . 538 . 652 . 667 . 657 
3 .283 .476 . 538 .489 .409 . 353 
cr cr 
Coefficient of x, 
cr 
1/2 1 3/2 2 5/2 
1/2 1/2 .495 
1 1/2 .491 
1 .484 .961 
3/2 1/2 .485 
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Table 14. (continued) 
h 1/2 
cr 
1 .473 
3/2 .454 
1/2 .479 
1 .460 
3/2 .433 
2 .402 
1/2 .473 
1 .450 
3/2 . 416 
2 . 377 
5/2 . 346 
1/2 .469 
1 .443 
3/2 .404 
2 . 361 
5/2 . 325 
3 . 302 
Coefficient of x^ 
^3 
cr 
1 3/2 2 5/2 
. 934 
.888 1. 295 
. 904 
.838 1. 202 
. 765 1. 068 1. 321 
. 879 
. 796 •1. 126 
. 704 . 957 1. 146 
. 628 .817 • 927 1. 016 
.863 
. 769 1.075 
. 664 .884 1. 032 
. 578 . 725 
• 
783 . 817 
. 522 . 621 620 .591 
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Table 14. (continued) 
y 
Pl 02 P3 1/2 
cr cr <r 
1/2 1/2 1/2 .499 
1 1/2 1/2 .499 
1 1/2 . 498 
1 .496 
3/2 1/2 1/2 .498 
1 1/2 .496 
1 . 493 
3/2 1/2 .493 
1 .488 
3/2 .480 
2 1/2 1/2 .497 
1 1/2 .494 
1 .490 
3/2 1/2 .491 
1 .482 
3/2 .470 
2 1/2 .486 
1 .474 
3/2 .457 
2 .438 
Coefficient of 
or 
1 3/2 2 5/2 3 
. 990 
.983 
.971 
.951 1.410 
.975 
.958 
.928 1.369 
.938 
.896 1. 309 
.849 1.223 1.565 
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Table 14. (continued) 
Coefficient of x^_ 
cr 
Pi P3 
_ -£ — 1/2 1 3/2 2 5/2 3 (T cr <r 
5/2 1/2 1/2 .496 
1 1/2 .493 
1 .487 .968 
5/2 3/2 1/2 .488 
1 .478 .947 
3/2 .463 .910 1.335 
2 1/2 .483 
1 .468 .923 
3/2 .446 .869 1. 260 
2 .422 .810 1. 152 1.453 
5/2 1/2 .478 
1 .460 .903 
3/2 .432 .836 1.199 
2 .401 . 762 1.062 1.313 
5/2 . 376 .701 .950 1.136 1.305 
2 1/2 1/2 .496 
1 1/2 .492 
1 .485 .964 
3/2 1/2 .487 
1 .475 .939 
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Table 14. (continued) 
h. 1/2 0" 
3/2 . 458 
1/2 .480 
1 . 464 
3/2 .439 
2 .411 
1/2 . 475 
1 .454 
3/2 .423 
2 . 388 
5/2 . 359 
1/2 .472 
1 . 448 
3/2 . 413 
2 . 373 
5/2 . 341 
3 . 319 
Coefficient of x^_ 
h. 
cr 
1 3/2 2 5/2 3 
.898 1.313 
v 912 
.852 1.228 
.785 1.105 1.380 
.  890 
.814 1.158 
.730 1.004 
.660 .876 
1. 220 
1.020 1.145 
. 875 
. 789 1.112 
. 694 . 937 1. 116 
. 615 . 793 .889 .963 
. 563 .698 . 740 . 575 
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Table 15. Bias coefficients for second sequential test procedure 
(a = .32, X= 1. All entries are negative) 
0" 
P: 
Coefficient of 
II 1/2 1 3/2 2 5/2 3 
. 090 . 132 . 119 .077 .038 .015 
Coefficient of x^ 
II 1/2 1 3/2 2 5/2 3 
1/2 . 346 
1 N 00
 
0
s
 
. 546 
3/2 . 214 . 395 . 536 
2 . 154 . 269 . 336 . 380 
5/2 
\ 
. 117 . 190 . 211 . 206 . 203 
3 .099 . 152 . 150 . 121 .094 . 083 
Coefficient of x^ 
II 11 
cr cr 
1/2 1 3/2 2 5/2 
1/2 1/2 .442 
1 1/2 .420 
1 .388 .763 
3/2 1/2 .393 
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Table 15. (continued) 
h 1/2 
cr 
1 . 350 
3/2 . 300 
1/2 . 370 
1 . 319 
3/2 . 259 
2 . 209 
1/2 . 356 
1 . 300 
3/2 . 233 
2 -. 177 
5/2 . 143 
1/2 . 350 
1 . 290 
3/2 . 220 
2 . 162 
5/2 . 126 
3 . 108 
Coefficient of x^ 
P3 
(T 
1 3/2 2 5/2 3 
.683 
.578 .828 
.  6 1 8  
.490 .688 
. 384 .519 .635 
. 577 
.435 
. 318 
. 244 
.  6 0 1  
.414 
. 297 
.488 
. 326 . 356 
557 
408 
286 
209 
171 
558 
363 
241 
181 
.417 
. 247 
. 163 
. 255 
. 149 . 149 
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Table 15. (continued) 
h ^2 1/2 
cr cr (T 
1/2 1/2 1/2 .478 
1 1/2 1/2 .470 
1 1/2 .458 
1 . 441 
3/2 1/2 1/2 .460 
1 1/2 . 444 
1 .422 
3/2 1/2 . 425 
1 .396 
3/2 . 361 
2 1/2 1/2 . 451 
1 1/2 . 432 
' 1 . 406 
3/2 1/2 . 409 
1 . 374 
3/2 . 332 
2 1/2 . 391 
1 . 348 
3/2 . 297 
2 . 255 
Coefficient of 
tk 
tr 
1 3/2 2 5/2 3 
. 876 
. 835 
. 779 
. 705 1.031 
. 800 
. 733 
.644 .934 
. 678 
. 570 .816 
.481 .674 .850 
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Table 15. (continued) 
Coefficient of 
^4 
0" 
h P2 h 1/2 1 3/2 
(T 0" cr 
5/2 1/2 1/2 . 446 
1 1/2 . 425 
1 .395 . 779 
5/2 3/2 1/2 .400 
1 . 360 . 705 
3/2 . 314 . 606 .873 
2 1/2 . 379 
1 . 331 .643 
3/2 . 275 . 524 . 742 
2 .228 .425 . 585 
5/2 1/2 . 366 
1 . 313 .605 
3/2 . 251 .473 . 661 
2 . 199 .363 .487 
5/2 . 167 . 295 . 378 
3 1/2 1/2 .444 
1 1/2 . 421 
1 . 390 . 768 
3/2 1/2 . 395 
1 . 354 . 691 
5/2 
726 
589 
437 .499 
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Table 15. (continued) 
'1 02 
cr 
Coefficient of 
_4 
cr 
P3 
or 
1/2 1 3/2 2 
3/2 . 305 . 587 . 843 
1/2 . 373 
1 .323 . 626 
3/2 . 264 . 501 . 707 
2 . 215 .398 . 542 . 666 
1/2 . 360 
1 . 304 . 586 
3/2 . 239 .448 . 621 
2 . 185 .333 .439 . 523 
5/2 . 151 . 262 . 325 . 364 
1/2 . 353 
1 . 295 . 567 
3/2 . 227 .422 . 580 
2 . 170 . 302 .389 .453 
5/2 . 134 . 227 . 269 . 287 
3 . 117 . 190 . 211 . 206 
5/2 
405 
306 
203 .214 
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Proof of Equality of Biases, Case 1 
Let be an nxk regression matrix, such that r(X^.X^.) = k 
(the k columns of X^. are independent), let X^ ^ be the n x (k-1) 
matrix composed of the first k-1 columns of X^, . . . , let X^^ be the 
n x fr+1) matrix composed of the first r + 1 columns of X^., let X^ be 
the n x r matrix composed of the first r columns of X^. Let b^ be 
the k x 1 vector of regression coefficients on X^, b^ ^ be the (k-l)xl 
vector of regression coefficients on X^ . . . , let be the (r+l)xl 
vector of regression coefficients on X^p let b^ be the r x 1 vector 
of regression coefficients on X^. Let 0^. be an arbitrary 1 x k vector, 
let 0^ j consist of the first k-1 coordinates of 0^, let 0^ ^ consist 
of the first k-2 components of 0^, . . . , let 0^ consist of the first r 
coordinates of 0^. Suppose the population satisfies Ey = Xy3. Let 
p(X^, X^. j, . . . , X^; p 0^, cr2) be the bias in the estimator of 0^,(3, 
this estimator being 0 fc  b fc, 0k_1 b^_^, . . . , 0^+1 b r+1 or 0^ b^ 
depending on the results of the sequential tests of significance. The 
formula for p(X^, X^_^, ..., X^; (3, 0^, œ2) is 
t i l  
r 
J 
n x A  
»kbk 
y: 
n 2<r2 
e 
(y-X^p)'(y-X^p) 
_W2ir _ 
R(xk ; y) - ^(^k_i:y) 
n 
> X 
cr 
I l l  
f  
*k-l\-l 
1 
crV 2ir _ 
n 
TT dy. 
A Jy: R(Xk-Vy>"R,Xk-2;y) > % y: 
i=l 
R(X^;y):R(X^_^;y) 
-
< X 
f 
+ . . . + 0 b 1 
r r 
cr/2Tr 
n 2cr 
(y^P)'(y-X^P) ^ 
n ) R(Xr+i;y)-&(Xr:y) 
-/'-k_r=1 y: 
TT dy 
i=l 
R(x_2;y)-^(Xr+i;y) 
< X ; y: — — <X; 
- 0^, 
R(X^;y)-R(X^ _^;y) ^ ^ 
cr 
where R(X^;y), R(X^ ^;y), . . . , RfX^jy) are the sums of squares due to 
the regression of y on X^, on X^ j, . . . , on X^, respectively. 
It is possible to construct a non-singular upper-triangular k x k 
matrix ( see p. for the method of construction) with upper left 
hand submatrices A^_^ ^size (k-1) x(k-1) , A^. 2 [_size (k-2)x(k-2) , 
. . . , A r  size [r x r ] such that 
(1) X^A^, whose first k-1 columns are given by X^ A^ p 
whose first k-2 columns are given by X^ ^ 2' '  '  '  '  w^ lose  £i- rst r  
columns are given by X^A^, is ortho-normal; i. e. Z\Z. = for all 
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k column vectors of A^; 
(2) R(Xj^;y) = R(X^.A^;y) ;R(X^_^;y)= R(Xk ^Ak ^;y); 
. . .  ;  R ( X r ; y )  =  R ( X r A r ; y ) .  
(3) b^. = A^d^, where = vector of regression coefficients on X^A^,, 
^=A^ jd^ where ^ = vector of regression coefficients 
on Xk- lAk-1 '  
b = A d . where d = vector of regression coefficients on X A . 
r r r r ° r r 
It is readily verified, using formula [ 1 ] and properties (2) and (3) above 
for Ak that p(XkAk> X^A^, ..., xrAr! Ak ^kAk' * 
- P(Xk> ^ » • • • » xr  > P» )• 
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Proof of Equality of Biases, Case 2 
Let be an n x k regression matrix such that r(X'^X^) = k. 
Let X^ be the n x r matrix composed of the first r ( r < k) columns 
of X^, X^2 be the nx(r+l) matrix composed of the first r + 1 columns 
of X^j . . . let X^ j be the n x (k-1) matrix composed of the first k-1 
columns of X, . Let b, be the k x 1 vector of regression coefficients 
« k k ° 
on X^, b^ j be the (k-1) x 1 vector of regression coefficients on X^ 
b^ be the r x 1 vector of regression coefficients on X^. Suppose the 
population satisfies y ^ N(Xk(3k, cr2). Let 0^ be an arbitrary 1 x k 
vector. 0^ ^ is the 1 x (k-1) vector of the first k-1 coordinates of 0^, 
0k 2 Is  the 1 x (k-2) vector of the first k-2 coordinates of 0^, 
0 is the 1 x r vector of the first r coordinates of 0, . Let 
r k 
p(X^, X^ , X^; 0^, cr2) be the bias in the estimator of 0^(3^., 
which is 0^b^, 0 r+^ ^ r+i' or  depending on the results of the 
sequential tests. The formula for p(X^, X^ . . . , X^; (3^, 0^, cr2) is 
M 
r 
®rbr 
irZ(2ir) 
- — Cy-W^W k 
h./2 e ^ TT dy.. 
R(X^py)-R(X^;y) 
< X 
114 
f  
0r+lbr+l . 
cr (2ir) 
1 
- „/2 a 2<r  
(y-xkpk)'(y-XkPk) 
TT dy 
A I R(X ,;y)-R<(X ;y) R(X ;y)-R(X ;y) 
R2 = J y: — > Xi y: — — < X 
tr 
r 
(y-X^'fy-X^) 
"
/2 
' 
TT dy 
J  
A k-r 
R(X i ;y) -R(X ;y) %(%., 1 
y: — — > À; y: — > X 
R(Xk;y)-R(Xk ,;y) 
y: . k „ > X 
- 0T.P kHt 
where R(X^;y), R(X r+1;y), R(Xk;y) are the reductions in the sums 
of squares due to the regression of y on X^, X^j, . . . , Xk 
respectively. 
It is possible to construct a non-singular upper-triangular k x k 
matrix Ak with upper left hand submatrices A^, • • • > Ak_^ such 
that 
(1) X A , X , ,  A . X, A, are each ortho-normal; x 
'  r r' r+1 r+1 k k 
(2) R(X r;y) = R(X^;y); R(X^^y) = R(X r+1A r+1;y);. . . ; R(Xk;y) . 
R(XkAk;y); 
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(3) b = A d : d = vector of regression coefficients of y on X A , v 
'  r r r r r r 
b , = A ,d , ,;d , ,  = vector of regression coefficients on 
r+1 r+1 r+1 r+1 ° 
Xr+lAr+l' 
= A^d^ d^ = vector of regression coefficients on X^A^,. 
It is readily verified using properties (2) and (3) above and formula [z] 
that 
P(xr> xr+1, . . • , xk;|3k0k, cr2) = p(XrAr, X^A^, . . . , X^A^; 
Ak ^k' 0k Ak' °"2^ 
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Construction of the Matrix A^. 
Let X^. be an arbitrary n x k matrix of rank k. Let x^ be the 
first column of X^, be the second column of X^,, .  . . , x^ be the k^ 
column of X, . Before defining the matrix A it will be helpful to define 
the following vectors: 
3 ••*• 
X^1 x2 X* = X- - X* 1 , 
X*' X, X*1 X-
X* = x L_É _ __É 1_ X* 
x*' x* x*2 X*2 
X*' X X*' X X*'gX 
X* = X - — X*. — X* X* , 
4 x*'x*i x*^x*2 ^*3**3 
x *  „  x „  x ,  .  -  . . . .  „  
^'2 ^ 2 x*'k-l x*k-l 
k-1 
Then, the matrix A, is given by the product \ ( A. of the following 
* i=l 1 
k-1 matrices 
117. 
Al = 
X*1 X 
1 _ L-L 1 1 0 
x* ,1x*1 
1 
1 o n N 
<
 
0 1 1 1 
0 
1 ( . 
f 
i 
, 
' 
0 1 
k-2 
1 0 
0 0 
0 0 
x*Lx 14 
1A 1 
2 4 
* I V* Xv '  X 2 2 
X*43X4 
X*3X*3 
k-4 
-
0 
0 
x*'lx3 
X*' X* 
2 3 
X*2X*2 
k-3 
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A. k - 2  
x*'i Vi 0 
X* !J X*J 
0 
X * Z  x * 2  
I 
*"3^-1 0 
k - 2  
x * 3  X * 3  
^-2^-1 0 
x*k_2^_2 
0 0 0 1 
Lk-1" 
a-. 
0 0 
— 0 
i^k _i 
a. 
x* ,1x*1 
Ik A 
an 
X
*'2Z'"2 
x*3^k 
X*3X*3 
0 0 
"k-1 
0 
**k-ixVi.ak 
1 
ak 
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where a. = V(x*. - x*.)1 (x*. - x*.) , and each of the elements of x*. is 1 1 1 1 1  1  
the average of the elements of x=t, i. e. each element is 
- S x*.. 
n j=l 1J  
