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Abstract
We propose a generalization of plactic (Knuth) and coplactic (dual-Knuth) equivalence relations
to finitely generated Coxeter groups. We obtain a decomposition of the left cells by coplactic classes
which agrees with two induction properties of the cells. In the case of simply laced Coxeter groups,
we give a crochet procedure which is a useful tool to study the structure of plactic and coplactic
classes, and helps construct bijections between them.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Main results
In [11], Kazhdan and Lusztig constructed their famous cells and left cell represen-
tations. For symmetric groups, they showed that the left cell representations are irre-
ducible [11]. To prove this result, they use a combinatorial description of cells given
by the Robinson–Schensted correspondence [17]. More precisely, they observed that the
left cells are precisely the coplactic (dual-Knuth) classes [10,11,22] (see also [1]) and
E-mail address: hohlweg@math.u-strasbg.fr.0021-8693/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2004.09.018
672 C. Hohlweg / Journal of Algebra 283 (2005) 671–689these classes describe the Robinson–Schensted correspondence with subsets of symmet-
ric groups (see [16]).
In this article, we take the “Coxeter group point of view” of the definition of plactic
and coplactic equivalence relations in symmetric groups; and we consider it for a general
definition in a finitely generated Coxeter system (W,S).
We denote by e the identity of W and by (w) the length of w as a word in the elements
of S, for any w ∈ W . Denote by  the Bruhat order on W (see [9, §5.9]). Let w ∈ W , the
set
D(w) = {s ∈ S | (ws) < (w)}= {s ∈ S | ws w}
is called the descent set of w.
Definition. Let g,h ∈ W , then g is a plactic neighborhood of h, denoted g P h, if there
is a s ∈ S such that:
(a) h = gs,
(b) D(g) ⊂ D(h) and D(h) ⊂ D(g).
Observe that if we take the condition g  h, (b) is simply D(g) ⊂ D(h), since s ∈
D(h) and s /∈ D(g). We say that g is a coplactic neighborhood of h, denoted g C h, if
g−1 P h−1. In the symmetric group, these definitions are equivalent to the definition of
Knuth and dual-Knuth relations (see [1]). The name plactic was introduced by Lascoux
and Schützenberger in [12].
The plactic equivalence ∼P (respectively coplactic equivalence ∼C ) is the reflexive
and transitive closure of the plactic (respectively coplactic) neighborhood. The equivalence
class
P(g) = {w ∈ W | w ∼P g}
is called a plactic class. We define similarly the coplactic class C(g). It is immediate from
definitions that P(e) = {e}; P(g)−1 = {w | w−1 ∈ P(g)} = C(g−1), for any g ∈ W ; and
if u ∈ W is an involution, P(u) = C(u)−1. That is, to study coplactic classes, we study
plactic classes by taking inverses.
Finally, let ∼CP be the smallest equivalence on W containing both ∼P and ∼C . We call
carpets the equivalence classes for ∼CP . Observe that a carpet is a disjoint union of plactic
(respectively coplactic) classes. These definitions follow the terminology of symmetric
groups (see [3, Chapter 10]).
Let I ⊂ S and WI be the parabolic subgroup of W generated by I . It is well known
that if WI is finite, there is a unique element (an involution) of maximal length, denoted
by w0,I . Therefore, if W is finite, P(w0) = {w0}, with w0 = w0,S . The cross section of
W/WI consisting of the unique coset representatives of minimal lengths (see [9, §5.12]) is
given by
XI =
{
x ∈ W | (xs) > (x), ∀s ∈ I}= {x ∈ W | D(x) ⊂ S \ I}.
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(wI ,wI ) is called the parabolic components of w. Moreover, wI is the unique element of
smallest length in the coset wWI and (w) = (wI )+ (wI ). We obtain the following link
with Kazhdan–Lusztig cells.
Theorem 1.1. Let W be a Coxeter group, then
(i) each left cell of W is a disjoint union of coplactic classes;
(ii) each right cell of W is a disjoint union of plactic classes;
(iii) each two-sided cell of W is a disjoint union of carpets.
Moreover, this decomposition agrees with some properties of the cells: let I ⊂ S and CI be
a coplactic class of WI , then
(a) if x, y ∈ CI and a ∈ XI , xa−1 and ya−1 are in the same coplactic class of W (first
induction property);
(b) XI ·CI is an union of coplactic classes of W (second induction property);
(c) if WI is finite, w0,ICI and CIw0,I are two coplactic classes of WI .
Remarks 1.2.
(1) The assertions (i)–(iii) are well-known and easily deduced from the definitions and
[14, Proposition 5(b)].
(2) The above properties have been discovered, in the case of cells, by
(a) Lusztig [15];
(b) Lascoux–Schützenberger for symmetric groups [12] and Geck for arbitrary Cox-
eter groups [8]; and
(c) Kazhdan and Lusztig [11].
(3) A left-connected set is a subset X in W such that for all w,g ∈ X, there are
x1, . . . , xn ∈ X such that x1 = w, xn = g, and xix−1i+1 ∈ S. By definition, the coplactic
classes are left-connected. Lusztig has conjectured [13] that each left cell is left con-
nected (it is known for symmetric groups and affine Weyl groups of type A˜ [21]). The
above theorem gives a decomposition of any left cell as left-connected sets.
(4) A question: since there is a representation associated to a given left cell, is it possible
to construct representations associated to the coplactic classes which decompose the
left cell representations and which agree with the induction properties?
1.1.1. Geometric plactic and coplactic relations
We represent a plactic neighborhood g P h by a horizontal bar g h. As exam-
ple, consider S4 the symmetric group generated by the simple transposition si = (ii + 1),
i = 1,2,3. Then
s1 s1s2 s1s2s3.
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g
|
h.
As example, with S4 as above, we have
s1
|
s2s2
|
s3s2s1.
1.1.2. The case of simply laced Coxeter groups
In the Kazhdan–Lusztig theory, it is useful to study the relationship between two left
cells taken in the same two-sided cell. In symmetric groups, all left cell representations
associated to left cells taken in the same two-sided cell are isomorphic. There is a bijec-
tion given by plactic relations between any two coplactic classes which lie in the same
carpet. In the case of simply laced Coxeter groups, we give a way to study the relation
between two plactic (or coplactic) classes taken in a same carpet: the crochet proce-
dure.
In symmetric groups, the crochet procedure was introduced by Blessenohl and Jöllen-
beck [2] to find a realization of the Robinson–Schensted correspondence with pairs of
subsets of the group. We generalize the crochet procedure to all simply laced Coxeter
groups with an additional conjugation property of involutions.
Theorem 1.3 (Crochet procedure). Let W be a simply laced Coxeter group and x, y, g ∈ W .
(i) If x P g and y C g, then there is a unique h ∈ W , h = g, such that x C h and
y P h.
(ii) If g is an involution and x = y−1, then h is an involution conjugate to g.
The geometric interpretation shows the weaving of the carpet in the crochet procedure:
g x
| ...
y · · · h.
The crochet procedure is a useful tool to work on the combinatorial structure of a carpet.
Let us give the following first application.
Corollary 1.4. Let u,v ∈ W such that u C v, then there is a unique bijection θu,v :
P(u) → P(v) verifying the following properties:
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(2) θu,v(x)C x , for all x ∈ P(u).
u = g1 g2 g3 · · · gn = x
| ... ... ...
v = h1 · · · h2 · · · h3 · · · · · · · · · hn = θu,v(x).
The following theorem is a generalization of the previous corollary.
Theorem 1.5. Let T be a carpet in W .
(i) P ∩C = ∅, for any plactic class P in T and any coplactic class C in T .
(ii) Let P1,P2 be plactic classes in T . Let u ∈ P1. We choose v ∈ C(u) ∩ P2 and
u1, . . . , un ∈ T such that
u = u1 C u2 C · · ·C un = v.
Then there is a bijection θu,v : P1 → P2 that depends on the ui , and satisfies the
following properties:
(a)
θu,v = θun−1,v ◦ θun−2,un−1 ◦ · · · ◦ θu2,u3 ◦ θu,u2,
with θui+1,ui as in Corollary 1.4;
(b) θu,v(u) = v;
(c) θu,v(x) ∼C x , for all x ∈ P1;
(d) θu,v(P1 ∩ C) = P2 ∩ C, for any coplactic class C in T .
(iii) For all plactic classes P1,P2 in T and all coplactic classes C1,C2 in T , the sets
P1 ∩ C1 and P2 ∩C2 are in bijection.
Remark 1.6. If P ∩ C is a singleton, for any plactic class P in T and any coplactic class
C in T , then we have a “generalized” Robinson–Schensted correspondence
W −→
⊎
T carpet
{
(P,C), P,C ⊂ T },
w 
−→ (P(w),C(w)).
In many examples, P ∩ C contain more than one element (see Section 1.2).
If a carpet contains an involution, then another application of the crochet procedure is
the following theorem.
Theorem 1.7. Let T be a carpet which contains an involution u.
(i) All plactic classes in T contain an involution conjugate to u.
676 C. Hohlweg / Journal of Algebra 283 (2005) 671–689(ii) The map w 
→ w−1 is a self-preserving bijection on T which sends a plactic class to
a coplactic class. In particular, any plactic class P in T and any coplactic class C in
T are in bijection.
(iii) Let P1,P2 be plactic classes in T and InvW be the set of involutions in W . There is
a bijection Φ : P1 ∩ InvW → P2 ∩ InvW such that Φ(x) is conjugate to x , for all
x ∈ P1 ∩ InvW .
Remark 1.8. If there is no involution in a plactic class or a coplactic class, the above
theorem implies that there is no involution in the carpet which contains this class.
The proof of Theorem 1.1 is given in Section 2.2; Section 2.3 is devoted to the proof of
the crochet procedure and Section 3 to its applications. These proofs use some clever tools
like the distance between two plactic classes with respect to coplactic equivalence and the
concept of standard square which is a loop to work on a piece of a carpet. Finally, as an
application of the conjugacy property in the crochet procedure, we give a new proof of a
result of Schützenberger in symmetric groups: all involutions in a carpet are conjugate to
each other [20].
1.2. An example
Consider W the simply laced Coxeter group of type D4, that is, its Coxeter diagram is
s2

s3 s4.
upslope
s1
Table 1
Carpets in D4
T w0T |T | |T ∩ InvW | |P | |C| |C ∩ InvW | |C ∩C−1| |P ∩C|
T1 T2 1 1 1 1 1 1 1
T2 T1 1 1 1 1 1 1 1
T3 T4 4 2 2 2 1 1 1
T4 T3 4 2 2 2 1 1 1
T5 T6 9 3 3 3 1 1 1
T6 T5 9 3 3 3 1 1 1
T7 T8 9 3 3 3 1 1 1
T8 T7 9 3 3 3 1 1 1
T9 T10 9 3 3 3 1 1 1
T10 T9 9 3 3 3 1 1 1
T11 T11 12 0 6 2 0 0 1
T12 T12 12 0 2 6 0 0 1
T13 T14 16 4 4 4 1 1 1
T14 T13 16 4 4 4 1 1 1
T15 T15 72 12 12 12 2 2 2
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|
s1s3s4s2s3s1s2s3 s3s4s3s1s3 = s4s3s1s4s3
‖ | |
s4s1s3s2s4s3s1s3 s4s3s1s3 s2s4s3s1s4s3
| | |
s3s4s2s3s1s2s3 s3s1s3 s3s2s4s3s1s4s3
| | |
s4s2s3s1s2s3 s2s3s1s3 s1s3s2s4s3s1s4s3
| | ‖
s2s3s1s2s3 = s3s2s3s1s3 s2s1s3s2s4s3s1s3
|
s1s3s2s4s3s1s3
s1s2s4s3s1
|
s3s1s2s4s3s1
Fig. 1. A left cell decomposition in D4.
Using the GAP part of CHEVIE (see [6,19]), we obtain all the carpets T of W in
Table 1. In the array, P (respectively C) is a plactic (respectively coplactic) class in T .
Observe there are coplactic classes with no involution and classes with more than one
involution. Moreover, |C ∩ InvW | = |C ∩ C−1| which is not true in general: in type E6
there is a coplactic class with 4 involutions and |C ∩ C−1| = 6!
We also give a decomposition of a left cell of W on coplactic classes in Fig. 1 (where
we begin and end the following “snake” geometric representation with the same element).
This left cell contains 14 elements and two coplactic classes. The first one contains 12
elements and 2 involutions (s1s3s1 and s1s3s2s4s3s1s3), hence it is contained in T15; the
second one contains 2 elements and no involution, hence is contained in T11. The cell is
left connected, indeed, s1s2s4s3s1 = s2s4s3s1s3 = s4s2s3s1s3 is connected to s4s3s1s3 and
s2s3s1s3.
2. Proofs of Theorem 1.1 and of the crochet procedure
2.1. Preliminaries
This first lemma gives a useful characterization of plactic neighborhoods.
Lemma 2.1. Let g,h ∈ W , then h P g if and only if there are u ∈ W and s, t ∈ S such
that
u ut  uts  utst and {g,h} = {ut,uts}; ()
and either g = ut and h = uts if g  h, or g = uts and h = ut if h g.
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h = gs and D(g) ⊂ D(h). Hence there is t ∈ D(g) such that h  ht . Write u = gt ; then
u  ut = g  uts = h  ht = utst . Conversely, assume that () holds. Then, as g  h,
g = ut and h = uts. As s ∈ D(h) and g  gs, one has D(h) ⊂ D(g). In the same way,
with t ∈ D(g), one shows that D(g) ⊂ D(h), hence hP g. 
Remark 2.2. Let u ∈ W , s, t ∈ S and we denote ms,t the order of the element st ∈ W . Then
u us  ust  usts ⇐⇒ u ∈ X{s,t} and ms,t  3.
Therefore, if W is simply laced, we deduce from Lemma 2.1 the following character-
ization: let g,h ∈ W , then h P g if and only if there are u ∈ W and s, t ∈ S such that
u ∈ X{s,t}, {g,h} = {ut,uts} and ms,t = 3.
Lemma 2.3. Let W be finite, then
x P xs ⇐⇒ w0x P w0xs ⇐⇒ xw0 P xsw0.
Proof. Recall that (w0w) = (w0) − (w) and that u  w if and only if w0w  w0u,
for all u,w ∈ W ; then the equivalences follow from the implications and from w20 = e. If
x P xs, one assumes that x  xs (the other case is symmetric). By Lemma 2.1, there is a
t ∈ S such that xt  x  xs  xst . Thus (w0x)st  (w0x)s  (w0x) (w0x)t . Therefore
w0x P w0xs, by Lemma 2.1 again.
On the other hand, as the conjugation by w0 is a bijection on S, there are s′, t ′ ∈ S such
that sw0 = w0s′ and tw0 = w0t ′. Thus
xstw0 = (xw0)s′t ′  xsw0 = (xw0)s′  (xw0) xtw0 = (xw0)t ′.
Therefore xw0 P xw0s′ = xsw0. 
We recall here the useful (right) exchange condition (see [4, Théorème 1] or [9, 5.8]).
Let w ∈ W and w = s1 . . . sn be an expression of w, not necessarily reduced, with si ∈ S.
For all s ∈ D(w), there is an 1 i  n such that
w = s1 . . . sˆi . . . sns,
where the symbol sˆi denotes that si is omitted. The next lemma is well-known.
Lemma 2.4. Let I ⊂ S and w = s1 . . . sn ∈ XI a reduced expression. Then
si . . . sn ∈ XI , ∀1 i  n.
Proof. Assume there is a 1  i  n such that g = si . . . sn /∈ XI . Then there is an s ∈ I
such that (gs) < (g). Thus, by the exchange condition, there are i  j  n such that g =
si . . . sˆj . . . sns. Therefore w = s1 . . . si−1g = s1 . . . sˆj . . . sns and this expression is reduced.
Thus (ws) < (w) contradicting w ∈ XI and s ∈ I . 
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ness condition in the crochet procedure.
Proposition 2.5. If x ∈ W and s, t ∈ S are such that ms,t  3 and D(xs) = D(xt), then
s = t .
First, let us prove the following lemma.
Lemma 2.6. If x  xs, then s ∈ D(xs) ⊂ {s} ∪ D(x).
Proof. Let r /∈ D(x), then r = s and x  xt . As x  xs, x ∈ Xs,r . Hence ((xs)r) =
(x)+ 2 > (xs), which implies r /∈ D(xs). 
Proof of Proposition 2.5. Write I = D(xs) = D(xt) and J = D(x).
Case 1. If x  xs and x  xt , then s ∈ I ⊂ {t} ∪J , by Lemma 2.6 applied twice. As s /∈ J ,
s = t .
Case 2. If xs  x and xt  x , then as above t ∈ J ⊂ {s} ∪ I . As t /∈ I , s = t .
Case 3. If xs  x and x  xt , then t = s and (xt) = (xs) + 2 (this case is symmet-
ric in s, t). As s ∈ J , there is a reduced expression x = r1 . . . rns. As xs = r1 . . . rn and
t ∈ I , one has by exchange condition xs = r1 . . . rˆi . . . rnt , which is a reduced expression.
Therefore xt = r1 . . . rˆi . . . rntst .
If ts = st , then xt = r1 . . . rˆi . . . rns which contradicts (xt) > (xs). If tst = sts, then
xts = r1 . . . rˆi . . . rnst . Thus (xts)  (xs) + 1 < (xt) which contradicts s ∈ J and the
lemma is proved. 
Remark 2.7. This result is generally false for Coxeter groups which are not simply laced.
For example, consider W of type I2(4) generated by s, t , that is, ms,t = 4. Write x = st ,
then observe that D(xs) = D(sts) = {s} = D(s) = D(xt).
2.2. Proof of Theorem 1.1 and a corollary
Proof of Theorem 1.1. (i)–(iii) are well-known (see Remark 1.2(a)).
(a) follows from definition and Lemma 2.1. (c) is a direct consequence of Lemma 2.3.
For (b): let u = uIuI ∈ XI · CI , one just has to show that if v C u (v ∈ W ), then v ∈
XI ·CI . As v C u, there is s ∈ S such that u = sv. By Deodhar’s lemma [5, Lemma 3.2]
(see also [7, Lemma 2.1.2]), svI ∈ XI or svI = vI r for some r ∈ I , since vI ∈ XI and
s ∈ S.
In the first case, by uniqueness of the parabolic components, svI = uI and vI = uI ;
therefore u,v ∈ XI . {e} and {e} is a coplactic class of WI . In the second case, uI = vI and
uI = rvI . It remains to show that vI ∈ CI . One may assume that v  u, that is, vI  rvI =
uI in WI . Hence D(u−1I ) ⊂ D(v−1I ). As u C v, there is t ∈ S such that tv  v and u tu.
If tuI = uI t ′ with t ′ ∈ I then uI  t ′uI and t ′vI  vI since uI = vI . Therefore, D(v−1) ⊂I
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the other hand, tv = tvI vI  v = vI vI , hence tvI  vI contradicting uI = vI . 
The next corollary (which could be proved directly) is a direct consequence of The-
orem 1.1 and of a well-known property linking left cells and descent sets [11, Proposi-
tion 2.4(i)].
Corollary 2.8. Let g,h ∈ W then g ∼C h ⇒ D(g) = D(h).
2.3. Proof of the crochet procedure
From this point, we will assume that W is a simply laced Coxeter group, that is, for all
s, t ∈ S we have 1ms,t  3.
We extend the notion of reduced expression to words by saying that w = u1 . . .uk is a
reduced expression of w if (w) = (u1)+· · ·+ (uk), with ui ∈ W . In particular, if the ui
are taken to be simple reflections, then we obtain the usual notion of a reduced expression
for w. As example, in our terminology, the parabolic component (wI ,wI ) gives a reduced
expression of w.
Lemma 2.9. Let u,v ∈ W and s1, s2, t1, t2 ∈ S such that
u s1u t1s1u s1t1s1u and v  vs2  vs2t2  vs2t2s2.
(i) If s1u = vs2 , then either u = v and t1u = vt2 , or t1v ∈ X{s2,t2} and ut2 ∈ X−1{s1,t1}.
(ii) If s1u = vs2t2, then t1v ∈ X{s2,t2} and ut2 ∈ X−1{s1,t1}.
Proof. Remember that v ∈ Xs2,t2 , u ∈ X−1s1,t1 and ms,t = 3 by Remark 2.2.
Case s1u = vs2. Observe that (s1u) = (vs2) = (u)+ 1 = (v) + 1, hence
(u) = (v). ()
(1) First, one proves that t1v ∈ Xs2 and ut2 ∈ X−1s1 .
If t1v /∈ Xs2 , (t1vs2) < (t1v). As v  t1v and t1v /∈ Xs2 , one has t1v = vs2, by De-
odhar’s lemma. This implies t1s1ut2s2 = t1vs2t2s2 = vt2s2, therefore v = t1s1u. Thus
(u) < (u)+ 2 = (v) which contradicts (). Hence (t1vs2) > (t1v). One proceeds
similarly with ut2.
(2) As s1u = vs2, () implies
(s1vs2) = (u) < (u)+ 1 = (v) + 1 = (vs2).
C. Hohlweg / Journal of Algebra 283 (2005) 671–689 681Thus s1vs2  vs2. Let v = r1 . . . rn a reduced expression. By left exchange condition,
one has
s1vs2 = u =
{v
or
ws2
with w = r1 . . . rˆi . . . rn, for some 1  i  n. Observe that the expression of w is re-
duced. One studies these two cases.
(3) Case 1. If u = ws2, then v = s1w is also a reduced expression, by (). Therefore
w ∈ X{s2,t2} by Lemma 2.4. Now, observe that (us2) = (w) < (v) = (u), hence
u = ws2 is a reduced expression. By Lemma 2.4 again, w ∈ X−1{s1,t1}. One will show
that
t1v ∈ X{s2,t2} and ut2 ∈ X−1{s1,t1}.
By (1), one just has to prove that (t1vt2) > (t1v) and (t1ut2) > (ut2). Assume
that (t1vt2) < (t1v). As in (1), t1v = vt2 by Deodhar’s lemma. This implies that
t1s1w = s1wt2. As w ∈ X−1{s1,t1}, one has
(w)+ 1 = (wt2) = 
(
s1(s1wt2)
)= (s1t1s1w) = (w)+ 3,
which is a contradiction. Therefore (t1vt2) > (t1v). One proceeds similarly to show
that (t1ut2) > (ut2).
(4) Case 2. If u = v, then u = v ∈ X−1{s1,t1} ∩ X{s2,t2}, by Lemma 2.2. If t1u /∈ X{s2,t2},
t1u = ut2, by Deodhar’s lemma as above. If t1u ∈ X{s2,t2}, then either ut2 ∈ X−1{s1,t1}, or
Deodhar’s lemma implies ut2 = t1u since ut2 ∈ X−1s1 by (1).
Case s1u = vs2t2. Observe that (s1u) = (vs2t2) = (u)+ 1 = (v)+ 2, hence
(u) = (v) + 1. ()
(1) First, one proves ut2 ∈ X−1{s1,t1}.
Assume that ut2 /∈ X−1{s1,t1}. Thus s1u = ut2 or t1u = ut2, by Deodhar’s lemma. If
t1u = ut2, one has ut2 = t1u = t1s1vs2t2, thus s1t1u = vs2. As u ∈ X−1{s1,t1} and
v ∈ X{s2,t2}, one has (u) + 1 = (v) which contradicts (). If s1u = ut2, one has
vs2t2s2 = s1us2 = ut2s2 = s1v. Therefore one obtains the following contradiction:
(vs2t2s2) = (v)+ 3 = (s1v) (v) + 1.
(2) Now, one proves t1v ∈ X{s2,t2}.
Assume that t1v /∈ X{s2,t2}. By Lemma 2.2, v ∈ X{s2,t2}. Thus t1v = vs2 or t1v = vt2,
by Deodhar’s lemma.
If t1v = vs2, one has t1s1u = t1vs2t2 = vt2. As u ∈ X−1{s1,t1} and v ∈ Xs2,t2 , (t1s1u) =
(u)+ 2 = (vt2) = (v) + 1, therefore (u) < (v) which contradicts ().
If t1v = vt2, then s1t1s1u = s1t1vs2t2 = s1vt2s2t2 = ut2s2t2s2t2 = us2, since s2t2s2 =
t2s2t2. Therefore one obtains the following contradiction: (s1t1s1u) = (u) + 3 =
(us2) (u)+ 1; and the lemma is proved. 
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Corollary 2.8. By definition D(x) ⊂ D(h). Therefore, if h exists, D(h) = D(g) which
implies h = g.
Uniqueness. Suppose there is h′ ∈ W such that y P h′, then h ∼C h′. There is s, t ∈ S
such that h = ys and h′ = yt . As h′ ∼C h, Corollary 2.8 implies that D(g) = D(h). Then
h = h′, by Proposition 2.5.
Existence. As x P g and y C g, by Lemma 2.1, there are u ∈ X−1{s1,t1}, v ∈ X{s2,t2} and
s1, s2, t1, t2 ∈ S such that
u s1u t1s1u s1t1s1u and {g,x} = {s1u, t1s1u},
and
v  vs2  vs2t2  vs2t2s2 and {g,x} = {vs2, vs2t2}.
Therefore, one has to consider four cases:
(1) g = s1u = vs2, x = vs2t2, and y = t1s1u,
(2) g = s1u = vs2t2, x = vs2, and y = t1s1u,
(3) g = t1s1u = vs2, x = vs2t2, and y = s1u,
(4) g = t1s1u = vs2t2, x = vs2, and y = s1u.
Observe that the cases (3) and (4) are similar to the cases (2) and (1), by Lemma 2.3.
Case 1. By Lemma 2.9(i), we have two possibilities:
(a) If t1u = ut2, then g = s1u = us2, x = us2t2 = s1t1u, and y = t1s1u = ut2s2. Let h =
t1u = ut2, thus
u h = t1u x = s1t1u t1s1t1u and u h = ut2  y = ut2s2  ut2s2t2,
since u = v ∈ X−1{s1,t1} ∩ X{s2,t2}. Therefore x C h and y P h by Remark 2.2.
(b) If t1v ∈ X{s2,t2} and ut2 ∈ X−1{s1,t1}. Let h = t1vs2t2 = t1s1ut2, then
ut2  x = s1ut2  h = t1s1ut2  s1t1s1ut2 and
t1v  y = t1vs2  h = t1vs2t2  t1vs2t2s2.
As above, x C h and y P h and this case is done.
Case 2. Observe that x = vs2 = s1ut2 and y = t1s1u = t1vs2t2.
Let h = t1vs2 = t1s1ut2 then by Lemma 2.9(ii)
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t1v  h = t1vs2  y = t1vs2t2  t1vs2t2s2.
As above, x C h and y P h and the first part of the theorem is proved.
It remains to show the second part of the crochet procedure. As g = g−1 and x = y−1,
one can assume that s1 = s2 = s and t1 = t2 = t . In Case 1(b) or in Case 2, h = tgt which
implies the result. In Case 1(a), h = tu = ut and g = su = us. As sts = tst , (sts)g(sts) =
sts(su)sts = stutst = ut = h. 
3. Applications of the crochet procedure
3.1. Proofs of Corollary 1.4 and Theorem 1.5
Proof of Corollary 1.4. Let x ∈ P(u), then there are g1, . . . , gn ∈ P(u) such that
u = g1 P · · · P gn = x.
By the crochet procedure (Theorem 1.3), one constructs a unique family h1, . . . , hn ∈ P(v)
such that hi C gi and
v = h1 P h2 P · · · P hn.
Denote y = hn. First, one shows that y does not depends of the choice of the gi . Let
g′1, . . . , g′k ∈ P(u) such that
u = g′1 P · · · P g′k = x,
and the corresponding family h′1, . . . , h′k ∈ P(v), as above. Denote y ′ = h′k , then y ′ C
x C y and y ′ ∼P y . Applying Proposition 2.5 to their inverses, one has y ′ = y .
One defines θu,v by θu,v(u) = v and θu,v(x)= y . As the above construction is symmet-
ric in P(u) and P(v), one obtains a unique bijection θu,v : P(u) → P(v).
u = g1 g2 g3 · · · gn = x
| ... ... ...
v = h1 · · · h2 · · · h3 · · · · · · · · · hn = y. 
Lemma 3.1. Let u ∈ P1. If P1 and P2 live in the same carpet T , then there is a v ∈ P2 such
that u ∼C v.
Proof. Let w ∈ P2. By definition, there is u1, . . . , un ∈ T such that u = u1, w = un, and
either ui P ui+1 or ui C ui+1, for all 1 i  n − 1. One proceeds by induction on n.
The case n = 1 is trivial.
Case n = 2: if uC w, take v = w. If uP w, P1 = P2 and take v = u.
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if u P u2 C w, there is a bijection f from P1 = P(u2) to P2 given by u2 C w, by
Corollary 1.4. Therefore, one takes v = f (u).
Case n > 3: if for all 1  i  n − 1, ui C ui+1, take v = w. Otherwise, there is
1  i  n − 1 such that ui P ui+1. Denote Pi = P(ui) = P(ui+1) then, by induction,
there is vi ∈ Pi such that u ∼C vi . By induction again, there is v ∈ P2 such that vi ∼C v.
Therefore, u ∼C vi ∼C v. 
Proof of Theorem 1.5. (i) is Lemma 3.1.
(ii) Observe that property (c) implies the property (d) in the theorem. Let v ∈ P2 and
u1, . . . , un such that
u = u1 C u2 C · · · C un = v ∈ P2.
One shows (ii) by induction on n. If n = 0, u = v and there is nothing to prove. If n = 1,
Corollary 1.4 implies that there is a bijection θu,v from P1 to P2 verifying (b), (c), and (d)
in the theorem. If n 2, one defines
θu,v = θun−1,v ◦ · · · ◦ θu,u2,
which verifies the properties by induction.
(iii) By (ii), P1 ∩C1 and P2 ∩C1 are in bijection. Applying (ii) to coplactic classes (by
taking inverses) instead of plactic classes one has a bijection between Pi ∩C1 and Pi ∩C2
(i = 1,2). Thus there is a bijection from P1 ∩ C1 to P2 ∩C2. 
Remark 3.2. In the proof of (ii), θu,v depends of the path from u to v. It is characterized
by the ui .
3.2. Distance between plactic classes
Let P1,P2 be two plactic classes. The distance from P1 to P2, denoted by d(P1,P2), is
defined as follows: if P1 and P2 live in the same carpet, then for all u ∈ P1, there is v ∈ P2
such that u ∼C v, by Lemma 3.1. In other words, for all u ∈ P1, there are u1, . . . , un such
that
u = u1 C u2 C · · · C un = v ∈ P2. ()
Then d(P1,P2) is the minimal number n verifying () for all u ∈ P1 and v ∈ P2. By defin-
ition, d(P1,P1) = 0. If P1 and P2 do not live in the same carpet, we take d(P1,P2) = −∞.
Corollary 3.3. Let P1,P2 be in the same carpet. For any u ∈ P1, there is v ∈ P2 and
u1, . . . , un such that
u = u1 C u2 C · · ·C un = v ∈ P2,
and n = d(P1,P2).
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P2. Take v = θu′,v′(u). One concludes by applying Theorem 1.5(ii)(a) to θu′,v′ and induc-
tion. 
3.3. Carpets and involutions: proof of Theorem 1.7
Before the proof of the theorem, we introduce a useful object. Let T be a carpet that
contains an involution u. Let v ∈ P(u), then there are v1, . . . , vn ∈ P(u) such that
u = v1 P v2 P · · ·P vn = v.
Thus
u = v1 C v−12 C · · ·C v−1n = v−1.
For i = 1, . . . , n we construct, by induction on i , a family of sets
Pi = {ui,1, . . . , ui,n} ⊂ T and Ci = {u1,i , . . . , un,i} ⊂ T
such that
(a) v−1i ∈ Pi and vj ∈ Cj ;
(b) |Pi | = |Pk |, for all 1 i, k  n;
(c) |Cj | = |Cl |, for all 1 j, l  n;
(d) ui,j P ui,j+1 for all 1 i  n and all 1 j  n− 1;
(e) ui,j C ui+1,j for all 1 i  n− 1 and all 1 j  n.
[Initialize] Set i = 1. Denote
P1 = {u1,j | j = 1, . . . , n},
where u1,j = vj , for j = 1, . . . , n.
[Iteration] Assume that Pi is constructed and consider the coplactic neighborhood v−1i =
ui,1 C ui+1,1 = v−1i+1. By Corollary 1.4, there is a bijection fi from P(ui,1) to
P(ui+1,1). Take ui+1,j = fi(ui,j ) and Pi+1 = fi(Pi). It is readily seen that Pi+1
has the desired properties. Set i ← i + 1.
[Loop] Repeat until i > n.
Denote Cj = {ui,j | i = 1, . . . , n}. Observe that vj = u1,j ∈ Cj as desired.
Definition. The standard square of u,v (which depends on the vi ) is the set
T (u, v) =
n⋃
Pi =
n⋃
Cj .i=1 j=1
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P (v−1)), then |Pi | = |Cj |, for any 1 i, j  n.
A standard square T (u, v):
u =u1,1 u1,2 · · · u1,n =v
| | |
u−11,2 =u2,1 u2,2 · · · u2,n
| | |
...
...
. . .
...
| | |
u−11,n =un,1 un,2 · · · un,n.
The following proposition gives some important results about standard squares.
Proposition 3.4. Let T be a carpet, u ∈ T an involution, v ∈ P(u) and v1, . . . , vn ∈ P(u)
such that
u = v1 C v−12 C · · ·C v−1n = v−1.
Take θu,v−1 in Theorem 1.5 which agrees with the v−1i . Then T (u, v) has the following
properties:
(i) ui,j = u−1j,i , for all 1 i, j  n;
(ii) for all i = 1, . . . , n, ui,i is an involution conjugated to u;
(iii) un,n = θu,v−1(v) ∼C v.
Lemma 3.5. Let T (u, v) as in Proposition 3.4, then the set
T (u2,2, u2,n) = {ui,j | 2 i, j  n}
is a standard square contained in T (u, v). We say that T (u2,2, u2,n) is a standard sub-
square of T (u, v).
Proof. One must prove that the set T (u2,2, u2,n) has the following property:
ui,2 = u−12,i for all 2 i  n.
Let 2  i  n, then by construction of T (u, v) one has u1,i C u2,i and ui,1 = u−11,i P
ui,2. Thus u−12,i P u
−1
1,i P ui,2, by taking inverses in the above coplactic neighborhood.
As u1,1 is an involution, the crochet procedure and the construction of P2 imply that u2,2
is an involution, ui,2 ∼C u2,2 and u2,i ∼P u2,2. Taking inverses as above, one has u−12,i ∼C
u−12,2 = u2,2 ∼C ui,2. Finally one has u−12,i P u−11,i P ui,2 and u−12,i ∼C ui,2. Hence ui,2 =
u−12,i as in the proof of the uniqueness in the crochet procedure. 
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induction on the square order n of T (u, v), using T (u2,2, u2,n) and Lemma 3.5. To prove
(ii), observe that ui,i = u−1i,i , by (i). The crochet procedure and the construction of P2
imply that u2,2 is an involution conjugate to u1,1 = u. The assertion follows again by
induction on n using the subsquare T (u2,2, u2,n), since it contains ui,i . (iii) follows from
v = u1,n ∼C un,n, the decomposition
θu,v−1 = θv−1n−1,v−1 ◦ · · · ◦ θu,v−12 ,
of Theorem 1.5(ii)(a), and induction as above. 
Proof of Theorem 1.7. (i) Let T be a carpet, u ∈ T be an involution and C be a coplactic
class in T . Denote P = P(u) the plactic class of u, then P ∩ C = ∅ by Theorem 1.5.
Let v ∈ P ∩ C, then u ∼P v and u ∼C v−1. Construct the standard square T (u, v). By
Proposition 3.4, there is a involution g ∈ T (u, v) such that g ∼C v and g is conjugate to u.
For plactic classes, consider inverses.
(ii) Let P be a plactic class in T and w ∈ P an involution. Then w ∈ C(w) = P−1 ⊂ T .
This proves the first part of (ii). Let C be a coplactic class in T , then C and P−1 are in
bijection, by Theorem 1.5. As P−1 and P are in bijection, the second part of (ii) done.
(iii) Choose an involution u ∈ P1 ∩ InvW and v ∈ P2 ∩ C(u). By Theorem 1.5, there
is a bijection θu,v from P1 to P2. Consider the standard square T (u, v−1) which agrees
with θu,v . By Proposition 3.4, θu,v(v−1) = g ∈ P2 ∩ InvW is an involution conjugate to u.
Now, let u1 ∈ P1 ∩ InvW and v1 = θu,v(u). As above, by Proposition 3.4, θu,v(v−11 ) =
g ∈ P2 ∩ InvW is an involution conjugate to u. In this way, one has constructed an injective
map Φ from P1∩InvW to P2∪InvW . As the above construction is symmetric, the theorem
is proved. 
3.4. A new proof of a result of Schützenberger
In the symmetric group Sn, it is well known that all plactic classes contain a unique
involution. Hence Theorem 1.7 implies the following well-known result.
Corollary 3.6. In Sn, all involutions contained in the same carpet are conjugate.
The above corollary is a well-known consequence of a result of Schützenberger [20,
4.4]. We give a new proof of this result using Theorem 1.7.
The carpets are indexed by partitions λ of n (see [3]). The set of fixed points of a per-
mutation w ∈ Sn is
{
1 i  n | w(i) = i},
where w is seen acting on the set {1, . . . , n}. In [20, 4.4], Schützenberger has shown the
following theorem, using Robinson–Schensted correspondence.
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volution, then the number of fixed points of w is equal to the number of odd columns in a
standard tableau of shape λ.
Another proof, using the crochet procedure, has been obtained independently by
Blessenohl, Jöllenbeck, and Schocker [18]. They use the construction of the unique in-
volution in each plactic class (see [3, Corollary 9.25]).
Recall some notations: let λ = (λ1  · · ·  λk  1) be a partition of n and wλ be the
involution of maximal length in the Young subgroup
Sλ1 × · · · × SλK .
Therefore we have the following expression for wλ, seen as a word on letters 1, . . . , n:
wλ = λ1 . . .1 λ1 + λ2 . . .λ1 + 1 . . . n . . .λ1 + · · · + λk−1 + 1.
Lemma 3.8. Let λ be a partition, then the number of fixed points of wλ is equal to the
number of odd parts of λ.
Proof. One proceeds by induction on k. If k = 1, λ = (n) and wλ = w0. It is well known
that the number of fixed points of w0 is equal to 1 if n is odd, or 0 if n is even. If k > 1,
the result follows since the cycle decomposition of wλ is the product of the cycle decom-
position of the wλi ’s. 
Proof of Theorem 3.7. Let w be an involution in T λ. It is well known that T λ is the
set of all permutations which are mapped by the Robinson–Schensted correspondence to
a pair of tableaux of shape λ. By Corollary 3.6, all involutions in T λ are conjugate to
w. In particular, wλt ∈ T λ, where λt denotes the conjugate partition of λ. One concludes
with Lemma 3.8, since the number of fixed points is constant on each conjugacy class and
the number of odd columns in a standard tableau of shape λ is the number of odd parts
in λt . 
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