Introduction
This software is meant to estimate how efficient our information protection is (error correcting codes). Its purpose is to enable the user to evaluate the cost and the quality of the transmission. The subjective quality criterion is provided by comparing the two transmitted files (with and without data protection). The objective determination of the transmission quality is provided by the computed value of the residual error rate. The cost criterion can be evaluated from the transmission efficiency. This software is modular; it was designed to handle any kind of digitalized data (pictures, ASCII texts, speech).
-The first module transforms the initial file into a second file, which contains labelled binary information frames. -The second module simulates the transmission of the file generated by the first module. Here, the data protection is made by error correcting codes. It adds transmission noises, randomly generated. Then, it decodes the data thus obtained. -In the third one, we compute the binary residual error rate, and we print out the results of simulation.
The theoretical tools
Here, we present the error correcting codes which have been used in the software, the decoding algorithms and the error modelization (error rate and error kind). We also present the method used for data retransmission, when uncorrectable errors are detected. This method is called Reprise en Fin in [16] . It is only used in full duplex transmission simulations. For simplex transmission simulations, we use another method; the error masking.
Data protection
In our software program, we only use block codes without interleaving. In all cases the coding is systematic. The coding technique uses either the generator matrix or the generator polynomial of the code. At the present time three kinds of error correcting codes are used in the software:
-Fire codes (shortened or not); -Reed-Solomon codes; -The binary Golay code.
From now on, we shall respectively call n, k, d the length, the dimension and the minimum distance of the code.
1.1.1. Fire codes ([6, 22, 241) They are cyclic codes, ideals in the algebra A = FJX]/(X" -1).
The Fire codes generator polynomial is a divisor of X" -1, with the following form:
where p(X) is an irreducible polynomial of degree m. The exponent e of p(X) is relatively prime with c.
The length n of the code is given by n = LCM(e, c).
The dimension k of the code is given by k = n -(c + m).
These codes permit the correction of bursts of length 1, (at most), and the simultaneous detection of bursts of length 1, (at most), with 1,~ 11, if 1,+1,sc+1 and 1,<m.
We have chosen Fire codes because they are able to correct bursts. Moreover their coding and decoding are easy to implement. On the other hand these codes are already extensively used for the protection of magnetic memories in computers [12, 301.
1.1.2. Reed-Solomon codes In this section, we shall respectively call iV, K, D the length, the dimension and the minimum distance of Reed-Solomon codes (n, k, d are reserved for binary codes).
A Reed-Solomon code is a cyclic one, in the algebra
The generator polynomial of a Reed-Solomon code is chosen to be
where (Y is a primitive element in [F,. The length N of the Reed-Solomon code is given by N = q -1. As the MDS codes, the dimension of Reed-Solomon codes is K = N-D + 1.
A Reed-Solomon code of length N and minimum distance D corrects t errors at most, with t equal to (D-1)/2.
In our software, we use binary codes obtained from Reed-Solomon codes. They are particularly suited to burst correction. For, a binary burst of length b can affect at most r adjacent symbols (from [F,), where r is given by (r-2)m+2cb<(r-l)m+l, where m is equal to [log, q] . So if D is much greater than r, many bursts can be corrected [22, ch. 10, 461.
We use here Reed-Solomon codes over ff,, with q a prime number less than or equal to 257, with q=2"+c (-3<cs3).
With this expression of q, we generalize to another possibility of primes q. In particular if c = 1 we have the Fermat numbers, which are used for the decoding algorithm in [26] .
The Reed-Solomon codes are used for telemetry transmission protection, by satellites.
It is a Reed-Solomon code which will be used by ESA (European Space Agency) for its future satellites [l, 21.
The binary extended Golay codes
We use the binary extended Golay code (24, 12,8). This code is the extended one of the perfect (23,12,7)
code. The (24, 12,8) Golay code is a self dual one. Its algebraic properties permit an easy decoding by error trapping.
This code corrects 3 errors at most in the 24 symbols of the codeword.
Simulation of transmission errors
We add noises to the transmitted binary symbols. The simulated channel is a binary symmetrical one, with error probability p (0 < p <i).
For the time being, there is no modelization of the error distribution in most channels. Berlekamp says, in [3] , that one has to make simulations of errors and use the appropriate code. Therefore we have chosen several possible error distribution simulations. We modelize the kinds of errors: they can be either independent errors or burst errors. The space between two adjacent error-starts is modelized by a random variable (T.v.) of the following form:
where T is a nearly sure r.v. which characterizes the minimal space between two adjacent error-starts. X is a r.v. according to a normal N(T(cL, a) distribution or to a geometric ?J($ distribution, or to an uniform one. The a and i parameters make it possible to adjust the error rate. Let 1 be the maximal length of the errors. Let t be the value of the r.v. r, we have the following result.
Property. The binary theoretical error rate r,, is given by
Proof. Let M be the number of binary symbols of the transmitted file, and 8 be the number of errors (burst or independent errors) after the data transmission. The average number of error bits is fi = 81/2.
Then, the binary error rate, rt verifies rt = ii/M.
M is equal to M = 6 Ck ~~(1 + ak' + t), where plc is the probability of the r.v. X equal to k. -Correcting the received word. The extended binary Golay code is decoded by a permutation algorithm. We use the minimal set of 14 permutations, necessary to its decoding, recently discovered [ 13, 281.
We could have chosen a decoding by 
Software implementation
Our software program has three independent modules, as shown in Fig. 1 to obtain 'File(2')' and 'File(3')' respectively, in the same format as the initial file, 'File(O)' (cf. Fig. 1 
Addition of transmission errors
TO estimate the coding efficiency, we simulate the simultaneous transmission of the coded file and the not-coded file through the same channel. So when a transmission error comes, it affects the two files identically.
First we add noise into F, and then into F,, because F, is longer than F,. We process, as shown in Fig. 2 .
We have the following functions: 1: Computing the value e of the random variable Y by the 'Space' subroutine (cf. Chapter 1, Section 2).
Memorization of e into the fifo (first in first out) stack (F).
3: Addition of an error (burst or independent) into F,. We perform the 1 to 3 functions until F, is processed, and then we add errors into F, in the following manner:
4: Reading e from the fifo stack (F), and addition of an error into F,.
We perform 4 until F, is completely processed.
5: Writing F,. into 'File(2)'.
Remark that it is possible that more than one error occurs in F, (or F,). When a burst comes over two adjacent frames, the process is a little more elaborated. It comes that no error occurs in a frame.
Information decoding
We decode F, block by block, by a suitable subroutine according to the chosen code. Each decoded block is stored into F,.
In each decoding subroutine we compute the syndrome of the received word.
The decoding algorithm is performed if the syndrome is not zero. When an uncorrectable error is detected, we have to consider two cases:
(a) Simulation of a simplex picture transmission. The erroneous block is filled with a non-binary value. Thus the module 'Output' (Fig. 1) will use this indication for masking technique.
In this case, decoding does continue for the other blocks of the F,= frame.
(b) Simulation of a full duplex transmission. For a given frame, the decoding stops as soon as there is detection of an uncorrectable error in a block. The frame will be retransmitted, and we consider now the next frame.
When F, is decoded, we write F, (here the decoded frame) into 'File(3)'.
Computed parameters
In the 'Processing' module we compute: (1) The binary error rate. Number of error bits divided by the number of the transmitted file bits. (2) The transmission efficiency.
Number of bits in the file to be transmit ('File(l)') divided by the number of effectively transmitted bits. The transmission efficiency is expressed in percentage.
In the 'Output' module we compute the binary residual error rate which is the number of different bits between the two files 'File(l)' and 'File(3)', divided by the number of 'File(l)? bits.
A few simulation results
We (Fig. 4d) .
Two examples of data transmission
The first example (Figs. 3a, 3b, 3c ) is a French ASCII Braille text transmission. The second one (Figs. 4a, 4b , 4c, 4d) is a picture transmission.
Numerical results

Notations.
We denote by 7,: The experimental binary error rate;
TV: The theoretical binary error rate (7, = i/2(1 + aE(X') + t)); T,: The binary residual error rate; R : The transmission efficiency;
1: The maximal error length; L: The information frame length. In Table 1 , we present results obtained with the three possible codes (in our software program).
For each case we give the 6 parameters described below, in full duplex and simplex cases. a Generator polynomial is g(X) = (X7 + l)( 1-t X3 + X") (shortended Fire code). "Generator polynomial is g(X)=(X14+1)(1+X+X2+X3+X5+Xh+XR+X"+X'2).
Software program characteristics
Another elementary version exists on a TRS 80 model 1, in BASIC language. On the CDC 750, the program needs 77 OOOs words of 64 bits to load. For example it needs about 40 seconds for execution time, for a given file of 60 Kbits. We have limited the frame length to 2100 bits, for a faster elapsed time in the CDC computer.
For the time being, we use two arrays for F, and F,, in which each work contains one binary symbol. To optimize the frame length, and the execution time too, we can use the 60 positions of a word for 64 binary information symbols (on the CDC for example).
Conclusion
This software program is an optimized version of another one already published [8, 9, lo]. It is a powerful tool for transmission simulations through a noisy channel.
The coding, addition of noise and the decoding functions are independent. That is due to a modular conception of the software. This modularity allows us to change functions or to add new ones.
With this software program, we can simulate several channels. We can easily adjust the experimental error rate to a theoretical one (cf. Chapter 3, Section 2). Moreover we can transmit any digitalized data (pictures, ASCII texts and speech) for any initial file formatting.
We insist on the fact that the user chooses the simulation parameters, such as error rate, error correcting codes, binary frame length and so on. . . We plan first to optimize it, in order to increase the frame length (as explained in Section 4). Then we are going to enlarge its capabilities by adding to it a new module of data compression/decompression.
