Abstract-Calibration and linearization are two important topics that must always be considered to assure the accuracy of measuring systems. Measurement errors, i.e., offset, gain, and linearization errors, can be compensated as long as timely calibration routines are performed in the measurement system. Nowadays, with the advent of smart sensors, the new capabilities associated with microprocessor or microcontroller devices can support new and advanced calibration and self-calibration algorithms that contribute to increase measurement accuracy. In this paper, an adaptive self-calibration algorithm for smart sensors linearization is proposed. The algorithm takes into consideration the probability density function of the measured data to reduce the number of calibration points, as well as the associated calibration time, for a required level of accuracy. The progressive polynomial interpolation method preserves the values of the calibration coefficients, which are already evaluated in previous calibration iterations, without starting the algorithmic calculation of a new set of the calibration coefficients for each new additional calibration point. Some simulation and experimental results for a square-root characteristic of a venturi-type airflow transducer will be presented to validate the theoretical expectations.
circuits, the hardware implementation, which is generally based on a piecewise linear input range segmentation, and the low flexibility associated with this solution limit systems performance and accuracy.
Another well-known calibration technique is based on lookup tables. The memory locations of the lookup table store the inverse function of the sensor's characteristic. This technique requires a large number of calibration measurements. By using a binary code with n bits, the total number of calibration points (NCP) and memory size are equal to 2 n , which means a time-consuming calibration procedure and an unrealizable number of calibration standards in the majority of the measuring applications.
A solution to minimize the drawbacks of lookup table methods is based on piecewise linearization techniques. In this case, the sensor's input range is divided into a small number of subintervals where a linear behavior is assumed. The NCP and the required memory size is then substantially reduced. For each input range subinterval, a different offset and gain correction coefficient is used to obtain the linearized sensor's signal. However, the main drawbacks of this method are associated with its reduced linearization capability of strongly nonlinear characteristics and with the large discontinuities that are introduced in the derivative of the linearized sensor's signal that are particularly inconvenient in control feedback loop applications.
Linearization methods based on spline or polynomial curvefitting techniques [5] , [6] require the storage of a reduced number of polynomial calibration coefficients and a curve-fitting computation that can be implemented by low-cost processing devices (e.g., microcontrollers) whenever signal bandwidth, as well as the associated acquisition rate, is reduced (lower than a few tens of siemens per second). In this case, it is possible to use a single correction function, without first-derivative discontinuities, for the complete signal input range, but the evaluation of the correction coefficients requires the knowledge of the complete set of the calibration results. This means that if only an additional calibration point is included in the initial calibration set, a complete evaluation of all correction coefficients must be performed.
Least mean square (LMS) curve fitting [7] and other iterative methods, like artificial neural network (ANN) curve fitting [8] , [9] , are also possible solutions for linearization, but the computational load of the associated algorithms is generally very high for implementations based on low-cost microcontroller devices. The main disadvantage of microcontrollers usage in ANN curve fitting is caused by the restricted embedded mathematical operators available to implement neuron transfer 0018-9456/$26.00 © 2009 IEEE functions (e.g., tansigmoid or sigmoid functions in multilayer perceptron ANNs and Gaussian function in radial basis function ANNs) [10] . In addition to the high computational load, which is generally associated with iterative procedures, the calibration procedure must also be repeated for all calibration points each time a new calibration standard is measured. These solutions require hardware devices with higher computational performances and are less suitable for implementation in smart-sensor systems [11] [12] [13] .
The progressive polynomial calibration method presented in this paper seems to be an attractive solution for smart sensors linearization because it requires a reduced NCP, a small number of memory locations to store calibration coefficients, and a simple algorithmic evaluation of the calibration coefficients, without mathematical iterations. Furthermore, this method enables the implementation of a step-by-step calibration procedure using a repetitive algorithm that is particularly well suited to implement a dynamic and adaptive calibration technique based on the statistical probability density function (pdf) of the measured data. In this case, the inclusion of an additional calibration point in the initial calibration set preserves the correction coefficients that are already evaluated, minimizing the computing load associated with the classical polynomial calibration methods.
Section II of this paper describes the self-calibration algorithm based on the progressive polynomial calibration method, Section III contains simulation and experimental results, and Section IV is devoted to conclusions.
II. PROPOSED APPROACH
For smart-sensor systems based on microprocessors or microcontrollers devices, self-calibration procedures can be automatically activated whenever systems accuracy is questionable. This situation can be detected by activating a periodic systems self-calibration procedure where random standard values of the input measured variable are selected for systems accuracy validation. If this periodic self-calibration fails, a full systems calibration is performed using a set of wisely selected standard values based on the pdf of the measurement data.
Even if not expressly referred throughout the text, standards measurement, which is performed during the calibration phase, are carried out using an averaging measurement mode to minimize the disturbances caused by null mean value random errors.
A. Selection of Calibration Points
Considering that the measurement range is linearly divided in N C continuous subintervals, the pdf of the measurement data can be estimated, in a discrete way, by the following relationship:
where f (k) represents the number of occurrences of the measurement data for a given subinterval of the measuring range
where x represents the measured physical quantity, k is an integer value between 0 and N C − 1, and the physical quantity increment Δx is defined by
A typical value of N C is four, but this value can be higher for strongly nonlinear transducer characteristics.
Considering that the number of standard measurements performed in a full calibration is equal to the NCP, the NCP considered in each measurement range subinterval is given by the round integer approximation of the following expression:
This means that more calibration points are considered in subintervals where the pdf of the measurement data is higher.
In smart-sensor systems, the evaluation of pdf(k) is easily implemented using a set of memory locations that work as frequency counters for each of the subintervals contained in the measurement range. Each time a measurement is performed, the memory location associated with the subinterval, in which the measurement value is contained, is incremented. This way, a histogram of the measurement data is dynamically updated whenever a measurement is performed. These data can also be used for corrective or predictive maintenance purposes if a historical database of histogram data is saved in nonvolatile memory. This information is also rather important to detect abnormal selection of measurement ranges of the instrumentation and measurement devices that can substantially reduce systems accuracy.
A final remark about the selection of calibration points is related with the well-known numerical oscillations that are typical of polynomial interpolation (overfitting). It is important to avoid an excessive NCP, and this number must not exceed the degree of nonlinearity of the transducers' characteristic. On the other hand, selecting a small NCP creates the opposite problem of underfitting, which also leads to excessive values of interpolation errors. A criterion of good practice, which is used for almost all linear characteristics, is to use at least three calibration points, located at the beginning, end, and middle of the measuring range to compensate for offset, full-scale, and second-order nonlinear errors, respectively. An example of the implementation of this type of procedures can be found in measurement systems with self-calibration capabilities [14] , [15] in which each measurement cycle includes the measurement of the offset error, full-scale error, and the signal associated with the measured quantity.
B. Adaptive Self-Calibration Algorithm
Assuming that the transducer's transfer function (y = f (x)) depends only on the value of a single physical variable x and using the normalized amplitudes for the input (x n ) and linearized output (y n ) variables, which are defined by
The transducer linearization can be performed using the progressive polynomial calibration method [16] . This method uses a step-by-step procedure to evaluate the polynomial coefficients after the measurement of each additional calibration standard. Relative to other polynomial interpolation methods, the progressive polynomial interpolation method requires a much lower computational load, which means a lower number of Multiply and ACcumulate (MAC) [17] operations to update the linearization function for each additional calibration point. For a set of i calibration points, the progressive interpolation polynomials p i are mathematically defined by the following relationships:
where y nk represents the linearized output value associated with each normalized calibration standard value (x nk ), and f (x n ) represents the nonlinear transducer characteristic. This calibration method, which is based on a step-by-step iterative algorithm, can easily be implemented in a microcontroller device because its computational requirements are acceptable for these devices. The number of additions to evaluate each coefficient c k is equal to 2 k − 1, and the number of multiplications is equal to 2 k−1 − 1. After polynomial coefficients evaluation, the calculation of the linearized output value associated with each measurement, i.e., f (x), requires the evaluation of k − 1 additions and 2k − 3 multiplications.
The accuracy associated with the proposed algorithm is defined as the mean square error (MSE) between experimental (y ni ) and interpolated values (p k (x ni )), which is described for each iterative step k by
where NCT represents the dimension of the testing set, and pdf(i) corresponds to the pdf associated with the subinterval in which x ni is contained. This means that systems accuracy can be improved since the distribution of calibration points is weighted by the pdf of the measurement data. This is particularly important for some devices (e.g., instrumentation devices operating in process control loops) with programmed set points that are not uniformly distributed over the measurement range (e.g., a control valve that works typically between 25% and 75% of its total aperture).
To avoid excessive values of the interpolation errors caused by overfitting or underfitting conditions, the algorithm evolution is controlled by the MSE amplitude associated with a calibration testing set that is different from the calibration training set used for polynomial coefficients evaluation. In our software implementation, the testing set values are located in the middle point (MP) of two successive calibration values used in each step of the progressive polynomial method and the MSE that controls the required NCP.
This procedure to estimate the optimized NCP, even if well known in the context of iterative procedures based on ANN, is not generally used for polynomial interpolation, and it can substantially enhance the performance of the progressive polynomial method when smart sensors with self-calibration capabilities are at stake. This enhancement is well patent in the simulation and experimental results (Section III), which show a clear improvement of the global interpolation figure when the statistical behavior of the measurement data is taken into consideration during systems calibration.
III. RESULTS

A. Simulation Results
Two different simulation examples were used to test the performance of the proposed progressive polynomial calibration method. In each example, two different pdfs of the measured data are considered for the same nonlinear transducer characteristic to analyze the algorithm performance for different statistical distribution of the data.
1) Mixed Square-Root and Logarithmic Characteristic:
In this case, the transducer characteristic has a mixed square-root and logarithmic profile defined by
The nonlinear error associated with the transducer characteristic, which is presented in Fig. 1 , is almost equal to 20% of the output signal transducer's range. Fig. 2 represents the normalized interpolation error for the third, fourth, and fifth progressive interpolation polynomials. As expected, if the NCP is not excessive, the error decreases with the NCP and the number of roots of the normalized interpolation error function is equal to the polynomial interpolation degree. Fig. 3 represents the evolution of the interpolation MSE as a function of the NCP. These errors were evaluated for the MP testing set, which is associated with each training set, and the minimal error is obtained for NCP = 18. Using a higher NCP, there is a computational overload without any benefits in terms of linearization. This means that significant numerical oscillations appear, in this case, if the NCP is greater than 18.
The normalized mean square interpolation error for NCP = 2, which means compensation of only offset and gain errors, is equal to 2.67 · 10 −2 , which is almost ten times higher than the MSE obtained with four calibration points that also corrects second-and third-order nonlinearity errors. 4 represents the relative interpolation errors when seven points are considered for calibration purposes. Curve 1 (symbol "+") contains five calibration points in the first half of the measuring range (0 ≤ X n ≤ 0.5), and the other curve (symbol "•") contains five calibration points in the second half of the measuring range (0.5 ≤ X n ≤ 1). Both curves include calibration points in the extreme limits and in the middle of the normalized input variable to cancel offset, gain, and secondorder linearity errors. The five asymptotic values associated with the vertical logarithm scale correspond to the five null values of the interpolation error within the measuring range. As expected, the errors are lower in the half subinterval where more calibration points are considered, with the error reduction being more expressive in regions where the transducer's behavior is more linear, i.e., in the second half of the transducer's characteristic in our example.
2) Exponential Thermistor Characteristic: In this case, the analytical function used for simulation purposes is obtained from the interpolation of experimental resistance data (ON400 thermistor) [18] and is defined by the following relationship:
where B = 3865 K, R 0 = 6319 Ω, T 0 = 273.15 K, and T ∈ [276.15; 313.15] K.
The nonlinear error associated with the transducer characteristic, which is presented in Fig. 5 , is almost equal to 28%. Fig. 6 shows the normalized interpolation error for the third, fourth, and fifth progressive interpolation polynomials. As verified previously, if the NCP is not excessive, the error decreases with the NCP, and the number of roots of the normalized interpolation error function is equal to the polynomial interpolation degree. Fig. 7 represents the evolution of the interpolation MSE as a function of the NCP. These errors were evaluated for the MP testing set, which is associated with each training set, and the minimal error is obtained for NCP = 10 in this simulation example. This means that a significant numerical oscillation appears, in this case, if the NCP is greater than 10. Fig. 8 shows the relative interpolation errors when six points are considered for calibration purposes. Curve 1 (symbol "+") contains four calibration points in the first half of the measuring range (0 ≤ X n ≤ 0.5), and the other curve (symbol "•") contains four calibration points in the second half of the measuring range (0.5 ≤ X n ≤ 1). Both curves include calibration points in the extreme limits and in the middle of the normalized input variable to cancel offset, gain, and second-order linearity errors. Again, as previously verified, the errors are lower in the half subinterval where more calibration points are considered, with the error reduction being more expressive in regions where the transducer's behavior is more linear, which is also the case for the second half of the transducer's characteristic in this second simulation example.
Thus, from the simulation results, it is possible to conclude that the accuracy improvement can be very expressive if the pdf of the measurement data is taken into account for the selection of the calibration set.
B. Experimental Results
A test setup based on a microbridge mass airflow transducer (AWM5000) [19] was used to perform the experimental tests. To minimize rounding, truncation, and other types of arithmetic processing errors [20] , the programmable interface controller (PIC) device can be replaced by a digital signal processing (DSP) device [21] that basically combine the capabilities of PIC and DSP devices in a single integrated circuit. Fig. 9 represents the hardware block diagram of the measuring system.
The theoretical dependence of transducer's differential pressure Δp on flow φ, whose operating principle is based on Bernoulli's equation [22] , is given by the following relationship:
where the constant k depends on the upstream pipe and neck diameters of the venturi on the fluid density and on the discharge coefficient. Fig. 10 represents the experimental airflow transducer characteristic for a supply pressure varying between 0 and 15 lb/in 2 (103.42 kPa) where nonlinear square-root dependence is clearly visible.
By applying the Friedman-Diaconis' rule [23] [24] [25] to obtain the histogram's bin width h, we get
where IQ represents the interquartile range (i.e., the difference between the third and first quartiles), and N is the size of the measurement set. Using (11), 11 histogram bins were obtained for a pressure range defined in pounds per square inch interval [1] [2] [3] [4] [5] [6] [7] [8] [9] and IQ = 3.68 lb/in 2 , which gives a histogram bin width h of 0.73 lb/in 2 . Fig. 11 shows the histogram of the measurement data, together with the Gaussian curve that better fits the measurement data distribution in terms of a minimum LMS deviation. The mean and standard deviation of the Gaussian curve are equal to 5.13 and 2.51 lb/in 2 , respectively. Fig . 12 represents the interpolation MSE for a testing set whose values are in the middle of the subintervals defined by the sequence of calibration points and when the NCP varies between 2 and 25. The upper curve is obtained when a uniform pdf distribution of calibration points is considered and when the lower curve corresponds to a pdf distribution of calibration points matching the pdf distribution of measurement data. In addition to the overfitting and underfitting problems, which are already identified in simulation tests, the MSE for the Gaussian distribution of calibration points is always lower than the error obtained with a uniform distribution of the calibration data and the overfitting numerical oscillations are not detected since their occurrence is verified for low values of the measurement's data pdf.
It is important to remember that during calibration, not a single but multiple measurements are performed for each calibration point, and results are averaged to minimize the errors caused by measurement uncertainty and lack of repeatability. It is also important to underline that the performance of the proposed algorithm is significantly reduced if the measured data distribution is changing in time and the execution rate of the calibration routines is not enough to dynamically update the best set of calibration points. However, this potential problem is not usual in common applications, and its effect can be minimized as long as the smart-sensor system includes selfcalibration capabilities.
IV. CONCLUSION
An adaptive calibration algorithm for smart sensors has been presented in this paper. The algorithm is based on the progressive polynomial method whose main advantages include low computational load and memory requirements, a direct evaluation of calibration coefficients in a recursive and a step-by-step way, and a reduced number of mathematical calculations each time a new calibration point is included in the calibration set. The proposed algorithm is automatically adapted to the pdf of the measured data and can be extended to bidimensional and multidimensional functions to compensate for the effect of multiple influence quantities. The computational load obviously increases, and the calibration procedure is also more complex, but multivariable nonlinearities and cross-sensitivity errors can be compensated considering the multivariable statistical distribution of measurement data.
