In this paper we investigate various algebraic and graph theoretic properties of the distance matrix of a graph. Two graphs are D-cospectral if their distance matrices have the same spectrum. We construct infinite pairs of D-cospectral graphs with different diameter and different Wiener index. A graph is k-transmission regular if its distance matrix has constant row sum equal to k. We establish tight upper and lower bounds for the row sum of a k-transmission regular graphs in terms of the number of vertices of the graph. Finally, we determine the Wiener index and its complexity for linear k-trees, and obtain a closed form for the Wiener index of block-clique graphs in terms the Laplacian eigenvalues of the graph. The latter leads to a generalization of a result for trees which was proved independently by Mohar and Merris.
Introduction and Preliminaries
Every graph G in this paper is undirected, simple and loopless and has n vertices. The distance matrix D of a connected graph G is the (symmetric) matrix indexed by the vertices of G and with its (i, j)-entry d ij equal to the distance between the vertices v i and v j , i.e., the length of a shortest path between v i and v j . After its application in 1971 by Graham and Pollack [11] as tool to study a data communication problem, the distance matrix of a connected graph eventually became a topic of interest when researchers tried to compute its characteristic polynomial. That naturally led to the study of its eigenvalues (or its spectrum); for a recent survey on this topic, see [1] .
Studying the eigenvalues of a matrix associated with a graph is the subject of spectral graph theory, where the main objective is determining what characteristics of the graph are reflected in the spectrum of the matrix under consideration. One way to do this is to study the relationships between cospectral graphs, that is, graphs whose associated matrices share a common spectrum; such pairs of graphs help us understand how limited the information that can be extracted from the spectrum is. Although the matrix of interest here is the distance matrix, for the sake of clarity, we will call two cospectral graphs D-cospectral when their distance matrices have the same spectrum. Moreover, the set of eigenvalues of the distance matrix of a connected graph G, denoted by λ 1 ≥ · · · ≥ λ n , is called the distance spectrum of G (abbreviated D-spectrum). In 1977, McKay [26] showed that hardly any trees can be identified by their D-spectrum. Recently, it was established that D-cospectral graphs may have a differing number of edges, and a method to construct such graphs was presented in [14] . It turns out that for the distance matrix things can get rather complicated, and there are many open problems regarding what properties follow from the distance spectrum. A question that remains open is whether or not two D-cospectral graphs require to have the same diameter (that is, the largest distance between any two vertices of the graph). This question is answered in Section 2.
The Wiener index W is a topological index used in theoretical chemistry as a structural descriptor for organic molecules. For a connected graph G with distance matrix D = (d ij ), the Wiener index W is defined as follows:
or equivalently, W is the sum of distances between all pairs of vertices of G. For a survey on the Wiener index, see [9] . This 70-year-old parameter remains relevant today, which is evidenced by the strong attention it continues to receive (see the recent papers [7] , [10] , [20] , [21] , [22] , [23] , [24] , [30] and [32] ). As stated in [9] , the Wiener index of a graph also has applications in communication, facility location and cryptography, among others. Let i, j, k be nonnegative integers; a graph G is distance-regular if for any choice of u, v ∈ V (G) with d(u, v) = k, the number of vertices w ∈ V (G) such that d(u, w) = i and d(v, w) = j is independent of the choice of u and We say that a graph is k-transmission regular (or transmission regular ) if its distance matrix has constant row sum equal to k. Naturally, just as regular graphs, transmission regular graphs are also of interest in spectral graph theory. Transmission regular graphs were introduced by Handa [13] in 1999, and in 2009, Balakrishnan et al. [2] showed that this class of graphs is the same as the class of (connected) distance-balanced graphs [18] . These graphs have applications in chemistry, as they were used in [18] to construct an infinite family of graphs that maximize the Szeged index, a graph invariant in chemical graph theory. It is well-known that if a connected graph on n ≥ 3 vertices is k-regular, then 2 ≤ k ≤ n − 1, where both bounds are sharp. In Section 3, we establish an analogous result for k-transmission regular graphs, where it is shown that n − 1 ≤ k ≤ n 2 4 , with both bounds being sharp. The Laplacian matrix of a graph G is defined as L = ∆ − A, where A is the adjacency matrix of G and ∆ is the degree matrix. The Laplacian eigenvalues of G are denoted by µ 1 ≥ µ 2 ≥ · · · ≥ µ n = 0. Mohar [29] and Merris [27, 28] independently proved that there exists a relation between the Wiener index of a tree and its Laplacian eigenvalues. As stated in [9] , this result ignited hope in seeing linear algebra become a tool in the arsenal for studying the theory of the Wiener index. As a contribution in this direction, in Section 4 we generalize the result of Mohar and Merris for block-clique graphs, that is, the connected graphs in which every block is a clique (our result considers the case where the cliques are of the same size).
The paper concludes by addressing the computational aspect of the Wiener index at the end of Section 4, where an algorithm that calculates this index for a family of tree-like graphs is presented.
D-cospectral graphs, diameter and Wiener index
In this section we investigate algebraic and graph theoretic properties of the D-spectrum of a graph and the Wiener index and diameter of the graph. In particular, we settle the following two open questions: It is easy to see that the converse to Question 2 is false, Figure 1 shows the smallest counterexample on four vertices. Also, SAGE simulations on graphs with up to ten vertices confirm that the pair of graphs shown in Figure 2 is the smallest and unique pair of D-cospectral graphs having different diameter and Wiener index. Let G be a graph with vertex set V , adjacency matrix A and distance matrix D, and let q be a positive integer. We define the q-coclique extension of G to be the graph G q with vertex set V × {1, . . . , q}, where (x, i) is adjacent to (y, j) if and only if x is adjacent to y in G. Similarly we define the q-clique extension of G to be the graph G + q with vertex set V × {1, . . . , q} with (x, i) adjacent to (y, j) if and only if x is adjacent to y in G or x = y and i = j. The adjacency matrices of the graphs G q and G + q are easily seen to be J q ⊗ A and (J q ⊗ (A + I)) − I , respectively, where J q is the q by q matrix of all 1's, and I is an identity matrix of the appropriate size. The q-(co)clique extension of G is also known as blow up of G to q-(co)cliques.
The following lemma gives an expression for the distance matrices of these graphs. Lemma 1. Let G be a connected graph with at least two vertices. Then the distance matrix of G q is J q ⊗ D + (J − I) q ⊗ 2I , and the distance matrix of G
Proof. Let (x, a) and (y, b) be two vertices of G q with x = y, where
Since G is connected with at least two vertices, x has some neighbor z in G. Then both (x, a) and (x, b) are adjacent to (z, a), so
The proof for G + q is similar, except d((x, a), (x, b)) = 1 since they are adjacent. Proof. Let D 1 and D 2 be the distance matrices of G and H, respectively. Then the distance matrices of G q and
Noting that I q ⊗ 2I is a scalar multiple of the identity matrix, we have that E 1 and E 2 are cospectral if and only if E 1 + I q ⊗ 2I is cospectral with E 2 + I q ⊗ 2I.
We have We can now prove the following theorem, which answers questions 2 and 1. Remark 1. Given a square matrix M , adding a scalar multiple of the identity matrix to M preserves the eigenvectors and shifts the eigenvalues of M .
The next result shows that D-cospectral graphs have the same Wiener index under some sufficient condition.
Proof. Note that G 1 , G 2 have the same largest distance eigenvalue λ 1 . Then λ 1 = k corresponds to the all-ones eigenvector, and it follows that the Wiener index is nλ1 2 (since all the row sums of the distance matrices of G 1 , G 2 are the same by assumption).
Remark 2. Note that in order to find counterexamples for Question 2, one cannot use vertex transitive graphs nor graphs in association schemes since they satisfy the condition of Proposition 1.
Note that distance-regular graphs are transmission regular, hence the next corollary follows directly from Proposition 1. 
Transmission regular graphs
The transmission index of a vertex v, denoted T (v), is the sum of the entries in the row corresponding to v in the distance matrix of G. Given a graph G and vertex v ∈ V (G), let S i (v; G) denote the set of vertices of G at distance i from v. A transmission-regular graph G has maximum transmission index if the transmission index of its vertices is the greatest possible over all graphs of the same order. Let diam(G) be the diameter of a graph G.
Observation 1. For any vertex
where the last inequality follows from the assumption that G 1 is the smallest component of G − v; this contradicts the fact that G is transmission-regular.
Claim 2. If
Suppose for some v ∈ V (G) and some i ∈ {1, . . . , diam(G) − 1}, |S i (v; G)| = 2. If |S i (v; G)| < 2, G would either be disconnected or have a cut vertex. If |S i (v; G)| > 2 for some i ≥ 1, let G be the graph obtained by deleting a vertex u ∈ S i (v; G) and attaching a vertex u to some other vertex in S i (v; G), thus making u ∈ S i+1 (v; G ). Then, T (v; G ) > T (v; G). Applying this procedure to all sets S i (v; G) with more than two elements, we obtain a graph G which has |S i (v; G )| = 2 for all i ≥ 1 and has T (v; G ) > T (v; G). In particular, the cycle C n is a transmission-regular graph which satisfies this property for every v, so G cannot be a transmission-regular graph with maximum transmission index if
On the other hand, if |S i (v; G)| = 2 for every v ∈ V (G) and every i ∈ {1, . . . , diam(G) − 1}, then d(v) = 2 for every v ∈ V (G) so G has to be a cycle. For a cycle, T (v) = 
, and equality holds only when G is a graph obtained by joining one end-vertex of a path P on diam(G) vertices to all the vertices of an arbitrary graph H on n − diam(G) vertices.
Wiener index of some tree-like graphs
The Wiener index of trees and tree-like graphs has been widely studied. In this section we will focus on two families of tree-like graphs: block-clique graphs and linear k-trees.
Around 1990 it was shown independently in several papers that there is a connection between the Wiener index W and the Laplacian eigenvalues µ 1 ≥ µ 2 ≥ · · · ≥ µ n = 0 of a tree T on n vertices [27, 28, 29] :
A natural generalization of trees are block-clique graphs; these are exactly the connected graphs in which every block (i.e., every maximal 2-connected subgraph) is a clique. In [4] block-clique graphs were characterized by using its Wiener index. In this section we give a generalization of (1) for block-clique graphs having the same block size.
Given a graph G, we define f : E(G) → N where for e ∈ E(G), f (e) is the number of pairs of vertices u, v of G such that the shortest u, v-path contains the edge e. We call f (e) the contribution of e in the Wiener index of G. Note that W (G) = e∈E(G) f (e).
Theorem 4. Let G be a connected graph of order n where each block is a clique of order b. Then
where µ 1 ≥ µ 2 ≥ · · · ≥ µ n = 0 are the Laplacian eigenvalues of G.
be the characteristic polynomial of the Laplacian matrix of G, where c n = 1. By Vieta's formula, we have
In particular, (−1)
since µ n = 0; moreover,
None of µ 1 , . . . , µ n−1 is zero, as G is connected. Now, note that
It is well known that the coefficients of p(x) have the following combinatorial interpretation for every graph G (see, for example, [8, p.38] ):
where F k (G) is the set of all spanning forests of G having exactly k components, and γ(F ) = n 1 n 2 . . . n k where n 1 , n 2 , . . . , n k are the orders of the components of F . So, c 1 = (−1) n−1 n (number of spanning trees of G).
T is a spanning tree of of G if and only if T induces a spanning tree of B for every block B of G. The number of spanning trees of a block of G is b b−2 , since every block of G is a b-clique. Hence, the number of spanning trees of G is b (b−2)r where r is the number of blocks of G, implying that
By the combinatorial interpretation of the coefficients,
Now, we shall show that choices to partition the vertices of B into two sets each of them containing exactly one of u and v , and once the partition is determined, there are (i + 1)
i−1 and (b − 1 − i) b−3−i choices to make the trees T 1 and T 2 respectively, as B is a clique.
By (3) and (5), we get
Equating the right sides of the latter and (2), we obtain the desired result.
Note that as a corollary we obtain the result of Mohar and Merris, since a tree is a block-clique graph where every block of has order 2.
Corollary 3. [27, 28, 29] If G is a tree of order n then
In the vein of the aforementioned results on the Wiener indices of trees and block-clique graphs, it is a general problem of interest to consider other families of graphs with exploitable structure and derive specialized formulas and algorithms for efficient computation of their Wiener indices. Such methods make use of key properties of the considered graphs in order to speed up or avoid calculating the distance between every pair of vertices. For instance, Gray and Wang [12] give formulas and bounds for the Wiener index of unicyclic graphs and related families; Chen et al. [6] give an algorithm for computing a variation of the Wiener index in cactus graphs. In the remainder of this section, we give an algorithm for computing the Wiener index of linear k-trees.
A k-tree is a graph that can be constructed recursively by starting with a copy of K k+1 and connecting each new vertex to the vertices of an existing k-clique. A linear k-tree is either a graph isomorphic to K k+1 , or a k-tree with exactly two vertices of degree k. A linear k-tree can be constructed recursively by starting with a copy of K k+1 and connecting each new vertex to the vertices of an existing k-clique which has a vertex of degree k. A recursive labeling of a linear k-tree is a labeling of its vertices so that the vertices with labels 1, . . . , k+1 form a k + 1-clique, and every vertex with label j > k + 1 is adjacent to exactly k vertices with labels smaller than j; for j > k +1, letÑ (j) be the set of vertices with labels smaller than j that vertex j is connected to. The recursive labeling of a linear k-tree reflects the order in which it can be constructed according to its recursive definition.
Linear k-trees and their subgraphs have been used to characterize forbidden minors for certain values of the Colin de Verdière-type analog of the maximum nullity of a graph G (see [16, 15, 19] ) and are also related to the treewidth, zero-forcing number, and proper path-width of G (see [3, 33] ). See also [25] for additional characterizations and structural properties of linear k-trees and related classes of graphs. Note that the shortest path between two vertices in a linear k-tree is not necessarily unique.
It is known that k-trees (and hence linear k-trees) are the maximal graphs with treewidth k. In [5] , a near-linear time algorithm is given for computing the Wiener index of graphs with fixed treewidth. However, the runtime of this algorithm is exponential in the treewidth, making it infeasible for graphs with large but fixed treewidth. Proof. Let G be a linear k-tree. If G K n , it is known that W (G) = (n − 1) + . . . + 1 = n(n − 1)/2. Thus, assume henceforth that G K n and fix a recursive labeling on the vertices of G. Note that since |Ñ (i)| = k, the labeling and the list of neighborhoods {Ñ (i)} n i=k+2 can be created in O(kn) time and maintained.
From the recursive construction of the graph, it follows that the shortest path between a vertex v and a vertex u with a smaller label than v does not pass through a vertex w with a larger label than v, since any neighbor with a smaller label than v of a vertex with a larger label than v is also a neighbor of v. Thus, for 1
Thus, the first row of the distance matrix of G can be computed in O(kn) time. Similarly, this procedure can be repeated to find each row of the upper triangle of the distance matrix, by iteratively computing the distance between the current vertex in the recursive labeling and the vertices with larger labels in the graph. Hence, the Wiener index of G can be found in O(kn 2 ) time.
We now also provide tight bounds for the Wiener indices of linear k-trees and classify the extremal graphs in this family (with respect to Wiener index) for each k and n. Note that the given bounds generalize the known closed formulas for the Wiener indices of paths and complete graphs.
Corollary 4. Let G be a linear k-tree on n vertices. Then,
12 ,
. The lower bound holds with equality for any linear k-tree with at least one dominating vertex such as the one in Figure 4 , left, and the upper bound holds for the family of linear k-trees described in Figure 4 , right.
Proof. Let G 1 be a linear k-tree with a dominating vertex and a recursive vertex labeling. By construction, the i th row of the lower triangle of the distance matrix D 1 of G 1 has exactly min{k, i − 1} entries equal to 1, and the rest of its entries are equal to 2. Thus, the sum of the entries in the lower triangle of
Now, let G be any linear k-tree with a recursive labeling. The i th row of the lower triangle of the distance matrix D of G has exactly min{k, i − 1} entries equal to 1, and the rest of its entries are greater than or equal to 2. Thus,
+ n 2 − kn − n. Let G 2 be the linear k-tree with vertex i adjacent to i − 1, . . . , i − k in the recursive labeling. By construction, the i th row of the lower triangle of the distance matrix D 2 of G 2 has k entries equal to for 1 ≤ ≤ Now, let G be any linear k-tree with a recursive labeling. The i th row of the lower triangle of the distance matrix D of G has exactly min{k, i − 1} entries equal to 1 and at least min{2k, i − 1} entries less than or equal to 2, since each vertex inÑ (i) has degree at least k + 1. Similarly, it has at least min{k , i − 1} entries which are less than or equal to for 1 ≤ ≤ 
