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Bertsekas and Tsutsuklis[6] ”Neuro-
























































$L$ Dj, j $=$ 1, $\ldots$ , $L$ , $J_{Sik}$ (n): Si $k$








$L_{f}$ ( $>$ Tf)
$O_{Djk}(n):Dj$ $k$
$T_{Dj}(>0)$ $O_{S,k}$ (n): $\supset$ /m k
LDj( $\geq$ TDj) $Dj$ $Q_{fp}(n):n$ $p$
$Dj$ Si
$Q_{Djk}$ (n): Dj $k$
$(i=1,\ldots,M)$ $Ts,(\geq 0)$
$Ls_{j}$ $(\geq Ts_{i})$
$Q_{S\ddot{y}k}$ (n): /$J$ $k$
Si
3$\subset$[
( ) CfJp: $p$ /
$p$ $I_{m.fp }$ Dj C’. $k$ /
Si $k$
$fk$





$k$ $C_{Jk}$ Bjk: $k$ /
$D_{J}^{\cdot}k. J$
$C^{J}$ $D^{\cdot}$ $k$ /
n( $=$ 1,2, $\ldots$) $(n)$ $C_{Djk}^{Q}$ : $Dj$ $k$ /
$C_{Djk}^{B}$ :Dj $k$ /
$C_{fk.\min}$





$C_{s_{l}k}$ :Si $k$ /
$C_{Sik}^{Q}$ :Si $k$ /
$D_{\min:sik}$ $C_{Sik}^{B}$ :Si $k$ /
$D_{\max;sik\backslash }$ Dsik $B_{Sk}$ :Si $k$ /
$l$






$I_{fp}(n)$ : $P$ n-l $n$
$J_{fk}(n)$ : $k$
$B_{Djk}(n)$ :Di $k$ 1. Si Dsik (n-l)
$J_{D_{j}k}(n)$ :Dj $k$ $C_{jk}$ (n-1)







Js7k $(n)$ Bsik $(n)$
5. $O_{fp}(n)$







LDj $+$ TDj $+$ l) (n-l)
Si $(n-Ls_{j}+Ts_{t}+1)$ (n-1)
(n- $T$ 1) n-l
$(n-T_{D_{J}}+1)$ n-l







$q_{p^{=\{fp}} o,..I_{\ln\ovalbox{\tt\small REJECT} p}-I_{fp}(n)-\sum_{H}^{L_{f}-T_{f}-1}O_{fp}(n-i)-\sum_{H}^{T_{f}}(n-l)\}$
(2.1)
$K_{jk}^{P}=\{0,\ldots,mi4I_{fp}(n),C_{f^{k}},I_{maefk}-J_{\int k}(n)\}\}(2.2)$






$- \sum_{l=1}^{\tau_{s_{l}}-1}Q_{Sik}(n-l)+D_{\min Sik}\}$ (2.4)
Dj $k$










$O_{f}(n)\in K_{f}^{o}(s_{n}),$ $P_{f}(n)\in K_{f}^{P}(s_{n})$ ,




































$+ \sum_{j}C_{Sjk}’[J_{Sjk}(n\rangle]^{+}+c_{\max}^{D_{mk}}sjk\sum p_{1}\{D_{Sik}(n)=d_{sik}\}d=D_{\sigma ffilk}$
$\cross[d_{Sik}-B_{\max Stk}-J_{Sik}(n\rangle]^{+}+B_{s_{i}}Pr\mathcal{O}_{s_{j}}(n)>J_{s_{j}}(n))\}]$
$+c_{f}^{Q^{T}} \sum_{l4}^{\dashv}Q_{f}(n-i)+C_{\tilde{d}c}^{o}\sum_{l4}^{T_{dc}-1}\mathfrak{g}_{c}(n-I)$












































3-0 : $S_{T}=\{s_{0}\}$ $\#_{old}S_{T}=1$
$q(s_{0})=1$ $TC=0$ $s=s_{0}$
$m=m0$ $N=N_{0 }$ $l=0$
3-1 : $s$ $f(s)=f^{0}(s)$
$s’$
$TC=TC+r(s,f(s))$
$s’\not\in s_{\tau}$ $s_{\tau}=s_{\tau}+\{S’\}$ $q(s^{\mathfrak{j}})=1$
$S’\in s_{\tau}$ $q(s^{\dagger})=q(s^{1})+1$
$s=s’$












5. ( $h$ )













5-3; $l=l+1$ $1>N$ $5-$ $|g(k)-g(k-1)|<\mathcal{E}_{2}$
4 5-2 $\circ$ $\{s\in S_{T}|v(s)\geq\beta_{2}V(Sr)\}$ $s$
5-4: ( ) $f(s)$ 11
$s\in$ ST $|$ 7-3
$w^{l+1}(s)=r(s,f(s))+ \sum_{ \in S}p(s,s’,f(s))h^{l}(s’)$ 7-3: $s\in S_{U}$
$p(s,s’,f(s))>0$ $w(s)= \min_{a\in N(s,f(s))}\{r(s,a)+\sum_{s’\in S}p(s,s’,a)h(s’)\}$
$s’\not\in S_{T}$
$h^{l}(s’)=r(s’,f(s’))-r(s_{0},f(s_{0}))$ $h(s)=w(s)-w(s_{0})$
$w^{l+1}(s)$ $N(s,f(s))$ ( $K(s)$











$h^{l+1}(s_{0})=0$ $1=1+1$ 8. ( )
5-2 8-0: $S_{T}=\{s_{0}\}$ $\#_{oTd}S_{\ulcorner}-1$ $TC=0$ $s=s_{0}$
$s\in S_{T}$
$m=m_{0 }$ $N=N_{0 }v(s)=1$ $1=0$
$w(s)=w^{l+1}(s)$ 6
$\circ$ 8-1 : $s$ $f(s)$
6. (SBMPI )
$s_{\gamma}=S_{T}$ $s(\neq s_{0})\in S_{\nabla}$ #
$s’$ $TC=TC+r(s,f(s))$ $s=s’$
$h(s)=w(s)-w(s_{0})$ , $h(s_{0})=0$ 8-2 : $s\not\in S_{V}$ $S\not\in S_{U}$
$S_{U}=\phi$ $s_{r}=s_{0}$ $k=k+l$
$S_{V}=S_{V}\cup\{s\}$ $S_{T}=S_{T}\cup\{s\}$ $v(s)=1$
7. ( ) $f(s)$
7-1 : $s\in S_{v}$ $h(s)=r(s,f(s))-r(s_{0},f(s_{0}))$
$w(s)= \min_{a\in N(s,f(s))}\{r(s,a)+\sum_{s’\in S}p(s,s’,a)h(s’)\}$ 8-3: $s\not\in S_{V}$ $s\in S_{U}$








8-5 : $s\in S_{V}$ $s\in S_{T}$
$s’\not\in S_{V}\cup S_{U}$ $S_{U}=S_{U}\cup\{s’\}$
$v(s)=v(s)+1$
$f(s’)$





$w(s)$ $S$-7 : $\# S_{T}>\#_{old}S_{T}$ $\#$ $lds_{\tau}=\# S_{T }$
$f(s)$ $m=m+m$ ’ 8-1 $\circ$



















$w^{l+1}(s)=r(s,f(s))+ \sum_{ \in S}p(s,s’,f(s))h^{l}(s’)$
10-2




























11. ( $g^{*}$ )
11-1 :
$\{f(s),h(s);s\in S_{T}\}$
$g^{*}$ 100(1- $\alpha$ )%
$TC=0_{\backslash }b=l_{\backslash }$ $l=1$
$s=s_{0}$
11-2 : $s$ $f(s)$
$s’$
$TC=TC+r(s,f(s))$ $s=s’$
$s\not\in S_{\nabla}\cup S_{U}$ $f(s)$
11-3: $l=l+1$ $l>Q$ 11-4
11-2
$\circ$
11-4 : $g(b)=TC/Q$ $b=b+l$ $b>B$
11-5
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