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Abstract
We study invariants for shifts of finite type obtained as the K-theory of various C∗-algebras associated
with them. These invariants have been studied intensely over the past thirty years since their introduction
by Wolfgang Krieger. They may be given quite concrete descriptions as inductive limits of simplicially
ordered free abelian groups. Shifts of finite type are special cases of Smale spaces and, in earlier work,
the second author has shown that the hyperbolic structure of the dynamics in a Smale space induces
natural ring and module structures on certain of these K-groups. Here, we restrict our attention to the
special case of shifts of finite type and obtain explicit descriptions in terms of the inductive limits.
1 Introduction and Summary of Results
We provide a brief overview of our results. Precise versions of the definitions and results will follow in the
later sections.
A Smale space, as defined by David Ruelle [15], is a compact metric space, X , together with a home-
omorphism, ϕ, which is hyperbolic. These include the basic sets of Smale’s Axiom A systems. Another
special case of great interest are the shifts of finite type [2], [9] where the space, here usually denoted Σ, is
the path space of a finite directed graph and the homeomorphism, σ, is the left shift.
Ruelle [16] later showed how one may construct various C∗-algebras from a Smale space (X,ϕ). These
are best described as the groupoid C∗-algebras associated with stable, unstable and homoclinic equivalence
and we denote them by S(X,ϕ, P ), U(X,ϕ, P ) and H(X,ϕ), respectively, where the first two depend on a
choice of a set P of periodic points. It is worth mentioning that although the algebras depend on the set
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of periodic points, different choices will not alter the strong Morita equivalence class of the C∗-algebra, nor
its K-theory. This extended earlier work of Krieger [8] who considered the case of shifts of finite type. For
shifts of finite type, these C∗-algebras can be computed quite explicitly and are AF or approximately finite
dimensional C∗-algebras. As a consequence, their K-theory groups can be easily computed as inductive
limits of simplicially ordered free abelian groups. The invariant K0(S(Σ, σ, P )) (or K0(U(Σ, σ, P ))) has been
studied intensely and may be computed from the adjacency matrix of the underlying graph. This was first
introduced by W. Krieger, who was motivated by Williams’ notion of shift equivalence for matrices. The
group K0(S(Σ, σ, P )) is usually called the dimension group of A, as presented in section 7.5 of [9]. For a
general Smale space, the computations of the C∗-algebras and their K-groups is a more complicated matter.
The original map, ϕ, in a Smale space provides automorphisms of the stable, unstable and homoclinic
equivalence relations and hence automorphisms of the associated C∗-algebras, which we denote by α. In [11],
the second author showed that the hyperbolic nature of the dynamics implies that the automorphism α of the
homoclinic algebraH(X,ϕ) is asymptotically abelian. From this, various elements in the E-theory of Connes
and Higson were constructed in [11]. In doing so, it is necessary to pass from the discrete parameter (α is
an action of the group of integers) to a continuous one. Thus, we are led to consider the mapping cylinder
for the automorphism (H(X,ϕ), α), which we denote by C(H,α), which now has an asymptotically abelian
action of the group R. In consequence, the K-theory of C(H,α) obtains a natural product structure which
makes it an ordered ring. For any C∗-algebra A, we write K∗(A) = K0(A) ⊕K1(A), which is a Z2-graded
abelian group. (Since S(Σ, σ, P ) and U(Σ, σ, P ) are AF-algebras, their K1-groups are trivial.) The ring
structure is as a Z2-graded ring; that is, the product carries Ki(C(H,α))×Kj(C(H,α)) to Ki+j(C(H,α)),
where i+ j is interpreted mod 2. The K-groups of S(X,ϕ, P ) and U(X,ϕ, P ) are modules over this ring. It
is most convenient for us to regard K∗(S(X,ϕ, P )) as a right K∗(C(H,α))-module and K∗(U(X,ϕ, P )) as a
left K∗(C(H,α))-module. It is worthwhile to note that the modules, are also all Z2-graded. Even in specific
examples of more general Smale spaces where the K-groups may be computed, the computation of the ring
structure seems quite difficult.
The main objective of this paper is to obtain explicit formulae for these ring and module structures for
the special case of shifts of finite type. As a consequence, we find that the ring coincides with the ring of
continuous endomorphisms of the dimension group studied by Handelman [5, 7] in his analysis of totally
ordered dimension groups. In that sense, it is not new. But here it is being constructed from the C∗-algebra
dynamical system (H(X,ϕ), α) and is therefore closer in spirit to the program of noncommutative geometry.
It seems possible that further analysis of these C∗-algebras using finer tools of noncommutative geometry
may produce more dynamical invariants or information. It is also clear from these considerations that any
topological conjugacy between two shifts of finite type will induce natural isomorphisms between the various
C∗-algebras and their K-theories.
We present a summary of our results. Details will be provided in later sections. Let A be a K×K matrix
with non-negative integer entries. Associated to A is a finite directed graph with vertex set {1, 2, . . . ,K}
and Ai,j edges from vertex i to vertex j, 1 ≤ i, j ≤ K. There is also an associated shift of finite type, which
we denote by (Σ, σ), the space Σ consists of bi-infinite paths in the graph and σ is the left shift.
The group K0(S(Σ, σ, P )) is isomorphic to the inductive limit
ZK
v 7→vA // ZK
v 7→vA // ZK
v 7→vA // · · · .
Here, we regard ZK as being row vectors. For a vector v in ZK and a non-negative integer N , we let
[v,N ] denote the element in the inductive limit represented by v as an element of the Nth group in the
sequence. The map σ induces a natural automorphism of this group sending [v,N ] to [vA,N ]. The group
K0(U(Σ, σ, P )) may be obtained by replacing A by A
T , the transpose of A. Here, we prefer to instead
consider ZK as column vectors and use multiplication by A on the left instead of the right.
The group K0(H(Σ, σ)) is the inductive limit of the system
MK(Z)
X 7→AXA// MK(Z)
X 7→AXA// MK(Z) // · · ·
2
and the automorphism induced by σ sends [X,N ] to [XA2, N + 1]. In Krieger’s original work, he used
ZK ⊗ZK instead of MK(Z) and the map between these groups was given by A⊗A
T . We prefer the matrix
notation as somewhat more convenient and better suited to our computations of the product.
For a simple example, the three K-groups associated to the full N -shift (i.e. A = [N ]) are all Z[1/N ]. On
the other hand, the automorphisms in the three cases are multiplication by N , by 1N , and by 1, respectively.
Finally, we consider the mapping cylinder C(H,α) and its K-groups (see section 2). We let C(A) denote
the centralizer of the matrix A within the ring MK(Z) and B(A) = {AX −XA | X ∈ MK(Z)}. We prove
that K0(C(H,α)) and K1(C(H,α)) are the same inductive limits as above for K0(H(Σ, σ)), but replacing
MK(Z) by the subgroup C(A) and the quotient group MK(Z)/B(A), respectively. We provide explanations
of these facts in section 3.
With this description, we can state our main results on the ring structure on K∗(C(H,α)).
Theorem 1.1. Let (Σ, σ) be a mixing SFT with K × K adjacency matrix A. Let X,Y be in C(A) and
N,M ≥ 0. The product of [X,N ] and [Y,M ] in K0(C(H,α)) is given by
[X,N ] ∗ [Y,M ] = [XY,N +M ].
Without some additional structure such as we have indicated above, the K-theory of an arbitrary C∗-
algebra does not possess a natural ring structure. The simplest case where this does occur is for C(X), the
C∗-algebra of continuous functions on a compact Hausdorff space, X . Here, the key additional structure
is that the C∗-algebra itself is commutative. In the end, the ring is also commutative. For our case, it is
relatively easy to find an example of a matrix A where the ring described above is non-commutative (and we
provide one in section 3). To the best of our knowledge, this is the of the K-theory of a C∗-algebra having
a natural ring structure, where that ring is not commutative.
The second case to consider is the product between elements of K0(C(H,α)) and ones in K1(C(H,α)).
Theorem 1.2. Let (Σ, σ) be a mixing SFT with K ×K adjacency matrix A. Let X be in C(A), let Y be in
MK(Z) and let M,N ≥ 0. The product of [X,N ] in K0(C(H,α)) and [Y +B(A),M ] in K1(C(H,α)) is
[X,N ] ∗ [Y +B(A),M ] = [XY +B(A), N +M ] ∈ K1(C(H,α))
and
[Y +B(A),M ] ∗ [X,N ] = [Y X +B(A), N +M ] ∈ K1(C(H,α)).
Finally, we have the following case.
Theorem 1.3. Let (Σ, σ) be a mixing SFT with K ×K adjacency matrix A. For any a, b in K1(C(H,α)),
their product is zero in K0(C(H,α)).
We remark this result seems unlikely to persist in higher dimensional Smale spaces.
In [11], the second author proved that integration against the measure of maximal entropy gave a trace on
H(X,ϕ) for any mixing Smale space (X,ϕ), and that this easily extended to a trace on C(H,α). Moreover, it
was proved that the trace induced a ring homomorphism fromK0(C(H,α)) to R. In the case of a SFT we can
write down explicitly what the trace is in terms of the inductive systems and also the ring homomorphism.
Corollary 1.4 (Corollary to Thms. 3.3, 4.3 in [11]). Let (Σ, σ) be a mixing SFT with K×K adjacency matrix
A. Let τCH be the trace on C(H,α). Then for [X,N ] ∈ K0(C(H,α)), τ
CH
∗ [X,N ] = λ
−2NulXur. Where λ
is the Perron-Frobenius eigenvalue of A and ul, ur are the left and right Perron-Frobenius eigenvectors of A
normalized so that ulur = 1.
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The next aim is to compute the structures of the usual dimension groups as K∗(C(H,α))-modules. Since
S(Σ, σ, P ) and U(Σ, σ, P ) are both AF-algebras, their K1-groups are trivial and the only case we need to
consider is the product between K0(C(H,α)) and K0(S(Σ, σ, P )) (and K0(U(Σ, σ, P ))).
Theorem 1.5. Let (Σ, σ) be a mixing SFT with K ×K adjacency matrix A.
1. For v in ZK, considered as a row vector, X in C(A), M,N ≥ 0, the product of [v,N ] in K0(S(Σ, σ, P ))
with [X,M ] in K0(C(H,α)) is
[v,N ] ∗ [X,M ] = [vX,N + 2M ].
2. For w in ZK, considered as a column vector, X in C(A), M,N ≥ 0, the product of [X,M ] in
K0(C(H,α)) with [v,N ] in K0(U(Σ, σ, P )) is
[X,M ] ∗ [w,N ] = [Xw,N + 2M ].
We observe the following.
Corollary 1.6. The automorphisms α∗ and α
−1
∗ on K0(S(Σ, σ, P )) are induced by multiplication by [A, 0]
and [A, 1] in K0(C(H,α)), respectively.
The existence of this module structure can be interpreted as a ring homomorphism from K0(C(H,α))
into the endomorphism ring of the dimension group K0(S(Σ, σ, P )). The endomorphisms in the range of this
homomorphism form a ring which was considered by Handelman [5, 6], when K0(S(Σ, σ, P )) has an order
embedding with dense image in Rk, for some k. Moreover, these endomorphisms are continuous in a sense
described in [6]. A more general version also appears in [7], where the integers have been replaced by a
polynomial ring. In [6], Handelman proves that this ring is part of a complete invariant for the classification
of the group K0(S(Σ, σ, P )) up to order isomorphism.
Here, our module structure gives a map from K0(C(H,α)) to the continuous endomorphisms which is
an isomorphism (this follows from the fact that the results of [7] and Theorems 1.1 and 1.5 yield exactly
the same descriptions). The range of this isomorphism is precisely the ring of endomorphisms of the group
K0(S(Σ, σ, P )) (considered as a group without order) which commute with the automorphism [v,N ] 7→
[vA,N ] determined by the matrix A.
Corollary 1.7. Let (Σ, σ) be a mixing SFT with K ×K adjacency matrix A and assume that there is an
order embedding of K0(S(Σ, σ, P )) in R
k (with the simplicial order) with dense image, for some k. The ring
K0(C(H,α)) is isomorphic to Endc(K0(S(Σ, σ, P ))), the ring of continuous endomorphisms of the dimension
group K0(S(Σ, σ, P )).
The algebras S(Σ, σ, P ) and U(Σ, σ, P ) have traces defined similarly to the trace on H(Σ, σ) in [11]. We
denote these by τs and τu respectively. The maps on K-theory induced by these traces can be computed in
terms of the inductive systems.
Theorem 1.8. For [v,N ] ∈ K0(S(Σ, σ, P )), [w,M ] ∈ K0(U(Σ, σ, P )) we have τ
s
∗ ([v,N ]) = λ
−Nvur,
τu∗ ([w,M ]) = λ
−Mulw. Where λ is the Perron-Frobenius eigenvalue of A, and ul, ur are the left, right
Perron-Frobenius eigenvectors of A. Moreover, if [X,L] ∈ K0(C(H,α)), then we have
τCH∗ ([v,N ] ∗ [X,L]) = τ
s
∗ ([v,N ])τ
CH
∗ ([X,L]),
τCH∗ ([X,L] ∗ [w,M ]) = τ
CH
∗ ([X,L])τ
u
∗ ([w,M ]).
We next recall the definition of shift equivalence. The non-negative n × n integer matrix A and the
non-negative m ×m integer matrix B are said to be shift equivalent if there exist non-negative integer
matrices R (n×m) and S (m× n) and a positive integer k such that:
• RS = Ak • AR = RB
• SR = Bk • SA = BS.
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Let A and B be two non-negative integral matrices. We denote their associated shifts by (ΣA, σA) and
(ΣB, σB), respectively. We also choose sets PA ⊂ ΣA and PB ⊂ ΣB of periodic points. We say that the dimen-
sion triples (K0(ΣA, σA, PA)), (K0(ΣA, σA, PA))
+, (αA)∗) and (K0(ΣB , σB, PB)), (K0(ΣB, σB , PB))
+, (αB)∗)
are isomorphic if there is an isomorphism between the groups, preserving the positive cones and intertwining
the actions. This is equivalent to the matrices A and B being shift equivalent as above. (See Theorem 7.5.8
of [9].)
We claim that two SFTs with shift equivalent adjacency matrices also have isomorphic ring/module
structures of K-theory. This follows immediately from Corollary 1.7 and the last remark, but it is also fairly
easy to give a direct proof following the ideas of Theorem 7.5.8 of [9] and we omit the details.
Theorem 1.9. Let (ΣA, σA) and (ΣB , σB) be SFTs with adjacency matrices A, and B respectively. If A
and B are shift equivalent, then
(K∗(C(HA, αA)),K0(SA),K0(UA)) ∼= (K∗(C(HB , αB)),K0(SB),K0(UB))
in the following sense: there exist
1. φH : K∗(C(HA, αA))→ K∗(C(HB , αB)) an isomorphism of ordered rings,
2. φS : K0(S(ΣA, σA))→ K0(S(ΣB , σB)) an isomorphism of ordered groups,
3. φU : K0(U(ΣA, σA))→ K0(U(ΣB, σB)) an isomorphism of ordered groups, and
4. for all h ∈ K∗(C(HA, αA)), s ∈ K0(S(ΣA, σA)), u ∈ K0(U(ΣA, σA)) we have φS(s∗h) = φS(s)∗φH(h)
and φU (h ∗ u) = φH(h) ∗ φU (u).
Our final result concerns the sense in which the two dimension groups K0(S(Σ, σ, P )) and K0(U(Σ, σ, P ))
are dual. More concretely, we look for a result of the form HomR(K0(S(Σ, σ, P )), R) ∼= K0(U(Σ, σ, P )) for
some subring R of K0(C(H,α)). As K0(C(H,α)) is, in general, non-commutative, the subring R should lie
in the center of the ring K0(C(H,α)).
Let RA be the subring of K0(C(H,α)) generated by [A, 0] and [A, 1]. It follows easily from Theorem
1.1 that these elements are inverses of each other and, in particular, RA contains the unit of K0(C(H,α)).
Moreover, it is clear that RA is contained in the center of the ring K0(C(H,α)), Z(K0(C(H,α))). In many,
but not all, cases RA = Z(K0(C(H,α))). We present an example in section 4 where they differ. We note
the following standard description of RA.
Proposition 1.10. Let the minimal polynomial of A be mA(x) = x
l(xk + ak−1x
k−1 + · · ·+ a0) with a0 6= 0.
Then
RA ∼= Z[x, x
−1]/ < pA(x) >,
where pA(x) = x
k + ak−1x
k−1 + · · ·+ a0.
Our duality result is the following.
Theorem 1.11. Let (Σ, σ) be a mixing SFT, and RA the subring of K0(C(H,α)) generated by [A, 0] and
[A, 1]. Then
HomRA(K0(S(Σ, σ, P )), RA)
∼= K0(U(Σ, σ, P ))
as left RA-modules.
In section 2, we provide background information on Smale spaces, their C∗-algebras and their K-theory.
We turn our attention to the special case of shifts of finite type in section 3 and we give proofs of the formulae
for product from Theorems 1.1, 1.2 and 1.3. Section 4 deals with the duality result.
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The alert reader will have noticed that all of our results above assume that the shift of finite type is
mixing. In section 5, we consider the irreducible case and give descriptions of the C∗-algebras and their
K-theory which effectively allows an extension of our main results to this case.
It is a pleasure to thank the referees for many helpful comments.
2 Smale spaces
2.1 Dynamics
Smale spaces were defined by Ruelle in [15], based on the Axiom A systems studied by Smale in [17]. For a
precise definition and many results relevant to this paper, we refer the reader to [11].
Roughly speaking, a Smale space is a topological dynamical system (X,ϕ) in which X is a compact
metric space with distance function d, and ϕ is a homeomorphism. The structure of (X,ϕ) is such that
each point x ∈ X has two local sets associated to it: A set, V s(x, ǫ), on which the map ϕ is (exponentially)
contracting; and a set, V u(x, ǫ), on which the map ϕ−1 is contracting. We call these sets the local stable and
unstable sets for x. Furthermore, x has a neighbourhood, Ux that is isomorphic to V
u(x, ǫ) × V s(x, ǫ). In
other words, the sets V u(x, ǫ) and V s(x, ǫ) provide a coordinate system for Ux such that, under application
of the map ϕ, one coordinate contracts, and the other expands. We denote this homeomorphism by [·, ·] :
V u(x, ǫ)× V s(x, ǫ)→ Ux.
We now define three equivalence relations on X . We say x and y are stably equivalent and write x
s
∼ y if
lim
n→+∞
d(ϕn(x), ϕn(y)) = 0.
We say x and y are unstably equivalent and write x
u
∼ y if
lim
n→−∞
d(ϕn(x), ϕn(y)) = 0.
Finally, we say x and y are homoclinic and write x
h
∼ y if x
s
∼ y and x
u
∼ y. We denote these three equivalence
relations by Gs,Gu, and Gh. We also let V s(x), V u(x) and V h(x) denote the equivalence classes of a point
x in each.
Throughout the first sections of this paper, we will assume our Smale space is mixing: for every pair of
non-empty open sets, U and V , there is a constant N such that ϕn(U) ∩ V is non-empty if n ≥ N .
2.2 C∗-algebras
In general, an equivalence relation is a groupoid and we construct groupoid C∗-algebras from stable, unstable,
and homoclinic equivalence. The construction of these C∗-algebras for a given Smale space is originally due
to Ruelle ([16]). In the case of a shift of finite type, these are the algebras studied by Cuntz and Krieger in
[4], [8]. We summarize as follows.
The groupoid for homoclinic equivalence may be endowed with an e´tale topology, as in [11]. In [13], it
was shown to be amenable. We let H(X,ϕ) denote its C∗-algebra.
For stable and unstable equivalence, we proceed as in [13]. We first fix a finite ϕ-invariant subset of X ,
P . We note that in an irreducible Smale space, the set of periodic points is dense, so there are plenty of
choices. We then consider the set of all points in X that are unstably equivalent to a point in P , call this
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V u(P ). This set may be endowed with a natural topology in which it is locally compact and Hausdorff.
The groupoid that we actually use to construct our stable algebra is then the groupoid of stable equivalence
restricted to the set V u(P ). As described in [13], this groupoid also has a natural e´tale topology and is
amenable. We let S(X,ϕ, P ) denote the reduced C∗-algebra. For different choices of P , the groupoids are
equivalent to each other in the sense of Muhly, Renault and Williams [10], and the groupoid C∗-algebras are
Morita equivalent (see [13]). The construction of U(X,ϕ, P ) is similar.
In [11], it is shown that H(X,ϕ) is contained in the multiplier algebras of both S(X,ϕ, P ) and U(X,ϕ, P );
that is there are products H(X,ϕ) × S(X,ϕ, P ), S(X,ϕ, P ) × H(X,ϕ) → S(X,ϕ, P ) and similarly for
U(X,ϕ, P ). Although the definition of S(X,ϕ, P ) and U(X,ϕ, P ) are slightly different in [11], the same
formulae still yield well-defined products.
The homeomorphism ϕ yields a ∗-automorphism on each of the three algebras associated to (X,ϕ). For
f , a continuous function of compact support on any one of our groupoids, we define α(f) by α(f)(x, y) =
f(ϕ−1(x), ϕ−1(y)). There are several asymptotic commutation results that arise from α. We recall the
following theorem from [11]. Let and a, b be in H(X,ϕ), let c be in S(X,ϕ, P ) and d be in U(X,ϕ, P ). Then
we have
1. ||[αn(a), b]|| → 0 as n→ ±∞,
2. ||[αn(a), c]|| → 0 as n→ −∞,
3. ||[αn(a), d]|| → 0 as n→ +∞.
Let
C(H,α) = {f : R→ H(X,ϕ) | f cont., f(t+ 1) = α(f(t))}
and define automorphisms αt(f)(s) = f(t + s), s ∈ R, for each t in R. First, we note that, for f in
C(H,α) and c in S(X,ϕ, P ), the formulae f × c → f(0)c and c × f → cf(0) also define products from
C(H,α) × S(X,ϕ, P ), S(X,ϕ, P ) × CH → S(X,ϕ, P ) and similarly for U(X,ϕ, P ). Secondly, it is an
immediate consequence of the result above that, for f, g in C(H,α), c in S(X,ϕ, P ) and d in U(X,ϕ, P ), we
have
1. ||[αt(f), g]|| → 0 as t→ ±∞,
2. ||[αt(f), c]|| → 0 as t→ −∞,
3. ||[αt(f), d]|| → 0 as t→ +∞.
2.3 K-Theory
In passing from H(X,ϕ) to C(H,α), we have turned the integer parameter to a real one. The significance
is that these maps now define asymptotic morphisms in the sense of Connes and Higson, [3]. Specifically,
the map C(H,α) ⊗ C(H,α) → C(H,α) given by f ⊗ g 7→ αt(f)α−t(g) is an asymptotic morphism which
determines an element in the group E(C(H,α)⊗C(H,α), C(H,α)). This in turn yields a map K∗(C(H,α)⊗
C(H,α)) → K∗(C(H,α)). The idea is simple: if ρt is an asymptotic homomorphism from a C
∗-algebra A
to another B, and p is a projection in A, then ρt(p) is almost a projection in B, for large values of t. More
precisely, ρt(p)
2 − ρt(p) and ρt(p)
∗ − ρt(p) are small in norm and so the spectrum of (ρt(p) + ρt(p)
∗)/2 is
concentrated near 0 and 1. We may use functional calculus with the function χ(1/2,∞) to obtain a projection
in B. This depends on t, but the projections vary continuously and hence determine a unique element in
the K-theory of B.
Combining this with a Kunneth Theorem (e.g., Theorem 23.1.3 in [1]) gives a map K∗(C(H,α)) ⊗
K∗(C(H,α))→ K∗(C(H,α)). That is, a ring structure on the groupK∗(C(H,α)). Similarly, the asymptotic
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morphisms S(X,ϕ, P ) ⊗ C(H,α)→ S(X,ϕ, P ) defined by c ⊗ f → cf(−t) and U(X,ϕ, P ) ⊗ C(H,α)→
U(X,ϕ, P ) defined by f ⊗d→ f(t)d give rise to right and left C(H,α)-module structures for S(X,ϕ, P ) and
U(X,ϕ, P ), respectively.
We now define the ring structure on K0(C(H,α)) in more detail. For any C
∗-algebra A and n ≥ 1, we
let Mn(A) denote the C
∗-algebra of n× n matrices over A. We also let Pn(A) denote the set of projections
in Mn(A). We let P∞(A) denote the union of all Pn(A). For f ∈Mn(C(H,α)), g ∈Mm(C(H,α)) we define
(f × g)t ∈Mnm(C(H,α)) componentwise by
((f × g)t)(i,j)(i′,j′) = (fi,i′ × gj,j′)t = αt(fi,i′)α−t(gj,j′ ),
for 1 ≤ i, i′ ≤ n, 1 ≤ j, j′ ≤ m, t ≥ 0. For p ∈ Pn(C(H,α)), q ∈ Pm(C(H,α)), there exists T > 0 such that
χ(1/2,∞)(p× q)t ∈ Pnm(C(H,α))
for t ≥ T . The function t 7→ χ(1/2,∞)(p× q)t is continuous, so for t ≥ T , χ(1/2,∞)(p× q)t forms a continuous
path of projections in Pnm(CH). Thus, for t1, t2 ≥ T[
χ(1/2,∞)(p× q)t1
]
0
=
[
χ(1/2,∞)(p× q)t2
]
0
.
The following proposition gives a concrete form for the product on K0(C(H,α)). We state the result without
proof.
Proposition 2.1. For p, q ∈ P∞(C(H,α)) we define the product [p]0[q]0 ∈ K0(C(H,α)) by
[p]0[q]0 = lim
t→∞
[
χ(1/2,∞)(p× q)t
]
0
Our product will actually be defined on K∗(C(H,α)) = K0(C(H,α)) ⊕ K1(C(H,α)), as a Z2-graded
group. To do so, we simply use the fact thatK1(C(H,α)) ∼= K0(SC(H,α)), where SA denotes the suspension
of a C∗-algebraA. Then an obvious extension yields asymptotic morphisms C(H,α)⊗SC(H,α)→ SC(H,α),
SC(H,α)⊗ C(H,α)→ SC(H,α) and SC(H,α)⊗ SC(H,α)→ S2C(H,α).
As a first step toward computing the product, we describe the K-theory of the mapping cylinder, C(H,α).
We have the following short exact sequence.
0 −→ SH
ι
−→ C(H,α)
e0−→ H(X,ϕ) −→ 0
The map e0 is evaluation at 0, and ι(f)(s) = α
k(f(s − k)) for k ≤ s ≤ k + 1. We thus get the following
6-term exact sequence of K groups.
K0(SH)
ι∗ // K0(C(H,α))
(e0)∗ // K0(H(X,ϕ))

K1(H(X,ϕ))
OO
K1(C(H,α))
(e0)∗
oo K1(SH)ι∗
oo
For a general irreducible Smale space, it is a difficult problem to obtain a nice description of K∗(H(X,ϕ)),
and hence difficult to describe concretely K∗(C(H,α)). However, in section 3 we will see that in the SFT
case, the above 6-term exact sequence can be used to describe K∗(C(H,α)) in a concrete way.
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3 Shifts of finite type
3.1 Dynamics
We begin with a finite connected directed graph G, with no sources or sinks. That is, G has a vertex set
V (G), an edge set E(G) and initial and terminal maps i, t : E(G) → V (G). We let A denote the (non-
degenerate) adjacency matrix of the graph. That is, if we enumerate the vertices of V (G) = {v1, v2, . . . , vK},
then A is the K ×K matrix whose i, j entry is the number of edges e with i(e) = vi and t(e) = vj .
We let Σ be the associated bi-infinite path space of the graph:
Σ = {(en)n∈Z | en ∈ E(G), t(en) = i(en+1), for all n ∈ Z}.
We also let σ denote the left shift map. See [9] for a complete treatment. The system (Σ, σ) is a Smale space
[12] and is mixing precisely when the matrix A is primitive; i.e. there is a positive integer M such that AN
has no zero entries for all N ≥M .
3.2 C∗-Algebras
We begin by describing the algebras H(Σ, σ), and S(Σ, σ, P ). These constructions follow (with slight nota-
tional modifications) those in [12]. We present the details here for completeness, and because some of our
later proofs will use this notation. With A primitive and M as above, fix N ≥M , vi, vj ∈ V (G). Define
ΞN,vi,vj = {ξ = (ξ−N+1, · · · , ξN ) | t(ξN ) = vj , i(ξ−N+1) = vi, t(ξn) = i(ξn+1), ∀ −N < n < N}.
Notice that ΞN,vi,vj consists of all allowable paths of length 2N in G with initial vertex vi and terminal
vertex vj , so #ΞN,vi,vj = A
2N
ij > 0. For ξ ∈ ΞN,vi,vj define
VN,vi,vj (ξ) = {x ∈ Σ | xn = ξn ∀ −N + 1 ≤ n ≤ N}.
Note that for fixed N , VN,vi,vj (ξ) and VN,v′i,v′j (η) intersect only if ξ = η, vi = v
′
i, and vj = v
′
j . Now let
ξ , η ∈ ΞN,vi,vj . Define
EN,vi,vj (ξ, η)={(x, y) | {xn}
N
−N+1 = ξ, {yn}
N
−N+1 = η, xn = yn ∀n > N, n < −N + 1}.
Then
1. EN,vi,vj (ξ, η) and EN,v′i,v′j (ξ
′, η′) intersect only if ξ = ξ′, η = η′, vi = v
′
i, vj = v
′
j .
2. The sets EN,vi,vj (ξ, η) for N ≥ 1, vi, vj ∈ V (G), ξ, η ∈ ΞN,vi,vj form a neighbourhood base of compact,
open sets for the topology on Gh(Σ, σ).
Now let eN,vi,vj (ξ, η) = χEN,vi,vj (ξ,η) ∈ Cc(G
h(Σ, σ)). Note that span{eN,vi,vj (ξ, η)} = H(Σ, σ). Consider
the product of two such functions:
eN,vi,vj (ξ, η) ∗ eN,v′i,v′j (ξ
′, η′)(x, y) =
∑
x
h
∼z
eN,vi,vj (ξ, η)(x, z)eN,v′i,v′j (ξ
′, η′)(z, y).
It is easily verified that this reduces to
eN,vi,vj (ξ, η) ∗ eN,v′i,v′j (ξ
′, η′) =
{
eN,vi,vj (ξ, η
′) if η = ξ′
0 otherwise
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Now let
HN,vi,vj = span{eN,vi,vj (ξ, η) | ξ, η ∈ ΞN,vi,vj}
∼= Mk(N,vi,vj)(C).
where k(N, vi, vj) = #ΞN,vi,vj = A
2N
v1,v2 . Now we define
HN = span({eN,vi,vj (ξ, η) | ξ, η ∈ ΞN,vi,vj ; vi, vj ∈ V (G)}),
and notice that
HN =
⊕
vi∈V (G)
⊕
vj∈V (G)
HN,vi,vj =
⊕
(vi,vj)∈V (G)×V (G)
HN,vi,vj
∼=
⊕
(vi,vj)
Mk(N,vi,vj)(C).
Now HN ⊂ HN+1, and H(Σ, σ) is the direct limit of the HN ’s. To see how HN is embedded in HN+1,
observe that
eN,vi,vj (ξ, η) =
∑
y1∈Ei
∑
y2∈Ej
eN+1,vl,vk(y1ξy2, y1ηy2),
where i(y1) = vl, t(y2) = vk, Ei = {y ∈ E(G) | t(y) = vi}, and Ej = {y ∈ E(G) | i(y) = vj}. In particular,
HN+1,vl,vk contains AliAjk copies of HN,vi,vj .
We now describe the action of α on H(Σ, σ).
α(eN,vi,vj (ξ, η)) =
∑
k
∑
ξ′∈Ξ1,vj ,vk
eN+1,vi,vk(ξξ
′, ηξ′),
and
α−1(eN,vi,vj (ξ, η)) =
∑
l
∑
ξ′∈Ξ1,vl,vi
eN+1,vl,vj (ξ
′ξ, ξ′η).
In particular α and α−1 map HN into HN+1.
The construction of S(Σ, σ, P ) is very similar. We briefly outline the details. Fix a finite σ-invariant set
P ⊂ Σ. Fix N ≥M , vi ∈ V (G). Define
ΞN,vi = {ξ = (ξ−N+1, · · · , ξN ) | t(ξN ) = vi, i(ξ−N+1) = i(p−N) for some p ∈ P}.
Again we mention that ΞN,vi is non-empty, as A
2N is strictly positive. For ξ ∈ ΞN,vi we can extend ξ
backwards by setting ξ−n = p−n for n > N − 1. Now for ξ ∈ ΞN,vi we define
VN,vi(ξ) = {x ∈ Σ | xn = ξn ∀n ≤ N}.
Note that for fixed N , VN,vi(ξ) and VN,vj (η) intersect only if ξ = η, and vi = vj . Now let ξ , η ∈ ΞN,vi .
Define
EN,vi(ξ, η) = {(x, y) | xn = ξn, yn = ηn ∀n ≤ N, xn = yn ∀n > N}.
The collection of sets {EN,vi(ξ, η)} forms a clopen base for the topology on G
s(Σ, σ, P ), and we are left to
consider functions of the form
eN,vi(ξ, η) = χEN,vi(ξ,η).
Proceeding as we did above for H(Σ, σ), we see that for fixed N and i
eN,vi(ξ, η) ∗ eN,vi(ξ
′, η′) =
{
eN,vi(ξ, η
′) if η = ξ′,
0 if η 6= ξ′.
As above, we let SN,vi = span{eN,vi(ξ, η) | ξ, η ∈ ΞN,vi} and notice that
SN,vi
∼=Mk(N,vi)(C),
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where k(N, vi) is the number of paths of length 2N starting at a vertex of p ∈ P and ending at vi.
SN =
⊕
vi∈V (G)
SN,vi
∼=
⊕
Mk(N,vi)(C).
Finally we notice that SN ⊂ SN+1 and let S(Σ, σ, P ) be the direct limit of the SN ’s. Similar to the above,
eN,vi(ξ, η) =
∑
y∈S
eN+1,vk(ξy, ηy),
where t(y) = vk and S = {y ∈ E(G) | i(y) = vi}. So we see that SN,vk contains Aik copies of SN,vi.
Similar to the H(Σ, σ) case we see that
α(eN,vi(ξ, η)) =
∑
k
∑
ξ′∈Ξ1,vi,vk
eN+1,vk(ξξ
′, ηξ′),
and
α−1(eN,vi,vj (ξ, η)) = eN+1,vi,vj (ξ, η).
3.3 K-Theory
We now describe the K-theory for H(Σ, σ) and S(Σ, σ, P ) in the case that (Σ, σ) is mixing. The irreducible
case is handled in section 5. The computation of the K-theory follows easily from the description as AF-
algebras in section 3.2. These results also appear in [11]. We begin with H(Σ, σ). This was first computed
by Krieger in [8].
As H(Σ, σ) is AF, K1(H(Σ, σ)) = 0. K0(HN ) =
⊕
V×V Z
∼= MK(Z), and K0(H(Σ, σ)) is the inductive
limit of the following system.
MK(Z)
X 7→AXA// MK(Z)
X 7→AXA// MK(Z) // · · ·
The inductive limit group can be described as
K0(H) ∼= (MK(Z) × N)/ ∼ .
Where, for n ≤ k, (X,n) ∼ (Y, k) if and only if Ak−n+lXAk−n+l = AlY Al for some l ∈ N. We denote the
equivalence class of (X,N) under ∼ by [X,N ].
Recall the automorphism α : H → H . We now wish to describe α∗ : K0(H) → K0(H). Referring back
to section 3.2, it is another straightforward calculation to see that for [X,N ] ∈ K0(H) we have α([X,N ]) =
[XA2, N + 1]. Similarly, α−1([X,N ]) = [A2X,N + 1].
We now briefly outline the computation of K∗(S(Σ, σ, P )). As in the case of H(Σ, σ), S(Σ, σ, P ) is AF
and hence K1(S(Σ, σ, P )) = 0, and K0(S(Σ, σ, P )) is the direct limit of the following system.
ZK
v 7→vA // ZK
v 7→vA // ZK
v 7→vA // · · · .
We can therefore write
K0(S(Σ, σ, P )) ∼= (Z
K × N)/∼,
where, for n ≤ m, (v, n) ∼ (w,m) if and only if there exists k ∈ N such that vAk+m−n = wAk. We write
[v, n] for the equivalence class under ∼.
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Once again proceeding as in the case of H(Σ, σ) we can show that α∗[v,N ] = [vA
2, N +1] = [vA,N ] and
α−1∗ [v,N ] = [v,N + 1].
We are now ready to describe K∗(C(H,α)) in the SFT case. Once again, this follows [11]. As
K1(H(Σ, σ)) ∼= K0(SH) = 0 the six term exact sequence from section 2.3 becomes
0 // K0(C(H,α))
(e0)∗ // K0(H(Σ, σ))
(id−α∗)

0 K1(C(H,α))oo K0(H(Σ, σ))ι∗
oo
We see immediately that
K0(C(H,α)) ∼= ker(id− α∗),
and
K1(C(H,α)) ∼= coker(id− α∗).
The following well known Lemma will be of use in describing K1(C(H,α)).
Lemma 3.1. Let G be an abelian group, ψ : G→ G an endomorphism, and H < G a ψ-invariant subgroup,
and consider the following diagram
H
ψ //
ι

H
ψ //
ι

· · ·
G
ψ // G
ψ // · · ·
where the vertical maps ι are given by inclusion, ι(x) = x. Then lim→H < lim→G and
lim
→
G/ lim
→
H ∼= lim
→
(G/H)
As indicated in the introduction, we make the following definition.
Definition 3.2. Let A be a K ×K integer matrix. We define
C(A) = {X ∈MK(Z) | AX = XA},
and
B(A) = {AY − Y A | Y ∈MK(Z)}.
The following theorem gives a description of K0(C(H,α)) and K1(C(H,α)) in terms of inductive limits.
Theorem 3.3. Let (Σ, σ) be a mixing SFT with K ×K adjacency matrix A and C(H,α) the corresponding
mapping cylinder.
Then K0(C(H,α)) is isomorphic to the inductive limit of the following system
C(A)
X 7→AXA // C(A)
X 7→AXA // C(A) // · · ·
Similarly, K1(C(H,α)) is isomorphic to the inductive limit of the following system
MK(Z)/B(A)
X 7→AXA // MK(Z)/B(A)
X 7→AXA // MK(Z)/B(A) // · · ·
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Proof: Consider the following diagram:
C(A)
X 7→AXA //
ι

C(A) //
ι

· · ·
Mn(Z)
X 7→AXA // Mn(Z) // · · ·
Where the vertical maps are given by ι(X) = X . The diagram clearly commutes, so ι induces a well defined
group homomorphism ι : limC(A)→ K0(H). It is also clear that im(ι) ⊂ ker(id− α∗). We are left to show
that ι is injective and that the image of ι is ker(id− α∗) ⊂ K0(H(Σ, σ)).
We start by showing injectivity. Let [X,m] ∈ limC(A) be such that ι([X,m]) = [0,m+k] ∈ K0(H(Σ, σ))
for some k, then Ak+lXAk+l = Al0Al for some l, i.e., AjXAj = 0 for some j ≥ n. But then [X,m] =
[0, j +m] ∈ limC(A), and ι is injective.
Now suppose [X, k] ∈ ker(id − α∗) ⊂ K0(H). Then (id − α∗)[X, k] = [0,m] ∈ K0(H) for some m > k,
i.e., [AXA − XA2, k + 1] = [0, k] or Am−k+lXAm−k+l − Am−k+l−1XAm−k+l+1 = 0 for some l. Letting
j = m− k + l we get AjXAj = Aj−1XAj+1 or after multiplying on the left by A, Aj+1XAj = AjXAj+1.
So Y = AjXAj ∈ C(A) and ι([Y, j + k]) = [X, k]. So ι : limC(A)→ ker(id− α∗) is an isomorphism.
We now show that im(id− α∗) is isomorphic to the inductive limit of
B(A)
X 7→AXA // B(A)
X 7→AXA // B(A)
X 7→AXA // · · ·
Consider the diagram
B(A)
X 7→AXA //
ι

B(A) //
ι

· · ·
MK(Z)
X 7→AXA // MK(Z) // · · ·
where the vertical maps, ι, are given by inclusion ι(X) = (X). Clearly the above diagram commutes, so
ι extends to a well defined map on the inductive limit groups:
ι : lim
→
B(A) −→ lim
→
MK(Z) (∼= K0(H)).
We first show that im(ι) ⊂ im(id − α∗). Suppose [X, k] ∈ (B(A) × N)/ ∼, then there exists Y such that
X = Y A−AY , so
ι[X, k] = ι[Y A−AY, k] = [Y A−AY, k] ∈ (MK(Z)× N)/ ∼ .
Now
[Y A−AY, k]= [A(Y A−AY )A, k + 1]= [(AY )A2 −A(AY )A, k + 1]= (id− α∗)[−Y A, k],
so
ι(lim
→
B(A)) ⊂ im(id− α∗).
A straightforward argument now shows that ι is 1− 1 and onto, so
ι : lim
→
B(A)→ im(id− α∗)
is an isomorphism. Now using lemma 3.1 we see immediately that K1(C(H,α)) ∼= coker(id − α∗) ∼=
K0(H(Σ, σ))/im(id− α∗) is the limit of the inductive system
MK(Z)/B(A)
X 7→AXA // MK(Z)/B(A)
X 7→AXA // MK(Z)/B(A) // · · ·
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3.4 The Product on K∗(C(H,α))
We wish to describe the ring structure onK∗(C(H,α)) in terms of the matrix characterization ofK∗(C(H,α))
obtained in section 3.3. We start by determining the ring structure on the subring K0(C(H,α)).
We begin with a couple of observations.
1. The real parameter t in Prop. 2.1 can clearly be replaced with the integer parameter n. This will be
helpful as in the SFT case K0(C(H,α)) ⊂ K0(H(Σ, σ)), and on K0(H(Σ, σ)) α
n
∗ is defined, but (αt)∗
is not.
2. In the case of a SFT, we can use a slightly simpler, though equivalent, definition for the product on
K0(C(H,α)). See Prop. 3.5.
Consider the following ∗-subalgebra of H(Σ, σ).
H(Σ, σ) = span{eN,vi,vj (ξ, η)}.
Notice that H(Σ, σ) is dense in H(Σ, σ) and that, for each p ∈M∞(H(Σ, σ)), there exists
q ∈M∞(H(Σ, σ)) such that [p]0 = [q]0. We also consider the following ∗-subalgebra of C(H,α), CH = {f ∈
C(H,α) | f(0) ∈ H}. We again notice that CH is dense in C(H,α) and, for each p ∈ M∞(C(H,α)), there
exists q ∈M∞(CH) such that [p]0 = [q]0.
The following lemma will be useful in computing the product on K0(C(H,α)).
Lemma 3.4. Let eN,vi,vj (ξ, ξ), eN,vl,vk(η, η) ∈ Cc(G
h(Σ, σ)) be as in section 3.2. For n ≥ N we have
αn(eN,vi,vj (ξ, ξ))α
−n(eNvlvk(η, η)) =
∑
ξ1∈S
eN+n,vi,vl(ξξ1η, ξξ1η),
where
S = {ξ1 | |ξ1| = 2n− 2N, i(ξ1) = t(ξ), t(ξ1) = i(η).}
Proof: For notational convenience, let a = eNvivj (ξ, ξ), b = eNvlvk(η, η). Then
αn(a) =
∑
v∈V (G)
∑
ξ′∈Ξ2n,vj,v
eN+n,vi,v(ξξ
′, ξξ′)
and
α−n(b) =
∑
v∈V (G)
∑
η′∈Ξ2n,v,vk
eN+n,v,vk(η
′η, η′η)
so
αn(a)α−n(b) =
∑
v∈V (G)
∑
ξ′
∑
v˜∈V (G)
∑
η′
eN+n,vi,v(ξξ
′, ξξ′)eN+n,v,vk(η
′η, η′η).
Where the sum is over ξ′ such that iξ′ = tξ and η′ such that t(η′) = i(η). Furthermore, each summand is 0
unless ξξ′ = η′η. Write ξ′ = ξ1ξ2, η
′ = η1η2 where |ξ2| = |η| = |ξ| = |η1| = 2N and |ξ1| = |η2| = 2n− 2N .
Now ξξ1ξ2 = η1η2η implies ξ = η1, ξ2 = η, and ξ1 = η2, which in turn imply vi = v˜, v = vl, i(ξ1) = i(η2) =
t(ξ) = vj , and t(ξ1) = t(η2) = i(η) = vk. So the sum becomes
αn(a)α−n(b) =
∑
ξ1∈S
eN+n,vi,vl(ξξ1η),
where
S = {ξ1 | |ξ1| = 2n− 2N, i(ξ1) = t(ξ), t(ξ1) = i(η).}
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Proposition 3.5. Let (Σ, σ) be an irreducible SFT, p, q ∈ P∞(CH). By identifying K0(C(H,α)) with a
subgroup of K0(H(Σ, σ)), the product can be written
[p(0)]0[q(0)]0 = lim
n→∞
[αn(p(0))α−n(q(0))]0.
Proof: From section 3.3 we know that K0(C(H,α)) ∼= ker(id−α∗) ⊂ K0(H(Σ, σ)) where the isomorphism
is given by evaluation at 0. So we have
[p(0)]0[q(0)]0 = lim
t→∞
[
χ(1/2,∞)(p× q)t(0)
]
0
= lim
t→∞
[
χ(1/2,∞)(p(0)× q(0))t
]
0
= lim
n→∞
[
χ(1/2,∞)(p(0)× q(0))n
]
0
.
We now look more closely at
(p(0)× q(0))n =
αn(p(0))α−n(q(0)) + α−n(q(0))αn(p(0))
2
.
Since p(0), q(0) ∈ M∞(H(Σ, σ)), it will suffice to consider the product α
n(a)α−n(b), where a = eNvivj (ξ, ξ)
and b = eNvlvk(η, η). Fix n ≥ N , then from Lemma 3.4
αn(a)α−n(b) =
∑
ξ1∈S
eN+n,vi,vl(ξξ1η).
A similar computation yields
α−n(b)αn(a) =
∑
η2∈S
eN+n,vi,vl(ξη2η),
so these two sums are equal. This implies
αn(a)α−n(b) = α−n(b)αn(a)
is a projection. Now for p, q as above, there exists N such that for n > N
αn(p(0))α−n(q(0)) = αn(q(0))α−n(p(0)),
and this is a projection. Thus we have
[p(0)]0[q(0)]0 = lim
n→∞
[αn(p(0))α−n(q(0))]0.
Remark 3.6. The preceding proposition gives the product on positive elements in K0. The product extends
to all of K0 by linearity and it is clear that it is positive.
Under the isomorphism of Theorem 3.3, every element ofK0(C(H,α)) is equal to some [X,N ] ∈ limC(A).
As each such X is a linear combination of matrices of the form eij , we start with two matrices of this form,
their corresponding projections in H(Σ, σ) and multiply according to Prop. 3.5.
Remark 3.7. As [eij , N ] ∈ K0(H(Σ, σ)) need not be an element of the subgroup K0(C(H,α)), the for-
mula we derive for the product of two such elements will not be well defined in general. I.e., the element
of K0(H(Σ, σ)), [α
n(a)α−n(b)]0, in the following Lemma depends (in general) on the integer n and thus
limn→∞[α
n(a)α−n(b)]0 need not exist. However, if we apply the formula to linear combinations of such
elements, [X,N ], [Y,M ] which are in K0(C(H,α)) the product is well defined.
Lemma 3.8. Let a, b ∈ P∞(H(Σ, σ)). If [a]0 = [X,N ], [b]0 = [Y,N ], then for n ≥ N
[αn(a)α−n(b)]0 = [XA
2n−2NY,N + n].
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Proof: For a, b ∈ P∞(H(Σ, σ)), we can find a¯, b¯ ∈ P∞(H(Σ, σ)) such that [a]0 = [a¯]0, [b]0 = [b¯]0. It
therefore suffices to prove the result for rank one projections a¯ = eNvivj (ξ, ξ) and b¯ = eNvlvk(η, η). Then
[a¯]0 = [eij , N ], [b¯]0 = [ekl, N ] ∈ K0(H(Σ, σ)). Fix n ≥ N , then using Lemmas 3.4 and 3.5 we see that
αn(a¯)α−n(b¯) =
∑
ξ1
eN+n,vi,vl(ξξ1η)
is a projection. The number of summands is thus the number of paths ξ1 of length 2n− 2N from vj to vk,
i.e., A2n−2Njk . Noticing that A
2n−2N
jk eil = eijA
2n−2Nekl, we have
[αn(a¯)α−n(b¯)]0 = [eijA
2n−2Nekl, N + n].
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1: Let p, q ∈ P∞(CH), with [p(0)]0 = [X,N ], [q(0)]0 = [Z,N ] (under the isomor-
phism in Prop. 3.3). Note here that we have chosen representatives of each equivalence class such that the
integer N is equal. From Prop. 3.5 we know the product is given by
[p(0)]0[q(0)]0 = lim
n→+∞
[αn(p(0))α−n(q(0))]0.
However, we know that for n ≥ N the sequence [αn(p(0))α−n(q(0))]0 is constant, so we can write
[p]0[q]0 = lim
n→+∞
[αn(p(0))α−n(q(0))]0 = [α
N (p(0))α−N (q(0))]0
By Lemma 3.8 this is
[X,N ] ∗ [Z,N ] = lim
n→+∞
[XA2n−2NZ,N + n] = [XZ, 2N ].
Now suppose [Y,M ] ∈ K0(C(H,α)). Let M1 = max{N,M}.
[X,N ] ∗ [Y,M ] = [AM1−NXAM1−N ,M1] ∗ [A
M1−MY AM1−M ,M1]
= [AM1−NXAM1−NAM1−MY AM1−M , 2M1]
= [AM1−NAM1−MXYAM1−MAM1−N , N +M + |M −N |]
= [A|M−N |XYA|M−N |, N +M + |M −N |]
= [XY,N +M ]
Corollary 3.9. The multiplicative identity [I, 0] in the ordered group K0(C(H,α)) is an order unit.
Proof: That [I, 0] is the multiplicative identity is immediate from Theorem 1.1. As (Σ, σ) is mixing, A is
primitive, so there exists K such that A2k is strictly positive for all k > K. Let [X, k] ∈ K0(C(H,α)), wolog
k > K. Now there exists an integer l such that lA2k > X entry-wise. In other words l[I, 0] = l[A2k, k] >
[X, k].
Before going on to consider the other cases of the product, we consider an example. Consider the SFT,
(Σ, σ) with adjacency matrix
A =

 2 1 11 2 1
1 1 2

 .
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It is straightforward to check that C(A) consists of integral combinations of the matrices:
X1 =

 1 −1 0−1 1 0
0 0 0

 X2 =

 0 1 −10 −1 1
0 0 0

 X3 =

 0 0 01 −1 0
−1 1 0


X4 =

 0 0 00 1 −1
0 −1 1

 X5 =

 1 0 00 1 0
0 0 1

 = I
The trace map τCH maps K0(C(H,α)) onto Z[1/2]. The kernel is a free abelian group and is generated
by [Xi, 0], 1 ≤ i ≤ 4. It is easy to check that this ideal is non-commutative.
We now calculate the product of an element of K0(C(H,α)) with an element of K1(C(H,α)). First recall
the 6-term exact sequence:
0 // K0(C(H,α))
(e0)∗ // K0(H(Σ, σ))
id−α∗
((PP
P
P
P
P
P
P
P
P
P
P
0 K1(C(H,α))oo K1(SH)
ι∗oo K0(H(Σ, σ))
∼=oo
Hence every element of K1(C(H,α)) is the image under ι∗ of some element in K1(SH) ∼= K0(H(Σ, σ)).
Also recall that K0(H) is generated by rank one projections in P1(H(Σ, σ)). We will proceed as follows.
Starting with a p ∈ P1(H(Σ, σ)), and q ∈ Pm(C(H,α)). We find up ∈ U1(S˜H) (corresponding to the isomor-
phism K1(SH) ∼= K0(H(Σ, σ))). We then find ι∗(up) ∈ U1(C˜(H,α)) and p˜ ∈ P2( ˜SC(H,α)) (corresponding
to the isomorphism K1(C(H,α)) ∼= K0(SC(H,α))). We then simply embed p˜ and q in P∞(C(S
1, C(H,α)))
and multiply according to Lemma 3.17.
The following Lemmas are standard results in K-theory, see for example Theorems 10.1.3 and 11.1.2 in
[14].
Lemma 3.10. Let p ∈ Pm(H), then under the isomorphism K0(H) ∼= K1(SH), p 7→ up ∈ Um(S˜H) where
up(s) = e
2piisp+ (1− p), for 0 ≤ s ≤ 1
Lemma 3.11. Let up ∈ Um(C˜(H,α)), then under the isomorphism K1(C(H,α)) ∼= K0( ˜SC(H,α)), up 7→
p˜ ∈ P2m( ˜SC(H,α)) where
p˜ = vp
[
Im 0m
0m 0m
]
v∗p
and
vp(t) = Rt
[
up 0
0 Im
]
Rt
∗
[
Im 0
0 u∗p
]
where
Rt =
[
cos(pi2 t)Im − sin(
pi
2 t)Im
sin(pi2 t)Im cos(
pi
2 t)Im
]
,
so that
vp(0) =
[
up 0
0 u∗p
]
, vp(1) =
[
Im 0
0 Im
]
.
We state and prove one more Lemma before we compute the product of an element of K0(C(H,α)) with
an element of K1(C(H,α)).
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Lemma 3.12. For p ∈ P1(H(Σ, σ)), q ∈ P∞(CH), there exists N ∈ N such that, for n, m ≥ N , the matrix
(p× q)n with (i, j) entry given by α
n(p)α−n(qij(0)) is in P∞(H(Σ, σ)) and
[(p× q)n]0 − [(p× q)m]0 ∈ Im(id− α∗).
Proof: The existence of N such that (p× q)n ∈ P∞(H) for all n ≥ N follows immediately from 3.5. Now
fix m > n ≥ N and consider
α∗[α
n(p)α−n(qij(0))]0 = [α
n+1(p)α−n+1(qij(0))]0
= [αn+1(p)α−n+1(qij(−2))]0 by homotopy invariance
= [αn+1(p)α−n−1(qij(0))]0.
So
(id− α∗)[α
n(p)α−n(qij(0))]0 = [α
n(p)α−n(qij(0))]0 − [α
n+1(p)α−n−1(qij(0))]0,
and hence, by induction
[αn(p)α−n(qij(0))]0 − [α
m(p)α−m(qij(0))]0 ∈ Im(id− α∗).
Remark 3.13. The same result clearly holds for the product (q × p)n with entries α
n(qij(0))α
−n(p).
Definition 3.14. For p ∈ P1(H(Σ, σ)), q ∈ P∞(CH), n ≥ N define (p × q)n as in Lemma 3.12. With a
slight abuse of notation, we will often drop the n and write (p× q).
The proof of Theorem 1.2 is quite long, so we will break the proof down into a series of Lemmas.
Lemma 3.15. Let p ∈ P1(H(Σ, σ)), q ∈ Pm(CH) for some m. Let up ∈ U1(C˜(H,α)) be
up(s) = e
2piisαn(p) + (1− αn(p)) for n ≤ s ≤ n+ 1,
Then for n large enough (as in Lemma 3.12), the matrix (up × q)n is given by
((up × q)n)ij = αn(up)α−n(qij) = (up×q)ij − (Im − α−n(qij)).
in other words
(up × q)n = up×q − (Im − α−n(q)) = up×qα−n(q).
Proof:
(αn(up)α−n(qij)) (s) = up(s+ n)qij(s− n)
= αs ((up(n))(qij(−n)))
= αs
((
e2piinαn(p) + (1− αn(p))
)
α−n(qij(0))
)
= αs
(
e2piinαn(p)α−n(qij(0))− α
n(p)α−n(qij(0)) + α
−n(qij(0))
)
= αs
(
e2piin((p× q)n)ij − ((p× q)n)ij + α
−n(qij(0))
)
= αs
(
e2piin(p× q)n + (Im − (p× q)n)− (Im − α
−n(q(0)))
)
ij
= αs
(
u(p×q)(0)− (Im − α
−n(q(0)))
)
ij
=
(
u(p×q)(s)− (Im − α
−n(q(s)))
)
ij
so
(up × q)n = up×q − (Im − α−n(q)).
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Now
αn(up)α−n(q) = αn(up)α−n(q)
2
= (up×q − (Im − α−n(q)))α−n(q)
= up×qα−n(q).
Lemma 3.16. Let p and q be as in Lemma 3.15, up×q and vp×q as in Lemmas 3.10 and 3.11. Then
up×q(Im − α−n(q)) = Im − α−n(q)
and
vp×q
[
Im − α−n(q) 0
0 Im − α−n(q)
]
=
[
Im − α−n(q) 0
0 Im − α−n(q)
]
Proof: Straightforward calculations from the definitions of up×q, vp×q and the result of Lemma 3.15.
The following Lemma allows us to use a slightly simplified form of the product, similar to Prop. 3.5.
Lemma 3.17. Let p ∈ P1(H(Σ, σ)), q ∈ Pm(CH). Let p˜ ∈ P2(C(S
1, C(H,α))), then there exists T ∈ R
such that for t > T
αt(p˜)(ij)α−t(qkl) = α−t(qkl)αt(p˜(ij)).
Moreover, if we define (p˜× q)t componentwise by
((p˜× q)t)(ik)(jl) = αt(p˜(ij))α−t(qkl)
then for t > T (p˜× q)t is a projection in P2m(C(S
1, C(H,α))) and
[p˜]0[q]0 = lim
t→∞
[(p˜× q)t]0
Proof: The product (p˜× q)n defined in the statement of the Lemma is the same as regular matrix multi-
plication between the following two 2m× 2m matrices.
(p˜× q)n =
[
αnp˜11Im αnp˜12Im
αnp˜21Im αnp˜22Im
] [
α−n(q) 0
0 α−n(q)
]
.
For the 2× 2 matrix Y we will denote by Y¯ the 2m× 2m with m×m block entries YijIm. Also notice that
XY = X¯Y¯ . We now have
(p˜× q)n = αn
(
v¯p
[
Im 0
0 0
]
v¯∗p
)
α−n
[
q 0
0 q
]
= αn(vp)
[
Im 0
0 0
]
αn(v∗p)
[
α−n(q) 0
0 α−n(q)
]
.
From the proof of Lemma 3.15 and Prop. 3.5 we see that
αn(u
∗
p)α−n(q) = α−n(q)αn(u
∗
p).
From the definition of (v∗p), and the fact that Rt is a matrix of scalars, we can show that[
α−n(q) 0
0 α−n(q)
]
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commutes with both αn(vp) and αn(v∗p).
So
(p˜× q)n = αn(vp)
[
Im 0
0 0
]
αn(v∗p)
[
α−n(q) 0
0 α−n(q)
]
=
[
α−n(q) 0
0 α−n(q)
]
αn(vp)
[
Im 0
0 0
]
αn(v∗p).
Hence for sufficiently large n (p˜× q)n ∈ P2m(C(S
1, C(H,α))) and
[p˜]0[q]0 = lim
n→∞
[(p˜× q)n]0
The following Lemma contains the bulk of the calculation involved in proving 1.2.
Lemma 3.18. Let p ∈ P1(H(Σ, σ)), q ∈ Pm(CH). Let up ∈ U1(C˜(H,α)) be
up(s) = e
2piisαn(p) + (1− αn(p)) for n ≤ s ≤ n+ 1.
Let p˜ ∈ P2( ˜SC(H,α)) be as in Lemma 3.11. Then
[p˜]0[q]0 = [p˜× q]0 − [Im − q]0
Proof: As p˜ ∈ P2( ˜C(S1, CH)), q ∈ Pm( ˜C(S1, CH)), by Lemma 3.17 the product is (for sufficiently large
n)
[p˜]0[q]0 = [(p˜× q)n]0.
Where (p˜× q)n ∈ P2m( ˜C(S1, CH)) is as defined in Lemma 3.17. Now as in the proof of Lemma 3.17,
(p˜× q)n = αn(vp)
[
Im 0
0 0
]
αn(v∗p)
[
α−n(q) 0
0 α−n(q)
]
,
and
αn(v∗p)
[
α−n(q) 0
0 α−n(q)
]
=
[
Im 0
0 αn(up)Im
]
R¯t
[
αn(u
∗
p)α−n(q) 0
0 α−n(q)
]
R¯∗t
=
[
Im 0
0 αn(up)Im
]
R¯t
[
u∗p×qα−n(q) 0
0 α−n(q)
]
R¯∗t
=
[
α−n(q) 0
0 up×qα−n(q)
]
R¯t
[
u∗p×q 0
0 Im
]
R¯∗t
=
[
α−n(q) 0
0 α−n(q)
]
v∗p×q .
So we have
(p˜× q)n = αn(vp)
[
Im 0
0 0
]
αn(v∗p)
[
α−n(q) 0
0 α−n(q)
]
= αn(vp)
[
Im 0
0 0
] [
α−n(q) 0
0 α−n(q)
]
v∗p×q
= vp×q
[
α−n(q) 0
0 0
]
v∗p×q
= vp×q
[
Im 0
0 0
]
v∗p×q − vp×q
[
Im − α−n(q) 0
0 0
]
v∗p×q
= p˜× q −
[
Im − α−n(q) 0
0 0
]
.
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So,
[p˜]0[q]0 = [p˜× q]0 = [p˜× q]0 − [Im − α−n(q)]0 = [p˜× q]0 − [Im − q]0
In the above, [p˜]0 is an element of K0( ˜SC(H,α)). We wish to consider K0(SC(H,α)), for which it suffices
to consider elements of the form [p˜]0 − [p˜(0)]0.
Lemma 3.19. Let p∈P1(H(Σ, σ)), q∈Pm(CH) so that [p˜]0 − [p˜(0)]0∈K0(SC(H,α)), [q]0 ∈ K0(C(H,α)).
Then
([p˜]0 − [p˜(0)]0)[q]0 = [p˜× q]0 − [p˜× q(0)]0.
Proof:
([p˜]0 − [p˜(0)]0)[q]0 = ([p˜]0 − [I1]0)[q]0
= [p˜× q]0 − [q]0
= [p˜× q]0 − [Im − q]0 − [q]0 Lemma 3.18
= [p˜× q]0 − [Im]0
= [p˜× q]0 − [p˜× q(0)]0.
Remark 3.20. The map φ : K0(H) ∼= K1(SH) →֒ K1(C(H,α)) ∼= K0(SC(H,α)) is given by
φ([p]0) = [p˜]0 − [p˜(0)]0.
Where, for p˜ ∈ P2n(SC(H,α)), p˜(0) = In. So Lemma 3.19 simply says that to multiply φ([p]0) by [q]0, we
can first multiply [p]0 and [q]0 in K0(H), which by Lemma 3.12 is well defined modulo Im(id − α∗), and
then apply φ. As Im(id − α∗) is exactly the kernel of the map K1(SH) →֒ K1(C(H,α)) everything is well
defined.
Remark 3.21. Completely analogous calculations to those above show that
[q]0([p˜]0 − [p˜(0)]0) = [q˜ × p]0 − [q˜ × p(0)]0.
The proof of Theorem 1.2 is now immediate.
Finally, we turn to the proof of Theorem 1.3 which states that the product onK1(C(H,α))×K1(C(H,α))
to K0(C(H,α)) is trivial.
Proof of Theorem 1.3: We know that SH is an ideal in C(H,α) and the map induced by inclusion is
surjective on K1. Secondly, it is clear that for integer values of the parameter t, the asymptotic homomor-
phism on a pair from SH takes values again in SH . Hence, we conclude that the range of the product must
lie in the image of K0(SH) in K0(C(H,α)) under the inclusion map. On the other hand, K0(SH) = 0. This
completes the proof.
The proof of Theorem 1.5 computing the module structures is done in much the same way. In fact, many
of the ingredients are already done. But we omit the remainder of the computations.
4 Duality
Let A have minimal polynomial mA(x) = x
l(xk + ak−1x
k−1 + · · · + a0) with a0 6= 0 (so mA has degree
k + l, and l is the multiplicity of 0 as a root). Further, we let pA(x) = x
k + ak−1x
k−1 + · · · + a0, so that
mA(x) = pA(x)x
l.
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The following Lemma sharpens our description of RA.
Lemma 4.1. Let Zk−1[x] denote the set of integral polynomials with degree less than k (the degree of pA(x)).
Then we have
RA = {[p(A), N ] ∈ K0(C(H,α)) | p ∈ Zk−1[x], N ≥ 0}.
Moreover, for p ∈ Zk−1[x] and N ≥ 0, [p(A), N ] = 0 if and only if p = 0.
Proof: The containment ⊃ follows from the observation that, for any i ≥ 0 and N ≥ 0, we have
[Ai, N ] = [Ai+2j , N + j] = [A, 0]i+j−N ∗ [A, 1]N+j ,
where j is chosen so that i+ j −N > 0.
For the reverse inclusion, it is clear that any element of RA must be of the form [p(A), N ], where p is
some integer polynomial and N ≥ 0. Let j be the degree of p. Of course, if j < k, then we are done, so
suppose that j ≥ k. Consider p(x)x2l and divide it by mA(x)x
l = pA(x)x
2l and write the result:
p(x)x2l = pA(x)x
2ld(x) + q(x),
where q(x) has degree less than that of pA(x)x
2l, namely 2l + k. It follows that p(A)A2l = q(A). Also, x2l
clearly divides both p(x)x2l and pA(x)x
2ld(x), so it also divides q(x). We write q(x) = q0(x)x
2l. Now q0(x)
has degree less than k and
[p(A), N ] = [p(A)A2l, N + l] = [q(A), N + l] = [q0(A)A
2l, N + l] = [q0(A), N ].
This completes the proof of the first statement.
For the second statement, the “if” part is clear. Now suppose [ck−1A
k−1 + · · · + c0I,N ] = [0, 0]. In
other words, there exists m such that (ck−1A
k−1 + · · · + c0I)A
2m = 0. But since l is the multiplicity
of 0 as a root of the minimal polynomial, it must be true that (ck−1A
k−1 + · · · + c0I)A
l = 0. So we
have ck−l−1A
k+l−1 + · · · + c0A
l = 0. We recall that the minimal polynomial of A has degree k + l, so
{Ak+l−1, Ak+l−2, . . . , Al} is a linearly independent set, and we see that all of the ci’s equal 0.
Lemma 4.2. Let ϕ be in HomRA(K0(S), RA). Then there exists z ∈ Z
K (considered as a column vector)
and N ∈ N such that, for each [v, n] ∈ K0(S),
ϕ[v, n] = [vAnzAk−1 + vAn(A+ ak−1I)zA
k−2 + · · ·
+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI,N + n].
We denote this homomorphism by ϕ(z,N).
Proof: Let {vi}
K
i=1 be the standard basis for Z
K . For each i consider ϕ[vi, 0] = [Xi, Ni] where Ni is the
least integer in the equivalence class. That is to say, if [Y,M ] = [Xi, Ni] then Ni ≤M . Now define
N = max{Ni | 1 ≤ i ≤ K}.
So for all v ∈ ZK we can write ϕ[v, 0] = [Xv, N ] for someXv ∈ S(A). Now recall that [v, n]∗[A, 1] = [v, n+1],
and [Xv, N ] ∗ [A, 1] = [XvA,N + 1], and ϕ is an RA-module homomorphism. So
ϕ[v, n] = ϕ ([v, 0] ∗ [A, 1]n) = ϕ[v, 0] ∗ [A, 1]n = [Xv, N ]⊗ [A, 1]
n = [XvA
n, N + n].
This shows that the number N is important data in describing ϕ and that ϕ can be described completely
by its restriction to terms of the form [p(A), 0], where p is in Zk−1[x]. Also, for any [v, n] ∈ K0(S), ϕ[v, 0]
must be of the form
ϕ[vi, 0] = [(xk−1)iA
k−1 + (xk−2)iA
k−2 + · · ·+ (x0)iI,N ],
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for some integers (xk−1)i, . . . , (x0)i. It then follows from linearity that for v ∈ Z
K we have
ϕ[v, 0] = [vxk−1A
k−1 + vxk−2A
k−2 + · · ·+ vx0I,N ],
where xj ∈ Z
K is a column vector for each 0 ≤ j ≤ k − 1.
We now use the fact that ϕ is a module homomorphism to impose conditions on the xi. First, notice
that [v, 0] ∗ [A, 0] = [vA, 0], and [X,N ] ∗ [A, 0] = [XA,N ]. Now, from above
ϕ[vA, 0] = [vAxk−1A
k−1 + vAxk−2A
k−2 + · · ·+ vAx0I,N ]
but, since [vA, 0] = [v, 0] ∗ [A, 0] and ϕ is a module homomorphism we have
ϕ[vA, 0] = ϕ([v, 0] ∗ [A, 0])
= ϕ([v, 0]) ∗ [A, 0]
= [vxk−1A
k−1 + vxk−2A
k−2 + · · ·+ vx0I,N ] ∗ [A, 0]
= [vxk−1A
k + vxk−2A
k−1 + · · ·+ vx0A,N ]
= [vxk−1(−ak−1A
k−1 − · · · − a0I) + vxk−2A
k−1 + · · ·+ vx0A,N ]
= [v(xk−2 − ak−1xk−1)A
k−1 + · · ·+ v(x0 − a1xk−1)A− a0vxk−1I,N ].
Comparing coefficients of like powers of A in these two expressions for ϕ[vA, 0], and noting that v ∈ ZK
was arbitrary, we see (in light of Lemma 4.1) that
xk−2 − ak−1xk−1 = Axk−1
xk−3 − ak−2xk−1 = Axk−2
...
x0 − a1xk−1 = Ax1
−a0xk−1 = Ax0.
So if we let z = xk−1, then all other xj ’s are determined, and we have
ϕ[v, 0] = [vzAk−1 + v(A+ ak−1I)zA
k−2 + · · ·+ v(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI,N ].
Now consider
ϕ[v, 1] = ϕ([v, 0] ∗ [A, 1])
= [vzAk−1 + v(A+ ak−1I)zA
k−2 + · · ·
+ v(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI,N ] ∗ [A, 1]
= [vzAk+v(A+ ak−1I)zA
k−1+· · ·+v(Ak−1+ak−1A
k−2+· · ·+a1I)zA,N + 1].
Expanding this expression using [Ak, N + 1] = [−ak−1A
k−1 − · · · − a0I,N + 1] and simplifying we are left
with
ϕ[v, 1] = [vAzAk−1 + vA(A+ ak−1I)zA
k−2 + · · ·
+ vA(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI,N + 1],
Similarly, we can show inductively that
ϕ[v, n] = [vAnzAk−1 + vAn(A+ ak−1I)zA
k−2 + · · ·
+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI,N + n].
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Lemma 4.2 shows that each ϕ ∈ HomRA(K0(S), RA) is of the form ϕ(z,N) for some (z,N) ∈ Z
K ×N. It
is also clear that each (z,N) ∈ ZK×N gives rise to ϕ(z,N) ∈ HomRA(K0(S), RA) and that ϕ(z,N)+ϕ(w,N) =
ϕ(z+w,N). It remains to be be determined when ϕ(z,N) = ϕ(w,M).
Lemma 4.3. Let z, w ∈ ZK , N ≤ M ∈ N. ϕ(z,N) = ϕ(w,M) if and only if there exists m ∈ N such that
A2(m+M−N)z = A2mw.
Proof: First suppose there exists m ∈ N such that A2(m+M−N)z = A2mw. Let k = m+M −N , then for
all [v, n] ∈ K0(S)
ϕ(z,N)[v, n] = [vA
nzAk−1 + · · ·+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI,N + n]
= [A2k(vAnzAk−1 + · · ·
+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI),M +m+ n]
= [A2m(vAnwAk−1 + · · ·
+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)wI),M +m+ n]
= [vAnwAk−1 + · · ·+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)wI,M + n]
= ϕ(w,M)[v, n].
Now suppose ϕ(z,N) = ϕ(w,M), for each [v, n] ∈ K0(S) there exists m ∈ N such that
A2(m+M−N)(vAnzAk−1 + · · ·+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)zI)
= A2m(vAnwAk−1 + · · ·+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)wI),
However, as l is the multiplicity of 0 as a root to the minimal polynomial of A, Al+jX = Al+jY if and only
if AlX = AlY , so we can replace m by l to get an expression which is valid for any [v, n]. This becomes
[vAnA2(l+M−N)zAk−1 + · · ·+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)A
2(l+M−N)zI,M + l+ n]
= [vAnA2lwAk−1 + · · ·+ vAn(Ak−1 + ak−1A
k−2 + · · ·+ a1I)A
2lwI,M + l + n].
Comparing the coefficients of Ak−1, in light of Lemma 4.1, we see that
vAnA2(l+M−N)z = vAnA2lw
for any v ∈ Z#V (G), so
AnA2(l+M−N)z = AnA2lw.
Thus, we have shown the following.
Proposition 4.4. HomRA(K0(S), RA) is equal to the limit of the following inductive system
ZK
z 7→A2z// ZK
z 7→A2z// ZK
z 7→A2z// · · ·
In other words
HomR(K0(S), R) ∼= (Z
K × N)/ ∼2
where, for N ≤M , (z,N) ∼2 (w,M) if and only if there exists m ∈ N such that A
2(m+M−N)z = A2mw.
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Theorem 1.11 now follows at once, since this is the same description as for K0(U(Σ, σ, P )).
We conclude this section with two examples. Consider the SFT with adjacency matrix
A =
[
1 2
2 1
]
.
It is easy to check that C(A), and hence also K0(C(H,α)), are abelian, but also that [
1
2 (A − I), 0] is in
K0(C(H,α)), but not in RA. Hence we have RA is strictly smaller than the center of K0(C(H,α)). On the
other hand, with this example, we do have HomK0(C(H,α))(K0(S),K0(C(H,α))) and HomRA(K0(S), RA)
are isomorphic to each other, and to K0(U).
We now show that HomZ(K0(S), Z) ∼= K0(U).
Finally, consider the SFT with adjacency matrix
A =

 0 1 51 0 1
1 1 0

 .
Similar to the last case, C(A) and K0(C(H,α)) are abelian, but [
1
2 (A
2+A), 0] is in K0(C(H,α)), but not in
RA. However, it can be shown that HomK0(C(H,α))(K0(S),K0(C(H,α))) and HomRA(K0(S), RA) are not
isomorphic to each other.
5 Irreducible Smale space
In this section we extend the results proved in previous sections to the case that the Smale space is irreducible.
The key is Smale’s spectral decomposition (see [15], [17]).
Theorem 5.1 (Smale). Let (x, ϕ) be an irreducible Smale space. Then there exists a positive integer N and
subsets X1, X2, . . . , XN of X which are closed, open, pairwise disjoint, and whose union equals X. These sets
are cyclicly permuted by ϕ, and ϕN |Xi is mixing for each i. These sets are unique up to (cyclic) relabeling.
This theorem can, alternatively, be formulated as follows.
Corollary 5.2. Let (X,ϕ) be an irreducible Smale space, then there exists a mixing Smale space (Y, ψ) and
a positive integer N such that X ∼= Y × {1, . . . , N} and
ϕ(y, i) =
{
(y, i+ 1) if 1 ≤ i ≤ N − 1
(ψ(y), 1) if i = N
Proof: LetX1, . . . , XN be as in Prop. 5.1. It suffices to show that for 1 ≤ i ≤ N−1, (Xi, ϕ
N ) ∼= (Xi+1, ϕ
N )
with the topological conjugacy realized by the map ϕ.
As ϕ is a homeomorphism, it suffices to show that, for all x ∈ Xi
ϕ ◦ ϕN (x) = ϕN ◦ ϕ(x),
which is obvious. Now setting Y = X1, ψ = ϕ
N we have X ∼= Y × {1, . . . , N} and ϕ(y, i) = (y, i + 1)
for 1 ≤ i ≤ N − 1. Finally, for all 1 ≤ i ≤ N , we have ϕN (y, i) = (ϕN (y), i) = (ψ(y), i) which implies
ϕ(y,N) = (ψ(y), 1).
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Let (X,ϕ) be a Smale space and fix n ∈ N. It is easy to see that (X,ϕn) is also a Smale space with the
same bracket function [·, ·]. It is also easy to see that the 3 equivalence relations are unchanged by switching
from ϕ to ϕn. For example, for x ∈ X the set V s(x) is the same whether we consider the map ϕ or ϕn. In
particular, for a finite ϕ-invariant (also ϕn-invariant) set P ⊂ X the groupoids Gs(X,ϕ, P ) and Gs(X,ϕn, P )
are the same. Similarly for Gu(X,ϕ, P ) and Gu(X,ϕn, P ), and Gh(X,ϕ) and Gh(X,ϕn). It then follows
that S(X,ϕ, P ) = S(X,ϕn, P ) and similarly for the unstable and homoclinic algebras. It should be noted
that while S(X,ϕ, P ) = S(X,ϕn, P ), the automorphisms αϕ and αϕn are not equal.
Now suppose (X,ϕ) is an irreducible Smale space and (Y, ψ), n ∈ N are as in Prop. 5.2. So (Y, ψ) is
mixing, X ∼= Y × {1, 2, . . . , n} and ϕ(x, i) = (x, i + 1) if 1 ≤ i ≤ n − 1, ϕ(x, n) = (ψ(x), 1). If we consider
the Smale space (X,ϕn) we still have X ∼= Y × {1, 2, . . . , n}, and now ϕn(x, i) = (ψ(x), i). So (X,ϕn) is a
disjoint union of n copies of the mixing Smale space (Y, ϕ).
If we now fix a finite ϕ-invariant set P ⊂ X ∼= Y ×{1, 2, . . . , n}, and let P˜ be P ∩Y ×{1} we immediately
see that
S(X,ϕ, P ) = S(X,ϕn, P ) ∼=
n⊕
i
S(Y, ψ, P˜ ),
U(X,ϕ, P ) = U(X,ϕn, P ) ∼=
n⊕
i
U(Y, ψ, P˜ ), and
H(X,ϕ) = H(X,ϕn, P ) ∼=
n⊕
i
H(Y, ψ).
Denote by αϕ and αψ the ∗-automorphisms on S(X,ϕ, P ) and S(Y, ψ, P˜ ) respectively. It is then straight-
forward to see that αϕ permutes the summands of
⊕n
i S(Y, ψ, P˜ ). In particular, for a ∈ S(Y, ψ, P˜ ) we have
αϕ(a, i) =
{
(a, i+ 1) 1 ≤ i ≤ n− 1
(αψ(a), 1) i = n.
The corresponding results hold for U(X,ϕ, P ) and H(X,ϕ) similarly.
We briefly describe the mapping cylinder and its K-theory ring in the case that (X,ϕ) is an irreducible
Smale space.
Lemma 5.3. Let (X,ϕ) ∼= (Y, ψ) × {1, 2, . . . , n} be an irreducible Smale space as in Prop. 5.2. Then for
f ∈ C(H(X,ϕ), αϕ) we can write
f(t) = (f1(t), f1(t− 1), . . . , f1(t− n+ 1))
for some f1 ∈ C(R, H(Y, ψ)) such that α
ψ(f1(t)) = f1(t + n). In other words f1(t) = f˜1(
t
n ) for some
f˜1 ∈ C(H(Y, ψ), α
ψ).
Proof: We can write f ∈ C(H(X,ϕ), αϕ) as
f(t) = (f1(t), f2(t), . . . , fn(t))
where each fi ∈ C(R, H(Y, ψ)) and recall that α
ϕ(f(t)) = f(t+ 1). Now
αϕ(f(t)) = (αψ(fn(t)), f1(t), f2(t), . . . , fn−1(t))
so, for 1 ≤ i ≤ n− 1 we have
fi(t) = fi+1(t+ 1), or fi+1(t) = fi(t− 1),
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so for 0 ≤ k ≤ n− 1
f1+k(t) = f1(t− k).
Also,
f1(t+ 1) = α
ψ(fn(t)) = α
ψ(f1(t− n+ 1)), or f1(t+ n) = α
ψ(f1(t)).
Proposition 5.4. Let (X,ϕ) ∼= (Y, ψ) × {1, 2, . . . , n} be an irreducible Smale space, then C(HX , αϕ) ∼=
C(HY , αψ).
Proof: For f ∈ C(H(X,ϕ), αϕ) the map from Lemma 5.3 which sends f to f˜1 ∈ C(H(Y, ψ), α
ψ). Has
inverse
g(t) 7→ (g(nt), g(nt− 1), . . . , g(nt− n+ 1)).
Corollary 5.5. K∗(C(HX , αϕ)) ∼= K∗(C(HY , αψ)) as rings.
Remark 5.6. It is now straightforward to write down the module structures for an irreducible Smale space.
In particular, if (X,ϕ) is an irreducible Smale space then
S(X,ϕ, P ) ∼=
n⊕
1
S(Y, ψ, P˜ )
and
C(HX , αϕ) ∼= C(HY , αψ).
So for [b] ∈ K∗C(HY , αψ), ([a1], [a2], . . . , [an]) ∈ S(X,ϕ, P ) we have
([a1], [a2], . . . , [an])[b] = ([a1][b], [a2][b], . . . , [an][b]).
The corresponding results for the module structures on U(X,ϕ, P ) and H(X,ϕ) also hold.
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