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A partir del análisis y crítica de algunos de lospresupuestos básicos 
de la orientación dominante en psicologia cognitiva se discuten lasposibi- 
lidades delplanteamiento conexionista al cua1 atribuimos, en el marco de 
10s distintos niveles explicativos posibles, el carácter de alternativa verda- 
deramentepsicológica. Las argumentaciones centrales se basan en laspro- 
piedades supuestamente atribuibles a las representaciones (particularmen- 
te, su carácter compuesto, sistemático y abstracto) y en la valoración de 
las posibilidades de aproximación a esas características desde el punto de 
vista conexionista. Se valora la posibilidad de complementar el enfoque 
microestructural propio del conexionismo con el análisis del comportamien- 
to global del tip0 de redes implicadas. Esta dinámica global, analizable 
desde una perspectiva topológica a partir del concepto de estabilidad es- 
tructural, es susceptible de mostrar modifcaciones cualitativas que pue- 
den asociarse con algunos fenómenos estudiados clásicarnente en la psico- 
logia del pensamiento y en otros ámbitos. 
Palabras clave: Psicologia Cognitiva, fundamentos teóricos, redes co- 
nexionistas, estabilidad estructural. 
The possibilities of the connectionist approach, which we consider 
a real psychological alternative within the different possible explanatory 
levels, are discussed on the grounds of analysis and criticism of some of 
the basic premises of the main cognitive psychology approach. The main 
arguments are based on properties supposedly attributable to representa- 
tions (specially their complex, systematic and abstract character) and on 
the possibilites to approach these characteristics from the connectionist point 
of view. We consider the possibility to round off the microstructural ap- 
proach, typical of connectionism, with the analysis of un holistic behaviour 
of all involved nets. Such overall dynamics, which can analysed from a to- 
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pologic view, starting from the concept of structural stability, can show 
qualitative changes that could be related to somephenomena studied clas- 
sically in Thinking Psychology and other fields. 
Key words: Cognitive Psychology, Theoretical Basis, Connectionist 
Networks, Structural Stability. 
El panorama de la psicologia cognitiva se ha visto alterado en 10s últimos 
años por la introducción de un conjunt0 de conceptos e incluso de aproximacio- 
nes globales que intentan plantear una alternativa a la orientación dominante, 
que podria ser caracterizada como ~~computacionalista-proposicionalista-sintactica- 
discreta)). Aunque las limitaciones de las aproximaciones habituales a 10s proce- 
sos cognitivos habian favorecido la búsqueda de aproximaciones paralelas de ca- 
racter esencialmente metodológico como es, por ejemplo, el caso de la neuro- 
ciencia cognitiva, solamente en 10s últimos años puede hablarse de un 
cuestionamiento global de algunos de 10s supuestos de 10s modelos computacio- 
nales clasicos a partir, sobre todo, de la introducción en el marco de la psicologia 
cognitiva de 10s denominados ((modelos conexionistas)) o de la llamada ((pers- 
pectiva P D b  (Rumelhart y McClelland, 1986). 
De acuerdo con Smolensky (1988a), 10 que sostiene la aproximación cone- 
xionista es que algunos o muchos de 10s problemas de la psicologia pueden abor- 
darse mejor desde un nivel de analisis ccsubsimbólico)) que desde la perspectiva 
((clasican de la manipulación de simbolos; dicho de otro modo, que el nivel ex- 
plicativo de la psicologia, o al menos de muchos de 10s fenómenos a 10s cuales 
la psicologia se enfrenta, no se halla en la manipulación de simbolos sino en el 
estudio del funcionamiento de redes de unidades elementales (no identificables 
con simbolos primitivos) que estan sujetas a computación numérica. 
La actitud con que se ha recibido este planteamiento entre 10s psicólogos 
cognitivos oscila entre dos posturas extremas que se concretan, bien en la afir- 
mación de su irrelevancia o de su caracter no psicológico, bien en la considera- 
ción de su caracter auténticamente revolucionario, en el sentido kuhniano del tér- 
mino. La primera postura refleja el punto de vista de 10s teóricos que trabajan 
en 10s modelos computacionales que ellos mismos denominan ctclasicos)) (véase, 
por ejemplo, Fodor y Pylyshyn, 1988). Por su parte, 10s adeptos al nuevo enfo- 
que conexionista defienden lógicamente su pertinencia y señalan sus importantes 
implicaciones en todos 10s niveles de la ciencia cognitiva. 
En cualquier caso, la formulación conexionista nace en un contexto fuer- 
temente interdisciplinar, tal y como sucedia con la orientación computacionalis- 
ta (~clasica)), pero difiere de ésta tanto en 10s instrumentos conceptuales utiliza- 
dos para la modelización de 10s procesos cognitivos como en el contexto científic0 
general en el cua1 se enmarca. La apelación a la metafora del ordenador es subs- 
tituida por la atribución al sistema cognitivo humano de ciertas propiedades que 
hacen posible su tratamiento en el marco de la teoria de sistemas dinamicos. Re- 
sulta evidente que la introducción de este tip0 de planteamientos suscita un con- 
junto de problemas metateóricos, teóricos y metodológicos de suma importan- 
cia, pero también 10 es la amplia potencialidad teórica de 10s conceptos implicados 
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en esta orientación. Aunque el tratamiento de todos esos problemas no puede 
limitarse de modo alguno a un trabajo aislado, en las siguientes lineas intentare- 
mos abordar algunas de estas cuestiones. 
Algunas controversias básicas: niveles de analisis, poder representacional, 
composicionalidad, sistematicidad 
En su articulo ((Physical Symbol Systems)), que se ha convertido ya en un 
verdadero clasico, Newell(1980) muestra el papel que puede jugar la teoria mate- 
matica de computación de simbolos en el marco de la ciencia cognitiva y articula 
las bases de 10 que puede denominarse ((paradigma simbólico)) en psicologia. Las 
ideas basicas del paradigma simbólico son bien conocidas: la realizacion de fun- 
ciones cognitivas complejas exige que el sistema cognitivo sea capaz de represen- 
tar y utilizar adecuadamente información estructurada; la forma mas evidente 
e inmediata que puede tomar esta representación es la de un sistema de simbolos. 
Ese sistema debe incluir una serie de simbolos primitivos y un conjunto de reglas 
para su utilización y, en consecuencia, definir un determinado ctlenguaje de la 
mente>> cuya expresión abstracta mas evidente es un formalismo de tipo proposi- 
cional. En conjunto, 10s procesos cognitivos pueden caracterizarse, desde esta pers- 
pectiva, como la operación de reglas sobre representaciones proposicionales. De 
este modo, las entidades básicas de funcionamiento del sistema cognitivo consti- 
tuyen simbolos también (y sobre todo) en el sentido sintactico del termino, es 
decir, son susceptibles de manipulación a través de un mecanismo combinatori0 
que, a su vez, puede ser expresado en un conjunto de pasos computacionales dis- 
cretes. 
Obviamente, la tesis de que 10s procesos psicológicos se basan en un siste- 
ma simbólico es mucho mas fuerte que la idea de que la entrada y/o la salida 
de un proceso sean en ocasiones patentemente simbólicas, como es el caso del 
uso del lenguaje natural. Se ha resaltado en muchas ocasiones que el hecho de 
que la conducta de un sistema pueda ser descrita en términos de simbolos y re- 
glas de utilización de 10s mismos no significa que el sistema contenga verdadera- 
mente un sistema simbólico (se trata de la vieja discusión sobre las representacio- 
nes del sujeto y las representaciones del psicólogo, o la que plantean 10s filósofos 
acerca de 10s fenómenos descritos por reglas y 10s fenómenos gobernados por 
reglas). 
La conducta de cualquier sistema (cognitivo o no) puede ser descrita por 
referencia a un sistema simbólico reglado. Sin embargo, poc0 o nada se gana por 
el hecho de tratar, por ejemplo, el funcionamiento de una enzima como un ope- 
rador de un sistema simbólico; no parece que a partir de esta descripción pueda 
llegarse a generalizaciones significativas que no puedan ser alcanzadas también 
por referencia a las propiedades fisicas y quimicas de dicha substancia. Parece 
que esa situación puede ser esencialmente distinta en el caso del comportamiento 
de sistemas de caracter cognitivo, puesto que la referencia a un nivel de analisis 
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fisico-quimico e incluso fisiológico no parece poder explicar, por ejemplo, la equi- 
valencia de las respuestas cuando éstas son independientes de las propiedades fi- 
sicas particulares del input. De ahi el necesario recurso al concepto de rrrepresen- 
tación)), probablemente la idea central de toda la psicologia cognitiva. En términos 
de Fodor (1975), existiria una reducción de señales (inscripciones fisicas) a prin- 
cipio~ físicos, pero no se da una reducción semejante para 10s tipos de vehiculos 
de representación (conjuntos de señales distintas que se refieren a un mismo 
simbolo). 
Esta distinción es fundamental para cualquier enfoque no reduccionista de 
la psicologia cognitiva. En efecto, es faci1 darse cuenta de que la semantica de 
las representaciones no puede en si misma causar la conducta (salvo que se recu- 
rra a la vieja crcausalidad mental)) del dualismo); solamente la forma o substrat0 
material de la representación puede actuar como causa eficiente. Naturalmente, 
el problema que se plantea a continuación consiste en averiguar como se estable- 
ce la relación entre las propiedades del estado fisico subyacente a la representa- 
ción y el contenido de la misma. En la respuesta a esta cuestión radica la idea 
central de la orientación rcclasica~~: 10 que hace el cerebro es exactamente 10 que 
hacen 10s ordenadores cuando computan funciones numéricas (Pylyshyn, 1986). 
La conducta de 10s ordenadores (y, supuestamente, también la de 10s seres huma- 
nos) es causada por las propiedades fisicas de ciertas clases de sub-estados que 
corresponden a códigos simbólicos. Estos códigos deben reflejar todas las distin- 
ciones necesarias para hacer que la conducta corresponda a las regularidades ex- 
presadas en 10s términos semanticos. 
En otras palabras, 10s simbolos son clases de equivalencia de propiedades 
físicas capaces al mismo tiempo de causar la conducta y de preservar ciertas in- 
terpretaciones y distinciones entre 10s términos semanticos. De acuerdo con la 
aproximación clasica, la consecución de este objetivo implica la existencia de una 
estructura sintactica de las representaciones que pueda ser puesta en correspon- 
dencia con 10s rasgos semanticos, de modo que las propiedades semanticas de 
cualquier representación se reflejen en sus propiedades sintacticas. De este modo 
es posible construir sistemas fisicos cuyos estados se modifiquen sistematicamente 
en relación con la estructura sintactica de sus representaciones o, en palabras de 
Fodor y Pylyshyn (1988), es posible construir una maquina gobernada sintacti- 
camente cuyos estados (y transiciones entre ellos) satisfagan criterios semanticos 
de coherencia. En cualquier caso, resulta fundamental la idea de que la satisfac- 
ción de esos criterios y, en consecuencia, el caracter sistematico de la conducta 
del sistema, se produce en virtud del papel causal que se atribuye a la estructura 
sintactica de las representaciones. 
La crítica habitual a 10s modelos computacionales ctclasicos~) puede resu- 
mirse, con una muy considerable dosis de simplificación, en la afirmación de que 
se trata de modelos de la competencia (10 cua1 introduce inmediatamente dificul- 
tades en cuanto a su relación con la ejecución), sin criterios de auto-limitación 
y falsabilidad (puesto que se basan en un formalismo excesivamente potente que 
permite dar cuenta practicamente de cualquier resultado experimental), con una 
significacion psicológica discutible (dado el caracter estrictamente anti-psicológico 
del trabajo de 10s lógicos proposicionalistas) y con posibilidades de auto-compli- 
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cación y auto-organización muy limitados (salvo que se recurra a un aparato in- 
nat0 extraordinariamente complejo), de forma que parecen adecuarse muy poc0 
al caracter basicamente adaptativo de la conducta. La existencia en nuestro con- 
texto de trabajos excelentes que abordan esta problematica (por ejemplo, Riviere, 
1984, 1986) nos exime, al menos momentaneamente, de extendernos excesivamente 
sobre estas cuestiones, aunque algo mas adelante entraremos en algunos aspec- 
tos concretos que permitirán fundamentar el sentido de la alternativa conexio- 
nista y establecer 10s principales puntos de controversia entre ambas orientaciones. 
Es necesario señalar que 10s modelos de tipo conexionista nacen con un 
problema que comparten con sus homólogos c<clásicos)) y, en general, con mu- 
chas de las formulaciones que se engloban en el marco de la psicologia cognitiva. 
Nos referimos al origen extrapsicológico de algunos o muchos de 10s conceptos 
que se manejan. Es importante no perder de vista, en primer lugar, el hecho de 
que la perspectiva PDP surge en un momento en que se plantea con fuerza la 
necesidad de hallar un nuevo enfoque para el diseño de dispositivos computacio- 
nales, dadas las crecientes dificultades que encuentran 10s ordenadores digitales 
en la realización de gran número de tareas. Existe, por tanto, un ((impulso tecno- 
1ógico~~ subyacente al desarrollo de esta orientación, 10 cua1 plantea inmediata- 
mente el problema de la potencia explicativa (ccpsicológicamente explicativa)), por 
supuesto) de algunos de 10s conceptos implicados en ella. Ocurre, además, que 
se recurre a una ((metafora neuronal)) de acuerdo con la cua1 el dispositivo de 
computación deberia tener una estructura semejante a la del cerebro humano, 
es decir, estar organizado en forma de un conjunt0 de unidades elementales con 
un amplio nivel de conectividad. Resulta lógico, en consecuencia, el planteamiento 
de ciertas dudas sobre la significación psicológica de este tip0 de modelos. 
En relación con esta problematica se ha utilizado con frecuencia como ins- 
trumento conceptual la distinción entre niveles explicativos propuesta por Marr 
(1982). De acuerdo con esta distinción, y en términos de 10s mas conspicuos re- 
presentantes de la aproximación clásica, se trata de determinar si 10s modelos 
conexionistas pertenecen realmente al nivel propio de la psicologia cognitiva o 
bien si se trata únicamente de modelos referidos a la implementación de dichos 
procesos en un dispositivo material concreto como es el cerebro humano (Fodor 
y Pylyshyn, 1988). 
Es importante señalar, en primer lugar, que la utilización que se ha hecho 
en algunas ocasiones del concepto de niveles es ciertamente discutible. Por ejem- 
plo, en su propio analisis, Broadbent (1985) intenta comparar 10s modelos locali- 
zacionistas clasicos con la perspectiva distribucional propia de muchos modelos 
conexionistas utilizando la conceptualización propuesta por Marr, pero 10 hace 
a partir de un planteamiento como minimo discutible. En concreto, Broadbent 
tiene en cuenta Únicamente la existencia de dos niveles de explicación, a saber, 
el nivel de teoria de la computación y el de implementación material. Natural- 
mente, desde esta perspectiva la objeción basica respecto a 10s modelos distribu- 
cionales radicara en su equivalencia computacional con 10s modelos locales a 10s 
cuales pretende substituir. En particular, Broadbent recurre a un argumento clá- 
sico que, en última instancia, no tiene para nosotros significado alguno: 10s siste- 
mas distribucionales no son capaces de llevar a cabo una computación que no 
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sea, a su vez, realizable por un sistema de almacenamiento cclocalizacionista~) 
(Broadbent, 1985, p. 190). De modo mas general, puede afirmarse que un siste- 
ma computacional clasico puede ejecutar cualquier operación que pueda llevar 
a cabo una arquitectura conexionista. A este respecto debemos señalar únicamente 
que dicha equivalencia computacional es débil y no guarda relación alguna con 
ningún criteri0 de verosimilitud psicológica. Como señala Rivikre (1986), el re- 
curso a la tesis de Turing puede ser suficiente para establecer la equivalencia a 
nivel computacional, pero es de poca utilidad para la psicologia a causa de que 
ésta centra su interés en formas de equivalencia fuerte entre procesos psicológi- 
cos y 10s modelos que de ellos podamos construir. 
El analisis de Broadbent se revela especialmente insuficiente si atendemos 
a la omisión por su parte de referencias especificas al nivel algoritmico propues- 
to por Marr. En realidad, el nivel algoritmico seria el mas genuinamente psicoló- 
gico, puesto que se plantea dar respuesta a las cuestiones relacionadas con la for- 
ma de representación de la información y con 10s procedimientos utilizados para 
su transformación. A nuestro entender, resulta bastante claro que 10s modelos 
conexionistas realizan propuestas alternativas y altamente especificas para 10s dos 
aspectos esenciales del nivel algoritmico: por una parte, la información es repre- 
sentada, de acuerdo con estos modelos, en forma de patrones de activación que 
admiten tanto propiedades de tipo todo o nada (generalmente a partir del esta- 
blecimiento de umbrales) como de tipo continuo (las cuales, por cierto, son di- 
rectamente compatibles con representaciones densas, tales como las imagenes men- 
tales, y pueden aproximarse de forma muy eficiente al caracter analógico de este 
tip0 de representación); por otro lado, la transformación de esas representacio- 
nes consiste en cambios en 10s patrones de activación en forma de modificacio- 
nes en la ccfuerza)) de las conexiones entre unidades de procesamiento y, por tan- 
to, en el conjunto de interrelaciones que se establecen entre esas unidades. A nuestro 
entender, y tal como se vera mas adelante, este tip0 de arquitectura funcional per- 
mite, por ejemplo, recuperar la vieja y útil noción de fuerza asociativa sin caer 
necesariamente en las limitaciones de 10s modelos asociacionistas clasicos. En 
particular, sera fundamental intentar establecer si este tip0 de dinamica es capaz 
de construir representaciones compuestas y cuales son las propiedades atribui- 
bles a esas representaciones. Por otro lado, la información no es representada 
de modo localizado o de acuerdo con alguna ccmetafora espacial)), sino como 
resultado de la activación de múltiples unidades de funcionamiento, de modo que 
la información debe ser mas ccreconstruida)) que cchallada)). Parece evidente que 
el planteamiento de dos dinamicas de funcionamiento tan distintas debe poseer 
consecuencias empiricamente contrastables, aunque cuestión distinta son 10s pro- 
blemas metodológicos que tal distinción implica. 
Es interesante resaltar que, incluso a partir de modelos relativamente com- 
pactos (es decir, de caracter poc0 distribucional) es posible demostrar que el re- 
sultado empirico del funcionamiento de un sistema conexionista es muy distinto 
al que se obtendria a partir de una arquitectura funcional ccclasica)). Por ejem- 
plo, en un sistema relativamente sencillo como es el NETL (Fahlman, 1979) no 
existiria relación entre el tiempo de búsqueda de un determinado contenido de 
memoria y el tamaño del conjunto o conjuntos a 10s cuales pertenece dicho item, 
Dinámica interactiva y fendmenos globales en redes conexionistas 33 
cosa que no ocurre, obviamente, en cualquier sistema de funcionamiento serial. 
Este ejemplo, al margen del valor concreto que pueda tener, es Útil para replan- 
tear un tema de fondo como es el de la relación entre las funciones computadas 
por un sistema y la arquitectura funcional del mismo. 
Tómese como ejemplo el de la maquina de Turing. Como es bien sabido, 
esta maquina es universal, en el sentido de que puede ejecutar cualquier función 
computable. Obviamente, la complejidad de la secuencia de operaciones ejecuta- 
das por la maquina de Turing cambia de acuerdo con la tarea que debe realizar 
y, cosa mucho menos trivial, esta dependencia respecto a la tarea es distinta a 
la que puede establecerse en el caso de otro tip0 de maquinas. Por ejemplo, el 
numero de pasos exigidos para que una maquina de Turing lea un cierto número 
de simbolos presenta una relación cuadratica con la cantidad de simbolos impli- 
cada. En cambio, en una ((maquina de registro)), una arquitectura que posee 10 
que normalmente se denomina (tacceso aleatorio)) a la memoria del sistema, puede 
no existir relación entre número de simbolos y tiempo de lectura. En consecuen- 
cia, una arquitectura de este tipo puede ejecutar directamente ciertos algoritmos 
que, en cambio, no pueden ser llevados a cabo por la maquina de Turing salvo 
a través de la emulación de la maquina de registro, puesto que el repertori0 de 
operaciones primitivas de cada una de ellas es distinto. 
La distinción entre la realización de una computación por ejecución direc- 
ta de cierto algoritmo mediante una determinada arquitectura funcional o por 
simulación de esa arquitectura en un sistema distinto posee implicaciones impor- 
tantes. Por una parte, subyace a una de las mas conocidas criticas al enfoque com- 
putacional: la confusión, difícilmente evitable, entre presuposiciones teóricas del 
modelo computacional y necesidades de programación del sistema (Johson-Laird 
y Wason, 1977; de Vega, 1984). Parece claro que cuando se ((desciende)) desde 
el nivel de teorias de la computación al nivel algoritmico deben incorporarse ne- 
cesariamente algunas presuposiciones relacionadas con la arquitectura funcional 
en la cua1 se desee implementar el modelo. Y, mas importante aún, esas caracte- 
risticas de la arquitectura funcional poseen consecuencias empíricas irreductibles. 
Retomando el ejemplo anterior, una maquina de Turing que emule la arquitectu- 
ra funcional de una maquina de registro seguira mostrando, a diferencia de ésta, 
una relación cuadratica entre número de ítems a leer y tiempo de lectura (Pylyshyn, 
1986). Naturalmente, y en coherencia con su propia postura, 10s teóricos ccclasi- 
cos)) presuponen que las restricciones impuestas por la arquitectura funcional del 
sistema (basicamente, en forma del establecimiento de operaciones primitivas) 
son equivalentes a la introducción de propiedades formales fijas en un sistema 
notacional. Globalmente, la tarea seria la de construir, una vez mas, un sistema 
formal cuya gramatica fuera equivalente a la de las operaciones cognitivas hu- 
manas y, en particular, que compartiera con éstas un cierto número de relaciones 
y propiedades primitivas. La idea fundamental es la de conseguir que el ctnivel 
de agregación)) de ambos sistemas sea semejante; es decir, se trataria de construir 
un sistema formal que ejecutara directamente, y no por emulación de la arquitec- 
tura funcional, las operaciones primitivas del intelecto humano. En esto radica- 
ria el concepto de equivalencia funcional fuerte, puesto que la equivalencia de 
operaciones y relaciones primitivas garantizaria, al menos en gran parte, la se- 
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mejanza de las conductas externas (Pylyshyn, 1986, p. 107 y SS.). Aunque la dis- 
cusión de este punto podria llevarnos muy lejos, permitasenos manifestar nues- 
tro escepticismo en cuanto a la posibilidad de establecer, en el marco de 10s mo- 
delos ccclasicos>>, 10s requisitos indispensables para la evaluación de la condición 
de equivalencia funcional fuerte (para una discusión mas profunda de este pro- 
blema, véase Rivikre, 1986). 
De acuerdo con todo 10 anterior, nuestra hipótesis de partida respecto a 
la relevancia psicológica de 10s modelos conexionistas es que existe evidencia su- 
ficiente como para afirmar que pueden ser tratados como modelos psicológicos 
y que, como tales, pueden ser comparados con otros modelos del mismo nivel. 
Por citar solamente un ejemplo, McClelland y Rumelhart (1985) muestran que, 
en el campo del aprendizaje de conceptos, puede establecerse una comparación 
entre un modelo conexionista de tipo distribucional y la concepción prototípica 
de 10s procesos de categorización y conceptualización. En numerosas situaciones 
las predicciones que pueden realizarse a partir de ambos modelos son claramente 
divergentes. En particular, 10s modelos distribucionales son capaces de predecir 
las condiciones bajo las cuales la categorización es regulada por un prototip0 
o bien sigue una dinamica basada en ejemplares. Del mismo modo, un modelo 
distribucional puede ser comparado perfectamente con la teoria de 10s ctlogoge- 
ries>> de Morton (1969, 1979, 1981) (con la interesante particularidad de que el 
modelo distribucional puede evitar la proliferación de cclogogenes>> para distin- 
tas variaciones de las condiciones de presentación), o con 10s llamados ctmodelos 
enumeratives>> (Jacoby, 1983), sobre 10s cuales poseen ventaja en cuanto, por ejem- 
plo, a la interpretación de la influencia del conocimiento anterior del sujeto so- 
bre el almacenamiento de nueva información. 
En todos estos casos, las ideas fundamentales de la orientación conexio- 
nista en cuanto a la representación y transformación de información parecen ser 
10 bastante poderosas y significativas como para derivar predicciones empiricas 
que, para muchas situaciones experimentales, divergen de las que pueden obte- 
nerse a partir de otros modelos. A nuestro entender, ésta es una importante ra- 
zón para defender el caracter psicológicamente significativo de 10s modelos de 
tipo distribucional en particular, y de 10s modelos conexionistas en general. Existen 
muchos otros ejemplos en la misma linea en 10s ambitos de la percepción, la me- 
moria, el lenguaje, la adquisición de conceptos, etc. (véase, por ejemplo, el libro 
fundamental -y casi fundacional, por su caracter sistematizador- de Rumel- 
hart y McClelland, 1986), o la salida especial de Cognitive Science, núm. 9, 1985, 
etc.); por explicitar algunos casos recientes y muy distintos entre si, podrian ci- 
tarse las aplicaciones de 10s modelos conexionistas a tematicas tan dispares como 
el reconocimiento y pronunciación de palabras o, desde una perspectiva mas glo- 
bal, el avance hacia la construcción de una tclingiiistica sub-simbólica)) (Seiden- 
berg y McClelland, 1989; van Orden, Pennington y Stone, 1990), fenómenos ex- 
perimentales clásicos como el efecto Stroop (Cohen, Dunbar y McClelland, 1990) 
o la aproximación a ciertas patologias como la dislexia (Hinton y Shallice, 1991). 
El tip0 de argumentos que acabamos de citar no suele ser aceptado como 
suficiente por 10s teóricos ccclasicos>~. Algunos autores (por ejemplo, Fodor y 
Pylyshyn, 1988; Fodor y McLaughlin, 1990) sostienen que ciertas caracteristicas 
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del funcionamiento del sistema cognitivo y las propias capacidades de dicho sis- 
tema abogan de forma necesaria en favor de un sistema representacional de es- 
tructura composicional sobre el cua1 se definiria un conjunt0 de procesos menta- 
les sensibles a tal estructura. De acuerdo con este punto de vista, si el conexionismo 
desea ser algo mas que un simple asociacionismo (con todas las limitaciones que 
eso implica) debe aproximarse adecuadamente a esa estructura cccompuesta>> o 
compleja de las representaciones, y en ese caso deberia recurrir necesariamente 
a arquitecturas funcionales c<clasicas>>, de modo que su estatus seria Únicamente 
el de implementaciones particulares (posiblemente verosimiles desde un punto de 
vista fisiológico) de ese tip0 de arquitectura. 
En realidad, 10 que esta en juego en estos argumentos es el problema de 
como explicar la sistematicidad del funcionamiento del sistema cognitivo (en el 
sentido trivial, por ejemplo, de que un organismo puede, en una situacion de ad- 
quisición de conceptos, aprender a preferir un triangulo verde sobre un cuadrado 
amarillo, pero puede también aprender a preferir un circulo rojo por encima de 
un rectangulo azul, o puede construir con la misma facilidad la representación 
ccJuan llama a Pedra>> que la representación ccPedro llama a Juan>>). Esto sugiere 
poderosamente la necesidad de definir elementos representacionales no depen- 
dientes de contexto, como 10s que subyacen a la sintaxis combinatoria propia de 
10s modelos computacionales ctclAsicos>>. Ante esta situacion, 10s teóricos cone- 
xionistas pueden probablemente recurrir a dos tipos de solución: o bien buscar 
una explicación no composicional de la sistematicidad a partir de representacio- 
nes dependientes de contexto, o bien aceptar el caracter composicional de las re- 
presentaciones e intentar dar cuenta de 10s mecanismos de construcción de repre- 
sentaciones compuestas en el marco del funcionamiento de un sistema dinamico 
como el que ellos describen (pero no, por supuesto, a través de la implementa- 
ción de una formalización simbólico-discreta de 10s principios computacionales 
en una red conexionista). 
Smolensky (1989) realiza una propuesta en este ultimo sentido, de acuerdo 
con la cua1 un sistema representacional de tip0 distribucional podria explicar el 
caracter composicional de las representaciones a través del producto tensor de 
10s vectores que representarian sus elementos constituyentes. Una critica posible 
a este sistema y a otros del mismo tipo (memorias asociativas auto-recursivas, 
redes semanticas en paralelo, etc.) radica en la ineficacia causal de 10s compo- 
nentes de las representaciones complejas, puesto que la activación de la configu- 
ración general no implica habitualmente la activación de dichos componentes. 
Este tipo de crítica ha producido cierta confusión entre algunos teóricos cone- 
xionistas. Por ejemplo, el propio Smolensky (1988b) señala la importancia de cons- 
truir procesos sensibles a la estructura de las representaciones (10 cua1 implica 
un papel causal directo de dicha estructura sobre la conducta del sistema) y, al 
propio tiempo, afirma que las relaciones entre constituyentes no forman parte 
del mecanismo de procesamiento de la información en un modelo conexionista. 
Obviamente esta cuestión exige un mayor grado de reflexión. 
Probablemente una respuesta adecuada al problema del papel causal de la 
estructura de las representaciones deba plantearse en la linea de profundizar en 
el significado del concepto de ctrepresentación compuesta>> y en 10s mecanismos 
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que permiten la construcción de tales representaciones. En esta linea parece per- 
tinente la distinción, propuesta por van Gelder (1990), entre cccomposicionalidad 
concatenativa)) y cccomposicionalidad funcional)), que parecen caracterizar, res- 
pectivamente, a las orientaciones clasica y conexionista. La composicionalidad 
concatenativa posee un caracter eminentemente sintactico, tal y como se plantea 
en la orientación computacionalista clasica. En consecuencia, el significado de 
una representación compuesta se estableceria a partir del significado asignado 
a sus constituyentes, via reglas sintacticas de concatenación. En cambio, una re- 
presentación compuesta no concatenativa (como, por ejemplo, la propuesta en 
el planteamiento de Smolensky, 1989) no esta estructurada sintacticamente, puesto 
que no contiene señales de sus constituyentes primarios (aunque éstos en ocasio- 
nes pueden ser recuperables por descomposición). Esta distinción es importante 
a muchos niveles y es consecuencia practicamente ineludible de las propiedades 
basicas de 10s modelos conexionistas. La esencia de la concatenación consiste, 
como se ha dicho, en la preservación de 10s constituyentes de la representación 
compleja, de modo que a cada uno de ellos le debe ser asignada una parte de 
10s recursos de procesamiento del sistema. Por este motivo, para representar una 
estructura arbitrariamente compleja es necesario expandir 10s recursos también 
de forma arbitraria, algo que obviamente no puede hacerse en una red conexio- 
nista con un número finito de elementos ni tampoco, es importante remarcarlo, 
en 10s sistemas de procesamiento reales. De este modo, la critica a la falta de me- 
moria expandible en 10s sistemas conexionistas parece tener poc0 sentido, puesto 
que se ciñe a constatar el caracter limitado de tales sistemas. En cualquier caso, 
la alternativa conexionista a la expansión ilimitada de 10s recursos de procesa- 
miento y almacenamiento radica en el caracter distribucional de las representa- 
ciones, que permite superponer diversas estructuras representacionales sobre las 
mismas unidades, al precio de destruir en el proceso 10s constituyentes elementa- 
les de tales representaciones. 
Si se acepta el hecho de que pueden existir representaciones compuestas 
de caracter no sintactico, jsignifica esto que la estructura de esas representacio- 
nes no puede jugar un papel causal en la conducta del sistema manteniendo al 
propio tiempo coherencia semantica? La respuesta a esta pregunta es totalmente 
afirmativa para 10s teóricos clasicos, que niegan la existencia de estructura inter- 
na en las representaciones propias de 10s modelos conexionistas, identificándo- 
las pertinazmente con las representaciones inestructuradas propias del mas inge- 
nuo de 10s asociacionismos (Fodor y Pylyshyn, 1988; Fodor y MacLaughlin, 1990). 
Sin embargo, Smolensky (1989) muestra que el hecho de rechazar el planteamiento 
ultra-local del asociacionismo clasico en favor de representaciones distribuidas 
permite aumentar de forma crucial la capacidad del sistema para la construcción 
de representaciones complejas, aunque no parece responder directamente a las 
objeciones planteadas por 10s teóricos clasicos en cuanto al papel de la estructu- 
ra de las representaciones. 
El problema que se plantea al conexionismo radica en la necesidad de defi- 
nir en qué consiste y qué consecuencias posee el caracter ctcompuesto)) de una 
representación generada, por ejemplo, a partir del producto de dos vectores refe- 
ridos a representaciones mas simples. La clave del funcionamiento del sistema 
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cognitivo radica en la posibilidad de reconocer representaciones con estructura 
similar o idéntica, cuya función en 10s procesos cognitivos seria también seme- 
jante, independientemente de la seiial física concreta que sirviera inicialmente como 
soporte de la información. Abundando en la perspectiva conexionista, suponga- 
mos que 10s simbolos (incluyendo especificarnente aquéllos que puedan conside- 
rarse como primitivos), a diferencia de 10 que preconizan 10s teoricos computa- 
cionales ttclasicos)), posean algun tip0 de ctdinamica interna)) y puedan definirse 
como un patrón de activación concreto de cierta red de unidades elementales. 
La cuestión se plantea entonces en 10s siguientes términos: jqué es 10 que tienen 
en común 10s patrones de activación correspondientes, por ejemplo, a la imagen 
de un objeto y a la palabra que 10 designa? (o a imagenes distintas del mismo 
objeto, o a palabras sinónimas, o a representaciones de nivel superior referidas 
a frases o a conceptos abstractos, etc.). 0, al menos, ja qué nivel y con qué ins- 
trumentos conceptuales podemos abordar este problema desde una perspectiva 
distinta a la de 10s modelos clasicos? 
Nuestra respuesta es la siguiente: Consideramos que las dinamicas subya- 
centes a ambas representaciones poseen una semejanza cualitativa que puede ser 
aprehendida mediante un análisis topológico, y que dicha semejanza se traduce 
a nivel funcional en la existencia de dinamicas comunes que interactuarian de 
forma idéntica con otros patrones de activación, al modo de resonancias caracte- 
risticas. Aunque este tipo de propuesta puede parecer relativamente abstracta (y 
en gran parte 10 es, puesto que exige desarrollo ulterior) es necesario remarcar 
dos ideas iniciales: en primer lugar, la propuesta de un analisis de tip0 topológi- 
co posee ventajas muy importantes, de entre las que citaremos únicamente, de 
momento, su capacidad para representar la complejidad de la información im- 
plicada en una representación (a través de la figura geométrica asociada a ella) 
y la posibilidad de establecer 10s estados estables del sistema y la potencial exis- 
tencia de estados 10 suficientemente inestables como para producir modificacio- 
nes profundas en su funcionamiento (en otras palabras, la posibilidad de estu- 
diar su dinámica cualitativa); por otra parte, y precisamente por 10 que acaba 
de indicarse, esta propuesta va mas alla de las consideraciones que se realizan 
tipicarnente en el marco de la orientación conexionista y permite aproximarse a 
fenómenos cualitativamente importantes hasta ahora poc0 o mal explicados. 
Desde nuestra perspectiva, la tarea que debe plantearse un estudio psicoló- 
gico a nivel sub-simbólico es el analisis tanto de la cinematica como de la dina- 
mica de este tipo de procesos, es decir, debe ocuparse tanto de la parametriza- 
ción de 10s estados del proceso considerado como del estudio de su evolución 
temporal. Es importante resaltar, ademas, que las redes interactivas sobre las cuales 
se definirian estos procesos poseerian un caracter abstracto, de modo que un es- 
tado cualquiera de dicha red podria ser puesto en correspondencia con un estado 
fisiológico (mediante el correspondiente <(mapa de correspondencias))) o bien re- 
cibir una interpretación psicológica (por ejemplo, prueba de una hipotesis por 
parte de un sujeto que esta intentando aprender un concepto). De este modo, el 
analisis del funcionamiento de este tip0 de redes se revela como esencialmente 
((neutral)) respecto al nivel explicativo adoptado (como 10 es, en última instancia, 
cualquier instrumento matematico), y la función del investigador consiste en de- 
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finir en qué consisten y como pueden representarse mediante este tipo de instru- 
mentos 10s estados (estables o no) del sistema bajo estudio, sean éstos de caracter 
psicologico o fisiologico. Lo que se nos ofrece, por tanto, es un instrumento de 
modelizacion cuyas potencialidades deben todavia evaluarse, y que resulta ade- 
cuado para el analisis de sistemas a 10s cuales se atribuyen determinadas propie- 
dades dinamicas. 
Una metafora bastante ilustrativa del funcionamiento de las redes cone- 
xionistas se encuentra en el fenomeno de resonancia. De la misma forma en que 
dos osciladores pueden entrar, bajo ciertas circunstancias, en una dinamica co- 
mun, dos conjuntos de unidades pueden entrar en resonancia siempre que pre- 
senten ciertas caracteristicas particulares. Desarrollaremos algunas de estas cues- 
tiones en el siguiente apartado de este articulo. 
Resumiendo la linea de discusion que hemos seguido hasta aquí, creemos 
que el tipo de argumentos utilizado por 10s teoricos computacionales ctclasicos)~ 
en su polémica con la orientacion conexionista (la dificultad e incluso imposibi- 
lidad de aproximarse a las capacidades reales del sistema cognitivo desde mode- 
10s de este tipo) no resulta convincente al menos por do; razones: por un lado, 
por el hecho de que 10s propios modelos computacionales clasicos se muestran 
incapaces de aproximarse a dichas capacidades en condiciones razonables; por 
otro, como hemos señalado unas lineas mas arriba, no esta claro que las dificul- 
tades de 10s modelos conexionistas para dar cuenta de tales caracteristicas y ca- 
pacidades sean insalvables o se deban a limitaciones intrinsecas de dichos mode- 
10s. Al margen de las consideraciones ya expuestas tomese, por ejemplo, el caso 
del caracter productivo de muchos procesos cognitivos y, en particular, del len- 
guaje y del razonamiento. Al parecer, para 10s teoricos computacionales ccclasi- 
cos>> el caracter productivo de ciertos procesos cognitivos radica en la posibili- 
dad de generar nuevas representaciones a partir de la aplicacion de determinados 
operadores. Un ejemplo muy claro de este tipo de funcionamiento se encuentra 
en 10s sistemas de produccion (por ejemplo, Anderson, 1983). El problema, ob- 
viamente, radica en como y cuando se establecen las posibilidades algoritmicas 
del sistema cognitivo para una determinada tarea o conjunto de tareas. Se trata 
exactamente de la misma discusion planteada en torno al caracter generativo del 
conocimiento subyacente a la competencia lingüística y, a nuestro entender, no 
puede llevar sino a la misma conclusion final: la referencia última a un cuerpo 
de conocimiento declarativo y procedimental prefijado y de caracter innato. Di- 
cho de otro modo, cuando la informacion utilizada por un sistema determinado 
esta construida de modo que se ignora toda dinamica subyacente a 10s simbolos 
utilizados el cclenguaje de la mente>> resultante no puede incrementar su poder 
expresivo; por el contrario, se ve obligado a poseer un conjunto pre-existente de 
predicados que determinan de forma definitiva el poder representacional de di- 
cho sistema. La gran tarea de 10s modelos conexionistas consiste precisamente 
en estudiar la forma en que 10s propios simbolos, sus relaciones y transformacio- 
nes pueden ser entendidos como fenomenos emergentes de una dinamica no sim- 
bólica. 
En cualquier caso, y sin entrar en la discusion de la hipotesis innatista pro- 
pia de 10s modelos computacionales ccclasicos>>, si puede decirse, a nuestro en- 
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tender, que el hecho de postular un cuerpo de conocimiento innato cuyos limites 
puedan fijarse arbitrariamente, junto con la tradicional practica de acomodar 
expost facto la estructura de 10s modelos computacionales a partir de la obser- 
vación del comportamiento real del sujeto, configuran una forma de trabajo bas- 
tante alejada de 10 que tradicionalmente hemos llamado ciencia. 0, expresando- 
10 de otro modo, la retroacción infinita a la que conducen 10s problemas 
interpretativos de un lenguaje de la mente tal y como 10 plantean 10s teóricos <<cia- 
sicos)) (y que tan poderosamente recuerda a la <<mística)) wittgensteiniana) no parece 
suministrar un marco excesivamente adecuado para la actividad teórica y empiri- 
ca de 10s psicologos cognitivos. 
Dinámicas coherentes y emergeneia de fenómenos en redes de tip0 conexionista 
La adopción de un enfoque microestructural, tal y como presuponen 10s 
modelos conexionistas, no esta en contradicción con la existencia de fenómenos 
que se producen a un nivel mucho mas holistico. Por el contrario, en este aparta- 
do intentaremos demostrar que la existencia de tales fenomenos es el resultado 
natural del funcionamiento de redes interactivas. De hecho, esta idea ha estado 
de alguna forma presente a 10 largo del desarrollo de la psicologia, ya sea en for- 
ma de leyes guestalticas, principios emergentistas mas o menos difusos, etc. 
Es preciso señalar que la simulacion en ordenador de redes paralelas inter- 
activa~ ha mostrado la existencia de efectos colectivos como reverberacion difu- 
sa, fenómenos oscilatorios, transiciones de fases y, en general, un conjunto de 
fenómenos semejantes a 10s tratados en la emergente (y altamente interdiscipli- 
nar) teoria de las dinamicas caóticas. Este tip0 de hallazgos sugiere la posibili- 
dad de entroncar el estudio del tip0 de modelos que proponen 10s teóricos cone- 
xionistas en el marco mas general del analisis del comportamiento coherente de 
sistemas compuestos por múltiples unidades, tal como ocurre, por ejemplo, en 
biologia, en química o en física. 
El problema fundamental para el funcionamiento correcto de redes inter- 
activa~ radica en evitar su ctmuerte entropica)), es decir, su aproximación a un 
estado <<final)) de equilibrio. Ahora bien, el alejamiento de la situación de equili- 
b r i ~  es al propio tiempo condición necesaria y consecuencia del funcionamiento 
coordinado de un conjunto de unidades que en situaciones próximas al equili- 
b r i ~  no mantendrian ninguna relación entre si. Aun en situaciones proximas al 
equilibrio, cualquier sistema presenta ciertas fluctuaciones (por ejemplo, en el 
caso de un sistema quimico, las fluctuaciones locales en las concentraciones, de- 
bidas al movimiento molecular; en un ecosistema, las fluctuaciones producidas 
por 10s cambios en 10s recursos energéticos disponibles, etc.); superada una dis- 
tancia crítica respecto al estado de equilibrio, estas fluctuaciones pueden ampliarse 
y conducir al sistema a nuevos estados estables. Estos regimenes estables pueden 
mantenerse Únicamente a través de un continuo intercambio de materia, energia 
y, añadimos nosotros, información, con el medio. La posibilidad de un analisis 
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a nivel de transmisión y transformación de información nos permite rechazar, 
al menos en principio, cualquier veleidad reduccionista. No se trata de encontrar 
un fundamento fisico, quimico, biológico o fisiológico que de cuenta de cual- 
quier morfologia en la que se produzcan transiciones entre estados estables, sino 
de construir una teoria general de la estabilidad estructural aplicable a todo siste- 
ma que cumpla con un conjunto de requisitos minimos. Prigogine (1983) afirma 
que esta tarea es posible y sugiere cuales deben ser las caracteristicas de un siste- 
ma al cua1 sean aplicables 10s conceptos que estamos analizando: 
a) Debe tratarse de sistemas caracterizados por un comportamiento cohe- 
rente de cierto número de unidades. 
b) El problema de 10s limites juega un papel fundamental. Se trata siem- 
pre de sistemas no aislados, que intercambian materia, energia e información con 
el medio externo. 
c) La evolución temporal de estos sistemas muestra, incluso en intervalos 
muy cortos, puntos singulares que marcan la aparición de fenómenos macroscó- 
picos nuevos. 
El tipo de analisis que estamos proponiendo ha sido aplicado a ambitos 
tan distintos como el urbanismo, la construcción de modelos ((dinamicos)) en eco- 
nomia en oposición a 10s modelos lagrangianos, el comportamiento coherente 
de poblaciones de insectos, etc. A nuestro entender, 10s modelos conexionistas 
son claramente susceptibles de analisis en 10s términos que estamos consideran- 
do, aunque su relevancia psicológica dependera de forma crucial de que dicho 
analisis se plantee en un nivel adecuado (por ejemplo: la vieja idea de fuerza aso- 
ciativa puede reinterpretarse en forma de superposición de 10s espectros corres- 
pondientes a dos fenómenos resonantes). Sin embargo, iqué forma concreta debe 
tomar este analisis? Intentaremos responder a esta pregunta mediante la especifi- 
cación de algunas lineas de estudio que, aun incluyendo algunos elementos intui- 
tivos, pueden ilustrar las afirmaciones que venimos realizando. 
Consideremos, por ejemplo, el proceso de solución de problemas en suje- 
tos humanos, y supongamos que se define la solución de un problema como un 
proceso irreversible que implica una re-estructuración mas o menos profunda del 
campo de conocimiento de un sujeto. En el marco de 10s modelos de tipo cone- 
xionista esto podria traducirse, como veremos inmediatamente, en modificacio- 
nes en 10s estados de equilibrio del sistema de unidades elementales. Supondre- 
mos que el funcionamiento de este sistema presenta, a 10 largo del proceso de 
solución (y en cualquier otra situación dada) un conjunto de fluctuaciones de 
caracter esencialmente aleatorio. En condiciones normales, estas fluctuaciones 
no se amplificaran y tenderan, en consecuencia, a ((regresar)) a la situación esta- 
ble anterior. De acuerdo con 10s trabajos clasicos de la psicologia de la Gestalt 
(Kohler, 1947; Wertheimer, 1945), consideraremos que la presentación de una 
situación-problema producira un aumento en la cctensión)) del sistema, cambio 
que interpretaremos como un alejamiento de la situación de equilibrio, la cual, 
a su vez, sera definida como aquélla que presente un nivel global de ((energia)) 
minimo. La energia del sistema es definida, como veremos algo mas adelante, 
en función de la relación entre el estado del sistema cognitivo y su entorno; éste 
introduce, por definicion, una serie de restricciones a las cuales el sistema debe 
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acomodarse (por ejemplo, las caracteristicas de la solución o las ctreglas del jue- 
g o ~  en una situación-problema). Sostendremos también que cuando el nivel de 
cctensiónn supera un determinads umbral (o bien cuando ha transcurrido un pe- 
riodo critico de tiempo) las fluctuaciones aleatorias en el funcionamiento del sis- 
tema pueden progresar y ampliarse. En este ultimo caso, el resultado sera una 
bifurcación en el funcionamiento del sistema, que a su vez se traducira en cam- 
bios cualitativos como 10s que se producen, por ejemplo, en el salto, repentino 
de un dominio de solución a otro (en la terminologia de la ((teoria de las hipóte- 
sis)); Levine, 1975), o en la experiencia subjetiva descrita por 10s psicólogos de 
la Gestalt como cccomprensión súbita)). 
La problematica que estamos analizando presenta algunos puntos de con- 
tacto con la que se plantea en ciertos ambitos de la física. El alejamiento de la 
situación de equilibrio en sistemas donde interactua un gran número de unidades 
es producto de un conjunto de ligaduras externas cuyos valores obligan al siste- 
ma a alcanzar un estado lejano al de equilibrio. Otra característica basica de este 
tipo de sistemas, que ha sido incorporada explicitarnente por 10s teóricos cone- 
xionistas, es la existencia de ciertos mecanismos de interacción no lineal entre 
10s elementos del sistema. En estas condiciones puede producirse, al contrario 
que en las estructuras estables, un comportamiento cooperativo de un gran nu- 
mero de unidades que se traduzca en la consecución de un estado estable y de 
un conjunto de relaciones entre elementos bastante distintas de las que se produ- 
cian anteriormente. 
Algunas lineas mas atras hemos presentado un principio de caracter gene- 
ral que enunciaremos ahora de modo preciso: el sistema de unidades de tipo co- 
nexionista mantiene en todo momento un conjunto de valores de activación de 
unidades y de ((pesos)) de sus interacciones tal que la energia total del sistema 
sea la mínima posible, dadas las condiciones del entorno. De esta forma, la con- 
secuencia del aislamiento del sistema seria necesariamente su evolución hasta un 
estado de equilibrio que, como señalabamos anteriormente, es comparable con 
su ctmuerte termodinamica)). 
Consideremos, por ejemplo, un modelo conexionista que incluya unidades 
cuyo funcionamiento esta asociado a un umbral de activación. De acuerdo con 
Ackley, Hinton y Sejnowski (1985), la energia correspondiente a una configura- 
ción global de activación cualquiera vendria expresada en la siguiente ecuación: 
donde wo es la fuerza o ((peso)) de la conexión entre unidades i y j; s, es 1 si la 
unidad i esta en situación de activación, y O en caso contrario. u, es el umbral 
de activación para la unidad i. Supongamos ademas que el sistema esta ejecutan- 
do cualquier tarea (por ejemplo, interpretar una imagen, o solucionar un proble- 
ma). Sera posible, entonces, referirse a la diferencia de energia entre dos configu- 
raciones: la que resultara de aceptar una determinada hipótesis (sobre la 
interpretación de la imagen, o sobre el camino de solución de un problema), y 
la que resultaria de no aceptarla. En especial, Hopfield (1982) distingue entre al- 
gunas situaciones en las que la evolución mas adecuada del sistema es la que le 
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dirige hacia un minimo energético local y otros contextos (particularmente ante 
restricciones importantes procedentes del entorno), en 10s que sera mas adecua- 
da la transición hacia un minimo global. Debe señalarse inmediatamente que 10s 
dos tipos de transicion que acabamos de mencionar se derivan del analisis de 10s 
sistemas gradientes y corresponden a 10 que, en el marco de la teoria matematica 
de la estabilidad estructural, se denomina ctregla de Maxwell>> (transicion hacia 
el minimo global) y ctregla de retraso)) (delay rule, transicion hacia un minimo 
local). 
Metropolis, Rosenbluth, Rosenbluth, Teller y Teller (1953) propusieron, en 
el marco del estudio de las propiedades de sistemas termodinamicos, un algorit- 
mo que posee la propiedad de evitar 10s minimos locales de energia para dirigir 
la transicion hacia el minimo global. Este tip0 de planteamiento ha sido aplicado 
mucho mas recientemente al problema de la acomodación a las restricciones del 
medio (Kirkpatrick, Gelatt y Vecchi, 1983). Ackley, Hinton y Sejnowski (1985) 
retoman esta idea en una forma adecuada a 10s sistemas estructurados en parale- 
10 que ejecutan operaciones de procesamiento. En particular, a partir de la dife- 
rencia energética entre 10s estados ((activado>) o ((desactivado>> de la unidad k 
es posible calcular la probabilidad de que dicha unidad supere el umbra1 de acti- 
vación. Si una red de unidades sigue una ctregla de decision>> de este tip0 puede 
demostrarse que la probabilidad relativa de dos estados energéticos globales si- 
gue la distribución de Boltzmann, que permite calcular la probabilidad de transi- 
ción entre estados en función de su nivel energético. 
La formulación de Hopfield (1982) y de Ackley, Hinton y Sejnowski (1985) 
corresponde muy exactamente a 10 que en el campo de la teoria de la estabilidad 
estructural es denominado sistema gradiente. En este tipo de formulación mate- 
matica 10s regimenes locales estables son definidos por 10s atractores estructural- 
mente estables del campo de dinamicas locales. Si aceptamos algun tipo de prin- 
cipio económico, estos atractores corresponderan a 10s valores minimos de una 
función potencial V(m;x). En general, además de un minimo global, existira tam- 
bién un conjunt0 de minimos relativos de caracter local. La regla de transicion 
de Maxwell se enunciaria, entonces, en 10s siguientes términos: dado que diver- 
sos atractores Ci, todos ellos estables, estan en competición en un punto cual- 
quiera, el atractor Ci hacia el cua1 tendera la dinamica del sistema sera el de po- 
tencial minimo absoluto. En general, la convención de Maxwell sera de aplicación 
cuando se utilicen valores medios de determinadas magnitudes; en física, por ejem- 
plo, este tipo de regla fue utilizado por Maxwell (a quien obviamente debe su 
nombre) para describir el cambio ctcatastrófico>> en la densidad cuando un liqui- 
do hierve (ecuación de van der Waals). Como señalan Isnard y Zeeman (1976), 
en contextos mas cercanos a las ciencias sociales suele ser de mayor aplicación 
la ctconvención de retraso)). En cualquir caso, cada campo de aplicación concre- 
to exige la justificación de la regla de transicion adoptada. 
La formulación de Ackley, Hinton y Sejnowski (1985) toma explicitarnente 
el nombre de ((maquina de Boltzmann,,. No cabe duda de que se trata de una 
denominación muy adecuada y sugerente, aunque represente únicamente un tipo 
concreto de modelo conexionista. En particular, es necesario señalar que en una 
red con unidades de funcionamiento completamente continuo el mecanisrno de 
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minimización de la aportación energética de una unidad consistiria en aumentar 
o disminuir el estado de activación de forma proporcional al input recibido. Al 
margen de estas cuestiones (que, no obstante, estan lejos de ser irrelevantes), la 
formulación que estamos considerando hereda algunos de 10s problemas del en- 
foque boltzmanniano y, muy particularmente, su caracter ccexcesivamente regu- 
lar)) o continuo. El problema es el mismo que se plantea a la termodinamica cla- 
sica, ligado esencialmente al caricter necesariamente creciente de la magnitud 
entropia. A partir del enfoque estadístic0 de Boltzmann, la entropia contendra 
el ccgrado de desinformación)) del observador macroscópico y representara el nu- 
mero de configuraciones microscópicas compatibles con cierto estado de equili- 
brio. La entropia de Boltzmann asocia al sistema una idea de orden, de manera 
que el segundo principio de la termodinamica clasica se convierte en una ley de 
desorganización progresiva. Abundando en algunas ideas ya mencionadas, afir- 
mamos explicitarnente que la formulación de un sistema distribucional interacti- 
vo para 10s procesos cognitivos en términos meramente boltzmannianos no pue- 
de dar cuenta de todo un conjunt0 de carnbios cualitativos que, a nuestro entender, 
forman parte inextricablemente de 10s procesos psicológicos. De ahi, por una parte, 
la formulación del concepto de estructura disipativa y, por otra, la necesidad, 
que nosotros afirmamos, de recurrir a una visión semejante a la de la teoria de 
la estabilidad estructural para la modelización de la dinamica cualitativa del sis- 
tema cognitivo. 
Retomaremos en este punto la cuestión de posibles fenómenos resonantes 
en el sistema cognitivo. Es bien sabido que la metafora de la resonancia ha juga- 
do un papel de cierta importancia en el ambito de la psicologia, aunque casi siempre 
de forma un tanto inconcreta y con un escaso nivel de desarrollo. Por ejemplo 
Gibson (1966) utiliza el término ctresonancia)) para referirse a 10s supuestos me- 
canismos internos que constituyen la percepción. Este tip0 de argumentos ha sido 
recogido, por ejemplo, por Shepard (1984) quien, en su analisis de las representa- 
ciones internas, muestra que la metafora de la resonancia permite incluir en 10s 
modelos de la representación ciertas propiedades que pueden ser caracterizadas 
como ccrestricciones ecológicas)) introducidas a 10 largo de la filogénesis. Aun- 
que Gibson se refiere basicamente a 10 que 61 denomina ccresonancia de informa- 
ción)), pueden encontrarse también analisis en un nivel mas ccenergético)) como, 
por ejemplo, las importantes referencias, en el ambito de la fisiologia, a fenóme- 
nos de ctresonancia neural)). Pueden citarse, a este respecto, las ideas de patrones 
de interferencia (Lashlely, 1942), circuitos reverberantes (Ashby, 1954; Rashevsky, 
1948) o de asarnbleas celulares y secuencias de fase reverberantes (Hebb, 1949). 
Mas recientemente, el concepto de resonancia neural ha sido utilizado tanto en 
analisis especificos relacionados, por ejemplo, con el funcionamiento de 10s re- 
ceptores sensoriales, como en construcciones teóricas de gran envergadura como 
el sistema propuesto por Grossberg (1980). 
En términos mas generales, es posible demostrar, desde un analisis pura- 
mente matematico, la idea fundamental de que la resonancia es una propiedad 
que emerge de forma natural del funcionamiento de cierto tip0 de redes. Greene 
(1962a, 1962b) muestra que si la información es representada en forma de seña- 
les graduadas, entonces incluso una red compuesta solamente por elementos li- 
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neales poseera resonancias caracteristicas. Este tipo de sistema presentara dos pro- 
piedades fundamentales: a) las ccresonancias~~ que representen información sig- 
nificativa tenderán a ser estables frente a perturbaciones aleatorias; b) configu- 
raciones informativas extremadamente complejas pueden ser representadas a través 
de un pequeño número de intensidades (es decir, de niveles de activación de uni- 
dades elementales o conjuntos de tales unidades). Resulta evidente que estas pro- 
piedades son altamente deseables en el funcionamiento del sistema cognitivo, y 
también 10 es su relevancia para una visión ctdinamica)) del funcionamiento de 
dicho sistema, en la linea propuesta por la orientación conexionista. 
Es interesante analizar con mayor detenimiento algunas de las potenciali- 
dades de la metafora de resonancia. Se ha indicado anteriormente que el analisis 
de 10s fenomenos resonantes es posible desde una perspectiva topológica. Como 
señala Thom (1972), generalmente la noción de resonancia no es analizada mate- 
maticamente de forma explicita mas que en el caso muy particular de un oscila- 
dor lineal sometido a un impulso de frecuencia igual a su frecuencia propia. Sin 
embargo, incluso en este caso concreto un analisis sencillo de 10s estados de equi- 
l i b r i ~  del sistema y de su dinamica general (descrita por una ecuación relativa- 
mente simple) revela la existencia de regiones en las cuales la función que descri- 
be el sistema puede tomar hasta tres valores (indicando, de este modo, la presencia 
de bifurcaciones). Resulta evidente, entonces, que incluso 10s sistemas resonantes 
mas sencillos muestran un comportamiento en el cua1 existe la posibilidad de cam- 
bios cualitativos que, a nuestro entender, deben ser analizados y formar parte 
de cualquier modelo de caracter minimamente general. 
Complicando algo mas la cuestión, supongamos la existencia de dos dia- 
pasones D y D', e imaginemos que D esta vibrando. Si aproximamos D a D', en- 
tonces D' comenzara a vibrar en resonancia con D, de forma que una parte de 
la energia cinética de D se transferira a D'. El producto de 10s osciladores lineales 
puede ser analizado en términos topológicos (Thom, 1972, 1980) tomando como 
ejemplo de sistema dinamico el de dos circulos sobre cada uno de 10s cuales se 
da cierto campo de vectores constante. Puede demostrarse que el sistema resul- 
tante no es puramente el producto topológico de 10s sistemas originales y que, 
en mayor o menor medida, existira una degeneración hacia un régimen dinamico 
común para todo el sistema, el régimen de resonancia. En ciertos casos (matema- 
ticamente, cuando la pendiente de las rectas que definen las trayectorias del cam- 
po resultante del producto de 10s dos sistemas originales es un número irracio- 
nal), el sistema global presentara resonancia difusa, bastante inestable y fluctuante. 
En otros casos (cuando la pendiente de las rectas es representada por un número 
racional), cada elemento perdera totalmente su independencia inicial y ambos en- 
traran en una dinamica única, el sistema resonante. Expresando en otros térmi- 
nos la idea basica del analisis de sistemas resonantes, dos sistemas dinamicos so10 
pueden intercambiar energia por resonancia si presentan modos vibratorios que 
posean ciertas caracteristicas comunes que admiten un analisis basado en con- 
ceptos topológicos. Esta idea se deriva, en parte, de la mecanica hamiltoniana, 
que reconduce el estudio de 10s movimientos de ciertos sistemas de puntos al es- 
tudio geométrico del correspondiente espacio de fases. En particular, puede afir- 
marse que el sistema oscilante posee una interpretación morfológica en términos 
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de las singularidades de una hamiltoniana (Thom, 1972). Para una energia glo- 
bal E, puede admitirse que las caracteristicas vibratorias de un sistema S estan 
enteramente definidas por una figura T(e) (función de E) en un cierto espacio 
euclidiano: esta figura puede ser llamada espectro del sistema. Cuando dos siste- 
mas, S y S', entran en interacción, existe una identificación entre 10s dos espacios 
asociados a ellos; en la medida en que 10s dos espectros puedan ser superpuestos 
existira la posibilidad de interacción resonante entre ellos. La resonancia sera aguda 
si, para un conjunt0 de pares de valores E-E', 10s dos espectros pueden estar exac- 
tamente superpuestos. 
Pensamos que este tip0 de analisis posee implicaciones importantes para 
la tematica que estamos tratando. En efecto, si puede demostrarse que 10s siste- 
mas dinámicos del tipo propuesto en 10s modelos distribucionales incorporan como 
característica global la presencia de dinamicas resonantes, y si este tip0 de dina- 
micas es analizable en 10s términos que acabamos de exponer (sin duda de modo 
muy simplificado y esquematico), entonces es inmediatamente evidente la facti- 
bilidad de una descripción en términos topológicos de las similitudes cualitativas 
entre patrones de activación y, ademas, se refuerza claramente una concepción 
global basada en la suposición de que el sistema cognitivo humano funciona en 
gran medida a partir de procesos de tipo continuo que incorporan algunas de 
las propiedades que estamos considerando. En términos mas particulares, el de- 
sarrollo sistematico de la metafora de la resonancia reforzaria la posibilidad de 
plantear un enfoque dinamico de 10s procesos cognitivos. 
El enfoque de 10s procesos cognitivos en términos de estabilidad estructu- 
ral permite conciliar dos hechos superficialmente dispares: por un lado, la dina- 
mica propia de un sistema basado en conexiones continuas, en el cua1 la infor- 
mación es representada en forma de niveles de activación de unidades elementales; 
por otra parte, la presencia de discontinuidades significativas en la conducta del 
sujeto. Estas discontinuidades pueden abarcar desde fenómenos tipo umbral, ba- 
sicos en psicofísica e incluidos como elementos hipotéticos en muchos modelos 
distribucionales interactivos, hasta cambios cualitativos de tipo mucho mas glo- 
bal como la aparición de discontinuidades en el aprendizaje (Kolers y Duhnicky, 
1985), de estadios de desarrollo cualitativamente distintos en sistemas evolutivos 
(Molenaar, 1986; Molenaar y Openheimer, 1985), de transformaciones repenti- 
nas en la solución de problemas, como proponia clasicamente la psicologia de 
la Gestalt, de fenómenos todo-nada en el ambito del aprendizaje, etc. Una teoria 
basada en el concepto de estabilidad estructural reintroduce la posibilidad de in- 
cluir este tipo de fenómenos en el marco general de la psicologia cientifica, de 
la cua1 han estado en algunos casos parcialmente excluidos por su caracter vago 
y poc0 definido. Parece claro, a partir de las ideas que hemos expuesto, que esta 
exclusión debe ser atribuida esencialmente a la falta de incorporación a la psico- 
logia, hasta este momento, de instrumentos de modelización que permitieran di- 
señar una aproximación científica a este tip0 de fenómenos. El desarrollo de mo- 
delos matematicos basados en la noción de estabilidad estructural puede contribuir 
a llenar de forma decisiva este vacio. 
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