Abstract. We investigate the dynamics of an oscillator subject to dry friction via the following differential inclusion
Introduction
Consider a one-dimensional oscillator moving under the action of a recalling force. When the oscillator is subject to a constant Coulomb friction, it is well-known that the dynamics stops definitively after a finite time. This type of result can be found in many monographs relative to differential equations (cf. for example [12] ). Many authors have investigated the stabilization of a coupled system of oscillators subject to Coulomb friction. Among them, Díaz and Millot [10] have studied a model in which each particle is connected to its neighbors by harmonic springs and the friction force is assumed to be of Coulomb type. The same dynamical system can also be derived from the spatial discretization of a vibrating string equation subject to solid friction. This is precisely the approach of Bamberger and Cabannes [5] who have proved that the equilibrium is reached after a finite time in the case of a pure solid friction. The situation is more delicate in presence of viscous friction. In this case, Díaz and Millot [10] point out a dichotomy phenomenon based on the relative importance of the viscous friction. When the viscous component is above some given threshold, the oscillators may not stabilize in a finite time.
Since the works of Moreau [14, 15, 13] , it is well-known that convex analysis provides a satisfactory mathematical framework to the problems of contact in unilateral mechanics. In many situations involving dry contact, the friction force is modelized by a subdifferential operator (see for instance [2, 17] ). These considerations lead us to study the motion The first major point of the paper consists in distinguishing two structurally different asymptotic behaviors of the solutions of (S). In the first one, that we denote by (LD) ("Limit Direction"), the velocityẋ(t) admits a limit direction when t → +∞. This occurs for example when the set ∂Φ(0) is a euclidean ball, in which case the friction is of radial type. We show that property (LD) is intimately connected to the smoothness and the strict convexity of the set ∂Φ(0). The second behavior (ND) ("Normal Direction") is observed when the vectorẋ(t) is normal to the set ∂Φ(0) at −∇f (x ∞ ) for t large enough. When the set ∂Φ(0) is a rectangle parallelepiped of R n or a regular polygon of R 2 , we prove that behavior (ND) holds. We recover the framework of [5, 10] when the set ∂Φ(0) equals some box [−a, a] n , for some a > 0. We conjecture that behavior (ND) occurs for every convex polyhedron of R n . The other major point of the article lies in the estimates of the convergence rate under (LD) or (ND). Due to the structural differences of (LD) and (ND), these estimates rely on distinct arguments in each case. We prove in both situations that, either the solution converges in a finite time or the speed of convergence is exponential. Our results are slightly more precise under (LD). We establish in this case that, if the excess of the set ∂Φ(x) over the set ∂Φ(0) tends to 0 sufficiently fast when x → 0, then every solution of (S) stabilizes in a finite time. When Φ = a | . | + b | . | 2 /2, a > 0, b ≥ 0, we obtain the existence of a critical coefficient b c > 0 below which every solution stops definitively after a finite time. Such results in finite dimension open interesting perspectives concerning similar results for mechanical and physical systems with infinite degrees of freedom. Among them, let us quote the problem of the vibrating string subject to solid friction or even the damped wave equation with a dry friction term. In the case of the vibrating string, Cabannes [7, 8] has obtained some partial results on finite time stabilization corresponding to particular initial data. However the general case of arbitrary initial data is still open.
The paper is organized as follows. In section 2 we derive the differential inclusion (S) from its mechanical origin and we recall the result of finite time stabilization obtained in [1] . Section 3 is devoted to the study of a few special cases in which we point out the asymptotic behaviors (LD) and (ND). Section 4 consists in a more systematic analysis of the respective behaviors (LD) and (ND), based on the geometric properties of the set ∂Φ(0). In sections 5 and 6, we prove exponential decay results, respectively in cases (LD) and (ND). We also derive sufficient conditions ensuring finite time convergence.
Preliminaries and general results
Let us first precise the notations that we use throughout the paper. The linear space R n is endowed with its canonical euclidean structure . and the corresponding norm | . |. Let B (resp. S) be the unit ball of R n (resp. the unit sphere) centered at 0. Given a subset A ⊂ R n , we denote by d(., A) the distance function to the set A: d(x, A) = inf y∈A |x − y| for every x ∈ R n . Given another subset B ⊂ R n , we define the excess e(A, B) of A over B by: e(A, B) = sup x∈A d(x, B). The set O(R n ) stands for the group of orthogonal linear
Throughout the paper, we also use the standard notations of convex analysis. Given a convex function Φ : R n → R, the set ∂Φ(x) and the function Φ (x; .) are respectively the subdifferential set at x ∈ R n and the directional derivative at x. The subdifferential of the absolute value function | . | : R → R is the set-valued sign function, denoted by sgn : sgn (x) = 1 if x > 0, sgn (x) = −1 if x < 0 and sgn (0) = [−1, 1]. For a convex subset C ⊂ R n , we denote by N C the normal cone operator and by σ C the support function of C. We refer the reader to [18] for the definitions and basic properties relative to these notions.
Mechanical origin.
The study of the vibrations of a string moving in a plane and subject to dry friction amounts to the determination of a function u : R × R + → R satisfying the following differential inclusion (2.1)
where a > 0, sgn : R ⇒ R is the set-valued sign function and g : R → R is a Lipschitz continuous function such that r g(r) ≥ 0 for every r ∈ R. The right member of (2.1) represents the friction term, which is the combination of a Coulomb friction and of another type of friction such as the one due the viscosity of a surrounding fluid. The reader is referred to [6, 11, 16] for general features about the Coulomb model. By using a finite differencing scheme, the spatial discretization of (2.1) leads to
with i = 1, 2, . . . , n and h = 1/(n + 1). The previous inclusion can be rewritten as a vectorial problem by setting U (t) := (u 1 (t), . . . , u n (t)) T . For that purpose, let us define the function Sgn : R n ⇒ R n by Sgn (u 1 , . . . , u n ) := (sgn (u 1 ), . . . , sgn (u n )) T and the function G : R n → R n by G(u 1 , . . . , u n ) := (g(u 1 ), . . . , g(u n )) T . We also define the
With these notations, inclusion (2.2) is equivalent to
The set-valued function Sgn is the subdifferential of the norm function x → n i=1 |x i |. If the function g defined above is nondecreasing, it is the first derivative of a convex function. Under these conditions, the term a Sgn + G is the subdifferential of some convex function Φ : R n → R. Due to the symmetry of the matrix A, the linear term A U equals the gradient of the function f : R n → R defined by f := 1 2 A U, U . These considerations lead us to rewrite inclusion (2.4) as
The modelling of friction by a subdifferential operator is classical in unilateral mechanics, see for instance [2, 17] . The fact that the friction has a dry component is expressed by the condition 0 ∈ int (∂Φ(0)), as explained in [1] . For more details on the dynamics of a vibrating string subject to dry friction, the reader is referred to references [5, 7, 8] .
2.2.
Finite time stabilization and counterexamples. Consider the functions Φ : R n → R and f : R n → R satisfying respectively the following assumptions:
(H f − i) f is of class C 1 and ∇f is Lipschitz continuous on the bounded subsets of R n . (H f − ii) f is bounded from below.
To be more concise, we denote by (H) the set of hypotheses consisting of (H Φ − i, ii) and (H f − i, ii). The mechanical considerations of the previous paragraph lead us to study the following second-order (in time) differential inclusion:
For the sake of completeness, we recall the main result of [1] .
We refer the reader to [1] for a detailed proof of Theorem 2.1. Let Γ be the subset of R + on which the mapẋ is derivable and the inclusion (S) is satisfied. Since the functionẋ is absolutely continuous and taking into account item (i)-(b) of the previous theorem, it is clear that the set R + \ Γ is negligible. When condition −∇f (x ∞ ) ∈ int (∂Φ(0)) does not hold, the trajectory x may not converge in a finite time, as shown by the following examples. Let us choose as initial conditions x(0) = 2 andẋ(0) = −1. We let the reader check that the unique solution of (S) is given by x(t) = 1 + e −t , t ≥ 0. The trajectory tends toward the value x ∞ = 1, which satisfies −f (x ∞ ) = −1 ∈ bd (∂Φ(0)). However the convergence does not hold in a finite time. (S)ẍ(t) + sgn (ẋ(t)) − x(t) 0. We let the reader check that the unique solution of (S) satisfying (x(0),ẋ(0)) = (0, 1) is given by x(t) = 1 − e −t , t ≥ 0. The trajectory x exponentially tends toward x ∞ = 1.
In the previous two examples, the rate of convergence toward x ∞ is exponential. We now give an example in which the convergence is polynomial.
This gives rise to the following differential inclusion:
Consider the inclusion (S) on [1, +∞[ and take as initial conditions (x(1),ẋ(1)) = (2, −1). It is immediate to check that the unique solution of the Cauchy problem is equal to x(t) = 1 + 1/t, t ≥ 1.
The purpose of the paper is to study the asymptotic properties of (S) when the vector −∇f (x ∞ ) belongs to the boundary of the set ∂Φ(0). We will show that, in a rather large setting the convergence rate is (at least) exponential. We will also determine sufficient conditions on Φ and f ensuring the finite time stabilization of (S).
2.3.
Structure of the zeroes of the mapẋ. Let us now study the topological structure of the set D = {t ∈ R + , |ẋ(t)| = 0}.
Proposition 2.5. Under the hypotheses (H), let x be the unique solution of the dynamical system (S) and let us set D := {t ∈ R + , |ẋ(t)| = 0}. Then, either the set D equals the interval [t 0 , +∞[ for some t 0 ≥ 0 or the set D is discrete and countable (hence of zero measure).
Proof. Assume that D is not equal to any interval [t 0 , +∞[ with t 0 ≥ 0. Consider any t 1 > 0 satisfying |ẋ(t 1 )| = 0 (if such an element does not exist, the conclusion is trivial) and let us prove that it is an isolated point of D. Let us first remark that we necessarily have −∇f (x(t 1 )) ∈ ∂Φ(0). Indeed, if −∇f (x(t 1 )) ∈ ∂Φ(0), then the constant function equal to x(t 1 ) on [t 1 , +∞[ is solution of (S), and from the uniqueness result we derive that x(t) = x(t 1 ) for every t ≥ t 1 , a contradiction.
Since −∇f (x(t 1 )) ∈ ∂Φ(0), it is possible to strictly separate the convex compact set {0} from the closed convex set ∂Φ(0) + ∇f (x(t 1 )). More precisely, there exist p ∈ R n and m ∈ R * + such that:
∀ξ ∈ ∂Φ(0), ξ + ∇f (x(t 1 )), p > m. By using the graph-closedness property of the operator ∂Φ and the continuity of ∇f , one can easily show that there exists ε > 0 such that
In view of (S), we deduce that, for almost every t ∈]t 1 − ε, t 1 + ε[, ẍ(t), p < −m. Let us integrate this inequality on [t 1 , t] to obtain:
Therefore, we have |ẋ(t)| = 0 for every t ∈]t 1 −ε, t 1 +ε[ and hence D∩]t 1 −ε,
Since this is true for every t 1 ∈ D, the set D is discrete. On the other hand, the set D is clearly closed in view of the continuity of the map t → |ẋ(t)|. We infer that every bounded subset of D is finite. We conclude that the set D is countable as a countable union of finite sets.
Fundamental examples. Assertions (LD) and (ND)
Throughout this section, a special attention will be devoted to the functions Φ which are positively homogeneous. It is well known that such functions can be viewed as support functions. Given a subset C ⊂ R n , it is immediate to check that the function Φ := σ C satisfies (H Φ − i, ii) if and only if the set C is closed, convex, bounded and such that 0 ∈ int (C). More generally, we will assume that the function Φ can be decomposed as the sum Φ = σ C + Ψ where Ψ is a smooth convex function such that ∇Ψ(0) = 0. In the next paragraphs, we study basic examples of sets C such as euclidean balls or rectangle parallelepipeds. These examples will serve us as guidelines throughout the paper.
Preliminary lemmas.
3.1.1. Scalarization of (S). A natural way to study the solutions to (S) consists in scalarizing the vectorial inclusion (S). The analysis of the underlying one-dimensional inclusion is made easier by the following result.
Lemma 3.1. Consider the functions λ, µ : R + → R such that λ has nonnegative values. Assume that the function θ : R + → R is solution of the following differential inclusion:
Proof. (i) Without loss of generality, we assume that α := lim t→+∞ µ(t) > 0. Therefore, there exists t 0 ≥ 0 such that
Let us first prove that there exists t 1 ≥ t 0 such thatθ(t 1 ) ≤ 0. Indeed, if this was not true, we would haveθ(t) > 0 for every t ≥ t 0 . In view of (3.1) and (3.2), we infer thaẗ θ(t) ≤ −α/2 for every t ≥ t 0 . It ensues that lim t→+∞θ (t) = −∞, a contradiction. The next step consists in proving thatθ(t) ≤ 0 for every t ≥ t (ii) Let us multiply (3.1) byθ(t) to obtain
Since lim t→+∞ µ(t) ∈] − λ, λ[, there exist ε ∈]0, λ[ and t 0 ≥ 0 such that |µ(t)| ≤ λ − ε for every t ≥ t 0 . In view of (3.3) and the fact that λ(t) ≥ λ, we deduce that
By setting h(t) := |θ(t)| 2 , it is clear that relation (3.4) can be rewritten as the following differential inequality:
Let us prove that there exists t 1 ≥ t 0 such that h(t 1 ) = 0. Assume, on the contrary that for every t ≥ t 0 , h(t) > 0. Dividing (3.5) by h(t) and integrating on [t 0 , t], we obtain
Letting t → +∞, the previous inequality leads to lim t→+∞ h(t) = −∞, a contradiction, whence the existence of t 1 ≥ t 0 satisfying h(t 1 ) = 0. From (3.5), we deduce thatḣ(t) ≤ 0 almost everywhere and hence h(t) ≤ h(t 1 ) = 0, for every t ≥ t 1 . We conclude thaṫ
The main ingredients of the previous proof can also be found in [5, Section 3] and [10, Lemma 2].
3.1.2.
Invariance under orthogonal mappings. Given any solution x of the differential inclusion (S), it is remarkable that the image of x under any orthogonal mapping is solution of an inclusion that has the same structure as (S).
Lemma 3.2. Under the hypotheses (H), let x be the unique solution of (S). Let Ω ∈ O(R n ) and define the functions Φ and f respectively by Φ = Φ o Ω −1 and f = f o Ω −1 . Then the map y := Ωx is solution of the following differential inclusion:
a.e. on R + .
Proof. Since Φ = Φ o Ω, the classical rule of composition for subdifferentials gives ∂Φ(x) = Ω * ∂ Φ(Ωx) for every x ∈ R n . In a similar way, we have ∇f (x) = Ω * ∇ f (Ωx) for every x ∈ R n . Therefore, the map x is solution of:
Let us compose the left member with the linear mapping Ω. Taking into account the fact that Ω Ω * = id, we obtain that the map y = Ω x is solution of ( S). From Theorem 2.1 (iii), the solutions of the corresponding inclusion (S) converge toward some x ∞ ∈ R n satisfying |∇f (x ∞ )| ≤ a. In view of Theorem 2.1 (iv), there is finite time convergence if |∇f (x ∞ )| < a. In the next proposition, we focus our attention on the limit case |∇f (x ∞ )| = a. Proposition 3.3. Let Ψ : R n → R be a convex function of class C 1 such that ∇Ψ(0) = 0 and let a be a positive coefficient. Assume that Φ = a | . | + Ψ and consider a function f : R n → R satisfying hypotheses (H f − i, ii). Let x be the solution of (S) and let us set
Proof. Let u ∈ R n be such that u, ∇f (x ∞ ) > 0. Taking the scalar product of (S) by the vector u, we obtain:
as soon as |ẋ(t)| = 0. Setting
and µ(t) := ∇Ψ(ẋ(t)) + ∇f (x(t)), u , it is immediate that the function θ := x, u is solution of the differential inclusion (3.1) arising in Lemma 3.1. Since lim t→+∞ x(t) = x ∞ and lim t→+∞ẋ (t) = 0, we deduce from the continuity of ∇f and ∇Ψ that
From Lemma 3.1 (i), we infer thatθ(t) ≤ 0 for t large enough, i.e. there exists t 0 ≥ 0 such that
Let us define the function ω :
For every t ≥ 0, we have |ω(t)| = 1. Since the unit sphere S is compact, there exists ω ∈ S and a sequence t n → +∞ such that lim n→+∞ ω(t n ) =ω. For n large enough, we have ω(t n ), u ≤ 0; indeed ifẋ(t n ) = 0, it results from ∇f (x ∞ ), u > 0 anf iḟ x(t n ) = 0, this is a consequence of (3.7). Taking the limit when n → +∞, we deduce that ω, u ≤ 0. Since this is true for every u ∈ R n satisfying ∇f (x ∞ ), u > 0, we conclude thatω ∈ R + .(−∇f (x ∞ )). Sinceω ∈ S, we necessarily haveω = −∇f (x ∞ )/|∇f (x ∞ )|. As a consequence,ω = −∇f (x ∞ )/|∇f (x ∞ )| is the unique limit point of t → ω(t) as t → +∞, and we infer that lim t→+∞ ω(t) = −∇f (x ∞ )/|∇f (x ∞ )|. Formula (3.6) of the statement immediately follows.
In view of the previous proposition, we will say that the asymptotic behavior of the trajectory is of type (LD) ("Limit Direction") if the following holds:
We will also refer to Case (LD) if the previous assertion is satisfied. We note that Assertion (LD) is satisfied when |ẋ(t)| = 0 for t large enough. Conversely, if there exists a sequence (t n ) tending to +∞ such that |ẋ(t n )| = 0, then |u| = 1. Section 5 is devoted to the asymptotic study of the solutions of (S) when Case (LD) occurs.
3.3. Example: ∂Φ(0) = rectangle parallelepiped. Let us consider a n−dimensional rectangle parallelepiped P which is centered at 0: there exist a 1 ,..., a n ∈ R * + and a linear
We assume that Φ is defined by Φ = σ P + Ψ, where Ψ : R n → R is a smooth convex function satisfying ∇Ψ(0) = 0. The subdifferential of Φ at 0 equals: ∂Φ(0) = ∂σ P (0) = P . Since 0 ∈ int (∂Φ(0)) = int (P ), we deduce from Theorem 2.1 (iii) that the solutions of the corresponding inclusion (S) converge toward some x ∞ ∈ R n satisfying −∇f (x ∞ ) ∈ P . In view of Theorem 2.1 (iv), there is finite time convergence if −∇f (x ∞ ) ∈ int (P ). In the next result, we are interested in the limit case −∇f (x ∞ ) ∈ bd (P ).
Proposition 3.4. Let P be a n−dimensional rectangle parallelepiped P which is centered at 0. Let Ψ : R n → R be a convex function of class C 1 such that ∇Ψ(0) = 0. Assume that Φ = σ P + Ψ and consider a function f : R n → R satisfying hypotheses (H f − i, ii). Let x be the solution of (S) and let us set x ∞ := lim t→+∞ x(t). Then, there exists t 0 ≥ 0 such that
Proof. From the definition of P , there exist a 1 ,..., a n ∈ R * + and a linear mapping
It is immediate to check that for every x ∈ R n (3.8) 
From Lemma 3.2, the map y := Ωx is solution of the differential inclusion ( S):
Writing the previous inclusion component by component, we obtain for every i ∈ {1, ..., n}
Setting λ(t) := a i and µ(t) := ∂ Ψ/∂y i (ẏ(t)) + ∂ f /∂y i (y(t)), it is immediate that the function θ := y i is solution of the differential inclusion (3.1) arising in Lemma 3.1. Since lim t→+∞ y(t) = Ω x ∞ and lim t→+∞ẏ (t) = 0, we deduce from the continuity of ∂ f /∂y i and ∂ Ψ/∂y i that lim t→+∞ µ(t) = ∂ f /∂y i (Ω x ∞ ).
• First assume that ∂ f /∂y i (Ω x ∞ ) = a i (resp. −a i ). From Lemma 3.1 (i), we infer thaṫ y i (t) ≤ 0 (resp.ẏ i (t) ≥ 0) for t large enough.
• Now assume that ∂ f /∂y i (Ω x ∞ ) ∈]−a i , a i [. In view of Lemma 3.1 (ii), we haveẏ i (t) = 0 for t large enough.
The previous two points can be summarized by:
for t large enough. Since this is true for every i ∈ {1, ..., n}, there exists t 0 ≥ 0 such that
From the definition of f , we have ∇f (x ∞ ) = Ω * ∇ f (Ω x ∞ ) so that the previous inclusion can be rewritten as
The previous proposition exhibits a remarkable property of the solutions of (S), that will be called (ND) ("Normal Direction")
This asymptotic behavior will also be referred to as Case (ND). Section 6 is devoted to the asymptotic study of the solutions of (S) when Case (ND) occurs. Remark 3.6. Assume that Assertion (ND) holds and that the normal cone N ∂Φ(0) (−∇f (x ∞ )) is reduced to a half-line. It is immediate in this case that Assertion (LD) holds with the unique unit vector u ∈ R n satisfying N ∂Φ(0) (−∇f (x ∞ )) = R + .u. Let us come back to the example where P is a rectangle parallelepiped and Φ = σ P + Ψ. If −∇f (x ∞ ) belongs to the relative interior of some (n − 1)-dimensional face of P , then the normal cone N P (−∇f (x ∞ )) is reduced to a half-line and hence Assertion (LD) holds.
3.4. Example: ∂Φ(0) = convex polygon. In this paragraph, we consider the class P of convex polygons which are symmetric with respect to 0 and whose vertices belong to a circle centered at 0. Due to the symmetry, the number n of vertices of such polygons is even: n = 2 p (p ∈ N * ). The class P contains all the regular polygons with 2 p sides (p ≥ 2). Assuming that the set C belongs to P, let us define the function Φ by Φ := σ C + Ψ for some smooth convex function Ψ. We are going to prove that the solution x of the corresponding inclusion (S) satisfies Assertion (ND).
Proposition 3.7. Let Ψ : R 2 → R be a convex function of class C 1 such that ∇Ψ(0) = 0. Consider a convex polygon C ⊂ R 2 in the class P defined above such that int (C) = ∅. Assume that Φ = σ C + Ψ and consider a function f : R 2 → R fulfilling hypotheses (H f − i, ii). Then the unique solution x of (S) satisfies Assertion (ND).
Proof. Let n = 2 p (p ≥ 2) the number of vertices of C and let a 1 ,...,a n be the vertices of C that we arrange so as to have:
To simplify some expressions, the vertices a k , k∈{1,...,n} will also be denoted by a k+n (resp. a k−n ). Due to the symmetry of C, we have a k+p = −a k , k∈{1,...,n}. Let us define the sectors F k , k∈{1,...,n} by
and the half-lines D k,k+1 , k∈{1,...,n} by
It is immediate to check that
Denoting by x ∞ := lim t→+∞ x(t), let us prove that, for every i ∈ {1, ..., n}, there exists t 0 ≥ 0 such that
Let us fix i ∈ {1, ..., n}. Since all the vertices of C belong to the same circle centered at 0, we have ∀k ∈ {i + 1, ..., i + p},
with equality for k = i + 1 and k = i + p. In view of (3.9), we deduce that (3.12)
Observe that
so that inequality (3.12) can be rewritten as
In a symmetric way, we can prove that (3.14)
Formulas (3.13) and (3.14) can be summarized by
Taking the scalar product of (S) by a i+1 − a i , we obtain the existence of a map t → λ(t) such that λ(t) ≥ |a i+1 − a i | 2 /2 for every t ≥ 0 and
Observe that the function θ defined by θ(t) := x(t), a i+1 −a i is solution of the differential inclusion (3.1) of Lemma 3.1 by setting µ(t) := ∇Ψ(ẋ(t)) + ∇f (x(t)), a i+1 − a i . Taking into account the fact that lim t→+∞ ∇Ψ(ẋ(t)) = 0 and lim t→+∞ ∇f (x(t)) = ∇f (x ∞ ), we obtain lim t→+∞ µ(t) = ∇f (x ∞ ), a i+1 − a i . If ∇f (x ∞ ), a i+1 − a i > 0 (resp. < 0), we infer from Lemma 3.1 (i) that ẋ(t), a i+1 − a i ≤ 0 (resp. ≥ 0) for t large enough, which proves (3.10). If | ∇f (x ∞ ), a i+1 − a i | < |a i+1 − a i | 2 /2, we deduce from Lemma 3.1 (ii) that ẋ(t), a i+1 − a i = 0 for t large enough, and (3.11) is proved.
Let us conclude the proof of Proposition 3.7. If −∇f (x ∞ ) ∈ int (C), the solution x converges to x ∞ in a finite time and hence Assertion (ND) is satisfied. Assume that
• If −∇f (x ∞ ) is not a vertex of C, there exists j ∈ {1, ..., n} such that −∇f (x ∞ ) ∈ ]a j , a j+1 [. Therefore, we have | ∇f (x ∞ ), a j+1 − a j | < |a j+1 − a j | 2 /2 and it ensues from (3.11) applied with i = j that (3.15) ẋ(t), a j+1 − a j = 0 for t large enough.
On the other hand, since −∇f (x ∞ ) ∈]a j , a j+1 [, we have ∇f (x ∞ ), a j+2 − a j+1 > 0 and we deduce from (3.10) applied with i = j + 1 that (3.16) ẋ(t), a j+2 − a j+1 ≤ 0 for t large enough.
Let α, β ∈ R be the respective components of the vector a j+2 − a j+1 in the orthogonal basis (a j+1 − a j , a j+1 + a j ). Observing that
we deduce from (3.15) and (3.16) that (3.17) ẋ(t), a j+1 + a j ≥ 0 for t large enough.
In view of (3.15) and (3.17), we conclude thatẋ(t) ∈ N C (−∇f (x ∞ )) for t large enough.
• If −∇f (x ∞ ) is a vertex of C, there exists j ∈ {1, ..., n} such that −∇f (x ∞ ) = a j . Therefore, we have ∇f (x ∞ ), a j+1 − a j > 0 and ∇f (x ∞ ), a j − a j−1 < 0. It ensues from (3.10) applied with i = j and i = j − 1 that (3.18) ẋ(t), a j+1 − a j ≤ 0 and ẋ(t), a j − a j−1 ≥ 0 for t large enough.
Inequalities (3.18) exactly express thatẋ(t) ∈ N C (a j ) = N C (−∇f (x ∞ )) for t large enough.
Remark 3.8. Under the hypotheses of Proposition 3.7, assume that the point −∇f (x ∞ ) ∈ C is not a vertex of the convex polygon C. In this case, both Assertions (LD) and (ND) hold true. If −∇f (x ∞ ) ∈ int (C), this is obvious since there is finite time convergence. If −∇f (x ∞ ) is neither an interior point nor a vertex of C then the normal cone N C (−∇f (x ∞ )) is reduced to a half-line. The assertion above is then an immediate consequence of Proposition 3.7 and Remark 3.6.
Analysis of Assertions (LD) and (ND)
In this section, we show that Assertions (LD) and (ND) are closely related to the geometric properties of the set ∂Φ(0) and to the behavior of the second-order derivativë x.
Assertion (LD).
If the second-order derivativeẍ(t) tends to 0 when t → +∞, then every limit direction ofẋ is normal to the set ∂Φ(0) at −∇f (x ∞ ). This is made precise by the following proposition, where the second part is a kind of converse assertion. Let us recall that Γ is the subset of R + on which the mapẋ is derivable and the inclusion (S) is satisfied. On the other, we denote by D the set of the zeroes of the map t → |ẋ(t)|. Proposition 4.1. Under the hypotheses (H), let x be the unique solution of the dynamical system (S) and let us set x ∞ := lim t→+∞ x(t). Assume that the solution x does not converge in a finite time.
(i) If lim t→+∞, t∈Γ\Dẍ (t) = 0, then the limit points of {ẋ(t)/|ẋ(t)|, t ∈ R + \ D} are contained in the set N ∂Φ(0) (−∇f (x ∞ )).
(ii) If lim t→+∞, t∈R+\Dẋ (t)/|ẋ(t)| = u, then the limit points of {ẍ(t), t ∈ Γ \ D} are contained in the set −∂[Φ (0; .)](u) − ∇f (x ∞ ).
Proof. Since the trajectory x does not converge in a finite time, we deduce from Proposition 2.5 that the set D is discrete. On the other hand, for every sequence (t n ) ⊂ Γ, we have −ẍ(t n ) − ∇f (x(t n )) ∈ ∂Φ(ẋ(t n )). By using the definition of ∂Φ(ẋ(t n )), we obtain that, for every
If moreover (t n ) ⊂ R + \ D, we can divide the previous inequality by |ẋ(t n )| = 0. Since Φ ≥ Φ(0) + Φ (0; .), we obtain: (4.1)
(i) Let u ∈ R n be a limit point of {ẋ(t)/|ẋ(t)|, t ∈ R + \ D}: there exists a sequence (t n ) ⊂ R + \ D tending to +∞ such that lim n→+∞ẋ (t n )/|ẋ(t n )| = u. From the continuity of the mapẋ, we can assume without loss of generality that (t n ) ⊂ Γ \ D. Let us then use (4.1) and take the limit when n → +∞; since lim n→+∞ x(t n ) = x ∞ and lim n→+∞ẍ (t n ) = 0, we find
(ii) Let y ∈ R n be a limit point of {ẍ(t), t ∈ Γ \ D}: there exists a sequence (t n ) ⊂ Γ\D tending to +∞ such that lim n→+∞ẍ (t n ) = y. Let us use again (4.1) and take the limit when n → +∞; since lim n→+∞ x(t n ) = x ∞ and lim n→+∞ẋ (t n )/|ẋ(t n )| = u, we find:
Remark 4.2. If one does not exclude the points of D in the statement of Proposition 4.1(ii), the ω-limit set may be bigger than announced. In general, one can just assert that the limit points of {ẍ(t), t ∈ Γ} are contained in the set −∂Φ(0) − ∇f (x ∞ ), as it can be seen directly on the expression of (S).
As a first consequence of Proposition 4.1, we are going to show that the limit direction u arising in Assertion (LD) is necessary normal to the set ∂Φ(0) at −∇f (x ∞ ).
Corollary 4.3. Under the hypotheses of Proposition 4.1, assume moreover that Assertion (LD) holds for some vector u ∈ R n . Then the vector u satisfies u ∈ N ∂Φ(0) (−∇f (x ∞ )).
Proof. The condition u ∈ N ∂Φ(0) (−∇f (x ∞ )) can be equivalently stated as −∇f (x ∞ ) ∈ ∂[Φ (0; .)](u). Let us argue by contradiction and assume that the set ∂[Φ (0; .)](u) + ∇f (x ∞ ) does not contain 0. It is then possible to strictly separate the convex compact set {0} from the closed convex set ∂[Φ (0; .)](u) + ∇f (x ∞ ). More precisely, there exist p ∈ R n and m ∈ R *
From Proposition 4.1 (ii), we deduce that the limit points of { ẍ(t), p , t ∈ Γ \ D} are contained in the interval ]−∞, −m[. Since the set D is negligible, we deduce the existence of t 0 ≥ 0 such that, for almost every t ≥ t 0 , ẍ(t), p < −m. Integrating this inequality between t 0 and t immediately yields
and we deduce that lim t→+∞ ẋ(t), p = −∞, a contradiction with the fact that lim t→+∞ẋ (t) = 0. As a consequence, the initial assumption 0 ∈ ∂[Φ (0; .)](u) + ∇f (x ∞ ) is false, which ends the proof.
In Proposition 4.1, we have studied the ω-limit sets of the bounded mapsẋ/|ẋ| and x. A remarkable circumstance occurs when these sets are reduced to singletons, then implying the convergence of the whole map. The sufficient condition that we provide in the next corollary is related to the geometry of the set ∂Φ(0). Let us recall the following definitions about smooth and strictly convex sets.
Definition 4.4.
A convex set C ⊂ R n is said to be smooth at a pointx ∈ C if N C (x) is reduced to a half-line. The set C is smooth if it is smooth at every point of its boundary. Definition 4.5. A convex set C ⊂ R n is said to be strictly convex in the direction u ∈ R n \ {0} if ∂σ C (u) is reduced to a singleton. The set C is strictly convex if it is strictly convex in every direction u ∈ R n \ {0}.
We can now state:
Corollary 4.6. Under the hypotheses of Proposition 4.1, assume moreover that the set ∂Φ(0) is both smooth and strictly convex. Then the following equivalence holds:
Proof. First assume that Assertion (LD) holds for some u ∈ R n : lim t→+∞, t ∈Dẋ (t)/|ẋ(t)| = u. Since the set ∂Φ(0) is strictly convex in the direction u, the set ∂[Φ (0; .)](u) is reduced to a singleton. Therefore, from Proposition 4.1 (ii) the bounded map t → x(t), t ∈ Γ \ D has a unique limit point, which shows that lim t→+∞, t∈Γ\Dẍ (t) exists. According to a classical argument, this limit is necessary equal to zero. Now assume that lim t→+∞, t∈Γ\Dẍ (t) = 0. Letω denote the set of the limit points of {ẋ(t)/|ẋ(t)|, t ∈ R + \ D}. From Proposition 4.1 (i), we haveω ⊂ N ∂Φ(0) (−∇f (x ∞ )). Since the set ∂Φ(0) is smooth at the point −∇f (x ∞ ), there exists a unit vector u ∈ R n such that N ∂Φ(0) (−∇f (x ∞ )) = R + u. On the other hand, we haveẋ(t)/|ẋ(t)| ∈ S and we infer thatω ⊂ S ∩ R + u = {u}. As a consequence, the vector u is the unique limit point of the bounded map t →ẋ(t)/|ẋ(t)| and we conclude that lim t→+∞, t ∈Dẋ (t)/|ẋ(t)| = u, i.e. Assertion (LD) holds.
Let us finally notice that the convergence of the second-order derivativeẍ toward 0 remains an open question, even if positive answers exist for special cases.
Assertion (ND).
We now focus our attention on Assertion (ND). The next proposition shows that it naturally appears when ∂Φ(0) is a convex polyhedron. We need the following technical assumption
where e(A, B) denotes the excess of the set A over the set B. It is immediate to check that assumption (4.3) holds when Φ = σ C + Ψ, for some convex set C ⊂ R n and some convex function Ψ : R n → R such that ∂Ψ(0) = {0}. In the next statement, rint (C) denotes the relative interior of the set C. (ii) Ifẋ(t) ∈ rint N ∂Φ(0) (−∇f (x ∞ )) for t large enough then lim t→+∞, t∈Γẍ (t) = 0. (iii) Assume moreover that ∂Φ(0) is a convex polyhedron. Then we have Proof. For every t ∈ Γ, we have: −ẍ(t) − ∇f (x(t)) ∈ ∂Φ(ẋ(t)). Let us define ξ(t) as the unique element of ∂[Φ (0; .)](ẋ(t)) such that
From the definition of ξ(t) we have for every t ∈ Γ:
Since lim x→0 e ∂Φ(x), ∂[Φ (0; .)](x) = 0 and lim t→+∞ẋ (t) = 0, we deduce from the previous inequality that
(i) Ifẋ(t) = 0 for t large enough, there is nothing to prove. Hence in view of Proposition 2.5, we can assume that the set D is discrete. Assertion (ND) implies that
.)](ẋ(t)) for t large enough. From the definition of ξ(t) we have ξ(t) ∈ ∂[Φ (0; .)](ẋ(t)), so that we obtain
Let us take the scalar product of (4.4) byẋ(t)/|ẋ(t)| to find
In view of (4.5) and the boundedness of the mapẋ/|ẋ|, we conclude that lim t→+∞, t∈Γ\D d dt |ẋ(t)| = 0.
(ii) Let ω be the set of limit points of {ẍ(t), t ∈ Γ}. Let us denote by F the smallest linear subspace containing the set N ∂Φ(0) (−∇f (x ∞ )). From the inclusionẋ(t) ∈ F for t large enough, we deduce thatẍ(t) ∈ F for t large enough and hence ω ⊂ F . From a classical result which is recalled at the end of the proof, the assumptionẋ(t) ∈ rint N ∂Φ(0) (−∇f (x ∞ )) implies that
Since lim t→+∞ ∇f (x(t)) = ∇f (x ∞ ), it ensues from (4.4) and (4.6) that ω ⊂ F ⊥ and hence ω ⊂ F ∩ F ⊥ = {0}. Since 0 is the unique limit point of the bounded set {ẍ(t), t ∈ Γ}, we conclude that lim t→+∞, t∈Γẍ (t) = 0.
(iii) Given a convex polyhedron C, it is well-known that the normal cone operator N C satisfies the following property: for everyx ∈ C, there exists a neighborhood V ofx such that
Let us apply this property with C := ∂Φ(0) andx := −∇f (x ∞ ) ∈ ∂Φ(0). Since lim t→+∞, t∈Γẍ (t) = 0 and lim t→+∞ ∇f (x(t)) = ∇f (x ∞ ), we infer from (4.4) that lim t→+∞, t∈Γ ξ(t) = −∇f (x ∞ ). Hence there exists t 0 ≥ 0 such that ξ(t) ∈ V for almost every t ≥ t 0 . From (4.7), we conclude thaṫ
The continuity ofẋ clearly shows that the previous inclusion holds for every t ≥ t 0 and hence Assertion (ND) is satisfied.
We now prove the abovementioned result.
Claim 4.8. Let C ⊂ R n be a closed convex set. For everyx ∈ C and u ∈ R n , the following implication holds:
where F is the smallest linear subspace containing N C (x).
Proof. Let u ∈ rint (N C (x)). We let the reader check that
Let x ∈ ∂σ C (u); sincex ∈ ∂σ C (u), we have σ C (u) = x, u = x, u and hence x−x, u = 0. In view of (4.8), we deduce that x ∈x + F ⊥ .
Estimates of the convergence rate under Case (LD)
In the sequel of the paper, the convexity (or even the strong convexity) of f will play a crucial role in the asymptotic analysis of (S), as suggested by the examples of paragraph 2.2. Let us recall that the smooth function f : R n → R is said to be strongly convex if there exists M > 0 such that
The next lemma recalls basic features about strongly convex functions.
Lemma 5.1. Let M > 0 and let f : R n → R be a function of class C 1 . The following assertions are equivalent:
The proof of Lemma 5.1 is classical and left to the reader. Before stating the main theorem, let us show that if Assertion (LD) is satisfied for some u ∈ R n , then we have the equivalence:
Lemma 5.2. Under hypotheses (H), let x be the unique solution of the dynamical system (S) and let us set x ∞ := lim t→+∞ x(t). Assume that Assertion (LD) holds for some u ∈ R n . Then, we have:
As a consequence, we have the equivalence |x(t) − x ∞ | ∼ +∞ t |ẋ(s)| ds when t → +∞ and we deduce that, either x(t) = x ∞ for t large enough or |x(t) − x ∞ | > 0 for t large enough.
Proof. Integrating the equalityẋ = |ẋ| u + o(|ẋ|) on [t, +∞[ and taking into account the fact that |ẋ| ∈ L 1 (0, +∞), we obtain (5.2). The other assertions are immediate consequences of (5.2).
The next result shows that under Case (LD), either the solutions to (S) converge in a finite time or the convergence rate is exponential. Assume moreover that the function f satisfies the strong convexity assumption (5.1). Let x be the unique solution of the differential inclusion (S) and let us denote by x ∞ := lim t→+∞ x(t) its limit when t → +∞. We additionnaly assume that Case (LD) occurs. Then, one of the following cases holds: (i) There exists t 0 ≥ 0 such that x(t) = x ∞ for every t ≥ t 0 .
(ii) For every ε ∈]0, 1[, there exist t 1 ≥ 0, A > 0 and B > 0 such that
Proof. Let us assume that case (i) does not hold, i.e. the solution x does not converge toward x ∞ in a finite time. For every t ∈ Γ, we have: −ẍ(t) − ∇f (x(t)) ∈ ∂Φ(ẋ(t)). Let us define ξ(t) as the unique element of ∂Φ(0) such that
Denoting by u the vector arising in Assertion (LD), let us write that
and let us evaluate each term of the right member. From the definition of ξ(t) we have for every t ∈ Γ:
d(y, ∂Φ(0)) = e ∂Φ(ẋ(t)), ∂Φ(0) .
Since lim t→+∞ẋ (t) = 0, there exists t 0 ≥ 0 such that |ẋ(t)| ≤ η for every t ≥ t 0 . Hence we deduce from assumption (5.3) and the previous inequality that
On the other hand, since u ∈ N ∂Φ(0) (−∇f (x ∞ )) (cf. Corollary 4.3) and ξ(t) ∈ ∂Φ(0), we infer
From Lemma 5.2, we have x(t)−x ∞ = − |x(t)−x ∞ | u+ o(|x(t)−x ∞ |) and |x(t)−x ∞ | > 0 for t large enough. We deduce that
Since ∇f is Lipschitz continuous in the neighborhood of x ∞ , we have ∇f (
Hence, in view of the strong monotonicity assumption (5.1) and (5.8), we infer that
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Let us set F (t) := +∞ t |ẋ(s)| ds; from Lemma 5.2, we have the equivalence |x(t) − x ∞ | ∼ F (t) when t → +∞. As a consequence, the previous inequality can be rewritten as:
In view of (5.5), we deduce from (5.6), (5.7) and (5.9) that
It ensues that +∞ 0 F (s) ds < +∞ so that we can define the function G : R + → R by G(t) = +∞ t F (s) ds. Now integrate inequality (5.10) on [t, +∞[ to find:
From Assertion (LD), we infer that
As a consequence, for every ε ∈]0, 1[, there exist t 1 ≥ t 0 such that for every t ≥ t 1
If α = 0, we deduce from the first inequality that |ẋ(t)| = 0 for every t ≥ t 1 . Now assume that α > 0. The previous two inequalities can be rewritten aṡ
An elementary integration of these inequalities on [t 1 , t] yields respectively:
and
The quantities F (t 1 ) and G(t 1 ) are positive in so far as the solution x does not converge in a finite time (initial assumption). The conclusion follows from the equivalence |x(t) − x ∞ | ∼ +∞ t |ẋ(s)| ds when t → +∞.
Let us now prove the second part of the theorem. Let us argue by contradiction and assume that case (ii) holds. An immediate integration of the first inequality of (5.4) on [t, +∞[ shows that
In view of the second inequality of (5.4), the exponents must satisfy the following relation:
Since this is true for every ε ∈]0, 1[, we conclude that α 2 ≥ M , which contradicts the assumption.
Let us now briefly comment on the assumptions of Theorem 5.3. If condition (5.3) is not fulfilled, then the convergence rate may not be exponential: see for instance Example 2.4 where it is polynomial. In the same direction, Example 2.3 shows that without convexity assumption on f , the trajectory x may not converge in a finite time, even if α = 0. In the next corollary, we focus on the particular case where Φ := σ C + Ψ for some convex set C ⊂ R n and some smooth convex function Ψ : R n → R.
Corollary 5.4. Let C be a closed convex subset of R n which is bounded and such that 0 ∈ int (C). Consider a convex function Ψ : R n → R of class C 1 such that there exist η > 0 and α ≥ 0 satisfying
Assume that the function Φ : R n → R is defined by Φ := σ C + Ψ. Suppose moreover that the function f : R n → R verifies (H f − i, ii) and the strong convexity assumption (5.1). If Case (LD) holds, then the solution x of (S) satisfies the same conclusions as in Theorem 5.3.
Proof. Let us compute the excess e ∂Φ(x), ∂Φ(0) . It is immediate to check that ∂σ C (0) = C and ∂σ C (x) ⊂ C for every x ∈ R n . Hence,
It suffices now to apply Theorem 5.3.
Let us mention a few cases in which Corollary 5.4 applies:
• The set C ⊂ R n is a euclidean ball centered at 0: C = a B, a > 0 (see Proposition 3.3).
• The set C ⊂ R n is a n-dimensional rectangle parallelepiped centered at 0 and −∇f (x ∞ ) belongs to the relative interior of some (n − 1)-face of C (see Proposition 3.4 and Remark 3.6).
• n = 2, the set C ⊂ R 2 is a convex polygon of the class P and the point −∇f (x ∞ ) is not a vertex of C (see Proposition 3.7 and Remark 3.8).
Let us end this section by a result of finite time stabilization. We assume that the friction term can be decomposed as the sum of an isotropic dry friction and a viscous one. If the viscous component is small enough, the oscillator stabilizes in a finite time. Assume now that the function f is of class C 2 and let us denote by λ 1 (∇ 2 f (x)) the smallest eigenvalue of the symmetric matrix ∇ 2 f (x). If the quantity inf x∈R n λ 1 (∇ 2 f (x)) is positive, then a simple application of Corollary 5.5 yields:
=⇒ every solution of (S) stabilizes in a finite time.
This last result presents striking similarities with the corresponding one of Díaz-Millot [10, Theorem 2].
Estimates of the convergence rate under Case (ND)
Let us recall that the energy-like function E defined by E(t) := 1 2 |ẋ(t)| 2 + f (x(t)) is decreasing along the trajectories of (S) and that for almost every t ∈ R + , (6.1)Ė(t) ≤ Φ(0) − Φ(ẋ(t)) ≤ 0 (see [1] for more details). Let us define the function H by H(t) = E(t) − f (x ∞ ) − ∇f (x ∞ ), x(t) − x ∞ .
The function H is non increasing; indeed, from (6.1) we have: H(t) ≤ Φ(0) − Φ(ẋ(t)) − ∇f (x ∞ ),ẋ(t) .
Since −∇f (x ∞ ) ∈ ∂Φ(0), the subdifferential inequality gives − ∇f (x ∞ ),ẋ(t) ≤ Φ(ẋ(t))− Φ(0) and the announced result follows. The Lyapounov function H will play an essential role throughout this section.
6.1. Minorization by an exponential decay rate. The next result asserts that under Case (ND), either the solutions of (S) converge in a finite time or the convergence rate is minorized by some negative exponential. Assume moreover that the function f is convex. Let x be the unique solution of the differential inclusion (S) and let us denote by x ∞ := lim t→+∞ x(t) its limit when t → +∞. We additionnaly assume that Case (ND) occurs. Then, one of the following cases holds: (i) There exists t 0 ≥ 0 such that x(t) = x ∞ for every t ≥ t 0 .
(ii) There exist t 1 ≥ 0 and A > 0 such that ∀t ≥ t 1 , +∞ t |ẋ(s)| 2 ds ≥ A e −2 α t .
If moreover α = 0 then case (i) necessarily holds, i.e. the solution x of (S) is stabilized in a finite time.
Proof. Consider the function H defined above; we have for every t ∈ Γ (6.3)Ḣ(t) = ẋ(t),ẍ(t) + ∇f (x(t)) − ∇f (x ∞ ) .
For every t ∈ Γ, we have −ẍ(t) − ∇f (x(t)) ∈ ∂Φ(ẋ(t)). Let us define ξ(t) as the unique element of ∂Φ(0) such that d −ẍ(t) − ∇f (x(t)), ∂Φ(0) = |ξ(t) +ẍ(t) + ∇f (x(t))|.
It is then clear that, for every t ∈ Γ |ξ(t) +ẍ(t) + ∇f (x(t))| ≤ sup y∈∂Φ(ẋ(t)) d(y, ∂Φ(0)) = e ∂Φ(ẋ(t)), ∂Φ(0) .
Since lim t→+∞ẋ (t) = 0, there exists t 0 ≥ 0 such that |ẋ(t)| ≤ η for every t ≥ t 0 . Hence we deduce from assumption (6.2) and the previous inequality that (6.4) ∀t ∈ [t 0 , +∞[ ∩ Γ, |ξ(t) +ẍ(t) + ∇f (x(t))| ≤ α |ẋ(t)|.
Proof. Since ∂[Φ (0; .)](x) ⊂ ∂Φ(0) for every x ∈ R n , we have In view of condition (6.6), inequalities (6.27), (6.28) and the fact that |Lx| ≤ λ n |x| for every x ∈ R n , we conclude that e(∂Φ(x), ∂Φ(0)) ≤ λ n |x| + O(|x| 2 ).
Hence condition (6.2) of Theorem 6.1 is satisfied with α := λ n + ε/2 for any ε > 0. We deduce that, either the solution x of (S) converges in a finite time or +∞ t |ẋ(s)| 2 ds ≥ A e −(2 λn+ε) t for some positive A and t large enough. The first inequality of (6.26) results immediately from Theorem 6.4.
