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Povzetek
Naslov: Spodbujevalno ucˇenje na problemu igre Pacman
Avtor: Deni Cerovac
Diplomsko delo Spodbujevalno ucˇenje na problemu igre Pacman prikazuje
mojo motivacijo, ki me je pritegnila k izbiri taksˇnega projekta. V diplom-
skem delu smo opravili teoreticˇen pregled delovanja algoritmov na principu
spodbujevalnega ucˇenja, kjer smo tudi pregledali teoreticˇno ozadje algorit-
mov Q-ucˇenje in globoko Q-ucˇenje, katera smo tudi implementirali in upora-
bili na igri Pacman. Nasˇ pristop je bil poseben zaradi primerjave uspesˇnosti
algoritmov v okolju, kjer imata algoritma zelo omejeno gibanje in vpliv na
delovanje samega akterja. Glede na pridobljeno znanje smo v celoti projekta
implementirali oba algoritma, ki sta se ucˇila na dani igri in nam vrnila za-
nimive rezultate. Med implementacijo smo dozˇiveli veliko izzivov, nekatere
zabavne, nekatere pa ne, katere smo uspesˇno premagali. Na podlagi prido-
bljenih rezultatov smo ugotovili, da sta se kljub omejenem gibanju in vpli-
vanju na karakterjevo obnasˇanje algoritma odrezala podobno in v nekaterih
primerih bistveno boljˇse kot amaterski igralci igre Pacman.
Kljucˇne besede: nevronske mrezˇe, Q-ucˇenje, globoko Q-ucˇenje, strojno
ucˇenje, spodbujevalno ucˇenje.

Abstract
Title: Pacman implementation using reinforcement learning
Author: Deni Cerovac
Bachelors project Pacman implementation using reinforcement learning, shows
the reason and motivation that made me choose this project. In bachelors
project we went over theoretical principals of Reinforcement learning algo-
rithms, where we explained theoretical background of Q-learning and Deep
Q-learning which we implemented and used on a game Pacman. Our ap-
proach was special because of our comparison of success between these two
algorithms which were implemented on a game with restricted ability to im-
pact on the movement and decision of our agent. Based on the accumulated
knowledge in the course of our project we implemented both algorithms, that
when finished returned some interesting results. Throughout our implemen-
tation we experienced a lot of challenges, some more fun than others, but
in the end we successfully resolved all of them. Based on gathered results
we found out that despite restricted movement of our agent, the algorithms
were in average approximately as good or in some cases drastically better
than average amateur Pacman players.
Keywords: neural networks, Q-learning, deep Q-learning, machine learning,
reinforcement learning.

Poglavje 1
Uvod
Dandanes je izraz ”umetna inteligenca”(ang. artificial intelligence) vse po-
gosteje uporabljen v svetovnih medijih. Nekateri posamezniki se je bojijo,
nekateri pa jo hvalijo, manjˇsi del znanstvenikov pa se zaveda njenega po-
tenciala. Implementacija umetne inteligence v nasˇe vsakdanje zˇivljenje nam
lahko bistveno olajˇsa delo, skrbi in varnost. Za vse, ki so iz obdobja, ko so
bile Gmail in podobne aplikacije sˇe v povojih, lahko opazijo bistveno spre-
membo v kakovosti uporabe aplikacij z uporabo umetne inteligence, cˇesar se
vsakdanji uporabnik niti ne zaveda. Preprost primer je zˇe pri Gmailu, saj
Google s pomocˇjo umetne inteligence samodejno razvrsˇcˇa vso prejeto posˇto
v razlicˇne kategorije, kot so (Primarno, socialno, Forumi, Nezazˇelena posˇta).
Tak nacˇin razvrsˇcˇanja nam bistveno manj smeti posˇto in jo naredi bolj pre-
gledno. Podoben primer so pametni odgovori v aplikaciji LinkedIn ali pa
predlogi, katero pesem naj poslusˇamo v aplikaciji Spotify. V primeru Tesle
je vozˇnja veliko bolj varna, saj se racˇunalnik veliko hitreje odzove na dogaja-
nje na cesti kot posameznik, ki po mozˇnosti ni pozoren na dogajanje zaradi
dodatnih informacijam, ki niso povezane z vozˇnjo.
Zaradi obstoja vse zmogljivejˇsih naprav, ki so sposobne poganjati kom-
pleksne algoritme, ki so nastali zˇe v prejˇsnjem stoletju, je podrocˇje umetne
inteligence dozˇivelo velik razcvet. Razna podjetja so za svojo in nasˇo upo-
rabo razvila ogrodja in knjizˇnice za lazˇjo implementacijo in uporabo umetne
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inteligence. Za delo z nevronskimi mrezˇami so zelo priljubljene tri knjizˇnice,
in sicer: Keras, tensorFlow in PyTorch.
V diplomskemu delu bo poudarek na uporabi in implementaciji algorit-
mov Q-ucˇenja in globokega Q-ucˇenja za strojno ucˇenje, ki spadajo v ka-
tegorijo spodbujevalnega ucˇenja. Cilj diplomskega dela je implementacija
in primerjava ucˇinkovitosti uporabe preprostejˇsega algoritma Q-ucˇenja proti
kompleksnejˇsemu algoritmu globokega Q-ucˇenja, ki deluje na podlagi nevron-
skih mrezˇ. Oba algoritma bosta implementirana na stari Atari igri z imenom
Pacman. Za to igro sem se odlocˇil, saj sem v svoji mladosti preigral veliko
”retro” arkadnih iger, ta pa mi je najbolj prirasla k srcu in zaradi tega tudi
najbolj ostala v spominu.
Struktura dela je sledecˇa. V drugem poglavju (Spodbujevalno ucˇenje) je
na splosˇno predstavljeno teoreticˇno delovanje algoritmov, ki slonijo na prin-
cipu spodbujevalnega ucˇenja. Tretje poglavje se deli na dva dela, in sicer
na uporabljeno okolje in na uporabljene algoritme. Pri uporabi okolja je
obrazlozˇeno, na kaksˇnem okolju bo potekalo ucˇenje nasˇih algoritmov. Pri
Algoritmih pa je obrazlozˇeno teoreticˇno ozadje, kako deluje vsak od upo-
rabljenih algoritmov. V cˇetrtem poglavju preidemo na prakticˇen del, kjer
je opisana zasnova eksperimentov, kaksˇni problemi so med implementacijo
nastali, kako so bili resˇeni, ter prikaz rezultatov in njihova interpretacija.
Poglavje 2
Spodbujevalno ucˇenje
Spodbujevalno ucˇenje bi lahko na preprost nacˇin opisali s primerom otroka,
ki se pozimi ucˇi deskati na snegu. Sprva je potrebno opisati, kaj je osnoven
problem deskanja in kako to poteka. Osnoven problem deskanja na snegu je
ta, da deska ne sme biti v celoti v stiku s tlemi, razen v izjemnih primerih,
saj je zaradi tega zelo nestabilna. Izjemen primer, ko je deska v celoti v stiku
s povrsˇino, je, ko je cilj deskarja cˇim hitreje v ravni liniji prispeti do neke
zˇelene tocˇke. Problem stika celotne deske s povrsˇino je, da lahko ob manjˇsi
grbini na povrsˇini eden od stranskih robov zarezˇe v sneg ter povzrocˇi padec
pri veliki hitrosti.
Zaradi tega imajo vsi deskarji samo en rob deske v stiku s snegom, oziroma
oba robova, ko se obracˇajo ali menjujejo smer. Pomembno je tudi dejstvo, da
vecˇji kot je kot med desko ter povrsˇino, bolj pritiska rob deske v sneg in vecˇja
je zaviralna sila. Na tak nacˇin se deskar tudi ustavi. Zaviranje lahko deskar
izvaja s pomocˇjo prstov ali pa s pomocˇjo pet. Ko je posameznik obrnjen proti
dolini, zavira s petami, ko pa je obrnjen proti hribu, zavira s prsti. Skratka,
vedno mora zavirati s tistim delom deske, ki je na nasprotni strani smeri, v
katero se pomika.
Sedaj, ko vemo, kako poteka deskanje, lahko prikazˇemo postopek ucˇenja
le-tega s spodbujevalnim ucˇenjem. Otrok v prvih poskusih poskusˇa pridobiti
ravnotezˇje, tako da iz sedecˇega polozˇaja preide v stojecˇi polozˇaj na deski.
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Zaradi presˇibkih odrivov in sile tezˇe vecˇkrat pade nazaj na zadnjico. Po ne-
kaj poskusih mu vecˇ ni prijetno padati nazaj, zato naivno in brez razmisleka
o posledicah dokaj hitro pomisli, da se mora odriniti z vecˇjim sunkom. V
naslednjem poskusu to svojo ugotovitev tudi izvede. Obrnjen proti dolini s
sunkovitim gibom prenese tezˇo iz pet na prste in s sprednjim robom deske
zarezˇe v povrsˇino snega ter nemocˇno pade naprej z glavo v sneg. Zmeden
in izpopolnjen z dodatno neprijetno izkusˇnjo se odlocˇi zadnji poskus pono-
viti, vendar tokrat z manj sunkovitim odrivom. Z nekaj vmesnega lovljenja
ravnotezˇja je tudi tokrat rezultat enak. Ucˇenec po vecˇ neuspesˇnih poskusih
ugotovi, da mora biti njegov nagib telesa sorazmeren ter obratno usmerjen
kot nagib med njegovo desko in povrsˇino. Ob dovolj velikem sˇtevilu poskusov
pride posameznik do spoznanj principov, potrebnih za ohranjanje ravnotezˇja
na deski, in lahko koncˇno deska brez neprijetnih padcev na zadnjico ali na
obraz.
Spodbujevalno ucˇenje torej sloni na principu, kako nekega akterja (stvar)
naucˇiti, kako naj se v nekem okolju obnasˇa za cˇim vecˇjo korist. Celoten sistem
sloni na nacˇelih cˇlovesˇke psihologije. Dejanja, ki so bila v redu, se nagradi,
dejanja, ki so slaba oz. v sˇkodo, se pa kaznuje. Pri spodbujevalnem ucˇenju
okolje sporocˇa akterju, ali je dejanja izvedel dobro ali slabo v obliki nagrad
ali kazni. V zgoraj opisanem primeru smo akterju narocˇili, naj iz vrha hriba
pride do doline, brez da bi padel na tla. Kazen je bila s strani okolja podana
akterju vsakicˇ, ko je padel na tla. Nagrada pa je bila podana sorazmerno
s cˇasom in prepotovano razdaljo v smeri cilja. Drugacˇe povedano, okolje
z nagradami in kaznimi akterju sporocˇa, kako je sprejelo njegove odlocˇitve,
akter pa s spreminjanjem svojega obnasˇanja poskusˇa dosecˇi to, da dosezˇe
tako obnasˇanje, ki mu bo dalo cˇim vecˇ nagrad in cˇim manj kazni.
Cˇe zˇelimo celoten potek ucˇenja deskarja predstaviti v ciklu, lahko to sto-
rimo na sledecˇi nacˇin. Deskar (akter) brez znanja poizkusi nakljucˇen gib (ak-
cija), s padcem (trenutno stanje) pa mu okolje oziroma neprijeten obcˇutek
snega (nagrada ali kazen) sporocˇi, da njegov gib ni bil najboljˇse izveden. Na
tako izkusˇnjo deskar gleda kot na kazen. Z vsakim gibom, s katerim deskar
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obdrzˇi ravnotezˇje, pa mu okolje sporocˇa, da je na boljˇsi oziroma dobri poti do
napredka. Take gibe deskar razume kot nagrado, saj je to prijetna izkusˇnja.
Skozi poskusˇanje deskar ugotovi, kateri gibi mu prinasˇajo vecˇ nagrad in s
tem se tudi naucˇi deskati.
2.1 Definicija problema
Spodbujevalno ucˇenje temelji na Markovskem procesu, ki je sestavljen tako,
da imamo mnozˇico stanj S, mnozˇico akcij A in mnozˇico nagrad R.
V vsakem cˇasovnem koraku t akter sprejme od okolja stanje St ∈ S.
Glede na to stanje se akter odlocˇi za akcijo At ∈ A, kar nam da par stanje-
akcija (St, At). Nato se premaknemo v cˇasovni korak t+1, okolje pa preide v
novo stanje St+1 ∈ S. Tokrat akter prejme tudi numericˇno nagrado ali kazen
Rt+1 ∈ R za akcijo At, ki je bila sprejeta v stanju St.
Na proces nagrajevanja lahko gledamo kot na funkcijo preslikave parov
stanje-akcija k nagradam. Torej imamo za vsak t
f(St, At) = Rt+1.
Postopek procesa izbire akcije glede na stanje, prehajanje v novo stanje ter
nagrajevanje je lahko predstavljen kot
S0, A0, R1, S1, A1, R2, S2, A2, R3, ...
[4]
Nasˇteto lahko povzamemo in preprosteje razlozˇimo, kot je razvidno s slike
2.1. Akter pricˇne igro v nekem zacˇetnem stanju St. Glede na stanje se odlocˇi
za akcijo At. Okolje se po izbrani akciji prestavi v novo stanje St+1 ter ak-
terju posˇlje nagrado Rt+1za izvedeno akcijo At in proces se nato ponovi.
Nasˇ akter mora slediti neki strategiji obnasˇanja (ang. policy) pi.
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Slika 2.1: Model spodbujevalnega ucˇenja.
Strategija obnasˇanja
Cˇe nasˇ akter v koraku t sledi strategiji obnasˇanja pi, potem pi(a|s) pomeni,
da bo nasˇ akter v koraku t in stanju s izbral akcijo a [4]
2.2 Pricˇakovana nagrada
Nasˇ akter deluje po principu maksimiziranja izkupicˇka nagrad. Zaradi tega
bo bila pricˇakovana nagrada G od koraka t naprej enaka
Gt = Rt+1 +Rt+2 + ...+RT ,
kjer je T podan kot zadnji korak.
V nasˇem primeru je igra neskoncˇna T =∞, z gammo pa smo zˇeleli prisiliti
(kot je v navadi, je gamma γ < 1), da so nagrade, ki so na voljo, sedaj bolj
zazˇelene kot nagrade, ki so na voljo kasneje. Torej v enacˇbo vpeljemo γ,
ker je (0 ≤ γ ≤ 1), ki predstavlja popust oz. discount rate, ki nam pove,
za kaksˇen faktor so prihodnje nagrade manj vredne. Iz tega nato sledi tudi
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matematicˇen opis pricˇakovane nagradeGt , kjer je Rt+k+1 nagrada v podanem
koraku. Vsaka spremenljivka, ki jo bomo opisali v diplomskem delu, bo svojo
vlogo in pomen obdrzˇala skozi celotno delo. [4]
Gt =
∞∑
k=0
γkRt+k+1.
2.3 Vrednostna funkcija
Glede na veliko stanj in akcij, v katerih se lahko nasˇ akter znajde, nas pogosto
zanima, v kako dobrem stanju je nasˇ akter oziroma kako dobro akcijo lahko
izbere v danem stanju.
2.3.1 Vrednostna funkcija stanja
Vrednostna funkcija stanja (ang. state-value function) Upi(s) nam pove,
kako ”dobro” je dano stanje s za nasˇega akterja v koraku t oz. kaksˇna je
pricˇakovana vrednost nagrade Gt v danem stanju s. Funkcija Upi(s) je se-
veda odvisna od strategije obnasˇanja pi. Z matematicˇno definicijo je torej
Upi(s) = Epi[Gt|St = s].
[4]
2.3.2 Vrednostna funkcija akcij
Vrednostna funkcija akcij (ang. action-value function) Qpi(s, a) nam pove,
kaksˇna je pricˇakovana vrednost nagrad Gt v danem stanju s in izbrani akciji a
pri koraku t. Tudi FunkcijaQpi(s, a) je seveda odvisna od strategije obnasˇanja
pi, kar lahko z matematicˇno definicijo zapiˇsemo kot [4]
Qpi(s, a) = Epi[Gt|St = s, At = a].
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2.4 Nagrajevalna funkcija, pricˇakovanja in
realnost
Nagrajevalna funkcija je pristop, po katerem se programer, ki uporablja spod-
bujevalno ucˇenje, odlocˇi, kako bo dodeljeval nagrade in kazni in koliko bodo
te vredne. Zaradi cˇlovesˇke narave razmiˇsljanja se pri tem koraku pogosto
zalomi. Dejstvo je, da se racˇunalnik z uporabo spodbujevalnega ucˇenja pro-
blemov loti na nacˇin, ki mu bo dal najvecˇ nagrad. V primerih, ko pa na-
grajevalna funkcija ni spisana zelo dobro, se zgodi, da program nabira veliko
tocˇk, cˇeprav ne dela tega, kar smo si zamislili. Zanimiv primer taksˇnega
dogodka se je zgodil, ko je bil cilj narediti figuro (cˇloveka), ki bi bila idealna
za izvajanje skokov. Nagrajevalna funkcija je bila spisana tako, da nagrado
podeli sorazmerno z oddaljenostjo nog od tal. Sklepamo lahko, da se pro-
gram ni naucˇil delati skokov, ampak je samo oblikoval figuro z zelo velikimi
nogami ter skocˇil v zrak z rotacijo. Na sliki 2.2 je videti napacˇno definirana
nagrajevalna funkcija.
(a) Pred skokom
[1]
(b) Poskus skoka za maksimalno nagrado
[1]
Slika 2.2: Napacˇno definirana nagrajevalna funkcija
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2.5 Preiskovanje prostora in izkoriˇscˇanje
znanja
Pri uporabi spodbujevalnega ucˇenja, kjer se uporablja preiskovanje prostora
(ang. exploration) in izkoriˇscˇanje znanja (ang. exploitation), pogosto na-
stane problem cikla minimalne nagrade. Cikel minimalne nagrade v vecˇini
primerov nastane v zacˇetnih fazah ucˇenja, kadar nasˇ akter izvede neko ak-
cijo in za njo dobi neko majhno nagrado. Ker se ne zaveda, da bi v danem
primeru druga akcija dala bistveno vecˇjo nagrado, se zacikla in vsakicˇ v tem
stanju izvede akcijo za minimalno nagrado, saj ve, da je to zagotovo ”do-
bra poteza”, torej izkoriˇscˇa naucˇeno znanje. Dejstvo je, da je ta problem zˇe
zelo star in znan, zato zanj obstaja tudi elegantna resˇitev. Resˇitev sestoji
iz kombinacije izkoriˇscˇanja znanja in raziskovanja prostora za nove, morebiti
sˇe neznane nagrade. Raziskovanje prostora deluje na principu faktorja na-
kljucˇnosti. Faktor nakljucˇnosti epsilon je implementiran tako, da pricˇne z
vrednostjo 1, nato pa ga za vsako akcijo ali igro zmanjˇsamo za zˇe vnaprej
dolocˇeno vrednost. Vsaki akciji nato zgeneriramo nakljucˇno vrednost med
0 in 1. Cˇe je vrednost vecˇja od epsilona, bo akter uporabil znanje in se na
podlagi tega odlocˇil, kaksˇno akcijo bo izvedel, cˇe je pa vrednost manjˇsa, bo
zgeneriral nakljucˇno izbrano akcijo. Ker se vrednost ε (epsilon) konstantno
manjˇsa, dosezˇemo to, da bo akter po daljˇsem sˇtevilu izbranih akcij ali odigra-
nih iger pogosteje izbiral akcije sodecˇ po izkusˇnjah in redkeje izbiral akcije, ki
bodo nakljucˇne. S taksˇnim pristopom dosezˇemo to, da se izognemo ciklanju
minimalnih nagrad, saj bo akter v zgodnjih fazah bolj raziskoval prostor in
s tem nabiral veliko sˇirsˇo sliko okolja, v katerem se nahaja.
Preprost primer vidimo na sliki 2.3, kjer bo kusˇcˇar, v primeru da izbere
smer “gor”, dobil minimalno nagrado, namesto maksimalne nagrade, cˇe iz-
bere smer “desno”. Treba je seveda razumeti, da so kobilice slastna hrana
za kusˇcˇarja, kusˇcˇar pa je slastna hrana za nekatere pticˇe, zato je razumljivo,
da se kusˇcˇar pticˇa izogiba.
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Slika 2.3: Raziskovanje prostora proti izkoriˇscˇanju znanja.
Poglavje 3
Uporabljeno okolje in algoritmi
3.1 Okolje
Okolje, v katerem smo izvajali ucˇenje, je bilo odprtokodni java projekt Pa-
cman, na katerem sva v preteklosti sodelovala s sosˇolcem Arnejem Simonicˇem.
V takratno modifikacijo programa sva takrat tudi dodala omejen nacˇin obnasˇanja
Pacmana. Nacˇeloma imamo v igri Pacman omogocˇeno prosto gibanje po la-
birintu, pri tem pa je bilo gibanje omejeno na dve (2) akciji, in sicer na
akcijo “hrana” in akcijo “beg”. Akcija “hrana” po algoritmu za iskanje v
sˇirino (ang. BFS – Breadth-first search) iˇscˇe pot do najblizˇje hrane, ki je na
voljo, akcija “beg” pa po algoritmu BFS poiˇscˇe prvo pot v radiju trenutne
dolzˇine najblizˇjega duha + pet enot, ki ni na poti duhov. V primeru, da so
duhovi na vseh mozˇnih poteh, izbere pot do najblizˇjega duha. Ta del modi-
ficirane igre smo vzeli kot podlago, saj smo zˇeleli implementirati, testirati in
primerjati uporabnost algoritmov Q-learning in Deep Q-learning na igri, ki
ima zelo omejen vpliv akterja.
Kljub temu da je bila igra spisana v programskem jeziku Java, smo se
odlocˇili, da bomo algoritme za spodbujevalno ucˇenje zaradi bistveno vecˇje
podpore na podrocˇju strojnega ucˇenja implementirali v jeziku Python.
Moj pristop do problema je bil osnovan na gradnji in primerjavi dveh
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algoritmov za spodbujevalno ucˇenje, Q-Ucˇenje (ang. Q-learning ) in Globoko
Q-Ucˇenje (ang. Deep Q-Learning DQN), na omejenem gibanju akterja v
igrici Pacman.
Izbrali smo igrico, ki je bila ustvarjena v programskem jeziku Java, saj je
bila najbolj podobna izvirni verziji prvotne igre Pacman, kot lahko vidimo
na sliki 3.1. Celotno ucˇenje, torej Q-Ucˇenje in globoko Q-Ucˇenje, pa sta
potekala v programskem jeziku Python. Zaradi platform, na katerih poteka
igrica in ucˇenje, je bilo potrebno to dvoje smiselno preurediti, tako da lahko
komunikacija med igrico in ucˇenjem poteka kar se da hitro in ucˇinkovito.
3.1.1 Python strezˇnik za ucˇenje
API pristop smo izbrali zaradi velike podpore in preproste implementacije,
hkrati pa sposobnosti doseganja velikih hitrosti. Na strani ucˇenja, torej v
Pythonu, smo kreirali API strezˇnik, ki je ob vsakem prejetem klicu igrice
izvedel izbrano metodo ucˇenja (Q-learning ali DQN) ter igrici vrnil odgovor
(v json obliki), katero akcijo naj izbere. Izbira metode ucˇenja je bila vezana
na API klic, torej v celoti odvisna od tega, kateri URL bo igrica klicala z
”get” zahtevki. Ker pri Q-ucˇenju in DQN potrebujemo trenutno stanje in
naslednje stanje, igrica pa posˇlje samo trenutno stanje ter nagrado za prejˇsnje
stanje, smo hranili tudi stanja za en korak nazaj.
3.1.2 Pacman igra
Pacman igrico na sliki 3.1 smo dodatno modificirali tako, da je za vsako
akcijo izvedla sinhron API klic na Python strezˇnik (ang. server). V cˇasu,
ko se je ta ucˇil in odlocˇal, je bila igrica v stanju cˇakanja. Ko je strezˇnik
vrnil odgovor, katero akcijo naj igrica izbere, je igrica nadaljevala in naredila
naslednji korak, kjer se je zopet poslal get zahtevek na Python strezˇnik in
zgodba se je ponovila.
Pacman igrica je imela omejeno gibanje, namrecˇ akter ni imel opcije iz-
birati smeri gibanja, torej gor, dol, levo in desno, ampak samo, ali bo bezˇal
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ali jedel. Po tej odlocˇitvi pa se je odprtokodna igrica, ki sva jo, kot je zˇe
prej omenjeno, s sosˇolcem Arnejem Simonicˇem modificirala, po algoritmu za
iskanje v sˇirino odlocˇila, v kateri smeri je najblizˇja hrana oz., v primeru bega,
v kateri smeri je najblizˇja pot, na kateri ni duhov. V primeru bega iˇscˇe poti
v radiju (dolzˇina do najblizˇjega duha + pet enot) zato, da se izogne morebi-
tnim zasedam. Zaradi hitrejˇsega ucˇenja smo igrico poganjali na 15-kratniku
izvirne hitrosti, saj je bila to zaradi konstrukcije igrice maksimalna hitrost,
pri kateri je bila igrica sˇe delujocˇa. Ta velika hitrost pa je posledicˇno prinesla
tezˇave, katerih se prej niti nismo zavedali. Pacman je namrecˇ veliko krat sˇel
kar skozi velik kovanec, ki povzrocˇi, da duhovi bezˇijo v nakljucˇne smeri in jih
lahko Pacman poje. Skozi veliko poskusov in napak smo priˇsli do ugotovitve,
da so kovanci zaradi graficˇnega utripanja postali nedotakljivi. V kodi igrice
je namrecˇ kovanec ob utripu postal nedotakljiv, kar pomeni, da se ga ni dalo
pobrati, pri 15-kratniku hitrosti pa se je pogosto zgodilo, da je bil Pacman
na lokaciji velikega kovanca v trenutku, ko je ta bil neviden in takrat kolizije
tudi ni zaznal. Po tem popravku se je stanje igrice in rezultatov bistveno
izboljˇsalo.
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Slika 3.1: igra Pacman
Diplomska naloga 15
3.2 Algoritmi
3.2.1 Q-ucˇenje
Nacˇin resˇevanja problemov s pristopom Q-ucˇenja poteka na principu itera-
tivnega posodabljanja naucˇenih vrednosti do konvergence, kjer so vrednosti
optimalne. Drugacˇe povedano, Q-ucˇenje z vsakim korakom posodobi vre-
dnost izbrane akcije v tabeli parov stanje-akcija, ki bo v nadaljevanju tudi
opisana, z dobljeno nagrado. Po dovolj velikem sˇtevilu iteracij bodo vredno-
sti v tabeli konvergirale, kar pomeni, da bomo dobili optimalne vrednosti
za izbiro akcij. Celoten potek Q-ucˇenja sloni na Bellmanovi enacˇbi 3.1, kjer
q∗(s, a) v koraku t, stanju s in z izbiro akcije a ter s sledenjem optimalni poli-
tiki obnasˇanja predstavlja optimalno pricˇakovano oziroma ciljno Q-vrednost.
Rt+1 predstavlja nagrado za uporabljeno akcijo a v stanju s. Kot smo zˇe prej
omenili, γ predstavlja faktor vrednosti prihodnjih nagrad, maxa′ q∗(s
′, a′) pa
predstavlja maksimalno nagrado, ki jo lahko v trenutnemu koraku t+ 1, to-
rej po izvedbi akcije a v stanju s, pridobimo iz trenutnega stanja s′ z izbiro
optimalne akcije a′.
q∗(s, a) = E[Rt+1 + γmax
a′
q∗(s′, a′)] (3.1)
Komponente in potek Q-ucˇenja
Celotna zgradba Q-ucˇenja sloni na posodabljanju vrednosti v tabeli, ki jo
imenujemo Q-tabela. Ta tabela je sestavljena iz vseh mozˇnih stanj s, v ka-
terih se nasˇ akter lahko znajde, in iz vseh mozˇnih akcij a, katere lahko akter
v danem stanju izbere. Primer Q-tabele je viden na sliki 3.2.
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Slika 3.2: Primer Q-tabele.
Ko se akter nahaja v stanju s, bo generiral nakljucˇno sˇtevilo rnd med
0 in 1 ter ga primerjal s konstantno padajocˇo vrednostjo . V primeru, da
je rnd > , bo za odlocˇitev izbral akcijo a, ki mu nudi najvecˇji izkupicˇek
nagrad, torej akcijo, ki ima pri danem stanju najvecˇjo vrednost maxa′ q(s, a),
kar pomeni, da bo uporabil pridobljeno znanje. V primeru, da je rnd ≤
, bo akter nakljucˇno izbral akcijo, torej bo raziskoval okolje. Po izbrani
akciji okolje nasˇemu akterju vrne nagrado r za izbrano akcijo. Sedaj pa
lahko Q-ucˇenje izracˇuna novo Q-vrednost, ki bo v tabeli posodobila vrednost
izbrane akcije po enacˇbi 3.2, kjer α pomeni stopnjo ucˇenja in γ pomeni faktor
zmanjˇsevanja tezˇe prihodnjih nagrad. [5]
qnov (s, a) = (1− α) q(s, a)︸ ︷︷ ︸
Stara vrednost
+
nova vrednost︷ ︸︸ ︷
α
(
Rt+1 + γmax
a′
q (s′, a′)
)
(3.2)
Pomen parametrov
0 ≤ α ≤ 1 faktor ucˇenja
0 ≤ γ ≤ 1 faktor zmanjˇsevanja tezˇe prihodnjih nagrad
0 ≤  ≤ 1 faktor raziskovanja okolja
Po dovolj velikem sˇtevilu iteracij bodo vrednosti v nasˇi Q-tabeli kon-
vergirale in s tem bomo dobili optimalne Q-vrednosti tabele oz. z drugimi
besedami – za vsako stanje bomo dobili najbolj primerno akcijo glede na
izkupicˇek nagrad. Pridobili bomo torej optimalno strategijo obnasˇanja.
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3.2.2 Globoko Q-ucˇenje
Globoko Q-ucˇenje sloni na bazi Q-ucˇenja. Problem nastane pri bolj kom-
pleksnih problemih ali pa igrah, kjer se sˇtevilo stanj bistveno povecˇa, kar
pomeni, da se drasticˇno povecˇa tudi velikost tabel. Zaradi iterativnega po-
sodabljanja tabel se nepredstavljivo povecˇa tudi cˇas posodabljanja vrednosti
vseh parov stanje-akcija. V takih primerih je bistveno boljˇsi pristop z upo-
rabo funkcij aproksimacije, ki nam ocenijo optimalno Q-vrednost. Funkcije
aproksimacije nas privedejo do nevronskih mrezˇ, saj so te zelo dobre pri
podajanju aproksimacij vrednosti.
Nevronske mrezˇe bomo v danem okolju uporabili za ocenitev Q-vrednosti
vsakega para stanje-akcija, sama nevronska mrezˇa pa bo aproksimirala opti-
malno Q-funkcijo. Nacˇin uporabe Q-ucˇenja z globokimi nevronskimi mrezˇami
imenujemo globoko Q-ucˇenje oz. DQN.
Delovanje Globokega Q-ucˇenja
DQN deluje tako, da nam za vsako podano stanje s, mrezˇa vrne oceno Q-
vrednosti q(s, a) za vsako mozˇno akcijo a, ki jo lahko v danem stanju s
izberemo. Celoten cilj nevronske mrezˇe je, da bo pridobila aproksimacijo
optimalne Q-funkcije, ki bo zadovoljila Bellmanovo enacˇbo 3.1 in zagotovila
minimalno napako.
Med ucˇenjem nam ob vsaki izracˇunani oceni Q-vrednosti mrezˇa izracˇuna
tudi napako, ki je sestavljena iz razlike med optimalno Q-vrednostjo, ki jo
poda Bellmanova enacˇba 3.1, in nasˇo pridobljeno Q-vrednostjo q(s, a). Ma-
tematicˇen zapis izracˇuna napake sledi z enacˇbo 3.3.
q∗ (s, a)− q (s, a) = napaka
E
[
Rt+1 + γmax
a′
q∗(s′, a′)
]
− E
[ ∞∑
k=0
γkRt+k+1
]
= napaka
(3.3)
Ta postopek se ponavlja, hkrati pa se vrednosti posodabljajo po enacˇbi
3.4, dokler nasˇa nevronska mrezˇa ne uspe minimizirati izgube in s tem dobimo
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aproksimacijo optimalne Q-funkcije. [3]
qnov (s, a) = (1− α) q (s, a)︸ ︷︷ ︸
predikcija
+
izguba︷ ︸︸ ︷
α
Rt+1 + γmaxa′ q (s′, a′)︸ ︷︷ ︸
target mrezˇa
−q (s, a)
 (3.4)
Ponovitev izkusˇenj in ponovitev spomina
Ponovitev izkusˇenj (ang. experience replay) in ponovitev spomina (ang. re-
play memory) se uporablja tako, da v vsakem koraku t shranimo izkusˇnjo v
replay memory kot terko (ang. tuple) podatkov et = (st, at, rt+1, st+1)
Replay memory se deli na vecˇ izvedb, odvisno od tega, za kaj ga rabimo.
V veliko primerih se replay memory omeji na neko koncˇno sˇtevilo korakov N ,
kar pomeni, da hrani samo zadnjih N korakov, iz katerih bo vzel nakljucˇne
vzorce za ucˇenje. Tak pristop iznicˇi povezavo med zaporedjem dogodkov in
zgladi spremembe v porazdelitvi podatkov [6]. Torej, cˇe je N premajhen,
se bo mrezˇa pretirano prilagodila na zadnje korake in bo pogosto zgresˇila
z napovedmi, cˇe pa bo N prevelik, bo mrezˇa slabsˇe posodabljala utezˇi in
uporabljala tudi zastarele podatke. Zaradi tega je potrebno poiskati neko
vmesno resˇitev [2]
Ucˇenje nevronske mrezˇe
Sprva vzamemo en paket (ang. batch) nakljucˇnih vzorcev iz replay memorya.
Batch je velikost podatkov za ucˇenje nevronske mrezˇe v eni iteraciji. Te
podatke (stanja) posˇljemo v nasˇo mrezˇo, ki jo imenujemo mrezˇa politike
odlocˇanja. Nato nam mrezˇa vrne ocene Q-vrednosti q(s, a) za vse mozˇne
akcije a, ki jih lahko v danem stanju s izberemo.
Za racˇunanje izgube nato potrebujemo sˇe maksimalno pricˇakovano na-
grado maxa q(st+1, at+1) za naslednji korak st+1. Pri uporabi algoritma Q-
ucˇenje smo s formulo maxa q(s, a) dobili vrednost tako, da smo se pomaknili
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na naslednje zˇeleno stanje v Q-tabeli in tam poiskali maksimalno vrednost
Q-funkcije.
Pri uporabi nevronskih mrezˇ se ta korak rahlo zaplete, zato potrebujemo
drugacˇen pristop. Maksimalno Q-vrednost naslednjega stanja bi lahko dobili
preprosto tako, da novo stanje st+1 posˇljemo v nasˇo mrezˇo in dobimo nove
ocene Q-vrednosti, iz katerih lahko izlusˇcˇimo maksimalno vrednost. Na prvi
pogled bi se marsikomu zdel ta pristop smiseln. Problem pa nastane, ko
zˇelimo izracˇunati izgubo med izhodnimi Q-vrednostmi q(s, a) in ciljnimi Q-
vrednostmi q∗(s, a) po enacˇbi 3.3.
Ker zˇelimo pridobiti oceno q-vrednosti stanja s in stanja st+1, moramo
obe stanji poslati v nasˇo mrezˇo. Dejanski problem nastane v drugi iteraciji,
torej oceni Q-vrednosti stanja st+1, saj sˇe preden lahko izracˇunamo izgubo
nasˇega prvotnega stanja s, nam stanje st+1 spremeni vrednosti, ker se z
vsako iteracijo vrednosti v mrezˇi posodabljajo. Problematicˇno je dejstvo, da
uporabljamo isto mrezˇo in iste utezˇi za oceno dveh stanj v razmaku enega
koraka. Drugacˇe povedano – zaradi uporabe iste nevronske mrezˇe z istimi
utezˇmi bi zaradi optimizacije in aproksimacije priblizˇka optimalni vrednosti
(izhodna Q-vrednost in ciljna Q-vrednost) druga drugi bezˇali.
Resˇitev je presenetljivo dokaj preprosta. Celoten problem se resˇi tako,
da se ustvari kopijo prvotne nevronske mrezˇe, ki jo bomo poimenovali ciljna
(target) mrezˇa. Originalno mrezˇo pa, kot smo omenili, imenujemo policy
mrezˇa oz. mrezˇa strategije obnasˇanja. Cˇeprav je target mrezˇa kopija prvo-
tne mrezˇe, ji ni povsem enaka. Na novi instanci mrezˇe bomo zamrznili utezˇi,
kar pomeni, da se ob iteraciji le-te ne bodo spreminjale. Utezˇi na target
mrezˇi bomo posodabljali na neko izbrano sˇtevilo opravljenih iteracij.[7]
Sedaj ko smo razresˇili problematiko ne-ucˇenja, lahko nadaljujemo s postop-
kom ucˇenja. Torej prvotni potek iskanja ocene Q-vrednosti za stanje s gre
skozi policy mrezˇo, drugi potek iskanja ocene Q-vrednosti za stanje st+1 pa
gre skozi target mrezˇo. Namen uporabe target mrezˇe je samo to, da prido-
bimo oceno Q-vrednosti stanja st+1 za izracˇun napake brez vpliva na policy
mrezˇo.
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Zdaj, ko imamo obe oceni Q-vrednosti, lahko izracˇunamo napako po
enacˇbi za izracˇun napake, kot smo jo zgoraj definirali 3.3. Po izracˇunu na-
pake pa nevronska mrezˇa z gradientnim spustom posodobi utezˇi v policy
mrezˇi z namenom minimiziranja izgube. Torej namen minimizacije izgube
sloni na tem, da zˇelimo dosecˇi taksˇno obnasˇanje nasˇe policy mrezˇe, ki nam
bo vracˇala optimalne Q-vrednosti parov stanje-akcija q(s, a), ki bodo apro-
ksimirale ciljne Q-vrednosti Bellmanove enacˇbe 3.1. Zˇelimo torej mrezˇo, ki
se bo naucˇila optimalnega nacˇina obnasˇanja.
Poglavje 4
Zasnova eksperimentov
4.1 Q-ucˇenje
Za prvi algoritem smo uporabljal Q-ucˇenje, ki je bilo sprva sestavljeno iz
enega parametra, namrecˇ razdalje do najblizˇjega duha. Kmalu po implemen-
taciji pa smo to zgradbo zaradi boljˇse primerljivosti z globokim Q-ucˇenjem
spremenili na velikost treh parametrov: dolzˇino do najblizˇjega duha, x in y
pozicijo Pacmana.
4.1.1 Prvi pristop, problematika
V prvem pristopu smo zˇeleli Pacmana optimalno ucˇiti, kdaj naj bezˇi in kdaj
naj je hrano. Zaradi tega smo shranjevali celoten potek njegovih akcij od
zacˇetka do smrti. Ob smrti smo poiskali zadnji lokalni maksimum (razdalja
do najblizˇjega duha) pred smrtjo. Ker smo vedeli, da je od tega maksimuma
naredil napake, ki so vodile v smrt, smo njegove vmesne korake do smrti
nagradili oziroma kaznovali glede na premike. Cˇe je Pacman jedel in se
je razdalja sˇe dodatno zmanjˇsala, vemo, da je bila to slaba poteza, saj je
kasneje umrl. Tako potezo smo kaznovali. V primeru, da je ohranjal razdaljo,
torej, da je bezˇal, cˇeprav je umrl, smo taksˇno akcijo nagradili, saj je s takim
obnasˇanjem prezˇivel dlje cˇasa. Kasneje smo ta pristop zamenjali za navadno
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ocenjevanje tocˇk iz igre in kazen ob smrti. Pristop smo zamenjali zaradi lepsˇe
primerljivosti z globokim Q-ucˇenjem.
4.2 Globoko Q-ucˇenje
Za drugi algoritem smo uporabljali globoko Q-Ucˇenje. Uporabili smo ne-
vronsko mrezˇo Multi-Layered Perceptron (MLP) z linearno transformacijo
parametrov, 2 skritimi sloji in Relu aktivacijsko funkcijo:
• vhod ima 3 parametre: dolzˇina do najblizˇjega duha, x in y pozicija
Pacmana;
• prvi skriti sloj ima 128 nevronov;
• drugi skriti sloj ima 64 nevronov;
• izhod pa je velikosti 2, saj se odlocˇamo med begom in hrano.
4.2.1 Pristop in problematika
Ob prvotnem pristopu smo gledali na ucˇenje Pacmana kot zelo povezano.
Naivno smo razmiˇsljali, da se bo nevronska mrezˇa bolje ucˇila iz zaporedja
koreliranih dogodkov. Zaradi tega smo v prvotnem ucˇenju uporabili ponovi-
tev spomina (ang. replay memory), ki je bil sestavljen iz nespremenjenega
vrstnega reda dogodkov, ki so potekali v trenutni igri do smrti. Torej Glo-
boko Q-ucˇenje se je ucˇilo samo iz dogodkov iz trenutne igre. Po veliko slabih
rezultatih in ob dodatnem branju literature smo priˇsli do raziskav, ki so tr-
dile nasprotno. Raziskave so trdile, da se nevronske mrezˇe veliko bolje ucˇijo,
cˇe razbijemo korelacijo med dogodki in za ucˇenje jemljemo nakljucˇne vzorce
dogodkov iz spomina. To spremembo smo tudi implementirali in priˇsli do
ugotovitve, da je napredek v ucˇenju bistveno boljˇsi.
V implementaciji nismo uporabljali koncˇnega stanja (ang. terminal state),
torej, kdaj se je igra zakljucˇila. Med pisanjem teoreticˇnega dela smo videli
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veliko predlogov, da terminal state v veliko Atari igrah izboljˇsa ucˇenje. Do-
dali smo tudi ta del implementacije a so bili rezultati ucˇenja slabsˇi, zato smo
ta del tudi odstranili in nadaljevali brez. Koncˇno stanje v tej igri najbrzˇ ni
najbolje vplivalo, saj ni bistvenih sprememb, ko Pacman umre. Hkrati pa
ima, kot bomo kasneje obrazlozˇili, omejeno gibanje, zaradi cˇesa tudi nima
toliko vpliva na svoje akcije.
4.3 Cˇas in optimizacija ucˇenja
Cˇas ucˇenja 1400 iger je bil priblizˇno sˇest do sedem ur. Tak cˇas ucˇenja je zelo
slab, saj se je za vecˇ iger potrebovalo skoraj cel dan. Prvi pristop optimizacije
je bil, da smo zmanjˇsali vse animacije v igrici, npr. ob zmagi (igra se ustavi
in utripa tri sekunde). Ta sprememba pa je izpostavila sˇe vecˇji problem igrice
in pocˇasnega ucˇenja. Igrica je namrecˇ med skoraj vsako smrtjo zamrznila za
priblizˇno deset sekund, ko ni posˇiljala nobenih klicev na server, nato pa nada-
ljevala. Prvotno je delovalo kot da je za to napako kriv skrajˇsan cˇas animacij.
Ob natancˇnejˇsem analiziranju igre smo opazili, da je do tega prolema priha-
jalo na racˇunalniku, na katerem smo to poganjali (Ryzen 7), medtem ko se na
mojem prenosnem racˇunalniku s procesorjem i7 3. generacije to ni dogajalo.
Po veliko poskusih, popravkih in napakah je postalo ocˇitno, da je problem
v javinem zbiralniku smeti (ang. garbage collectorju). Zaradi pocˇasnejˇsega
izvajanja kode na mojem prenosnem racˇunalniku je lahko garbage collector
nemoteno sprosˇcˇal pomnilnik, medtem ko na hitrejˇsih racˇunalnikih tega ni
zmogel narediti dovolj hitro in je igrica zamrznila. Ta problem je bil resˇen z
vecˇ popravki:
• zamenjava rekurzivnih BFS algoritmov z iterativnimi;
• namesto rocˇnih prepisov elementov so bile uporabljene standardne me-
tode iz java knjizˇnice za sezname in tabele, kot so .copy().
Ti popravki so samo izvajanje igrice pohitrili za faktor skoraj tri (3x). Po
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spremembah je v sˇtiri do petih urah igrica naredila okoli 3900 iger v primer-
javi s 1400 v sˇestih do sedmih urah pred spremembo.
Kljub vsem optimizacijam pa je to sˇe vedno veliko cˇasa, da je potrebno
cˇakati na rezultat zaradi ene spremembe parametrov ucˇenja. Zaradi tega je
bila dodana implementacija poganjanja vecˇ razlicˇnih iger z razlicˇnimi para-
metri socˇasno. Python program je kot prvi parameter vzel Json datoteko,
v kateri so bili zapisani parametri ucˇenja in port, na kateremu naj server in
igrica komunicirata. Kot drugi parameter je bila podana pot do Jar datoteke
igrice. Program je nato nastavil zˇelene parametre ucˇenja, pognal Api server
na izbranem portu ter pognal jar datoteko igrice kot nov proces s parame-
trom porta, na kateremu naj igrica komunicira s strezˇnikom. Na ta nacˇin
je postala mozˇna socˇasna izvedba vecˇ iger na razlicˇnih vratih z razlicˇnimi
parametri ucˇenja, kar bistveno pospesˇi celoten proces testiranja.
Velika problematika ja nastala, ko je zacˇela igrica med ucˇenjem javljati
exception connection refused, kar lahko nastane zaradi blokade Api klicev s
strani pozˇarnega zidu ali pa s strani operacijskega sistema zaradi prezasede-
nosti bufferja. Ta napaka ni bila pogosta in jo je bilo preprosto odpraviti s
tem, da se je pred poganjanjem simulacij zaprlo vse internetne brskalnike.
Zaradi preproste resˇitve ni bilo smiselno iskanje programske resˇitve.
Med pregledovanjem odprtokodne igrice smo nakljucˇno opazili, da hitrost
igrice ni bila povezana z cˇasom, ko pojemo velik kovanec, v kateremu so du-
hovi ranljivi. Ta vrednost je namrecˇ bila vedno nastavljena na osem sekund,
kar pri hitrosti 15 ni realisticˇno, zato smo to spremembo prilagodili, da je
bila sorazmerna s hitrostjo igrice, s cˇemer so se rezultati izboljˇsali.
4.4 Rezultati
Za prikaz rezultatov smo zaradi lazˇje preglednosti in berljivosti podatke po-
dali skozi premicˇno okno mediane velikosti 200 in velikosti 30, saj bi za vsako
igro bili podatki preblizu, nihanja pa prevelika, da bi lahko podatke smiselno
interpretirali.
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4.4.1 Primerjava rezultatov Q-ucˇenja in globokega
Q-ucˇenja
Slika 4.1: Najboljˇsi rezultat Q-ucˇenja s parametroma Gamma: 0,75 in sto-
pnjo ucˇenja: 0,005
Na grafih lahko preberemo, da X os predstavlja sˇtevilo odigranih iger.
Vsaka igra je sestavljena iz treh smrti Pacmana. Y os pa predstavlja sˇtevilo
dosezˇenih tocˇk. Kot vidimo so najboljˇsi rezultati v premikajocˇem mediani-
nem oknu dosegali pri navadnemu Q-ucˇenju (slika 4.1) do 4500, pri globokem
Q-ucˇenju (slika 4.2) pa do 3000 tocˇk na igro. To pa ne pomeni, da so to bili
najboljˇsi rezultati, posamezne igre so v najboljˇsih primerih dosegale tudi do
9000 tocˇk. Pri grafu, ki ga prikazuje slika 4.1, lahko vidimo proti koncu
vecˇji porast vrednosti median. Predvidevamo, da je bil takrat nasˇ akter bolj
srecˇen pri igranju in je zaradi tega tudi dosegel viˇsje rezultate, kar pa se je
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Slika 4.2: Najboljˇsi rezultat globokega Q-ucˇenja s parametroma Gamma:
0,75 in stopnjo ucˇenja: 0,00025
seveda ustalilo in padlo nazaj na vrednosti, ki so podobne pred omenjenim
vzponom vrednosti, saj je zgornja meja median okoli 3000.
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Za primerjavo uspesˇnosti glede na cˇlovesˇkega igralca lahko primerjamo
oba algoritma, kar vidimo na sliki 4.3. Zraven lahko vidimo podrobnejˇso
sliko 4.4 primerjave z amaterji. Uposˇtevati moramo, da sta algoritma imela
omejeno gibanje, zaradi cˇesar se tudi pozna, da nevronska mrezˇa ni mogla
razviti svojega pravega potenciala. Igralci pa so imeli popoln nadzor nad
igrico. Cˇlovesˇki igralci so odigrali 6 iger, torej 18 smrti. Za bolje razviden
potek od zacˇetka do konca ucˇenja igralcev v primerjavi z racˇunalnikom je
graf sˇestih iger razpotegnjen cˇez celoten potek grafa ucˇenja racˇunalnika. Pri
testiranju na cˇlovesˇkih igralcih smo imeli 4 osebe z razlicˇnimi predznanji igre.
Igralec, ki se je prvicˇ srecˇal z igrico ni poznal nobenih pravil igre, razen uka-
zov oziroma tipk za premikanje. Amaterski igralec je bil nekdo, ki je bezˇno
sliˇsal za igrico in jo je morda poskusil tudi igrati. Igralec s srednjim nivojem
znanja je nekdo, ki je igro v prostem cˇasu kdaj bolj zagrizeno igral. Izkusˇen
igralec pa je bila oseba, ki je v preteklosti igri v namenila zˇe vecˇ cˇasa in je
seznanjena z nacˇini igranja in raznimi taktikami, kako v igri pridobiti vecˇji
delezˇ tocˇk.
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Slika 4.3: Graf primerjave z vsemi igralci
Slika 4.4: Graf primerjave uspesˇnosti z amaterskimi igralci
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Na spodnjih grafih lahko vidimo tudi vpliv uspesˇnosti igranja glede na
izbran parameter γ. Testiranja smo izvajali z uporabo vrednosti gam od 0,99
do 0,7. Zaradi lazˇje berljivosti so v grafih podane tri vrednosti gam, in sicer
gamma, ki je dala najboljˇso uspesˇnost, gamma s povprecˇno uspesˇnostjo in
gamma z najslabsˇo uspesˇnostjo. Na grafu 4.5 lahko vidimo razliko vpliva
izbire gamme na uspesˇnost igranja z uporabo Q-ucˇenja. Na grafu 4.6 pa
lahko vidimo uspesˇnost igranja glede na izbiro gamme z uporabo globokega
Q-ucˇenja. Iz rezultatov testiranja smo ugotovili, da previsoke in prenizke
gamme niso najboljˇse, saj prevecˇ oziroma premalo zaupajo v skupek priho-
dnjih nagrad. Pri obeh algoritmih smo dobili najboljˇse rezultate z uporabo
vrednosti gamme 0,75.
Slika 4.5: Graf Najboljˇse, srednje in najslabsˇe vrednosti glede na gamma
vrednost z uporabo Q-ucˇenja
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Slika 4.6: Graf Najboljˇse, srednje in najslabsˇe vrednosti glede na gamma
vrednost z uporabo globokega Q-ucˇenja
Poglavje 5
Diskusija rezultatov in
zakljucˇek
Glede na dobljene rezultate lahko razberemo, da so bili rahlo boljˇsi rezultati
pridobljeni z uporabo algoritma za navadno Q-ucˇenje. Marsikomu bi bilo
samoumevno, da bi boljˇse rezultate seveda vrnila nevronska mrezˇa, v nasˇem
primeru pa je seveda kljucˇnega pomen sprememba zasnove igre. Nasˇa igra
ima omejeno gibanje, kjer lahko akter izbira samo med pobegom ali pa hrano,
nacˇin bega ali iskanja hrane pa je prepusˇcˇen BFS algoritmu. Zaradi uporabe
BFS algoritma nasˇ akter nima vpliva na izbiro vseh mozˇnih akcij. Zaradi
tako omejenega vpliva na odlocˇanje v nasˇem primeru nevronska mrezˇa ni
imela mozˇnosti razviti svojega celotnega potenciala. Zaradi omejenega giba-
nja je v prednosti osnovni algoritem Q-ucˇenja, kjer zaradi svoje preprostosti
preprostejˇso izbiro tudi boljˇse uporabi. Cˇe bi zˇeleli izkoristiti celoten po-
tencial nevronske mrezˇe, bi za nadgradnjo dodali mozˇnost izbire vseh akcij,
torej gor, dol, levo in desno, s cˇimer bi nevronska mrezˇa lahko sama zasno-
vala bistveno boljˇse zmagovalne strategije, ki jih navadna uporaba tabel za
Q-ucˇenje ni zmozˇna narediti.
Po analizi podatkov smo priˇsli do sklepa, da je pri uporabi viˇsje sto-
pnje ucˇenja mozˇnost ”napake”preskoka optimalne vrednosti vecˇja, zaradi
tega je zaupanje v pricˇakovano vsoto nagrad manjˇse. Ravno nasprotno pa
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je pri manjˇsi stopnji ucˇenja. Zaradi manjˇse stopnje ucˇenja je manjˇsa verje-
tnost preskoka optimalne vrednosti ucˇenja in je algoritem lahko bolj gotov v
pricˇakovano vsoto nagrad, zaradi tega pa tudi bolj uspesˇen. Ucˇenje na obeh
algoritmih smo poskusˇali na razlicˇnih stopnjah ucˇenja, uporabljene pa so bile
stopnje, ki so nam vrnile najboljˇse rezultate.
5.1 Zakljucˇek
Uporaba tehnologij na podrocˇju umetne inteligence je v cˇasu, ko je po-
rast uporabe elektronskih naprav vecˇji kot kadar koli prej, izjemno pomem-
ben. Zaradi moje navdusˇenosti za nenehno razvijajocˇe se podrocˇje in hkrati
navdusˇenosti nad starodobnimi ”retro”igrami, kot so Pacman, smo se odlocˇili
za diplomsko delo na podrocˇju, ki zdruzˇuje obe tematiki. Nacˇrtovanje resˇitev
na podrocˇju umetne inteligence ni preprosto, saj je sprva potrebno predhodno
raziskovanje podrocˇja problematike in podrocˇja algoritmov, ki so za resˇevanje
te problematike primerni. Podrocˇje umetne inteligence vsebuje pestro izbiro
pristopov za resˇevanje raznolikih problemov. V nasˇem primeru smo se za
resˇevanje problema igre Pacman odlocˇili za uporabo pristopa s spodbuje-
valnim ucˇenjem. Iz podrocˇja spodbujevalnega ucˇenja smo izbrali algoritma
Q-ucˇenje in globoko Q-ucˇenje, saj smo zˇeleli primerjati njuno uspesˇnost na
problemu, kjer imata algoritma omejen vpliv na odlocˇitve akterja. Q-ucˇenje
in globoko Q-ucˇenje smo izbrali zaradi pristopa do problema, kjer smo zˇeleli
primerjavo med algoritmom globoko Q-ucˇenje, ki ima potencial razviti kom-
pleksnejˇse strategije resˇevanja problemov, in algoritmom Q-ucˇenje, ki ima
omejeno sposobnost strategij z uporabo navadne tabele.
Skozi celoten potek diplomskega dela smo pridobili veliko znanj na po-
drocˇju algoritmov Q-ucˇenje in globoko Q-ucˇenje ter na podrocˇju spodbuje-
valnega ucˇenja, katerega predznanje je potrebno za razumevanje omenjenih
algoritmov. Kljucˇno je bilo znanje, za kateri problem uporabiti vsakega od
omenjenih pristopov.
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Med gradnjo in implementacijo smo naleteli na veliko ovir, med katerimi
so izstopale primerna povezava igre in algoritmov strojnega ucˇenja v razlicˇnih
si jezikih, nacˇin nagrajevanja in uporaba primernih stanj ucˇenja. Za vsakega
od problemov je bilo potrebnega veliko raziskovanja, predvsem pa veliko
poskusov in napak. Znan rek previ: ”iz napak se naucˇimo”, kar povsem
velja za podrocˇje spodbujevalnega ucˇenja. Pomembna je praksa, s katero
smo spoznali problematiko v praksi in pristope za resˇitev teh problemov.
Prakticˇen del diplome je zelo pomemben, saj nam ob vsem teoreticˇnem
znanju, ki smo ga pridobili, omogocˇa, da izvedemo svoje raziskave. Z im-
plementacijo prakticˇnega dela tako dodatno pridobimo znanje, ki smo ga
morebiti narobe razumeli v teoreticˇnem delu, ali pa ga sˇe dodatno potrdimo
in utrdimo.
Glavni del prakticˇnega dela je bilo raziskovanje, kateri od danih algorit-
mov nam bo vrnil uspesˇnejˇse rezultate ucˇenja. Na nasˇe presenecˇenje je to bil
osnovnejˇsi algoritem Q-ucˇenje. Ena izmed mozˇnih razlag je, da je v nasˇem
primeru to predvsem zaradi omejenega vpliva na akterjeve poteze v sami igri.
Razlog tega je morda v tem, da uporaba nevronskih mrezˇ ne da najboljˇsih re-
zultatov na podrocˇjih, kjer nima dovolj velikega vpliva na izbiro svojih akcij.
S tem smo tudi delno prikazali uporabo preprostejˇsih algoritmov za dose-
ganje rezultatov, ki temeljijo na problemih, ki ne zahtevajo kompleksnejˇsih
odlocˇitev. Za zakljucˇek koncˇujemo s pogledom, da je ucˇenje spodbujevalnega
ucˇenja zelo zanimivo podrocˇje, saj temelji na pristopu ucˇenja iz psihologije
cˇlovesˇkega obnasˇanja. S podrobnejˇsim pogledom v spodbujevalno ucˇenje pri-
dobimo na nek nacˇin tudi globlji pogled v samega sebe.
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