We present an information-theoretic cost function for co-clustering, i.e., for simultaneous clustering of two sets based on similarities between their elements. By constructing a simple random walk on the corresponding bipartite graph, our cost function is derived from a recently proposed generalized framework for information-theoretic Markov chain aggregation. The goal of our cost function is to minimize relevant information loss, hence it connects to the information bottleneck formalism. Moreover, via the connection to Markov aggregation, our cost function is not ad hoc, but inherits its justification from the operational qualities associated with the corresponding Markov aggregation problem. We furthermore show that, for appropriate parameter settings, our cost function is identical to well-known approaches from the literature, such as Information-Theoretic Co-Clustering of Dhillon et al. Hence, understanding the influence of this parameter admits a deeper understanding of the relationship between previously proposed information-theoretic cost functions. We illustrate the performance of our cost function, optimized with a simple sequential heuristic, on several synthetic and real-world data sets, including the Newsgroup20 and the MovieLens100k data sets. Co. KG in Munich, where he is currently involved in the field of radio communication testing. His research interests include channel coding theory and information-theoretic system design with particular interest in the field of information-theoretic clustering.
INTRODUCTION AND OUTLINE
Co-clustering is the task of the simultaneous clustering of two sets 1 , typically represented by rows and columns of a data matrix. Aside from being a clustering problem in its own right, co-clustering is also applied if only one dimension of the data matrix should be clustered. In these scenarios, co-clustering is an implicit method for feature clustering and provides an alternative to feature selection with, purportedly, increased robustness to noisy data [2] - [4] .
A popular approach to co-clustering employs information-theoretic cost functions and is based on transforming the data matrix into a probabilistic description of the two sets and their relationship. For example, if the entries in the data matrix are all nonnegative, one can normalize the data matrix to obtain a joint probability distribution of two random variables taking values in the two sets. This approach has been taken by, e.g., Slonim et al. [2] , Bekkerman et al. [5] , El-Yaniv and Souroujon [6] , and Dhillon et al. [3] (see also Section 2) . A different approach to co-clustering is to identify the data matrix with the weight matrix of a bipartite graph and subsequently apply graph partitioning methods to cluster the rows and columns of the data matrix. This approach has been taken by, e.g., 1 . Note that this is a special case of the problem investigated by Hartigan [1] , whose aim was to cluster the Cartesian product of these sets. Dhillon [7] , Labiod and Nadif [8] , and Ailem et al. [9] . Other popular approaches are model-based (e.g., latent block models as in [10] and the references therein) or based on nonnegative matrix factorization (e.g., [11, Sec. 4.4] ).
In this work, we combine ideas from the graph-based and the information-theoretic approaches. Specifically, we use the data matrix to define a simple random walk on a bipartite graph, i.e., a first-order, stationary Markov chain. Clustering this bipartite graph (i.e., co-clustering) thus becomes equivalent to clustering the state space of a Markov chain (i.e., Markov aggregation, cf. Section 3). This, in turn, allows us to transfer the information-theoretic cost function from the latter problem to the former. The thus presented cost function, parameterized by a single parameter β, derives its justification from the corresponding Markov aggregation problem. This justification is inherited to other information-theoretic cost functions previously proposed in the literature [2] - [5] , [12] , which we obtain as special cases for appropriate choices of β.
We present a simple sequential heuristic to optimize our cost function and analyze the influence of the choice of β on the co-clustering performance. For a synthetic data set, we confirm that co-clustering indeed outperforms (albeit only slightly) one-sided clustering if the data matrix is noisy. For the Newsgroup20 data set we observed that performance is insensitive to β as long as the number of word clusters is sufficiently large. Performance drops for few word clusters, a fact for which we provide a theoretical explanation. The parameter β has a somewhat stronger influence on the performance on the MovieLens100k data set, for which we obtained movie clusters largely consistent with genres. Finally, for the Southern Women Event Participation Dataset, our results are remarkably similar to the reference co-clusterings from [13] , [14] .
In summary, our contribution is threefold: arXiv:1801.00584v1 [cs.LG] 2 Jan 2018 1) We provide a generalized framework for information-theoretic co-clustering via connecting it with Markov aggregation. The cost function, parameterized with a single parameter and connected with the information bottleneck formalism, is justified by well-defined operational goals of the Markov aggregation problem (Sections 3 & 4). 2) Our generalized framework contains previously proposed information-theoretic cost functions as special cases (Section 5). Since the parameter of our cost function has an intuitive meaning, our framework leads to a deeper understanding of the previously proposed approaches. This understanding is further developed by pointing at limitations of information-theoretic cost functions for coclustering (Section 6). 3) We perform experiments (Section 7) for different synthetic and real-world data sets, investigating the influence of the single parameter on the coclustering results (and hence, on the co-clustering results achieved by different previously proposed cost functions).
We do not address the important issues of choosing the number of clusters or setting the parameter β for a given scenario; rather, we are interested in what kind of co-clusterings we obtain under different settings. We furthermore do not design sophisticated optimization heuristics and/or initialization procedures; essentially, most heuristics proposed for previous cost functions such as in [3] , [12] can be adapted to the framework we propose. The fact that our cost function contains previously proposed cost functions as special cases allows us to compare them fairly, i.e., with the same initialization steps and the same optimization heuristic. For example, the insensitivity to β in our experiments with the Newsgroup20 data sets provides a new perspective on the differences reported in [2] - [5] , suggesting that they are due to differences in optimization heuristics, preprocessing steps, or choice of data subsets rather than due to differences in the cost function.
Notation. Random variables (RVs) are denoted by upper case letters (Z), lower case letters (z) are reserved for realizations and constants, and calligraphic letters (Z) are used for sets. We use bold upper case letters (Z) to denote matrices. We assume that the reader is familiar with informationtheoretic quantities. Specifically, the mutual information between two RVs Z and S with finite alphabet and joint distribution P Z,S is denoted as I(Z; S) [15, eq. (2.28)]. Note further that I(Z; S) = H(S) − H(S|Z), where H(S) is the entropy of S and where H(S|Z) is the conditional entropy of S given Z.
RELATED WORK: INFORMATION-THEORETIC APPROACHES TO CO-CLUSTERING
Information-theoretic approaches to co-clustering require a probability distribution over the sets to be clustered, which we will denote as X and Y. For example, if the data matrix W is nonnegative, then one can normalize it such that its entries sum to one. One can thus define RVs X and Y over the sets X and Y that have a joint distribution P X,Y ∝ W.
One-sided clustering, i.e., clustering only the RV X with a clustering function Φ such that information about Y is preserved, was one of the main motivations behind the information bottleneck (IB) method [16] . Several algorithmic approaches have been proposed, including agglomerative [17] and sequential [12] methods and a method reminiscent of k-means [18] (the latter being equivalent to the fixed-point iterations in the original paper [16] ).
An early information-theoretic approach to co-clustering was proposed by Slonim and Tishby [2] and is based on the IB method [16] . There, the authors proposed first finding the clustering function Φ maximizing I(Φ(X); Y ), and then, after fixing Φ, finding the clustering function Ψ that maximizes I(Φ(X); Ψ(Y )). Their approach was improved later by El-Yaniv and Souroujon, who suggested iterating this procedure multiple times [6] . Also based on the IB method is the work of Wang et al. [4] . They used a multivariate extension of mutual information to compress "input information" -captured by the mutual information terms I(X; Y ), I(X; Φ(X)), and I(Y ; Ψ(Y )) -while preserving relevant information -captured by the information shared between the clusters, I(Φ(X); Ψ(Y )), and the predictive power of the clusters, I(Φ(X); Y ) and I(X; Ψ(Y )).
In 2003, Dhillon et al. proposed a co-clustering algorithm simultaneously determining clustering functions Φ and Ψ with the goal to maximize I(Φ(X); Ψ(Y )) [3] . They showed that the problem is equivalent to a constrained nonnegative matrix tri-factorization problem [3, Lemma 2.1] with Kullback-Leibler divergence as cost function. (An iterative update rule for the entries of the three matrices is provided in [11, Sec. 4.4] .) The work in [3] was generalized into various directions. On the one hand, Bekkerman et al. investigated simultaneous clustering of more than two sets in [5] . Rather than maximizing one of the multivariate extension of mutual information, the authors suggested maximizing the sum of mutual information terms between pairs of clusters; the pairs of clusters considered in the sum are determined by an undirected graph that has to be provided by the user. On the other hand, Banerjee et al. viewed co-clustering as a matrix approximation problem [19] , of which the nonnegative matrix tri-factorization problem of [3, Lemma 2.1] is a special case. Their generalized framework admits any Bregman divergence (e.g., Kullback-Leibler divergence or squared Euclidean distance) as cost function and several coclustering schemes characterized by the type of summary statistic used to approximate the matrix.
Finally, Laclau et al. formulate the co-clustering problem as an optimal transport problem with entropic regularization [20] . Their formulation also turns into a probability matrix approximation problem with Kullback-Leibler divergence as cost function, but 1) the order of original and approximate distribution is swapped compared to [3, Lemma 2.1], and 2) the approximate distribution is obtained differently. They proposed solving the co-clustering problem with the Sinkhorn-Knopp algorithm and suggested a heuristic to determine the number of clusters.
GENERALIZED INFORMATION-THEORETIC MARKOV AGGREGATION
Markov aggregation is the task of replacing a Markov chain with a large alphabet Z by a Markov chain with a smaller alphabet Z, sacrificing model accuracy for a reduction in model complexity. It is an important task whenever the alphabets are too large to admit efficient simulation (such as in natural language processing and chemical reaction networks). Aggregation is usually performed by partitioning (i.e., clustering) the alphabet Z and defining a Markov chain on the partitioned alphabet Z. Information-theoretic cost functions for Markov aggregation have been proposed in, e.g., [21] , [22] , and recently unified in [23] .
Suppose {Z n : n = 1, 2, . . . } is a discrete-time, first-order, stationary Markov chain with finite alphabet Z and state transition matrix A = [A ij ], where ∀i, j ∈ Z, n > 1: A ij := Pr(Z n = j|Z n−1 = i). (1) Throughout this work we assume that A is irreducible. The Markov aggregation problem is concerned with finding a function ζ: Z → Z, where typically |Z| |Z|, such that the reduced model captures relevant aspects of the original model. Specifically, the authors of [23] suggest trading between two different objectives: The objective to make the process {ζ(Z n )} as close to a Markov chain as possible, and the objective that {ζ(Z n )} preserves the temporal dependence structure of the original Markov chain {Z n }. They propose the following information-theoretic cost function for Markov aggregation: Definition 1 (Generalized Markov Aggregation [23] ). Let {Z t } be a discrete-time, stationary Markov chain with alphabet Z and state transition matrix A, and suppose the set Z is given. Let β ∈ [0, 1]. The generalized informationtheoretic Markov aggregation problem concerns finding a minimizerζ of min
where the minimization is over all functions ζ: Z → Z and where, with Z n := ζ(Z n ) for every n ≥ 1,
For β = 1, the cost function is reminiscent of the IB functional [16] , in the case where compression is enforced by limiting the alphabet size of the compressed variable. For β = 0, as it is argued in [22] , the function ζ is chosen such that the process {Z n } is "as Markov as possible"; indeed, if L 0 (ζ) = 0, then {Z n } is a Markov chain. Finally, it can be shown that minimizing L 1 2 (ζ) is equivalent to maximizing I(Z 1 ; Z 2 ); essentially, this means that one wants to predict Z 2 from Z 1 with high accuracy, i.e., the temporal dependence structure should be preserved. This cost function was considered in [21] and was shown to be related to spectral clustering.
In the spirit of the IB formalism, mutual information can be used to measure relevance. Relevant information loss measures the information about some relevant RV S that is lost by processing a statistically related RV Z in a deterministic function ζ. The quantity was introduced by Plumbley in the context of unsupervised neural networks [24] : Definition 2 (Relevant Information Loss). Let S and Z be RVs with finite alphabet, and let ζ be a function defined on the alphabet Z of Z. Then, the relevant information loss w.r.t. S that is induced by ζ is
With this definition, we can rewrite the cost function for Markov aggregation in terms of relevant information loss: Lemma 1. In the setting of Definition 1 we have
The first term captures the information about the previous state of the Markov chain that is lost by processing the current state, while the second term captures the information loss about the processed future state. This formulation will be our starting point for obtaining an informationtheoretic cost function for co-clustering.
INFORMATION-THEORETIC CO-CLUSTERING VIA MARKOV AGGREGATION
We now turn to the co-clustering problem. Suppose we have two disjoint finite sets X and Y and a |X | × |Y| matrix W containing, e.g., similarities, the number of cooccurrences, or correlations between elements of these two sets. As an example, if X is a set of documents and Y a set of words, then the (i, j)-th entry of W could be the number of times the word j appeared in document i. Coclustering is concerned with finding partitions of X and Y (document and word clusters in this example), sacrificing information about the individual data elements to make the group characteristics more prominent and accessible.
Adapting the Cost Function
If the matrix W is nonnegative, we can interpret it as the weight matrix of an undirected, weighted, bipartite graph, cf. [7] . Throughout this work we will assume that W is such that the bipartite graph is irreducible. On this graph, one can then define a simple random walk, i.e., a Markov chain {Z t } with alphabet X ∪ Y and state transition matrix
where D is a diagonal matrix collecting sums of all connected edge weights of respective nodes. The matrix D normalizes each row of A to make it a probability distribution.
Since the bipartite graph is undirected, the Markov chain {Z t } is reversible. We now apply the Markov aggregation framework from Definition 1 and Lemma 1 to the co-clustering problem. To this end, we add the constraint that the function ζ from Definition 1 does not put elements of X and Y in the same cluster. This mutual exclusivity constraint guarantees that there exist functions Φ and Ψ such that
The following proposition transfers the cost function from Lemma 1 to the co-clustering setting: Proposition 1. Suppose two disjoint finite sets X and Y and a nonnegative |X | × |Y| matrix W containing similarities between elements of these two sets are given. Define two discrete RVs X and Y over these sets, where the joint distribution P X,Y is obtained by normalizing W. Let {Z n } be a stationary Markov chain with alphabet X ∪ Y and state transition matrix A given in (6) . Let β ∈ [0, 1] and suppose the sets X and Y are given.
For every function ζ: X ∪ Y → X ∪ Y satisfying the mutual exclusivity constraint (7), we have
where X := Φ(X) and Y := Ψ(Y ).
Proof: Suppose that {Z t } is a Markov chain with state space X ∪ Y and state transition matrix A as in (6), with D given by
Now assume that the Markov chain {Z t } is stationary, i.e., the distribution of Z 1 coincides with the invariant distribution µ. Let U be a RV that indicates whether Z 1 was drawn from X or Y, i.e.,
It follows from (10) that Pr(U = 1) = Pr(U = 0) = 1 2 . Note that U is a function not only of Z 1 , but also of Z 2 , since if Z 1 ∈ X , then Z 2 ∈ Y. Finally, suppose that ζ satisfies the mutual exclusivity constraint (7) ; hence Φ(X ) = X , Ψ(Y) = Y, and U = 1 if and only if Z 1 ∈ X .
We now investigate I(Z 1 ;Z 2 ), whereZ i is either Z i or Z i . We get
where (a) is because U is a function of Z 1 and Z 1 , (b) is the chain rule of mutual information, and (c) follows because U is also a function of Z 2 and Z 2 and from the definition of conditional mutual information. Now supposeZ 1 = Z 1 andZ 2 = Z 2 . If U = 1, then Z 1 ∈ X and Z 2 ∈ Y, and the joint distribution P Z1,Z2 equals the joint distribution P X,Y (and similarly for U = 0). We hence get
Along the same lines we get
Inserting these in the cost function in Lemma 1 and applying the definition of relevant information loss in Definition 2 completes the proof. We now present our cost function for informationtheoretic co-clustering: Definition 3 (Generalized Information-Theoretic Co-Clustering). The generalized information-theoretic co-clustering problem concerns finding a minimizer (Φ,Ψ) of
where the minimization is over all functions Φ: X → X and Ψ: Y → Y and where L β (Φ, Ψ) is as in the setting of Proposition 1.
The presented cost function admits an intuitive explanation for the effect of the parameter β: In the context of the words/documents co-clustering example above, minimizing L X (Y → Y ) means that we are looking for word clusters that tell us much about documents. In contrast, minimizing L X (Y → Y ) means that we are looking for word and document clusters such that the word clusters tell us much about the document clusters. The parameter β thus determines how strongly the two clusterings should be coupled. We discuss examples in Section 7 where the choice of β has a prominent effect on the clustering performance.
Adapting a Sequential Optimization Heuristic
Our cost function (14) can be optimized using any heuristic for combinatorial or non-convex optimization. In particular, it can be optimized by adapting heuristics proposed for information-theoretic co-clustering by other authors (see Sections 2 and 5). Since our cost function is derived from the generalized information-theoretic Markov aggregation problem, co-clustering solutions can be obtained by employing the aggregation algorithm proposed in [23] taking into account the additional mutual exclusivity constraint. The algorithm is a simple sequential heuristic for minimizing L β , similar to the sequential IB algorithm proposed in [12] and the algorithm proposed by Dhillon et al. for informationtheoretic co-clustering [3] . This algorithm is random in the sense that it is started with two random functions Φ and Ψ with desired output cardinalities. In each iteration, these two functions are altered in order to reduce the cost function, either until the maximum number of iterations has been completed or until the cost function has converged (to within a chosen threshold of a local minimum). The pseudocode for this algorithm, SGITCC, is given in Algorithm 1; for details, the reader is referred to [23] . There, it was also shown that the computational complexity of one iteration of Algorithm 1 is O(|X | · |Y| · max{|Y|, |X |}).
The authors of [23] introduced an annealing procedure for the β-parameter to escape local optima, which is particularly important for small values of β. In the framework of co-clustering, this annealing procedure re-uses the functions Φ and Ψ obtained by minimizing L β (Φ, Ψ) for a large value of β as initial clusterings for smaller values of β; the value of β is thus reduced by a step size ∆ until its target value is reached 2 . The pseudocode for this annealing procedure, ANNITCC, is given in Algorithm 2.
for all elements i ∈ X do Optimizing Φ
11:
for all clusters j ∈ X do 12 :
end for 14 :
end for 16: for all elements k ∈ Y do Optimizing Ψ
17:
for all clusters ∈ Y do 18 :
end for 20: Ψ(k) = arg min L β (Φ, Ψ ) Break ties 21: end for 22 :
#iter ← #iter + 1 24: end while 25: end function
The following example shows how the sequential heuristic in Algorithm 1 can get stuck in a poor local optimum for β = 1 2 . The same example is unproblematic for β = 1. Since one can certainly find heuristics that perform optimally in this example even for β = 1 2 , matching the heuristic to the cost function seems to be an important issue. We will see further evidence for the impact of heuristics on 2. Note that this annealing procedure admits producing results for a series of values of β at once: Keeping all intermediate co-clustering solutions, one obtains co-clusterings for all parameter values in the set
The obtained clusterings are the same as one would get from restarting ANNITCC for each value in this set (with the same random initial partition). We used this fact in our experiments. Algorithm 2 β-Annealing Information-Theoretic Co-Clustering (ANNITCC)
(Φ, Ψ) = sGITCC(P XY , β, |X |,|Y|, #iter max , tol) 4: while α > β do 5: α ← max{α − ∆, β} 6:
(Φ, Ψ) = sGITCC(P XY , α, |X |, |Y|, #iter max , tol, (Φ, Ψ)) 7: end while 8: end function performance in our experiments with the Newsgroup20 data set in Section 7.2. Example 1. Consider the following 3 × 4 matrix describing the joint probability distribution between X and Y :
We are interested in two row clusters and two column clusters, i.e., |X | = |Y| = 2. Suppose that during some iteration, the clustering functions Φ and Ψ induce the partition indicated by the thin black lines in the matrix P X,Y . At this stage, the sequential algorithm will terminate since this Φ is the optimal choice for Ψ fixed, and this Ψ is the optimal choice for Φ fixed. In other words, changing either clustering function alone decreases I(X; Y ) and hence increases the cost. Nevertheless, it is clear from looking at P X,Y , that the cost is minimized (I(X; Y ) is maximized) for the partition indicated by the thick black lines. The algorithm thus gets stuck for β = 1 2 because the cost function in this case only depends on the clustered variables, and because it updates the clustering functions subsequently rather than jointly. For larger values of β, the coupling between the clustering functions is weaker. In particular, for β = 1, the clustering functions can be optimized independently of each other, and the algorithm hence terminates at a partition consistent with the vertical thick line, even if it was started at the partition indicated by the thin lines.
SPECIAL CASES OF GENERALIZED

INFORMATION-THEORETIC CO-CLUSTERING
We next show that our generalized information-theoretic co-clustering cost function from Definition 3 contains, for appropriate settings of the parameter β, several well-known methods from the literature as special cases. For example, for β = 1, we obtain
This cost function consists of two IB functionals: The first term considers clustering Y with X the relevant variable, while the second term considers clustering X with Y the relevant variable. This approach rewards clustering solutions for X and Y that are completely decoupled. To minimize this cost function, one can use the fixed-point equations derived in [16] or the agglomerative IB method (aIB) that merges clusters until the desired cardinality is reached [17] . Finally, a sequential IB method (sIB) has been proposed that iteratively moves an element from its current cluster to the cluster that minimizes the cost until a local minimum is reached [12] . More interestingly, we can rewrite the cost function that Dhillon et al. proposed in [3] for information-theoretic coclustering (ITCC) and obtain
Thus, ITCC is a special case of our cost function for β = 1 2 . The authors of [3] proposed a sequential algorithm, similar to sIB, which alternates over optimizing Φ and Ψ.
In [5] , the cost function L 1 2 is generalized to pairwise interactions of multiple variables (the two-dimensional case is equivalent to co-clustering). The authors introduce a multilevel heuristic that schedules the splitting of clusters, merges clusters following the ideas of aIB [2] , and optimizes intermediate results sequentially with sIB.
The authors of [2] proposed applying aIB twice to obtain the co-clustering. In the first step, in which the set X is clustered, they treat Y as the relevant variable; in the second step, in which the set Y is clustered, they treat the clustered variable X as relevant. In essence, the authors of [2] thus minimize the functional
in a greedy manner: They first optimize over Φ to minimize only the first term and then optimize over Ψ to minimize the second term. Note that [3] and [2] report different performance results even though the cost functions (16) and (17) are identical. The approaches of [3] and [2] differ only in the optimization heuristic and (possibly) preprocessing steps. We will elaborate on this topic in our experiments with the Newsgroup20 data set in Section 7.2.
Another approach related to IB, called information bottleneck co-clustering (IBCC), was proposed in [4] . The functional being maximized by IBCC is
Hence, also IBCC is a special case of the generalized Markov aggregation framework for β = 3 4 . The authors of [4] propose two algorithms: One is an agglomerative, i.e., a greedy merging algorithm, the other is an iterative update of fixed-point equations in the spirit of [16] .
Finally, for β = 0 we obtain the functional
This functional leads to two clustering solutions that are coupled, i.e., it preserves the relationships between row and column clusters. Precisely, we have L 0 (Φ, Ψ) = 0 if the rows X and columns Y do not share more information with the column clusters Y and row clusters X, respectively, than the row clusters and column clusters share with each other. Unfortunately, we also have L 0 (Φ, Ψ) = 0 if X and Y are independent, which suggests an inherent drawback of L 0 for co-clustering (despite its justification in Markov aggregation [22] ). This leads to L 0 (and in general, L β for small β) having multiple undesired local optima in which any heuristic tends to get stuck.
LIMITATIONS OF INFORMATION-THEORETIC COST FUNCTIONS FOR CO-CLUSTERING
In the previous section we have discovered an inherent shortcoming of L 0 in that it leads to co-clusterings with (near-)independent cluster RVs. In this section, we point at further limitations of information-theoretic cost functions for co-clustering. These shortcomings are independent of the employed optimization heuristic, but rather reflect that in some scenarios not even the global optimum of the cost function coincides with the groundtruth (or an otherwise desired co-clustering solution). Sometimes this is simply caused by the fact that the cost function does not match with the underlying model -e.g., if W is generated according to a Poisson latent block model, then maximizing the likelihood of the co-clustering is equivalent to minimizing L 1 2 only if the clusters have all the same cardinality [10, Sec. 2.2]. In contrast, the following two subsections make no assumptions on an underlying model but illustrate shortcomings inherent to the considered information-theoretic cost functions.
Largely Different |X | and |Y|
An advantage of information-theoretic co-clustering approaches over, e.g., spectral [7] , [9] or certain block modelbased approaches [10] is that the former admit different cardinalities for the clustered sets |X | and |Y|. If, however, these cardinalities differ greatly, then minimizing L β becomes problematic especially for small values of β. Let us assume w.l.o.g. that |Y| < |X |. Then, the optimization term L Y (X → X) is limited by the information contained in Y rather than by the information loss induced by clustering X to X; many functions Φ may bring L Y (X → X) close to zero simply because Y itself already contains little information. Similarly, the term L X (Y → Y ) may be large for many choices of Φ, because, again, the limiting factor is the coarse clustering from Y to Y . These terms get more importance in (14) if β is small. In other words, coupled coclustering fails because the clustered variables contain little information. We illustrate this with a particular example, in which the joint probability distribution between X and Y is given by
Our aim is to obtain a co-clustering with |Y| = 2 and |X | = 4. In P X,Y , the thick vertical line indicates one possibility for Ψ (a plausible groundtruth). The horizontal lines indicate two possible options, Φ 1 (thick lines) and Φ 2 (thin lines) for the row clustering, where Φ 1 corresponds to a plausible groundtruth.
For β = 1, (Φ 1 , Ψ) has a lower cost than (Φ 2 , Ψ), as desired. Furthermore, one can show that (Φ 1 , Ψ) minimizes the cost function; L 1 has its global minimum at the groundtruth.
For β = 1 2 , by evaluating I(X; Y ) we see that both (Φ 1 , Ψ) and (Φ 2 , Ψ) have the same cost. In fact, any row clustering function Φ that shares the cluster boundary with the thick horizontal line in the middle has the same I(X; Y ) for the given column clustering function Ψ: In this case, X determines Y , hence I(X; Y ) = H(Y ) = 1. This is the maximum value we can achieve for I(X; Y ); the cost function has multiple global minima, only one of which lies at the groundtruth.
Finally, for β = 0, (Φ 1 , Ψ) has a higher cost than (Φ 2 , Ψ). This implies that even if we initialize our algorithm at the groundtruth (this could be the case if we do β-annealing) we move away from this clustering solution when we optimize the cost function for smaller values of β.
Trading Entropy for Conditional Entropy
Consider the following joint probability distribution that describes a data set with well-separated clusters (indicated by the zeros in the matrix):
We apply our algorithm for β = 1 2 and with target cardinalities |X | = |Y| = 2. It can be shown that the clustering solution (Φ, Ψ) indicated by the lines in the matrix leads to a lower cost than the clustering functions that separate the clusters based on the zero entries in P X,Y . One can find matrices P X,Y that lead to similar conclusions for other values of β.
This example shows that even for data sets with wellseparated clusters, there may be many (local and global) optima having a lower cost than the groundtruth (a fact that makes any optimization algorithm fail, of course). The reason is that, e.g., for β = 1 2 we aim to maximize, cf. (16)
The cost function thus formulates two separate goals: entropy maximization (preferring clusters with roughly equal probabilities) and conditional entropy minimization (preferring row clusters that determine column clusters, and viceversa). In above example, the first goal weighed more than the second.
EXAMPLES AND EXPERIMENTS
We next evaluate our cost function for generalized information-theoretic co-clustering for both synthetic and real-world data sets. Since our focus is on providing a better understanding of information-theoretic co-clustering, we assume that the true numbers of clusters and the true clustering functions Φ • and Ψ • are known. As an accuracy measure, we employ the micro-averaged precision, which we define as follows:
where the maximization is over all permutations π of the set X . The micro-averaged precision MAP(Ψ, Ψ • ) is computed along the same lines. Note that MAP(·, ·) requires that the clustering solution found by the algorithm has the same number of clusters as are present in the groundtruth. Since we assume the true number of clusters to be known, this is unproblematic. Were the number of clusters unknown, we would have to resort to more sophisticated measures such as the adjusted Rand index or normalized mutual information.
In the present case, all of these measures will lead to similar qualitative results.
Synthetic Datasets
We generated a joint probability distribution T X,Y with 80 rows and 50 columns, i.e., |X | = 80 and |Y| = 50, and planted co-clusters such that T X,Y is constant within each co-cluster. A colorplot of T X,Y is shown in Fig. 1(a) . The figure also shows the ground truth Φ • (|X | = 5) and Ψ • (|Y| = 3). We moreover constructed 3 a random probability distribution N and constructed P X,Y from a weighted average of T X,Y and N , i.e.,
where ε ∈ {0, 0.4, 0.8}. Colorplots of P X,Y are shown in Fig. 1(b) and 1(c) for ε = 0.4 and ε = 0.8, respectively. We set tol = 0, #iter max = 20, and ∆ = 0.1 and ran ANNITCC for values of β between 0 and 1 in steps of 0.1. We repeated the whole procedure for 100 different probability matrices N . The MAP values, averaged over these 100 runs, are reported in Fig. 1(d) and 1(e) . First of all, it can be seen that even in the noiseless case, the clusters are not always identified correctly. We believe that this effect can be in part explained by our discussion in Section 6.1. Second, one can observe the quite natural effect that a large noise level leads to lower MAP values -interestingly, though, co-clustering seems to be quite robust to noise, as the MAP values seem to decrease only if ε > 0.5. Finally, for large noise levels, it turns out that the optimal value of β does not lie at 1, but at a smaller value. The reason is that for β = 1 the clustering solutions are uncoupled, i.e., the relevant RV for clustering rows is the column random variable which is noisy in this case. For a certain amount of coupling, i.e., for intermediate values of β, the relevant RV for clustering rows is more strongly related to the column clusters, in which noise is reduced due to the averaging effect of clustering. Performance drops again when decreasing β further; the reason for this effect is an inherent shortcoming of L 0 (Φ, Ψ) which is discussed at the end of Section 5 and in [23] . In general, though, the effect of β is small, i.e., for the algorithm we chose for optimization, the choice of the cost function has little effect on the clustering performance. One may argue that this is due to our algorithm getting stuck in a local optimum of L 1 because of its annealing procedure. A separate set of experiments (see Supplementary Material) showed that this is not the case: Comparing the results obtained from ANNITCC with those from SGITCC, we observed that the performance is almost identical for 3. We constructed N by choosing each entry of N uniformly between 0 and 1. We then normalized N to a probability distribution by dividing each entry of N by the sum of all entries of N . β ∈ [0.5, 1]. For smaller values of β, the performance of SGITCC dropped significantly due to the reasons outlined above, justifying using ANNITCC for these values of β.
Document Classification by Co-Clustering of Words and Documents -Newsgroup20 Data Set
Dataset, Preprocessing, and Simulation Settings
The Newsgroup20 (NG20) data set 4 consists of approximately 18800 documents containing 50000 different words. In this section, we evaluate co-clustering performance only via document clusters since there is no groundtruth for word clusters. Nevertheless, word clustering was claimed to improve the document clustering performance, cf. [2] , [3] .
We refer to the RV over words as W , the set of words as W, the RV over the documents as D, and the set of documents as D. The respective clustered RVs and sets are denoted by an overline. The joint distribution of W and D is obtained by normalizing the contingency table (counting the number of times a word appears in a document) to a probability distribution. During preprocessing, we removed 4. qwone.com/∼jason/20Newsgroups newsgroup-identifying headers and lowered upper-case letters. We moreover reduced W to the 2000 words with the highest contribution to I(D; W ), which is consistent with the preprocessing in [2] , [3] , [12] . Finally, we constructed various subsets of the NG20 data set by randomly selecting 500 documents evenly distributed among the document classes. An overview of the used data sets is given in Table 1 .
Note that there are significant differences in the preprocessing steps performed in previous studies. For example, [12] included the newsgroup-identifying header, which may improve clustering performance.
We ran ANNITCC with tol = 10 −3 , ∆ = 0.05 and #iter max = 20. For initialization, we slightly changed line 3 in Algorithm 2: Instead of running SGITCC with β = 1, which is equivalent to the completely decoupled case, we run sIB for both the word and document clusterings separately, where 25 restarts are performed and the best result w.r.t. the cost function is taken. Since there is no groundtruth available for the word clusters, we executed ANNITCC for |W| ∈ {2, 4, 8, 16, 32, 64, 128} . This is consistent with the simulation settings described in [3] , for example.
For a fair comparison of different values of β, we do not apply further heuristics to improve the performance Table 5 ]; |W| is unclear. (+, •): Taken from [2, Table 3 ]; the best results for each data set are displayed. These results were obtained by applying aIB for different numbers of word clusters, |W| = {10, 20, 30, 40, 50}; the displayed MAP values are averages of the individual MAP values. We were not able to compare our results to those of [4] because they used different subsets of the NG20 data set. Since the cost functions from the literature are the same as ours for the respective values of β, the difference in the performance can only be attributed to preprocessing steps, the optimization heuristics, and/or the choice of favorable data subsets. of ANNITCC. In contrast, the authors of [3] initialize their co-clustering algorithm for |W| word clusters with the result obtained for |W|/2 word clusters, where each word cluster is split randomly. In [5] , the authors introduce an additional correction parameter which leads to clusters of approximately the same size (which matches the evenly distributed classes in the NG20 data set). Therefore, even for those values of β for which we obtain the same cost functions, our results need not be equal to those reported in the literature.
Results and Comparison
The results obtained by Algorithm 2 -averaged over 20 runs -for the different subsets of NG20 are visualized in Fig. 2 . As it can be seen, ANNITCC can discover the true document labels with high accuracy. For the Binary data set, ANNITCC was able to achieve a micro-averaged precision of approximately 90%, for the Multi5 data set 60% and for the Multi10 data set approximately 60−65%. In comparison, experiments with SGITCC confirm the observations from [23] that small β ∈ [0, 0.4] lead to meaningless results in the range of random clustering, while high β ∈ [0.6, 1] produce results in the range of Fig. 2 . This outlines the improvement of ANNITCC towards SGITCC. Fig. 2 further shows that the higher the coupling is between document and word clusters, the worse are the results for small numbers of word clusters: For small β, the document clusters are obtained from the word clusters, and a small number of word clusters does not contain sufficient information to distinguish between many document clusters. This agrees with our discussion in Section 6.1. However, for very large |W|, there were no further improvements. This suggests that there exists a number of word clusters that are sufficient to achieve the same (or better, see below) performance as document clustering based on words.
One major issue to observe from Fig. 2 is that for the Binary and Multi5 data, the results are almost independent of β (for sufficiently many word clusters). Only for Multi10 there was a mild increase in performance for intermediate values of β. This confirms the observations from Section 7.1: Clustering words removes noise, hence document clustering based on word clusters may be slightly more robust than document clustering based on words. Nevertheless, since the effect is only small for Multi10 (and not present for Binary and Multi5), we doubt that co-clustering of words and documents is indeed significantly superior to onesided document clustering w.r.t. the classification results. The classification results from [5] point towards similar conclusions, since also there sIB performed very well compared to the respective co-clustering methods. Still, the authors of [2]- [4] claim that their proposed algorithms and/or cost functions for co-clustering outperform one-sided clustering. In the light of our results, we suggest that the choice of the cost function has much less effect on the performance than algorithmic details, preprocessing steps, and additional heuristics for, e.g., initialization.
MovieLens100k
Dataset, Preprocessing, and Simulation Settings
The MovieLens100k data set 5 consists of 100000 ratings of 1682 movies by 943 users [25] . The user ratings take integer 5 . grouplens.org/datasets/movielens/100k values 1 (worst) to 5 (best). We construct a user-movie matrix R := [R ij ] where R ij is the rating user i gave to the movie j (R ij = 0 if user i did not rate movie j). Note that R is a sparse matrix with only 100000 out of approximately 1.59 million entries being nonzero.
We refer to the RV over the users as U , the set of users as U, the RV over movies as M , and the set of movies as M. The respective clustered RVs and sets are denoted by an overline. The joint distribution between U and M is obtained by normalizing R to a probability distribution.
For initializing ANNITCC we ran SGITCC 25 times with random initializations for β = 1 with tol = 10 −3 and #iter max = 20. We chose the best co-clustering (Φ, Ψ) among these 25 restarts w.r.t. the cost and used this as the initialization for ANNITCC. We ran ANNITCC with tol = 10 −3 , ∆ = 0.1 and #iter max = 20. We defined 10 user clusters, i.e., |U| = 10, as was done in [19] , [20] . Furthermore, we defined |M| = 19 since the MovieLens100k data set categorizes the movies into 19 different genres.
Evaluation Metrics
Evaluating co-clustering performance for the Movie-Lens100k data set is difficult. The authors of [20] proposed to assess co-clustering performance based on recommendations, i.e., a portion of the data set is used for co-clustering, based on which the "taste" of the users is predicted. The remaining portion of the data set (i.e., the validation set) is used to assess this prediction. We believe that such an approach is not effective. Indeed, the available ratings in R are skewed in the sense that approximately 82.5% of the ratings are above 3. Hence, a naive recommendation system suggesting a positive rating for every user-movie pair in the validation set matches the user's taste with approximately 82.5%. In comparison, the authors of [20] claim a match of 89% for their approach.
A second option is to compare the co-clustering results to a plausible groundtruth. For the users, demographic information is available which theoretically admits constructing such a groundtruth; we nevertheless refrain from doing so, since no choice can be justified without evoking critique. For the movies, genre information is available which lends itself to evaluating movie clusters. However, not every movie is assigned to a unique genre, but may belong to multiple genres. The groundtruth Ψ • is therefore not a function, but a distribution over the set of genres M. This is problematic for (21) , which is why we replace it here by
For each movie cluster, we look for the genre with which this cluster has the greatest overlap. Unlike for MAP, two different clusters can now be mapped to same movie genre in MAP . Hence, MAP , sometimes referred to as purity, is essentially the average of the fraction of movies in each cluster that belong to the same genre. As a side result, MAP gets rid of the maximum over all permutations π, which is intractable for large numbers of genres.
Results
The results are shown in Fig. 3 . First, note that the MAP' value for randomly generated clusters is remarkably high. This is because the number of movies in different genres varies greatly; for example, 725 movies are assigned to genre "Drama" and 505 to genre "Comedy", whereas only 24 movies belong to the genre "Film-Noir". Noting this, quantitative results based on movie genres are useful to observe trends and general behavior, but the numbers should be taken with a grain of salt. On the other extreme, the maximum value for MAP in Fig. 3 is significantly smaller than 1. This is reasonable since co-clustering is based on a sparse matrix of user-movie rating pairs: While some users are genre-addicts rating movies mainly based on their genre, other users may rate movies based on completely different aspects unrelated to genre. Hence, one cannot expect a value MAP = 1 for co-clustering based on user-movie rating pairs.
We observe that MAP generally decreases with decreasing β and the maximum value is at β = 0.9, albeit only slightly larger than for β = 1. For β close to 0 we obtain results which are very close to what we obtain for randomly generated movie clusters, confirming our earlier discussion at the end of Section 5. The results show that our algorithm is capable of outperforming ITCC (β = 1 2 ), IBCC (β = 3 4 ), and (albeit only slightly) IB-based (β = 1) movie clustering.
We finally complement this quantitative evaluation by a qualitative evaluation of the movie clusters. Again, we observe meaningful results for higher values of β when compared to smaller values of β. For example, looking at movie clusters for β = 0.9, we notice that many classics and highly acclaimed movies are clustered into one group, Furthermore, our approach clustered various sequences of movies, e.g., 6 out of 8 Star Trek movies and all 7 Amityville movies have been assigned to one cluster each. In contrast, the results for β = 0 did not yield clusters one would consider meaningful.
Community Detection in Bipartite Graphs
Community detection is a common problem in social network analysis and is usually concerned with (random) unipartite graphs, see [26] . In this section, we look at the related problem for bipartite graphs, as it appears, e.g., in the digital humanities. There, the two sets of vertices could be the characters and the scenes of a play, and the goal could be to group characters in a meaningful way.
We apply our algorithm to the Southern Women Event Participation Dataset [13] , [26] . The data set consists of 18 women (|X | = 18) and 14 events (|Y| = 14), and the weight matrix W contains a one if the corresponding woman participated in the corresponding event and a zero otherwise.
We set ∆ = 0.1, tol = 0, and #iter max = 20 and ran ANNITCC for β running from 0 to 1 in steps of 0.1. We restarted ANNITCC 50 times for β = 1 to obtain a good initial co-clustering for the annealing process. To get results comparable to those in the literature, we chose |X | = 2, |Y| = 3 and |X | = |Y| = 4. The results are displayed in Fig. 4 for β = 0.7.
The two women communities we obtained match with those communities reported in the literature [14] , [26] . The authors of [14] also clustered the events into three clusters: The events are clustered into a group in which only women of the first women community participated, a group in which only women of the second women community participated, and a group in which women from both communities participated. Our result in Fig. 4(a) is remarkably similar to theirs, with the exception that the event with label 6 is put in a different group. Note, however, that in this event only one woman of the opposite community participated. Remarkably, we obtained the same co-clustering for all values of β.
For four women communities and four event clusters, we compared our results with those of Barber [13] , who employed a modularity-based approach. Our event clusters in Fig. 4(b) are identical to those of [13] , and our women communities are largely consistent. We found in a separate set of experiments that the women communities show a greater agreement for β = 1, and less agreement for β = 1 2 ; the MAP values for the chosen value of β = 0.7 lie in between. Thus we claim that community detection via ITCC can be outperformed by our algorithm for larger values of β.
CONCLUSION
We introduced a generalized framework for informationtheoretic co-clustering that arises from recent results on the theory of Markov aggregation. The generalized cost function we proposed allows for trading between completely coupled and decoupled clusterings of two variables connected via a probability table. We obtain well-known previous approaches, e.g., Information-Theoretic Co-Clustering from Dhillon et al., as special cases of our cost function. Using this framework we provided better understanding of information-theoretic co-clustering in general and discussed some shortcomings inherent to such co-clustering methods.
We performed experiments on both synthetic and realworld data, such as document classification, movie clustering, and community detection. We also demonstrated that our framework can be used to fairly compare various previously proposed cost functions. For example, for the Newsgroup20 data set, we observed that performance depended little on the cost function, but rather on the optimization heuristic, preprocessing steps, and/or choice of data subsets. Bernhard C. Geiger (S'07, M'14) was born in Graz, Austria, in 1984. He received the Dipl.-Ing. degree in electrical engineering (with distinction) and the Dr. techn. degree in electrical and information engineering (with distinction) from Graz University of Technology, Austria, in 2009 and 2014, respectively.
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APPENDIX A SUPPLEMENTARY MATERIAL: SGITCC WITH RESTARTS VS. ANNITCC
We introduced ANNITCC to avoid poor local optima by arguing that randomly restarting SGITCC fails for small values of β. One may argue that ANNITCC may thus, for β = 1, get stuck at poor local optima because they start at a (presumably) good local optimum for β = 1. Hence, one may continue, one could obtain a better solution if, for β = 1, SGITCC is used with multiple random restarts. To reject this claim, we investigated three different options: 1) We restarted SGITCC ten times for β = 1 and used the co-clustering (Φ, Ψ) that minimized L 1 (Φ, Ψ) as an initial clustering for ANNITCC; we ran AN-NITCC with a target parameter β. 2) We restarted ANNITCC ten times and kept the coclustering (Φ, Ψ) that minimized L β (Φ, Ψ). 3) We restarted SGITCC ten times and kept the coclustering (Φ, Ψ) that minimized L β (Φ, Ψ).
For a fair comparison, we used the same ten random coclusterings as initialization for each of the three options. We generated a joint probability table as described in Section 7.1. Fig. 5 displays the MAP values for different noise levels and the three heuristics described above. First of all, it can be seen that the curves are identical for β = 1, which is due to using the same ten random initialization for all three heuristics. Secondly, one can see that SGITCC typically fails for values of β that are smaller than 0.5, despite the fact that the algorithm is restarted multiple times. Finally, one can see that restarting SGITCC multiple times does not yield better results that the two ANNITCC heuristics for values of β in [0.6, 1]. The local optimum for β = 1 appears to be a good local optimum to start the β-annealing procedure from. Similar results were obtained also for restarting all three heuristics only once (in this case, the first two options are identical).
Note also that for very small β the two annealing procedures yield different results: Restarting ANNITCC ten times in general achieves a lower cost than initializing ANNITCC with the co-clustering we obtain by restarting SGITCC ten times for β = 1. However, the micro-averaged precision seems to be worse for the former option than for the latter. This illustrates that for smaller values of β a lower cost may actually correspond to worse performance in terms of MAP. This agrees with our discussion at the end of Section 5, where we mentioned that L 0 is not a good cost function for co-clustering. Fig. 5 . MAP values for row and column clustering as a function of β for different noise levels and different optimization heuristics: ANNITCC started with the best co-clustering obtain by running SGITCC ten times for β = 1 (blue), ANNITCC restarted ten times (red), and SGITCC restarted ten times (orange). MAP curves show the average over 100 random experiments (center line) and the standard deviation (shaded area).
