Let f(x; y) be a real polynomial of degree d with isolated critical points, and let i be the index of grad f around a large circle containing the critical points. An elementary argument shows that jij d ? 1. In this paper we show that i maxf1; d ? 3g. We also show that if all the level sets of f are compact, then i = 1, and otherwise jij d R ? 1 where d R is the sum of the multiplicities of the real linear factors in the homogeneous term of highest degree in f. The technique of proof involves computing i from information at in nity.
Introduction
Let f(x; y) be a real polynomial with isolated critical points. Let i be the index of the gradient vector eld of f(x; y) around a large circle C centered at the origin and containing the critical points, oriented in the counterclockwise There are polynomials of degree d with i arbitrarily large (see Example 2.5), but they have i (1=3)d. So evidently there is a large gap between the theoretical upper bound and examples. One of the goals of this paper is to give a modest improvement of this upper bound. We will show Theorem 7.11. If f(x; y) is a real polynomial of degree d with isolated critical points, and i is the index of grad f around a large circle containing the critical points, then i maxf1; d ? 3g
In particular this result implies that the minimum degree for a polynomial with i > 1 is ve, as in the example above. In fact, the bound is often better. It is easy to nd polynomials realizing the lower bound (Corollary 5.5), but the upper bound still appears high.
The basic idea of the proofs is to compute the index i from \information at in nity". We write i as i = 1 + X p2L c2R f1g i p;c
The terms i p;c are de ned as follows: The number 1=2 is assigned to a point q where the circle C is tangent to a level set of the polynomial according as whether the level set is locally inside or outside C at q. The circle is then made larger and larger. The point q where the level set is tangent to the circle approaches a limiting point p on the line at in nity in real projective space, and the value of the polynomial f(q) approaches a limiting value c. The term i p;c is the sum of all the numbers 1=2 associated to p and c in this manner. This material is in Section 3. We also show (Proposition 5.6) that the family of circles can be replaced by the level sets of any reasonable function, and the i p;c will remain the same.
The polynomial f extends to a function on projective space which is not well-de ned at certain points on the line at in nity. Blowing up these points gives a well-de ned functionf. We use this technique in Section 4 to derive some simple properties of the level curves of f.
In Section 5, we use Morse theory to show that the i p;c can be computed from the critical points off and information about the exceptional sets. The process of blowing up and computing the index is easy to carry out in speci c examples.
The polynomial f can also be deformed into what we call a \Morsi cation", a polynomial whose real critical points are nondegenerate and whose homogeneous term of highest degree has no repeated real linear factors (Section 6). There is a simple formula relating the index of the original polynomial, the index of the new polynomial, and the index of the newly created critical points. The deformation process is not too well understood, and this section contains some examples and a conjecture.
The computations of these sections are used in Section 7 to establish bounds on the i p;c . These local bounds are sharp. The global bounds on i follow from the local bounds and some delicate arguments. However, the global bounds are not sharp and there still is a big gap between the global bounds and the examples.
In Section 8 we relate i p;c to the \jump" at c in the Milnor number of the family f(x; y) = t at the point p on the line at in nity.
Throughout this paper the techniques are those of basic topology (Morse Theory) and basic algebraic geometry (Bezout's theorem, explicit computation of intersection multiplicities, etc.) Computer algebra programs were used to nd critical points, countour plots and the i p;c . Although many of the results and techniques are valid in higher dimensions, the exposition is in dimension two for reasons of clarity. where m is the sum over p in the line at in nity in real projective space of the intersection multiplicities at p of the completions of f x = 0 and f y = 0. This paper is real counterpart of the study by many people of \critical points at in nity" for complex polynomials; see Dur97] for further references.
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Some notation which will be used throughout the paper: We let L = f x; y; z] 2 P 2 : z = 0g
be the line at in nity in real projective space P 2 , and L C be the line at in nity in complex projective space CP 2 . We use d for the degree of the polynomial f(x; y), and f d for the homogeneous term of degree d in f.
A polynomial zoo
A number of polynomials with strange properties are used as examples throughout this paper. These are described in this section. has k ? 1 local extrema and no other real critical points; for k = 2 there is a local minimum, for k = 3 there is a local minimum and a local maximum, for k = 4 there are two local minima and a local maximum, and so forth. This polynomial was also found by the REU group DKM Choose the circle C large enough so that it contains the compact components and the isolated singular points of the curve of tangencies and their points of common tangency. In the exterior of C the curve of tangencies is a union of connected components. Each component is a smooth arc which goes to in nity; we call this an end of the curve of tangencies. Choose the circle C large enough so that the numbers 1=2; 0 assigned above are constant along each end . (This is possible since the intersection multiplicity of C and the level sets of f is constant along each end for C large.) Let i( ) be the number 1=2 or 0 assigned to in this fashion.
Let p( ) 2 L be the endpoint of the closure of , and let c( ) 2 R f1g be the limiting value of f(q) as q goes to in nity along .
Lemma 3.1. The invariants of Proposition 3.3 for selected polynomials are given in Table 1 ; all the nonzero i p;c for c 2 R are listed.
Note that the sum of the i( )'s making up i p;c is over ends where grad f points both out of and into the circle C; the process of decomposing the index described below does not work if the sum is just over those points where the gradient points out, as can be seen in the example f(x; y) = y(x 2 y ? 1).
It is useful to have both the expression of Proposition 3.3 where the limiting value c = 1 is separated out and put into i L;1 (see, for example, Proposition 5.3), as well as the expression of Equation (2), where these values are grouped by p into i p (see, for example, Lemma 7.1).
The decomposition of i into the i p;c re ects the geometry of f near in nity. It is apparently not related to the nite critical points of the polynomial and their critical values.
Resolutions and the geometry of level sets
In this section we describe the resolution of the points of indeterminacy of a polynomial on the line at in nity, and use this concept to establish some simple properties of its a ne level curves. Let f be a polynomial, and letf be a resolution of f. By A 0, we mean as usual that A is large, but more precisely in this context we mean that A is greater than the absolute value of all the critical values of f, and that if jtj A, then the level setsf = t are smooth and transversally intersect the exceptional sets off. In particular, this means that the topological type of the level sets f(x; y) = A and f(x; y) = ?A are independent of A. 2. Iff is a resolution of f, there is an exceptional set over p on whichf is not constant.
3. p 2 L 0 .
Proof. Choose a resolutionf of f. There is an exceptional set E with (E) = p such thatf = t intersects E. The functionf restricted to E is a real rational function.
Iff restricted to E is not constant, then there is a q 2 E such thatf restricted to E ? fqg is a polynomial. This implies (1) and (2) in this case. Now suppose thatf restricted to E is constant. The (real) exceptional sets over p form a connected tree. Since the value off is t at one point on the tree, and is in nity at the points where the tree intersects the proper transform of L, there is a component in the tree wheref takes a continum of large values. This implies (1) and (2) in this case. Given a real polynomial f(x; y), we let l 00 be the number of points in L 00 .
Iff is a resolution of f, we let L;nc (f) be the number of (real) exceptional sets E off such thatfjE is nonconstant. (In the pictures, these exceptional sets are cross hatched by level curves of the polynomial.) Corollary 4.2. Iff is a resolution of f, then l 00 L;nc (f).
The inequality may be strict: The polynomial x(y + 1)(y + 2) : : : (y + k) has l 00 = 2 and L;nc (f) = k + 1. vector eld on a nonorientable two-manifold X without boundary, provided that the index is de ned to be +1 at a local extremum and ?1 at a saddle, or more generally de ned at an arbitrary critical point using the result of
Arnold Arn78] that the index of a polynomial f(x; y) at a point p is 1 ? r, where r is the number of real branches at p of the curve f(x; y) = f(p). If X has a boundary with an orientable collar neighborhood, then the result is still true, provided that the index on the boundary is measured according as Figure 1 . Finally, the form we will use for N is (N) = 1 + X findices of internal critical pointsg + findex on boundaryg
The term +1 comes from the fact that N has four corners (see Figure 5 ). Choose a Riemannian metric on N so that it agrees, on the boundary components of N consisting of arcs of C, with the standard metric on the plane. We apply the above result to the gradient vector eld off. In the interior of N there are the exceptional sets withf = c and those critical points off which have critical value c. Since N retracts to the exceptional sets contained in it,
The index of the internal critical points off is i p;c (f). Finally, the index of the gradient vector eld on the boundary of N is i p;c . Combining these facts proves (2). 
Bounds on i
This section contains the main results of this paper, the bounds on the index i of the gradient vector eld of a real polynomial. The main tool is a bound on i p (Lemma 7.1). This, together with the interpretation of i L;1 in terms of a resolution (Proposition 5.3) and some lemmas using techniques from Section 4 give the rst main result (Theorem 7.8). We next give a re nement (Lemma 7.9) of Lemma 7.1. This and a number of technical details gives the second main result (Theorem 7.11). As remarked in the Introduction, these is still a large gap between the upper bounds and known examples.
Let f(x; y) be a real polynomial of degree d with isolated critical points. The following is our rst main result. As remarked in the Introduction and Corollary 5.5, it is easy to nd \generic" polynomials which realize the lower bound of this theorem. The upper bound appears too high; the estimate of Proposition 7.4 is somewhat better. Finally, the result seems somewhat obvious and one could hope for a better proof.
We now further decompose i p;c and its re nements de ned above. For p 2 L and c 2 R f1g, recall that i p;c = P i( ), summed over all ends of the curve of tangencies with p( ) = p and c( ) = c. We let i T p;c (respectively, i N p;c ) be the sum of the i( )'s such that the corresponding curve is tangent 
