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MATRICIAL R-TRANSFORM
ROMUALD LENCZEWSKI
Abstract. We study the addditon problem for strongly matricially free random
variables which generalize free random variables. Using operators of Toeplitz type, we
derive a linearization formula for the matricial R-transform related to the associated
convolution. It is a linear combination of Voiculescu’s R-transforms in free proba-
bility with coefficients given by internal units of the considered array of subalgebras.
This allows us to view this formula as the matricial linearization property of the R-
transform. Since strong matricial freeness unifies the main types of noncommutative
independence, the matricial R-transform plays the role of a unified noncommutative
analog of the logarithm of the Fourier transform for free, boolean, monotone, ortho-
gonal, s-free and c-free independence. This paper treats the case of two-dimensional
arrays. However, all results can be generalized to arrays of any finite dimension and
a more general version of this paper will appear elswehere.
1. Introduction
In this paper we study the addition problem for strongly matricially free random
variables [12]. These results extend Voiculescu’s results [22] on the addition of free
random variables (generalized by Maassen [15] and Bercovici and Voiculescu [2]) and
include those for the addition of random variables associated with other fundamental
types of noncommutative independence (monotone [16], boolean [20]), generalizations
of these (conditionally free [4], conditionally monotone [8]) as well as those related to
free subordination (s-free [10], orthogonal [10]).
In classical probability, the addition problem for classically independent random vari-
ables is related to the classical convolution of probability measures µ1 Æ µ2 and to the
logarithm of the Fourier transform which linearizes this convolution,
(1.1) logFµ1Æµ2  logFµ1   logFµ2 ,
where Fµ is the Fourier transform of µ. However, the analogous addition problem for
noncommutative random variables is more involved since there is no single notion of
noncommutative independence.
In free probability [21-25], there is a remarkable analog of the above formula, in which
the classical convolution is replaced by the free convolution µ1 ` µ2 and the role of the
logarithm of the Fourier transform is played by the R-transform,
(1.2) Rµ1`µ2  Rµ1  Rµ2 ,
where Rµ is the R-transform of µ. However, the results on additive convolutions asso-
ciated with other types of noncommutative independence imply that the R-transform
does not retain the linearization property in the general noncommutative framework
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and other transforms, such as the reciprocal Cauchy transform [16], the K-transform
[20], or the c-free R-transform [4], have to be used to describe these convolutions.
This situation was one of our motivations to look for new types of independence which
would unify the existing fundamental types and for which the associated transform could
play the role of a noncommutative logarithm of the Fourier transform (some motivation
came also from [14]). In this work, we focus our attention on a generalization of freeness
called strong matricial freeness [12], in which arrays of non-unital *-subalgebras pAi,jq
of a given unital *-algebra A replace families of unital *-subalgebras of free probability.
We assume, however, that each algebraAi,j has an internal unit 1i,j which is a projection
and that all these units, together with 1A, generate a commutative *-subalgebra I called
the algebra of units. Moreover, one distinguished state is replaced by an array of states
pϕi,jq on A, where by a state we understand a complex-valued normalized positive linear
functional.
We have shown in [12] that strong matricial freeness unifies the fundamental types of
noncommutative independence. Namely, including some additional cases distinguished
in this paper, we obtain a correspondence
shapes of arrays Õ types of independence,
where, in particular, square, lower-triangular and diagonal arrays correspond to free-
ness, monotone independence and boolean independence, respectively. This scheme
also includes the notions of s-freeness and orthogonal independence and leads to the
correspondence
addition of rows Õ convolutions of measures,
where by a row we understand the corresponding sum of variables. All binary additive
convolutions obtained in this fashion are induced by addition of strongly matricially
free random variables. Since all convolutions considered in this paper will be additive,
the adjective ‘additive’ will be usually omitted in the sequel.
Our scheme shows that strongly matricially free random variables are basic noncom-
mutative variables whose addition leads to well-known convolutions. Thus, it is natural
to define the strongly matricially free convolution of the array of distributions pµi,jq as
the distribution of the sum
(1.3) A 
¸
i,j
ai,j
of strongly matricially free random variables in a distinguished state ϕ, where µi,j is
the distribution of ai,j P Ai,j in the state ϕi,j, denoted by ` i,jµi,j. If we work in the
category of C-algebras and the variables are self-adjoint, the considered distributions
can be identified with compactly supported probability measures on the real line.
For simplicity, let us specialize to the case of arrays pai,jq in which pi, jq P J , where J
is a subset of the Cartesian product t1, 2u t1, 2u, often omitted in our notations. The
symbol ` used for our convolution operation does not mean that the distribution of A
is the free convolution of an array of distributions. In particular, one cannot change
the ‘matricial order’ in which the distributions appear. However, if the array pai,jq is
square and the corresponding distributions pµi,jq are row-identical, then
(1.4) ` i,j µi,j  µ1 ` µ2,
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where µ1,1  µ1,2  µ1 and µ2,1  µ2,2  µ2. Therefore, in this case, the new con-
volution can be viewed as a decomposition of the free convolution. Moreover, this
framework also gives decompositions of other binary convolutions in terms of pµi,jq if
we consider subarrays of square arrays or relax the assumption that the distributions
are row-identical. In this fashion we obtain boolean, monotone, conditionally free and
conditionally monotone convolutions, as well as s-free and orthogonal convolutions re-
lated to the subordination property of the free convolution discovered by Voiculescu
[25] and generalized by Biane [3]. For other results on s-free convolutions, see also [11]
(mulitplicative case) and [17] (multivariate case).
We would like to find a suitable noncommutative analog of the logarithm of the
Fourier transform. For that purpose we study strongly matricially free Toeplitz opera-
tors, similar to those in free probability studied by Voiculescu [22] and Haagerup [7] (an
extension of which to conditional freeness has been proposed recently [18]). We follow
the approach of Haagerup who used adjoints of the Toeplitz operators introduced in
the original approach of Voiculescu. Namely, we take
(1.5) ai,j  ℓi,j   fi,jpℓ

i,jq
where ℓi,j, ℓ

i,j are strongly matricially free creation and annihilation operators, respec-
tively, living in the strongly matricially free Fock space and fi,j is a polynomial for
any pi, jq P J . A novelty, as compared with the free case, is that the constant term of
fi,jpℓ

i,jq is equal to the internal unit 1i,j multiplied by some complex number.
This allows us to derive an equation for the Cauchy-transform GA of some distribution
of A in the state ϕ with an operator-valued argument taken from the algebra of units
I. This equation is of the same form as in the case of scalar-valued arguments, namely
(1.6) GA

1
z
 RApzq


 z
in some ‘neighborhood’ of zero. However, the argument of GA is an invertible I-valued
power series which has a bounded inverse, with RApzq playing to role of an I-valued
analog of the R-transform. Another important point is that the distribution of A con-
sidered here, although scalar-valued, cannot be identified with the collection of moments
of A in the state ϕ, but rather with the collection of moments of A alternating with
elements of I, as in the operator-valued free probability [23,24].
This distribution can be viewed as a noncommutative extension of the strongly ma-
tricially free convolution considered above, by abuse of notation also denoted `i,jµi,j, in
which we convolve the array pµi,jq in a more noncommutative fashion. Using it, we can
prove the addition formula for I-valued R-transforms involved which not only extends
the scalar-valued linearization formula (1.2), but also takes a nice form
(1.7) RA 
¸
i,j
Ri,j
where Ri,jpzq  Ri,jpzq1i,j and Ri,j denotes the scalar-valued R-transform of µi,j for
any pi, jq P J . In fact, this formula shows that convolutions associated with the main
types of noncommutative independence can be linearized by the I-valued R-transform,
called matricial R-transform, except that we have to use noncommutative distributions
of A and modify the concept of linearization. Essentially, this noncommutative setting
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turns out natural for proving existence of a noncommutative analog of (1.1) and (1.2)
which is suitable for various types of independence.
We can also view this formula as a linearization property of the R-transform of a new
type, since the matricial R-transform is a linear combination of the R-transforms of
Voiculescu with I-valued coefficients. Let us stress that this linear combination is very
special since its coefficients are exactly the internal units of the considered subalgebras.
We should also add that a similar formula holds for all states from the array pϕi,jq
if we take suitably truncated operators and only when considering arrays of Cauchy
transforms of this type we can prove uniqueness of the matricial R-transform.
In particular, if the array is square and distributions are row-identical, formula (1.7)
gives additivity of the scalar-valued R-transforms since two different unit decomposi-
tions lead to decompositions of the R-transforms, namely
(1.8) 1A 
2
¸
j1
1i,j Ñ Rµi 
2
¸
j1
Ri,j
for each i P t1, 2u and thus (1.2) becomes its consequence. Let us remark in this context
that the fact that the distributions are row-identical does not mean that such are the
states. In fact, in the GNS construction given in [12] the off-diagonal states are by
construction different from each other and different from the diagonal states.
Conversely, we can arrive at the matricial R-transform starting from free probability
and using operatorial subordination [10]. For that purpose, we begin with a pair of
free Toeplitz operators a1, a2 P BpFpHqq, where FpHq is the full Fock space over a
two-dimensional Hilbert space with an orthonormal basis te1, e2u. The results of [10]
give decompositions
(1.9) aj  xj  Xj for j P t1, 2u
where xj and Xj are equal to aj restricted to FpCejq and its orthogonal complement
FpCejqK, respectively, where j P t1, 2u. In this case, the ϕ-distribution of x1 agrees with
the ϕ2-distribution of X1 and the ϕ-distribution of x2 agrees with the ϕ1-distribution
of X2 (these distributions form a matrix and can be denoted µ1,1, µ1,2, µ2,2 and µ2,1,
respectively), where ϕj is the state defined by the vector ej and j P t1, 2u.
Treating the R-transforms of the distributions of a1 and a2 as operators on FpHq
and decomposing the unit of BpFpHqq as described above, we arrive at (1.7) with
A  a1   a2. Then it remains to relax the assumption that the distributions are row-
identical to obtain the general case. Therefore, another way to arrive at the matricial
R-transform is to follow the ‘subordination path’

a1
a2


Ñ

x1 X1
X2 x2


Ñ

R1,1 R1,2
R2,1 R2,2


,
namely first decompose free random variables as in (1.9) and then assign to them the
associated operatorial R-transforms induced by unit decompositions (1.8).
If we deform these R-transforms and thus allow for different R-transforms in each
row, the variables corresponding to rows become conditionally free with respect to
pϕ, ψq, where ψ is any extension of ϕ1 and ϕ2. In this context, let us point out that the
advantage of using strong matricial freeness instead of conditional freeness is that the
first one includes monotone independence, whereas the second one requires additional
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(rather restrictive) assumptions on the considered subalgebras, although satisfied in the
case of algebras of polynomials used when studying convolutions [6].
At the same time, our theory has some new features since it provides a framework
placed between scalar- and operator-valued free probability. An important property is
that despite the fact that the internal units are not identified, the considered states
are scalar-valued. A similar approach was used to define matricial freeness [12], which
could also be called ‘weak matricial freeness’, especially when compared with strong
matricial freeness. Addition of (weakly) matricially free random variables will be studied
elsewhere.
Let us remark that our construction of a noncommutative logarithm unifying the
logarithm of the Fourier transform and the K-transform given in [9] is of a different
nature than the approach presented in this work, although it is possible that our present
approach can be extended in that direction.
The remainder of this paper is organized as follows. Section 2 is devoted to the
concept of strong matricial freeness. The corresponding convolution is studied in Section
3. Suitable Toeplitz operators living in the strongly matricially free Fock space are
introduced and studied in Section 4. In Section 5, we define the matricial R-transform
and prove the corresponding linearization formula, which is the main result of this paper.
In Section 6, we give conditions under which the matricial R-transform is unique. In
Sections 7 and 8, we study strongly matricially free convolutions from a combinatorial
point of view.
2. Strong matricial freeness
Let us recall the basic notions related to the concept of strong matricial freeness [12].
Let A be a unital *-algebra with an array pAi,jq of non-unital *-subalgebras of A and
let pϕi,jq be a family of states on A (there is some similarity to freeness with infinitely
many states [5]). Further, we assume that each Ai,j has an internal unit 1i,j which is a
projection for which a1i,j  1i,ja  a for any a P Ai,j and that the unital subalgebra I
of A generated by all internal units is commutative.
Crucial is the fact that internal units are not identified with the unit of A and
therefore additional conditions on moments involving these units are needed. In order
to state these conditions, we need subsets of pI  Iqm of the form
Γm  tppi1, i2q, pi2, i3q, . . . , pim, im 1qq : i1  i2  . . .  imu
where I is an index set and m P N, with the corresponding union denoted
Γ 
8
¤
m1
Γm.
Objects (algebras and their elements, states, etc.) labelled by indices of the form pj, jq
for any j and i  j for any i  j, respectively, will be called diagonal and off-diagonal.
Important is the difference between diagonal and off-diagonal objects.
Definition 2.1. We say that p1i,jq is a strongly matricially free array of units associated
with pAi,jq and pϕi,jq if for any diagonal state ϕ it holds that
(a) ϕpu1au2q  ϕpu1qϕpaqϕpu2q for any a P A and u1, u2 P I,
(b) ϕp1i,jq  δi,j for any i, j,
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(c) if ak P Aik,jk XKerϕik,jk , where 1   k ¤ m, then
ϕpa1i1,j1a2 . . . amq 
"
ϕpaa2 . . . anq if ppi1, j1q, . . . , pim, jmqq P Γ
0 otherwise
.
where a P A is arbitrary and pi1, j1q  . . .  pim, jmq.
The main condition of strong matricial freeness reminds freeness as the definition
gives below shows.
Definition 2.2. We say that *-subalgebras pAi,jq are strongly matricially free with
respect to pϕi,jq if the array of internal units p1i,jq is the associated strongly matricially
free array of units and
(2.1) ϕpa1a2 . . . anq  0 whenever ak P Aik,jk XKerϕik,jk
for any diagonal state ϕ, where pi1, j1q  . . .  pin, jnq.
Using these conditions, one can easily show that multiplication of weak and strong
matricially free random variables in the kernel form reminds multiplication of matrices
and arrays of units remind matrix units, except that in the strong case the elements
which are on their diagonals survive only in the last matrix. Naturally, the array of
variables pai,jq in a unital *-algebra A is called strongly matricially free with respect to
pϕi,jq if there exists an array of projections p1i,jq which is a strongly matricially free array
of units associated with A and pϕi,jq and such that the array pAi,jq of *-subalgebras of
the form Ai,j  algpai,j, ai,j, 1i,jq is strongly matricially free with respect to pϕi,jq. If A
is a C-algebra, we assume that the subalgebras Ai,j and I are C
-subalgebras of A.
We shall consider an array of states pϕi,jq on A in which diagonal states coincide with
a distinguished state ϕ, whereas the off-diagonal ones are given by ϕi,j  ϕj, where
i  j and
(2.2) ϕjpaq  ϕpb

j abjq
for some bj P Aj,j X Kerϕ such that ϕpbj bjq  1, any a P A and j, called conjugate
states (they were called ‘conditions’ in [12]). In particular, this implies the normalization
conditions ϕjp1i,kq  δj,k for any i, j, k.
Finally, if the distribution of ai,j in the state ϕi,j does not depend on j, we will say
that the array pai,jq is row-identically distributed.
Proposition 2.1. Let pAi,jq be strongly matricially free with respect to pϕi,jq, where
ϕj,j  ϕ for any j and ϕi,j  ϕj for any i  j. Let us consider the mixed moment
ϕi,jpa1a2 . . . anq, where ak P Aik,jk and pi1, j1q  . . .  pin, jnq.
(1) If an is diagonal, jn  j and the state ϕi,j is off-diagonal, then the moment
vanishes. In particular, the off-diagonal state ϕi,j vanishes on any Ak,k for
k  j.
(2) If an is off-diagonal and the state ϕi,j is diagonal, then the moment vanishes.
In particular, a diagonal state vanishes on any off-diagonal subalgebra.
(3) If ak is diagonal for some 1 ¤ k   n and ar P Kerϕir ,jr for k   r ¤ n, then the
moment vanishes.
Proof. These are straightforward consequences of the definition of strong matricial
freeness. 
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Definition 2.3. By the strongly matricially free Fock space over the array pHi,jq we
understand the Hilbert space of the form
(2.3) N  CΩ`
8
à
m1
à
i1...im
n1,...,nmPN
Hbn1i1,i2 bH
bn2
i2,i3
b . . .bHbnmim,im ,
where Ω is a unit vector, with the canonical inner product.
In particular, when the array pHi,jq is square and consists of one-dimensional Hilbert
spaces Hi,j  Cei,j for i, j P t1, 2u, we have
N 
8
à
m0
N pmq,
where the first few summands are of the form
N p0q  CΩ
N p1q  Ce1,1 ` Ce2,2
N p2q  Ceb21,1 ` Ce
b2
2,2 ` Cpe1,2 b e2,2q ` Cpe2,1 b e1,1q
N p3q  Ceb31,1 ` Ce
b3
2,2 ` Cpe2,1 b e
b2
1,1q ` Cpe1,2 b e
b2
2,2q ` Cpe
b2
2,1 b e1,1q
`Cpeb21,2 b e2,2q ` Cpe1,2 b e2,1 b e1,1q ` Cpe2,1 b e1,2 b e2,2q,
etc. Note that, in contrast to the (weakly) matricially free Fock space, diagonal vectors
appear only at the ends of the tensor products.
Let us distinguish the closed subspaces Ni,j spanned by simple tensors which begin
with ei,j , where pi, jq P J . Then we have a decomposition
(2.4) N  CΩ`
à
i,j
Ni,j
and the diagonal unit 1j,j is the projection onto CΩ ` Nj,j  FpCej,jq, whereas the
off-diagonal unit 1i,j is the projection onto N a FpCei,iq.
Remark 2.1. Let p be the projection onto CΩ and let pi,j be a projection onto Ni,j for
any i, j. Note that we have ‘orthogonal decompositions’ of the unit from A  BpN q,
(2.5) 1A  11,1   11,2  12,2   12,1,
as well as
(2.6) 1A  p 
¸
i,j
pi,j 
¸
i,j
qi,j,
where q1,1  p, q1,2  p2,2, q2,1  p1,1 and q2,2  p1,2   p2,1, which will be of use in our
study of the matricial R-transform.
Definition 2.4. Let A  pαi,jq be an array of positive real numbers and let pHi,jq 
pCei,jq be the associated array of Hilbert spaces. By the strongly matricially free creation
operators associated with A we understand operators of the form
(2.7) ℓi,j  αi,jσ
ℓpei,jqσ,
where σ : N Ñ Fp
À
i,jHi,jq is the canonical embedding in the given free Fock space
and the ℓpei,jq’s denote the canonical free creation operators. By the strongly matricially
free annihilation operators we understand their adjoints.
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Proposition 2.2. The array pAi,jq of *-subalgebras of BpN q, where Ai,j  algpℓi,j, ℓi,jq
for any pi, jq P J , is strongly matricially free with respect to pϕi,jq.
Proof. The proof is left to the reader since it is very similar to that in the free case
(see also [13, Proposition 4.1]). Let us only observe that the relation
(2.8) ℓi,jℓi,j  α
2
i,j1i,j
implies that 1i,j P Ai,j since αi,j is assumed to be positive. 
Remark 2.2. In a similar way one defines the concept of matricial freeness, which,
especially when compared with the strong case, can also be called ‘weak matricial
freeness’. The difference is that in the definition of the array of matricially free array
of units we replace the sets Γn by slightly larger sets
Λm  tppi1, j1q, pi2, j2q, . . . , pim, jmqq : pi1, i2q  pi2, i3q  . . .  pim, im 1qu,
where all ‘matricially related’ pairs of indices are allowed. In this case, in order to
obtain a non-zero mixed moment of type ϕpa1a2 . . . anq it is also necessary that an is
diagonal, but diagonal variables can also appear in the middle of non-zero moments of
the type considered in Proposition 2.1.
3. Convolutions
From the results of [12] it follows that different shapes of pai,jq correspond to different
types of noncommutative independence. The convolution which unifies the associated
convolutions is the convolution of an array of distributions defined below.
Definition 3.1. Let pai,jq be a two-dimensional array of strongly matricially free ran-
dom variables with the corresponding array of distributions pµi,jq in the states pϕi,jq.
The distribution of the sum
(3.1) A 
¸
i,j
ai,j
in the state ϕ is called the strongly matricially free convolution and will be denoted
` i,jµi,j by analogy with the free convolution. In these notations it is understood that
the summation runs over pairs pi, jq P J , which is often omitted.
In particular, the strongly matricially free convolution generalizes the free convolu-
tion, which justifies our notation. For simplicity, let us consider a two-dimensional array
pai,jq of random variables and an array of states given by
(3.2)

ϕ1,1 ϕ1,2
ϕ2,1 ϕ2,2




ϕ ϕ2
ϕ1 ϕ


where ϕ is a distinguished state on A and ϕ1, ϕ2 are conjugate states, with respect to
which the considered array is strongly matricially free.
For the sake of greater generality, by a two-dimensional array we shall understand a
subbarray of a square two-dimensional array. Consider sums
(3.3) ai 
¸
j
ai,j
where i  1, 2 and it is understood that the summation runs over those j’s, for which
pi, jq P J . In other words, we add variables which appear in each row separately.
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Clearly, these sums may reduce to one term if only one variable appears in a given
row. Let us remark that the array is not assumed to contain the diagonal as in the
case of limit theorems [12,13]. This allows us to consider arrays corresponding to s-free
independence and orthogonal independence.
In the theorem given below we state explicitly how addition of rows corresponds to
convolutions associated with various notions of noncommutative independence and how
these convolutions can be decomposed using the strongly matricially free convolution.
By the ϕ-distributions of A and ai we understand the collections of moments of A and
ai, respectively, in the state ϕ. Each pair of variables is denoted ta1, a2u, but one should
remember that in some cases (3-5) order in which they appear is relevant.
Theorem 3.1. Assume that pai,jq is strongly matricially free with respect to pϕi,jq and
row-identically distributed with distributions pµi,jq. Let µ and µi be the ϕ-distributions
of A and ai, where i P t1, 2u, respectively.
(1) If the array is square, then ta1, a2u is free with respect to ϕ and µ  µ1 ` µ2.
(2) If the array is diagonal, then ta1, a2u is boolean independent with respect to ϕ
and µ  µ1 Z µ2.
(3) If the array is lower-triangular, then ta1, a2u is monotone independent with re-
spect to ϕ and µ  µ1  µ2.
(4) If the array is upper-anti-triangular, then ta1, a2u is s-free independent with
respect to pϕ, ϕ1q and µ  µ1 i µ2.
(5) If the array consist of one column, then ta1, a2u is orthogonally independent with
respect to pϕ, ϕ1q and µ  µ1 $ µ2.
Proof. Since A  a1   a2, cases (1)-(3) are immediate consequences of [12, Propo-
sition 4.1], where it was shown that ta1, a2u is free, boolean independent or monotone
independent, depending on whether the array is square, diagonal or lower-triangular,
respectively. In order to show cases (4) and (5) it suffices to show that ta1,1  a1,2, a2,1u
is s-free and ta1,1, a2,1u is orthogonal under pϕ, ϕ1q. However, these properties follow
from the GNS representation in the subordination context given in [10]. 
We have distinguished only those convolutions which are non-trivial and cannot be
reduced to the other ones. This eliminates upper-triangular arrays (formally they cor-
respond to anti-monotone independence and its conditional counterpart), which can be
reduced to lower-triangular ones, as well as lower-anti-triangular arrays (i.e. those in
which there is no a1,1), which can be reduced to upper-anti-triangular ones (i.e those in
which there is no a2,2). Finally, we have omitted arrays consisting of one row, in which
case the ϕ-distribution of A agrees with the ϕ-distribution of the diagonal variable a1,1
and the ϕ2-distribution of A agrees with that of the off-diagonal variable a1,2 (all mixed
moments of two variables vanish).
If we lift the assumption that the variables are row-identically distributed, we obtain
the conditionally free additive convolution. In a similar manner, a generalization of the
case of lower-triangular arrays leads to conditionally monotone variables of Hasebe [8].
Theorem 3.2. If pai,jq is a square array of random variables in A which is strongly
matricially free with respect to pϕi,jq and has distributions pµi,jq, then
(3.4) ` i,j µi,j  pµ1,1, µ1,2q` pµ2,2, µ2,1q
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and ta1, a2u is conditionally free with respect to pϕ, ψq, where ψ is any state on A
extending ϕ1|A2 and ϕ2|A1, where A1  algpA1,1,A1,2q and A2  algpA2,1,A2,2q.
Proof. It suffices to prove that variables of the form
a0i  ai  ψpaiq 
¸
j
pai,j  ψpai,jqq
satisfy the equation of c-freeness with respect to ϕ, namely
ϕpa0i1a
0
i2
. . . a0inq  ϕpa
0
i1
qϕpa0i2q . . . ϕpa
0
in
q
where i1  i2  . . .  in and ψ is any extension of ϕ1|A2 and ϕ2|A1. The assumption
on ψ gives
ϕpa01q 
¸
j
pϕpa1,jq  ψpa1,jqq  ϕpa1,1q  ψpa1,2q
ϕpa0
2
q 
¸
j
pϕpa2,jq  ψpa2,jqq  ϕpa2,2q  ψpa2,1q,
since ϕpa1,2q  ϕpa2,1q  0 as well as ϕ2pa1,1q  ϕ1pa2,2q  0 by Proposition 2.1.
Therefore, our variables can be decomposed as
a0i  a
1
i   a
2
i   bi
where the first two terms belong to diagonal subalgebras, namely
a1i  ai,i  ϕpai,iq1i,i
for each i and
a21  pϕpa1,1q  ψpa1,2qq11,1, a
2
2  pϕpa2,2q  ψpa2,1qq12,2
whereas the third one is an element of an off-diagonal one, i.e.
b1  a1,2  ψpa1,2q11,2 and b2  a2,1  ψpa2,1q12,1.
Now, using Proposition 2.1(2) again, we obtain
ϕpa0i1a
0
i2
. . . a0inq  ϕpa
0
i1
a0i2 . . . a
1
in
q   ϕpa0i1a
0
i2
. . . a2inq.
Next, we claim that
ϕpa0i1a
0
i2
. . . a1inq  0.
Namely, in view of Proposition 2.1(3), the diagonal variables can appear only as the
last ones in non-zero mixed moments of kernel form. This implies, however, that
ϕpa0i1a
0
i2
. . . a1inq  ϕpbi1bi2 . . . bin1a
1
in
q  0
by strong matricial freeness (note that this kind of reduction is not possible in the case
of weak matricial freeness). It remains to use property (a) of Definition 2.1 to write
ϕpa0i1a
0
i2
. . . a2inq  pϕpain,inq  ψpain,inqqϕpa
0
i1
a0i2 . . . a
0
in1
q
and use an inductive argument to finish the proof. 
MATRICIAL R-TRANSFORM 11
4. Toeplitz operators
In order to study the addition of free random variables, Voiculescu used Toeplitz
operators [22]. They turn out to be closely related to R-transforms and can be used
to prove that they are additive under free convolutions. A new proof of additivity was
presented by Haagerup [7] who used the adjoints of Toeplitz operators of the form
(4.1) a  ℓ1   fpℓ

1
q and b  ℓ2   gpℓ

2
q
where ℓ1, ℓ2 are isometries on the full Fock space FpHq, where H is a two-dimensional
Hilbert space with orthonormal basis te1, e2u, given by tensoring on the left by e1 and
e2, respectively, and where f, g are polynomials. Using only Fock space techniques, he
derived the addition formula for the R-transforms.
We would like to generalize this approach to the case of strong matricial freeness in
order to find a suitable analog of the R-transform.
Definition 4.1. Let pℓi,jq be the array of strongly matricially free creation operators
on N and let fi,j be a polynomial for any pi, jq P J . Operators of the form
(4.2) ai,j  ℓi,j   fi,jpℓ

i,jq
where pi, jq P J and the constant term of fi,j is the internal unit 1i,j multiplied by a
complex number, will be called strongly matricially free Toeplitz operators.
These operators are similar to free Toeplitz operators used by Voiculescu and Haagerup.
We will need the distributions of these operators in the states pϕi,jq defined by the array
of unit vectors pΩi,jq, where
Ωj,j  Ω and Ωi,j  ej,j for i  j,
which replace the single vacuum vector which suffices in the free case. It is easy to see
that the restriction of ai,j to the closed subspace of N spanned by vectors
tℓni,jΩi,j : n ¥ 0u
has the Toeplitz form for any pi, jq P J . Moreover, in the case of row-identically
distributed square arrays these operators are closely related to those in free probability
since the sum of those lying in the j-th row give a decomposition of the j-th free Toeplitz
operator (see Introduction).
Proposition 4.1. The R-transform of the distribution µi,j of the operator ai,j in the
state ϕi,j is given by
(4.3) Ri,jpzq  fi,jpα
2
i,jzq,
where pi, jq P J and the constant term of fi,j is a complex number.
Proof. The proof is similar to that in [7], but some modifications need to be intro-
duced. For fixed pi, jq P J , take the vector
ρi,jpzq  p1 zℓi,jq
1Ωi,j  Ωi,j  
8
¸
n1
znαni,je
bn
i,j b Ωi,j
where we set ebnj,j b Ω  e
bn
j,j for any j and assume that |αi,jz|   1 in order to get a
convergent series. Then
ℓi,jρi,jpzq 
1
z
pρi,jpzq  Ωi,jq
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for 0   |z|   |αi,j|
1. Moreover, since ℓi,jΩi,j  0 and
ℓi,jpe
bn
i,j b Ωi,jq  αi,jpe
bpn1q
i,j b Ωi,jq,
we can see that
ℓi,jρi,jpzq  zα
2
i,jρi,jpzq
and thus
ai,jρi,jpzq 
1
z
pρi,jpzq  Ωi,jq   fi,jpα
2
i,jzqρi,jpzq,
which leads to the equation

1
z
  fi,jpα
2
i,jzq  ai,j


ρi,jpzq 
1
z
Ω.
Now, if |z| is sufficiently small and positive, the operator on the left hand side is
invertible, which gives
Gi,j

1
z
  fi,jpα
2
i,jzq


 z,
where Gi,j denotes the Cauchy transform of the ϕi,j-distribution of ai,j , and that im-
plies that its R-transform has the desired form by the uniqueness of the R-transform. 
It should be noted that in the study of ϕ-distributions of the strongly matricially free
convolution it suffices to use strongly matricially free Toeplitz operators pai,jq and their
sum A since, in view of Proposition 2.2, the array pai,jq is strongly matricially free with
respect to pϕi,jq and this implies [12, Propositions 2.2-2.3] that the mixed moments of
these variables are uniquely determined by the marginal distributions and thus by the
corresponding R-transforms pRi,jq. Therefore, if we start with an arbitrary array of
strongly matricially free random variables and the same distributions as those of pai,jq,
then we obtain the same mixed moments. Thus, without loss of generality, we can use
strongly matricially free Toeplitz operators with given R-transforms.
It can also be justifed that in this study one can use polynomials as R-transforms
instead of infinite series
Ri,jpzq 
8
¸
n1
ri,jpnqz
n1
for any pi, jq P J . This is because any mixed moment of order m of the sum of arbitrary
strongly matricially free random variables can be expressed in terms of a finite number
of coefficients ri,jpnq for 1 ¤ n ¤ m.
These results give us a hint that one might be able to use strongly matricially free
Toeplitz operators to obtain an analog of the R-transform. Following Haagerup’s ap-
proach [7], we shall first define suitable vectors of geometric series type and then act
on these vectors with Toeplitz operators.
Let pℓi,jq be the array of strongly matricially free creation operators living in the
strongly matricially free Fock space N and let
L 
¸
i,j
ℓi,j
be the corresponding sum of creation operators. Consider the vector
ρpzq  p1 zLq1Ω,
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where z is a complex number such that |z|   p
°
i,j |αi,j|
2
q
1, which ensures convergence
of the associated series.
Lemma 4.1. The sum A 
°
i,j ai,j of strongly matricially free Toeplitz operators
satisfies the equation
(4.4) Aρpzq 
1
z
pρpzq  Ωq  
¸
i,j
fi,jpα
2
i,jzq1i,jρpzq
where ρpzq  p1 zLq1Ω and 0   |z|   p
°
i,j |αi,j|
2
q
1.
Proof. Clearly, as in the free case, we have
Lρpzq 
1
z
pρpzq  Ωq.
Let us now decompose the vector ρpzq into sums of two vectors in two different ways.
These vectors will be eigenvectors of annihilation operators from each row of the array
pℓi,jq. Thus, using the same notation as in the proof of Proposition 4.1, we get the
action of the diagonal annihilation operators
ℓj,jρj,jpzq  α
2
j,jzρj,jpzq
for j P t1, 2u. Moreover, for the off-diagonal ones we have
ℓi,jηi,jpzq  α
2
i,jzηi,jpzq,
where i  j and
η1,2pzq  ρpzq  ρ1,1pzq
η2,1pzq  ρpzq  ρ2,2pzq.
Let us show the first of these equations. We have
ℓ
1,2pρpzq  ρ1,1pzqq 
8
¸
n1
znpℓ
1,2L
n
 ℓ
1,2ℓ
n
1,1qΩ

8
¸
n1
znℓ
1,2ℓ1,2L
n1Ω
 α21,2z
8
¸
n1
zn1pLn1Ω e
bpn1q
1,1 q
 α21,2zpρpzq  ρ1,1pzqq
since ℓ
1,2ℓ1,2  α
2
1,211,2 and 11,2L
n1Ω  Ln1Ω  e
bpn1q
1,1 , which proves the desired
equation. Finally,
ℓ1,2ρ1,1pzq  ℓ

2,1ρ2,2pzq  ℓ

1,1η1,2pzq  ℓ

2,2η2,1pzq  0.
Therefore,
pf
1,1pℓ

1,1q   f1,2pℓ

1,2qqρpzq  f1,1pα
2
1,1zqρ1,1pzq   f1,2pα
2
1,2zqη1,2pzq
pf
2,2pℓ

2,2q   f2,1pℓ

2,1qqρpzq  f2,2pα
2
2,2zqρ2,2pzq   f2,1pα
2
2,1zqη2,1pzq,
which gives (4.4) and thus completes the proof. 
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Lemma 4.2. Let ϕ be the state associated with the vacuum vector Ω. Then there exists
ǫ such that
(4.5) z  ϕ



1
z
 
¸
i,j
Ri,jpzq1i,j  A

1


whenever 0   |z|   ǫ.
Proof. Rewriting the result of Lemma 4.1, we obtain

1
z
 
¸
i,j
fi,jpα
2
i,jzq1i,j  A

ρpzq 
1
z
Ω.
For small and positive |z|, the operator on the LHS is invertible and then
zρpzq 

1
z
 
¸
i,j
fi,jpα
2
i,jzq1i,j  A

1
Ω
which, with the use of xzρpzq,Ωy  z and Proposition 4.1, finishes the proof. 
The above lemma indicates that a natural analog of the R-transform could have a
more noncommutative character. This is really the case and, as we argue in the next
section, in order to obtain the corresponding linearization formula, we need to use more
noncommutative distributions of A than those studied in Section 3. The latter are then
obtained by restriction to the algebra of polynomials in A.
5. Matricial R-transform
In view of Lemma 4.2 and its similarity to the scalar-valued counterpart involving
the scalar-valued R-transform, we are ready to define an object called an ‘operatorial
R-transform’. For that purpose we shall use the notion of a distribution of A in the
state ϕ similar to that in the operator-valued free probability [23].
Let a be an element of a unital complex Banach algebra A with a unital closed
subalgebra I and let ϕ be a normalized linear functional on A. The algebra freely
generated by I and an indeterminate X will be denoted by IxXy. The linear functional
µ : IxXy Ñ C defined by µ  ϕ  τ , where τ : IxXy Ñ A is the unique homomorphism
such that τpbq  b for b P I and τpXq  a will be called the distribution of a P A in
the state ϕ. Quantities of the form
ϕpbn1abn2 . . . bnm1abnmq,where bnk P I for 1 ¤ k ¤ m and m P N
will be called the I-moments of a. In particular, the collection of moments
tϕpbpabqnq : n P NY t0uu
will be called the b-distribution of a. Note that we do not assume, as in the operator-
valued free probability [23], where ϕ is a conditional expectation, that ϕpbq  b for any
b P I.
It is clear that if b P I is invertible and ‖ b1 ‖ ‖ a ‖1 then the inverse of b  a
exists and takes the form of a series
pb aq1 
8
¸
n0
b1pab1qn
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which converges in the norm topology. This leads to the operatorial analog of the
Cauchy transform of the form
(5.1) Gapbq 
8
¸
n0
ϕ
 
b1pab1qn

,
due to continuity of ϕ, which plays the role of the Cauchy transform of the b-distribution
of A in the state ϕ. If A is a C-algebra, continuity follows from the fact that ϕ is
a state. Clearly, in this case b, b1 and a become bounded operators on some Hilbert
space H.
Definition 5.1. Under the above assumptions, let µ denote the distribution of a P A
in the state ϕ. If there exists an I-valued power series of the form
(5.2) Rapzq 
8
¸
n1
cnz
n1,
where cn P I for all n P N and z P C, which is convergent in the norm topology for
sufficiently small |z|, and for which it holds that
(5.3) Ga

1
z
 Rapzq


 z
whenever |z| is sufficiently small and positive, it will be called an operatorial R-transform
of the distribution µ.
Remark 5.1. Let A be the C-subalgebra generated by the Toeplitz operator ai,j and
the unit 1i,j and let I  Cr1i,js, where the pair pi, jq P J is fixed. Then
Gai,j

1
z
 Rai,j pzq


 z
for small and positive |z|, where Rai,j pzq  Ri,jpzq1i,j and Ri,j is given by Proposition
4.1, thus Rai,j becomes an operatorial R-transform of the ϕi,j-distribution of ai,j.
On the level of formal power (Laurent) series, invertibility of the argument of the
Cauchy transform of the form (5.3) is shown as in the case of scalar-valued arguments.
Moreover, if zRApzq is a contraction, the inverse converges in the norm topology. These
facts are elementary and we present them without a proof.
Proposition 5.1. Formal power series Cpzq 
°
8
n0 cnz
n1 and Bpzq 
°
8
n0 bnz
n 1,
where cn, bn P I for any n and c0  b0  1, are multiplicative inverses if and only if
bm 
m¸
p1
p1qp
¸
n1 ... npm
cn1 . . . cnp
cm 
m¸
p1
p1qp
¸
n1 ... npm
bn1 . . . bnp
where m,n1, . . . , np P N. If ‖ zCpzq  1 ‖  1, then the power series Bpzq converges
in the norm topology. If ‖ Bpzq  z ‖  1, then the series Cpzq converges in the norm
topology.
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Note that if Ra is an operatorial R-transform associated with Ga, then the operatorial
argument of Ga is of the form
(5.4) Capzq 
1
z
 Rapzq
and plays the role analogous to that of the right composition inverse of the Cauchy
transform. However, since Ra is operator-valued, it is not unique.
Definition 5.2. Let A P A be the sum of random variables pai,jq in a unital complex
C-algebra A which are strongly matricially free with respect to pϕi,jq and let I be
its unital C-subalgebra generated by the internal units. If an I-valued operatorial
R-transform RA of the ϕ-distribution of A takes the form
(5.5) RApzq 
¸
i,j
Ri,jpzq
where Ri,jpzq  Ri,jpzq1i,j and Ri,j is the R-transform of µi,j, the distribution of ai,j in
the state ϕi,j, it will be called a matricial R-transform of the ϕ-distribution of A.
If RA is a matricial R-transform, then the multiplicative inverse of CA can be ex-
pressed in terms of R-transforms of free convolutions of pµi,jq, with orthogonal projec-
tions pqi,jq introduced in Remark 2.1 being the coefficients. In particular, this is the
case when pai,jq is an array of strongly matricially free Toeplitz operators, but the result
is more general.
Proposition 5.2. If pai,jq is the array of Toeplitz operators (4.2) and RA is the cor-
responding matricial R-transform, then the multiplicative inverse of CApzq takes the
form
BApzq 
¸
i,j

z
1  zQi,jpzq


qi,j
where |z| is sufficiently small and positive and pQi,jq is the array of R-transforms of
free convolutions of the distributions of pai,jq in the states pϕi,jq.
Proof. Decomposing the internal units p1i,jq in terms of pqi,jq defined in Remark 2.1,
we arrive at the orthogonal decomposition
CApzq 
¸
i,j

1
z
 Qi,jpzqq


qi,j,
where pQi,jq is the array of the form

Q1,1 Q1,2
Q2,1 Q2,2




R1,1  R2,2 R1,1  R2,1
R2,2  R1,2 R1,2  R2,1


,
and thus, by additivity of the R-transform, it is the array of R-transforms of free
convolutions of pµi,jq, the distributions of pai,jq in the states pϕi,jq, respectively, namely

µ1,1 ` µ2,2 µ1,1 ` µ2,1
µ2,2 ` µ1,2 µ1,2 ` µ2,1


.
This allows us to find the explicit form of the inverse of CApzq P BpN q, namely
BApzq 
¸
i,j

z
1  zQi,jpzq


qi,j
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which converges in the norm topology for sufficiently small and positive |z| since each
Qi,j is analytic in some neighborhood of zero, as claimed. 
Remark 5.2. It is not hard to show that Proposition 5.2 can be generalized to the
case when pai,jq is an arbitrary array of strongly matricially free variables from a unital
complex C-algebra A. In that case, the projections pqi,jq are to be understood as
suitable elements of I expressed in terms of p1i,jq by the same formulas as in the case
of N .
Lemma 5.1. An I-valued power series Rpzq 
°
8
n1 cnz
n1 converging in the norm
topology in a neighborhood of zero is an operatorial R-transform of the ϕ-distribution
of A if and only if
(5.6)
m¸
k1
¸
n1 ... nkmk
ϕpbn1Abn2 . . . bnk1Abnkq  0
for all m ¥ 2, where we assume that n1, . . . , nk are non-negative integers and where the
series Bpzq 
°
8
n0 bnz
n 1 is the multiplicative inverse of Cpzq  1{z  Rpzq.
Proof. In (5.1) we substitute the explicit form for the inverse of b  Cpzq given
by the series Bpzq of Proposition 5.1. Note that if |z| is small, then the condition
‖ zCpzq  1 ‖‖ zRpzq ‖  1 is satisfied. Moreover, if |z| is sufficiently small, the norm
of Bpzq can be made smaller than ‖ A ‖1, which gives absolute convergence of the
series (5.1) in some neighborhood of zero. By continuity of ϕ this leads to the identity
z 
8
¸
n10
ϕpbn1qz
n1 1
 
8
¸
n1,n20
ϕpbn1Abn2qz
n1 n2 2
 
8
¸
n1,n2,n30
ϕpbn1Abn2Abn3qz
n1 n2 n3 3
  . . .

8
¸
m1
m¸
k1
¸
n1 ... nkmk
ϕpbn1Abn2 . . . bnk1Abnkqz
m
for small |z|, which gives necessary and sufficient conditions forRpzq to be an operatorial
R-transform of the ϕ-distribution of A, namely
m¸
k1
¸
n1 ... nkmk
ϕpbn1Abn2 . . . bnk1Abnkq  0
for all natural m, where we assume that the summation indices n1, . . . , np are non-
negative integers, which completes the proof. 
Remark 5.3. It is easy to see that (5.6) is a recursion since it is equivalent to
ϕpbm1q  
m¸
k2
¸
n1 ... nkmk
ϕpbn1Abn2 . . . bnk1Abnkq
for m ¥ 2 and b0  1, and it is clear that it always has a solution. The conditions for
the first few coefficients bm take the form
ϕpb1q  ϕpAq
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ϕpb2q  ϕpAb1q  ϕpb1Aq  ϕpA
2
q
ϕpb3q  ϕpAb2q  ϕpb1Ab1q  ϕpb2Aq  ϕpA
2b1q  ϕpb1A
2
q  ϕpAb1Aq  ϕpA
3
q
etc., with b0  1. In the scalar-valued case, we obtain a unique solution for all coeffi-
cients bm which are expressed in terms of ϕ-moments of A. In the operator-valued case,
conjugate states will be used to address the uniqueness problem in Section 6.
We are ready to state and prove the main result of this paper, the addition formula
for the matricial R-transform, which can also be viewed as the matricial linearization
property of the R-transform.
Theorem 5.1. If pai,jq is an array of random variables from a unital complex C
-
algebra A which is strongly matricially free with respect to pϕi,jq and pRi,jq is the cor-
responding array of R-transforms, then
(5.7) RApzq 
¸
i,j
Ri,jpzq,
where A 
°
i,j ai,j and Ri,jpzq  Ri,jpzq1i,j for any pi, jq P J , with sufficiently small
|z|, is an operatorial R-transform of the ϕ-distribution of A.
Proof. If pai,jq is the array of Toeplitz operators, the assertion is a consequence of
Lemma 4.2. It remains to be shown that the case of arbitrary arrays pai,jq reduces to
that of Toeplitz operators. Suppose pai,jq is an array of elements of a C
-algebraA which
is strongly matricially free under pϕi,jq with p1i,jq being the associated array of internal
units and let pRi,jq be the array of R-transforms of the corresponding distributions. Let
Ri,j be analytic for |z|   ǫi,j , where pi, jq P J and each ǫi,j is a positive number. Then
the series
RApzq 
¸
i,j
Ri,jpzq1i,j 
8
¸
n1

¸
i,j
ri,jpnq1i,j

zn1
converges in the norm topology to an element of I for |z|   ǫ, where ǫ  mini,j ǫi,j. For
each natural p, consider its truncation
RAppqpzq 
¸
i,j
Rppqi,j pzq,
where
Rppqi,j pzq  R
ppq
i,j pzq1i,j and R
ppq
i,j pzq 
p¸
n1
ri,jpnqz
n1
for any pi, jq P J and |z|   ǫ, and where Appq 
°
i,j a
ppq
i,j is the sum of strongly matricially
free Toeplitz operators with R-transforms pR
ppq
i,j q, respectively. By Lemma 4.2, we have
GAppq

1
z
 RAppqpzq


 z
for any p and 0   |z|   δ ¤ ǫ and some δ. Therefore, by Lemma 5.1,
m¸
k1
¸
n1 ... nkmk
ϕpbppqn1 A
ppqbppqn2 . . . b
ppq
nk1
Appqbppqnk q  0
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for all m ¥ 2, with b
ppq
0  1. Now, by Proposition 5.2, b
ppq
n ’s are the coefficients of the
power series
Bppqpzq 
¸
i,j

z
1  zQ
ppq
i,j pzq

qi,j
where Q
ppq
i,j is the truncation of Qi,j to the polynomial of order p  1 and pqi,jq is the
array of projections of Remark 2.1. On the other hand, bn’s are the coefficients of the
power series
Bpzq 
¸
i,j

z
1  zQi,jpzq


qi,j ,
where, by abuse of notation, we use the same symbols for pqi,jq, which are now the
projections from I (expressed in terms of p1i,jq by suitable equations, the same as in
the case of N ). It can be seen from Proposition 5.1 or directly from the above formulas
that b
ppq
n  bn whenever 0 ¤ n ¤ p. Moreover, similar arguments as those concerning
the moments of A in the state ϕ can be used for the alternating mixed moments of A
(since bn’s and b
ppq
n ’s are linear combinations of internal units) to conclude that
ϕpbppqn1 A
ppqbppqn2 . . . b
ppq
nk1
Appqbppqnk q  ϕpbn1Abn2 . . . bnk1Abnkq
whenever n1   . . .   nk   k  1 ¤ p. In this fashion, condition (5.6) for any given m
can be shown to be satisfied by taking sufficiently large p. This implies that the se-
ries RA is an operatorial R-transform associated with GA, which completes the proof. 
In contrast to highly non-unique operatorial R-transforms of Definition 5.1, the ma-
tricial R-transform can be made unique if we consider the whole array of states pϕi,jq
and not only the distinguished state ϕ. Before we discuss the uniqueness problem, we
shall make a few simple remarks related to the cases discussed in Theorems 3.1-3.2.
(1) If the array is square and row-identically distributed, then the matricial R-
transform associated with GA takes the form
RApzq  Rµ1pzq1A  Rµ2pzq1A
due to unit decompositions (1.8) and can be identfied with the scalar-valued
R-transform of µ1 ` µ2.
(2) If the array is diagonal, then the matricial R-transform associated with GA takes
the form
RApzq  Rµ1pzq11,1  Rµ2pzq12,2
which linearizes the extended boolean convolution.
(3) If the array is lower-triangular and row-identically distributed, then the matricial
R-transform associated with GA takes the form
RApzq  Rµ1pzq11,1  Rµ2pzq1A
which linearizes the extended monotone convolution.
(4) In the general case and with the use of notations used for c-free convolutions,
we can write the matricial R-transform associated with GA as
RApzq 
¸
i,j
Qi,jpzq,
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where Qi,jpzq  Qi,jpzqqi,j for any i, j and pQi,jq is the array of R-transforms of
free convolutions

µ1 ` µ2 µ1 ` ν2
µ2 ` ν1 ν1 ` ν2


,
obtained by rewriting the array given in the proof of Proposition 5.2.
Without any further assumptions, the matricial R-transform in the state ϕ is not
unique. In most cases this fact is easy to see since the R-transform of A, say RA,
always exists and the corresponding scalar-valued Bpzq satisfies conditions (5.6), but
it is usually different than RA given by (5.7). However, if the array is square and
distributions are row-identical, then RA agrees with RA since
°
j 1i,j  1A for any
i P t1, 2u (then, to show non-uniqueness, one needs to find another example).
6. Uniqueness
Let us investigate the uniqueness problem for the operatorial R-transform. For that
purpose we shall study higher order states, including the conjugate states.
Anticipating that some essential work will have to be done for operators of Toeplitz
type, we first introduce vectors in the Fock space N which are similar to ωpzq, but
which are generated by vectors e1,1 and e2,2. Let
(6.1) ωjpzq  p1 zLq
1ej,j
for any j P t1, 2u, where |z| is sufficiently small to ensure convergence.
Proposition 6.1. Let f be a polynomial and let the constant term of fpℓi,jq be a con-
stant multiplied by 1i,j for any pi, jq P J . Then
(6.2) fpℓj,jqωjpzq  fpα
2
j,jzq1j,jωj,jpzq   αj,jDf pα
2
j,jzqΩ
for any j P t1, 2u, where Dfpzq  ∆fpzq{z, with ∆fpzq  fpzq  fp0q. Moreover,
(6.3) fpℓi,jqωkpzq  fi,jpα
2
i,jzq1i,jωkpzq
whenever i  j and k is arbitrary.
Proof. The proof is similar to that of Lemma 4.1. For instance,
ℓj,jωjpzq  ℓ

j,jej,j   zℓ

j,jℓj,jp1  zL   z
2L2   . . .qej,j
 αj,jΩ  zα
2
j,j1j,jωjpzq
for any j P t1, 2u, which leads to the recursion
pℓj,jq
nωjpzq  αj,jpzα
2
j,jq
n1Ω  pzα2j,jq
n1j,jωjpzq
for any natural n since ℓj,j commutes with 1j,j. This, in turn, gives
fpℓj,jqωjpzq  fpα
2
j,jzq1j,jωjpzq   αj,jDf pα
2
j,jzqΩ
for any j and any polynomial f , which proves (6.2). The proof of (6.3) is exactly the
same as that of Lemma 4.1. 
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In addition to the Cauchy transform studied in Section 5, we shall now study the
Cauchy transforms of noncommutative distributions of a P A in the conjugate states
ϕ1 and ϕ2. This leads to the array
(6.4) Gpi,jqa pbq  ϕi,jppb aq
1
q 
8
¸
n0
ϕi,jpb
1
pab1qnq
whenever pi, jq P J and b P I is invertible with ‖ b1 ‖ ‖ a ‖1. In particular, we
would like to study the case when a is of the form
(6.5) Ai,j : Pi,jAPi,j, where pi, jq P J
and A 
°
i,j ai,j , with pPi,jq being the array of projections given by
(6.6) Pi,j 
"
1A  11,112,2 if i  j
1A  1j,j if i  j
.
Since these projections belong to I, the operators Ai,j belong to A for any pi, jq P J .
A more intuitive understanding of these notions can be acquired in the Fock-space
context, to which we return below.
Lemma 6.1. Let A be the sum of strongly matricially free Toeplitz operators in N with
the matricial R-transform RA given by (5.7). Then
(6.10) Gi,j

1
z
 RApzq


 z whenever pi, jq P J
for sufficiently small |z| ¡ 0, where Gi,j is a short-hand notation for G
pi,jq
Ai,j
.
Proof. Using Proposition 6.1, we obtain
Aωi,jpzq 
1
z
pωi,jpzq  ζi,jq  RApzqωi,jpzq   αi,jDfi,jpα
2
i,jzqΩi,j
for any pj, jq P J . This equation is very similar to (4.4), except for the term involving
the difference quotient. However, the projection Pi,j maps the vector Ωi,j to zero and
thus
Ai,jωi,jpzq 
1
z
pωi,jpzq  ζi,jq  RApzqωi,jpzq
This leads to the equation
zωi,jpzq 

1
z
 RApzq  Ai,j


1
ζi,j
for small |z|, as in the proof of Lemma 4.2, which proves (6.10) since xωi,jpzq, ζi,jy  1. 
It is not hard to see that a result similar to Lemma 5.1 can be established for con-
jugate states ψi,j, which is stated below. Note that we can use the same Cpzq and its
multiplicative inverse Bpzq in computations involving moments of A in the state ϕ as
well as in its conjugate states ψi,j.
Lemma 6.2. An I-valued power series RApzq 
°
8
n1 cnz
n1 converging in the norm
topology in a neighborhood of zero satisfies the equation (6.10) if and only if
(6.11)
m¸
k1
¸
n1 ... nkmk
ϕi,jpbn1Ai,jbn2 . . . bnk1Ai,jbnkq  0
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for all m ¥ 2, where we assume that n1, . . . , nk are non-negative integers and where
Bpzq 
°
8
n0 bnz
n 1 is the multiplicative inverse of Cpzq  1{z  Rpzq.
Proof. The proof is similar to that of Lemma 5.1. 
Theorem 6.1. Under the assumptions of Theorem 5.1, the series of the form
(6.12) RApzq 
¸
i,j
Ri,jpzq
is an operatorial R-transform of the ψi,j-distribution of Ai,j for any pi, jq P J .
Proof. Lemma 6.2 enables us to carry out the same approximation procedure for
arbitrary arrays of strongly matricially free random variables in terms of operators of
Toeplitz type as in the proof of Theorem 5.1, which leads us to the desired conclusion. 
It turns out that if we require an operatorial R-transform to satisfy (5.6) for the
state ϕ and (6.11) for all states ψi,j, then it is unique, and therefore it must be the
matricial R-transform. In particular, in the Fock-space framework, these are the states
defined by Ω and the array pΩi,jq. Note that there is no need to study conjugate states
of orders higher than two. On the Fock-space level (or, on the level of Hilbert space
representations), the reason is that the action of strongly matricially free operators
depends only on the type of the first vector in any simple tensor which defines a state.
Theorem 6.2. Let Ti,jpzq  Ti,jpzq1i,j for any pi, jq P J , where each Ti,jpzq is a power
series converging in some neighborhood of zero. Then there exists a unique series
(6.13) RApzq 
¸
i,j
Ti,jpzq
which is an operatorial R-transform of the distribution of A in the state ϕ and of the
distribution of Ai,j in the conjugate state ψi,j for any pi, jq P J .
Proof. Existence of an operatorial R-transform of this form is established by Theorem
6.1. Conditions (5.6) and (6.11) uniquely determine ϕpbmq and ϕjpbmq for all m’s and
j P t1, 2u since they are simple recursions. In the case of ϕ, we showed in Remark 5.3
how to solve it, but the recursions for ϕ1 and ϕ2 are treated in a similar manner. Now,
using
ϕp
¸
i,j
βi,jqi,jq  β1,1, ϕ1p
¸
i,j
βi,jqi,jq  β2,1, ϕ2p
¸
i,j
βi,jqi,jq  β1,2,
where pojections pqi,jq are given by Remark 2.1, we uniquely determine T1,1 T2,2, T1,2 
T2,2, T2,1 T1,1, and thus also T2,1 T1,2, which implies that BApzq is uniquely determined,
and consequently, its multiplicative inverse CApzq and thus RApzq in the orthogonal
form
RApzq 
¸
i,j
Qi,jpzq
where Qi,jpzq  Qi,jpzqqi,j for any pi, jq P J , with Qi,j’s being I-valued power series
derived in the proof of Proposition 5.2, and where we identify qi,j ’s with elements of I
defined as in Remark 2.1. This completes the proof of uniqueness. 
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7. Cumulants
In this section we return to the study of the moments of the strongly matricially free
convolution in the state ϕ, which can be identified with the collection of moments
(7.1) tϕpAmq : m ¥ 0u.
Our results on the matricial R-transform indicate that there should exist a natural
combinatorial approach which would allow us to express these moments in terms of free
cumulants rather than to introduce new cumulants. Having in mind Theorem 3.2, this
would also give an alternative approach to the c-free convolution [4] and computations
of its moments without using c-free cumulants.
If µ is the distribution of a random variable with moments tMµpmq : m ¥ 0u, then
(7.2) Mµpmq 
¸
pitpi1,...,piruPNCm
rµp|π1|q . . . rµp|πr|q
where the numbers prµpnqqn¥1 are the free cumulants of µ [19].
Let us apply free cumulants to the combinatorics of the strongly matricially free
convolution of pµi,jq. Let Fnpπq be the set of all mappings f P Bpπq Ñ t1, 2, . . . , nu
called colorings of the blocks Bpπq of π, where n P N. Then the pair pπ, fq plays the
role of a colored partition with blocks denoted
(7.3) Bpπ, fq  tpπ1, fq, pπ2, fq, . . . , pπr, fqu
to which we shall assign free cumulants in a suitable ‘matricial’ way.
In the case of the free convolution, if we are given distributions µ1, µ2 whose free
cumulants of order k are given by prjpkqq1¤j¤2, then we can express the moments of
µ  µ1 ` µ2 as
(7.4) Mµpmq 
¸
ppi,fqtppi1,fq,...,ppir,fquPNCmp2q
rpπ1, fq . . . rpπr, fq
where
(7.5) rpπk, fq  rjp|πk|q whenever fpπkq  j,
and where NCmp2q denotes the set of non-crossing partitions of the set t1, 2, . . . , mu
which are colored by the set t1, 2u.
We would like to use a similar formalism to describe the strongly matricially free
convolution. In contrast to (7.5), where cumulants are assigned to blocks independently
of other blocks, we shall now make them depend on the colors of their outer blocks.
For that purpose, instead of a tuple of cumulants of order k, we shall consider an array
of free cumulants pri,jpkqq for each k, where ri,jpkq is the free cumulant of order k of
the distribution µi,j, where pi, jq P J . Clearly, this is in agreement with the matricial
formalism on which our approach is based.
We assign cumulants to colored blocks of pπ, fq P NCmp2q as follows. If the block
pπk, fq and all its outer blocks are colored by j, we assign to it the diagonal cumulant
(7.6) rpπk, fq  rj,jp|πk|q.
On the other hand, if the block pπk, fq is colored by i and it has an outer block colored
by another color, then we assign to pπk, fq the off-diagonal cumulant
(7.7) rpπk, fq  ri,jp|πk|q
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1
2
rrpi,fsr
1,1r2,1
2 1
2
rrχ,gsr2
2,2r1,2
1 1
2
1
rrζ,hsr
1,1r2,1r
2
1,2
2 1
2
1
rµrζ,ksr1,1r
2
2,1r1,2
Figure 1. Partitioned colored cumulants
where j is the color of the deepest outer block of πk which has that property (j  i). In
the case when some µi,j does not appear in the considered array pµi,jq, we set ri,jpkq  0
for any k (one can also formally set µi,j  δ0, which makes all cumulants vanish). Note
that we do not require this outer block to be the nearest outer block of πk as in [12-13],
where the combinatorics is slightly simpler since it is based on Gaussian operators, but
we do require it to be its nearest outer block which is differently colored. The examples
of Fig.1 (especially the last one) show this feature in more detail.
Therefore, if πk is a block colored by j and all its outer blocks are colored by j,
we assign to it the pair pj, jq. If πk is colored by i and it has outer blocks wich are
differently colored, then we assign to it the pair pi, jq, where j is the color of the deepest
blocks among those. We will then say that πk is labelled by pj, jq or pi, jq, respectively.
The labelling pi, jq induced by the coloring will be called J-admissible if pi, jq P J .
In order to eliminate labellings which are not J-admissible from our formulas, we will
denote by NCmp2, Jq the subset of NCmp2q consisting of those partitions which induce
J-admissible labellings. For instance, if p1, 2q R J , then all colored partitions in Fig.1
but the first one are not J-admissible.
Definition 7.1. Let µ be the distribution of A given by (3.1) and let pµi,jq be the
corresponding array of distributions. By the partitioned colored cumulant corresponding
to the colored partition pπ, fq P NCmp2q we understand the product
(7.8) rµrπ, f s  rpπ1, fq . . . rpπr, fq
where π  tπ1, π2, . . . , πru and free cumulants are assigned to its colored blocks accord-
ing to (7.6)-(7.7).
As we already remarked in Section 4, it suffices to consider Toeplitz operators to com-
pute the moments of `i,jµi,j. We use these operators to derive the moment-cumulant
formula given below. In contrast to the free or the c-free case, this formula is not the
definition of cumulants since it expresses the moments of the sum of random variables
in terms of free cumulants associated with marginal laws.
Lemma 7.1. If µ is the ϕ–distribution of the sum A 
°
i,j ai,j of strongly matricially
free random variables and µi,j is the ϕi,j–distribution of ai,j, then
(7.9) Mµpmq 
¸
ppi,fqPNCmp2,Jq
rµrπ, f s
where the number rµrπ, f s is the partitioned colored cumulant corresponding to pπ, fq.
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Proof. Without loss of generality, we can choose pai,jq to be a two-dimensional array
of Toeplitz operators of the form (4.1), where
fi,jpℓ

i,jq 
m¸
k1
si,jpkqpℓ

i,jq
k1,
for some positive integer m, where we adopt the convention that pℓi,jq
0
 1i,j for any
pi, jq P J . Clearly, we obtain
ϕpAmq 
¸
ppi1,j1q,...,pim,jmqqP∆m
ϕpai1,j1 . . . aim,jmq
where ∆m is the subset of J
m, for which there exist operators
bk P tℓik,jk , pℓ

ik,jk
q
p1; p ¥ 1u, 1 ¤ k ¤ m,
such that
(7.10) ϕpb1b2 . . . bmq  0.
We claim that the set of tuples pb1, b2, . . . , bmq which satisfy these conditions is in 1-1
correspondence with NCmp2, Jq.
Namely, to each pπ, fq P NCmp2, Jq we assign a unique tuple pb1, b2, . . . , bmq according
to the following rules:
(a) if k corresponds to the first leg of a p-block labelled by pi, jq, we assign to it
bk  pℓ

i,jq
p1,
(b) if k corresponds to any but the first leg of a p-block labelled by pi, jq, we assign
to it bk  ℓi,j,
where by a p-block we understand a block consisting of p elements. We claim that in
this case (7.10) holds. In fact, if tk, . . . , k  p 1u is a block for some k and p, we have
(7.11) pbk, bk 1, . . . , bk p1q  ppℓ

i,jq
p1, ℓi,j, . . . , ℓi,jq
where
(7.12) pi, jq  pik, jkq  . . .  pik p1, jk p1q.
Using (2.8), we can see that the associated product produces a power of αi,j, which
reduces the computation of the given moment to a moment of order s   m and we can
apply a similar procedure to this reduced moment. The whole procedure finally gives
a product of αi,j’s and thus (7.10) holds since αi,j  0 for any pi, jq P J by assumption.
Conversely, suppose that a product b1b2 . . . bm of the considered type, with a nonvan-
ishing moment in the state ϕ, is given. We would like to find a unique pπ, fq P NCmp2, Jq
associated to this product according to the above rules. This will be done by induction
with respect to m. First, observe that if m  1, then the non-vanishing moment must
be of type ϕp1j,jq, where pj, jq P J by Proposition 2.1(2), which corresponds to the
partition consisting of a single 1-block colored by j with a J-admissible labelling pj, jq.
If m ¡ 1 and bk  1ik,jk for all 1 ¤ k ¤ m, then we must have ik  jk and pjk, jkq P J
for all k, which forces pπ, fq to consist of 1-blocks only (they all have J-admissible
labellings) and thus they must be colored by i1, i2, . . . , im, respectively.
If m ¡ 1 and not all operators are units, there exists 1 ¤ k ¤ m such that (7.11) and
(7.12) hold for some p ¥ 1 since otherwise either all bi’s would be creation operators, or
all annihilation operators would be followed by other annihilation operators or ’wrong’
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creation operators, which would make the moment vanish. From among tuples of
operators of this type, it is convenient to choose the one with largest k, which implies
that bk p1  bm or bk p is a creation operator with ik p  j. Again, using the relation
(2.8), we can see that such a product contributes a power of αi,j. This reduces the
moment to a non-vanishing moment of order s   m, to which there corresponds a unique
π1 P NCsp2, Jq with a J-admissible labelling by the inductive assumption. Now, there
exists a unique π P NCmp2, Jq obtained from π1 by inserting the block tk, . . . , k p1u
colored by i in between k  1 and k   p. Of course, if k   p  1  m, this block is
separated from π1 and we must have i  j since off-diagonal creation operators kill the
vacuum, which uniquely determines the J-admissible labelling of the considered block.
Otherwise, the inserted block is inner with respect to a block containing k   p and its
J-admissible labelling pi, jq is uniquely determined by the color of that block.
Recall that the contribution from the product of operators given in (7.11), to which
we associate a p-block, should be multiplied by the coefficient si,jppq, which gives the
contribution
si,jppqα
2pp1q
i,j  ri,jppq
from this block to the moment ϕpai1,j1ai2,j2 . . . aim,jmq. The product of these contribu-
tions gives the product of the cumulants corresponding to all blocks of pπ, fq. Therefore,
the contribution from the product of operators assigned to any pπ, fq P NCmp2, Jq is
rpπ1, fq . . . rpπr, fq,
which completes the proof of the combinatorial formula for the moments of A. 
Example 7.1. To colored non-crossing pair-partitions shown in Fig.1 we assign par-
titioned colored cumulants. For instance, we have rrπ, f s  rpπ1, fqrpπ2, fq, where
π1  t1, 4u and π2  t2, 3u. Since all free cumulants involved are of order 2, we write
ri,j instead of ri,jp2q, which simplifies the notation. If we collect all colorings for the
considered partitions, we obtain the sums of partitioned colored cumulants over all
colorings:
rrπs  r1,1pr1,1   r2,1q   r2,2pr2,2   r1,2q,
rrχs  r1,1pr1,1   r2,1q
2
  r2,2pr2,2   r1,2q
2
rrζs  r2
1,1pr1,1   r2,1q
2
  r
1,1r2,1r
2
1,2
 r22,2pr2,2   r1,2q
2
  r2,2r1,2r
2
2,1
Since ζ is a partition of depth three, we can observe the influence of the definition
of strongly matricially free r.v. Namely, if blocks ζ1  t1, 8u and ζ2  t2, 7u are
differently colored, then blocks which are inner with respect to ζ2, namely ζ3  t3, 4u
and ζ4  t5, 6u have to be colored differently than ζ2 due to the fact that we consider
the case of strongly matricially free random variables. If we set r1,2  r1,1  r1 and
r2,1  r2,2  r2 (row-identically distributed square array), we obtain
rrπs  r2
1
  2r1r2   r
2
2
,
rrχs  r31   3r
2
1r2   3r1r
2
2   r
3
2,
rrζs  r41   3r
3
1r2   2r
2
1r
2
2   3r1r
3
2   r
4
2,
which is the contribution from partitions π, χ and ζ to the moments of µ1 ` µ2. In
turn, if we set r2,1  r2,2  r2, r1,1  r1 and r1,2  0 (row-identically distributed
MATRICIAL R-TRANSFORM 27
lower-triangular array), we obtain
rrπs  r21   r1r2   r
2
2,
rrχs  r3
1
  r2
1
r2   r1r
2
2
  r3
2
,
rrζs  r4
1
  2r3
1
r2   r
2
1
r2
2
  r4
2
,
which gives the contribution from π, χ and ζ to the moments of µ1  µ2.
Example 7.2. The lowest order moments of A are expressed in terms of free cumulants
of the distributions µi,j as follows:
Mµp1q  r1,1p1q   r2,2p1q,
Mµp2q  r1,1p2q   r2,2p2q   pr1,1p1q   r2,2p1qq
2,
Mµp3q  r1,1p3q   r2,2p3q   2pr1,1p2q   r2,2p2qqpr1,1p1q   r2,2p1qq
  r1,1p2qpr1,1p1q   r2,1p1qq   r2,2p2qpr2,2p1q   r1,2p1qq
  pr1,1p1q   r2,2p1qq
3.
As in the case of moments of arbitrary orders, these moments agree with the moments
of µ1 ` µ2 if the array pai,jq is square and row-identically distributed. In this case
the moments of A can be expressed in terms of free cumulants of µ1 ` µ2. In turn,
if that array is lower-triangular and row-identically distributed, these moments agree
with those of µ1  µ2. However, as already Mµp3q demonstrates, the partitioned
colored cumulants which appear in our moment-cumulant formula cannot be expressed
in terms of free cumulants of free convolutions of distributions. Roughly speaking, this
effect shows how much the shape of the lower-triangular array affects the additivity of
the considered transforms.
8. Cauchy transforms
Continuing the considerations of Section 7, we shall study the Cauchy transforms of
the ‘commutative’ ϕ-distribution of A and express them in terms of their R-transforms.
One should remember that these are Cauchy transforms with complex arguments rather
than those with operatorial arguments which provided the right framework for the
linearization property of the R-transform.
As a consequence of Proposition 4.1 and Lemma 7.1, the ϕ-distribution of A is
uniquely determined by the array of free cumulants of distributions pµi,jq. The way
we defined partitioned colored cumulants indicates that the moments of A under ϕ
exhibit the property of ‘diagonal subordination’, which is reflected by the fact that all
covering blocks of non-crossing partitions which appear in the formula for the moments
of A in terms of free cumulants are labelled by diagonal pairs pj, jq, where j P t1, 2u,
and all inner blocks have colorings which are ‘matricially subordinate’ to their closest
outer blocks.
More precisely, the first level (counting from the top) of each non-crossing partition
(i.e. all covering blocks, including singletons) is labelled by some pj, jq, but all blocks
which are inner with respect to a given block πk labelled by pj, jq and which form
nearest inner-outer pairs with that block (thus, all blocks at the second level counting
from the top) are ‘subordinate’ to πk and the corresponding coloring in the sense that
its labelling must be pi, jq for some i. A similar ‘subordination’ holds on the remaining
levels.
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Figure 2. Binary subordination of measures
Therefore, it is natural to introduce a mapping which assigns to each distribution
µi,j the variable Ai,j associated with the array pµ

i,jq which is ‘subordinate’ to µi,j (to
the top covering block we assign ri,j).
Definition 8.1. Let pµi,jq be an array of distributions. By the subordinate arrays of
distributions we understand arrays of the form
(8.1) µ
1,1 

µ1,1 µ1,2
µ2,1 µ2,1


, µ
1,2 

µ1,2 µ1,2
µ2,1 µ2,1


,
(8.2) µ
2,1 

µ1,2 µ1,2
µ2,1 µ2,1


, µ
2,2 

µ1,2 µ1,2
µ2,1 µ2,2


.
The corresponding Cauchy transform will be called subordinate Cauchy transforms and
will be denoted by Gi,j, respectively.
Figure 2 shows how to interpret the subordination of distributions exhibited by these
equations. It has the form of a binary tree, where the part of the tree that lies below
any µi,j shows which measures have to be replaced in the original array in order to
produce a formula for the corresponding moments of strongly matricially free random
variables.
More explicitly, these are Cauchy transforms of the sums of strongly matricially free
random variables with distributions given by pµi,jq. It is easy to see that they satisfy
the recursion given by equations
Gj,jpzq 
1
z Kj,jpzq Kj¯,jpzq
, where j P t1, 2u
Gj,j¯pzq 
1
z Kj,j¯pzq Kj¯,jpzq
, where j P t1, 2u,
with 1  2 and 2  1, where Ki,jpzq  Ri,jpG

i,jpzqq for any i, j P t1, 2u.
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Theorem 8.1. Under the assumptions of Lemma 7.1, the Cauchy transform of the
distribution of A in the state ϕ is given by
(8.3) GApzq 
1
z 
°
j Rj,jpG

j,jpzqq
where pGi,jq is the associated array of subordinate Cauchy transforms.
Proof. The general combinatorics of the proof reminds that for conditional freeness.
The most important difference is that we use free cumulants instead of c-free cumulants.
Let
MApzq  z
1GApz
1
q
be the moment generating function associated with the ϕ-distribution of A. Then, by
Lemma 7.1, we have
MApzq  1 
8
¸
n1
zn
¸
ppi,fqPNCcn
rrπ, f s.
On the other hand, if our assertion is supposed to hold, we must have
MApzq  1 
2
¸
j1
Kj,jpz
1
qzMApzq
where
Kj,jpz
1
q 
8
¸
m1
rj,jpmq
8
¸
n1,...,nm10
pzMj,jpzqq
n1 . . . pzMj,jpzqq
nm1
which leads to the equation
MApzq  1 
2
¸
j1
8
¸
m1
rj,jpmq
8
¸
n1,...,nm0
mj,jpn1q . . .m

j,jpnm1qmApnmqz
n1 ... nm m.
Therefore, the coefficient standing by zn in this expression is given by
cApnq 
2
¸
j1
n¸
m1
¸
n1 ... nmnm
rj,jpmqm

j,jpn1q . . .m

j,jpnm1qmApnmq
We need to compare this number with mApnq expressed in terms of free cumulants:
mApnq 
¸
ppi,fqPNCcn
rrπ, f s
If we express each moment mj,jpnkq in the above formula for cApnq in terms of free
cumulants, we can argue that we obtain the same expression as that for mApnq. In fact,
it suffices to interpret the product
rj,jpmqm

j,jpn1q . . .m

j,jpnm1qmApnmq
as follows. The cumulant rj,jpmq is assigned to this block of some pπ, fq P NC
c
n which
contains 1. This block is assumed to have m legs and to all of these legs but the first
one we assign ‘subordinate’ moments mj,jpn1q, . . . , m

j,jpnm1q (each of these moments
is a sum of paritioned colored cumulants associated with the partitions of the subin-
terval lying between the given leg and its left neighbor). Here, numbers n1, . . . , nm1
are cardinalities of these subintervals. This part of the product corresponds to the first
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covering block and its inner blocks. It remains to assign mApnmq to the remaining
covering blocks and its inner blocks which has the same general form as mApnq except
that the cardinality of the considered interval is smaller. It can be seen that each par-
titioned cumulant is obtained in this fashion and it is obtained precisely once since the
numbers j, m, cardinalities n1, . . . , nm1 of the above-mentioned subintervals, together
with m  1 colored non-crossing partitions of these subintervals, and a fixed product
of free cumulants taken from the cumulant expression for mApnmq determine a unique
partitioned cumulant of pπ, fq. This completes the proof. 
Corollary 8.1. Under the assumptions of Theorem 8.1, the Cauchy transforms of the
following convolutions are expressed in terms of R-transforms by formulas given below:
(1) free convolution
Gµ1`µ2pzq 
1
z Rµ1pGµ1`µ2pzqq Rµ2pGµ1`µ2pzqq
(2) monotone convolution
Gµ1µ2pzq 
1
z Rµ1pGµ1µ2pzqq Rµ2pGµ2pzqq
(3) boolean convolution
Gµ1Zµ2pzq 
1
z Rµ1pGµ1pzqq Rµ2pGµ2pzqq
(4) s-free convolution
Gµ1iµ2pzq 
1
z Rµ1pGµ1`µ2pzqq
(5) orthogonal convolution
Gµ1$µ1pzq 
1
z Rµ1pGµ1µ2pzqq
Proof. We shall present the proof of the first two formulas. In the case of free
convolution, we have
µi,j 

µ1 µ1
µ2 µ2


,
since distributions are row-identical and therefore the array µi,j agrees with the original
array pµi,jq. Hence, G

i,j  Gµ for any i, j, and thus (8.3) easily gives the formula for
the free convolution. In turn, in the case of monotone convolution, the array is lower-
triangular and r1,2pkq  0 for any k. This implies that all blocks lying under blocks
colored by 2 must also be colored by 2. Therefore, µ
2,2 reduces to the one-dimensional
array with µ2,2  µ2, whereas
µ
1,1 

µ1,1
µ2,1 µ2,1




µ1
µ2 µ2


since blocks lying under the covering blocks colored by 1 can be colored by 1 or 2.
However, if such a block is colored by 2, then the deepest block which is differently
colored and is outer with respect to that block, must be colored by 1. This gives
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G1,1  Gµ1µ2 and G

2,2  Gµ2 , which gives the formula for the monotone convolution.
The proofs of the remaining formulas are similar and are left to the reader. 
Remark 8.1. The equations of Corollary 8.1 can also be proved without using Theorem
8.1. For instance, using formulas
Fν1ν2  Fν1  Fν2 and Fνpzq  z RνpGνpzqq,
where Fν is the reciprocal Cauchy transform of ν, we obtain
Fµ1µ2pzq  Fµ2pzq Rµ1pGµ1pFµ2pzqq
 z Rµ2pGµ2pzqq Rµ1pGµ1µ2pzqq,
which is equivalent to equation (2). In a similar way, one can prove the remaining
equations.
Nevertheless, Theorem 8.1 gives a formula which relates Cauchy transforms of various
convolutions to R-transforms of µ1 and µ2 in a unified manner. Let us also remark that
this formula can also be viewed as an approximation for Cauchy transforms of various
convolutions. In that respect, it is similar to formulas for the Cauchy transform of the
free convolution of compactly supported measures given in [10].
Example 8.1. Let us consider the example of a two-by-two square array in which
the diagonal distributions are semicircle laws whereas the off-diagonal ones are point
masses. Thus, let R1,1pzq  az, R2,2pzq  dz and R1,2pzq  b, R2,1pzq  c. Then, using
(8.3), we obtain
Gµpzq 
1
z  aG1,1pzq  dG

2,2pzq
,
where µ  `i,jµi,j and the diagonal subordinate Cauchy transforms correspond to
shifted semicircle laws since they satisfy the equations
G
1,1pzq 
1
z  c aG
1,1pzq
and G
2,2pzq 
1
z  b dG
2,2pzq
.
In the general case, the analytic formula for Gµ is rather complicated, but if a  d and
c  b, then G
1,1  G

2,2 and thus
Gµpzq 
1
z  2aG
1,1pzq

b
a
pb zq2  4a
4a  2bz  z2
,
and therefore µ is the free Meixner distribution with the continuous density
dµpxq 
a
4a px bq2
πp4a  2bx x2q
on the interval rb 2
?
a, b  2
?
as and two atoms at b
?
b2   4a.
Note that the computations of the Cauchy transforms of strongly matricially free
convolutions differ from those in [12,13], where certain examples of matricially free (but
not strongly matricially free) convolutions arising in the central limit theorem were
studied.
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