This paper presents an approach for zero-overhead profiling (ZOP). ZOP accomplishes accurate program profiling with no modification to the program or system during profiling and no dedicated hardware features. To do so, ZOP records the electromagnetic (EM) emanations generated by computing systems during program execution and analyzes the recorded emanations to track a program's execution path and generate profiling information. Our approach consists of two main phases. In the training phase, ZOP instruments the program and runs it against a set of inputs to collect path timing information while simultaneously collecting waveforms for the EM emanations generated by the program. In the profiling phase, ZOP runs the original (i.e., uninstrumented and unmodified) program against inputs whose executions need to be profiled, records the waveforms produced by the program, and matches these waveforms with those collected during training to predict which parts of the code were exercised by the inputs and how often. We evaluated an implementation of ZOP on several benchmarks and our results show that ZOP can predict path profiling information for these benchmarks with greater than 94% accuracy on average.
INTRODUCTION
Program profiling is a type of dynamic analysis that measures some aspects of software behavior. One of the most common instances of program profiling counts the execution of instructions or sequences of instructions and uses that information to identify heavily executed paths (also called hot paths). Knowledge of the hot paths can guide other tasks such as code optimization and performance analysis. Profiling is typically implemented by adding software probes (instrumentation) to a program's source code or binary executable and these probes either log events of interest or update statistics about such events at runtime.
This approach is effective in many usage scenarios, but there are a few exceptions. Adding instrumentation unavoidably adds runtime and resource overheads. Runtime overheads can alter the timing of events, and so in real-time systems or cyber-physical systems these timing changes can affect the path taken through the profiled program. In fact, if overheads are high enough, these systems may fail (e.g., miss real-time deadlines) if they are profiled under "in the field" conditions. Profiling is also challenging in already deployed software [31] , where a deployed system that suffers performance problems would ideally be profiled in situ to ensure that the profiling results capture the actual program behavior in that deployment. Although hardware features can reduce the software overhead required for detailed profiling, they can rarely eliminate it completely. Moreover, these solutions are costly in terms of chip/PCB space and development time, and feature support varies between devices. Profiling embedded controllers presents additional challenges, as these devices often lack sufficient memory space to store the extra code (instrumentation) and profiling-related data structures. They also sometimes lack the I/O interfaces to report the profiling results back to the programmer.
An ideal profiling solution would be one that gathers (1) perfectly accurate information about what is actually executed during profiling (2) without changing anything about the profiled system: no code instrumentation, no data structures for profiling information, no additional I/O activity, and no changes to the hardware of the system. While instrumentation can provide perfectly accurate profiling information, it is an inherently intrusive technique thateven when minimal and designed so as not to affect the semantics of the instrumented code-changes some important aspects of the code's dynamic behavior.
In contrast, this paper proposes ZOP (Zero-Overhead Profiling), a technique that retains the second aspect of ideal profiling (no changes to the profiled code or system) at the cost of less-thanperfect accuracy. ZOP computes profiling information in a highly accurate and completely non-intrusive way by leveraging electromagnetic (EM) emanations generated by a system as the system executes code. Because ZOP generates profiling information without interacting with or modifying the profiled system, it offers the potential to profile a variety of software systems for which profiling was previously not possible. In addition, the ability to collect profiles by simply placing a profiling device next to the system to be profiled can provide advantages over traditional instrumentationbased approaches in many traditional contexts as well.
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del of the waveforms produced by different code fragments. ZOP then collects emanations from a new, unknown execution and infers which parts of the code are being executed at which times (profiling phase). This inference is accomplished by matching the observed unknown emanations to emanations from the training phase that are known to be generated by particular code fragments.
The main contributions of this paper are:
• ZOP, a completely non-invasive profiling approach, where profile information is inferred from EM emanations of the (unmodified) system as it runs the (unmodified) to-be-profiled software.
• A proof-of-concept implementation of ZOP that shows that our approach is practically feasible.
• Empirical results that (1) show that ZOP can achieve high profiling accuracy and (2) provide insight into the performance of ZOP that suggest directions for further research.
The rest of the paper is organized as follows. Section 2 describes at a high level how program execution can be related to EM emanations. Section 3 describes how ZOP generates a training model and uses EM emanations along with this training model to generate profiling data for new program executions. Section 4 describes an implementation and experimental evaluation of ZOP. Section 5 describes threats to this work's validity, Section 6 describes related work, and Section 7 presents conclusions and future work.
BACKGROUND
Computing devices generate electromagnetic (EM) emanations when they operate. While previous research has demonstrated that useful information about a system's behavior may be embedded in these emanations (e.g., [3, 13, 23] ), it also suggested that such information extraction on devices with highly optimized microarchitecture can be difficult in practice. Nearly all existing techniques for extracting information from EM emanations are used for side channel analysis in cryptography, and are thus focused on extracting information about a specific value used by the program, such as a cryptographic key. Furthermore, these techniques operate in an adversarial context; that is, they must overcome program and hardware features (countermeasures) that are specifically designed to mask or obfuscate the impact that the desired data values have on EM emanations.
Profilers have a few advantages over side-channel attackers. First, the profiled system is cooperative, so there are no countermeasures in place, and the profiler may position probes wherever needed to get the best EM signal. Also, program profilers record statistics about when and how often parts of a program execute and are not primarily focused on data values. Sequences of instructions and control flow decisions affect EM emanations more strongly than changes in data values, potentially making profiling information easier to extract than data values.
While the details of how computing devices generate EM emanations are outside the scope of this paper, a brief example describing the EM emanations produced by a processor's clock may provide some helpful insight into the connection between EM emanations and program behavior. At each cycle of a processor clock, the processor state is updated, generating a current at the clock's frequency. Conceptually, the amplitude of this current depends on how much of the processor state changes at each cycle; that is, the current depends on which instructions are active or have been recently executed. As a program executes, the processor executes different instructions based on control flow decisions, and this variation in instruction execution modulates the amplitude of the processor clock current. EM emanations from the processor can be directly related to the current drawn by the processor. These phenomena together create a direct link between the processor clock EM emanations and program behavior. ZOP uses this link to determine which code executes and how frequently. If a program executes several times with the same inputs, the waveforms of the EM emanations recorded during program execution may vary significantly between program runs. EM noise from other devices, radio broadcasts, or communication signals can cause these run-to-run variations. However by demodulating the signal at the frequency of the processor clock, one can filter out any noise outside of the narrow band of the RF spectrum around that clock frequency. Furthermore, specially designed EM probes and signal processing can be used to filter out noise with properties distinguishable from our signal of interest (e.g., eliminate noise and signals not generated by the processor). In addition to external noise, system activity unrelated to the program and the accumulation of small timing differences caused by the complexity of the system (e.g., cache and memory behavior) can also create run-torun variations between repeated executions with the same inputs. However, these variations are usually smaller than the waveform differences created by execution of different paths through the program. Therefore, by observing a sufficient number of dynamic instances of the same static path, it is possible to later recognize this path by matching it against one of its dynamic instances. For example, if a short path has two dynamic instances, one with a cache miss and one with a cache hit, it is possible to recognize this path as long as there are examples of both possible dynamic instances. We will explain in Section 3.3 how the ability to recognize short paths can be used to predict complete paths through a program. Figure 1 shows several waveforms recorded during a short fragment of program execution. All of these waveforms start at the same static location in the program, and each follows one of two paths depending on whether the true or the f alse path of a conditional statement is followed. In particular, the dashed waveforms correspond to execution along the true (conditional branch instruction is "taken") path, whereas the two dotted waveforms correspond to execution along the f alse path (branch instruction is "not taken"). Assume we use dynamic analysis to determine whether the branch is taken for these cases. It is clear from Figure 1 that while there are some differences between these "training" waveforms that correspond to the same path, these differences are smaller than those between the true and f alse paths. To determine which path was taken in the "unknown" (solid) waveform without doing any dynamic analysis, we calculate the correlation coefficient between that unknown waveform and each of the candidate recorded waveforms. By observing correlation coefficients, we are able to determine with high confidence that the branch was taken in the unknown execution, as the branch-taken examples correlate much better with it than the branch-not-taken examples.
In the next section, we (1) introduce the ZOP approach, (2) describe how we can create a model that encodes the features of the waveforms we collect during training and (3) use this model to predict the path taken during an unknown execution using only the waveform produced by this execution without using any runtime instrumentation.
THE ZOP APPROACH
The goal of ZOP is to compute code profiling information without any instrumentation. Figure 2 shows a high-level overview of our approach. As the figure shows, ZOP has two main phases. In the training phase, ZOP runs instrumented and uninstrumented versions of the program against a set of training inputs, records EM emanations for these executions, and builds a model that associates the recorded waveforms with the code subpaths that generated them. In the profiling phase, ZOP records the EM waveform generated by an execution of a vanilla (i.e., completely uninstrumented) version of the program, finds the closest match between this waveform and the waveforms in the training model, and uses the matching subpaths to predict the overall path taken by the execution being profiled. ZOP implements these two high-level phases in the steps and substeps shown in the workflow portrayed in Figure 3 . In the next sections, we explain the different steps and substeps in this workflow in detail.
Training 1
The left part of Figure 3 shows the Training 1 phase of the ZOP approach. During Training 1, ZOP runs an instrumented version of the system against a set of training inputs. This step is needed to reconstruct a graph model of the program's states, to determine the timing of each subpath, and to establish the correspondence between subpaths and the EM waveforms they generate. We refer to the instrumentation points as "markers" since they are used to "mark" the time of each executed instrumentation point in the EM waveform. In order to ensure optimal placement of these markers for generating accurate profiling information, the level of granularity of the inserted instrumentation points (markers) is critical.
In general, matching the EM emanations waveform from an unknown execution path to example waveforms for known execution paths is not a simple task. Matching complete program executions is clearly not an option, as it would require observing all possible executions to build a model. An ideal model would, in fact, be one that learns the waveform for each processor instruction independently, as this would make path recognition easiest. Some recent research matches waveforms on an instruction by instruction basis [37, 45] for non-profiling applications, but this technique has only been applied to the simplest of processors and has not yet been successfully applied to path profiling.
Based on our experience and preliminary investigation, we contend that longer subpaths must be considered for this matching to be successful in more complex processors, where superscalar outof-order microarchitecture and variable latency memory interfaces make instruction by instruction recognition impractical. Therefore, in our approach, we consider acyclic paths, as defined by Ball and Larus [7] , as the basic profiling unit. (Intuitively, acyclic paths are subpaths within a procedure such that every complete path in the procedure can be expressed as a sequence of acyclic paths.) In other words, ZOP learns the waveforms generated by the execution of acyclic paths exercised by the training inputs and then tries to recognize these paths based on their waveforms during profiling. The acyclic paths provide a level of the granularity that simultaneously (1) keeps the marker to marker paths short enough that a reasonable number of training examples can represent all the possible marker to marker waveform behaviors and (2) keeps the training instrumentation overhead low enough that the instrumentation itself does not drastically affect the execution waveforms.
The Instrumenter module starts by computing the acyclic paths in the code [7] . For every identified path in the source code, it adds markers in the source code to identify such paths. (Typically, the markers are placed at the beginning and end of each path.) The instrumentation locations are similar in spirit to those of lightweight program tracing approaches, such as [39] .
The example code shown in Figure 4 consists of a C function called putsub, which is a slightly simplified version of a function present in one of the programs we used in our evaluation (see Section 4). Marker positions for this example function are shown in Figure 5 . Each time a marker() is encountered, the marker ID (e.g., A,B,C, etc.) and the time elapsed since the start of the program are recorded in an array. To illustrate with an example, consider an execution of putsub() that takes the path ABDEF.
The recorded values would show the time when A was encountered, followed by the time when B was encountered, and so on. For each training input, ZOP runs the instrumented code and records the EM waveform. It then "marks" the EM waveform with the current program location each time a marker is encountered. With this information ZOP could find, for instance, all the start and end times for the instances of the AB subpath in the training executions and extract the portions of the EM waveforms for these times. It is important to stress that instrumentation is only used during the Training 1 phase, and the program profiled during the Profiling phase is unmodified and uninstrumented. It is also worth noting that, while the location of the instrumentation points for putsub() results in a unique basic block subpath between each pair of instrumentation points, this is not a requirement for our approach.
The Markers Graph models the possible paths between marker code locations. As an example, Figure 6 shows a graph derived from the putsub() function in Figure 5 . The graph's nodes are the markers for putsub(), and a directed edge occurs from marker X to marker Y if the program can reach Y from X without reaching another marker in between. While this graph shows a single edge between X and Y, there may be thousands of training examples for each such two marker subpath. Therefore, to predict the whole execution path, we need to not only predict the next marker but also the time the execution took to get from X to Y.
The Waveforms and Timing block of Training 1 contains the recorded waveform examples for subpaths in the program for which the correspondence between an execution's waveform and the code path taken is known. These waveforms, however, are affected by the computations done by the instrumentation, so they are not sui- (Note that we repeat some elements to reduce clutter, improve clarity, and better separate the different steps of the approach; that is, multiple elements with the same name represent the same entity.) table for matching uninstrumented code during profiling. ZOP's next step is thus to collect waveforms for the same training inputs, this time without instrumentation, and identify the times in these instrumentation-free waveforms that correspond to marker positions in the code (even though the uninstrumented code has no markers at these positions).
Training 2
The middle part of Figure 3 shows the Training 2 phase of the ZOP approach. In this phase we run an uninstrumented version of the code with the same set of inputs used in Training 1, collect the waveforms for these executions, and perform matching to determine the points in these new waveforms that correspond to marker positions in the corresponding waveforms from Training 1. This results in waveforms generated by uninstrumented execution, but in which we do not know which part of the waveform corresponds to which marker-to-marker part of the program code. These waveforms must be compared to those observed during profiling to infer which part of the code is executing at each point in the profiling run. To do this, we must infer the timing of the uninstrumented code, i.e., we must determine which part of the instrumentation-free (Training 2) signal corresponds to which part of the instrumentation-marked (Training 1) signal and thus, transitively, to determine which portions of the waveforms collected du- ring profiling correspond to which subpaths in the instrumentationfree program code.
This two-phase training approach has the key property that, while the device/environment used for Training 2 must be similar to that used for Profiling, the device/environment used for Training 1 can differ from that used for Training 2 and Profiling. For example, ZOP could perform Training 1 on a development board with more resources and flexibility, to facilitate the required instrumentation, and then perform Training 2 and Profiling on a production system that does not have the resources or flexibility to handle instrumentation (since neither of these phases requires instrumentation). Training 2 could then be done on a production system by software developers, whereas Profiling could be done directly on a deployed system, while real users interact with it. Furthermore, future work may allow ZOP to skip Training 1 altogether by deriving the timing information (marker times) via signal processing and machine learning. 
Inferring Timing for the Uninstrumented Code Using Time Warping
The key to identifying which uninstrumented (Training 2) waveform corresponds to which part of the code is that, for each training input, we have executed the code twice, once with the instrumented program and once with the uninstrumented program. This means that the path through the code is the same for both executions, and that the EM signals for the two executions will tend to be similar at points that correspond to execution between markers, but one of the signals (the one from Training 1) has additional (marker instrumentation) activity inserted, along with some distortion of the signal at the transitions between instrumentation and "real" program activity. An example matching between instrumented and uninstrumented execution waveforms for the same training inputs is shown in Figure 7 . The longer red waveform (at the top of the figure) corresponds to an execution of the instrumented code, and the vertical solid black lines show the (known) timing of the markers as recorded by instrumentation. The shorter waveform (at the bottom of the figure) corresponds to an uninstrumented execution, where timing of the markers is not known because the code is not instrumented. Note that the instrumented and uninstrumented waveforms share many of the same features, but there are also significant differences (see, for instance, the DE and BC paths). These differences are often larger than the differences between two unique dynamic instances of the same subpath, so profiling accuracy would be poor if ZOP simply used (instrumented) waveforms from Training 1 to match to signals collected during (uninstrumented) profiling.
To systematically determine which part of the Training 1 signal corresponds to which part of the Training 2 signal for the same input, a technique such as dynamic time warping [42] can be used. In general, time warping between two signals can cut out parts of the top signal (shifting later samples of this signal to fill the gap made by the cut-out) in such a way that the remaining samples of the top signal are as similar as possible to the bottom signal. After time warping, ZOP knows which points in the instrumentation-free waveform correspond to the marker points in the instrumented-run waveform, as shown by the dotted lines in Figure 7 .
Profiling
The right column of Figure 3 shows the Profiling phase of ZOP. In the Profiling phase, we run the uninstrumented program with the to-be-profiled inputs, record the EM waveforms produced, and compare these waveforms to the waveforms collected (and annotated with marker information) in Training 2.
Path Predictor
The Training 1 and 2 phases of ZOP yield waveforms and marker timing information for the set of training inputs used in the uninstrumented program as well as the markers graph. When a particular short subpath occurs during the profiling program execution, the resulting waveform will be similar to a training waveform of that same short subpath. To predict, for example, the execution path taken by the putsub() function, we run the uninstrumented version of putsub() with a to-be-profiled input and record the waveform shown at the bottom of Figure 8 .
To illustrate how our Path Predictor works, here is one example. For the profiling waveform shown in Figure 8 , we start with no information about the path taken. According to the markers graph, the profiling execution must start with marker A at the beginning of the waveform. The next marker encountered can be either B or F according to the marker graph. We use the Pearson correlation coefficient [49] to compare the profiling waveform with the three training waveforms in Figure 8 . All three training waveforms start with an AB subpath which very closely matches the start of the profiling waveform. Although it is not shown, assume that we have another training example with the AF path and this AF waveform does not match the profiling waveform. Then we can infer that the profiling execution starts with the AB path and that B occurs at the same time in the execution as it does in the training executions. There are two possible next subpaths from B, either BD or BC. Examining all the training waveform sections for BD and BC, it is clear that the profiling waveform matches the BD section in the top training waveform more closely than it does the BC section in the third training waveform. Therefore we can infer that the profiling execution takes the BD path. From D the only possible next marker is E, so we find the most closely matching DE waveform and update our predicted path to ABDE. From E the code encounters either F or B next. Comparing the EF and EB waveforms, it is clear the profiling execution has taken the EB path next. We repeat this waveform matching and path updating process until we reach the exit marker F. This process predicts the ABDEBCEF path. Figure 8 and its description captures the essence of the training and path prediction algorithm but some refinements are needed to achieve adequate performance. Consider what happens when an incorrect prediction is made. For example, assume we incorrectly selected ABCE at the start of the profiling waveform instead of the correct path ABDE. In such a case not only is the subpath through C wrongly predicted but in addition even though we have predicted D correctly as the next marker, the time of the D marker is too early. When we match the training subpaths starting at D assuming this incorrect time for D, the training waveforms may no longer match the profiling waveform well. Blindly selecting the most closely matching next subpath is not guaranteed to result in the most closely matching waveforms for the entire execution. Such errors
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Predicted Path: Figure 8 : Predicting an execution path through putsub() by matching training waveform segments to an execution waveform.
tend to compound and the predicted execution path may diverge from the actual execution path indefinitely. This issue may be even worse when an incorrect marker is predicted and the predicted path and the actual path diverge for a long time following the incorrect decision. To address these issues we need to model the search for the optimal execution path more precisely.
Path Prediction as a Tree Search
When we reach a marker X at a particular time t in the profiling waveform we compare all the training subpath waveforms starting at X against the profiling waveform starting at t and assign a score to each training example. We use the correlation coefficient as the similarity metric between the section of the profiling waveform starting at t and the training subpath waveform. Therefore for each training example we get a correlation value, a next marker, and the time of the next marker (i.e., the start time t plus the duration of the training subpath).
We can think of the search for the optimal execution path through the program as a tree search. The root node is the entry marker (marker A in Figure 5 ) and each child node has an edge for each training subpath example starting at that node's marker. Each node in this tree has a marker (e.g., A, B, C, etc.) and a starting time t in the profiling waveform. Each edge corresponds to a single training subpath example waveform and has three properties: a duration (the duration of the training example), a correlation between the training subpath waveform and the profiling waveform starting at time t, and the marker at the end of the subpath in this training example. According to these definitions a search tree for an example execution waveform of putsub() can be made as shown in Figure 9 . Each edge in the figure denotes a training example subpath and its waveform. The edge weights shown are the correlation values for each edge's training example (only the highest correlated subpath edges are shown).
The branching factor for these trees is large because each node may have thousands of training examples. To simplify the search, we employ the following heuristic. The goal of the heuristic is to find a root-to-leaf path whose edges all have correlation greater than a chosen value C th . To evaluate a node, we calculate the correlation of each next edge and sort the nodes in order of decreasing correlation. If the edge with the maximum correlation is greater than C th we continue searching along this edge. Otherwise, we indicate this node as rejected and backtrack along our path so far (i.e., toward the root node). As we backtrack we stop at the first node that has an edge to an unevaluated node with correlation greater than C th and search forward along this edge. In Figure 9 , C th = 0.75, and the search algorithm follows the red dashed no- des from A to B to C to E along the top-most edges. No edge from this E node exceeds C th , so the algorithm backtracks to C and then continues forward to the E node with C th = 0.8. Again, no edge from here exceeds C th , so the algorithm backtracks along C to B to A and moves forward along the accepted blue path. Because ZOP identifies paths by matching short subpaths between marker pairs and backtracks when unsuccessful, it can recognize paths that it never observed during training. This heuristic clearly results in a path where each edge is greater than C th , if such a path exists, since ZOP only follows edges with correlation greater than C th . However, it is not guaranteed that all paths that meet our selection criteria correspond to the correct whole program execution path. It is also not guaranteed that a path meeting the selection criteria exists. It is worth noting that many sophisticated heuristic algorithms exist for searching through trees with similar properties [10, 12, 30, 41] , so we believe that future research in this area can greatly improve the overall path prediction accuracy.
Two minor refinements are required to make this algorithm practical. First, when correlating the training examples against the profiling waveform it is necessary to correlate the waveforms several times with slight misalignments between the training waveforms and the profiling waveforms and use the best result of all the alignments. This is because the current position in the program is always an estimate, so by trying several different alignments and selecting the best alignment, ZOP can keep track of the current program location with better accuracy. The second refinement is that the training waveforms for each edge are extended beyond the time position of the next marker so that all the training waveforms starting at a given marker have the same length. This is done by finding the training example for each marker with the longest duration and extending the other training example waveforms for this marker to the same length. This is required to allow fair comparisons between training examples which would otherwise have different lengths (shorter signals are more likely to be more highly correlated due to random chance than longer signals). This approach has the added benefit that (with some preprocessing) all the training waveforms for a given starting marker can be correlated (with several different alignments) against a profiling waveform using a single matrix multiplication which greatly reduces runtime.
Pruning Search Paths
Removing nodes before they are evaluated can greatly decrease runtime because the evaluation of each node in this tree is expensive and the tree branches quickly. Some nodes can be rejected quickly without sacrificing much accuracy. For example, suppose two edges W and Z start at a node B and represent BD training waveforms with nearly identical durations. This repetition is common because executions of the same subpath often have roughly the same runtime. Suppose W has higher correlation to the profiling waveform than Z. We can immediately reject Z without evaluating it because the D node following W and the D node following Z occur at the same time in the profiling waveform (since W and Z start at the same time and have the same duration). If W is evaluated and rejected, evaluating Z would just re-evaluate an identical D node with nearly the same start time.
We can eliminate more edges by observing that many marker sequences do not correspond to valid execution paths. To see this, recall that the path prediction execution paths are interprocedural and that we allow an edge from any marker X to a marker Y if an X to Y transition is possible in the profiling program. Then consider a function which contains a single marker F. This function is called from two points A and B in the program, returning at points C and D respectively. Then the only valid marker sequences for this function call would be AFC and BFD. The algorithm described so far would however also evaluate the impossible paths AFD and BFC. Ideally, a fully constrained grammar of all possible paths would be generated to limit the search to possible marker sequences. This grammar could enumerate the set of valid next markers from any node in the search tree. This grammar would be difficult to generate, so instead we keep a function call stack for the currently evaluated execution path and any next marker which would be inconsistent with the call stack is rejected. Note this is a very weak constraint and only eliminates the impossible AFC and BFD sequences when A and B are in different functions.
Profiling Information
In the final step of ZOP, we construct the paths for the profiling inputs from a set of predicted markers provided by the previous steps. Every consecutive pair of predicted markers represents a set of basic blocks that are executed between two markers by a training input. First, for every training input and every two consecutive pair of markers we extract the basic blocks that are executed between them. Once ZOP collects the basic blocks between each pair of markers, it uses this information to generate the predicted whole program basic block path from the sequence of predicted markers. print_tokens  571  48  240  400  schedule  415  36  284  400  replace  563  54  299  400  Total  1549  138  823  1200 The profiled acyclic paths can be easily identified and counted from this whole program path.
EMPIRICAL EVALUATION
To assess the usefulness and effectiveness of our approach, we developed a prototype tool that implements ZOP and performed an empirical evaluation on several software benchmarks. (For simplicity, in this section we use the name ZOP to refer to both the approach and its implementation, unless otherwise stated.) In our evaluation, we investigated the following research questions:
RQ1: How accurate is the profiling information computed by ZOP? RQ2: How do the characteristics of the training inputs affect ZOP's accuracy?
In the rest of this section, we discuss our implementation of ZOP, our evaluation setup, and the results of our evaluation.
ZOP Implementation
For our evaluation, we used a NIOS II processor on an Altera Cyclone II FPGA. This processor has many of the features of modern complex computer systems (e.g., a 32 bit RISC MIPS-like architecture, a large external DRAM, separate instruction and data caches, dynamic branch prediction) while also providing features that were extremely useful for developing our understanding of how program execution affects the system's EM emanations (e.g., programmable digital I/O pins, access to programmable logic, and cycle-accurate program tracing). For the evaluation, we did not use any FPGAspecific features.
We leveraged LLVM [32] to detect the acyclic paths in the code, identify instrumentation points, and insert instrumentation. We then used LLVM's C backend to generate instrumented C source code. GCC then compiled this source code to a NIOS binary. Both the original and instrumented source code are standard C code and could be compiled and run on any modern architecture.
To observe EM emanations, we used a magnetic field probe (a small inductor in series with a tuning capacitor) that was placed directly over the processor's decoupling capacitors. To demodulate and record the signal, we used an Agilent MXA N9020A spectrum analyzer.
In the interest of reproducibility, we made the details of the measurement hardware and software, together with ZOP's source code and recorded datasets available online [52].
Evaluation Setup
To answer RQ1 and RQ2, we selected three programs in the SIR repository [44] : replace, print_tokens, and schedule. Table 1 shows, for each benchmark, its name, its size, the number of markers added during training, and the number of inputs we used during the training and profiling phases.
The decision to use only a few relatively small benchmarks was largely due to limitations of the system we used and of our measurement setup. The runtime we used in our evaluation, for instance, does not have an operating system. To automate measurements, we thus had to modify the standalone programs we profiled so that their main() function was called repeatedly from a wrapper executable. Because standalone programs tend to depend on data memory being initialized to zero when main() is called and typically do not clean up memory before exiting, this introduced issues that required manual effort for each program. Furthermore, we had to use LLVM's C backend to generate instrumented C code that was recompiled on the target system (in a real application ZOP would directly instrument binaries), which also created problems and required extensive manual checking. In addition, our general purpose measurement setup resulted in long measurement times, which favored the use of shorter executions of smaller programs. In general, avoiding larger programs allowed us to perform fairly extensive manual checks of our results, which helped us gain confidence in their correctnesses and, most importantly, let us get a deeper understanding of the issues involved in our approach and how to address them. Section 5 presents an argument for ZOP's scalability, which we plan to demonstrate in our future work. We selected the inputs for profiling and training as follows. For the former, we selected inputs that achieved high path coverage, so as to demonstrate that ZOP can accurately profile a large number of different paths. As for the training set, ideally we would want an input set that exercises all the possible behaviors (in terms of EM emissions) of marker-to-marker subpaths; ZOP would then be able to identify complete paths by concatenating these short subpaths. As a more realistic proxy for this set, we selected training inputs that achieved branch coverage and then added a random set of extra inputs (see next paragraph). It is worth noting that productionquality software often already provides test suites with high branch coverage. Most importantly, for the purpose of training, mucheasier-to-create unit tests for individual procedures could also be used.
Specifically, we performed our input selection by starting with the existing set of inputs in the SIR repository [44] . For each benchmark, we randomly split the inputs for that benchmark into two equally-sized disjoint sets: training superset and profiling supersets. This guarantees that the inputs used for training are completely independent of those used for profiling. From the training superset, we randomly selected a minimal subset of inputs that achieved the same branch coverage as the complete set. We then added 150 extra inputs randomly selected from the superset to increase the chances of having different paths covered by different numbers of inputs, so as to be able to study how the characteristics of the training inputs affect ZOP's accuracy and answer RQ2. We selected 150 as the number of extra training inputs based on earlier experiments, as that number is not excessively large and yet can provide a higher variety in coverage. We call the resulting set the training set. To determine the set of inputs for profiling (i.e., the profiling set), we randomly selected a subset of the profiling superset that achieved the same acyclic-path coverage as the complete set and then added random inputs to get to 400 inputs, which was the largest number of inputs we could measure in the amount of time we had available.
Results
To answer RQ1, we first determined the path taken for each profiled input (i.e., the ground truth) by measuring the correct profiling information for each benchmark and each input in the profiling set. Because ZOP estimates profiling at the acyclic-path level, we used the approach by Ball and Larus [7] to compute this information. Next, we performed ZOP's Training 1, Training 2, and Profiling phases. For each benchmark and each profiled input, ZOP predicted the number of times each acyclic path was executed, and we compared this value with the previously computed ground truth. We then calculated the average accuracy for each benchmark using the following formula:
gi where n = number of acyclic paths per benchmark. gi = actual number executions of acyclic path i(ground truth). zi = ZOP (predicted) number of executions of acyclic path i. ai = min gi zi , zi gi = accuracy for acyclic path i.
Therefore, when ZOP underestimates the number of executions of a path, the accuracy is computed as ai = z i g i , whereas when ZOP overestimates the number of executions of a path, the accuracy is computed as ai = g i z i
. ai = 0 when zi = 0. To give equal weight to each path execution, each ai is weighted by gi. Figure 10 shows the path profiling accuracy results. As the table shows, ZOP's estimates are fairly accurate. On average, ZOP correctly predicts 94.7% of the paths for replace, 97.9% for print_tokens, and 95.1% for schedule. In other words, the profiling information computed by ZOP without any instrumentation is always over 94% accurate.
To address RQ2, we computed how the accuracy of ZOP's path count estimates is affected by the number of times each path is exercised by the training set. We show these results in Figure 11 . Each data point in this figure represents the accuracy of ZOP's estimate for a single static acyclic path in the indicated benchmark (i.e., a single ai value). For each benchmark, the figure also shows a fit for a saturating power curve 1 for each benchmark and the curve's goodness of fit (i.e., R 2 ). We chose this type of curve because, among all simple curves we tried, including linear, quadratic, exponential, etc. it produces (by far) the best goodness-of-fit. A logarithmic scale is used for the x-axis to more directly show the effect of increasing the number of training path instances by an order of magnitude.
For the print_tokens and schedule benchmarks in Figure 11 , the accuracy is poor when the acyclic path is executed less than 100 times, but greatly improves beyond this point. In fact, the vast majority of paths with more than 100 occurrences during training have nearly perfect accuracy. This is promising, as it implies that paths can be identified accurately by a relatively small number of inputs that cover them. Moreover, it also implies that accuracy can be improved by adding more training inputs. Finally, as we said in Section 4.2, even executions of individual procedures by means of unit tests (which are easier to create) should be sufficient for training.
The replace benchmark manifests a slightly different behavior. While the accuracy does increase with the number of times the 1 The curve is y = a − bx c where x is the number of dynamic instances, y is accuracy, and a, b, and c are constants chosen (for each benchmark separately) to produce the best fit. paths are covered during training, there are several paths with more than 100 training examples that have accuracy below 80%, and even a few below 50%. In general the accuracy for replace does not improve as quickly as for the other two benchmarks as a function of the number of executions of a path during training. We investigated this difference in behavior and found several possible explanations. First, whereas we expect most paths to have only so many variations in terms of the EM emanations that they can generate (see Section 2), some paths may vary more widely based on the context in which they are executed. Alternatively, some paths may simply have more possible contexts under which they can be executed (e.g., if the structure of the program or some parts thereof contains especially high levels of nesting).
Second, the path prediction algorithm traverses a program's marker graph as shown in the example in Figure 9 . This traversal results in the evaluation (and possibly selection) of many impossible paths. The technique that we use to navigate the graph is context sensitive but does not distinguish between different call sites that invoke the same callee from within a procedure. Therefore, the algorithm could reach a callee from a given call site within a procedure and return to a different call site within the same procedure. This is particularly problematic in programs in which this situation occurs frequently and may lead to imprecision and poor predictions.
Finally, for 3 of the 400 inputs in replace's profiling set, the path prediction algorithm got "lost" while exploring the marker graph. As we mentioned while describing our approach, if the waveforms collected during training do not closely match the waveform collected during profiling for more than a short time, the predicted and actual control flows can diverge beyond recovery. Once this happens, the remainder of the prediction for that input is completely incorrect. This condition only happened for the replace benchmark and only for three inputs. This is likely an indication that there is something different about replace and that more training inputs were needed for certain parts of this benchmark. Also in this case, we will perform further investigation to better characterize the peculiarities of replace and use our findings to improve ZOP.
THREATS TO VALIDITY
The primary threat to external validity of this work concerns whether or not our results will generalize to larger, more complex programs. Section 4.2 explains why larger programs were not used in our initial evaluation. In addition, we can make the following argument for scalability. If the branch-like coverage used in our evaluation is sufficient for training, and we assume a fixed maximum backtrack depth in the tree search and a constant number of tree child nodes per parent, then ZOP has (1) training time, space, and input requirements linear in program size and (2) path prediction time linear in program execution time (i.e., constant tree search time per final predicted marker/node).
Results may also not generalize because the programs we selected are not representative of the general program population for reasons different than their size. However, based on our results and on our understanding of the phenomena involved, we do not expect to find dramatic differences in how ZOP worked for these benchmarks and how it would work for different programs. Even if it worked differently in some respect for one of the benchmarks, for instance, its general performance in terms of accuracy was homogeneous across all three programs considered.
Another concern is that using a different processor, having higher clock frequencies, or simply operating in an environment in which the effects of noise are dramatically stronger could considerably affect ZOP's performance. Furthermore, the measurements were performed without an operating system, whose presence could make prediction harder due to multi-tasking and interrupts. First, the measured system has short interrupts and DRAM refreshes which do interfere with the signal. Second, previous research has shown that signals similar to the demodulated processor clock used are present in practically every computing system [14] , and that removing interrupts from side channel signals [22, 35] is feasible. The evaluated ZOP implementation is a proof of concept, and numerous opportunities to improve ZOP are listed in Section 7.
Finally, threats to construct validity might arise because we used unsuitable metrics to answer our research questions. Given the straightforward nature of the questions we investigated, we believe that our metrics were sensible and appropriate.
In summary, although this work is just a first step in the new direction of EM based profiling, we believe that the possible threats to the validity of our results are outweighed by our encouraging initial results and by the new possibilities opened by this approach.
RELATED WORK

Instrumentation Based Profiling.
Program profiling information is used for code optimization, testing and debugging, and software maintenance (e.g., [11, 15, 18, 28] ). Unfortunately, obtaining code profiles, and in particular path profiles, requires code instrumentation, which is invasive and comes at the cost of high runtime overhead. The path profiling algorithm proposed by Ball and Larus [7] , for instance, is an efficient (acyclic) path profiling technique that forms the basis of many other path profilers. This technique was reported to impose an average runtime overhead of 50%, with as much as a 132% overhead in the worst case. Other studies (e.g., [11, 48] ) also report similarly high overhead.
A number of techniques have been proposed by researchers to reduce the overhead of profiling. Many of these approaches try to extend or modify the technique by Ball and Larus. Selective path profiling techniques (e.g., [4, 11, 34, 48] ) aim to reduce the overhead of path profiling by selecting a given set of paths, based on the observation that only a subset of program paths are normally of interest. Targeted path profiling [28] is another related approach that tries to reduce the execution overhead by not instrumenting the regions in the code where information could be obtained using edge profiling. Pertinent path profiling [8] is yet another technique that addresses the high overhead problem by optimizing the data structures used for profiling. Sampling-based instrumentation approaches (e.g., [6, 46] ) use a different approach to reduce the cost of instrumentation and infer profiling information from a sample of runtime events. Finally, partitioned path profiling [1] proposes the idea of parallel path profiling, which profiles a program by evenly distributing the number of probes into multiple cores.
Despite all the work done so far to reduce the runtime overhead of instrumentation based program profiling, profiling still comes at a non-negligible cost in terms of overhead. Although this overhead is tolerable in some cases, it is not always so (e.g., for embedded devices with limited resources or real-time systems). Moreover, instrumentation is an intrusive technique that can change some aspect of a program's dynamic behavior of such code, especially in the case of complex, real-time, and/or multi-threaded systems. Our proposed ZOP system has zero overhead while profiling executions. In return for zero overhead, ZOP requires a training phase and the accuracy is imperfect. This reduction in accuracy may be acceptable for many applications.
Hardware Based Profiling.
Processor hardware features for profiling [5, 26, 27, 43] cannot completely eliminate software overhead; even hardware-accelerated profiling must somehow record profiling information, which necessarily affects the programs being profiled. In particular, external hardware tracers and debuggers [33] can profile without software overhead but require significant processor hardware support to collect and transmit traces off-chip. ZOP has no hardware requirements, which is particularly appealing for applications where any overhead, instrumentation, or modification is unacceptable and for systems where hardware profiling support is unavailable.
EM Side-Channel Emanations.
Electronic circuits within computers generate unintentional yet detectable EM emanations that can be related to program activity [2, 51] . Until recently the study of these emanations focused on two application areas: (1) the potential for these emanations to interfere with wireless communications (i.e., electromagnetic compatibility [24, 40] ) and (2) the potential for these emanations to "leak" sensitive data (i.e., accessing a system's vulnerability to EM side channel attacks [3, 25, 29, 47, 50] ).
Research interest in EM side channel attacks increased with the introduction mass-market of smartcards (e.g., EMV "chip" credit/-debit cards). Smartcards have processors operating at speeds less than 30 MHz and usually execute a single cryptographic program. EM emanations resulting from this program activity can leak information about embedded cryptographic keys [2, 21] . Smartcard processors have extremely simple architecture and micro-architecture such as 8-bit and 16-bit data widths, no branch prediction, no data or instruction caches, and small on-chip RAM with deterministic single-cycle memory access times.
Recent work has proposed using side channel EM emanations for several new applications such as disassembling a running program based on the EM emanations alone [20, 45] , instruction profiling for security [37] , and also verifying control flow to detect the insertion of malware or other intrusions [9, 36, 38] . These approaches typically focus on identifying individual instructions and do not address predicting control flow through entire realistic programs.
Direct application of such techniques to more complex systems, such as desktops and smartphones, is difficult because (1) these approaches often require capturing signals at a sampling rate much faster than the devices' clock rate and (2) the micro-architectural features of complex devices make analysis at instruction and clock cycle scale considerably more difficult. Despite the difficulties in analyzing complex systems, it has been shown that information can be transmitted from desktops via EM emanations [19] , even in the presence of significant countermeasures [51] , and cryptographic keys can be extracted using EM side-channel analysis [23] . It has also been shown that some system behaviors can be recognized on long time scales (e.g., web pages can be distinguished [16] , and malware can be detected [17] , by observing current fluctuations in a power outlet). It has also been shown that differences between instructions can be observed in EM side-channels [13] .
The critical difference between ZOP and previous research is that ZOP (1) predicts control flow and execution paths with high accuracy from EM emanations alone with no hardware support, zero software overhead, and no interaction with the profiled system, (2) works on more complex programs and more complex systems (e.g., systems with caches and external memory, dynamic branch prediction, higher clock frequencies), and (3) relies only on a low bandwidth (625 kHz for a 50 MHz clock) demodulated signal.
CONCLUSIONS AND FUTURE WORK
This paper presented ZOP, a system for zero-overhead profiling which is non-intrusive and requires no hardware modifications or support. In exchange for the ability to profile software without any overhead, ZOP makes a small sacrifice in accuracy (> 94% accurate compared to a technique based on instrumentation on the benchmarks tested), and requires a training phase.
ZOP uses unintentional EM emanations generated by the profiled system to track a program's execution and to generate profiling information. In ZOP's training phase, the program is instrumented and EM waveforms are recorded while running a set of inputs on both instrumented and uninstrumented code, and the instrumentation records which part of the EM signal corresponds to which part of the code. The profiling phase consists of running the original (uninstrumented and unmodified) program with the inputs to be profiled and recording the system's EM emanations waveforms. The waveforms from training, and their waveform-to-code mapping, are used to predict the execution path taken by the profiled run. Our experimental results show that ZOP can predict profiling information with greater than 94% accuracy for the benchmarks considered in our evaluation.
In future work, we will demonstrate scalability to larger programs and different devices. We will also investigate opportunities to improve ZOP's accuracy via better algorithms for time warping, training input selection, tree search, usage of program structure/statistics to guide tree search, and waveform matching, as well better probing and noise cancellation. Finally, we will investigate the possibility of using this technology in the context of software security (e.g., to recognize anomalies and possible attacks on a number of different devices in a completely non-intrusive way).
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