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Five experiments examined circular heading perception with optical flows that departed from the canonical form. Noncanonicity was achieved through nonrigidity of the environment (Experiments 1 and 2), oscillations of the point of observation (Experiment 3), and the bending of light (Experiments 4 and 5). In Experiments 1 and 2, perception was impaired more by nonrigidity of the ground plane than by nonrigidity of the medium. In Experiment 3, perception was unimpaired by noncanonical flows induced by the bounce and sway of observer locomotion. In Experiments 4 and 5, perception was not impaired when light paths were distorted by a spherical projection, but perception was impaired when they were distorted by a sine function. Results are discussed in relation to the hypothesis that the information for perceiving heading is the ordinal pattern of optical flow.
It has been hypothesized that the visual guidance of locomotion is based on the ambient optic array available at a moving point of observation. When a point of observation displaces relative to the environment so as to sample successive ambient arrays, the optical structure at the point of observation changes systematically. These changes resulting from locomotion define optical flow (Gibson, 1966 (Gibson, , 1986 ). In the limiting case, displacement of the point of observation occurs parallel to an uncluttered and level ground plane that recedes to a pure horizon to meet a cloudless sky. Under such circumstances, the opacity of surfaces and the linearity of light mean that all surfaces are projected to the point of observation. In this limiting or ideal case, each optical element in the array has a corresponding element in successive arrays (Gibson, 1986) . The resultant optical effect is the instantaneous change in the optical positions of environmental texture elements induced exclusively by the moving point of observation. Because each instantaneous change involves a magnitude and a direction, the pattern of changes across all optical positions defines an instantaneous vector field or flow field (Gibson, 1950 (Gibson, , 1966 (Gibson, , 1986 . Such an idealized optical transformation has been referred to as the canonical flow field (R. Warren, 1990) . Specifically, the canonical flow field is "any field whose individual elements change their optical positions in conformance to the equations derived under the assumptions of a rigid environment with light traveling in straight lines" (R. Warren, 1990, p. 15) .
It is often the case (and, perhaps, typically the case) that the conditions of locomotion do not conform to those conditions required for canonical flow. Consider, for exNam-Gyoon Kim, Brett R. Fajen, and M. T. Turvey, Center for the Ecological Study of Perception and Action (CESPA), University of Connecticut.
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Correspondence concerning this article should be addressed to Nam-Gyoon Kim, CESPA, 406 Babbidge Road, University of Connecticut, Storrs, Connecticut 06269-1020. Electronic mail may be sent to gyoon @uconnvm.uconn.edu. ample, a bird flying across an expanse of sea or a person driving in a snowstorm. Unlike locomotion under ideal conditions, the optical position corresponding to a water particle or a snowflake changes independently of observer movement. Even when the surrounding surface layout is ideal, canonical flow is compromised because displacement of the point of observation is rarely parallel to the ground plane. In bipedal walking, the two legs flex and extend alternately during each step cycle to gain propulsion and to preserve balance. The resulting up--down and side-to-side movements of the body mean that there are corresponding (nonrigid) fluctuations in the optical positions of surface elements. A further source of noncanonical flow, one commonly encountered by humans, is the transparency and curvature of particular surfaces intermediate between the observer and the environment, such as the windshields of automobiles when wet with rain. These surfaces induce nonlinear perturbations in ambient light. In sum, the resulting patterns of flow in the situations depicted above are noncanonical because the environment is often nonrigid, the observer typically moves nonrigidly, and the light reflected to the point of observation is sometimes perturbed from linear paths.
Significance of Noncanonical Flow
It has been suggested that determining the consequences of different kinds of noncanonical optical flow for perceived self-motion is of both practical and theoretical importance (R. Warren, 1990) . On the practical side, there is the issue of the scope of the environmental conditions within which, and the viewing conditions under which, optical flow can support reliable perception of self-motion. On the theoretical side, there is the promise of a deeper understanding of the nature of expropriospecific optical information (Lee, 1978) ---for example, a singular mathematical characterization that captures all optical specifications of "egomotion," both canonical and noncanonical. There is also the promise of a better understanding of the candidate computational and neurobiological mechanisms.
For computational models, the typical starting point is the 31 velocity vector field defined over a two-dimensional (2D) image plane such as the retinal surface. The image motion in turn is assumed to be determined solely by the combination of the three parameters of the observer's translation and the three parameters of the observer's eye rotation. For the task of locomotion, the relevant parameters (those specifying the direction of heading) are contained in the translational component. Researchers have claimed, therefore, that the guidance of locomotion requires segregating the translational component, the optical flow, from the overall image motion for further processing. There have been many proposals for how this segregation might be achieved--that is, how the contribution of eye movements might be subtracted from retinal flow to determine optical flow. The hypothesized procedure in question is referred to as decomposition (e.g., Bruss & Horn, 1983; Heeger & Jepson, 1990; Koenderink & van Doom, 1976; Longuet-Higgins & Prazdny, 1980; Nakayama & Loomis, 1974; Prazdny, 1980; Rieger & Lawton, 1985) . Despite the many proposals, the question of how the visual system could extract, computationally or neurobiologically, the relevant parameters proposed for the guidance of locomotion is unresolved (see W. H. Warren, 1995, for a review) . ~ This lack of resolution arises not so much from the complexity of the computational solution as from the inherent uncertainty in the measurements of the image motion. Even for the simplest locomotory case of rectilinear translation, computing the corresponding velocity field is nontrivial (Hildreth, 1984; Ullman, 1981) . Any proposed computational procedure has to be robust against noise (e.g., imprecision in the measures of direction and/or magnitude of velocity vectors) if it is to be successful in extracting the motion parameters from the retinal flow.
Template and Motion Parallax Models
Prominent among the various computational models designed specifically to handle noise in the flow field are the template and motion parallax models. Template models take advantage of the flow field's qualitative properties. For example, with rectilinear translation there is a unique flow pattern--all image vectors radiate from a single point, the focus of expansion. A template model tailored to radial expansion assumes sets of sensors and detectors based on the properties of neural cells found in the middle temporal and medial superior temporal areas of the primate visual cortex (e.g., Hatsopoulos & Warren, 1990; Warren & Saunders, 1995 ; see also Saito et al., 1986; Tanaka et al., 1986) . The sensors that populate the entire visual field are tuned to the specific direction and velocity of motion. Their excitations are transmitted to, and integrated by, the detectors. Of the activated detectors, that with the largest output identifies a particular direction of heading. Each detector, therefore, acts as a template for a specific global pattern and does so in a noise-tolerant manner, given that all image velocity vectors enter the detector's computation regardless of the ambiguity of their measures. Perrone (1992) and Perrone and Stone (1994) described template models that were extended to cope with flows due to both translation and rotation.
Motion parallax models are founded on a different fact, namely, that unlike the rotational component of the image motion, the translational component depends on the distances of environmental elements (e.g., Longuet-Higgins & Prazdny, 1980) . Any difference vectors remaining after the subtraction of the rotational components can be attributed solely to translation. The differential model of Rieger and Lawton (1985) includes the computation of nonoverlapping elements in the visual neighborhood. Although this addition introduces errors in the individual difference vectors, the global radial pattern and focus of expansion are retained in the computed retinal flow. Accordingly, Rieger and Lawton's model approximates heading direction with a reasonable noise tolerance (e.g., about 5 ° of heading error with 5% of noise). When a moving object is included in the field of view, the additional contamination of the computations of optical flow can be accommodated by a consistency check that effectively filters the noise in the image plane (Hildreth, 1992; Royden & Hildreth, 1996) .
For both the template and motion parallax models, tolerance is with respect to noise that arises from measurement error, not from violations of canonicity. Yet one might suppose that these models could be extended to cope with deviations from the canonical flow field introduced by violations of canonicity. On the other hand, the effectiveness of template and motion parallax models lies in the bruteforce nature of their computational schemes for example, pooling over all image vectors in the computation in order to extract the global pattern. It is not at all evident that the same strategy is either necessary or sufficient to accommodate the systematic distortions or noise that particularize noncanonical flows. Disturbances of the flow field introduced by violations of canonicity are categorically different from random perturbations to image vector directions and magnitudes introduced by measurement error.
Curvilinear Heading
The implication of the preceding is that noncanonical flows engender different kinds of noise with different perceptual and, perhaps, different computational consequences. Such differences are likely to be amplified as the conditions of locomotion become more general, that is, curvilinear.
Everyday observation suggests that heading direction on curvilinear paths is perceived comparably to heading direction on linear paths despite the marked contrast in the corresponding canonical optical flows (compare the top and bottom panels of Figure 1 ). Cutting (1986; Cutting, Springer, Braren, & Johnson, 1992) estimated that a heading accuracy of 1 ° to 3 ° is required for obstacle avoidance at speeds l On this issue, Cutting and his colleagues (Cutting, 1986 (Cutting, , 1996 Cutting, Springer, Braren, & Johnson, 1992) and Kim and his colleagues (Kim, 1997; Kim & Turvey, 1998a , 1999 present two alternative, quite different ways to account for eye movements in extracting the relevant parameters for locomotion. Hence, for a further discussion regarding this issue, readers are advised to refer to the references cited. Flow fields corresponding to an observer's movement along a linear path (top) and a circular path (bottom) with the radius of 160 m and direction of turn to the left. The observer's direction of heading is specified by the singularity of the flow field (i.e., the focus of expansion in the top panel), whereas such singularity is absent in the bottom panel. The vertical bar in each figure identifies the observer's heading direction.
covering walking, running, and driving. Experiments comparing performances in synthesized rectilinear and curvilinear locomotion confirmed that perceived heading direction in both conditions meets the foregoing requirement. Accuracies on the order of 1 ° were found for linear translation and on the order of 1.5 ° for curved paths (Kim & Turvey, 1998b; W. H. Warren, Blackwell, Kurtz, Hatsopoulos, & Kalish, 1991; Warren, Morris, & Kalish, 1988) . W. H. Warren (1995) concluded that, in both rectilinear and circular locomotion, perceiving heading depends on the global structure of the velocity vector field. For rectilinear locomotion, the radial structure of the flow, rather than a local feature such as a fixed optical element at the focus of expansion, is the basis for perceiving heading direction. For circular locomotion, the implications are that perceived heading is based on the curvature of the flow pattern (W. H. Warren, 1995) . Even heading on elliptical paths, during which there are instantaneous changes in curvature, is also perceived at the required level of accuracy and seems to be similarly dependent on the global structure of the velocity vector field (Kim & Turvey, 1998b) . The flow fields resulting from locomotion on curvilinear paths are canonical to the extent that the point of observation is moving in a rigid, uncluttered environment and on a trajectory that is parallel to the ground. 2 In order to produce noncanonical curvilinear (circular or elliptical) flow, Kim and Turvey (1998b) introduced bogus optical elements ("noise") whose trajectories (curves tangent to their vectors at each point) intersected with the trajectories of optical elements corresponding to points on a rigid ground plane. They found that perceived heading in such noncanonical curvilinear flows was below the required accuracy level, consistent with W. H. Warren's (1995) claim that the global structure of the velocity vector field specifies the direction of heading on both linear and curvilinear paths.
The unequivocal demonstrations of accurate perceptions of heading during curvilinear locomotion have not been matched by an unequivocal exposition of the relevant global pattern contained in the corresponding curvilinear optic flow. Consider observer translation along a simple circular path. The resultant optical flow can be described in terms of a one-parameter family of concentric circles, with the radius as the parameter (Kim & Turvey, 1998a , 1998b W. H. Warren, Mestre, Blackwell, & Morris, 1991) . The corresponding retinal flow consists of image trajectories tracing hyperbolic paths and, most importantly, lacks a singularity. Moreover, the curvature of each hyperbola differs, complicating any attempt to provide a single encompassing description. To make matters worse, the overall image pattern changes with change in the parameter of the flow field (i.e., the radius of the circular path along which the observer 2 Translation along a circular path, however, should not be confused with rotation. During translation along a circular path, the position vector may appear to be rotating as it eventually spans a surface rather than a line. However, its orientation remains constant, always tangent to the path (i.e., light still travels in a straight line). Hence, circular translation is nonetheless a translation, not a rotation. Mathematically, translation is a transformation wherein the location of an object changes but its orientation remains constant. In contrast, rotation is a transformation wherein the location of an object remains constant but its orientation changes. Note that what is preserved under rotation, that is, the fixed point, is broken under translation. Conversely, what is broken under rotation, that is, orientation, is preserved under translation. In other words, the property preserved under one transformation is destroyed under another transformation and vice versa. Hence, translation and rotation are antisymmetric in their effects on orientation and location. However, both preserve the property of rigidity; that is, the properties of distance and angle remain invariant under these transformations. For this reason, rotation and translation form dual antisymmetric subgroups under rigid transformations (see W. H. Warren & Shaw, 1985 , for further details). moves). Patently, these challenges to the successful registration of heading direction during curvilinear locomotion would be magnified by noncanonicity.
The Present Research
We report the results of five experiments addressing the perceptual consequences of different kinds of noncanonical optical flows for perceived direction of heading during locomotion along a circular path. The canonical nature of the flow field was violated by rendering either the ground plane orthe medium nonrigid (Experiments 1 and 2), by implementing trajectories of the observation point that were not parallel to a rigid ground plane (Experiment 3), and by distorting the straight-line path of light through simulations of special eyeglasses (Experiments 4 and 5). The relative capabilities of these noncanonical flows to elicit synthetic perceptions (see Gibson, 1986, pp. 153-154 ) of curvilinearly directed self-motion were evaluated in a task in which participants reported heading direction directly by positioning a marker along a horizontal. The use in these experiments of a direct report procedure complements the forcedchoice methodology and subsequent threshold determination that has been, thus far, the primary basis for quantifying the accuracy of perceived heading (e.g., W. H. Warren, Mestre, et al., 1991; W. H. Warren et al., 1988) .
The primary goal of the experiments was to provide further clarification of the nature of expropriospecific optical information for egomotion. W. H. Warren's (1995; hypothesis that information about direction of heading is given by the global structure of the velocity vector field raises the issue of how this global structure should be formulated for the general case. The manipulations of the present study were expected to yield comparisons between the global structures of canonical and noncanonical flows and their perceptual consequences that would prove helpful to achieving the desired formulation. As underscored above, clarification of the relevant global structure has nontrivial implications for computational accounts of how optical flow is registered and heading direction is perceived.
Experiment 1: Noncanonical Flows Due to Nonrigid Environments
In Experiment 1, we contrasted the perceptual effects of two kinds of noncanonical flow induced by circular observer movement in a nonrigid environment (see Figure 2) . One kind was analogous to the optical conditions faced when driving a car in a snowstorm. Here, the flow is noncanonical, as the optical positions corresponding to snowflakes vary independently of the observer's locomotion. (In contrast, the optical positions corresponding to the ground surface elements did vary according to the observer's locomotion.) In the other kind of noncanonical flow, the trajectories of the nonrigid elements were identical to the snowfield condition except that they were confined to the ground surface. Simply stated, these two kinds of noncanonical flow fields are nonrigid with respect to the medium (the top panel of Figure  2 ) and the ground (the bottom panel of Figure 2) Figure 2 . Two types of noncanonical flows used in Experiment 1 produced by violations of the rigidity assumption with respect to medium (top) and ground (bottom). The underlying canonical flow is generated by an observer's movement along a circular path with the radius of 160 m and direction of turn to the left. The vertical bar identifies the observer's circular heading. Note that these figures were produced by overlaying 60 frames. In the actual experiment, displays were presented one frame at a time such that the towlines were not apparent.
tively. The manipulation of signal-to-noise ratio (SNR) extends previous investigations directed at the robustness of perceived self-motion (e.g., Kim & Turvey, 1998b; van den Berg, 1992) . The manipulation of curvilinear noncanonical flows with respect to the medium and the ground similarly extends previous research that considered noncanonicity only with respect to the ground (e.g., Kim & Turvey, 1998b) . If the information for perception of heading along circular paths is contained in the global pattern of vector directions (Warren, 1995; , then heading perception should be accurate to the extent that this global pattern is present. When the global pattern is absent, heading perception should fail. Apart from the primary issue of how such a pattern is to be defined, there are the secondary issues of (a) whether the perturbation of vector directions resulting from nonrigidity of the ground and nonrigidity of the medium yield the same degree of perceptual impairment and (b) whether the density of elements violating ground rigidity affects perception the same way as the density of elements violating medium rigidity. The obvious successes at steering locomotion (when walking or driving a car) during a snowstorm suggest that irregular vector directions arising from the medium should be less perceptually disturbing than irregular vector directions arising from the ground.
Me~od
Participants. Ten undergraduate students participated in Experiment 1 in partial fulfillment of a course requirement. All participants had normal or corrected-to-normal vision.
Stimuli. Displays depicted observer movement parallel to a random-dot ground plane along a circular path, similar to the view through the windshield of a turning automobile. Displays were generated in real time on a Silicon Graphics Indigo 2 R4400 and were presented on a 19-in. (48.3-cm) screen drawn at 60 frames per second. The display had a pixel resolution of 1280 horizontal (H) × 1080 vertical (V) pixels and subtended 42 ° H × 32 ° V, viewed from a chin rest at the projectively correct distance of 50 cm in a dimly lit room.
The canonical flow field Corresponding to circular translation over a rigid surface can be described in terms of a one-parameter family of concentric circles with center of rotation C and with the radius R as the parameter (see Figure 3 ; see Kim & Turvey, 1994 , 1998a , for a formal description of a circular flow field). In conformity with these constraints, we constructed displays simulating observer movement parallel to a ground plane along a circular path as follows: Given the observer's circular path of radius R, we defined two concentric circles R -20 m. The area between these two concentric circles surrounding the observer's path was further partitioned into an angular sector with the amount determined by arctan (80/R) from the observer's frontal plane, wherein 80 corresponds to 80 m in the direction of tangential heading. The region between these two circles was further partitioned into 40 equal cells, five partitions horizontally and eight partitions along the path of movement. A dot was deposited randomly into each of these cells. As a dot passed by the observer and out of view, a new dot was introduced in the far end of this region, such that relatively the same number of dots (approximately 40) was maintained across each trial. Each nonrigid element followed a circular path dictated by a random radius and a random center of rotation.
Both rigid and nonrigid elements were single white pixels that were displayed on a black background. The dots did not expand with motion. The observer's simulated tangential speed was hem constant at 13.2 m/s (or 30 mph). Accordingly, angular velocity to = vIR varied as a function of R. For example, in the R = 80 m condition, each optical element rotated at 0.1650 radians per second, or 0.0025 radians per frame. The tangential velocity of nonrigid elements was the same as that of the rigid elements. Each display lasted about 2 s (120 frames).
Nonrigid elements that followed circular trajectories with randomized centers of rotation and radii were added to the displays. In the nonrigid ground condition depicted in the bottom panel of Figure 2 (equivalent to the speed field condition ofW. H. Warren, BlackweU, et al., 1991) , nonrigid elements were confined to the ground plane; that is, the y-coordinate of each nonrigid element was fixed at one eye height below the point of observation. In the nonrigid medium condition depicted in the top panel of Figure 2 , the initial y-coordinate of each nonrigid element was randomly assigned a value between 0 m and 30 m, which decreased by 0.1 m per frame. When the nonrigid element reached the ground plane, it disappeared and the same process was repeated with a new y value of 30 m. The density of nonrigid elements varied such that, for a given condition, there were approximately 40, 80, 120, 160, or 240 nonrigid elements present at any time.
In previous experiments, a two-alternative forced-choice paradigm was used to determine heading threshold (e.g., W. H. Warren, Mestre, et al., 1991) . First, a target location was determined as a function of heading angle, defined in terms of the visual angle between a target on the ground plane and the point at which the observer's path would pass the target. A vertical bar appeared on the screen at the end of a display corresponding to the target location. Participants then judged whether they would pass to the left or to the right of the bar if they were to continue on their current path. Responses were collapsed over -+R and ---heading angle and converted into percentages correct, which were fit with an ogive by performing a z transformation. The resulting data were regressed against heading angle. Finally, the angle at which the regression line reached 75% correct was adopted as the heading threshoM. In the experiments reported in the present study, heading accuracy was determined directly by having participants indicate the perceived location of the path and recording the difference between actual heading and perceived heading. A blue horizontal bar was placed at a simulated distance of 20 m from the observer and was present throughout each display. At the end of each display, participants used the computer mouse to indicate the point on the horizontal line that they would intercept if they were to continue on their current path. The offset angle subtended by (a) the point on the horizontal bar at which the actual path crosses and (b) the point participants selected with respect to the point of observation was~ used to evaluate heading accuracy more directly (see Figure 3) .
Design. Three variables were controlled: R, nonrigid type, and SNR. R varied among _+60, 80, 120, and 2740 m (positive values corresponded to a right-hand turn and negative values corresponded to a left-hand turn). SNR varied among 1. 00, 0.50, 0.33, 0.25, and 0.17 (40, 80, 120, 160, or 240 nonrigid elements, respectively) . The preceding manipulations yielded a 2 (nonrigid type) × 4 (R) × 2 (direction of turn) × 5 (SNR) design, with each condition repeated twice for a total of 160 completely randomized trials. All variables were within-subject variables.
Performance was evaluated in terms of conventional measures of error, that is, absolute error (overall accuracy in performance), constant error (response bias), and variable error (response consistency). According to Schmidt (1988) , absolute error represents the overall accuracy of the participant's performance without regard to directional bias, constant error represents the participant's average response error and the directional bias of these errors, and variable error represents the consistency of the participant's responses. The Tukey honestly significant difference (HSD) post hoc test set at the .05 level was used to further evaluate significant differences among means.
Procedure. Participants were instructed that the displays depicted the appearance of the ground when walking or driving on a curvilinear (turning or winding) path or road. Displays were initiated by pressing the right mouse button. Throughout the display, a blue horizontal bar (see above) appeared on the ground surface. Participants were instructed to watch the display until it stopped, then move the cursor to the point on the blue horizontal Schematic depicting simulated observer movement parallel to a ground plane along a circular path. The optical elements that composed the ground plane followed trajectories whose center of rotation was identical to the center of rotation of the observer's path (C). Heading accuracy was measured directly by recording the angle subtended by the point (S) along the horizontal bar selected by the participant and the point (P) at which the observer's actual path crossed the horizontal bar with respect to the point of observation (O). R = radius of curvature of the observer's path; Vl and v2 = velocity vectors.
line at which they thought they would cross if they were to continue on their current path. Participants recorded their answers by pressing the left mouse button. The experiment was preceded by a practice session of eight trials--four R (-.+160 m, 320 m), with each condition repeating twice. The SNR = 1 and nonrigid medium condition were used during the practice trials. During the first four trials of the practice session, a red vertical bar indicating the correct answer automatically appeared on the screen when the display stopped. During the next four trials, the red vertical bar did not appear until after participants recorded their answer. The main session was similar to the practice session in that the red vertical bar did not appear until after participants recorded their answers.
Results
Absolute error. For analysis, results were collapsed over the signs of R and deviation angle and entered into a 2 (nonrigid type) x 4 (R) X 5 (SNR) analysis of variance (ANOVA). The ANOVA revealed main effects of nonrigid type, F(1, 9) = 118.86, p < .0001; SNR, F(4, 36) = 5.18, p < .01; and R, F(3, 27) = 22.15, p < .0001. The ANOVA also revealed two interactions, one between nonrigid type and SNR, F(4, 36) = 6.75, p < .001 (Figure 4a ), and the other between nonrigid type and R, F(3, 27) = 10.78, p < .0001 (Figure 4b) .
With respect to the Nonrigid Type × SNR interaction, a simple effects analysis revealed insignificance of SNR in the nonrigid medium condition (F < 1) but significance of SNR in the nonrigid ground condition, F(4, 36) = 7.76, p < .001.
Moreover, for each condition of SNR, the effect of nonrigid type reached significance. With respect to the Nonrigid Type x R interaction, the effect of R was significant in both types of nonrigidity, F(3, 27) = 5.03, p < .01, in the medium condition, and, F(3, 27) = 25.18, p < .001, in the ground condition. At each level of SNR, the effect of nonrigid type was significantly different at the .01 level.
Constant error. A pattern similar to that of the absolute error analysis was observed in the constant error analysis. The effects of nonrigid type, F(1, 9) = 108.52, p < .0001; SNR, F(4, 36) = 7.20, p < .001; and R, F(3, 27) = 40.52, p < .0001, were reliable, as were the Nonrigid Type X SNR interaction, F(4, 36) = 5.66, p < .01 (Figure 4c ), and the Nonrigid Type X R interaction, F(3, 27) = 7.91, p < .001 ( Figure 4d ). With respect to the Nonrigid Type X SNR interaction, the effect of SNR was insignificant in the nonrigid medium condition (F < 1), whereas it was significant in the nonrigid ground condition, F(4, 36) = 9.80, p < .0001. The effect of R was also significant in both conditions of nonrigid type, with F(3, 27) = 20.93, p < .0001, in the medium condition, and with F(3, 27) = 36.17,p < .0001, in the ground condition. The effect of nonrigid type was significant in each condition of R at the .05 level.
Variable error. The variable error analysis replicated the results of the prior analyses as well. The effects of nonrigid type, F(1, 9) = 28.73,p < .001; SNR, F(1, 9) = 2.89,p < .05; and R, F(1, 9) = 10.47, p < .0001, were all reliable. The interactions of Nonrigid Type × SNR, F(4, 36) = 4.40, p < With respect to the Nonrigid Type × SNR interaction, a simple effects analysis revealed the insignificance of SNR in the nonrigid medium condition (F < 1) and the significance in the nonrigid ground condition, F(4, 36) = 5.38, p < .01. Post hoc tests showed that performance at all five levels of SNR in the medium condition and at SNR = 1 in the ground condition was not significantly different, whereas performance at all five levels in the medium condition was different from performance at the four SNR levels (except SNR = 1) in the ground condition. With respect to the Nonrigid Type × R interaction, a simple effects analysis showed insignificance of R in the medium condition (F < 1) and significance of R in the ground condition, F(3, 27) = 15.47,p < .0001.
Discussion
The different error measures revealed a similar pattern--main effects of nonrigid type, SNR, and R of circular path and significant interactions of nonrigid type with noise density and R. In general, performance was extremely poor in the nonrigid ground condition, with the average absolute error of 5.1 ° . In contrast, performance in the nonrigid medium condition was 2.7 ° , well below the heading accuracy of 4.2 ° necessary for a proper braking at a speed of 13.2 m/s, as estimated by Cutting (1986) .
With respect to the main effects of R and SNR, because both of these factors interacted with nonrigid type, their effects can only be interpreted in the context of that factor. Hence, for the Nonrigid Type × SNR interaction, simple effects analyses revealed that the effect of noise density was limited to the nonrigid ground condition, whereas its effect in the nonrigid medium condition was insignificant. The results suggest that in the nonrigid medium condition the density of noise per se does not compromise the information for circular heading, that is, the global pattern of vector directions according to W. H. Despite overall poor performance, however, the significance of SNR in the ground condition suggests that participants performed differently at different SNR levels, as performance degraded gradually at lower SNR levels. In fact, performance did reach a marginally acceptable level of 3.8 ° at SNR = 1. However, with the standard error of 0.4 °, the upper boundary of heading accuracy at this level reached 4.2 °. Post hoc tests also confirmed that performance at all five levels of SNR in the medium condition and at SNR = 1 in the ground condition were not different from each other, whereas results at all five levels in the medium condition were different from those at the four lower levels of SNR in the ground condition. In fact, performance appeared to level off at the SNR levels lower than 0.5 without further degradation. As shown in the bottom panel of Figure 2 , the presence of nonrigid ground elements introduced intersecting flowlines in the display. Furthermore, the more nonrigid ground elements there were, the more severe the degree of intersection. The degree to which the global pattern of vector directions was distorted was an inverse function of SNR--as the SNR level decreased, the degree of distortion increased. If the global pattern of vector directions specifies the direction of heading along circular paths, as hypothesized, then perception should be expected to deteriorate in direct relation to the degree of SNR. The fact that degradation of perception asymptoted at the SNR level below 0.5 may also suggest the lower limit at which the global vector pattern was still available in the flow field.
On the basis of the preceding findings, it would seem that at higher levels of SNR, especially at levels greater than 1, participants had some awareness of circular heading even in the ground condition. In previous studies addressing the robustness of the visual system (e.g., van den Berg, 1992), results indicated gradual degradation of performance, with some indication of heading awareness, even at an SNR level as low as 0.5. That no such degradation was found across various SNR levels in the medium condition confirms the robustness of perceptual systems against noise. Gradual degradation in the ground condition, on the other hand, suggests that visual perception is robust only to the extent that information is available in the flow field, that is, between SNR = 1.0 and SNR = 0.5. Hence, to the extent that the information in the flow field is degraded, perception degrades up to the total annihilation of information, at which point perception simply fails.
With respect to the Nonrigid Type × R interaction, simple effects analyses in terms of absolute and constant errors showed significance of R in both types of nonrigidity, whereas in terms of variable errors, the R effect was significant only in the ground condition. First, the effect of R in the medium condition was consistent with prior findings (Kim & Turvey, 1998b; W. H. Warren, Mestre, et al., 1991) . Specifically, a systematic outside bias in circular heading in an observer's path is found with smaller R or larger curvature, especially when the flow field is made of a ground surface, a condition similar to the one used in Experiment 1. As with previous studies, the bias (constant error) was minimal with 0.4 ° at R = 120 m and -0.2 ° at R = 240 m, whereas the bias was significant with 2.9 ° at R = 60 m and 2. Also notable is the effect of R in the nonrigid ground condition. Recall that overall performance in the nonrigid ground condition was significantly poorer than that in the nonrigid medium condition. The effect of R replicating the same effect in the medium condition may suggest that heading perception nonetheless occurred even in the nonrigid ground condition, as it did in the nonrigid medium condition. However, Kim and Turvey (1998b) reported a tendency exhibited by their participants to select the middle section of screen in their random noise condition, that is, the nonrigid ground condition in the present study. The effect of heavily intersecting trajectories of nonrigid dots with those of signal dots is the overall cancellation of the curvature of each individual flow line (see the bottom panel of Figure 2 ). The upshot is that the center region appears to be the location from which the flow lines emanate, biasing the participants to select the center region as the heading direction. If participants were biased to select the center region in the nonrigid ground condition, then the deviation angle would vary as a function of R. That is, in the smaller R conditions in which the actual heading point is farther away from the center region, the deviation angle would be much larger. In contrast, in the larger R conditions in which actual heading point is much closer to the center region, deviation angle would be much smaller. Accordingly, the effect of R in the ground condition may be just a simple reflection of a bias to select the center region.
As a way to explore this possibility, Kim and Turvey (1998b) examined, in each error trial, whether participants' selection matched the turning direction of the path. That is, if the path turned to the left and the participant's response was left of the center, the selection matched in terms of direction of turn. If the participant's response was right of center, it was a mismatch. Following Kim and Turvey, we analyzed the results of the present study according to the signs of R and deviation angle such that, if both signs matched, the trial was coded as correct; otherwise, it was coded as incorrect and entered into a 2 (nonrigid type) × 4 (R) × 5 (SNR) ANOVA. The effects of nonrigid type, F(1, 9) = 104.38, p < .0001, and SNR, F(4, 36) = 6.99, p < .001, were reliable, as was the Nonrigid Type × SNR interaction, F(4, 36) = 5.58, p < .01 (Figure 5a ), as in the previous analyses. However, neither the effect of R, F(3, 27) = 2.05, p > .05, nor the effect of Nonrigid Type × R interaction, F(3, 27) = 1.51, p > .05 (Figure 5b ), was reliable. The insignificance of R in the present analysis confirmed that the effect of R in the 100 t a ground condition, according to the preceding analysis, was indeed an artifact reflecting a bias toward the center region in the nonrigid ground condition. The effect of SNR and its interaction with nonrigid type, on the other hand, provides further confirmation of the robustness of the visual system against noise in the nonrigid medium condition and gradual degradation in the nonrigid ground condition.
In summary, the results of Experiment 1 suggest that perceived circular heading is sufficiently accurate in the nonrigid medium condition, with the average absolute error of 2.7 °, a level well below the 4.2 ° accuracy necessary for a proper braking at the simulated speed. The fact that density of noise had no effect on perceived heading in the nonrigid medium condition extends the evidence that the perception of egomotion is tolerant of noise (e.g., Kim & Turvey, 1998b; van den Berg, 1992; . In contrast, gradual degradation in perceived heading in the nonrigid ground condition suggests that the tolerance, or robustness, is only to the extent that the global pattern of vector directions (e.g., W. H. Warren, Blackwell, et al.) is available in the flow field (e.g., the nonrigid medium condition). When the pattern was absent, as it was at low SNR levels in the nonrigid ground condition, then perception simply failed.
Experiment 2: Noncanonical Flows When Ground and Medium Are Equally Nonrigid
The contrast in perceptual consequences of medium and ground noncanonicity in Experiment 1 invites further examination. The difference may have been due to the fact that all noise elements were confined to the lower half of the display in the ground condition, whereas few noise elements were so confined in the medium condition. In simple terms, the noise manipulation masked the relevant structure in the ground condition but not in the medium condition. In Experiment 2, the degree of masking--the level of SNR in the region of relevant structure (i.e., the ground plane)--was equated in the two conditions. 100 t t`. 
Method
Participants. Ten undergraduate students participated in Experiment 2 in partial fulfillment of a course requirement. All participants had normal or corrected-to-normal vision.
Stimuli. As in Experiment 1, three variables were controlled: R, nonrigid type, and SNR. R varied among +-60, 80, 120, and 160 m (positive values corresponded to a fight-hand turn and negative values corresponded to a left-hand turn). The R = 160 condition replaced the R = 240 condition used in Experiment 1. The smaller radius was chosen as a way to make explicit the center screen bias observed especially in the ground noise condition.
As in Experiment 1, SNR varied over five different levels and was controlled by varying the number of noise dots introduced to the flow field, while the number of signal dots was fixed at 40. For the five levels of SNR used, the number of noise dots introduced to the flow field in the ground condition varied from 40, 60, 80, 100, and 120. In terms of SNR, the corresponding ratios were 1.00, 0.67, 0.50, 0.40, and 0.33, respectively. The comparable noise densities in the medium noise condition were 180, 240, 320, 400, and 480, respectively. That is, when defined over the lower half of the display area, their SNR values were comparable to those in the ground condition. For the sake of comparison, however, the overall SNR values defined over the entire display area were 0.22, 0.17, 0.13, 0.10, and 0.08, respectively.
As noted in Experiment 1, the number of dots displayed in each frame varied due to the random placement of dots and the size of the display window (i.e., clipping). In order to examine the actual SN'R displayed, the SNR in each trial was determined by averaging the SNR per frame across 120 frames. The mean SNRs, determined by combining the averaged SNR in each trial for the 10 participants, are shown for each noise condition as a function of SNR in Figure 6a and as a function of R in Figure 6b . The average SNR for the ground noise was 0.66, compared with 0.65 for the medium noise (F < 1). The SNRs were also slightly higher in the smallest curvature condition (R = 160 m), F(3, 199) = 7.84, p < .0001. Despite this slight variability, the preceding manipulation of SNR appears to have ensured a comparable below-midscreen SNR across the two noise types (see Figure 6a) .
As in Experiment 1, the preceding manipulations yielded a 2 (nonrigid type) x 4 (R) X 2 (direction of turn) X 5 (SNR) design, with each condition repeated twice for a total of 160 completely randomized trials. All variables were controlled within-subjects.
Procedure. A procedure similar to that used in Experiment 1 was adopted for Experiment 2 with one exception: Feedback was not provided in the main session. Although the presence of feedback did not affect performance in the ground condition of Experiment 1, it might have facilitated performance in the medium condition by encouraging participants to rely on a simple strategy of selecting an angle of a chord that intersected the observer's circular path at the closest points visible in the display area for the entire trial (see Figure 4 in Royden, 1994 , for further details). In fact, Royden demonstrated that such a strategy can be effective with the 2D image alone, even without the participant's explicit knowledge of the curvature of the observer's path. With the removal of feedback in Experiment 2, the possibility of such a strategy was minimized. As in Experiment 1, a short practice session consisting of eight trials with feedback preceded the main experiment.
Results
Absolute error. The absolute error analysis revealed a similar pattern as that observed in Experiment 1. A 2 (nonrigid type) × 4 (R) × 5 (SNR) ANOVA revealed main effects of nomigid type, F(1, 9) = 18.00,p < .01; SNR, F(4, 36) = 8.31,p < .0001; R, F(3, 27) = 13.08,p < .0001; and a significant Nonrigid Type × SNR interaction, F(4, 36) = 7.37, p < .001 (Figure 7a ). However, the interaction between nonrigid type and R was not significant (F < 1; Figure 7b ).
With respect to the Nonrigid Type × SNR interaction, a simple effects analysis revealed insignificance of SNR in the nonrigid medium condition, F(4, 36) = 1.90, p > .05, but significance of SNR in the nonrigid ground condition, F(4, 36) = 10.57, p < .0001. The effect of nonrigid type, on the other hand, was insignificant at the highest level of SNR (F < 1). At the four lower levels of SNR, however, its effect was significant: F(1, 9) = 4.70, p = .06; F(1, 9) = 12.99, p < .01; F(1, 9) = 18.01,p < .01; and F(1, 9) = 47.77,p < .0001, respectively, in the descending order of SNR.
Constant error. Three main effects of nonrigid type, F(1, 9) = 11.83, p < .01, SNR, F(4, 36) = 4.39, p < .01, and R, F(3, 27) = 114.92, p < .0001, replicated the same The corresponding values for the medium condition (i.e., the ratio of the signal dots to the total number of noise dots introduced to the entire display area) were 0.22, 0.17, 0.13, 0.10, and 0.08, respectively. The ordinate represents the mean SNR determined by averaging the SNR in the lower half of the display area of each trial for the 10 participants.
effects found in Experiment 1. Unlike Experiment 1, however, the Nonrigid Type X SNR interaction, F(4, 36) = 2.09, p > .05 (Figure 7c ), and the Nonrigid Type × R interaction (F < 1; Figure 7d ) were unreliable. However, the third order interaction involving nonrigid type, SNR, and R was reliable, F(12, 108) = 2.30, p < .05. Hence, separate ANOVAs were conducted for each condition of noise type. These additional analyses revealed the significant effect of R in both conditions of nonrigid type, with F(3, 27) = 159.30, p < .0001, in the medium condition, and with F(3, 27) = , and variable error (in degrees) (e-f) as a function of noise density (signal-to-noise ratio; SNR) (left) and radius (in meters) (right) for both types of nonrigidity in Experiment 2.
39.13, p < .0001, in the ground condition. In contrast, SNR and the SNR X R interaction were not significant in the medium condition, whereas they were significant in the ground condition, F(4, 36) = 4.00, p < .01, and F(12, 108) = 1.80,p = .06, respectively. Variable error. The variable error analysis revealed a main effect of nonrigid type, F(1, 9) = 20.04, p < .01. SNR, F(1, 9) = 1.86,p > .05, andR, F(1, 9) = 1.79,p > .05, were not reliable. Similarly unreliable were the Nonrigid Type X SNR, F(4, 36) = 2.23, p > .05 (Figure 7e ), and Nonrigid Type X R interactions (F < 1; Figure 7f ).
Discussion
In comparison with Experiment 1, overall performance degraded slightly in the medium condition, with a mean absolute error of 3.2 ° , whereas it improved slightly in the ground condition, with a mean absolute error of 4.4 °. Improved performance in the ground condition is not surprising considering the fact that the levels of SNR tested in Experiment 2 were confined to the three highest levels tested in Experiment 1. As such, improved performance in the ground condition is quite evident not only in terms of reduced absolute error but also in terms of fewer or weaker interactions involving noise type with SNR or R for both constant and variable errors. It is of interest that performance in the ground condition appeared to be fnrther degraded at the boundary of SNR = 0.5 according to all measures of error analyses (see left panel of Figure 7 ). Some degree of heading awareness was observed in the ground noise condition at the SNR levels above 0.5 in Experiment 1. It appears that the boundary was further highlighted in Experiment 2.
K/M, FAJEN, AND TURVEY
With respect to the medium condition, one might argue that the degraded performance relative to Experiment 1 was due to the higher noise density (lower SNR) used in Experiment 2 (180 to 480 dots in Experiment 2 vs. 40 to 240 dots in Experiment 1). However, closer inspection reveals that the poorer performance should not be attributed to noise but to the absence of feedback. The absolute error analysis revealed that degraded performance in the medium condition was largely due to the performance level in the two largest curvature conditions, with the mean absolute errors of 4.4 ° in the R = 60 m condition and 3.3 ° in the R = 80 m condition, respectively. For comparison, the mean absolute errors observed in the comparable conditions in Experiment 1 were 3.5 ° and 2.9 °, respectively. In contrast, with the mean absolute errors of 2.2 ° and 2.7 ° , respectively, performance in the two smallest curvature conditions remained similar to the mean errors of 2.2 ° and 2.4 ° observed in the comparable conditions in Experiment 1.
Despite the decreased accuracy in smaller R conditions, the absence of a main effect of R for the variable error analysis suggests that participants responded consistently across paths of different curvature. Recall that smaller R conditions typically induce a systematic outside bias. Indeed, the analysis of constant errors revealed that such an outside bias tended to increase for paths of smaller R. It appears, then, that the tendency toward outside bias, especially in the smaller R conditions, was exaggerated in the present experiment. Experiment 2 differed from Experiment 1 in a further way, namely, the absence of feedback. The absence of feedback appears to have prevented observers from correcting their biases. Taken together, lower performance in the medium condition of the present experiment was not due to the increased amount of noise but to an exaggerated outside bias in smaller R conditions that was corrected by feedback in Experiment 1.
In summary, it is evident from the outcome of Experiment 2 that the impaired perception in the ground condition of Experiment 1 relative to the medium condition of Experiment 1 was not due to masking. It is also evident from the outcome of Experiment 2 that the effect of noise density was virtually negligible in the medium condition, in contrast to the ground condition in which perception became poorer with increasing noise, eventually failing when the SNR level dropped below 0.5.
The unqualified conclusion that the visual system is robust against noise (e.g., Kim & Turvey, 1998b; van den Berg, 1992; ) is brought into question by the results of Experiments 1 and 2. Robustness is corroborated by the results for the medium condition and contradicted by the results for the ground condition. The implication is that it is not noise and/or its density as such that matters but, rather, whether the noise affects the global flow pattern that constrains heading perception.
With respect to computational models, insofar as the motion of nonrigid (noise) elements was completely uncorrelated with the motion of rigid (signal) elements in both conditions, a spatial pooling scheme would predict that (a) performance will be equally affected by different types of noise and (b) performance will degrade as a function of decreasing SNR. Neither prediction was supported by Experiments 1 and 2. For human observers, Experiments 1 and 2 demonstrate that the issue of the amount of noise is secondary to the issue of the way in which noise was introduced to the flow field. Resistance to noise in biological systems may he better accounted for by a strategy other than a brute-force based spatial pooling scheme. We suggest that robustness exists only to the extent that the information is preserved in the image flow (the nonrigid medium condition in Experiments 1 and 2). When it is absent, perception falls (the nonrigid ground condition in Experiments 1 and 2).
It is also important to underscore that the noise-tolerant computational models advanced to date are designed to determine heading when the observer is translating along a linear path (in some cases, with additional eye rotations)--they are not designed to determine curvilinear heading. 3 In the linear case, if the subtraction of the rotational component is successful, the resultant flow field reveals a radial pattern with all image vectors radiating from the singularity (i.e., the focus of expansion). With respect to curvilinear locomotion, however, descriptions are lacking as to what constitutes the global pattern in the corresponding retinal flow.
Experiments 1 and 2 provide important lessons for computational modeling. Most notable, perhaps, is that human observers could easily extract the relevant information in the nonrigid medium condition at an SNR level of only 0.08 (approximately 40 signal dots against approximately 480 noise dots), in contrast to the immediate difficulty experienced in the nonrigid ground condition at an SNR level of 1.0.
Experiment 3: Noncanonical Flows Due to Nonrigid
Observer Motion Animals locomote by deforming their bodies. For example, humans locomote by two legs that flex and extend alternately during each step cycle to gain propulsion as well as balance. Accordingly, the head and eyes move up and down and side to side, oscillating according to one's footfalls and leg extensions. These vertical and horizontal oscillatory movements are called bounce and sway, respectively. Only when an observer is transported passively, as 3 The template model of Perrone (1992; see also Permne & Stone, 1994; Stone & Perrone, 1997) was designed to identify the direction of heading from the instantaneous velocity vector field produced by combined observer translation and rotation. This model is also able to cope with flows due to observer movement along a curvilinear path by virtue of the fact that the instantaneous velocity vector fields produced by linear observer movement with eye rotation and curvilinear observer movement are identical. Thus, the instantaneous direction of heading, which is also identical in both cases, can be identified. However, for the purposes of prospective control, the instantaneous direction of heading is not sufficient. What is required is that the observer be able to perceive his or her future path, that is, the path one would follow by continuing to move at the current curvature. The present article is an investigation of the ability of human observers to perceive their future path. when a passenger rides in a vehicle, can the resulting flows in a rigid environment with undistorted light paths be canonical. Consequently, the flows resulting from natural means of locomotion are nonc.anonical, even when the ground is fiat, rigid, and uncluttered.
The ubiquity with which the noncanonical flows brought about bounce and sway are encountered in everyday activity may suggest insignificance of the perceptual consequence of such perturbations. It should be noted, however, that the task the visual system faces is no simpler than that encountered in Experiments 1 and 2. Consider Figure 8 , depicting displacements of the image points in the flow field resulting from bounce and sway. Connecting two successive image points defines image motion in terms of a vector. Recall that the retinal flow corresponding to circular translation is described in terms of a family of hyperbolae. Despite being peppered with noise dots, the noncanonical flows of Experiments 1 and 2 still contained signal dots whose motion conformed to the consequence of observer locomotion; that is, each signal dot traced a hyperbolic path and together constituted a family of curves. As such, the global pattern underwritten by these families of curves is still available for the visual system robust enough to tolerate noise. Bounce and sway, however, clearly perturbs the continuity and smoothness needed for each image vector to be connected to form a hyperbolic path, thereby distorting the global pattern of the flow field. At a minimum, the pattern emerging on a moment-to-moment basis encompassed by all the image vectors does not add up to the global pattern characteristic of circular flow, as shown in the bottom panel of Figure 1 . In summary, the noncanonical flows associated with nonrigid locomotion present a different challenge to heading percep- tion, but one that is no simpler than the challenge posed by noncanonical flows associated with nonrigid environments. Two studies, Cutting et al. (1992) and , examined the effect of bounce and sway on heading perception. In both studies, heading perception was unaffected by the optical consequences of bounce and sway. It was the case, however, that the displays in both studies simulated linear observer movement with pursuit fixation. The participants' task in both studies was to indicate whether their perceived direction of heading was to the right or left of the final gaze direction, so-called nominal heading awareness. Experiment 3 extends the preceding research in two different ways. First, the perceptual consequences of the noncanonical flows brought about by the oscillatory movements of bipedal locomotion were assessed with respect to locomotion along a circular path. Second, heading awareness was assessed with respect to an exocentric frame of reference using an absolute heading task rather than a nominal heading task. The more intuitive understanding of way finding is the ability to perceive where one is heading relative to the environment, that is, heading with respect to an exocentric reference frame (i.e., a reference point in the environment), not with respect to a retinocentric frame of reference (i.e., instantaneous direction with respect to the line of sight).
As in Experiments 1 and 2, the simulated gaze direction was always tangent to the path of motion. In order to assess the effects of bounce and sway, heading perception in bounce and sway displays was compared with heading perception in displays simulating smooth observer movement.
Method
Participants. Ten undergraduate students participated in Experiment 3 in partial fulfillment of a course requirement. All participants had normal or corrected-to-normal vision.
Stimuli. Displays were similar to those of Experiment 1 in that they depicted observer movement parallel to a random-dot ground plane along a circular path. Two values---2 m/s and 4 m/s--were used to simulate the observer's tangential speed. The former value corresponded to a slow jogging speed, whereas the latter value corresponded to a normal running speed. Each display lasted for 10 steps, or 5 step cycles, resulting in about 2.2 s (about 130 frames) in the 4 m/s condition and 4.3 s (about 260 frames) in the 2 m/s condition.
The degree of perturbation induced in the noncanonical condition was controlled by using the same parameter values used in Cutting et al. (1992) or , those calibrated to natural gait. That is, the amount of bounce and sway was 5.6% and 4.8% of simulated eye height, respectively, and stride length was fixed at 0.88 m. Note that runners in general increase their running speed by increasing stride length or stride rate or increasing both stride rate and stride length (HamiU & Knutzen, 1995) . Moreover, dynamics of running differs from that of walking, with sway diminishing during running. Hence, the degree of perturbation in the 2 m/s condition fell within the range of ordinary legged locomotion whereas that in the 4 m/s condition was slightly out of the range of natural gait. The latter condition was chosen, nonetheless, as a way to explore the perceptual limits of human observers, as the nonrigid ground condition adopted in Experiments 1 and 2.
The radius of the observer's path (R) varied among --.80, 120, 160, 240, and 320 m (positive values corresponded to a right-hand turn and negative values corresponded to a left-hand turn). The density of surface dots was also controlled, varying among 20, 40, 80, and 160 dots. The preceding manipulations yielded a 2 (carriage: with and without bounce and sway) X 5 (R) × 2 (direction of turn) × 4 (density) × 2 (velocity) design, for a total of 160 completely randomized trials. All variables were within-subject variables.
Procedure. A procedure similar to that used in Experiment 1 was adopted in Experiment 2. That is, participants selected the projected path on a horizontal line that was placed at a simulated distance of 20 m from the observer. Because of bounce and sway, however, the horizontal bar was introduced at the end of each display rather than at the start of the display, which was the case in Experiments 1 and 2. A short practice session consisting of eight trials with feedback preceded the main experiment. Feedback was not provided in the main session.
Results
Absolute error. Absolute error is presented as a function of R for each condition of carriage type in Figure 9a . For analysis, results were collapsed over the sign of R and entered into a 2 (carriage) × 5 (R) × 4 (density) X 2 (velocity) ANOVA. Except for a significant effect of R, F(4, 36) = 7.29, p < .001, none of the main effects or interactions were reliable. The significance of R replicated the same effect seen in Experiment 1 as well as prior findings (Kim & 'I'urvey, 1998b ; W. H. Warren, Mestre, et al., 1991) . In particular, the R effect largely resulted from the poor performance in the R = 80 m condition, which was significantly different from performance in the other four, larger R conditions, according to a Tukey post hoc test. The insignificance of bounce and sway (M = 2.7 ° without bounce and sway; M = 2.9 ° with bounce and sway) suggests that, to the extent that the perturbed canonical form remains within the boundary of natural gait, observers can extract the relevant parameters from the optical disturbance.
Constant error. Constant error is presented as a function of R for each condition of carriage type in Figure 9b . A 2 (carriage) × 5 (R) × 4 (density) × 2 (velocity) ANOVA revealed main effects of carriage, F(1, 9) = 24.53, p < .001; velocity, F(1, 9) = 15.03,p < .01; R, F(4, 36) = 14.61,p < .0001; and a significant Velocity × R interaction, F(4, 36) = 3.25, p < .05. As noted, constant error provides an indication of the directional bias of response errors. In general, the perceived path of locomotion appears to lie outside of the actual path, which was further heightened in the displays with bounce and sway (M = 1.7 ° vs. M = 1.0 ° without bounce and sway). An outside bias was also enhanced with decrease in velocity (M = 1.6 ° at 2.0 m/s vs. M = 1.1 ° at 4.0 m/s). Note that the inverse relation between velocity and outside bias replicates a similar pattern reported by W. H. Warren, Mestre, et al. (1991) in their ground display conditions. Although the nature of the Velocity × R interaction is not clear, it appears that the extent of outside bias was distinguishable, especially at R = 80, 160, and 320 m: F(1, 9) = 8.84,p < .05; F(1, 9) = 7.31,p < .05; and F(1, 9) = 7.63, p < .05, respectively.
Variable error. Variable error is presented as a function of R for each condition of carriage type in Figure 9c . According to this analysis, only a third-order interaction involving carriage, velocity, and R was significant, F(4, 36) = 2.75, p < .05. The effects of carriage, velocity, and R were all insignificant, as was the interaction between velocity and R. The unreliability of R was consistent with the similar pattern observed in the nonrigid medium condition in Experiment 1. Hence, the tendency to choose outside the actual path as perceived heading in small radii (reported in various studies [Kim & Turvey, 1998b ; W. H. Warren, Mestre, et al., 1991] as well as in the present study) must be an artifact of the small display screens used in these studies, as participants were consistent in their response variability across all levels of R. The source of the third-order interaction in this analysis, however, is not clear. Further comments are reserved until more data become available.
Discussion
It appears, therefore, that the optical perturbation resulting from the bounce and sway components of ordinary legged locomotion does not affect circular heading awareness. The results are hardly surprising, given the ubiquity with which human observers encounter the preceding type of perturbation in the flow field in everyday activity. As noted, however, the task that the visual system faces is no simpler than that encountered in Experiments 1 and 2, as the flow field was continuously perturbed by bounce and sway, thereby distorting the global pattern of the flow field. Whether the system relies on some unknown computational procedure (see W. H. Warren, 1995, for some possible accounts) or exploits local variables contained in the retinal flow (e.g., Cutting, 1996; Cutting et al., 1992) , it is clear that the system does so quite effectively, as demonstrated by Experiment 3. In summary, the results of Experiment 3 extend the results of Cutting et al. and Kim, Growney, et al. (1996) to circular observer movement and situations that allow for free eye movements. The results of Experiment 3, however, bring into question the hypothesis that the global pattern of vector directions is the basis for heading perception.
When taken in conjunction with the results from Experiments 1 and 2, the present findings also speak to R. Warren's (1990) question of whether the effects due to noncanonical flows can be partitioned according to the dependence or independence of the noncanonicity on the motion of the observer. In Experiments 1 and 2, the distortion in the otherwise normal flow field was independent of the observer; in Experiment 3, the distortion was yoked to the observer's motion. The observer-dependent distortion introduced in Experiment 3 was similar to the observerindependent medium-based distortion in Experiments 1 and 2 (in that neither reduced perceptual accuracy), but it was dissimilar to the observer-independent ground-based distortion in Experiments 1 and 2 (which did reduce perceptual accuracy). The implication is that the partitioning identified by R. Warren will not suffice to accommodate the perceptual effects of noncanonicity.
Experiment 4: Noncanonical Flow Due to Spherical Distortion of Light (or Viewing Through a Fish-Eye Lens)
Experiments 4 and 5 examined the perceptual effect of noncanonical flows resulting from violation, in one way or another, of the requirement that light from the environment travels in a straight line to the moving point of observation about which the optic array is centered.
When light strikes a textured surface, it is scatter reflected in various directions depending on the microstructure of the surface. In a layout of facing surfaces, the scatter-reflected light bounces from surface to surface endlessly, resulting in multiple reflection or reverberation. Indeed, the multiple reverberation of light is the basis of the rich structure of an optic array (Gibson, 1966 (Gibson, , 1982a . The scattered light, nonetheless, travels along a straight path, simply being reflected by the tiny facets of the surface, and hence, still subjected to the laws of reflection. The path of light, however, can be altered. When light passes from one transparent material into another, as it does from air into glass, it bends or is refracted. As is well appreciated, the refractive property of glass qua lenses has many important practical applications (e.g., optical devices such as cameras, eyeglasses, projectors, microscopes, and telescopes). By changing the shape of the lens, the rays of light can be brought together (convex lenses) or spread farther apart (concave lenses). Hence, spectacles chosen properly can restore normal or nearly normal vision for those with certain eye defects such as farsightedness or nearsightedness by bringing rays into focus on the retina.
In experimental psychology, the optical distortion induced by prisms has been widely exploited as a way to study the visual capabilities. For example, in his classic experiments, Stratton (1897) investigated the effect of the inverted retinal image by re-inverting the retinal image through prisms. Kohler (1964) went further, inducing various optical distortions such as distortions of color and direction, that is, reversal of right-left and up--down. He even distorted vision proportionately using half-prism spectacles--spectacles in which the upper half is a prism that distorts vision and the lower half is a lens that allows normal vision. Despite these manipulations, all of Kohler's observers exhibited successful adaptation.
In a typical visual adaptation experiment using prism goggles, the resultant optical distortion is a rearrangement of the optical pattern, which induces errors in visual direction. Such optical distortions can be considered noncanonical, but the extent of the distortion induced is clearly limited to the kind of prisms available. Computer graphics allows for more systematic and far-ranging manipulations of optical distortions. The number of distortions that can be synthesized is infinite.
As noted in the introduction of this article, the optical disturbance resulting from observer movement is considered a flow or a transformation because each optical element in the array has a corresponding element in the successive arrays (Gibson, 1986) . Moreover, optical flow is considered canonical if it is rendered in conformity with the three conditions constituting an ideal observer movement (i.e., a rigid environment, a rigid style of locomotion, and rectilinear light paths). Thus, a noncanonical flow that is rendered in violation of the rectilinearity of the path of light can nonetheless be considered a flow if each optical element has a corresponding element in the successive arrays, that is, if a one-to-one relationship is preserved between successive optical elements. On the other hand, a noncanonical flow as a result of optical distortion may not qualify as a flow if the latter condition does not hold. Indeed, in the case of prism goggles of equal power with bases either left or right, the resultant optical distortion is a lateral displacement of the retinal image causing errors in visual direction only. An adjustment to such distortion, then, could be achieved with simple reafferent stimulation produced by gross bodily movements (Held & Bossom, 1961) . Hence, it may well be the case that the remarkable ability exhibited by visual systems to adapt to prism-induced distortions (as reported in the studies cited above) is due to the fact that the distorted optical patterns still contain certain well-defined relationships between successive optical elements.
In Experiments 4 and 5, a similar reasoning was applied to the task of perception of direction of heading for the purpose of further understanding the optical information that supports it. Specifically, the rectilinearity of the path of light was distorted (i.e., bent) in two different ways to destroy the canonical nature of a flow field. In Experiment 4, the bending of light was simulated by applying a spherical transformation, that is, having rays project onto a spherical surface; in contrast, in Experiment 5, bending was simulated by transforming rays according to a sine function. The former simulation was similar to the view seen through a fish-eye or wide-angle lens, whereas the latter simulation was similar to the view seen through a warped window.
As noted, if successful adaptation by the visual system despite distortions reflects the presence of the invariant optical structure, the visual system should fail to adapt in the absence of such optical structure. Likewise, requisite perception of heading should occur if the flow field, despite being noncanonical, contains the relevant information. Conversely, perception should fail if requisite information is absent in the flow field, regardless of its canonical or noncanonical nature. With the above manipulations, it is possible to address the nature of optical information that supports perception of heading by examining the optical structure preserved (or destroyed) under the corresponding transformation.
In Experiments 1-3, displays were constructed using one-point polar, planar projection (see Cutting, 1986 , or Shaw & Pittenger, 1977 , for further details on various coordinate transformations, including projective transformation). Under this transformation, exact metric relations among environmental elements are destroyed in the corresponding optical elements. Moreover, distance and angle are distorted, parallel lines may become convergent, and the ratio at which a point divides a line segment may change. What remains invariant under this transformation is the property of linearity; that is, a straight line remains as a straight line.
In Experiment 4, noncanonical flow in which the path of light is not straight was simulated by applying a spherical transformation, that is, projecting rays onto a spherical surface then onto the planar display screen by parallel projection. Specifically, assume that there is a sphere with radius R centered at the point of observation O. A ray L emanating from an environmental element E reaching O intersects with the sphere at T and may be orthographically projected onto the display screen at T(see Figure 10) .
Under spherical projection, the property of linearity is lost, as a straight line segment when projected on a sphere becomes an arc of a great circle. Despite such a severe distortion, however, a spatial representation is possible, as the length of the arc is always proportional to the (visual) angle that intercepts the arc. That is, spatial relations such as For example, for a sphere P whose radius is longer than that of the screen distance, the intersection points PI and P2 are projected on the display screen farther away than their corresponding projections L1 and L2 under normal planar projection. In contrast, for a sphere Q whose radius is shorter than that of the screen distance, the intersection points Q1 and Q2 are projected on the display screen closer than their corresponding projections under normal planar projection. Hence, displays were stretched under the projection by the sphere of the radius of P, whereas displays were compressed under the projection by the sphere of the radius of Q. Z = z-axis; X = x-axis.
left-fight, above-below, and in front-behind are still preserved under spherical projection but simply become relativized (Flocon & Barre, 1987) . Thus, despite being noncanonical, the flow field under spherical projection is well defined with respect to the corresponding environmental elements. As such, certain spatial relations may well be preserved in the resultant flow, providing the requisite information such as that which specifies direction of heading. The radius of the sphere varied among 0.15, 0.30, 0.45, and 0.60 m. Note that the display screen as it was set up in the present experiment was located 0.5 m in front of O. Hence, the three spheres with radii smaller than the screen distance were defined between O and the display screen, whereas the sphere with R = 0.6 m intersected with the display screen. For the three smaller spheres, then, all the optical elements projected on the spherical surface had to be projected backward, away from O, to be displayed ( Figure  11) , whereas for the larger sphere, projection was toward O. Accordingly, for spheres of smaller radii, the field of view depicted on the screen was compressed, whereas for spheres of larger radii, it was stretched. For example, the simulated horizon subtended a visual angle of 8°-10 ° at sphere size = 0.15, 16°-18 ° at sphere size = 0.3, and 24o-27 ° at two larger sphere sizes. Hence, in the smaller sphere conditions, the field of view projected on the display screen was highly compressed. Nonetheless, it is important to note that although spherical projection results in distortion with respect to polar projection, the degree of distortion between each condition of sphere size did not differ. That is, the optical flows under different conditions of sphere size differ only by a similarity transformation. 4
Method
Participants. Ten undergraduate students participated in the experiment in partial fulfillment of a course requirement. All participants had normal or corrected-to-normal vision.
Stimuli. As in Experiments 1-3, displays simulated observer movement parallel to a random-dot ground plane along a circular path. Because of spherical projection, however, their appearances were quite different from those of the previous experiments (Figure 11) .
The four sphere radii varied among 0.15, 0.30, 0.45, and 0.60 m. R varied among +--80, 120, 160, and 320 m (positive values corresponded to a right-hand turn and negative values corresponded to a left-hand turn). The density of surface dots was also controlled, varying between 80 and 160 dots. Throughout the experiment, the simulated tangential speed was held constant at 13.2 m/s. Thus, the design for Experiment 4 was 4 (sphere size) × 4 (R) x 2 (direction of turn) x 2 (density). Each condition was repeated twice, for a total of 128 completely randomized trials. All variables were within-subject variables.
Procedure. A procedure similar to that used in Experiments 1 and 2 was adopted in Experiment 4. That is, participants selected the projected path on a horizontal line that was placed at a simulated distance of 20 m from the observer. Similar to Experiments 1 and 2 but in contrast to Experiment 3, the horizontal bar was present throughout the course of the trial. As noted, however, spherical projection transforms a straight line into a curve. Accordingly, the horizontal bar had to be converted as well. To this end, the bar was broken into 10 line segments and entered into spherical transformation. The transformed coordinates of the end points of each segment were then connected to render a curve on which the participants recorded their responses in the manner of the participants in Experiments 1-3 (Figure 11 ).
For analyses, an inverse transformation was applied to convert the screen coordinates of each response into the environmental coordinates, which were then converted to a heading angle based on the geometry depicted in Figure 3 . This conversion allowed the comparison of performance in each distortion condition to performance in other distortion conditions as well as performance in the previous experiments on an equal basis.
As in Experiments 1-3, a short practice session of eight trials simulating canonical flow preceded the main experiment. Feedback was provided in the practice session but not in the main session.
Results
Absolute error. Absolute error values were collapsed over the sign of R and entered into a 4 (sphere size) × 4 (R) × 2 (density) ANOVA. Neither the main effect for sphere size nor the main effect for density was reliable. The effect of R, F(3, 27) = 16.89,p < .001, was reliable but was qualified by a significant Sphere Size x R interaction, F(9, 81) = 3.10, p < .01 (Figure 12a) . A simple effects analysis showed that the effect of R at sphere size = 0.15 (the most compressed condition) was unreliable, whereas its effect at the other three sphere sizes was reliable: F(3, 27) = 4.05, p < .05, at sphere size = 0.30; F(3, 27) = 19.99,p < .0001, at sphere size = 0.45; and F(3, 27) = 10.25, p < .0001, at sphere size = 0.60. In contrast, the effect of the sphere was not significant in the two small R conditions, whereas it was significant in the two larger R conditions, F(3, 27) = 6.82, p < .001, at R = 160 m, and F(3, 27) = 3.78,p < .05, at R = 320 m. ,Taken together, it appears that the effect of curvature of the observer's path diminished with a decrease in sphere size. The results may be understood in terms of the amount of compression. A comparison of Figures lla and lib reveals that the curvature of the flow field becomes less 4 Note that because the four sphere size conditions differed only by a similarity transformation, rescaling the displays so that they occupied the same field of view would make the displays identical across these conditions. In a control experiment, we rescaled the displays from all four sphere size conditions so that they occupied the same field of view, namely, the field of view occupied by a display using a sphere size of 0.50 m. With four participants, mean accuracies were 2.1 °, 1.8 °, 1.8 °, and 1.8 ° for sphere size conditions 0.15, 0.30, 0.45, and 0.60 m, respectively. This effect was statistically nonsignificant (F < 1). 3.
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-1 80 120 160 320 apparent with more compression (i.e., smaller sphere size). However, because the degree of distortion does not differ between sphere size conditions, the decrease in accuracy cannot be attributable to a change in the actual curvature of the flow field. Rather, it is likely to reflect the change in the apparent curvature of the flow field resulting from a decrease in spatial resolution of the projected image. The ANOVA also revealed a significant three-way interaction involving distortion type, R, and density, the source of which was not clear. Constant error. The constant error analysis revealed main effects of sphere size, F(3, 27) = 5.76, p < .01; a main effect of R, F(25, 19) = 25.19, p < .0001; and a significant interaction between sphere size and R, F(9, 81) = 2.21, p < .05 (Figure 12b ). The bias induced by sphere size was negligible in the two large R (160 and 320 m) conditions, whereas its effect was significant in the two small R (80 and 120 m) conditions, F(3, 27) = 4.49, p < .05, and F(3, 27) = 18.49, p < .0001, respectively. In the latter two conditions, participants exhibited a higher tendency for an outside bias when there was less compression in displays (i.e., at large sphere sizes). Consistent with the above analyses, the effect of R was insignificant at sphere size = 0.15, the highest compression case. In the less severe compression cases (i.e., sphere size = 0.30, 0.45, and 0.60), the effect of R was significant: F(3, 27) = 6.01, p < .01; F(3, 27) = 26.19, p < .0001; and F(3, 27) = 14.63, p < .0001, respectively. Taken together, an outside bias exhibited in the small R and large sphere size conditions is consistent with the prior findings (i.e., under polar projection). The lack of bias in the smaller sphere size conditions, together with the decrease in accuracy, may reflect an increase in response variability due to the compression of the flow field. The analysis of variable error supports this interpretation.
Variable error. Variable error as a function of R at each condition of sphere size is shown in Figure 12c . Only the effect of sphere size, F(3, 27) = 7.41, p < .001, was shown to be significant in this analysis. A Tukey post hoc test showed that performance at sphere size = 0.15 was different from performance at sphere size = 0.45 and 0.60 at the 0.5 level. The insignificance of R in terms of response variability is consistent with the prior findings, further confirming the suggestion that the outside bias in small R conditions may indeed be an artifact of small display screens. Moreover, the greater response variability in the smaller sphere size conditions is consistent with the view that the decrease in accuracy and absence of an outside bias is due to the decrease in the apparent curvature of the flow field under severe compression.
Discussion
Although the distortion resulting from spherical projection affected the perception of circular heading, it appears to occur mainly in the smaller sphere size conditions, suggesting that the decrease in performance was due to the compression of the visual field rather than the distortion itself. The average absolute error of 3.0 ° across all four sphere size conditions is well below the required accuracy of 4.2 ° for a proper braking at the speed of 13.2 m/s, and the absolute error of 2.4 ° in the largest sphere size conditions is comparable to accuracy in the undistorted case. The results suggest that the optical structure relevant to the task of perceiving direction of heading remains invariant under spherical projection and the resulting global distortion.
The results of Experiment 4, in conjunction with those of Experiment 3, severely undermine the validity of the hypothesis that heading perception is based on the global pattern of vector directions. As noted, the image pattern corresponding to the observer's circular movement is a family of hyperbolae, with the curvature of each hyperbola different from the others (W. H. Warren, 1995; . Distortion induced by spherical projection resulted in further deformation of the curvature of each image trajectory. That is, the image trajectory traced by the concatenation of successive difference vectors was distorted, resulting in further exaggeration or flattening of its curvature. Nonetheless, the results were consistent and comparable to those obtained in the canonical flows. Despite such distortions, still available in the flow field was the linear relation among optical elements, which preserves a one-to-one mapping between the elements in the image plane and the elements in the environment. If it is indeed the ordinality of the flow field that constitutes the requisite information for heading direction, its absence should impair accurate perception. The latter possibility was explored in Experiment 5. In Experiment 5, the bending of light was simulated by applying the following four-step transformation (see Figure  13 ). Unlike the transformation used in Experiment 4, the transformation used in Experiment 5 was applied to the display screen coordinates of each element, that is, subsequent to projective transformation. In Step 1, the lower half of the display screen (i.e., the portion below the horizon containing the environmental elements) was partitioned into either four or eight regions of equal size, each with horizontal length Lx and vertical length L r in screen coordinates. In
Step 2, the screen coordinates p(x, y) of each element were redefined using the lower left comer of each region as the origin. In Step 3, the coordinates p(x, y) of each element in each region were converted to angular coordinates po(0x, 0y) according to the formulas 0x = 2 ,tr X x/L× and Oy = 2~r X ylLy. This conversion maps the screen coordinates p(x, y), that is, values between 0 and L~ or Ly, to angular coordinates between 0 and 2~r that reflect the size of x or y with respect to Lx or Ly.
Step 4 can be broken down into three parts. In Step 4a, the angular coordinates from
Step 3, p0(0x, 0y), were mapped to values between -1 and 1 by taking the sine of 0~ and 0y. In Step 4b, the result of Step 4a was converted to a value between 0 and 1 by subtracting the result of Step 4a from 1 and dividing by 2. In Step 4c, new screen coordinates p'(x', y') between 0 and L~ or Ly were obtained by multiplying the value from 4b by L~ or/_,y. Taken together, Steps 4a, 4b, and 4c can be summarized by the equations x' = 0.5 X L~ X (1 -sin 0~) and y' = 0.5 X Ly (1 -sin 0y). Substituting the equations for 0x and 0y from
Step 3, we can summarize the last two steps by the equations x' = 0.5 x Lx X (1 -sin 0x) andy' = 0.5 x Ly(1 -sin 0y). Substituting the equations for 0x and Or from Step 3, we can summarize the last two steps by the equations x' = 0.5 x L~ x [1-sin(2"tr Xx/L~)] and y' = 0.5 X Lr X [1 -sin (2~r X y/Ly)]. This transformation was applied to the screen coordinates of each element at each frame to bring about the distortion.
The coordinate (i.e., horizontal or vertical) to which the transformation was applied was also manipulated. That is, the transformation was applied to either the horizontal screen coordinate of each element (preserving the vertical Figure 15 ). Insofar as the ordinal relationships among elements were destroyed by the transformation, it was expected that perception of heading would be affected.
Method
Stimuli. As in Experiments 1-4, displays simulated observer movement parallel to a random-dot ground plane along a circular path. The simulated tangential speed was held constant at 13.2 m/s. The four distortion types were distinguished according to the coordinates that were transformed (none, horizontal, vertical, or horizontal plus vertical) . The number of regions into which the display area was partitioned was also manipulated, either four regions or eight regions. R varied among -80, 120, 160, and 320 m (positive values corresponded to a right-hand turn and negative values corresponded to a left-hand turn). The density of surface dots was also controlled varying among 80 and 160 dots.
Thus, a 4 (distortion type) X 2 (number of partitions) × 4 (R) X 2 (direction of turn) X 2 (density) design was used for Experiment 5. Each condition was presented once, for a total of 128 completely randomized trials. All variables were within-subject variables.
Procedure. As in Experiments 1 and 2, participants selected the projected path on the horizontal bar that was placed at a simulated distance of 20 m from the observer. The horizontal bar, however, was not distorted and remained as a straight line. Accordingly, the screen coordinates of each response were used directly to determine a heading angle, which were then used for various error measures.
As in Experiments 1-4, a short practice session of eight trials simulating canonical flow preceded the main experiment. Feedback was provided in the practice session but not in the main session. recorded as a match; otherwise, it was recorded as a mismatch.
To explore this possibility in Experiment 5, results were collapsed over the sign of R and two density conditions. For each condition of Distortion Type × R, a t test was conducted to examine directional awareness. For each condition of no distortion or vertical distortion, results were significantly different from chance level (50% accuracy). In contrast, with the exception of R = 320 in the mixed distortion condition, t(9) = 3.67, p < .01, the results in each condition of horizontal or mixed distortion were not significantly different from chance level. Hence, it appears that participants were lacking directional awareness in the horizontal and mixed distortion conditions. Accordingly, any These main effects were qualified by a Distortion Type × R interaction, F(9, 81) = 3.75, p < .001 (see Figure 16a) . A simple effects analysis showed that the contribution of one factor was significant at all levels of the other factor. Figure  16a shows that accuracy improved for increasing radii for all distortion types. Consider the effect of R in each condition of distortion. This effect in the no-distortion condition is consistent with the previous findings. Accuracy was reduced in the smaller R conditions, possibly due to the small display screen (see above). Given that participants were accurate in the vertical distortion condition, the effect of R in this condition appears to be consistent with that in the nodistortion condition. On the other hand, considering the fact that performance in the horizontal and mixed conditions was poor, the R effect here appears to be quite different from the same effect in the two preceding conditions. Indeed, the results in these two conditions resemble the pattern observed in the nonrigid ground condition in Experiments 1 and 2 and that reported in Kim and Turvey (1998b) , Recall that in displays in which proper information was lacking, participants exhibited a tendency to select the center region of the display screen as the perceived heading. When this tendency is combined with the parameter of path radius, responses in the large R condition appear to be more accurate than in the small R condition. To examine this possibility in Experiment 1, we analyzed these results in terms of match or mismatch of direction of the turning path. That is, if the response lay in the same direction as the turning direction of the path, it was discussion of accuracy under these conditions would simply be meaningless.
Constant error. The constant error analysis repeated the same effects as those found in the absolute error analysis, that is, a main effect of distortion type, F(3, 27) = 13.81, p < .0001, a main effect of R, F(3, 27) = 91.76,p < .0001, and a Distortion Type × R interaction, F(9, 81) = 2.30, p < .05 (see Figure 16b) . Recall that constant error measures the average directional bias in participants' responses. Figure  16b shows that in the horizontal and mixed distortion conditions, observers exhibited an outside bias across all levels of R, whereas in the no-distortion and vertical distortion conditions, the outside bias pattern is noticeable only in the small R conditions. The contrasting tendency in the outside bias pattern, combined with the overall inaccuracy in terms of absolute error, further confirms the suspicion that the R effect in the former condition may well be the artifact of the center screen bias, as was observed in the nonrigid ground condition in Experiment 1.
Variable error. The variable error analysis revealed only main effects of distortion type, F(3, 27) = 15.08, p < .0001, and R, F(3, 27) = 4.21, p < .05. Unlike the preceding analyses, the interaction between distortion type and R was absent (F< 1; Figure 15c ). As shown in Figure 16c , the variability in responses was consistent across the four levels of R in each condition of distortion type. Nonetheless, responses were more consistent in the no-distortion or vertical distortion conditions than in the horizontal distortion and mixed distortion conditions. Hence, more consistent responses in the former conditions agreed with the similar pattern observed in Experiments 1--4, with displays containing proper information (e.g., the medium condition in Experiments 1 and 2 and the displays in Experiments 3 and 4). In contrast, the overall inconsistency in responses in the latter condition not affected by R further strengthens the suspicion that the slight improvement in accuracy in the large R conditions (according to the absolute and constant error analyses) is due (a) to a center bias in the displays lacking proper information and (b) to the proximity of the actual heading to the center of the screen in the large R conditions.
Discussion
We expected accurate performance in the no-distortion type and poor performance in the horizontal and mixed types. On the other hand, we did not expect accurate performance in the vertical distortion type. The latter results clearly undermine the hypothesis that the global pattern of vector directions is the information for the perception of heading. The pattern of vector directions evident in the bottom panel of Figure 1 is clearly absent in the middle panel of Figure 14 . Nonetheless, performance appears to be uninfluenced by such distortions.
For a better understanding of the results, it is important to examine the specific transformation applied under each condition and the pattern (un)affected by the transformation. As noted, a transformation by a sine function perturbs the ordinal properties in the original sequence. However, the way in which this transformation was applied in Experiment 5 allowed us to perturb the ordinal properties along one dimension while preserving such properties along the other dimension. That is, given an image element defined in the projection screen by the coordinates (x, y), the horizontal sine function produced a new image element with coordinates (x', y), whereas a vertical sine function produced a new image element with coordinates (x, y'). Thus, depending on the dimension to which the sine function was applied, the ordinal properties that were perturbed were along that dimension only, that is, the ordinal properties along the horizontal dimension under the horizontal distortion type and the ordinal properties along the vertical dimension under the vertical distortion type.
Reconsider the performance under each condition: Perception was accurate under the no-distortion and vertical distortion types, in which the ordinal relations along the horizontal dimension were preserved, whereas perception failed under the horizontal and mixed distortion types, in which the ordinal relations along the horizontal dimensions were perturbed. In other words, when there was no distortion by a sine function along the horizontal, perception was accurate, whereas when there was distortion along the horizontal, perception failed.
When one moves along a (linear or circular) path parallel to the ground surface, one's direction of heading is always determined in relation to the environment (e.g., left or right with respect to a landmark). Hence, the ordinal relation among spatial elements along the horizontal dimension is crucial in determining heading. Indeed, the results of Experiment 5 were a simple reflection of this observation. When the ordinal properties along the horizontal dimension were still available in the flow field, perception of the direction of heading was reliable. When such properties were not available in the flow field, perception of heading direction was unreliable. In short, for the perception of the direction of heading parallel to the ground surface to occur, there should be information that carries, at minimum, the ordinal relations along the horizontal spatial elements.
General Discussion
We conducted five experiments directed at the perception of heading in each of the major conditions that render optical flow fields noncanonical. There were two distinct outcomes, depending on the nature of the noncanonicity--perception was either highly accurate or extremely poor.
The variety of noncanonical conditions under which accurate perception was found to occur attests to the ability of the visual perceptual system to register information in optical flow. The accuracy of perception and the insignificance of noise density (up to the limits of the SNR levels tested) in the nonrigid medium conditions of Experiments 1 and 2 are generally consistent with accurate heading awareness in a similar environmental condition, such as driving in snow or rain. Insignificance of bounce and sway simulated in Experiment 3 is also consistent with our general wayfinding capabilities when walking or running (cf. Cutting et al., 1992; . Accurate perception in the displays simulating the refracted rays of light in Experiment 4 is comparable to the successful adaptation by the visual system to prism-induced distortions.
Equally telling, however, were the noncanonical conditions under which heading accuracy was minimal or nonexistent. Not only did the presence of nonrigid ground elements in Experiments 1 and 2 result in severe impairment of perception, but the degree of impairment was directly affected by the density of those elements. At SNR < 0.5, even the minimal support for heading disappeared, resulting in nonperception of the direction of locomotion. Complementing the conditions of failed perception in Experiments 1 and 2 were the horizontal and horizontal plus vertical distortion conditions of Experiment 5. These conditions were devoid of noise elements. Nonetheless, the outcome was nonperception of the direction of locomotion.
Despite significant similarities in the manner in which the displays in Experiments 1 and 2 and those in Experiment 5 were produced, the results were notably dissimilar. Perceived heading was reliable at SNR = 0.17 in the nonrigid medium conditions of Experiments 1 and 2 but unreliable in the absence of any noise in the horizontal distortion of Experiment 5. Conversely, the vertical distortion of Experiment 5 had no effect on heading perception, but the presence of nonrigid ground noise in Experiments 1 and 2 severely impaired heading perception. Any theory of the perception of direction of heading must be able to account for both the accurate and inaccurate perceptions demonstrated here.
Computational Models and Noise Revisited
Given the inherent limitations of biological visual systems, the assumption of precise measurement of each velocity vector required by various analytical approaches is unrealistic (see Hildreth, 1984 , or Ullman, 1981 , for further details). Accordingly, methods for accommodating imprecise measures of optical velocity vectors in terms of direction and/or speed are deemed to be necessary. Of the many proposed computational solutions, a few general solutions are noted for their robustness against noise: the template approach and the differential motion approach. For both classes of models, resistance to noise reflects the fact that velocity vectors from all regions of the image plane are pooled together.
Although such models were designed to handle noise due to measurement error, one might suppose that they could be extended to cope with the deviations characteristic of noncanonical flows. Can such a spatial pooling strategy be extended to account for the variety of noncanonical conditions under which human observers can accurately perceive their direction of heading? If so, it would have to be cleverly designed to perform well across a variety of conditions and poorly in other conditions, as demonstrated by the present research. In Experiments 1 and 2, the motion of the nonrigid elements was completely uncorrelated with the motion of the rigid elements in both conditions. Hence, one would expect spatial pooling models to be equally affected by noise in both conditions. Yet performance was differentially affected depending on how the noise was distributed and did not degrade as a function of decreasing SNR in the medium condition. In Experiments 3, 4, and 5, the motion of elements was partially correlated and, hence, does not fit the technical definition of noise. Therefore, unlike Experiments 1 and 2, the results of these experiments may not be inconsistent with the predictions of spatial pooling. Nonetheless, whereas some distortions did not appear to affect heading perception at all, other very similarly produced distortions drastically affected performance. For any spatial pooling strategy to cope with such noncanonical flow, it would have to possess the same flexibility demonstrated by human observers across a variety of conditions. In this regard, the results of the present study serve as a challenge to those seeking to develop computational accounts of biological visual systems. As a suggestion based on the results of the present study and on the grounds of parsimony, we believe that the ability of the human visual system to tolerate violations of the canonical nature of optical flow may rest with mechanisms very different from those designed to tolerate noise due to measurement error (e.g., brute-force spatial pooling).
The Significance of Ordinal Relations
Inspection of the various types of optical distortion evident in Experiments 4 and 5 presents a clue to the answer. There was a common pattern, the presence of which resulted in successful perception and the absence of which resulted in failed perception. In all the displays of Experiment 4 and in the vertical distortion displays of Experiment 5, the ordinal relations among spatial elements were preserved in the optical structure. In contrast, these relations were annihilated in the horizontal and horizontal plus vertical distortion conditions of Experiment 5. Hence, accurate perception of heading was possible in the displays in which the pattern along the vertical dimension was perturbed because it is the ordinal relation along the horizontal dimension that determines the perception. In summary, it is not the individual vectors and the resultant pattern defined over them that is of significance; rather, it is the spatial relationship among the vectors that matters, in particular the ordinal relation along the horizontal dimension. Although the curvilinear flow field was perturbed by the bounce and sway components of Experiment 3, the overall ordinal relations were preserved, making possible the successful perception of direction of locomotion.
The results of Experiments 1 and 2 are also consistent with the ordinal relations hypothesis. The presence of nonrigid ground elements resulted in intersecting flow fines in the display, which in effect annihilated the ordinal relations among the corresponding spatial elements. Note further that the degree of intersection was directly determined by the density of the noise introduced in the flow field. Accordingly, as the SNR levels decreased, the degree to which the ordinal relations were destroyed increased. Perception, likewise, deteriorated further in direct correspondence with the levels of SNR. It is, perhaps, noteworthy that degradation of perception asymptoted at a certain level, namely, SNR = 0.5. This level could indicate the lower limit at which the ordinal relation was still available in the optical flow field.
A notion similar to the ordinal relations hypothesis has been expressed by Todd and his colleagues in a series of studies in which they addressed visual perception of threedimensional structure from motion (Norman, Todd, Perotti, & Tittle, 1996; Tittle, Todd, Perotti, & Norman, 1995; Todd & Norman, 1991; Todd & Reichel, 1989; . These researchers set out to resolve the seemingly conflicting observations of imprecise perception observed in various visual illusions and their nonmetrical nature and the extreme precision observed in visually guided actions. Todd and colleagues suggested that the relation between physical space and the corresponding perceptual space neither is one of congruence nor is it arbitrary but, rather, involves systematic distortions. For example, although certain Euclidean properties may not be perceivable, other spatial properties such as the relative length of parallel lines (e.g., Lappin & Fuqua, 1983) or the planarity of a surface (e.g., Todd & Bressan, 1990 ) are still perceived. Hence, the relation between physical space and perceptual space may not be a Euclidean metric transformation, but it is, nonetheless, a systematic transformation of some kind. In order to describe the mapping between physical and perceived space, Todd and colleagues resorted to Klein's definition of geometry in terms of a group of transformations that leave certain properties of a space invariant. For example, Euclidean geometry preserves the distance between any pair of points on an object when transformed by arbitrary translations and rotations. Such metric properties are not preserved when an object is stretched or compressed, as when a square becomes a rhombus. Yet, the two opposite sides of a rhombus remain parallel, which can be described by an affine geometry. Note that when the operation (e.g., stretching) destroys the invariants (e.g., the metric property) of a given geometry (e.g., Euclidean geometry), a different geometry (e.g., affine geometry) is called on to describe the new invariants. The new invariants described by the new geometry are fewer and broader, requiring a mathematical description that is more abstract and complex. For example, circles and ellipses are considered equivalent under a group of affine transformations, whereas they are distinct under the Euclidean group of transformations. Mathematically, the equivalence in affine geometry can be described in terms of a ratio of division that lacks the strict metric property demanded in Euclidean geometry. Hence, affine geometry can be considered weaker or less restrictive than Euclidean geometry, as the former embraces more objects under the equivalence relation than the latter does. (See Shaw & Pittenger, 1977 , for a more detailed discussion of Klein's hierarchy of geometries; see also Kim, Effken, & Shaw, 1995.) At the bottom of Klein's hierarchy of geometries lies the weakest of all geometries--a topology under which only patterns of connectivity and local neighborhoods are preserved. For example, even a square and a circle are considered equivalent under topological transformations. Hence, properties such as linearity and parallelism preserved under affine transformations are no longer invariant under topological transformations. However, the property of being a closed curve is still preserved in both objects after transformations.
In terms of the hierarchy of geometries and the properties that remain invariant under the group of transformations defined by the corresponding geometry, Todd and his colleagues reasoned the following: (a) If the mapping between physical and perceptual space is a geometric transformation, then the properties that remain invariant should be perceived accurately, whereas the variant properties should be perceived inaccurately; and (b) Examination of the perceptual tasks that yield (in)accurate perceptions would in turn provide a better understanding of the transformation relating these two spaces. After an extensive series of studies, these investigators observed systematic distortion of both affine and Euclidean properties in near visual space, but only Euclidean properties at long viewing distances (Norman et al., 1996) . On the basis of these results and those of similar studies (e.g., Baird & Biersdorf, 1967; Loomis, Da Silva, Fujita, & Fukusima, 1992) , the researchers contended that the visual system is sensitive primarily to ordinal or topological, but not Euclidean, properties of the environment .
The results of the present study extend the evidential basis for the thesis of Todd and his colleagues. Experiment 4 provided positive evidence, in that perception was shown to be accurate for displays that preserved only ordinal relations. Experiments 1, 2, and 5 provided contrapositive evidence, in that perception failed when displays lacked ordinal relations. Accordingly, it can be hypothesized that if the ordinal relations among the optical velocity vectors specify one's direction of heading, then perception of heading should be successful in the presence of such relations and unsuccessful in the absence of such relations.
Taken together, the present results and those of Todd and his colleagues provide converging evidence that spatial perceptions of relevance to the guidance of action are possible to the extent that the ordinal structure of the optic array available to an observer is specific to the ordinal structure of the environmental layout. This view, however, is not new, owing largely to Gibson (1950 Gibson ( , 1954 Gibson ( , 1986 . Although it is still considered somewhat radical, Gibson's fundamental idea is that perception is specific to ordinal stimulation (e.g., Gibson, 1950, p. 216 ; see also Turvey, 1977) , which, in turn, is specific to the adjacent and successive order of the environmental layout. Therefore, Gibson contended that perception is specific to the environment (e.g., Gibson, 1959, p. 459) .
Conditions of Misperception
If a theory of perception is formulated as a function of stimulation or information (in Gibson's, 1966 Gibson's, , 1986 , which, in turn, is a function of the environment, then errors or misperception can be accounted for as a corollary of the theory in terms of failure of specificity between stimulation and the environment. Indeed, Gibson (1966) noted that "the perceptual systems ... do the best they can with what they get, but in some circumstances they get very little to work with" (p. 288). Perception fails in the latter case because the available information (or stimulation) is inadequate. It should be noted, however, that failure of perception is not as much due to a faulty visual system as it is due to inadequate information. In other words, when information is not adequate at the ecological scale, Gibson's theory of perception predicts deficiencies of perception.
Not having synthesized the conditions in which perceptual deficiencies occur due to inadequate information, Gibson (1966) wondered whether "optical information can... be thoroughly imbedded in optical 'noise' that it ceases to exist" (p. 294). The nonrigid ground conditions of Experiments 1 and 2 and the horizontal or horizontal plus vertical distortion conditions of Experiment 5, in which perception was either extremely poor or simply failed, may well be the kinds of cases about which Gibson wondered. In short, the visual system is quite robust because the nature of information is quite abstract and general in the form of ordinal stimulation. However, the robustness exists to the extent that such patterning is available in the corresponding optical stimulation or information. When absent, the visual system errs or misperceives. In this nontrivial sense, misperceptions or perceptual errors are consistent with the theory Gibson proposed.
Conclusions
To conclude, we explored in the present study all three of the possible conditions that violate the canonical optical flow field resulting from one's movement along a circular path. Clearly, the investigated conditions do not exhaust the entire spectrum of all the possible noncanonical flows engendered by self movement (e.g., Gibson, 1982b; Kim & Turvey, 1999) . Nonetheless, within the limits of the present study, it appears that the ordinality of the environmental layout is crucial in determining one's direction of heading. It is encouraging to note that a similar view has been forwarded by Todd and his colleagues in their extensive investigation of the perception of three-dimensional structure. They contended that the perceptual capabilities of human observers are more sensitive to the ordinal or topological properties than to the metrical properties of the environmental layout. The results of the present study not only corroborate but also extend this latter contention. Indeed, as Gibson (1950 Gibson ( , 1966 Gibson ( , 1986 suggested, the visual system is not only sensitive to ordinal pattern in the optical structure, but such pattern in stimulation is a direct result of the adjacent and successive order of the environment. As ordinality is the most abstract and general level of correspondence between two properties, the information-based theory of perception advanced by Gibson expects the visual system to be quite robust, tolerating a variety of conditions that are nonideal but, nonetheless, minimally carrying the information that specifies the ordinality of the environmental layout. The corollary of the theory would be errors in perception or misperceptions when such specificity is not available. Indeed, the results of the present study provide converging evidence for the theory--positive evidence of accurate perception when the minimal information in the form of ordinality is available and contrapositive evidence of failed perception when such information is lacking.
