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Résumé
Dans un très grand nombre de problèmes d'imagerie on est amené à résoudre
une équation intégrale de première espèce, ce qui constitue, dans la plupart des
cas, un problème inverse mal posé . Dans ces problèmes, l'obtention d'une solu-
tion unique et stable vis-à-vis des erreurs sur les données passe par l'introduction
d'une information a priori
sur la solution .
Une information a priori utilisée dans beaucoup d'applications en l'imagerie est la
positivité. Les méthodes basées sur le principe du maximum d'entropie (MaxEnt)
sont classiquement employées pour prendre en compte cette information a priori .
Cependant, l'utilisation de ce principe ne se limite pas à ce seul cas . Depuis ces
dix dernières années, beaucoup de travaux sur l'utilisation de l'entropie dans ces
problèmes ont été menés .
L'objectif principal de cet article est d'essayer de classer ces méthodes, de mon-
trer leurs limites théoriques et pratiques, de montrer les liens qui peuvent exister
entre elles, et, finalement, de fournir des fiches synthétiques pour chacune de ces
méthodes . Pour ceci, nous distinguerons trois familles de méthodes que nous ap-
pellerons
MaxEnt classique, MaxEnt sur la moyenne, et MaxEnt bayésienne . Nous
étudierons les différentes variantes à l'intérieur de chaque famille et préciserons
les liens qui existent entre ces différentes méthodes .
Mots clés : Maximum d'entropie, Problèmes inverses, Approche bayésienne,
Maximuma posteriori, Lois a priori, Invariance d'échelle, Reconstruction d'im-
age, Restauration d'image .
1 . Introduction
Dans un grand nombre de problèmes d'imagerie tels que la tomo-
graphie à rayons X, la tomographie de diffraction par ultrasons
ou par micro-ondes, l'imagerie par courants de Foucault, la tomo-
graphie à émission de positons (TEP), l'imagerie par résonance
magnétique nucléaire (RMN), etc ., on est souvent amené à résou-
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Abstract
In many imaging systems we have ta solve integral equations of the first kind,
which, in general, are ill-posed inverse problems. In these problems one cannot
obtain a satisfactory unique and robust solution without introduction of some
prior information on the solution .
A prior information often used in many imaging applications is the positivity of
the solution . Methods based on the maximum entropy principle are classically
developed to take this property into account . However the use of the maximum
entropy principle is not limited to this case . In the last decade, many works have
been done on the ways of using maximum entropy principle in inverse problems .
The main objective of this paper is to make a classification of these methods,
to give explicitly the hypothesis, the practical and the theoretical limitations, to
show the existing relations between them, and finally, to give some synthetic view
of different implementations of theses methods
. First we distinguish three funda-
mentally différent approaches which we call Classical MaxEnt, MaxEnt in mean
and
Bayesian MaxEnt.
Then, in each approach, we describe the différent meth-
ods and algorithms which are obtained when the nature and the amount of the
available data change and we give explicit relations between all these methods
.
Key words : Maximum entropy, Inverse problems, Bayesian approach, Maximum
a posteriori, a priori laws, Scale invariance, Image reconstruction, Image restora-
tion .
dre une équation intégrale de première espèce de la forme
9(si) = J f (r) h(r, si) tir + b(82), i = 1,
. .
. , M, (1)
D
où
-
g désigne les mesures (image observée en restauration
d'image, projections en tomographie X, champ diffracté
en tomographie de diffraction, force électromotrice aux
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où
bornes d'une bobine en imagerie par courants de Fou-
cault, etc . . .),
- f désigne l'objet à restaurer ou à reconstruire,
- D désigne le support de l'objet,
- h est le noyau de la transformation qui lie les mesures g
et l'objet f, et enfin
- b représente les erreurs (ou l'incertitude) sur les mesures .
Pour montrer la généralité de cette équation nous préciserons dans
l'annexe 3 quelques-unes de ses applications comme la décon-
volution des signaux, la restauration d'image, la reconstruction
d'image en tomographie à rayons X, la synthèse d'ouverture en
radioastronomie, etc .
L'inversion de cette équation est en général un problème mal
posé car il ne satisfait pas aux trois conditions d'existence,
d'unicité et surtout de stabilité [[Nashed8l]], [[Demoment87]],
[[Demoment89]] . Une manière de transformer un problème mal
posé en un problème bien-posé consiste à le régulariser en in-
troduisant une information a priori sur la solution. Cette in-
formation a priori peut nous être donnée soit sous une forme
déterministe (limitation du support, positivité, etc .), soit sous une
forme stochastique (loi de probabilité de l'image ou des con-
traintes sur cette loi de probabilité) . La résolution numérique de
tels problèmes passe par une étape de discrétisation qui peut être
faite par une méthode de quadrature . On doit alors résoudre un
système d'équations linéaires de la forme
g = Hf +b,
	
(2)
f est un vecteur de dimension N contenant l'ensemble
des inconnues du problème,
g est un vecteur de dimension M contenant l'ensemble
des observations,
H est une matrice de dimensions (M x N) connue qui ne
dépend que du noyau du système de mesure (par exemple
de la géométrie du problème en reconstruction d'image),
et
best un vecteur contenant les termes d'incertitude qui cor-
respondent au bruit sur les observations et aux erreurs de
quadrature .
Une méthode naïve consisterait à choisir le pas de discrétisa-
tion_afin que la matrice H soit carrée et à estimer la solution
par f = H-1g ou bien, même si la matrice n'est pas carrée, à
rechercher une solution au sens des moindres carrés :
f =argmin{Q(f)=[g-Hf]t[g-Hf]}
=
f
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Si la matrice H tH est inversible cette solution est donnée
formellement par
f = [HtH] -1Htg.
Mais, en général, M < Net les matrices H etHtH sont malcon-
ditionnées, voire même singulières . Ceci est la conséquence du
caractère mal posé du problème initial . La solution inverse génér-
alisée ou la solution au sens des moindres carrés de norme min-
imale ne permettent d'assurer que la condition de l'unicité de la
solution quand elle existe, mais le problème de la stabilité (ou bien
la sensibilité) de la solution vis-à-vis des erreurs de mesure ou de
la discrétisation et de la quantification reste entier. Le problème est
alors d'obtenir une solution unique et acceptable pour ce système
d'équations linéaires, en exploitant l'information a priori dont on
dispose sur la solution .
Nous verrons dans la suite de l'article que cette information a
priori peut être relativement grossière et se limiter à des con-
traintes sur les bornes (la positivité par exemple (xi > 0)), et à
un ou plusieurs paramètres statistiques (la moyenne, la variance,
la moyenne à l'échelle logarithmique (moyenne géométrique), la
longueur de corrélation, etc . . .) .
Nous verrons aussi comment le principe du maximum d'entropie
interviendra dans une étape d'inversion de ces problèmes inverses .
Nous distinguerons trois approches que nous appellerons MaxEnt
classique, MaxEnt sur la moyenne, et MaxEnt bayésienne .
Dans l'approche MaxEnt classique, à l'origine, l'objectif est de
trouver une solution positive et douce, tout en satisfaisant exacte-
ment les contraintes imposées par les données, mais le bruit n'est
pas pris en compte explicitement .
Dans l'approche MaxEnt sur la moyenne l'objectif est de satis-
faire les contraintes imposées par les données sur la solution, en
moyenne, mais le bruit d'observation n'est pas pris en compte
explicitement .
Dans l'approche MaxEnt bayésienne, on peut prendre en compte
à la fois le bruit de mesure proprement dit ainsi que toute autre
incertitude (par exemple sur la modélisation du problème direct) .
Dans l'approche bayésienne avec a priori à maximum d'entropie,
le principe du maximum d'entropie est utilisé pour l'attribution de
la loi de probabilité a priori p(f) et la loi conditionnelle p(g 1 f ) .
L'article est organisé de la manière suivante
- le chapitre 2 rappelle la définition de l'entropie et le
principe du maximum d'entropie ;
- le chapitre 3 décrit les principes des trois approches utili-
sant l'entropie pour la résolution des problèmes inverses ;
- les chapitres 4, 5 et 6 fournissent des fiches synthétiques
pour les différentes méthodes dans chaque famille ;
s4 p) =
n
i=1
qZ
i=1
n
pi
n
qi
	
2=1 pi
- finalement, nous concluons ce travail de synthèse dans le
chapitre 7 .
2. Principe du maximum d'entropie
2.1 . DÉFINITION DE L'ENTROPIE
Le principe du ME peut être approché de différentes manières .
L'approche de la théorie de l'information [[Shannon48]] est sans
doute la mieux adaptée à notre problème . Jaynes ([[Jaynes68],
[Jaynes82], [Jaynes85]]) est parmi les premiers auteurs mod-
ernes à avoir introduit le formalisme du ME par l'approche de la
théorie de l'information . Cette notion d'entropie est introduite de
la manière suivante : considérons une variable aléatoire discrète X
produisant des réalisations x = {x1, x2 i • • • , xn } et attribuons les
probabilités p = {p 1 i p2 1 • • • , pn } à ces réalisations pour représ-
enter notre information partielle sur cette variable . On définit la
quantité Ii = In (1/pi ) comme la quantité d'information apportée
par la réalisation x i .
Le raisonnement intuitif conduisant à cette expression est que
plus un événement est rare, plus le gain d'information obtenu par
sa réalisation est grand. L'utilisation du logarithme rend additif
le gain total d'information obtenu par la réalisation de plusieurs
événements indépendants . On définit alors l'entropie d'un pro-
cessus par la somme pondérée des informations individuelles de
chaque réalisation. C'est la définition de l'entropie donnée par
Shannon :
1
S(p) = pi In
- = pi Inpi • (3)
pi
L'entropie S est une mesure d'incertitude de la distribution p =
{p1, p2, • • • , p. 1, déterminée uniquement par certaines règles
élémentaires de cohérence logique et d'additivité ([[Jaynes82],
[Jaynes85], [Balian82]]) .
Généralisant ce concept, on définit -ln(gi/pi ) comme le gain
d'information, sur une probabilité a priori pi, apporté par la con-
naissance de la probabilité qi de réalisation de l'événement xi .
On définit alors
appelée entropie croisée ou entropie relative de la distribution qi
par rapport à la distribution pi . Notons ici qu'il y a un changement
de signe pour des raisons historiques et il est clair que la minimi-
sation de l'entropie croisée S(q, p) se réduit à la maximisation
de l'entropie S(q) si l'a priori p est uniforme .
ynthèse
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Sous réserve de quelques précautions [[Shannon48], [Jaynes85],
[Balian82]], on peut généraliser ce qui précède au cas de distri-
butions continues, et on définit l'entropie [[Shannon48]] par
S(p) = -
1
p(x) ln p(x) dx, (5)
et l'entropie croisée par
S(q,p) = - q(x) In
p(x)
dx (6)
q(x)
2.2. LOIS À MAXIMUM D'ENTROPIE
Voyons maintenant ce que signifie le choix d'une distribution
de probabilité à maximum d'entropie contenant une informa-
tion a priori, ou qui soit compatible avec des contraintes con-
nues sur cette distribution . Pour cela, considérons tout d'abord
ce que signifie l'information contenue dans une distribution
de probabilité {pl, p2, • • • ,pn} . A l'évidence il faut que l'on
puisse extraire cette information de cette distribution. Con-
sidérons une variable aléatoire discrète X qui peut prendre des
valeurs x = {x1, x 2 , • • • ,
x,,}
avec une distribution de probabilité
p = {Pi, p2, • •
.,p
} . Maintenant si on nous demande quelle est
la meilleure estimée
0
d'une fonction 0(X) au sens du minimum
de l'erreur quadratique moyenne . La solution est immédiate
0 = E {ç} = pi Ç (xi) .
2=
C'est un problème direct et bien-posé . Inversement, si l'on se
pose la question d'ajuster une distribution p pour incorporer une
information donnée sur la fonction ç(X), il faut comprendre par
ceci
connaissant une règle d'estimation précise, par
exemple la minimisation de l'erreur quadratique
moyenne, comment choisir p pour que l'on ait
0 = E {o}?
La réponse est qu'il existe, en général, beaucoup de distributions
qui satisfont cette contrainte . Il s'agit d'un problème inverse mal
posé au sens où la solution n'est pas unique . Le principe du max-
imum d'entropie nous permet alors de choisir une solution .
Considérons maintenant le cas plus général où nous considérons
les m fonctions
{01(X),
02(X),
• • • , 0.(X)} pour lesquelles nous avons un en-
semble de données {d1, d2, • • • , dm, } qui peuvent s'exprimer sous
la forme des m contraintes simultanées suivantes
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Pi Ok (xi) = dk, k = 1, •
i=1
Dans chaque problème, ces données {dl, d 2 , • , d,,,,} peuvent
avoir des interprétations physiques différentes et la difficulté con-
siste à incorporer ces données (contraintes) dans notre distribution
de probabilité. Nous voulons ajuster la distribution de probabilité
{P1,P2,
• • • ,Pn}
à nos données . En général, le nombre des con-
traintes m est inférieur à n et il y a une infinité de solutions
à ce problème. En d'autres termes on peut trouver une infinité
de distributions de probabilité {p1, p2 i • • • , pn} qui satisfont ces
contraintes. C'est ici que le principe du maximum d'entropie est
mis en oeuvre pour choisir, parmi ces solutions possibles, celle
qui a l'entropie maximale, c'est-à-dire la loi qui satisfait toutes
les contraintes (toute l'information connue) et qui est la moins
compromettante vis-à-vis de toute autre information non connue .
Le mot information devant être pris au sens de la définition de
l'information moyenne ou de l'entropie de Shannon (équation 3) .
Le problème se formule mathématiquement ainsi
ou
Problème Pl
maximiser S(p) _
n
sous les contraintes
z=1
La solution est obtenue par une technique variationnelle de mul-
tiplicateurs de Lagrange (voir annexe 1) et est donnée par
	1		~-
m
Pi =
Z(Ài,
.
. .
Am)
exp
k-1
Z(A1,
. . .
Am) _
i=1
a ln Z(A1, • • • , A n )
i=l
.kÇk(xi)]
,
m
=1
p lnpi,
Pi Ok(xi) = dk, lî
= 1,
. . . m
.
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)kOk(xi)
J
(8)
est la fonction de partition, et les
{A1, A2, • • , An } sont déter-
minés par le système d'équations
0Ak
=
dk , k =
1 . .
. , m, (9)
avec m données dk et m inconnues À k . Notons que ce système
d'équations n'est autre que le système d'équations des contraintes
constituées par les données .
La valeur maximale de l'entropie est
m
Smax
= 1n Z +
1:
Àkdk
k=1
Si on note Ào = ln Z on peut vérifier facilement les propriétés
suivantes :
où
a2À0
= E {Ok (x)b
,
aka~l
l (x)} - dkdl =
Cov
{(dk
(x),
01
(x)} ,
(12)
2.3. LOIS À MINIMUM D'ENTROPIE RELATIVE
L'extension de ce qui précède au cas de l'entropie croisée se for-
mule ainsi
Problème P2 : Étant donné une distribution de
probabilité a priori p = {p1, p2 i • • • , p. 1, déter-
miner la distribution de probabilité a posteriori
q = {qi,
q2 , .
• • , qn}
qui minimise
S(q, p) _ - qi ln
x?z
=
qi
et qui satisfait les m contraintes
n
i Ok(xi) - dk, k =
1, . .
.
m .
i=1
La solution est obtenue, ici aussi, par une technique variationnelle
de multiplicateurs de Lagrange et donnée par
1
m
qi =
Z
pi exp 4'- À k(Xi) n
(13)
k=1
Z(À1i . . .
An)
_
n
i=1
k=1
qz
n qz
pi
ÀkOk (xi)
est la fonction de partition, et les
{À1, À2, An}
sont déter-
minés par le système d'équations (9) .
aao
= E {Qk(x)} = dk, (10)
aÀk
E
~
0Àk2
=
{0k(x)}
-d =Var
{çk(x)} , (11)
2.4 . EXTENSION AU CAS CONTINU
Dans le cas continu, les définitions (5) et (6) conduisent à
Problème P3
maximiser S(p) _ -
f
p(x) ln p(x) dx,
sous les contraintes
f Ok(x)P(x)dx = dk, k = 1,
. . .
m .
La solution est
où
exp
[-
m Àk4~k(x) ,
k=1
où
Z(À1 i
. . .
Am ) =
f
exp - m Àkgk(x)
J
dx
	
(16)
k=1
est la fonction de partition, et les {A1 , a2, • • , An} sont déter-
minés par le système d'équations (9) .
Problème P4 : Étant donné une densité de proba-
bilité a priori p(x), déterminer la densité de pro-
babilité a posteriori q(x) qui minimise l'entropie
croisée
S(q, p) _ -
f
q(x) ln q(x) dx,
et qui satisfait les m contraintes
f
Ok(x) q(x) dx =
dk,
k = 1,
. . .
m .
La solution est
q(x) =
Z
p(x) exp -
Z(À1,
. .
. 'A.) = f
p(x) exp [
k1
]
-
ÀkOk(x)dx
( 18)
=
est la fonction de partition, et les
{À1, À2, • • , Àn} sont déter-
minés par (9) .
Notons également que le vecteur A = (A,, • • • , Àm) dans tous ces
problèmes peut être considéré comme la solution du problème
d'optimisation suivant
Problème dual des problèmes P1-P4
a=argmin{D (À)=Jttd+lnZ(À)} (19)
À
où d = (d l , dm) . Ce problème d'optimisation est appelé
problème dual des problèmes P1-P4 (voir annexe 1) . Notons que
l'expression de Z(À) est différente suivant chaque problème .
=1
Àkok(x) 1 ,
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Une présentation légèrement différente de ces relations peut être
obtenue si on définit
ço(x) = 1, et do = 1,
ce qui permet d'inclure la contrainte de la normalisation de q(x)
et formuler le problème précédent de la manière suivante
et les
{À0, À1, À2, À, }
sont déterminés par
Gk(Ào, A1, À2,
. .
. ,
An)
-
-
f
0, (X)
p(x) exp
1-
m
1=0
Ai0i(x)
f
dx = dk, k=0,.--,m
(21)
On remarque que Ào est relié à la fonction de partition Z par
Z = exp [Ào], et on a
ao = In z = ln
f
p(x) exp - m
Àkçk(x)
dx . (22)
k=1
Les autres coefficients Ak sont déterminés par le système d'équa-
tions
aak ~
0(~1 . . .
fin) = dk
k = 1 . . . , m . (23)
Notons aussi que la valeur minimale Sm jn (q, p) peut être exprimée
en fonction des Ak par
Smin(q,p) = A +
m
Àkdk .
Il n'est en général pas possible d'obtenir une relation explicite
pour les coefficients Ak , et on résout le système d'équations
(21) numériquement par des méthodes itératives . Cependant, dans
certaines situations simples on peut résoudre le problème d'une
façon analytique [[Jaynes82], [Johnson84]] . Le tableau 1 montre
quelques exemples de lois, que l'on obtient sous forme analytique,
en résolvant le problème P3
maximiser S(p) = - f p(x) lnp(x) dx,
sous les contraintes f %k (x) p(x) dx = dk, k = ,
(24)
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minimiser S(q, p) _ - q(x)
q(x)
in dx,
sous les contraintes
f
Ok
(x) q(x) dx = dk, k = 0, . . . , m .
La solution peut être écrite sous la forme
, (20)q(x) =
p(x) exp
m
-
ÀkOk(x)
k=0
2.5. EXTENSION AU CAS MULTIVARIABLE
Toutes ces relations peuvent être généralisées au cas multivari-
able. Par exemple le problème P4 devient
Problème P5 : Étant donné une densité de proba-
bilité a priori p(x), déterminer la densité de prob-
abilité a posteriori q(x) qui minimise l'entropie
croisée
S(q,p) _ - Jq() xln q(x) dx,
et qui satisfait les m contraintes
I Ok(x) q(x) dx = dk, k = 1,
. . . , m
.
La solution est
92
q(x) = Z p(x) exp -
Z(A1,
	
\.) = 1 p(x) exp 1-
0 ( )
)\kç k(x)
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(26)
k=1
4
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et les {Al, À2,
. . . , Àn} sont déterminés par
ôlnZ(À1,
. . .,A,,) = a Nk _ dk, k = 1,
. . . , m
. (27)
Ici aussi, dans certains cas on peut obtenir une relation explicite
pour la solution
. Par exemple, si p(x) est une distribution expo-
nentielle multivariée de la forme séparable
n
p(x) = 11 1 exp x~
i=1
~i
	
ai
et si les contraintes sont des contraintes sur les moments d'ordre
un
E {Xi } = J xi q(xi) dxi = mi, i = 1, . . . , n,
alors la solution q(x) reste une fonction exponentielle multivariée
séparable
n
1
q(x) = 11 1 exp ~- x
i=1
2 J
.
Mi mi]
De même si p(x) est une fonction gaussienne multivariée sépara-
ble
P(x) = n
	 1 exp -1 xi - mi
,
,/21rai
2 ( ai )
ri
Tableau 1 : Exemples de lois à maximum d'entropie .
contraintes domaine de x loi de probabilité
01(x) = x
01(x) _
01(x) X
W2(x) = x2
x E R+
x E R
x E R
p(x) = µ exp [-µx]
loi exponentielle
p(x) = z eXp [-µjx~]
loi de Laplace
p(x)
exp
(x2Q )2l
loi gaussienn
L Je
01(x) = x
x E R
p(x) x exp [-À ln x - µx]
ç2(x) = lnx
+
oc x-A exp [-µx]
loi Gamma
01 (x) ln x
X E]0, 1[
p(x) a x p (1 ~ln) w µ1n(1 - x)]
= n(1 - x)
02 (x)
l
loi Béta
q1(x) = In x
x ) 0
p(x) oc exp [-A In x - µx2)
02(X) = x2 oc x-A exp [-µx2
loi de Rayleigh
et si les contraintes sont des contraintes du second ordre
E {(Xi - Mi
)2}
= f(xi - mi) 2 q(xi) dx i = o2,
alors la solution q(x) reste une fonction gaussienne multivariée
séparable
z
i=1
1
exp
_ 2
x2
_
m2
q(x) _
v/27rui
	
i
Ce dernier résultat peut être généralisé au cas où p(x) est une
fonction gaussienne multivariée non dégénérée
p(x)
= I(2I	
)n~2
exp
1-
2
([x
- m] tE-1 [x - m]]
et si les contraintes sont des contraintes sur les moments d'ordre
un et deux non singulières (E' inversible)
E{X} xq(x) dx = m'
E {(x - m')(x - m')t (x-m')(x-m)tq(x) dx=E'
alors la solution q(x) reste une fonction gaussienne multivariée
non dégénérée
q(x) =
iE	
I)
2
exp
~-
2
([x - m'] tEi-1 [X - m']
J
,
Arrivés à ce stade, nous avons les outils nécessaires pour com-
prendre comment le principe du maximum d'entropie peut être
utilisé dans la résolution des problèmes inverses .
3. Classification principale
Nous avons distingué trois approches, qui nous semblent fonda-
mentalement différentes, d'utilisation du principe du maximum
d'entropie (PME) pour la résolution des problèmes inverses .
3.1 . APPROCHE CLASSIQUE DU MAXIMUM EN-
TROPIE : MAXENT CLASSIQUE
Dans cette approche on fait l'hypothèse que la fonction f (r) dans
l'équation (2) est, ou a les propriétés d'une fonction densité de
probabilité, c'est-à-dire
f(r) > 0,
Jf(r)dr=1 .
y n t h è s e
Maximum d'entropie et problèmes inverses en imagerie
(28)
Ainsi dans cette approche le problème inverse (2) est résolu en
introduisant une fonction fo(r) a priori et en choisissant, parmi
toutes les fonctions f (r) satisfaisant aux contraintes (2), celle
qui minimise l'entropie relative
S(f, fo) . Dans ce cas S(f, fo) est
utilisée comme une mesure de distance entre
f
et fo . Le problème
est ainsi résolu de manière déterministe . Nous choisissons, parmi
toutes les solutions possibles, celle qui minimise S(f, fo) . Notons
que S(f, fo) peut être considérée comme une mesure de distance
(de Kullback) [[Kullback59]] à une fonction de référence fo .
Notons que l'hypothèse selon laquelle f(r) est une densité de
probabilité peut correspondre à une réalité physique . Par exem-
ple f(r) peut représenter la distribution d'énergie des photons
dans un volume, ou sa projection sur une surface ou sur une ligne
droite [[Kikuchi77]] . Mais il ne s'agit pas ici d'inférer sur la vari-
able aléatoire énergie des photons mais sur sa distribution . Ainsi
f(r) est une fonction déterministe supposée positive qui peut être
assimilée, une fois normalisée, à une fonction densité de proba-
bilité . La seule difficulté réside dans le fait que les données g,-, (les
contraintes) ne suffisent pas pour déterminer de manière unique
cette fonction, et c'est là qu'intervient le problème du choix de
cette fonction .
Le problème mathématique à résoudre, dans sa forme générale
est
Étant donné hn, ( r), g, n , m = 1, • , M, le do-
maine D et la fonction de référence fo (r) (qui doit
aussi être une fonction densité de probabilité) ;
maximiser -
ID
f(r) In
f
I
dr,
r
sous les contraintes
J
.f(r)hm(r)dr = gm, m=1,
. . .
D
et les contraintes de normalisation (28) .
Nous verrons dans la section 4 que la difficulté essentielle de cette
approche est la prise en compte des erreurs de mesure qui peuvent
mettre en cause l'existence d'une solution . Nous présenterons des
extensions et des compléments à ce problème qui permettent de
prendre en compte ces erreurs .
Les méthodes issues de cette approche sont parfois appelées Maxi-
mum d'entropie structurelle .
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S(p(f)) = -
J
p(f) lnp(f) df.
3.2 . MAXIMUM ENTROPIE SUR LA MOYENNE
MAXENT SUR LA MOYENNE
Dans cette approche l'image est considérée comme la moyenne
f (r) = (f (r)) des réalisations possibles f(r) d'un processus
aléatoire F(r) pour lequel nous supposons avoir défini une loi
de probabilité p(f ) . Notons que ceci nécessite tout d'abord de
discrétiser l'espace engendré par les vecteurs r et de représenter
la fonction f (r) par un vecteur aléatoire f c C, et ensuite, de
définir une mesure df dans l'ensemble convexe C des vecteurs
f de telle sorte que p(f) d f puisse avoir un sens .
Les données g,,,, sont supposées représenter des contraintes
linéaires sur la moyenne f(r)
9m =J f(r)h
m
(r) dr =J (f (r) )
h. (r) dr, m = 1,
. .
. M
D
	
D
(29)
que l'on peut aussi interpréter comme des valeurs moyennes d'une
combinaison linéaire de f (r)
(gm) , avec gm, = ID f (r) hm
(r) dr, m = 1, • . . , M .
(30)
Notons que O signifie l'espérance suivant la loi p(f), et que dans
le cas discret on a
9=Hf=H(f)=(Hf) • (31)
Le principe du maximum d'entropie dans cette approche est alors
utilisé pour déterminer la loi de probabilité p(f) qui satisfait ces
contraintes et qui maximise l'entropie relative à la mesure d f
(32)
où C est un ensemble convexe . Puisque ces contraintes sont satis-
faites en moyenne, nous pouvons construire l'estimateur
f = (f) = Ep( .f) if } =
J
f p(f) df.
c
(33)
Les méthodes issues de cette approche sont appelées Maximum
d'entropie en moyenne .
Notons enfin que dans cette approche f (r) n'a pas besoin d'être
une fonction positive, mais que l'imposition d'une contrainte de
positivité, ou de manière plus générale d'une contrainte de la
forme b(r) > f(r) > a(r) ne pose aucun problème . En effet,
il suffit d'imposer à p(f) d'être nulle en dehors de l'intervalle
]a(r), b(r) [, en spécifiant le domaine d'intégration dans les équa-
tions (32) et (33) .
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3.3 . APPROCHE BAYÉSIENNE AVEC LES LOIS A
PRIORI À MAXIMUM D'ENTROPIE : MAXENT
BAYÉSIENNE
Dans cette approche f(r) peut être une fonction quelconque .
Notre état de connaissance incomplet sur cette fonction est traduit
par une loi de probabilité, dans laquelle on inclut toute con-
naissance a priori I en utilisant le principe du maximum d'en-
tropie . Cette loi est alors notée p(f 1 I) . Insistons sur le fait
que l'attribution de cette lois de probabilité (subjective) ne sig-
nifie pas forcément que f(r) soit une réalisation d'un proces-
sus aléatoire quelconque . Mais, il peut aussi correspondre à une
réalité physique (probabilité objective) . Notons encore que dans
cette approche, comme dans l'approche précédente, nous devons
échantillonner la fonction f (r) pour la représenter par un vecteur
f et définir une mesure d f pour pouvoir définir la loi p(f 1I) .
En général, on suppose que les données g,,,, sont obtenues de
manière indépendante ; ceci permet de déterminer facilement les
lois conditionnelles p(gm ~ f) puis p(gi, • • • , gv f) . Cette
loi n'est autre que la fonction de vraisemblance des mesures
traduisant notre état de connaissance incomplète (ou notre in-
certitude) sur les erreurs du système de mesure .
L'étape suivante est alors de combiner, en utilisant la règle de
Bayes, les lois p(f ~ I) et p(9 ' , , gm 1 f) pour obtenir la loi a
posteriori p(f ~ gl, • • , gm; I)
p(f 19i,
.
.
. , gm ; I) =
z
p(gi,
. .
. , 9m
1 f) P(f 1 I),
où Z est la constante de normalisation définie par
Z=fp(9i,
. .
.,9m 1 f)p(f 1I)df .
On peut ensuite utiliser cette loi a posteriori pour définir un es-
timateur ponctuel pour la solution. Notons que cette loi a poste-
riori contient toute notre connaissance sur la solution après les
mesures . Mais, souvent, on peut se limiter à étudier le comporte-
ment de cette loi autour de son maximum (si elle est unimodale)
ou de ses maxima locaux . Dans le cas où la loi est unimodale, on
peut se permettre de l'approcher par une gaussienne autour de son
maximum, et ainsi définir facilement une matrice de covariance
a posteriori, qui nous permettra d'étudier plus précisément les
caractéristiques de la solution du maximum a posteriori (MAP)
(par exemple mettre des barres d'erreur sur la solution ou même
étudier la corrélation entre les différents paramètres de la solu-
tion) .
Notons cependant que, s'il est facile d'attribuer une distribution
de probabilité aux grandeurs mesurées pour traduire l'existence
du bruit sur ces grandeurs, il est plus difficile d'attribuer une
distribution de probabilité a priori aux paramètres inconnus du
problème . C'est ici qu'intervient à nouveau le principe du maxi-
mum d'entropie, car en général notre connaissance a priori sur
l'objet f (r) ne suffit pas pour définir de manière unique une loi
a priori p(f II) . D'autre part, en général, notre connaissance a
priori porte sur la moyenne de la classe des objets, par exemple
on peut connaître la moyenne arithmétique ou géométrique de ces
objets . Dans ce cas le principe du maximum d'entropie nous per-
met à nouveau de choisir une distribution de probabilité qui soit
cohérente avec notre connaissance a priori et qui soit la moins
compromettante, au sens où elle n'introduit pas d'information
supplémentaire .
En résumé, dans cette approche, le principe du maximum d'en-
tropie nous donne l'outil nécessaire pour l'attribution des lois
de probabilités p(f II) et p(g1 i . • • , g,,, f ), alors que la règle
de Bayes nous permet de conduire l'inférence sur les inconnues
du problème. Nous avons appelé cette démarche approche bayé-
sienne avec les lois a priori à maximum d'entropie ou bien, en
résumé, MaxEnt bayésienne .
Dans chacune de ces trois familles de méthodes, suivant la
manière de prendre en compte les erreurs et la manière d'im-
planter l'algorithme qui calcule effectivement la solution on aura
différentes variantes des méthodes dites à maximum d'entropie .
Par exemple on peut négliger entièrement les erreurs et vouloir
satisfaire des contraintes exactement, ou bien prendre en compte
ces erreurs en les considérant comme des variables aléatoires avec
une loi uniforme sur un intervalle défini ou avec une loi gaus-
sienne centrée et de variance connue . Ainsi on obtiendrait trois
méthodes différentes . Dans ce qui suit, nous essayons de décrire
ces différentes méthodes que nous appellerons successivement
MaxEnt 1.1, MaxEnt 1.2, . ., MaxEnt 2 .1, MaxEnt 2 .2, . . .,
MaxEnt 3.1,MaxEnt 3.2, . • ., le premier indice représentant la
famille et le second la variante .
4. Algorithmes de MaxEnt classique
Comme nous l'avons vu, dans cette approche on fait l'hypothèse
que la fonction f (r) possède les propriétés d'une fonction den-
sité de probabilité et les données sont des contraintes linéaires sur
cette fonction . Ces contraintes ne suffisant pas à déterminer de
manière unique cette fonction, nous choisirons comme solution
la fonction qui a l'entropie maximale . Les différentes implanta-
tions algorithmiques de cette approche sont décrites ci-dessous .
4.1 . MAXENT 1.1
Il s'agit là de l'implantation directe de la méthode du maximum
d'entropie classique .
- Hypothèse : f(r) est une fonction densité de probabilité
ou en a les propriétés .
r
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Données : Les données g,.,, sont des contraintes linéaires
sur la fonction f(r)
gm
=
	
f (r) h,,, (r) dr, m = 1, . . . , M . (34)
D
Notons que la barre sur g, signifie simplement que les
données sont des valeurs exactes (sans bruit) . Ceci nous
facilitera l'écriture pour la prise en compte du bruit dans
les méthodes qui suivront .
Problème mathématique
Étant donné h,,, (r), 9m, m = 1, . . . , M, le domaine D et
une fonction de référence fo(r)
- J D f(r)
ln
(f(( ))
dr .
r
sous les contraintes
J f(r)hm(r)dr=y,., m l,.-
.
,M.
D
- Solution : Ce problème est directement résolu par
maximiser
f(r) = fo(r)
exp ~- Amh,n (r) , ( 35)
M=1
avec Z(À) =
J
fo(r) exp - À hm(r)1 dr .
D
m=1
(36)
Les multiplicateurs de Lagrange a = [À 1 , . . . , ÀM] sont
obtenus en résolvant le système d'équations non linéaires
suivant
aln Z(À) _
aAM
=
gm , m = 1,
. . . M. (37)
La solution (35) peut aussi se mettre sous la forme
f (r) = fo (r) exp
1- m=0
A h (r)
1 ,
( 38)
avec ho (r) = 1 et go = 1, ce qui inclut la contrainte de
normalisation
ID
f(r)dr=1 .
Les difficultés pratiques majeures dans cette méthode sont
le calcul de la fonction de partition Z(a) et la résolution
du système d'équations non linéaires (36) qui peut aussi
s'écrire sous la forme
<,-,(À)
=
J
hm(r)fo(r)
D
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exp -Àmhm(r) dr = gm
, m=0,.-,M
(39)
Ce système peut être résolu par une méthode du
type Gauss-Newton-Raphson ou Newton-Raphson . Cette
dernière consiste à développer en série de Taylor, au pre-
mier ordre, Gm (À) autour d'une solution initiale a° et
à résoudre le système d'équations linéaires résultant qui
nous fournit S = A - À °, ce qui permet de calculer une
nouvelle solution À = À ° + S. En itérant ainsi, s'il existe
une solution, on converge vers cette solution . Voir la référ-
ence [[Djafari9la]] pour une implantation numérique et
des programmes écrits en Matlab .
Limitations
La limitation majeure de cette méthode pour la résolu-
tion des problèmes inverses pratiques est la non prise en
compte du bruit et des erreurs sur les données . Ceci a
pour conséquence que l'existence de la solution n'est pas
assurée .
- Références : Voir ( [[Agmon79]], [[Dusaussoy9l]],
[[Elfwing8O]], [[Eriksson8O]], [[Erlander81]],
[[Jaynes82]], [[Jaynes85]], [[Johnson84]], [[Djafari9lb]],
[[Shore811], [[Frieden80]], [[Frieden85]], [[Mukherjee84]],
[[Noonan76]], [[Wragg70]], [[Verdugo78]], [[Zellner77]])
4.2. MAXENT 1.2
Dans cet algorithme on cherche à prendre en compte le bruit sur
les données . Pour ceci on suppose que l'on dispose d'un gabarit
pour les mesures, ce qui revient à faire l'hypothèse que le bruit
est uniformément distribué dans un intervalle [-6m,
+Em ] .
- Hypothèse : f(r) est une fonction densité de probabilité
comme dans le cas MaxEnt 1 .1 .
g
Données : Les données gm sont supposées être bruitées
m =
I
f(r) hm (r) dr+b
m = +bm, m = 1,
. . . , M,
D
(40)
et les bm sont supposés être uniformément distribués sur
l'intervalle [-Em , +Em]
Problème mathématique
Étant donné hm(r), g, Em, m = 1,
	
M, le domaine
D et une fonction de référence fo (r)
f(r)
_ D f(r) in fo(r) dr,
maximiser
sous les contraintes
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J
f (r) hm (r) dr -
gm <c, m = 1,---,M.
D
- Solution : La solution s'écrit
M
f (r) = fo(r)
Z
exp
Àmhm(r) , (41)
M=1
où à _ (,~1,
. . . .
AM] est la solution du système
d'inégalités non linéaires suivant
âln Z(a)
A
n - gma
qui peut aussi s'écrire sous la forme
1Gm(À) - gm~
M
J
hm(r)fo(r)
exp
`%mhm(r) dr - gm
D m=0
(43)
<-6m, m=0,
. . .,
avec ho(r) = 1 et go = 1 .
Limitations
< Em, M=1 1 - 1 (42)
,
Dans cette méthode, en choisissant les intervalles
[-cm,
+Em ] suffisamment large, l'existence d'une solu-
tion peut être garantie . Cependant l'implantation pratique
de cette méthode n'est pas aisée .
- Références : Voir ([[Elfwing80]], f[Eriksson80]],
[[Erlander8l]] )
4.3 . MAXENT 1.3
Ici on fait l'hypothèse que le bruit est gaussien, centré et de vari-
ance connue. On ne cherche plus à satisfaire les contraintes de
manière exacte une par une mais plutôt de façon globale en les
remplaçant par une seule contrainte .
- Hypothèse : f (r) est une fonction densité de probabilité
comme dans le cas MaxEnt 1 .1 .
- Données : Les données
g,
sont supposées bruitées
9m = f(r)
h.(r) dr+bm = gm +bm, m = 1,
. . .
D
où les bm sont supposés être indépendants, identiquement
distribués, centrés, avec des variances Qm connues .
Problème mathématique
Étant donné h, (r), g,,,, o,,2,,, m = 1, • , M, le domaine
D et une fonction de référence fo (r)
J
Df(r)
In
tf
f(r)
O/ dr,
r
maximiser
sous la contrainte
f(r) = fo(r)
Z
X 2
M
avec g„z =
J
f (r) h, (r) dr, m = 1, • • • , M.
D
c est une constante qui est choisie en fonction du bruit .
- Solution : La solution peut être déterminée en définissant
le Lagrangien
-
JD
f(r) In
(
	 f(' dr -
2
(x2
- c) , (44)
et en résolvant éG = 0 . Le résultat a la forme suivante
2 h
.(r)
(9m - 9m)
m=1 Q
m
(45)
Notons que cette équation est une équation implicite car
f (r) intervient des deux côtés de cette équation par l'in-
termédiaire de g ~ . La solution f (r) peut être calculée de
manière itérative (par une technique de Newton-Raphson,
par exemple) .
Limitations
La difficulté majeure dans cette méthode concerne le choix
de c, dont dépend A . Une autre difficulté est la convergence
de la méthode itérative qui dépend aussi sensiblement du
choix de fo(r), de \ et de l'algorithme d'optimisation
choisi .
Références : Voir ( [[Bryan83]], [[Burch83]],
[[Danie1180]], [[Navaza85]], [[Skilling84b]], [[Skilling84c]],
[[Skilling84a]], [[Skilling85]], [[Djafari87a]],
[[Djafari87b]], [[Djafari88b]], [[Djafari88a]],
[[Djafari88c]], [[Wernecke77]], [[Zhuang87]],
[[Trussell80]], [[Narayan86]] )
4.4. MAXENT 1.4
Dans l'algorithme MaxEnt 1 .1 on cherche à satisfaire les con-
traintes exactement, c'est pourquoi on associe un multiplicateur
de Lagrange à chaque contrainte, et on calcule ces multiplicateurs
de Lagrange afin que toutes les contraintes soient satisfaites . Ce
calcul demande par ailleurs la résolution d'un système d'équa-
tions non-linéaires . Cette fois, on cherche à remplacer la réso-
lution de ce système d'équations non-linéaires par le calcul du
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minimum d'un critère quadratique . Ceci permet à la fois de re-
laxer les contraintes et de simplifier l'implantation .
- Hypothèse : comme dans MaxEnt 1 .1
- Données : comme dans MaxEnt 1 .1
- Problème mathématique : comme dans MaxEnt 1 .1
- Solution : seule la manière de calculer les multiplica-
teurs de Lagrange change par rapport à MaxEnt 1 .1 . Dans
MaxEnt 1 .1 les multiplicateurs de Lagrange sont calculés
en résolvant le système d'équations non-linéaires (37) ou
(39) qui sont le reflet de la satisfaction exacte des con-
traintes imposées par les données . Dans cette variante on
relaxe ceci, et on cherche le vecteur À par
À = arg min
x2
(Jt),
	
(46)
À
ou
et
_g, (,X)
=
x 2 (~X) _
M=O
( - 9m(À))2 ~
I
D f (r) h,-, (r) dr
M
J
fo (r) exp - Àkhk(r) hm(r) dr,
D k=0
M=O, . . . ,
M, (48)
(47)
La minimisation peut être faite par une méthode du gra-
dient conjugué, ce qui nécessite le calcul du gradient
ax2(À)
= 2
(9m - 9
(I
hk(r)hm(r)f (
r) dr)
m)
~~k
m-o
D
k = 0,	(49)
Limitations
Notons que, en principe, les multiplicateurs de Lagrange
À calculés par cette méthode sont les mêmes que ceux
calculés dans MaxEnt 1 .1 . Ainsi théoriquement les diffi-
cultés sont identiques . Cependant, en pratique, dans l'al-
gorithme d'optimisation on peut définir une règle de déci-
sion x2(a) < c, c étant un réel positif. Ceci permet de
régulariser la solution, mais le choix de c reste ad hoc et
la solution peut être assez sensible à ce choix .
- Références . Voir ( [[Bryan83]], [[Burch83]],
[[Danie1180]] )
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5. Algorithmes de MaxEnt sur la moyenne
Comme nous l'avons vu, dans cette approche l'image est con-
sidérée comme la moyenne des réalisations possibles f (r) d'un
processus aléatoire F(r) pour lequel nous supposons pouvoir
définir une loi de probabilité p(f) d f .
Notons que pour pouvoir définir cette loi de probabilité, nous
devons contraindre f (r) à appartenir à un ensemble convexe
{f (r) E C} et munir cet ensemble d'une mesure d f (r) . Soit
P l'ensemble des distributions de probabilités définies pour
{f (r)
E C} et soit p(f(r)) E P. La moyenne ~ d'une fonc-
tionnelle
0(f(r)) est alors définie par
0(f(r»
_ (q5(f(r))) = E {q(f(r))}
=10(f(r)) p(f(r))
df(r) .
Notons aussi qu'une fois le problème discrétisé, la fonction f (r)
est remplacée par un vecteur f . Par la suite, nous ne distinguerons
plus ces deux grandeurs .
Les mesures g,,, peuvent alors être interprétées, soit comme des
valeurs moyennes des contraintes linéaires de l'ensemble des réal-
isations possibles du processus F(r), soit comme des contraintes
linéaires sur la moyenne de ces réalisations
9
m = (gm) =
\JD
f (r) hm(r)
dr)
= JD (f (r)) hm(r) dr,
m=1, • • • , M.
Dans cette approche le principe du maximum d'entropie est utilisé
pour déterminer la loi de probabilité p(f) qui satisfait ces con-
traintes et qui maximise
S(p(f))
=-
I
p(f) In p(f) df,
et puisque_ces contraintes sont satisfaites exactement par l'image
moyenne f = (f), il est naturel de construire l'estimateur
f = (f) = Ep(f) {f} =
I
f p(f) df,
c
qui est la solution recherchée. Pour des discussions plus amples
sur les propriétés de cette solution se référer à [[Gamboa89]] .
Il est intéressant de noter que la solution f dépend de la mesure
de réfé rence d f (r) = u(f (r)) dr. En effet on montre que la so-
lution f se confond avec la solution du problème d'optimisation
suivant
minimiser
	
F[f (r)] dr
D
sous les contraintes
J
7(r) hm (r) dr = g,,,,, m = 1, • • • ,M.
D
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où la fonction F( •) est la fonction convexe conjuguée de la trans-
formée de Laplace (TL) de la mesure de référenceM(.) D'un point
de vue théorique on peut noter que suivant que l'on choisit une
mesure gaussienne sur R, poissonnienne sur R + ou une mesure
de Lebesgue sur [0, oc[ on obtient
- mesure gaussienne sur R
TL [p(f) )] oc exp [t2/2] (50)
On obtient alors F(f) =
y2,
ce qui nous ramène à l'esti-
mation au sens des moindres carrés .
mesure poissonnienne sur R+
TL[p(f)] cxexp[t-1]
On obtient alors F(f) = fin f , ce qui nous ramène à la
minimisation de l'entropie de Shannon .
mesure de Lebesgue sur [0, oc[
TL
[11(f)]
c
tl
(52)
On obtient alors F(f) _ - In f, ce qui nous ramène à la
minimisation de l'entropie de Burg .
5.1 . MAXENT 2.1
Il s'agit ici de la mise en couvre classique de la méthode de maxi-
mum d'entropie sur la moyenne .
- Hypothèse : f (r) est une réalisation d'un processus
stochastique F(r) ou, en d'autres termes, f (r) est une
fonction aléatoire avec une loi de probabilité p(f) d f , et
nous sommes seulement intéressés par l'estimation de sa
moyenne f (r) _ (f(r) ) .
- Données : Les données sont
9m = ~~
f
(r) h
m
(r) dr) = J (f
(r)) h
m
(r) dr,
D D
m = 1, • • • , M . (53)
où ( .) signifie l'espérance suivant la loi p(f) df . Les
données peuvent être considérées, soit comme des valeurs
moyennes des contraintes linéaires de l'ensemble des
réalisations possibles du processus stochastique F, soit
comme des contraintes linéaires sur la moyenne de ces
réalisations (f ) .
Problème mathématique
Étant donné h,,, (r), g12 , m =
Problème P2.1
g
maximiser
- Jc
J p(f) ln p(f) d f ,
sous les contraintes
m = f (f (r)) h,-,(r) dr, m = 1,
. . . M
D
- Solution : La solution p(f) est donnée par
p(f) =
1
Z
ex
,
maximiser F(f)
, M, et le domaine D,
L-
	
1
f (r) h,,,(r) dr l (54)
m=1
ID
où les multiplicateurs de Lagrange,\ = [A1, . . . . Am] sont
obtenus par la résolution du problème d'optimisation suiv-
ant
Problème dual du P2 .1
À = arg min {D(À) = À tg - In Z(À) } , (55)
a
avec
Z(a) =
J
exP
[- m=1
J
D
f(r) h,,
(r) dr
]
df,
et où 9 =
{gi,"' ,9M} .
Une fois p(f) calculée la solution
îest
f = (f) =
J
f p(f) df . (56)
c
Notons que f satisfait, par construction, exactement les
contraintes . Notons aussi que f est la solution du problème
d'optimisation suivant
sous les contraintes
ID
f(r)hm (r) dr = 9m m = 1, • • ,M.
où F (f), suivant le choix de la mesure d f , prend une des
formes suivantes :
- Mesure gaussienne
F(f) _ - f f2(r) dr (57)
D
- Mesure poissonnienne
F(f) = - I
D 7(r) ln f (r) dr (58)
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- Mesure de Lebesgue
F(f) = +
J
in f(r) dr (59)
D
Limitations
La limitation majeure de cette méthode est de ne pas
prendre en compte le bruit d'une manière explicite . Une
autre difficulté dans cette méthode est l'interprétation des
données g,,,, qui sont des valeurs moyennes . En effet, dans
certaines applications, comme par exemple la tomogra-
phie à émission de positons (TEP), la grandeur mesurée
est une valeur moyenne (du nombre de photons reçus dans
un intervalle de temps r), ce qui donne un sens physique à
cette interprétation . Dans d'autres applications, il est plus
difficile de donner un sens physique à cette interprétation .
Références : Voir ([[Borwein9l]], [[Gamboa89]],
[[Le Besnerais9lb]], [[Le Besnerais93]], [[Leahy86]],
[[Navaza85]], [[Navaza86]], [[Smith79]], [[Dacunha90]],
[[Csiszar9l]] )
5.2. MAXENT 2.2
Dans cet algorithme on cherche à prendre en compte le bruit en
relaxant la satisfaction exacte des contraintes . En effet, on rem-
place l'ensemble convexe défini par les contraintes exactes par un
ensemble convexe plus large qui le contient [[Gamboa89]] .
Hypothèse : comme dans MaxEnt 2 .1
Données : Les données sont
9m =I (f(r)) hm(r) dr+bm = gm+bm, m = 1,
. . . , N
D
(60)
où les bm sont supposés être indépendants, identiquement
distribués, centrés, avec des variances o connues .
Problème mathématique
Étant donné hm (r), gm , o , m = 1, M, et le do-
maine D,
minimiser p(f) lnp(f) d f+ 2a 1 (gm -
9m)
2
D
a joue ici le rôle d'un paramètre de régularisation . Pour
pouvoir comparer cette méthode avec MaxEnt 2.1, on re-
marque que ce problème peut être reformulé comme suit
I
P(f) lnp(f)df +
1 iI~II2
D
sous les contraintes
9m
-
.9m
=
Sm0,2n,
m = 1,
minimiser
m
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avec
	
e
_ [~1i . . . ~M]t,
Le problème se formule donc comme un problème d'opti-
misation sous contraintes et on montre [[Luenberger69]]
que la solution est de la même forme que celle de Max-
Ent2.1 .
Solution : La solution p(f) est de la même forme que
dans le cas précédent
p(f) = 1
M
exp -
m=0
JD m
]
f (r) h(r)
dr(61)
Seule la_ manière de calculer les multiplicateurs de La-
grange À _ [A1, • • • , )M] est différente . En effet, on mon-
tre que la fonction duale D(À) dans ce cas est
D(A) = atg - In Z(a) -
2
ata, (62)
qui ne diffère de la fonction duale du MaxEnt 2 .1 que par
le terme quadratique ata .
Ici aussi, une fois p(f) calculée la solution f est
f = (f) = f f p(f) df . (63)
c
Cette solution est aussi la solution du problème d'optimi-
sation suivant
minimiser F(f) + 1 11
eI 2
sous les contraintes
J
f(r)hm(r) dr - gm = b,a2„>
D
où F(f) est, comme dans le cas précédent, une fonction-
nelle du type quadratique, entropie de Shannon ou en-
tropie de Burg .
Limitations
Comme dans MaxEnt 2.1 la difficulté majeure dans cette
méthode est l'interprétation des données g,,,, qui sont des
valeurs moyennes . D'autre part, la manière de prendre en
compte du bruit sur des mesures est un peu artificielle .
Références : Voir ( [[Borwein9l]], [[Gamboa89]],
[[Le Besnerais9lb]], [[Navaza85]], [[Navaza86]],
[[Le Besnerais9lb]], [[Le Besnerais9la]], [[Le Besnerais93]],
[[Bercher93]], [[Smith79]] )
5.3 . MAXENT 2.3
Ici on fait l'hypothèse que le système de mesure nous fournit pour
chaque point de mesure à la fois la valeur moyenne et la variance
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d'une quantité qui est liée par une équation intégrale à la grandeur
recherchée . L'objectif est, comme dans les deux cas précédents,
la détermination de cette valeur moyenne .
- Hypothèse : comme dans MaxEnt 2 .1
- Données
avec
Q(f) =
où
ID
f(r) hm(r) dr )
0`-
(J f (r) hm (r) dr - ggm)
D
M = l,- • • , M. (64)
- Problème mathématique
Étant donné hm,(r), g7 ,, Qn, m = 1, . , M, le domaine
D et une loi a priori po
(f)
FI.
maximiser
JD
P(f)In
(Po (f) )
df,
sous les contraintes (64) .
Solution : La solution p(f) est donnée par
M
P(f) = po(f)
Z -
-Am
(J f
(r) hm(r) dr
-
gm
) 2
] , (65)
D
qui peut aussi se mettre sous la forme
p(f) a Po(f) eXp [- Q(f)]
m=1
ID f
(r) hm(r) dr
2
(Lm f (r) h(r) dr
- -y,,) (66)
2 1 2 Pm
2Xm et
(m = gm -
2,
.
Notons que si po (f) est uniforme (po (f) = 1) ou gaussi-
enne, alors p(f) est gaussienne .
Quand po (f) est uniforme (sur un intervalle) on obtient
p(f)
cx exp [-x 2 (f)] ,
avec x2(f)= E ~ (J f(r)hm(r)dr
- gm) 2 ,
m=1 m
D
et
/
2
f =E{f}=argmin{x 2 (f)} (67 )
qui n'est autre que la solution au sens des moindres carrés .
Quand po (f) est gaussienneN (fo, a f) , on a
p(f) oc exp [-
t
{X2
f ( ) +
(f
Of
	 fo
fo/211
,
et, par conséquent
_
	
r
f=E{f}=argmfn{X2(f)+(f
	 - fol
2
. (68)
l
J
f
qui n'est autre que la solution au sens des moindres carrés
généralisé ou bien la solution régularisée .
Limitations
La difficulté majeure dans cette méthode réside dans le fait
que, sauf dans les cas où po (f) est uniforme ou gaussi-
enne, la loi p(f) n'a pas de forme analytique explicite .
Références : Voir ( [[Macaulay85]] )
6. Algorithmes de MaxEnt bayésienne
L' approche bayésienne est une approche cohérente pour la résolu-
tion d'un problème inverse car elle permet de prendre en compte
et de traiter de la même manière l'information a priori sur la so-
lution et celle sur les données . Cette approche peut se résumer
aux étapes suivantes
Attribuer une distribution de probabilité a priori aux
paramètres à estimer pour traduire notre connaissance ini-
tiale sur ces paramètres .
Attribuer une distribution de probabilité aux grandeurs
mesurées pour traduire l'imprécision sur ces données
(bruit de mesure) .
Utiliser la règle de Bayes pour transmettre l'information
contenue dans les données aux paramètres . Autrement
dit, calculer la distribution de probabilité a posteriori des
paramètres .
Définir une règle de décision pour déterminer les valeurs
des paramètres à estimer.
Il faut noter cependant que
- Cette approche ne peut être effectivement implantée et
utilisée que dans un problème qui est décrit par un nombre
fini de paramètres (par exemple une fois que le problème
a été discrétisé) .
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La notion de probabilité dans cette approche n'est pas
forcément liée à la fréquence de réalisation d'une vari-
able aléatoire . On attribue une loi de probabilité à un
paramètre pour traduire notre état de connaissance sur
ce paramètre . Par exemple, si on connaît parfaitement la
valeur d'un paramètre on lui attribue une loi de probabilité
très concentrée sur sa valeur (une distribution de Dirac),
en revanche pour représenter une connaissance plus dif-
fuse on lui attribue une loi de probabilité plus uniforme
(une gaussienne avec un grand écart-type par exemple) .
Alors qu'il est habituel d'attribuer une distribution de
probabilité aux grandeurs mesurées pour traduire l'ex-
istence du bruit sur ces grandeurs, il est plus inhabituel
d'attribuer une distribution de probabilité a priori aux
paramètres inconnus du problème . Ceci peut être fait
soit par une modélisation physique du problème, comme
par exemple en mécanique quantique, soit de manière
complètement subjective. Pour éclaircir ce point con-
sidérons les deux exemples suivants
1 . On veut attribuer une loi de probabilité à une variable
qui représente la position X d'une molécule dans un
tube de longueur L . Physiquement on sait qu'il est im-
probable que X soit en dehors de l'intervalle [0, L]. Si
on ne connait pas d'autre information sur X on peut
lui attribuer une loi uniforme
_ 1/L, si x E [0, L]
p(x)
0, sinon
2. On veut attribuer une loi de probabilité à une variable
X qui représente la valeur de la différence de potentiel
entre deux homes d'une prise (tension domestique) .
Ici, nous savons que la moyenne de X est 220 volts,
et qu'il est peu probable que sa valeur s'écarte de
cette valeur moyenne de 10 volts. Si on ne connait
pas d'autre information sur X on peut lui attribuer
une loi gaussienne N(220,102 ) .
Une question peut se poser : pourquoi choisir une gaussi-
enne plutôt qu'une autre loi avec la même moyenne et
la même variance? La réponse à cette question peut être
apportée par le principe du maximum d'entropie .
En effet, le principe du maximum d'entropie permet de
choisir une distribution de probabilité qui soit cohérente
avec notre connaissance a priori sur les paramètres à es-
timer, et qui soit la moins compromettante, dans le sens
où elle n'introduit pas d'information (au sens de Shannon)
supplémentaire .
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Mathématiquement, le principe du maximum d'entropie peut être
utilisé si notre connaissance a priori est de la forme
E{0k (f)} = f Ok(f)p(fII)df=µk, k=1,
. . .,K .
(69)
avec
On a alors à résoudre
maximiser
sous les contraintes
p(f 11) a exp
- fp(f 1I)lnp(f 1I)df,
E {4'k(f)} = µk,
k = 1,
. .
. K
ce qui conduit, comme nous l'avons vu dans la première partie de
cet article, à cette solution
K
A Wk(f)J •
Les données g,,,, sont supposées être reliées à f (r) de manière
stochastique ce qui permet de définir des lois conditionnelles
p(gm 1
f), mais mesurées de manière indépendante, ce qui permet
de calculer
M
p(gl, • , 9N 1 f) =
11
p(9
. 1 f) •
m=1
Cette loi traduit ainsi notre connaissance incomplète sur le modèle
(2) et notre incertitude sur les mesures (bruit de mesure) . Dans le
cas particulier d'un modèle linéaire déterministe avec bruit addi-
tif
9m = f f(r) h,,, (r) dr + bm,, m = 1,
. . .
D
la loi conditionnelle p(g,,,, 1 f) n'est autre que la loi de bm, trans-
latée . Si les b,,, sont indépendants, centrés, et de variances an,,
on obtient
p(91, • • • , 9N 1 f)
a exp [-
x
2 (f)]
x 2
(f) =
	
ID
f(r)hm(r)dr 9m
)
2 (71)
m=1 m
D
L'étape suivante est alors d'utiliser l'a priori p(f 1 I), et la
vraisemblance p(g 1 , • • • ,
gm
I f) pour calculer la loi a posteri-
ori en utilisant la règle de Bayes
p(f
I
g1,
. .
. , gm; I) a p(gl,
. . . ,
gm I f) p(f 1 1 ) •
Remplaçant les relations (70) et (71) dans cette dernière conduit
à
p(f 191, • • • , 9N ; I) ,x exp [-J(f )]
(70)
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avec
K
J(f) = x 2 (f) +
k=1
qui contient toute l'information objective sur la solution .
Cependant, en pratique, nous devons extraire de cette loi de prob-
abilité une valeur pour la solution . Il convient alors de définir une
règle de décision qui, partant de la loi a posteriori, conduise à
une valeur ponctuelle . On peut ainsi choisir la moyenne a pos-
teriori (MP) qui minimiserait la moyenne d'un fonction de coût
quadratique, ou le maximum a posteriori (MAP). Dans le cas où
la loi a posteriori est une loi gaussienne ces différents estimateurs
ponctuels sont tous identiques. Mais dans le cas où cette loi n'est
pas gaussienne on peut choisir parmi ces estimateurs en fonction
de sa forme ; par exemple si la loi est non-symétrique mais uni-
modale le MAP est plus justifié, par contre si la loi est très étalée
la MP peut être préférée .
Dans les méthodes que nous allons présenter par la suite, la loi
a posteriori est souvent unimodale et bien centrée autour de son
maximum ; c'est pourquoi le MAP convient bien, et dans ce cas
on a :
K
f = arg min {J(f(r)) =
x2 (f(r)) + Akok (f
(r))
f
1:
k=1
(73)
6.1 . MAXENT 3.1
Il s'agit ici d'une interprétation bayésienne de la méthode de
régularisation classique ou bien le cas gaussien dans l'approche
bayésienne. Notons cependant que la propriété gaussienne est ici
une conséquence de l'utilisation du principe du maximum d'en-
tropie et non pas une hypothèse .
- Hypothèse : Notre connaissance a priori sur f (r) est de
la forme
)\kçk(f),
(72)
E {f (r)} = fo(r)
E
{(f (r)
- fo(r)) 2 }
= af(r)
9
Données : Les données gm, sont reliées à f(r) par
m =
f
f
(r) h,-,(r) dr+bm, = +bm , m
D
où les bm, sont supposés indépendants, centrés et de vari-
ances am, m = 1, M connues .
- Problème mathématique : Étant donné fo(r), a
f
2 (r ) ;
9m, a~,,, m = 1, , M, déterminer f (r) .
(74)
- Solution
L'utilisation du principe du maximum d'entropie pour
les contraintes (74) conduit à
p(f 11)
exp
[-AI f (r) - À2f 2 (r)]
a exp -
1 (f(r)-fo(r))2
2
	
uf(r)
N (fo (r),af(r))
cx
La connaissance de om,, m = 1, • , M nous donne
p(91,
. • .
,9N(f)ocexp
1
- 2x 2 (f) ,
avec
x 2 (f) _ (f f (r)
hm (r) dr - 9m) 2
m=1 m
D
M 1
2 (9m
- Cf i )
2
.
M 1
En notant
9 = [91,
. . .
9nt]t et
E = diag [moi,
on obtient
p(g1,
. .
. , 9N I f)
= N (g, E) oc exp
L-2 [9
- 9] tE
-1
[9 - 9]
J
L'utilisation de la règle de Bayes permet d'obtenir la
loi a posteriori
1
P(f ~ 91, . . . , 9N
; I) oc exp
1-
2
i(f)
avec
j(f)
= x2 (f) +
(f
f°)
,
f
qui est une loi gaussienne .
Finalement, la solution MAP s'obtient par
f
= arg maxp(f 1 gl, gN ;
I) =arg min
{J(f)}
ou bien encore
avec
f(r) = arg min J(f)
f
2
1 (f f (r)
hm(r) dr - 9m)
=1 ~m = 1 m
D
+ f(r)-fo(r) 2
(76)
( of(r) )
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(75)
On retrouve l'estimation en moyenne quadratique dans
le cas gaussien . Notons que ce résultat est mathéma-
tiquement équivalent à celui obtenu en MaxEnt 2.2 dans
l'équation (68) .
Limitations : La principale limitation dans l'utilisation
pratique de cette méthode est la connaissance a priori de
fo (r) et u f (r) . Cependant en paramétrant ces deux fonc-
tions (par exemple fo (r) = fo et af (r) = o f) on peut
les estimer soit à partir d'une image type ou bien même à
partir des données .
- Références : Voir ( [[Macaulay85]], [[Gu1184]],
[[Djafari89]], [[Djafari90a]], [[Djafari90b]] )
6.2. MAXENT 3.2
Il s'agit là d'une interprétation bayésienne de l'algorithme de
maximum d'entropie le plus utilisé dans les applications grâce au
logiciel commercialisé par Gull et Skilling et leurs collaborateurs .
- Hypothèse : Notre connaissance a priori sur f(r) est de
la forme
E{S(f,fo)=-
fD f(r)ln (fo( ))
dr
} = .
r
(77)
- Données : comme dans MaxEnt 3 .1
- Problème mathématique : Étant donné fo (r), s ;
gm , o-m, m = 1, . . . , M, déterminer f(r)
Solution
- Le principe du maximum d'entropie nous donne
p(f 11)
oc exp [_s(ffo)] .
2
,
- La connaissance de u,2,,, m = 1, • • • , M fournit
p(gi,
.
.
.,gN ~ f) oc exp
1
-2x 2 (f)
Utilisant la règle de Bayes on obtient
avec
(78)
p(f 191, . . • ,
9N, I) oc exp [-2 J(f)]
J(f) = x2 (f) + AS(f,fo) . (79)
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- Finalement, la solution MAP est
f = argmin {J(f)
= x2 (f) + ÀS(f, fo)}.
(80)
Notons que ce résultat est mathématiquement équivalent
à celui obtenue en MaxEnt 1.3 . Cependant, notons que
dans MaxEnt 1 .3 le problème était d'obtenir une solution
à :
minimiser S(f, fo) sous la contrainte x2 = c,
qui est
f = arg min
{x2 + ÀS(f, fo)
}
.
1
Il est important de noter que bien que les deux méth-
odes aboutissent au même algorithme et au même résul-
tat numérique, l'interprétation de ces résultats n'est pas
identique. Dans MaxEnt 1.3, A est un multiplicateur de
Lagrange dont la valeur dépend de c, tandis que dans Max-
Ent 3.2, À est un paramètre de la loi a priori p(f I) dont
la valeur dépend de s . Dans MaxEnt 1 .3, une fois la solu-
tion calculée, on ne peut rien dire de plus sur cette solution,
tandis que dans MaxEnt 3.2 nous disposons d'une loi de
probabilité (a posteriori), ce qui nous permet théorique-
ment de calculer n'importe quelle grandeur statistique (la
matrice de covariance, par exemple pour mettre des barres
d'erreurs) sur la solution .
Limitations : La limitation majeure ici est l'interprétation
de s, et, par conséquent, la détermination du paramètre a .
Références : Voir ( [[Gu1184]], [[Djafari89]],
[[Djafari90a]], [[Djafari90b]] )
6.3 . MAXENT 3.3
Il s'agit ici d'une extension de ce qui précède pour permettre une
famille plus riche de lois a priori . C'est la méthode développée
et utilisée par l'auteur et ses collaborateurs dans un grand nom-
bre d'applications en restauration et reconstruction d'image . En
effet, la loi a priori obtenue dans le cas précédent est un peu trop
restreinte. L'idée de base étant de chercher des lois ayant une
propriété d'invariance par changement d'échelle comme nous le
préciserons dans l'annexe B . Ici nous nous limiterons au cas des
lois avec deux paramètres .
- Hypothèse : Notre connaissance a priori sur f (r) est de
la forme
E
J
&(f) = f 01(f(r)) dr}
	
= s
J
(81)
E 02(f) _ -
f
02(f(r))dr} = h
ID
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où 01(f) et 02 (f) sont deux fonctionnelles connues .
Nous préciserons dans un instant comment choisir ces
fonctionnelles pour que la loi a priori qui en découle, en
utilisant le principe du maximum d'entropie (PME), ait
cette propriété d'invariance par changement d'échelle .
Données : comme dans MaxEnt 3.1
- Problème mathématique : Étant donné 01 (f ), Y'2
(f), s, h ;
g-,,,,, an, m = 1, . . . , M, déterminer f (r)
- Solution
Utilisant le principe du ME, on a
p(f 11)
a exp
[
-1 (À101(f) + A202(f)1 . (82)
La connaissance de U2n , m = 1, . . . , M nous amène à
1
p(gi,
. . .
9N 1
f) cc exp
- 2x
2
(f)] .
La règle de Bayes donne
1
p(f 191, . . .,9N
;I) ocexp - 2J(f)
J(f) = x2(f) + a1O1(f) + À202(f) . (83)
avec
Finalement, la solution MAP est
f=argmfaxp(f 191,
"' ,9N
;I)=argminJ(f)
(84)
Nous n'avons pas encore précisé les expressions de 01 (f)
et de
02
(f) . Dans une étude effectuée par l'auteur et ses
collaborateurs [[Djafari90b]] nous avons discuté sur les
différentes expressions de ces deux fonctionnelles si on
désirerait avoir une loi a priori p(f I) qui soit invariante
par changement d'échelle (voir l'annexe B et références
[[Djafari93a]], [[Djafari93b]]) . Nous avons trouvé que les
différentes expressions possibles pour ces deux fonction-
nelles {
O
l (f ), r¢2 (f) } sont
Ç51(f) =
f
01 (f (r))
dr
02(f) _ ï02(,f(r))dr
D
avec
{01(f),02(f)} = {(f nl, f r2 ) , Unl,in f) ,
(frl, frl ln f), (In f, In
2 f)
}'
(85)
où r1 et r 2 sont deux réels .
Considérons maintenant le cas où (b1(f) = f et, par
conséquent
02
(f) est
{fr,ln f, f ln f} .
Parmi ces différents choix notons les trois cas suivants
- 0i(f) = f,02(f) = f 2
Dans ce cas on a
-01(f) = f
f(r)dr
D
02(f) =-
J
f 2
(r) dr
D
et on retrouve le cas gaussien .
- 01(f)=f,02(f)=1nf
Dans ce cas on a
01(f) = J f(r)dr
0 2 (f) =
	
In f(r)dr
D
et on retrouve le cas de la loi Béta (ou l'expression de
l'entropie de Burg [[Burg67]]) .
- q51(f) = L02(f) = -f
ln f
Dans ce cas on a
01(f) =
ID
f
(r) dr
q52(f) =-J f(r)ln f(r)dr
D
et on retrouve le cas de la loi dite entropique de Gull
et Skilling [[Gu1184]] .
Dans ce dernier cas la solution MAP est
f =argmfn{
J(f)=X2(f)+A1l
f(r)dr
+X2
JD'f (r) ln f (r) dr} (86)
J
qui peut aussi être écrite sous la forme
fl =argmin{J(f)
= X2(f)+ÀJf(r)ln(
f
(() )
dr}
J)r
(87)
On peut aussi constater que ce dernier résultat est
mathématiquement similaire au résultat de MaxEnt 1.3
ou MaxEnt 3.2 .
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Limitations : La limitation majeure ici, comme dans le
cas de MaxEnt 3 .1, est dans l'interprétation de s et de h,
et, par conséquent, dans la détermination des paramètres
A et p . Cependant l'approche bayésienne nous donne le
moyen d'inférer sur ces paramètres . En effet, en considér-
ant ) et µ comme les deux paramètres de la loi a priori
dont la forme est connue et donnée par (82), on peut les
estimer à partir d'une image type ou bien a posteriori à
partir des données .
Références : Voir ([[Djafari89]], [[Djafari90a]],
[[Diafari90b]], [[Djafari9lb]], [[Djafari9la]],
[[Skilling84b]])
7. Conclusions
Dans ce travail nous avons essayé de fournir une vue synthétique
sur l'usage du principe du maximum d'entropie dans la résolution
des problèmes inverses . Nous avons tout d'abord distingué trois
approches différentes :
- MaxEnt classique,
- MaxEnt sur la moyenne, et
- l'approche bayésienne avec les lois a priori à maximum
d'entropie .
Dans l'approche MaxEnt classique, la fonction f(r) est con-
sidérée come une fonction densité de probabilité et les données g,,,,,
sont supposées être des contraintes (exactes) sur cette fonction .
L'objectif est alors de choisir parmi toutes les fonctions (posi-
tives) possibles celle qui est la plus uniforme, c'est-à-dire celle
qui a l'entropie maximale, ou bien celle qui minimise l'entropie
relative entre cette fonction et une fonction de référence fo (r)
(donnée a priori) .
Dans l'approche MaxEnt sur la moyenne, le problème est l'esti-
mation de la moyenne d'une fonction aléatoire f(r) sur laquelle
nous disposons des données g m, qui peuvent être considérées,
soit comme des contraintes linéaires sur la moyenne (f(r)), soit
comme des valeurs moyennes des contraintes linéaires sur la fonc-
tion même . L'objectif est alors de déterminer la loi de probabilité
p(f) de cette fonction aléatoire, puis de calculer sa moyenne . La
loi de probabilité p(f) étant choisie parmi toutes les lois possibles
comme celle qui a l'entropie maximale ou celle qui minimise son
entropie relative par rapport à une loi de probabilité de référence
Po (f) (donnée a priori) . Ce qui est intéressant dans cette approche
est que l'estimateur de la moyenne peut être consideré comme la
solution d'un problème d'optimisation d'une fonction entropique
de la moyenne sous des contraintes linéaires .
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Dans l'approche bayésienne le problème est encore l'estimation
d'une fonction sur laquelle nous disposons de deux types d'in-
formation ; les données 9m qui sont les mesures bruitées, et une
information a priori I sur la fonction sous forme des contraintes
sur sa loi de probabilité (objective ou subjective) .
Le principe du maximum d'entropie est utilisé seulement dans la
première étape qui est la détermination de la loi a priori p(f II)
représentant l'état de notre connaissance a priori I sur la fonc-
tion, et de la loi p(g 1 f) représentant l'état de notre incertitude sur
les données g .
Dans chacune de ces trois approches nous avons fait l'inventaire
des différentes méthodes et les différents algorithmes d'implanta-
tion numérique, en essayant de décrire leurs hypothèses explicites
et implicites et leurs limitations théoriques et pratiques . Nous ren-
voyons également aux principales références bibliographiques .
Pour conclure, lorsque nous sommes confrontés à un problème
inverse, avant de choisir une démarche pour le résoudre, il est im-
portant de commencer par répondre à des questions élémentaires
sur la modélisation du problème
- Quelle quantité physique représente la grandeur incon-
nue?
- Quelle quantité physique représentent les données?
- Que savons-nous sur les erreurs de mesures?
- Que savons-nous sur la fonction inconnue?
- Que fournit la méthode? Est-elle capable de fournir une
solution stable? Quelle est alors la sensibilité de cette so-
lution vis-à-vis des erreurs?
Comme nous l'avons vu, il est possible que, partant de deux ap-
proches apparemment différentes, les algorithmes finaux soient
absolument identiques ; mais ceci ne signifie, en aucun cas, que
l'interprétation que nous puissions donner à ces résultats soit la
même.
Finalement, pour donner l'opinion de l'auteur sur ces trois ap-
proches, nous pensons que l'approche bayésienne peut répondre
à toutes les questions bien-posées qu'on peut rencontrer lors de
l'inversion d'un problème inverse .
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ANNEXES
1 . Technique de multiplicateurs
de Lagrange
Considérons le problème P1 qui est au cceur des problèmes de
maximisation de l'entropie .
Problème Pl
n
minimiser F(x)
sous les contraintes Ax = y,
où xECCRn , yERm , F :Ci-4R .
On appelle Lagrangien de PO la fonction
L(x, A) = F(x) - .At(Ax - y) = F(x) - .AtAx +
Àty
= F(x) - (ÀtA)x + À t
y,
où A est appelé variable duale de x ou vecteur des multiplicateurs
de Lagrange du problème P0 .
Une fois que l'on dispose d'éléments de réponses sur ces ques-
tions, pour le choix d'une méthode d'inversion, nous devons
aussi répondre à des questions du type
maximiser S(p) _
	
pj In pj ,
=1
- Quelles sont les hypothèses (implicites ou explicites) sur
la fonction inconnue?
sous les contraintes
n
p
,
bi(xj) = di,
i = 1, . . .,M .
j=1
- Quelles sont les hypothèses sur le lien entre la fonction
inconnue et les mesures?
- Que cherchons-nous sur la fonction inconnue?
Ce problème peut être considéré comme un cas particulier du
problème suivant
Problème PO
On appelle point-selle de L(x, A) le point (x, A) tel que
(x, A) = s)p inn L(x, A) = inf s,p L(x, A),
et on montre que sous certaines conditions sur F (voir
[[Luenberger69]]), l'ensemble des premiers arguments des
points-selles de L coïncide avec l'ensemble des solutions du
problème P0 .
Ce résultat nous permet de rechercher la solution du problème PO
de manière suivante
Problème QO
A = argmax {D (A) = inf L(x, A)}
À
	
x
x =argmin{L(x,A)}
X
Le problème QO est appelé le problème dual de PO et la fonction
D(A) est appelée la fonction duale de F(x) .
Le gradient de L par rapport à x et par rapport à A s'écrit
L'x(x, A) = F(x) - AtA
L' (x,A) =Ax-y
En introduisant la fonction G(s), que l'on appelle fonction con-
vexe conjuguée de F(x), et définie par
G(s) = sup {xt s - F(x)} ,
on constate que, pour s fixé, G est maximale pour une valeur xs
telle que
s t -
F'(xs) = 0,
et que
G' (s) = xs .
Ainsi, en identifiant s = AtA, la solution au problème PO peut
être obtenue par
A = arg max {D (A) = Aty - G(AtA)} (Problème QO)
A
x = G'(A t A)
Ainsi la procédure pour calculer la solution est
- déterminer la fonction convexe conjuguée G(s) de F(x)
G(s) = sup {x ts - F(x) } ;
ynthèse
Maximum d'entropie et problèmes inverses en imagerie
résoudre le problème dual qui est un problème d'optimi-
sation sans contrainte
A = arg max { D (A) = A ty - G(At A) } ;
A
1.1 . PROBLÈME BRUITÉ
Considérons maintenant le cas où nous ne souhaitons pas satis-
faire exactement toutes les contraintes et considérons le problème
suivant
Problème POb
x - arg min F(x) + 1 Ily - Axll2
XED 2a J
,
ou a joue le rôle d'un coefficient de régularisation . Bien que
ce problème soit sans contrainte, on peut le transformer en un
problème sous contrainte, en notant qu'il est équivalent à
Problème POb
~Î = G'(AtA) .
- calculer la solution
minimiser F(x) +
1 I I4I I 2 ,
2a
sous les contraintes y - Ax = 4 .
Le Lagrangien L du problème POb s'écrit alors
L(x, A, e) = F(x) +
2a
I IeI
I2
-
AI (y
- Ax - )
=L(x,A)+At4+
2
j1eH1
2
où L(x, A) est le Lagrangien du problème sans bruit PO . On mon-
tre alors facilement que la solution xA a la même expression que
celle du problème sans bruit P0 . Seule la valeur optimale de A est
calculée par
= arg max {D (A) } ,
À
ou
D(A) = inn L(x, A) + inf [Àt
+ 2 ] .e 2a gJ
I
Le premier terme n'est autre que la fonction duale D(A) du
problème sans bruit, tandis que la minimisation du second terme
conduit à
e=y-Ax=aÀ.
Ceci conduit à une relation simple entre la fonction duale du
problème avec bruit et celle du problème sans bruit
D(A) = D(A) +
2 11À112 .
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On peut généraliser ceci au cas du bruit coloré
et montrer que la relation entre la fonction duale du problème
avec bruit et celle du problème sans bruit est
D(À) = D(À) +
j1 11 112
,
avec
x = arg min {F(x) +
2-[y
- Ax]tRb
1[y
- Ax]}
,
XeD
y= 2atRba=
2
I~a t \1j2
1.2 . CAS DES FONCTIONS ENTROPIQUES
Considérons maintenant le cas particulier où
F(x) =
Son Lagrangien s'écrit maintenant
L(x, a) =
f(
[f(xj) - xj [atA]j ] + Aty .
9
En notant g(sj) les fonctions convexe conjuguées des f (xj), i.e .
g(sj) =sup{xjsj - f(xj)},
xi
on obtient
D(À) =
Xty
-
	
g ([ÀtA]j)
et
x
i
= g
/
([ÀtA]
j
)
On peut étendre ceci au cas où
F(x) =
f
f (x(t)) dt,
avec des contraintes de la forme
f ai(t)x(t) dt = yi,
Le Lagrangien s'écrit
L(x, A) = f f (x(t)) - Ai
(
ai (t)x(t) dt - yi) ,
2
et on a
j
) - a t (Ax - y)
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D(A) = aty
-
f
et
x(t) = g'
(
Àiai(t) ,
2
où g( .) est la fonction convexe conjuguée de f ( .)
g(s(t)) = sup {x(t)s(t) - f (x(t))} .
x(t)
1.3. EXEMPLES
Exemple 1
minimiser S .C . Ax = y .
Le Lagrangien s'écrit
L(x, A) =
2
xtx - ÀtAx + a ty .
Les fonctions f (x), g(s) et g'(s) sont
f (x ) = 1
x2
2
g(s) =sup {sx - f (x)} =
2
s 2 ,
x
La fonction duale est
D(À) =
\ty
- ([À tA] .;) _
Aty
-
1
[~ tAtAÀ] ,
et la solution est
A = argmax{D(A)} _ [AtA] -1y .
A
La solution du problème d'optimisation est
x
j
= g' ([a
t
A]i) _ [[AtA]-'Aty]
i
,
ce qui, sous forme vectorielle s'écrit
x = [A tA] - 'Aty .
On note que ceci correspond à la solution inverse généralisée de
l'équation y = Ax si A est de rang plein .
Exemple 2
minimiser In xj s.c . Ax = y .
l
x
iai(t)) dt,
et g(s) = s
Le Lagrangien s'écrit
D(À) = aty -
et la solution s'obtient en résolvant
À = arg max {D(À)1 .
	
et la solution
À
La solution s'écrit
L(x, A) = In xj - À t Ax + aty .
Les fonctions f (x), g(s) et g'(s) sont
f (x) =1n x,
g(s) = sup {xs - f (x)} = 1 - In s, et g(s)
La fonction duale est
g ([ÀA]j ) =At
	 1
(`Â
t
A] Z) = _
[ÂtA] i
Notons que la solution Â s'obtient en résolvant le système d'équa-
tions non linéaires suivant
a? ,
g
l
' ([A t A]j = yi, i = 1,
. . .
M.
Exemple 3
minimiser 1 xj s .c. Ax = y, et
E
xj = 1 .
Le Lagrangien s'écrit
L(x, A) = xj In xj) - À tAx + Àty -
Ào
1
7
On montre facilement que ce problème est équivalent à
- ln[À tA]j ) ,
minimiser - 1 xj - x j ) s .c. Ax = y, = 1,
dont le Lagrangien s'écrit
L(x,A)= lnxj -xj )-atAx+aty-Ào 1
7
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La fonction duale est
D(À) _
Àty - g ([ÀtA]j) = Àt
et la solution est de la forme
xj = g' ([À t A]j)
= exp [[a t A]j] .
On remarque que si on note
xj =
Z(a)
exp [[Àt A]j] , avec Z(a) = exp
[[ÀtA]j] ,
on a
Exemple 4
minimiserf p(x) ln p(x) t(x)
c
S .C . f p(x)Axµ(x) = y,
c
Le Lagrangien s'écrit
avec
g(s) = sup {xs - f (x)} = exp [s] , et g'(s) = exp [s]
X
D(a) = Àty - In Z(a),
= arg max {D(a)}
a
et
peut être calculée en résolvant le système d'équations
8ln Z(A)
gi
i = 1 . . .
aAi
, m .
L(x, À) = f
p(x) [ln p(x) - À tAx - Ao]
µ(x) + Àty .
C
Les fonctions f (x), g(s) et g'(s) sont
f (p(x)) = p(x) lnp(x),
g(s) = sup {ps - f (p)} = exp [-s - Il,
P
et g'(s) =exp [-s - 1] .
La solution est de la forme
1
p(x) = g'
(atAx)
-
Z(~)
exp [-atAx] ,
Z(À) = f exp [-atAx] I(x)
.
Les fonctions f (x), g(s) et g'(s) sont : La fonction duale est
f (x) = -x ln x + x, D(A) = Aty - In Z(A),
f
c
p(x)µ(x) = 1 .
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et la solution
= argmax {D(À)}
IN
peut être calculée en résolvant le système d'équations
aln Z(À)
ôaz
yi,
i=l,
*-1M'
Pour illustrer le lien avec les méthodes de maximum d'entropie
sur la moyenne, notons
(x) =
jxP(x)(x) .,u
On peut montrer alors la relation suivante
â1n Z(At À)
_ (x)
8(Ata)
Ceci nous permet de considérer (x) comme la solution du
problème d'optimisation suivant
maximiser - F((x)) =
n
F(x) _
j=1
qui est un critère quadratique ;
- mesure poissonnienne sur R+
F( ) =
	
In xj,
j=1
qui est un critère du type entropie de Shannon ;
- mesure de Lebesgue sur [0, oc [n
n
F(x) = In xj ,
j=1
qui est un critère du type entropie de Burg .
f((xj)),
sous les contraintes A (x) = y,
avec la fonction duale
D,(À) = Àty - In Z(AtÀ) .
La fonction F((x)) est la fonction convexe conjuguée de
In Z(A',\) .
Z(Ata) dépendant de la mesure µ(x), suivant que l'on choisit
une mesure gaussienne, poissonnienne ou une mesure de
Lebesgue on obtient
- mesure gaussienne sur Rn
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2. Invariance par changement d'échelle
2.1 . PRINCIPE GÉNÉRAL
Considérons le problème linéaire suivant
y = Hx + b .
Nous avons vu que dans l'approche bayésienne pour résoudre ce
problème nous devons commencer par l'attribution des lois p(x)
et p(yl x) . Ensuite la règle de Bayes nous permet' de calculer
p(x1y) et, finalement, un estimateur ponctuel peut être défini en
utilisant cette loi . D'une manière générale, on définit une fonction
coût C(àî, x) et on minimise le coût moyen . C'est ainsi que l'on
obtient, par exemple, les estimateurs
- bayésien (cas général)
= arg min {Ex
i
y {C(z, x)}}
= arg min {J C(z, x) p(xly) dx j ,
- moyenne a posteriori (MP)
x = Ex iy {x} = fxP(xIY)dx,
en choisissant une fonction coût quadratique
C(x, x) = (x - X) , (x - x), et
maximum a posteriori (MAP)
âî = arg m {p(xly)}
en choisissant une fonction coût C(â?, x) = 1-S(i - x) .
Dans le cas général ces estimateurs ne sont pas des fonctions
linéaires des observations, ce qui a pour conséquence que la solu-
tion du problème (l'estimé âî) dépend d'une manière non linéaire
des observations y. Le cas gaussien est une exception . En effet
dans ce cas la solution x est linéaire en y . L'idée de l'invari-
ance par changement d'échelle consiste à chercher les lois p(x)
et p(yjx) telle que la loi a posteriori p(xly) et, par conséquent,
l'estimateur ponctuel x qui en dépend soit invariant par change-
ment d'échelle .
Rappelons que la linéarité est une propriété plus forte que l'in-
variance d'échelle . En effet x est linéaire en y ssi
On peut ainsi considérer d'autres exemples . Le tableau qui suit
Yi
H xl	
Vk1, k2, k1y1 + k2y2
H
k1x1 + 12x2,
résume et complète les résultats de ces exemples .
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Y2 H x2
ou bien sous une autre forme, ssi
yl H x1	
Y2 H x2
y l + y 2 H x1 + x2 i (additivité), et
Vk > 0, ky 1 -* kxl, (invariance par changement d'échelle) .
Tandis que, x est invariant par changement d'échelle en y ssi
y1
H
x1-> Vk > 0 ky 1 H kxl .
Pour être plus précis, notons par
- 9 l'ensemble des paramètres qui définissent notre con-
naissance sur le système de mesure (variance du bruit et
paramètres de la loi a priori par exemple), et par
- PI (xI Iy 1 ; 6 1 ) et pk(xk l y k ; 9 k ) les deux expressions de
la loi a posteriori à l'échelle 1 et à l'échelle k avec
xk = kxi, yk = ky1, Ok = f (Oi, k)
.
i
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Théorème 1 : Si
3ek l dk > O, Vxl, yl, Pk (xklYk ; Ok) = 1kn pi(xi ly1 ; yl),
et si
Ok
= f (B 1 , k) est une fonction qui ne dépend que de
81
et de
k, alors tout estimateur bayésien avec une fonction coût C(x, x)
telle que
C(xk, x) = ak + bkC(xl, x),
est invariant par changement d'échelle
xk(Yk; Ok) = kxl(y1 ; 81) .
Preuve : En effet, on peut écrire
xk(yk ; Ok)
= arg ~kn Y
C(zk, xk)Pk(xkI Yk ; ek) dxk
r= k arg min ~
J
[bkC(z 1 , x1) + ak] 1kn pl(xllyl ; 0 1 ) 0'
dx l
= k arg m in
{bk
J C(zl,
x1)pl (xl Iyl ; el) dxl
+ ak }
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F(x) _
	
f( ~) g(s),g'(s)
et
g"(s)
solution :
xj =9
([A Al i)
fonction duale :-
D(A
) _
A
ty-
([ÀtA]j)
g(s) = 1
82
2 xj g'(s)
= s
g""(s) = 1
g(s)
= 2ç,
(S- 0)2
~
xj = )iaij = [A t )]j D(\) _ À
ty - 2)~ tAtAa
2 axj 13X3
In x
3
g'(s) = 1 (s -
l3)
9"(s)
=
al
a
g(s) = 1 -In s
g'(s)
_ =1
xj
a (> \iaij
_ R)
x
7
= 1
D(
A
)
=
Àty
- 2 a
E
j
([AtA]j
-~3) 2
D(À) _
)ty
- E
j
ln[At À]j
1(s) =9"
s2
g(s) = a(1 - In ce) + a ln(s - 03)
Tiaij
alnxj+/xj 9(s) s
~O
a
"(S)
D(a)=\ty-arj ln([Ata] j -,C3)= a a
g _
( s- a)2
g(s) = exp [s - 1]
xj In
xj
g'(s)
= exp [s - 1]
g"(s) = exp [s -
il
[s-~- ]g s = a exp 1
a a
xj = exp [-1 +
Ei
Niaij D(À) = \t y - é
Ej
exp [[Ata] j ]
axj In xj +
xj lnxj+
g'(s)
= eXP
[a a -
1]
9"(s)
= i exp [
s
R - 1]
a a ~ a
g(s) = In (1 + exp [s])
exp[s]
9(s)=
1+exp[s]
xj - exp [-1
+
A
iaij]
exp [F \,,a %7 ]
D(,\) _
~ty
-
a
Ej
exp
[-L
[Ata]j -
a
- 1]
+ eX
P[[
(1-xj)ln(1-xj)
//
exp[s]
)g (
s =
x7
i+exp
[r- \iaij ]a
D(~)=~ty-~jln(1 A
t ]~])
(1+exp[s]) l
=kargmin
{f
C(zl,xl)pl(xiIyi ;01)dxl} =kxl(y1 ;e1)
Pour faciliter la compréhension examinons les deux cas partic-
uliers suivant
- Cas de l' estimateur MAP
xk(yk ; Ok)
= argma
X i,
	
Xi,
t x
{Pk (xklYk ; Ok)} =
argmax
1
kn P1 xk( lyl; 0
1 )
=k argmax1k
1
n
pl(xllyi ;81) =k xl(y,;01) .
- Cas de l'estimation en moyenne quadratique
xk(yk ; 6k)
1
xkpk(xklyk
;Ok)dxk= kx,
1
pi
(xilyl ;
91) V dx1
= k f
x i
pi (xi Iy1 ; 0
1 ) dxl = k -Î, (y, ; 0 1 ) .
Notons l'importance de cette propriété, car bien que l'estimateur
à~(y; 0) soit une fonction non linéaire de y il reste invariant par
changement d'échelle .
Maintenant la tâche de trouver les lois p(x) et p(yI x) telle que la
loi a posteriori p(x(y) ait cette propriété dans le cas général n'est
pas aisée. La famille des lois exponentielles généralisées est une
famille suffisamment riche . Nous limiterons alors notre recherche
dans cette famille, c'est-à-dire à des lois de la forme
r
p(x
; À) oc exp ~-
iOi (x) ,
z-1
et
p(ylx;a2) a exp [-x ' (X, y)] ,
avec
X, ( X, y ;
a2 ) = 2a2 [y - Hx] t[y - Hx].
Notons que ces lois peuvent être considérées comme des lois à
maximum d'entropie si notre connaissance a priori
sur x est de la forme
E {qi (x) } = dz, i=l,
. . .
r
et sur b est de la forme
E {b} = 0,
E {bbt} = Rb = a2I,
où Rb est la matrice de covariance de b .
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1 _.e
Dans ce cas on a
p(xly
; a, a2 ) oc exp
[
-x2 (x, y ; a2 iqt (x)
"=1
on a
p(xl y ;
0),x exp [-X2(x, y) -
atO(x)]
,
et la condition pour assurer l'invariance par changement d'échelle
devient
Vk > 0, Vx 1 , y1 ,
Xk(xk, yk) + À'kO(xk) = k (Xi(xl, yl) + À (xl))
+ cte .
Mais avec le choix d'une loi gaussienne pour le bruit il est évident
que l'on a
Vk > 0, Vx 1 , y 1 ,
Xk (xk, yk ;
0,2)
=
Za2
I lyk
- Hxk
I 2
k
2k2a1
k2l lyl
- Hx1I I 2 =
xi(x1, yl ;
0 .1) .
(Ceci peut être généralisé, mais pour l'instant limitons-nous à ce
cas) .
La condition devient alors
Vk > 0, Vx, akO(xk) = al4(xl) + cte,
où d'une manière équivalente
1
pk(xk ; Àk) = i1pi (xi ; Ai)
avec \k = f (,\i, k) .
Ainsi, dans le cas d'un bruit gaussien, il suffit que la loi a priori
soit invariante par changement d'échelle pour que la loi a poste-
riori le soit. Considérons maintenant quelques cas particuliers .
2.2. LOIS AVEC UN SEUL PARAMÈTRE
Prenons maintenant le cas d'une variable scalaire X avec une loi
de la forme
p(x; X) oc exp [-AO(x)] .
La condition d'invariance par changement d'échelle devient
- 'k
I Vk > 0, Vx, 4q(kx) _ A 10(x) + cte .
Nous avons montré [[Djafari90b]] que dans ce cas les seules fonc-
tions 0(x) qui satisfont cette condition sont
S xa , In x }
où a est un réel .
Maintenant en notant
6 =
( a2,
Al,
. .
. Ar )
et
-
.
.,"r),
0(x) _ (& (x),
. . . ,
0,
(x)),
Avec
- (x) = x4 on obtient
p(x) cx exp [-Àx 4 ] , a > O, À > O,
qui est une loi gaussienne généralisée, et avec
- ~(x) = In x on obtient
p(x) oc exp [-,\ ln x] ,
qui est un cas particulier de la loi Béta .
Notons que la loi dite entropique
p(x) oc exp [-Àx In x] ,
de Gull et Skilling ne vérifie pas la propriété de l'invariance
d'échelle. Mais par contre, comme nous allons voir dans le para-
graphe suivant, la loi
p(x) oc exp [-Àx In x + µx] ,
est une loi avec deux paramètres qui vérifie cette propriété .
2.3 . LOIS AVEC DEUX PARAMÈTRES
Considérons maintenant le cas d'une variable scalaire X avec une
loi de la forme
p(x; A) oc exp [-ÀO1(x) - M02(X)]
La condition l'invariance par changement d'échelle devient
JÀk, IJk I
dk > O, Vx,
Àkgl (kx) + µk02 (kx) _ À101(x) + [1102(X) +
cte .
Nous avons montrés [[Djafari90bl] que dans ce cas les seules
fonctions (01(x), 02(x)) qui satisfont cette condition sont
(xa1 ,
X12)
, (x41 , ln x), (x41 , x Œy In x), (Inx, ln2 x)
J
.
où al et a 2 sont deux réels .
Si de plus on impose
02
(x) = x alors 01(x) ne peut prendre que
les expressions suivantes
{x4 , In x, x In x} .
Dans ce cas avec
- q1(x) = x2 on a
p(x) oc exp [-Àx2 - µx]
2
oc exp -À (x +
2
	
,
qui est une loi gaussienne N (m = , or 2
= 2a ) .
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- 01(x)=lnxona
p(x) cx exp [-A In x - px] = x-
\
exp [-µx] ,
qui est une loi gamma, et finalement,
- ~1(x) = xlnx on a
p(x) oc exp [-Àx In x - µx] .
Une étude pour la généralisation de ces idées est en cours (voir
références [[Djafari93a]], [[Djafari93b]]) .
3. Exemple d'application aux problèmes
inverses linéaires
Dans un grand nombre de problèmes d'imagerie on est amené à
résoudre une équation intégrale de première espèce de la forme
g(si) =
J
f(r) h(r, sz) dr + b(s z), i
-1, . -- , M, (88)
D
où g désigne les mesures (image observée en restauration d'im-
ages, projections en tomographie X, champ diffracté en tomogra-
phie de diffraction, force électromotrice aux bornes d'une bobine
en imagerie par courants de Foucault, etc . . .), f désigne l'objet à
restaurer ou à reconstruire, D désigne le support de l'objet, h est
le noyau de la transformation qui lie les mesures g et l'objet f, et
enfin b représente les erreurs (ou l'incertitude) sur les mesures .
Pour montrer la généralité de cette équation nous préciserons ici
quelques unes de ses applications .
Déconvolution de signaux 1-D
g(t) _
1t
f (t') h(t - t') dt' + b(t),
0
où g(t) est le signal mesuré, f (t) est le signal recherché, et
h(t) est la réponse impulsionnelle du système de mesure .
- Restauration d'image
g(x, y)
= ILD
' 'f(x, y') h(x-x, y-y) dxdy'+b(x, y),
où g(x, y) est l'image observée, f (x, y) est l'image
recherchée, et h(x, y) est la réponse impulsionnelle du
système d'imagerie .
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Reconstruction d'image en tomographie X
g(r,
4'i)
=
ff
f (x, y) 6(r - x cos
4~i
- y sin Oi) dx dy
D
+b(r,gi),
	
i=1, • • • , M,
où g(r, çi) représente la projection suivant l'angle Oi,
et
f (x, y) est l'objet à reconstruire .
Radiographie des objets cylindriques
R
9(ri) =
J
f (p) N/p2p
	 r2
dp+b(ri), i = 1,
. . . ,
M,
où g(r i ) est l'intensité des rayons traversés (mesures),
f (p) est la fonction densité de la matière qui ne dépend
que de la coordonnée radiale p et R est le rayon extérieur
de l'objet . Remarquons que cette équation intégrale cor-
respond à une transformée d'Abel .
Synthèse d'ouverture en radio astronomie ou imagerie
radar
9(ui, vi) = f
D
f(x, y)
exp
[-j(ujx + viy)]
dx
dy,
i = 1 . . .
où f (x, y) est l'image à reconstruire, et g(ui, ri) représ-
ente, soit une mesure de la corrélation entre les signaux
recueillis par deux antennes en synthèse d'ouverture en
radio astronomie, soit la transformée de Fourier (TF) du
signal d'écho en imagerie radar. Dans le cas de la radio as-
tronomie, f (x, y) représente la brillance du ciel tandis que
dans le cas de l'imagerie radar elle représente la variation
de l'indice de réfraction de l'objet (la cible) par rapport à
son environnement .
Synthèse de Fourier en reconstruction tomographique
d'image
9ffl,
oi) = f
D
f (x' y) eXp{ -j [Tl (Q,
Oi)x+
T2
ffl
, qiy]}
dx dy, i = 1,
. . .
ou
f
u = Tl(9,~)
V = T2A 0)
définissent un ensemble de contours algébriques dans le
plan (u,v) .
La synthèse de Fourier se trouve au cceur d'un grand nom-
bre d'applications en imagerie. Parmi celles-ci, on trouve
Tomographie à rayons X
cos sin
(v=T2(Q,O)) - (-
sino coso)
( 110 )
'
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,
,
où les contours algébriques sont des lignes droites con-
centriques, et où g(Sl,
Oi)
représente la TF spatiale de
p(r, qi) .
Cette formulation du problème se trouve aussi dans
le cas de l'imagerie RMN . Dans ce cas g(Sl, O i ) =
s(t, qi ), où s(t, Oi) est directement le signal de
précession libre mesuré quand le gradient du champ
magnétique est dans la direction çi
.
Tomographie à ondes diffractées
u = Tl M, 0) _ cos
0
sin
0
V
= T2 (S2, 0) ) - sin
0
cos
ç
-ko +
V/k0 - S22 )
où ko est la constante de propagation des ondes, et où
les g(1,
Oi)
représentent les TF spatiales des champ
diffracté mesurés . Ici, les contours algébriques sont
des demi-cercles concentriques .
Synthèse de Fourier-Laplace
g(u, s)
= ff
D
f (x, y) exp [jux + sy] dxdy,
où u est une variable réelle, tandis que s = y + jv est
une variable complexe . Cette équation intervient en tomo-
graphie de diffraction dans des objets dissipatifs ou bien
en imagerie tomographique par courants de Foucault en
contrôle non destructif . (u, v) représente un point dans le
domaine de Fourier spatial de l'objet f (x, y) . Ceci corre-
spond au phénomène de propagation dans les deux direc-
tions, tandis que y représente un phénomène de diffusion
ou d'atténuation .
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