1. Introduction. As was rst pointed out by Hobby and Rice 5], many nonlinear approximation problems { such as approximation by exponential sums or by splines with variable knots { admit of the following abstract description: One has given a real normed linear space X and a map
: T ! X from some subset T of the real line IR to X. One A seemingly di erent example occurs in Numerical Analysis. Here X is the topological dual Y of a normed linear space Y of functions de ned on T, and, for t 2 T, (t) is the linear functional of point evaluation at t, i.e., for all y 2 Y; (t)y = y(t): Best approximation by {polynomials of order n to f 2 X amounts to the construction of a best approximate rule of the form P n i=1 a i y(t i ) for the evaluation of the linear functional f at y.
But it is not di cult to see that many approximation problems by {polynomials of xed order can be considered to be special cases of the last example. For, with X, and T given, let Y be the linear space of functions on T whose general element y is given by y(t) = y = (t); all t 2 T;
for some 2 X . If the linear span of f (t) Remark. This rather narrow de nition of extended {polynomial su ces for this paper. But one may want to enlarge it at times to include also weak limits of (t 0 ; : : : ; t k ) as t 0 ; : : : ; t k ! t. Again, the strong continuity of (k?1) is not essential, nor does it seem necessary to demand that (k?1) exist on all of T. is linearly independent whenever a t 1 < t 2 < < t r b and P r i=1 (m i + 1) = n, then IP n ;n is the strong closure, IP ;n , of IP ;n . Further, IP ;n is boundedly compact in IP n ;n ; hence, IP n ;n is an existence set.
Proof. Let This proves that IP ;n is boundedly compact in IP n ;n , hence, that IP ;n IP n ;n . As to the converse containment, observe that, by Lemma (1), for j n ? 1 and t 2 T, k (j) (t) ? j! (t; t + h; : : : ; t + jh)k ! a;b] ( (j) ; jh); so that certainly IP n ;n IP ;n . q.e.d. A subset S of X is nearly compact i every sequence in S has a subsequence which "comes close to" some element of S. With this, the preceding discussion establishes (3) Theorem. Let S be a subset of the normed linear space X. If bounded subsets of S are nearly compact, then S is an existence set.
It seems worthwhile to point out by an example that bounded existence sets need not be nearly compact. Then S is an existence set: If f 2 X, then there is n 0 such that n n 0 implies jf(n)j < 1=2. But then, for all n n 0 , j(f ? f n )(m)j = j(f ? f n?1 )(m)j; all m 6 = n;
Hence for all n n 0 ; kf ? f n k kf ? f n?1 k; therefore, dist(f; S) = min n n0
kf ? f n k:
Further, S is bounded. But, S is not nearly compact. For, if f 2 X, then there exists n 0 such that jf(n 0 )j < 1. Set g(n) = 2 n;n0 ; n = 1; 2 : : ::
Then g 2 X and kf ? gk j(f ? g)(n 0 )j > 1 = lim n!1 kf n ? gk:
Hence, every subsequence of the sequence ff n g in S "comes close to" no f 2 X, let alone an f 2 S.
In the remainder of this section, we make some simple remarks, and prove two technical lemmata concerning sequences which "come close to" some element, and, nally, prove an existence theorem. (iv) If fx m g "comes close to" x and is bounded, and the sequence f m g of scalars converges to , then f m x m g "comes close to" x.
(v) If fx m g converges in norm to x, then fx m g "comes close to" x and to no other element of X. Hence, if fx m g "comes close to" x, then all strongly convergent subsequences of fx m g converge to x.
(vi) If fx m g converges weakly to x, then fx m g "comes close to" x. This is just a restatement of the fact that the norm is lower semicontinuous with respect to weak sequential convergence. A slight but important generalization of (4) (vi) concerns convergence with respect to a family of seminorms. (6) Lemma. Let X be a normed linear space, let be a family of seminorms on X with the property that (7) for all x 2 X; sup '2 'x = kxk:
If the sequence fx m g in X converges to x, then fx m g "comes close to" x. Proof. Since vector addition is continuous with respect to {convergence, it is su cient to prove that We begin by proving that some subsequence of fq m g converges to an element of b S. Since fb q m g converges to b q 2 b S, and b S is closed under scalar multiplication, it is su cient to show that some subsequence of fq m g is bounded. This, in turn, is trivial in case lim kq m k = 0. It is also trivial in case lim kr m k = 0, since fq m +r m g is bounded by assumption. Otherwise, kb qk = lim kb q m k = 1, hence b q 6 = 0, and lim kb r m k = 1 > 0. But then, the boundedness of fq m g follows from (8) .
With this, we may assume, after going to a subsequence, if necessary, that fq m g converges in norm to some q 2 b S. Since T is not compact, Theorem 2. (3) is not directly applicable. But one veri es that IP n ;n is in this case an existence set, and IP ;n = IP n ;n , by verifying that the assumptions of Theorem (10) are satis ed: Set S = IP ;n , b S = IP n ;n . Since is in nitely often strongly di erentiable, b S S, by Lemma 2.(1).
Further, f (j) (t i )jj = 0; : : : ; m i ; i = 1; : : : ; kg is a linearly independent set whenever t 1 < t 2 < < t k , and for arbitrary integers m independently of p. Hence, IP k ;n does not change with p, and is a subset of L 1 0; 1]. To emphasize this fact, we will denote this set of functions by S e M;n in the sequel.
For p = 1, is merely in C (k?2) X (T ), since (@=@t) k?1 G( ; t) has a jump discontinuity at t, hence can not be the uniform limit of the continuous function (k?2) (t; t + h) as h ! 0, except for t = 0. This fact produces complications in an existence proof, which will be dealt with elsewhere. Here, we will be satis ed with showing that S e M;n is an existence set in L 1 . We note that (j) (t) vanishes identically on 0; 1), and is k times continuously di erentiable on t; 1]. Hence f (j) (t i ) j j = 0; : : : ; m i ; i = 1; : : : ; rg 8 is a linearly independent set whenever 0 t 1 < < t r < 1 and m i + 1 k, i = 1; : : : ; r. Each The following observations will be of use later on. Since ker M is nite{dimensional, all norms on ker M are equivalent, and bounded sets in ker M are compact in ker M. Also (9) Lemma. Let 0 t 1 < t 2 < < t r < 1, let " > 0 be small enough so that t r ? 1 < t r ? ", t r + " 1, and let fp m g be a sequence in S e M;n which is bounded in L p 0; t r + "] for some 1 p 1, and whose corresponding sequence f (m) g of {vectors converges to some vector = (t 1 ; : : : ; t 1 ; t 2 ; : : : ; t 2 ; t 3 ; : : : ; t r ):
Then some subsequence of fp m g converges 1 (t 1 ; : : : ; t r ) to an element of S e M;n .
Proof by induction on r, it being vacuously true for r = 0. Assume r > 0 and assume the correctness of the statement for r ? 1. Let h be the number of components of which equal t r . Then, after going to a subsequence if necessary, we may assume that j (m) i ? t r j "=2; i = n ? h + 1; : : : ; n; m = 1; 2; : : : : Proof. Let f 2 L p 0; 1], and let fp m g be a minimizing sequence for f in S e M;n . If f (m) g is the corresponding sequence of {vectors, then, after going to a subsequence if necessary, we may assume that f (m) g converges to some 2 0; 1] n . Let t 1 < t 2 < < t r be the distinct ones among the components of . Then 0 t 1 < t 2 < t r 1. Since fp m g is bounded in L p 0; 1], we may assume (after going to a subsequence if necessary) that fp m g converges 1 (t 1 ; : : : ; t r ) to some element b p 2 S e M;n : For, if t r < 1, this follows directly from Lemma (9) . If t r = 1, then those terms of p m which involve (m) i with lim m!1 (m) i = t r converge trivially 1 (t r ) to zero, hence using Lemma (9) for the sequence of remaining terms, one reaches the same conclusion in this case.
By (6) , it then follows that fp (m) 
The In particular, best approximation by the set of generalized spline functions with respect to ker M with m joints (in the sense of Greville 4] ) is best approximation by fp( ; ) 2 S e M;m+k j 1 = = k = 0g, and is covered by Theorem (10) with minor and obvious modi cations.
5. Strict monotonicity of the error. In almost all of the examples given in the introduction, the linear span of f (t) j t 2 Tg is dense in X. If X is smooth, this has the perhaps surprising consequence that, for all f 2 X, dist(f; IP ;n ) is strictly desceasing as a function of n. Precisely, one has, (1) Theorem. If X is smooth, and the linear span of f (t) j t 2 Tg is dense in X, then, for all f 2 X, dist(f; IP ;1 ) < kfk unless f = 0.
Proof. If dist(f; IP ;1 ) = kfk then, for all t 2 T, 0 is a b.a. to f in the linear span of (t), hence there exists + 2 X such that (2) If f 6 = 0, then, by the smoothness of X, t is uniquely determined by (2), i.e., t does not depend on t. It then follows from (3) , that some nonzero continuous linear functional on X vanishes on the linear span of f (t) j t 2 Tg, contradicting the denseness of the linear span of f (t) j t 2 Tg in X.
q.e.d. (4) Corollary. If X is smooth, the linear span of f (t) j t 2 Tg is dense in X, and IP k ;n is an existence set, then for all f 2 X, dist(f; IP ;n+1 ) < dist(f; IP ;n ) or f 2 IP k ;n : Thus, for 1 < p < 1, the distance of f 2 L p 0; 1] from S e M;n is strictly decreasing with n unless and until f 2 S e M;n for some n. 
