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Abstract
This paper concerns the problem of applying the generalized goodness-of-fit (gGOF) type
tests for analyzing correlated data. The gGOF family broadly covers the maximum-based
testing procedures by ordered input p-values, such as the false discovery rate procedure, the
Kolmogorov-Smirnov type statistics, the φ-divergence family, etc. Data analysis framework
and a novel p-value calculation approach is developed under the Gaussian mean model and
the generalized linear model (GLM). We reveal the influence of data transformations to the
signal-to-noise ratio and the statistical power under both sparse and dense signal patterns
and various correlation structures. In particular, the innovated transformation (IT), which
is shown equivalent to the marginal model-fitting under the GLM, is often preferred for
detecting sparse signals in correlated data. We propose a testing strategy called the dig-
GOF, which combines a double-adaptation procedure (i.e., adapting to both the statistic’s
formula and the truncation scheme of the input p-values) and the IT within the gGOF
family. It features efficient computation and robust adaptation to the family-retained ad-
vantages for given data. Relevant approaches are assessed by extensive simulations and by
genetic studies of Crohn’s disease and amyotrophic lateral sclerosis. Computations have
been included into the R package SetTest available on CRAN.
Keywords: Signal Detection, Goodness-of-fit, Correlated Data, Data Adaptation, Ge-
netic Association
1. Introduction
With a long history and numerous applications, the goodness-of-fit (GOF) tests are one
of the breakthroughs of statistical data analysis algorithms (Kolmogorov, 1933; Kotz and
Johnson, 2012). In particular, the GOF tests provide a promising tool for signal detection
problems in analyzing big data. A collection of the GOF statistics such as the Higher
Criticism (HC) type statistics, the Berk-Johns (BJ) type statistics, and the φ-divergence
statistics, have been proven asymptotically optimal for weak-and-rare signals (Donoho and
Jin, 2004; Jager and Wellner, 2007; Wu et al., 2014). For a unified study of these GOF
statistics, we proposed a general family of statistics called the gGOF, which is defined by a
generic functional and a general truncation scheme of input p-values P1, ..., Pn (Zhang et al.,
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2017). Specifically, under the null hypothesis, all continuous p-values are from Uniform(0, 1).
Let P(1) ≤ ... ≤ P(n) be the ordered p-values. A gGOF statistic measures the supremum
departure of P(i) from its null expectation, which is roughly in :
Sn,f,R = supR f( in , P(i)), (1)
where at a fixed x = in the function f(x, y) is monotonically decreasing in y = P(i), and R
represents an arbitrary truncation scheme for these input p-values. The only requirement
for the gGOF is the monotonicity of the function f so that the smaller the input p-values
the larger the statistic, and the stronger the evidence is to against the null hypothesis.
Since a smaller p-value should always be more likely to represent a signal, this monotonicity
is essentially the minimal requirement for the efficiency of such maximum-based statistics
of ordered p-values. The truncation scheme R can be based on the index i and/or the
magnitude of P(i), for example, R = {i : k0 ≤ i ≤ k1}
⋂{P(i) : α0 ≤ P(i) ≤ α1} for given
k0 ≤ k1 ∈ {1, ..., n} and α0 ≤ α1 ∈ [0, 1]. R can be even more general, for example, by
taking sets of non-adjacent ordered p-values.
Moreover, the monotonicity of f is equivalent to the fact that f is invertible and thus
the distribution of a gGOF statistic can be written as a probability function of the cross-
boundaries of the ordered p-values:
P(Sn,f,R ≤ b) = P(sup
R
f( i
n
, P(i)) ≤ b) = P(P(i) > ui(b), for all i and P(i) ∈ R), (2)
where the boundaries are decided by the inverse of f and the threshold b:
ui(b) = f−1(
i
n
, b). (3)
Under the assumption that the input p-values are independent and identically dis-
tributed (iid), the calculations for the gGOF’s p-values and statistical power have been
well resolved (Zhang et al., 2017). However, correlation is a ubiquitous phenomenon in real
data analysis. A few problems need to be addressed for analyzing correlated data. First, to
practically apply the gGOF statistics, analytical p-value calculation under arbitrary corre-
lation is desired. Analytical calculation has advantages over the simulation-based empirical
approaches from both methodological and computational perspectives. Secondly, to study
the power of the gGOF for correlated data, it is important to understand how signal pat-
terns and correlation structures would influence the signal-to-noise ratio (SNR). Proper
transformations for the correlated p-values have a potential to advance signal detection,
whereas improper ones could cause harm too. Thirdly, since different test statistics in the
gGOF could have relative advantages under various signal patterns and data properties,
it is ideal to fully utilize the family-retained advantages to provide a powerful and robust
strategy.
In recent years, individual modifications have been proposed based on the gGOF statis-
tics for analyzing correlated data. In particular, the GHC and the GBJ (Barnett et al.,
2017; Sun and Lin, 2017) were proposed based on the original HC and BJ statistics in the
context of genetic association studies. These developments are very interesting and do im-
prove statistical power under circumstances. However, the original HC and BJ could still
2
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Figure 1: Statistical power for the HC, the GHC, the BJ, and the GBJ for detecting
multiple signals with and without the innovated transformation (innov). Input test statistics
(T1, ..., T100) ∼ N(µ,Σ), where µj = A for j ∈ M? = {j1, ..., jK} and µj = 0 otherwise.
X-axis: the number of signals K. Top-left penal: Σ(1)ij = 0.3 for i 6= j, A = 2 (the curves
of the HC-innov and the GHC-innov almost overlapped); top-right: Σ(2)ij = −0.01 for i 6= j,
A = 0.4; bottom-left: Σ(3)ij = |i − j|−1 for i 6= j, A = 2; bottom-right: Σ(4) = (Σ(3))−1,
A = 1. Type I error rate 0.05; 10,000 simulations; M? is uniformly distributed on {1, ..., n}.
have higher statistical power in analyses of correlated data. Figure 1 gives a few examples,
for which the HC/BJ could tie or even surpass the GHC/GBJ in power, especially after
the innovated transformation (IT). Detailed study and more comparisons of their relative
advantages are given in Section 5.2.
For analyzing correlated data, instead of carrying out individual developments of specific
statistics, the idea of this paper is to address the whole statistic family, and allow data to
3
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automatically choose the best statistic function f and truncation domain R. The gGOF
family is very broad, it covers not only the HC/BJ/GHC/GBJ type statistics, but also
other testing procedures such as the Bonferroni procedure and the false discovery rate
(FDR) procedure. Different statistics possess high statistical power under different signal
patterns. For example, the initial HC statistic (Donoho and Jin, 2004) is more powerful for
sparser signals, while the reverse HC statistic (Donoho and Jin, 2008) are more powerful for
denser signals (Zhang et al., 2017). Moreover, the p-value truncation scheme R is also quite
relevant. For example, the modified HC with R = {1 < i ≤ n/2, P(i) ≥ 1/n} improves the
performance over the statistic that has no truncations applied (Donoho and Jin, 2004; Li
and Siegmund, 2015). Thus, by allowing a general f and R the gGOF family could retain
all of these advantages to gain high and robust power in analyzing various data.
In addition, the nature of the gGOF in (2) leads to a unified calculation of p-values
both for any given statistics and for the data-adaptive omnibus test. It is convenient
to analytically calculate the exact null distribution, rather than relying on simulations,
which are typically needed for omnibus tests (Barnett et al., 2017; Sun and Lin, 2017).
Here we consider a double-adaptation test adapting to both f and R. Specifically, given
a gGOF statistic Sf,R at a fixed n, let Gf,R denote its survival function under the null
hypothesis. The statistic of the double-adaptation test is the smallest p-value among all
statistics indexed by both f and R, which represents the strongest statistical evidence
against the null:
So = inf
f,R
Gf,R(Sf,R). (4)
The survival function of So is
P(So > so) = P(Sf,R ≤ G−1f,R(so), for all f,R) = P(P(1) > u?1(so), ..., P(n) > u?n(so)), (5)
where for each i = 1, ..., n,
u?i (so) = sup
f,R
uf,R,i = sup
f,R
f−1( i
n
,G−1f,R(so)). (6)
The calculations for (2) and (5) are unified under the general problem of calculating
the cross-boundary probability. For independent data, such problem has been extensively
studied (Zhang et al., 2017). In paper we will provide analytical calculation methods under
correlated data. This methodology development has several advantages over the moment-
matching (MM) strategy based on the extended beta-binomial distribution (Barnett et al.,
2017; Sun and Lin, 2017). First, we provide direct derivation of the probability rather than
the approximation by matching the moments of a surrogate distribution. Such explicit
strategy allows obtaining the exact calculation under given correlation structures (e.g., the
equal-correlation). Since the probability is an explicit function of correlations, this meth-
ods is more helpful for understanding how correlations influence the testing performance.
Secondly, the new calculation allows arbitrary truncation R for p-values. Thirdly, the com-
putation is simpler. For example, underR = {i : k0 ≤ i ≤ k1}, based on (Zhang et al., 2017)
our computational complexity is O((k1−k0)2) whereas the MM always needs O(n3). More-
over, the explicit calculation strategy shows better accuracy under broad circumstances.
One complication in analyzing correlated data is that not only signal patterns but also
correlation structures influence testing performance. Sometimes correlation information
4
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could be properly utilized for improving statistical power. To address this issue under
the gGOF, we derive how the signal-to-noise ratios (SNRs, especially the largest ones)
are changed through linear transformation of the input statistics based on the correlation
matrix. In particular, we study the de-correlation transformation (DT) and the innovated
transformation (IT) (Hall and Jin, 2010; Jin and Ke, 2016; Fan et al., 2013), and reveal
conditions for them to strengthen or weaken the SNR under the GMM and the GLM.
For the GLM, we show that the marginal model-fitting is essentially the IT of the joint
model-fitting. This result is interesting because it indicates that the computationally-simple
marginal fitting is actually often superior to the computationally-expensive joint fitting for
correlated data analysis. Because of this advantage, the IT could be applied before the
gGOF, either implicitly through model-fitting or explicitly by transformation. As a natural
extension of the iHC (Hall and Jin, 2010), we call such testing procedure the igGOF test.
When the double-adaptation omnibus test in (4) is also carried out, we call the testing
procedure the digGOF.
The remainder of the paper is organized as follows. Section 2 formulates the hypothesis
testing problem under the GMM and the GLM. Section 3 presents some important test-
ing statistics and procedures as examples of the gGOF. The analytical p-value calculation
approaches are derived. A rejection boundary analysis is carried out to compare the per-
formance of typical gGOF tests. Section 4 presents a theoretical study on how the DT and
the IT change SNR under the GMM and the GLM. For weak-and-rare signals, the signal
detection boundary and the asymptotic optimality of the iHC are given under the GLM.
For more general signal and correlation patterns, we also provide a comprehensive study
under the bivariate regression model. Section 5 presents numerical studies to evidence the
accuracy of our p-value calculation approaches, and to compare the statistical power of
relevant tests in the context of data transformations. Section 6 illustrates the applications
in genetic studies. We summarize this work and discuss future plans in Section 7. The
Appendix contains the proofs of theorems as well as extra numerical results.
2. Models of Hypotheses
In this section we consider two well-connected settings for hypotheses: the Gaussian mean
model and generalized linear model. The GMM assumes that the distribution of the vector
of n input test statistics T = (T1, ..., Tn) is joint Gaussian:
T ∼ N(µ,Σ), (7)
where the correlation matrix Σ is known or can be reliably estimated, the mean vector µ is
the unknown parameter to be tested:
H0 : µ = 0 versus H1 : µ 6= 0. (8)
This family-wise hypothesis testing problem is also referred as the signal-detection problem
Donoho and Jin (2004). The magnitude of a nonzero mean element µi represents an SNR,
serving as a measure for signal strength. Certainly, a higher SNR is preferred because it
shall lead to higher statistical power. Depending on specific data analysis purpose, the
input p-values for the gGOF statistics defined in (1) is either one-sided or two-sided:
One-sided: Pi = Φ¯(Ti); Two-sided: Pi = 2Φ¯(|Ti|), (9)
5
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where Φ¯ denotes the survival function of N(0, 1). For consistency of the presentation, in this
paper the input statistics are always standardized such that Σ is a correlation matrix with
diagonal of 1’s. Such data standardization is consistent with the fact that any point-wise
rescaling for Ti won’t affect the input p-values nor the gGOF statistics.
The GLM is defined as
g(E(Yk|Xk·, Zk·)) = X ′k·β + Z ′k·γ, (10)
where for the kth subject, k = 1, ..., N , Yk denotes the response value, X ′k· = (Xk1, ..., Xkn)
denotes the design matrixXN×n’s kth row vector of n inquiry covariates, Z ′k· = (Zk1, ..., Zkm)
denotes ZN×m’s kth row vector of m control covariates. For example, in the gene-based
SNP-set studies, a gene contains n SNPs (single-nucleotide polymorphisms), Xk· is the geno-
type vector of the n SNPs of the kth individual; Zk· is the vector of m control covariates,
such as the intercept and other environmental and genetic variants. The null hypothesis
is that conditioning on the control covariates, none of the inquiry covariates are associated
with the outcome:
H0 : β = 0 vs. H1 : β 6= 0. (11)
The function g is called the link function based on the distribution of Yk given Xk· and Zk·.
Generally, Yk follows a distribution in the exponential family with density function
f(yk) = exp{ykθk − b(θk)
ak(φ)
+ c(yk, φ)},
where θ is the natural parameter, φ is the dispersion parameter, and the functions ak, b
and c are given.
Through the joint model-fitting, the GLM with correlated covariates is connected to the
GMM in (7). Joint model-fitting means that the estimation of β is made simultaneously.
Here we consider the classic one-step maximum likelihood estimation (MLE, cf. Theorem
4.19 and Exercise 4.152 of Shao (2010)). Let µ(0)k = g−1(Z ′k·γ(0)), k = 1, ..., N , be an
initial estimation, where γ(0) is the MLE estimator of γ under H0. Denote the estimated
diagonal matrix of weights be W = diag(Var(0)(Yk))1≤k≤N = diag(a(φ(0))b′′(θ(0)k ))1≤k≤N ,
where φ(0) and θ(0)k are also the MLE of φ and θk under H0, respectively. For example in
the logit model, if Z is a column of ones for the intercept, then µ0 = y¯, γ(0) = g(y¯). Define
X˜ = W 1/2X, Z˜ = W 1/2Z. H˜ = Z˜(Z˜ ′Z˜)−1Z˜ ′ is the projection matrix onto the column
space of Z˜. Assume X˜ ′(I − H˜)X˜ is of full rank, it can be shown (see Theorem 4) that the
joint model-fitting estimator of β is
βˆJ = (X˜ ′(I − H˜)X˜)−1X ′(Y − µ(0)) D→ N(β, (X˜ ′(I − H˜)X˜)−1), (12)
as N →∞. To obtain the input p-values by (9) for the gGOF, the input statistics are the
standardized βˆJ :
TJ = Λ˜βˆJ D→ N(Λ˜β, Λ˜(X˜ ′(I − H˜)X˜)−1Λ˜), (13)
where the diagonal matrix Λ˜ = diag( 1√
λ˜i
)1≤i≤n, with λ˜i = ((X˜ ′(I − H˜)X˜)−1)ii being the
diagonal elements of (X˜ ′(I − H˜)X˜)−1.
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A special case of the GLM is the linear regression model (LM), where Yk is Gaussian.
The model equation becomes
Y = Xβ + Zγ + , (14)
where XN×n and ZN×n are still the inquiry and controlling design matrices with their kth
row vectors being X ′k· and Z ′k·, respectively. The error term  ∼ N(0, σ2IN×N ), where the
variance σ2 is assumed known or can be consistently estimated. Here the one-step MLE
is the same as the least-squares (LS) estimation for the joint model-fitting. In particular,
the weights matrix W = diag(1/σ2); the initial estimation µ(0) = H˜Y is the projection
of Y/σ onto the column space of Z, i.e., the LS estimator Yˆ /σ under H0. Note that the
standardized statistics exactly follow the normal distribution:
TJ = ΛβˆJ/σ ∼ N(Λβ/σ,Λ(X ′(I −H)X)−1Λ), (15)
where the diagonal matrix Λ = diag( 1√
λi
)1≤i≤n, with λi = ((X ′(I −H)X)−1)ii.
From the perspective of TJ , the GLM model can be considered as a restricted GMM. In
the GMM, µ and Σ are defined independently. In the GLM, even though the “effects” β are
defined separately from data X and Z, both the mean vector µTJ (which is related to the
signals under H1) and the correlation matrix ΣTJ depend on the data correlation structure.
Consider the formula in (13), X˜ ′(I − H˜)X˜ gives a measure of the covariance among the
inquiry covariates conditional on the control covariates. For example, in the LM when Z
contains a single column of 1’s, X˜ ′(I − H˜)X˜ = X ′(I − J)X (where J is a matrix of 1/n) is
exactly the empirical covariance matrix among the columns of X. The connection between
the input statistics TJ and the data correlation structure raises two consequences. First, the
signal strength depends on data correlation. For example, as to be shown in Section 4.1.2,
it is often the case that λ˜i > 1, indicating the signal strength in TJ is actually less than the
effect size defined by the nonzero elements of β. Secondly, a proper linear transformation
of the input statistics is related to the data correlation, which we will also discuss further
in Section 4.
3. The gGOF Family
In this section we first introduce some important hypothesis-testing procedures as examples
of the gGOF. Then we provide analytical p-value calculations for the gGOF, based on which
a study of rejection boundary for the gGOF procedures is also given.
3.1 Examples of the gGOF
The gGOF family defined in (1) and (2) is based on a very general functional. It covers
a broad range of statistics and testing procedures. For example, the initial Kolmogorov-
Smirnov test statistic is a simple case of the gGOF statistic (c.f. Kolmogorov (1933) and
Shao (2010), page 447). The KS statistic directly measures the difference between x = i/n
and y = P(i). That is, the corresponding f function is defined by
fKS+(x, y) = x− y.
Jager and Wellner introduced a collection of φ-divergence statistics (Jager and Wellner,
2007), which are also based on the supremum of functions with a statistic-defining parameter
7
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s:
fφs (x, y) =
1
s(1− s)(1− x
sy1−s − (1− x)s(1− y)1−s), s 6= 0, 1,
fφ1 (x, y) = x log(
x
y
) + (1− x) log(1− x1− y ), and
fφ0 (x, y) = y log(
y
x
) + (1− y) log(1− y1− x).
(16)
Since only small p-values P(i) < in (instead of large p-values) indicate signals or effects, it is
appropriate to consider the one-sided φ-divergence statistics, which can be simply written
as
fs(x, y) =

√
2nfφs (x, y) y ≤ x,
−
√
2nfφs (x, y) y > x.
(17)
Thus, the one-sided φ-divergence statistics are a special case of the gGOF and cover the HC
statistics HC2004 and HC2008 (Donoho and Jin, 2004, 2008) for s = 2 and −1, respectively:
fHC2004 =
√
n(x− y)√
y(1− y) ; fHC2008 =
√
n(x− y)√
x(1− x) . (18)
Also, the Berk-Jones (BJ) statistic and the reverse Berk-Jones statistics (Berk and Jones,
1979) correspond to s = 1 and 0, respectively.
Based on the HC and the BJ, the GHC (Barnett et al., 2017) and the GBJ (Sun
and Lin, 2017) were created to explicitly account for correlations, largely motivated from
an interpretation perspective. In particular, the GHC is a version of the HC except the
denominator was replaced by the formula of the variance of the numerator, which is related
to correlated Bernoulli random variables. Similarly, the GBJ is a version of the BJ except
with the probability calculation conditional on the correlated input statistics. The statistic
formulas of the GHC and the GBJ are somewhat complex, but both can be written in the
form of the cross-boundary probability of the gGOF in (2).
Furthermore, the traditional Bonferroni and the false discovery rate (FDR) procedures
also can be considered as special cases in the gGOF family. At a given significance level
α, the Bonferroni procedure is to reject H0 if any p-values are less than αn . Following the
formula in (1), we can consider a gGOF statistic with the f function:
fB(x, y) =
α
n
− y.
Similarly, the FDR procedure is to reject H0 if any p-values are less than α in , and thus we
can consider a gGOF statistic corresponding to
fFDR(x, y) = αx− y.
No truncation is required for both statistics, i.e., R = {1 ≤ i ≤ n}. The Bonferroni
procedure and the FDR procedure are equivalent to these two statistics respectively at the
decision-making threshold b = 0.
8
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3.2 P-value Calculations for the gGOF under Dependence
In this section we propose a strategy to calculate the p-values for the gGOF statistics and
the adaptive version in (1) and (4). First, Theorem 1 provides an exact calculation under
the equal-correlation case. Denote φ(z) and Φ(z) the density and the distribution function
of N(0, 1), respectively.
Theorem 1 Consider the input statistics T in (7) with µ = 0, Σij = ρ for all i 6= j.
Assume R = {i : k0 ≤ i ≤ k1}. Let U(1) ≤ ... ≤ U(n) be the order statistics from n iid
Uniform(0, 1) random variables. For any gGOF statistic in (1):
P(Sn,f,R < b) =
∫ ∞
−∞
P(U(i) > ci(z), i = k0, ..., k1)φ(z)dz, (19)
where for the one-sided input p-values in (9),
ci(z) = 1− Φ
(
Φ−1(1− ui)−√ρz√
1− ρ
)
,
with ui given in (2), and for the two-sided input p-values,
ci(z) = 1− Φ
(
Φ−1(1− ui/2)−√ρz√
1− ρ
)
+ Φ
(−Φ−1(1− ui/2)−√ρz√
1− ρ
)
.
Efficient calculation methods for the exact or the approximate value of P(U(i) > ai, i =
k0, ..., k1) have been given in Zhang et al. (2017). The integration over z can be easily
calculated by numerical methods.
In real data analysis, the structure of the correlation matrix Σ could be complex. To
address this situation, we provide two approaches to approximate the distributions of the
gGOF statistics based on the exact calculation developed above.
The first approach is called the weighted average method (WAM). It is specially designed
for correlation matrices that are roughly Toeplitz. That is, the off-diagonal lines have equal
elements, i.e., Σ(l, k) = ρj , j = |l − k|. This assumption is appropriate for data with
proportionally decaying correlations. For example, in time series data or genetic data,
correlations often decay over time or locations. Let GΣ(b) ≡ P(Sn,f,R < b|Σ) be the
distribution function of Sn,f,R, where Σ is the correlation matrix of the input statistics T .
Denote Σj the equal-correlation matrix with correlation ρj . The WAM approximation is
GΣ(b) =
αn∑
j=1
ωjGΣj (b).
Theoretical (Cai et al., 2010) as well as our empirical studies show that the near off-diagonal
components are more important for characterizing Σ. Thus, we propose a band-width
parameter α ∈ (0, 1) to truncate the far-end off-diagonals. The weights are based on the
relative size of the off-diagonal lines: ωj = n−j((1+α)n−1)(1−α)n/2 , j = 1, ..., αn. Empirical
results show that α = 0.5 is a robust choice in most cases. When Σ is not exactly Toeplitz,
we can define ρj be the average correlation on the jth off-diagonal of Σ.
9
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When the correlation matrix Σ is more complicated than Toeplitz, we propose a second
approach based on the LOESS (LOcal regrESSion). That is, we obtain the GΣ(b) curve
by a local-smoothing curve fitting of GΣj (b) around the point b. Σj still represents the
equal-correlation matrix with constant correlation ρj . However, instead of focusing on the
near off-diagonals in WAM, here ρj is chosen from all elements in Σ. The idea is that large
correlation elements in Σ, even if not necessarily close to the diagonal, could likely have
non-negligible influence. The algorithm steps are given below:
(1) Set m equal-distance neighbor points in the interval around b, i.e., bi ∈ [b − , b + ],
i = 1, ...,m.
(2) For each bi, randomly choose N off-diagonal elements ρj of Σ to calculate yij =
GΣj (bi), j = 1, ..., N .
(3) Use yij as the input data for a local polynomial regression with tri-cube weights to
predict the curve GΣ(b) (Cleveland et al., 1992).
Note that the random choice in step (2) allows a higher chance of picking correlations from
near-diagonal elements of Σ, and thus essentially gives a heavier weight for them. For
implementation, we found m = 10,  = 1, N = n, and the curve function of quadratic
polynomials often provide a good rule of thumb. Comparing these two approaches, WAM is
often more accurate when Σ is close to Toeplitz pattern, while LOESS is often more robust
when correlation is more complex.
Regarding the p-value calculation of the digGOF, as described in (5) the calculation is
still about the cross-boundary probability. Thus, it follows the same methods given above.
The key is to obtain the boundaries u?i . For efficient computation, we consider double-
adaptation over a discrete sequence of functions and truncations {(f1,R1), (f2,R2), ...}.
Here any monotone functions fj would work. For example, one choice could be the φ-
divergence family in (17), where all fs functions s ∈ [−1, 2] ensure the asymptotic optimality
for detecting weak-and-rare signals (Jager and Wellner, 2007). At the same time, we consider
truncation domains Rj = {i : k0j ≤ i ≤ k1j} based on the index i only. Note that for a given
data, the adaptation of i to Rj for all k0 ≤ k1 ∈ {1, ..., n} is equivalent to the adaptation
of P(i) to {α0j ≤ P(i) ≤ α0j} for all α0j ≤ α1j ∈ [0, 1]. Moreover, computation can be
significantly simplified. Specifically, denote the digGOF statistic in (4) as So = infj Gj(Sj),
its survival function under H0 is
P(So > so) = P(Sj(P1, ..., Pn) < G−1j (so), for all j) = P(P(1) > u?1(so), ..., P(n) > u?n(so)),
where u?i (so) = supj uji(so). Here, for each given j, we only need to calculate uji within
k0j ≤ i ≤ k1j because
uji(so) =
{
f−1j ( in , G
−1
j (so)) if k0j ≤ i ≤ k1j ,
0 otherwise.
(20)
When the input statistics are iid, or they are under the equal-correlation, the calculation
can be exact based on Zhang et al. (2017) or Theorem 1 above. Under complex correlations,
approximation algorithms by WAM or LOESS will be applied.
10
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3.3 Rejection Boundary Analysis
For any gGOF statistic, let bα be the threshold in (2) that controls the type I error rate at
α. For this statistic to accept H0, the acceptance region is
AS = {P(i) : P(i) > ui(bα), for all i and P(i) ∈ R}. (21)
The rejection region is AcS because H0 is rejected whenever P(i) ≤ ui(bα) at any i. Thus, for
any gGOF statistic at given n, Σ and α, we call the series {u1(bα), ..., un(bα)} the rejection
boundary (RB) of this statistic. A uniformly higher RB curve indicates a uniformly higher
statistical power over all possible signal strength. However, when RBs cross, the relative
power advantages depend on signal patterns.
Figure 2 illustrates the RBs at the logarithm scale for various gGOF statistics. The left
panel evaluates various φ-divergence statistics with s ∈ {−2,−1, 0, 1, 2, 3}. The RB curves
show an interesting pattern: statistics with larger s (e.g., HC2004 with s = 2) have higher
RBs at the top ranked p-values. If signals are strong and sparse so that they correspond
to the smallest input p-values, then these statistics are more sensitive to these signals and
thus likely give more statistical powerful. On the other hand, statistics with small s are
more sensitive to the lower ranked p-values, indicating their advantages to detect signals
that are weaker and/or denser. Such an observation also indicates that a proper p-value
truncation domain R could benefits the statistic power. As shown in the right panel, the
omnibus methods over various fs functions provides a more balanced and thus more robust
solution. The RB curves of the omnibus tests tend to be closer to the best statistic at all
positions.
The study of RB is a good way to understand the performance of the gGOF statistics.
However, it cannot replace the study of statistical power. In particular, the distances
between two RB curves at different locations do not proportionally reflect their relative
advantages in terms of statistical power. That is, depending on signal and correlation
patterns, a small RB curve difference at some locations could be more important than a
larger RB curve difference at other locations. Thus, if two RBs cross, it is hard to say which
method is more powerful, especially when the signal pattern is to be determined in a real
data analysis.
4. Data Transformations
In this section we consider linear transformations of the input statistics before getting the
input p-values. Proper transformation could utilize correlations to increase signal strength
and thus improve the group-testing procedures. The first part of this section addresses
sparse signals; the second part studies arbitrary dense signals and correlations under a
bivariate regression model.
4.1 Sparse Signals and Transformations
For sparse signals, we first illustrate the problem under the GMM, and then extend the
results into the GLM setting.
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Figure 2: The log rejection boundary of the φ-divergence statistics and their omnibus
versions. The null hypothesis is rejected as long as one value of log10(P(i)) is below the
boundary. Left panel: RBs for φ-divergence statistics with s = 3 (black), 2 (i.e., HC2004,
red), 1 (i.e., the BJ, green), 0 (i.e., reverse BJ, blue) and −1 (i.e., HC2008 or reverse HC,
cyan). Right panel: RBs for HC2004 (red), omnibus over HC2004 and the BJ (black), and
omnibus over φ-divergence statistics with s ∈ {−1, 0, 1, 2, 3} (green).
4.1.1 Transformations Under the GMM
For a vector of input test statistics under the GMM in (7), Hall and Jin (2010) proposed
the de-correlation transformation (DT) and the innovated transformation (IT). Define the
Cholesky factorization of Σ by a lower triangular matrix Q, i.e. Σ = QQ′ or Q′Σ−1Q = I.
Define U = Q−1, which is also a lower triangular matrix. We have Σ−1 = U ′U or UΣU ′ = I.
The DT is simply to apply U transformation such that the input statistics become
independent:
TDT = UT ∼ N(Uµ, I). (22)
For the IT, we define it in a more specific way as below:
Definition 2 For a Gaussian random vector T in (7), if the locations of the nonzero ele-
ments of µ do not depend on Σ, then the IT of T is
T IT = DΣ−1T ∼ N(DΣ−1µ,DΣ−1D), (23)
where D = diag(1/
√
(Σ−1)ii, i = 1, ..., n).
The rescaling matrix D is for making sure the variances of T IT are 1, to be consistent with
the GMM definition in (7). Thus the nonzero means in DΣ−1µ represent the SNRs. A subtle
but more important requirement is that the locations of the nonzero means are independent
of the correlation. This requirement rules out the inverse transformation procedure because
the locations of the nonzero elements of Σ−1µ are determined not only by µ but also by
12
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Σ−1. In other words, this requirement anchors a baseline for the IT procedure and make it
a directional transformation. Therefore, the definition of the IT is in consistence with the
direction of SNR change.
It should be noted that the transformations proposed by Hall and Jin (2010) are broader:
VbnT ∼ N(Vbnµ, VbnΣV ′bn), (24)
where Vbn is a transforming matrix with some off-diagonals being truncated and all columns
being normalized (which is also for rescaling the statistics). The band width of the non-
truncated diagonals is controlled by bn: when bn = 1, V1 = U , the transformation is the DT;
when bn = n, V1 = DΣ−1, the transformation is the IT. Besides providing a spectrum of
transformations, introducing bn also provides technique convenience in theoretical proof of
asymptotic optimality as n→∞ (also see Theorem 5 below). Meanwhile, in practical data
analyses with finite n, the DT and the IT are often enough to represent the two extremes
of the signal strength after transformation. Figure 3 demonstrates a study on the influence
of bn. As demonstrated in the first row, when the signals are separated far from each other,
the IT is often better than the DT in terms of a larger maximum SNR. When signals are
clustered (second row) the transformed SNRs depend more on the off-diagonal correlations.
Here the inverse correlation matrix has negative entries, which leads to signal cancellations
in IT, and the DT is a better choice. The performance of other transformations at different
bn values are between the IT and the DT. For simplicity, in practical data analysis we could
focus on choosing from these two transformations.
In the following, we study the conditions for the DT and the IT to increase SNRs.
One scenario is illustrated in the first row of Figure 3. Roughly speaking, the signals are
sparse relatively to the correlations. It is also referred as the sparse-signal-sparse-correlation
condition in literature (Fan et al., 2013). However, we emphasize that the relativeness of
the sparsity. That is, as long as signals are sparse enough, the correlation could be dense.
Also note that the condition is irrelevant to positive or negative correlations.
Specifically, the reasoning is based on a few important linear algebra properties about
Q, U and Σ−1:
1. Since Σ is a symmetric positive definite matrix with diagonal of 1’s, the diagonal of
Q can be calculated as Qj,j =
√
Σj,j −∑kQ2j,k = √1−∑kQ2j,k ≤ 1. The diagonal
elements of U = Q−1 satisfy Uj,j = 1/Qj,j ≥ 1.
2. Σ−1 is symmetric with diagonal elements
(Σ−1)j,j =
n−j∑
k=0
u2j+k,j ,
with special cases: (Σ−1)1,1 =
∑n−1
k=0 u
2
1+k,1 and (Σ−1)n,n = u2n,n. Thus the diagonal
elements Uj,j are increasing in i, with
1 = U1,1 < U2,2 < ... < Un,n =
√
(Σ−1)n,n, (25)
and (Σ−1)1,1 = ... = (Σ−1)n,n > 1.
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Figure 3: SNR before and after transformations. First row: µ16 = µ32 = µ48 = 1 and other
µi = 0. Second row: µ16 = µ17 = µ18 = 1 and other µi = 0. Bars on left: all SNRs after the
DT (black) and the IT (red) over positions i = 1, ..., 50. Curves on right: max SNRs over
bn = 1, ..., n. Σ is polynomial-decay with Σij = |i− j|−1, i 6= j and Σii = 1, i = 1, ..., 50.
3. If Σ is polynomially decaying, then Q, U and Σ−1 are all polynomially decaying (Sun,
2005; Hall and Jin, 2010).
To understand the idea easily, we can first start with the simplest case where there is
only one non-zero element of µ at position j, i.e., µj = A for a constant A and µi = 0 for
all i 6= j. For the DT, by (25), the post-transformed mean vector Uµ has an increase SNR
at the jth element (Uµ)j = AUj,j ≥ A. Similarly, the SNR after the IT is even further
increased over the DT because (DΣ−1µ)j = 1√(Σ−1)j,j (Σ
−1)j,jA = A
√
(Σ−1)j,j ≥ AUj,j .
The deduction can be extended to a more general case of multiple true signals, which is
demonstrated by the diagram in Figure 4. Dots in µ represent nonzero elements; segments
14
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Figure 4: Demonstration of the IT when signals (represented by dots in µ) are sparse and
widely spread relatively to the non-negligible correlations (represented by dots in DΣ−1).
Empty cells represent zero or close-to-zero elements.
in DΣ−1 represent the band width of non-negligible correlations. Because diagonal elements
of DΣ−1 are larger than 1, if the distances between signals are wider than the correlation
band, i.e., the signals are sparser than the correlations, after transformation the SNR in
DΣ−1µ are increased. The off-diagonal correlations could create more nonzero elements
in DΣ−1µ, but they are likely smaller, and thus are less influential. On the other hand,
the inverse transformation from DΣ−1µ back to µ will reduce SNR. But because nonzero
locations in DΣ−1µ depend on the correlation Σ, by Definition 2 we do not consider this
inverse procedure as the IT.
The idea of Figure 4 has been mathematically formulated under the GMM (Arias-Castro
et al., 2011; Hall and Jin, 2010). Specifically, let µj = A for j ∈ M∗ = {j1, ..., jK}, where
M∗ represents the locations of true signals. A sufficient condition for the DT and the IT
to increase SNR is: 1) the signals are sparse, e.g., K = o(n); 2) the signal locations M∗ is
uniformly distributed over {1, ..., n}; and 3) correlation matrix Σ is polynomially decaying,
such that U , Q, and Σ−1 are also polynomially decaying. These requirements guarantee
that the signals are widely spread with high chance, are sparse relatively to correlations, and
are independent of the correlation structure. Under this condition, after transformation,
the SNRs are still roughly AUj,j for the DT and A
√
(Σ−1)j,j for the IT (cf. Lemma 6 in
Arias-Castro et al. (2011) and Lemma 11.2 in Hall and Jin (2010)). Thus the DT and the
IT still strengthen the signals. Below we extend the study to the GLM.
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4.1.2 Transformations Under the GLM
In this section we study the transformations under the GLM in (10). First we consider the
special case of linear regression model in (14). Theorem 3 relates the transformation types
to the model-fitting types. That is, we can consider the marginal model-fitting as the IT of
the joint model-fitting. When signals are sparse, no matter what the correlation structure
of the data is, the marginal model-fitting is better than the de-correlation strategy, the
latter is better than the joint model-fitting.
Theorem 3 Consider linear regression model in (14) with the error term  ∼ N(0, σ2I),
where σ is assumed known. H = Z(Z ′Z)−1Z ′ is the projection matrix onto the columns of
Z. Denote Xj the jth column of X, j = 1, ..., n.
1. Under the least squares estimation (assuming it exists), the test statistics by the joint
model-fitting are TJ in (15), the test statistics by the marginal model-fitting are
TM = CX ′(I −H)Y/σ ∼ N(ΣTMC−1β/σ,ΣTM ), (26)
where C = diag( 1√
X′j(I−H)Xj
)1≤j≤n, ΣTM = CX ′(I−H)XC is the correlation matrix
of TM .
2. The IT of TJ is TM , i.e., T ITJ = TM . The DTs of TJ and TM are the same:
TDTJ = TDTM = UMCX ′(I −H)Y/σ ∼ N((CU ′M )−1β/σ, I),
where UM is the inverse of the Cholesky factorization of ΣTM , i.e., UMΣTMU ′M = I.
3. If under H1 β has one nonzero element A > 0, then E(TJ) ≤ E(TDTJ ) ≤ E(TM ).
A few remarks can be made. First, TJ and TM can be mutually transformed by mul-
tiplying the inverse correlation matrix. However, by definition we do not say TJ is the IT
of TM because the nonzero locations in E(TM ) depend on the correlations. Treating the
joint model-fitting as the starting point is reasonable also because the estimate βˆJ is unbi-
ased. The marginal estimator βˆM is biased due to correlations, but it could provide more
statistical power for the signal detection problem. Secondly, the correlations among input
statistics in TM is consistent with the correlations among covariates, while the correlations
among input statistics in TJ are the inverse. For example, if the covariates are positively
correlated, then the starting point TJ often has negative correlations. Therefore, TM is the
IT of TJ transformed by a matrix of positive correlations. Thirdly, the Theorem 3 considers
one signal for simplicity, but the similar result can be shown as long as the signals are
sparser than the correlation. This situation is illustrated in Figure 4 and the formal result
is given in Theorem 5. Fourthly, Theorem 3 assumes the LSE of the joint model-fitting
exists, which is satisfied if X ′(I − H)X is full rank. Even if it does not exist (e.g., high
dimensional data analysis problem with N < n + m), the marginal fitting is still a good
choice due to it’s simple computation and it’s connection with the IT.
The result of Theorem 3 can be extended to the GLM, a more general tool for data
analysis. The main difference is that under the GLM, the distributions of TJ and TM can
only be guaranteed asymptotically normal.
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Theorem 4 Consider the GLM in (10).
1. Under the one-step maximum likelihood estimation (assuming it exists), the test statis-
tics by the joint model-fitting are TJ in (13). The test statistics by the marginal
model-fitting are
TM = CX ′(Y − µ(0)) D→ N(ΣTMC−1β,ΣTM ), (27)
where µ(0) is the MLE estimator of the mean under H0, C = diag( 1√
X˜′j(I−H˜)X˜j
)1≤j≤n,
X˜j is the jth column of matrix X˜ = W 1/2X, and W = diag(Var(0)(Yk))1≤k≤N is the
estimated weights matrix under H0. ΣTM = CX˜ ′(I − H˜)X˜C is the correlation matrix
of TM , where H˜ = Z˜(Z˜ ′Z˜)−1Z˜ ′ and Z˜ = W 1/2Z.
2. The IT of TJ is TM , i.e., T ITJ = TM . The DTs of TJ and TM are the same:
TDTJ = TDTM = UMCX ′(Y − µ(0)) D→ N((CU ′M )−1β, I),
where UM is the inverse of the Cholesky factorization of ΣTM , i.e., UMΣTMU ′M = I.
3. If under H1 β has one nonzero element A > 0, then E(TJ) ≤ E(TDTJ ) ≤ E(TM ).
Under the GLM with sparse coefficients β and Toeplitz correlation of covariates, we can
give the detection boundary of all statistics and show the optimality of iHC for detecting
asymptotically weak-and-rare signals. This result readily follows Theorem 4 and the work
of Hall and Jin (2010). Specifically, the technique assumptions are
(A) For jk ∈M∗ = {j1, ..., jK}, βj = Anj =
√
2rj logn for j ∈M∗, and βj = 0 otherwise.
The β domain M∗ has a size K = n1−α, α ∈ (1/2, 1), indicating sparse signals.
Moreover, M∗ uniformly distributes on {1, ..., n} with equal probability (nK)−1.
(B) Assume that Σ = Λ˜(X˜ ′(I−H˜)X˜)−1Λ˜ in (13) can be written as a Toeplitz matrix that
is generated by a spectral density f on (−pi, pi), i.e.,
Σjk =
1
2pi
∫ pi
−pi
f(t)e−i|j−k|tdt
is the |j − k|th Fourier coefficient of f .
(C) Assume there exist constants γ > 1 and M0 = M0(f) > 0 such that
|Σjk| ≤ M0(f)(1 + |j − k|)γ ,
which indicates that Σ’s off-diagonals decay at a polynomial rate or faster.
Theorem 5 Consider the GLM in (10). Under the above described assumptions (A)-(C),
the detection boundary for β is
ρ∗j (α) =
ρ(α)
X˜ ′j(I − H˜)X˜j
, where ρ(α) =
{
α− 1/2 1/2 < α ≤ 3/4,
(1−√1− α)2 3/4 < α < 1.
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When rj < ρ∗j (α), all hypothesis tests are asymptotically 0 power in the sense that the sum
of the type I and the type II error rates converges to 1 as N > n → ∞. When rj > ρ∗j (α),
if we transform TJ by (24) with the bandwidth bn = logn, apply the input p-values in
(9) to HC2004 statistic in (18) with R = {1/n ≤ P(i) ≤ 1/2}, and reject H0 whenever
HC2004 ≥ (logn)5/2, then such iHC procedure is asymptotically powerful in the sense that
at any fixed type I error rate its power converges to 1 as N > n→∞.
4.2 Dense Signals and Transformations
Above results show that the marginal model-fitting, which corresponds to the IT, is always
a good choice under sparse signals. For more general signal- and correlation-patterns, in
this section we compare different testing strategies by the bivariate regression model of
two correlated covariates: X = (X1, X2). We compare both the individual as well as the
summational statistics under both the joint and the marginal model-fitting methods. The
summational statistic is a classic strategy for combining test statistics or p-values after the
Z-transformation (Stouffer et al., 1949; Littell and Folks, 1971). Under regression model,
the distributions of statistics are exactly Gaussian following Theorem 3. The results can
also be extended to the GLM following Theorem 4.
Under the bivariate regression model, by (26), we assume the scaled coefficients (repre-
senting the sizes of effects) and the correlation of the data are, respectively,
C−1β/σ =
(
a
b
)
and ΣTM = CX ′(I −H)XC =
(
1 ρ
ρ 1
)
.
We have
Σ−1TM =
1
1− ρ2
(
1 −ρ
−ρ 1
)
; UM =
1√
1− ρ2
(√
1− ρ2 0
−ρ 1
)
.
The two statistics in the marginal-fitting are,
TM =
(
TM1
TM2
)
∼ N(
(
a+ ρb
ρa+ b
)
,
(
1 ρ
ρ 1
)
).
The rescaled summational statistic under the marginal-fitting is
TMS =
TM1 + TM2√
2(1 + ρ)
∼ N((a+ b)
√
1 + ρ
2 , 1).
For the joint model-fitting, by (15) the statistics are
TJ =
(
TJ1
TJ2
)
∼ N(
√
1− ρ2
(
a
b
)
,
(
1 −ρ
−ρ 1
)
).
As shown in Theorem 3, TM is the IT of TJ . The rescaled summational statistic under the
joint fitting is
TJS =
TJ1 + TJ2√
2(1− ρ) ∼ N((a+ b)
√
1 + ρ
2 , 1).
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Figure 5: SNRs for marginal- and joint-fitting statistics and the summation statistic. Left:
E(TM2); Middle: E(TJ2); Right: E(TMS). X-axis: a ∈ [−1, 1]; y-axis: ρ ∈ [−1, 1]. Fixing
b = 1.
Interestingly, TJS and TMS follow the same distribution. Therefore, the two model-fitting
strategies do not influence the statistical power of such summational statistic.
After the DT we have
TDTM = UMTM ∼ N(
(
a+ ρb
b
√
1− ρ2
)
, I).
Since TDTM1 = TM1 and TDTM2 = TJ2, we don’t have to consider TDTM separately. For the
other three statistics, due to the symmetry of the expressions we can assume 0 ≤ |a| ≤ b
without loss of generality. Under this assumption, E(TM1) ≤ E(TM2) and E(TJ1) ≤ E(TJ2).
Since a bigger SNR is more relevant to statistical power of the gGOF, we can simplify the
comparisons among three SNRs:
E(TM2) = ρa+ b; (28a)
E(TJ2) = b
√
1− ρ2; (28b)
E(TMS) = E(TJS) = (a+ b)
√
1 + ρ
2 . (28c)
Figure 5 gives the 3-D surfaces of the three SNRs at b = 1, a ∈ [−1, 1], and ρ ∈ [−1, 1].
Based on the magnitude and directionality of a, b, and ρ, which represent the signal and
correlation patterns, we can conclude the relative advantages of these three test statistics
based on their SNRs. In case of sparse signals, i.e., when a = 0, E(TM2) = b is always
the largest. This result is consistent with Theorems 3 – 5 that marginal fitting, which is
essentially the IT in linear models, is the optimal strategy for sparse signals.
In case of dense signals, i.e., assuming 0 < |a| ≤ b, the relative advantage depends on a
and ρ. A few interesting observations can be made. First, under independence with ρ = 0,
E(TM2) = E(TJ2) = b and E(TMS) = a+b√2 . Here the marginal-fitting and the joint-fitting
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are equivalent; both could be better or worse than the summational statistic, depending on
the values of a and b. Secondly, when a = b, representing the equal-signal case (which is
often assumed in theoretical studies, e.g., Theorem 5 above and literature studies such as
Donoho and Jin (2004); Hall and Jin (2010)), the SNRs can be written as
E(TJ2) = b
√
1− ρ√1 + ρ;
E(TM2) = b(1 + ρ) = b
√
1 + ρ
√
1 + ρ;
E(TMS) = b
√
2
√
1 + ρ.
In this case, E(TMS) is always the largest, indicating that statistic summation is the best,
no matter what the correlation ρ is. Meanwhile, if ρ > 0, E(TJ2) is the smallest; if ρ < 0,
E(TM2) is the smallest. Thirdly, consider positive dependence with ρ > 0, which is often
true in many practical applications. In this case if a > 0 has the same sign (representing
the same signal direction) as b, then E(TJ2) is always the smallest, indicating that the
joint-fitting is the least preferred in this case.
It is also of interest to see the influence of correlation ρ within each testing strategy.
If SNR increases when comparing itself under ρ = 0, then the signal is strengthened by
correlation; otherwise, signal is weakened. First, for the joint model-fitting, note that
E(TJ2) = b
√
1− ρ2 < b no matter whether ρ is positive or negative. This result indicates
that correlation always weakens a signal under the joint model-fitting, which is irrelevant
to the directionality of ρ and a. Secondly, for the summational statistics, E(TMS) in (28) is
monotone in ρ. That is, the signal is weakened when ρ < 0, and is strengthened when ρ > 0,
which is true at any given a. Meanwhile, SNR is always weakened by cancellation whenever
a and b have opposite signs at any given ρ. For example, if a = −b, E(TMS) = 0, no matter
whether X1 and X2 are positively or negatively correlated. In fact, unless a, b, and ρ have
the same sign, E(TMS) would always suffer signal cancellation. Moreover, if signals have
different directions, E(TMS) suffers more cancellation than E(TM2). For example, when
a = −b, we always have E(TMS) = 0 indicating no signal, whereas E(TM2) still is nonzero
unless ρ = 1. Thirdly, E(TM2) depends on the product aρ. If aρ is in the same direction as
b, signal is enhanced; otherwise, signal is weakened by cancellation.
Based on the comparisons among the three SNRs in (28), we can conclude a few general
rules. First, the marginal fitting has the advantage when signals are sparser than the
correlation, or when signals and data correlations are in the same direction (e.g., a, b, and
ρ have the same sign). Secondly, joint fitting could be preferred when marginal fitting
leads to heavy signal cancellation. For example, when signals have the same sign but are
negatively correlated, or when the signals have opposite signs but are positively correlated
(e.g., ρ = 0.5, a = −1, b = 1 give E(TJ2) =
√
0.75 > E(TM2) = 0.5 > E(TMS) = 0).
Thirdly, when ρ → −1, E(TJ2) = E(TMS) = 0 (i.e., signal fully cancelled), but marginal
statistics still have a residual signal: E(TM2) = b− a, which could be even bigger if a < 0.
Figure 6 shows the contrasts among these three SNRs in (28) at b = 1 with a ∈ [−1, 1]
and ρ ∈ [−1, 1]. The positive differences are red colored, indicating the first SNR is larger
than the second one. The green color represents the opposite. For example, E(TM2) is
mostly equal or larger than E(TJ2), except in two relatively smaller areas, where a and ρ
have opposite signs and both are large in magnitude. E(TM2) is also mostly equal or larger
than E(TMS), except in one region where a is positive and large. The joint-fitting and the
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Figure 6: Contrasts of SNRs for marginal- and joint-fitting statistics and the summational
statistic. X-axis: a ∈ [−1, 1]; y-axis: ρ ∈ [−1, 1]; fixing b = 1.
summational statistic have roughly half-half advantages, for which E(TMS) is larger than
E(TJ2) mostly in the upper diagonal area with a ≥ −ρ.
5. Numerical Studies
In this section we report the accuracy of p-value calculation methods, and then compare
statistical power for the gGOF procedures under the GMM and the GLM with various
correlation structures.
5.1 Accuracy of p-value Calculations
First, we focused on the GMM in (7) with correlation matrix Σ = (ρij)1≤i,j≤n. Three
correlation structures were considered. The first is the equal-correlation model with ρij = γ,
for all i 6= j. The second is the polynomial-decay model with
ρij =
1
(1 + |i− j|)γ . (29)
The third is the exponential-decay model with ρij = γ|i−j|. According to how fast the corre-
lation reduces, the equal-correlation model has the densest correlation and the exponential-
decay model is the sparsest. We compared our p-value calculation methods with the
moment-matching method (Barnett et al., 2017; Sun and Lin, 2017). The R package GBJ
was applied for implementing the moment-matching method. We studied the HC (i.e.,
HC2004) in (18) with R = {i : 1 ≤ i ≤ n} and the BJ defined by (17) with s = 1 and
R = {i : 1 ≤ i ≤ n/2}. Figure 7 gives the survival functions under H0, which can be
considered as the curves of p-values over thresholds on the x-axis. It is clear that when the
correlation is weaker, all methods are closer to the gold-standard obtained by simulation.
However, our methods (both the WAM and the LOESS) are largely more accurate than the
moment-matching method under stronger correlations.
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Figure 7: The survival function of the HC (first row) and the BJ (second row) under three
correlation settings. Left: equal-correlation with ρ = 0.5. Middle: polynomial-decay with
γ = 0.5. Right: exponential-decay with γ = 0.5. n = 20. 50, 000 repetitions for simulation.
Next, we studied the multiple regression model in (14). Under H0 : β = 0, the input
statistics have zero means but their correlation matrix depends on the data, as shown in
Theorem 3. For simplicity, we first assumed no control covariates, i.e., Z = 0, and the error
variance σ2 = 1. The design matrix XN×n contained N = 1000 observations and n = 20
inquiry covariates grouped into two blocks: A and B, each contained 10 covariates. Seven
correlation structures were considered and summarized in Table 1. Covariates within and
between blocks could have equal- or polynomial-decay correlations. Such block-wise corre-
lation structures are a typical pattern in many real data applications. For example, genetic
data often show haplotype blocks on DNA (Wall and Pritchard, 2003). Cases 1–4 follow
the same correlations as those studied in Sun and Lin (2017). To mimic the reality that
subjects are often randomly sampled from population in different studies, we generated X
from the multivariate normal distribution in each of the 5, 000 simulations. Such simulation
allows us evaluating the type I error rate control over meta studies. Based on the input
statistics by the marginal model-fitting in (26), three gGOF tests were examined: the HC
(i.e., HC2004), the BJ, and an adaptive omnibus test adapting to these two statistics, all
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Table 1: Seven correlation patterns among the covariates of multiple regression model.
Covariates have 2 blocks: A and B. ρ = 0.5 for equal-correlation; decay: polynomial-decay
correlation in (29) with γ = 1.
Cases 1 2 3 4 5 6 7
Within A 0 ρ ρ ρ decay decay decay
Within B 0 0 ρ ρ 0 decay decay
Cross A B 0 0 0 ρ 0 0 decay
Table 2: Empirical type I error rates at significance levels of α under regression model.
Covariates follow normal distribution with 7 cases of correlations listed in Table 1. Three
statistics: the HC, the BJ, and an omnibus adapting to these two statistics. R = {1 ≤ i ≤
n/2}.
Case 1 Case 2
α BJ HC Omni α BJ HC Omni
0.05 0.0492 0.0528 0.0508 0.05 0.0514 0.0534 0.0530
0.01 0.0100 0.0092 0.0096 0.01 0.0104 0.0106 0.0096
0.005 0.0052 0.0046 0.0054 0.005 0.0056 0.0054 0.0052
Case 3 Case 4
α BJ HC Omni α BJ HC Omni
0.05 0.0590 0.0508 0.0576 0.05 0.0500 0.0516 0.0510
0.01 0.0092 0.0096 0.0092 0.01 0.0096 0.0116 0.0090
0.005 0.0048 0.0046 0.0048 0.005 0.0054 0.0060 0.0056
Case 5 Case 6
α BJ HC Omni α BJ HC Omni
0.05 0.0494 0.0526 0.0518 0.05 0.0570 0.0494 0.0524
0.01 0.0108 0.0100 0.0098 0.01 0.0098 0.0084 0.0096
0.005 0.0074 0.0050 0.0060 0.005 0.0046 0.0040 0.0044
Case 7
α BJ HC Omni
0.05 0.0572 0.0530 0.0528
0.01 0.0126 0.0102 0.0114
0.005 0.0050 0.0056 0.0040
with R = {1 ≤ i ≤ n/2}. Three typical significance levels at α = 0.05, 0.01 and 0.005 were
considered. Table 2 gives the empirical type I error rates, i.e., the proportion of simulated
data sets that had the calculated p-values (by the LOESS method) being equal or less than
α. The results show that our calculations were mostly accurate.
Furthermore, we evaluated the p-value calculation methods by simulations in the con-
text of genetic studies. Specifically, we obtained 1,290 haplotypes for a genome region of
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Figure 8: Correlation matrix for genotypes of the 20 simulated common variants by Cosi2.
250k base-pairs by a genetical data simulation software Cosi2 (Shlyakhter et al., 2014).
The genetical model follows the typical coalescent model with the linkage disequilibrium
(LD) pattern being similar to those of the European population. Two haplotypes were
randomly drawn with replacement from the 1,290 haplotypes to form each subject’s geno-
types. The sample sizes considered were N = 200, 500 or 1000. The first n = 20 common
variants, with minor allele frequency (MAF) > 5%, were used as the inquiry genetic covari-
ates. An example of the correlation structure among 20 genotypes is illustrated in Figure
8. Two non-genetic control covariates were further simulated: Z1 is a binary variable of
Bernoulli(0.5) and Z2 is a continuous variable of N(0, 1). The responses were generated from
the non-genetic control covariates in order to mimic the null hypothesis that the phenotype
is influenced only by environmental factors, not by any genetic variants:
Y = 0.5Z1 + 0.1Z2 + ,
where  ∼ N(0, 1). We examined five gGOF tests: the HC, the BJ, the reverse BJ, the
reverse HC (i.e., HC2008), and a digGOF test adapting to both these four statistics and six
truncation domains Rj = {k0j ≤ i ≤ k1j} with k0j ∈ {1, 2} and k1j ∈ {10, 15, 20}. Table
3 summarizes the empirical type I errors rate, i.e., the proportion of simulations where the
calculated p-values (by the LOESS method based on simulated test statistics) were less than
the given α value. The results show that calculations were mostly accurate, or sometimes
slightly conservative because the true type I error rates, represented by the empirical values,
were slightly smaller than the nominal α values.
5.2 Comparisons of Statistical Power
To study statistical power under the GMM, the input statistics T were generated from the
multivariate normal distribution with various mean vector µ and correlation matrices Σ.
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Table 3: Empirical type I error rates at significance levels of α under simulated genetic
data.
N = 200
α BJ HC rev. BJ rev. HC digGOF
0.05 0.0662 0.0522 0.0471 0.0421 0.0573
0.01 0.0091 0.0102 0.0049 0.0058 0.0111
0.005 0.0038 0.0050 0.0017 0.0023 0.0060
0.001 0.0003 0.0009 0.0002 0.0003 0.0009
N = 500
α BJ HC rev. BJ rev. HC digGOF
0.05 0.0665 0.0545 0.0433 0.0442 0.0605
0.01 0.0089 0.0116 0.0050 0.0051 0.0129
0.005 0.0045 0.0051 0.0015 0.0014 0.0065
0.001 0.0002 0.0013 0.0003 0.0004 0.0015
N = 1000
α BJ HC rev. BJ rev. HC digGOF
0.05 0.0675 0.0540 0.0539 0.0466 0.0614
0.01 0.0094 0.0100 0.0055 0.0079 0.0130
0.005 0.0042 0.0048 0.0013 0.0024 0.0076
0.001 0.0006 0.0009 0.0003 0.0003 0.0014
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First, we considered the single-signal case, i.e., only one nonzero element exists in µ. Figure 9
gives power curves for the HC, the GHC, the BJ and the GBJ tests, where the input statistics
were either the original T (n = 100; SNR values over x-axis) or the IT-transformed T . Four
correlation structures were studied: positive equal-correlation (top-left penal: Σ(1)ij = 0.3);
negative equal-correlation (top-right: Σ(2)ij = −0.01); positive polynomial-decay (bottom-
left: Σ(3)ij = |i − j|−1); and negative polynomial-decay (bottom-right: Σ(4) = (Σ(3))−1).
Recall that the analytical results in Section 4.1 indicate that for the single-signal case
the IT always increases SNR. Here, the simulation illustrates that the IT indeed always
increases the power of the HC, the GHC and the BJ. The HC and the GHC give almost
identical power after the IT (their curves almost overlapped), which is the highest in the
four settings. However, the performance of the GBJ depends on the correlation structure.
For example, when correlations are positive equal-correlation or polynomial-decay (shown
in left panels), the GBJ almost have no power after the IT. Note that in these two settings
the IT-transformed T has negative correlations.
Next, we considered increasing the number of signals with their locations being randomly
distributed at each simulation. Figure 1 gives power curves under the same four correlation
structures as those in Figure 9. The IT always increases statistical power of the HC, the
GHC and the BJ at any numbers of signals. However, in some cases (e.g., in the two
left panels) under sparse signals, the GBJ’s power could be even reduced after the IT.
Furthermore, after the IT, the BJ is always similar as or significantly better than the GBJ,
and the HC is always similar as or slightly better than the GHC.
Now we move to power study under the GLM setting. The genotype data were simulated
with the design matrix XN×n, where sample size N = 1000 and the number of SNPs
n = 100. All SNPs had MAF = 0.3, i.e., Xij ∼binomial(2, 0.3). Consider two covariate
blocks: block A contained all trait-associated SNPs (i.e., true signals) with block-size nA ∈
{1, 2, ..., 10}; block B contained all non-associated SNPs with block size nB = n − nA.
Denote equal-correlations within block A by ρAij , those within block B by ρBij , and those
cross A and B by ρABij . Four correlation structures were defined:
(A) ρAij = 0.5, ρBij = 0, ρABij = 0;
(B) ρAij = 0.5, ρBij = 0.2, ρABij = 0;
(C) ρAij = 0.5, ρBij = 0.2, ρABij = 0.2;
(D) ρAij = 0.5, ρBij = 0.2, ρABij = 0.33.
The effect of the trait-associated SNPs have equal effect size βAj that is chosen to give
comparable powers. See Appendix Table 4 for details. Assuming there were no control
covariates, we considered quantitative traits, where the response variable Y was obtained
by regression model in (14) with σ = 1. We also considered binary traits, where Y was
obtained by the GLM model in (10) with the logistic link function. We ran 5,000 simulations,
and the significance level was set at 0.05.
First, we studied how statistical power would be affected by types of model-fittings.
Considering the HC and the BJ for quantitative trait, under these positive correlations
Figure 10 shows that overall the joint model-fitting has the lowest power, the marginal
26
gGOF for Correlated Data
Figure 9: Power comparison among the HC, the GHC, the BJ and the GBJ for detecting
the single signal. X-axis: strength of the signal. Top-left penal: Σ(1)ij = 0.3 for all i 6= j;
top-right: Σ(2)ij = −0.01 for all i 6= j; bottom-left: Σ(3)ij = |i−j|−1 for all i 6= j; bottom-right:
Σ(4) = (Σ(3))−1 (i.e., polynomial-decay with negative entries). For all: n = 100.
model-fitting (i.e., the IT) has the highest power, and the de-correlation transformation of
either gives the intermediate power. We also studied the performance of the GHC and the
GBJ as illustrated in Appendix Figure 17, which shows the similar relative performance.
Note that if the data correlations were negative though, it is still possible that such clustered
positive signals would less favor the marginal model-fitting due to signal cancellations, as
illustrated in the left panel of Figure 6.
Based on the marginal model-fitting, Figures 11 and 12 show power comparisons under
regression and logit models, respectively. We compared six methods: the HC, the GHC,
the BJ, the GBJ, the minimal p-value method, and the SKAT (Wu et al., 2011). A few
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Figure 10: Statistical power of the HC and the BJ under different model-fitting of linear
regression with genetic covariates. J: the joint model-fitting; M: the marginal model-fitting
(i.e., the IT); D: de-correlation. Four correlation structures: (A): top-left panel; (B): top-
right; (C): lower-left; (D): lower-right.
observations can be made. First, in the correlation case (A) where only causal SNPs are
correlated, the HC’s performance overlaps with the GHC, and the BJ overlaps with the
GBJ. Here the HC/GHC is better for sparser signals (i.e., fewer causal SNPs) and the
BJ/GBJ are better for denser signals. This observation is consistent with above results and
the literature (Sun and Lin, 2017; Zhang et al., 2017). Secondly, in the correlation case
(B) where the signals and noises have within correlations but no between-correlations, the
GBJ is more powerful than the BJ. However when the correlations between blocks A and B
increase, as is shown in the correlation cases (C) and (D), the HC and the BJ outperform
the GHC and the GBJ, respectively.
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Figure 11: Power of statistics under linear regression of genetic covariates. Four correlation
structures: (A): top-left panel; (B): top-right; (C): lower-left; (D): lower-right.
We further studied the seven correlation patterns in Table 1. For cases 1–4 of equal-
correlations, Figure 13 shows that the results support the same conclusion that when the
between-correlations are large, the HC and the BJ could be more powerful than the GHC
and the GBJ, respectively. For cases 5 –7 of polynomial-decay correlations, Figure 14 shows
that the HC and the GHC are virtually equivalent, and give highest power over most signal
proportions.
Besides the genotype covariates, we also studied continuous covariates under the GLM.
To be consistent, we followed the same settings for Figures 13 and 14, except each covariate
in X followed N(0, 1). Appendix Figures 18 and 19 correspond to equal-correlations and
polynomial-decay correlations, respectively. Similar patterns were observed as those in
Figures 13 and 14. The similarity evidences that the distribution of the design matrix X
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Figure 12: Power of statistics under logistic regression of genetic covariates. Four correlation
structures: (A): top-left panel; (B): top-right; (C): lower-left; (D): lower-right.
(either discrete of Gaussian) is not a primary influential factor for the performance. More
influential factors are the SNR and correlation structure.
6. Application to Genetic Association Studies
In this section we exam the p-value calculation for the gGOF statistics in gene-based SNP-
set association studies. SNPs are often in LD and thus their input statistics are correlated.
Two real data sets were studied. The first study is a GWAS for Crohn’s disease. The
data contains 1,145 individuals from non-Jewish population (572 Crohn’s disease cases and
573 controls) (Duerr et al., 2006). After typical quality control for genotype data, 308,330
somatic SNPs were grouped into 15,857 genes according to their physical locations. The
logit model was applied to get the input statistics for the gGOF. The control covariates Z
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Figure 13: Power comparison under regression model with genotype covariates and block-
wise equal-correlations. Correlation structures follow Cases 1 – 4 in Table 1 with ρ = 0.3.
Case 1: top-left panel, i.e., independent covariates; Case 2: top-right; Case 3: lower-left;
Case 4: lower-right.
contained the intercept and first two principal components of the genotype data in order
to control potential population structure (Price et al., 2006). The second study is a whole
exome sequencing study for the ALS. The data-cleaning and SNP-filtering processes followed
the original study (Smith et al., 2014). The final data contains 457 ALS cases and 141
controls, with 105,764 SNPs in 17,088 genes. Two non-genetic categorical covariates, gender
and country origin (6 countries), were included as the control covariates Z in the SNP-
association tests based on the logit model. For both data analyses no gGOF test was
needed for genes containing only one SNP.
First, by comparing with simulations we assessed the p-value calculation accuracy based
on real genotype data with typical gene sizes and LD structures. Figure 15 shows examples
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Figure 14: Power comparison under regression model with genotype covariates and
polynomial-decay correlations. Left, middle, and right panels follow correlation structures
Cases 5 – 7 in Table 1, respectively, with γ = 1.
of three genes CARD15, IL23R, and FLJ20558 based on the GWAS data of Crohn’s dis-
ease. Comparing with the moment-matching based method (by the R package GBJ), our
calculation method is generally better.
Secondly, for all genes we calculated the p-values when incorporating SNP correlations
estimated by their genotype data. The results were compared with the calculation that ig-
nores data correlation, i.e., by the method under independence (Zhang et al., 2017). Figure
16 shows that the correlation-incorporated calculation successfully brought the QQ plots
closer to the diagonals, indicating a better type I error rate control than the correlation-
ignored calculation. Meanwhile, comparing with the HC, the BJ is more sensitive to corre-
lations, so the correlation-incorporated calculation is more important to the BJ. In general,
sequencing data have less correlations than GWAS data, a fact that made the ALS QQ
plots being closer to the diagonal. However, the correlation-incorporated calculation still
showed benefit, especially for the BJ. Furthermore, some top ranked genes are known to
be relevant disease genes. For example, CARD15 is a well-known gene for Crohn’s disease
(Hugot et al., 2001), and SMAP1 and KIAA1377 are related to the ALS (Andre´s-Benito
et al., 2017; Keogh and Chinnery, 2013). Other putative genes need further study to confirm
biological connections.
7. Discussion
This paper provides a unified solution for a generic family of goodness-of-fit statistics in
analysis of correlated data. Comparing to individual developments, the study of a broad
family possesses a few advantages. First, it allows immediate applications of any existing
or newly developed gGOF type statistics to analyzing correlated data. Secondly, different
statistics could have advantages over different situations. Therefore, as a group the family
retains high statistical power over a broad parameter space. For example, the HC and
the GHC often have similar high power for sparser signals. Other methods such as the
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Figure 15: Calculation accuracy for the null distribution of the HC by the real genotype
data of Crohn’s disease study. Simu: by simulation, the gold standard; MM: the moment-
matching method; LOESS: the LOESS method. Row 1: CARD15; Row 2: IL23R; Row 3:
FLJ20558. Left: Null distribution curves; Right: Relative errors to simulation.
reverse HC and the reverse BJ could be preferred when signals are weaker and/or denser.
Thirdly, the double-adaptation gGOF, which adapts to both the proper statistic function
and the proper p-value truncation scheme for a given data, can be robust over different
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Figure 16: QQ plots of the HC and the BJ statistics. P-value calculations were based
on independence assumption vs. correlation-incorporated calculations by LOESS. Top:
Crohn’s disease data. Bottom: ALS disease data. Left: the HC test. Right: the BJ test.
situations. Even more interestingly, the distribution of the omnibus test is shown to be a
cross-boundary probability. Thus analytical p-value calculation can be unified without the
typical need of computationally intensive simulations.
One challenge of studying correlated data is that it relays on the joint distribution of
the input statistics. This paper illustrated how correlation structure and signal patterns
work together to influence SNR and thus the power of signal-detection methods. In par-
ticular, not only signal magnitudes, but also signal locations in relation to the dependence
structure are relevant. We set a starting point for defining the IT: the signal locations
should be independent of the correlations before transformation. Under this condition, this
paper showed that the marginal model-fitting is the IT of the joint model-fitting under the
GLM. Since the IT is shown often preferred for analyzing correlated data, even though
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the marginal model-fitting gives biased estimation for the coefficients, it often gives higher
power for the signal-detection purpose. Meanwhile, through a comprehensive study of SNR
formulas under the bivariate regression model, we demonstrated relative advantages of four
fundamental modeling strategies: marginal-fitting, joint-fitting, de-correlation, and statistic
summation. The results provide an insightful understanding, for example, on how dense
signals and correlations could lead to relative advantages or drawbacks of these strategies.
We proposed the digGOF methodology, which is novel and potentially significant to broad
data analysis applications.
Beyond the achievements of this paper, there are a few future studies we plan to carry
on. First, this paper assumed that correlation matrix can be properly estimated. In real
data analysis, this requirement could be a challenge, for example, in high dimensional data
where the number of covariates is much larger than the sample size. Such problem may be
easier to handle when correlations are relatively sparse (Bickel and Levina, 2008; Cai et al.,
2010), but otherwise it could be much more difficult. Secondly, this paper studied the case
that the input statistics are Gaussian or close to Gaussian. We showed that the assumption
is reasonable under the GLM when sample size is large. It is of interest to study cases when
the input statistics are non-Gaussian too.
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Appendix A: Proofs.
This appendix contains proofs of the main theorems.
Proof of Theorem 1
Consider input statistics T in (7) with µ = 1 and Σij = ρ. The elements of T can be written
as
Ti = ρZi +
√
1− ρ2Z0, i = 1, ..., n,
where Z0, Z1, ..., Zn iid∼ N(0, 1). For simplicity, we consider R = {i : k0 ≤ i ≤ k1}. Let
U(1) ≤ ... ≤ U(n) be the order statistics of n iid Uniform(0, 1) random variables. First we
consider that input p-values in (9) are one-sided. For a the gGOF statistic Sn,f,R in (1), its
distribution function can be written in (2) – (3). By the property of exchangeable normal
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random variables (Tong, 2012) we can get the cumulative distribution function (CDF):
P(Sn,f,R < b) = P(P(i) > ui, all i = k0, ..., k1)
= P(T(n−i+1) < Φ−1(1− ui), i = k0, ..., k1)
= P(
√
1− ρZ(n−i+1) +
√
ρZ0 < Φ−1(1− ui), i = k0, ..., k1)
=
∫ ∞
−∞
φ(z)P(Z(n−i+1) <
Φ−1(1− ui)−√ρz√
1− ρ , i = k0, ..., k1)dz
=
∫ ∞
−∞
φ(z)P(U(i) > 1− Φ
(
Φ−1(1− ui)−√ρz√
1− ρ
)
, i = k0, ..., k1)dz.
When the input p-values are two-sided, the calculation is adjusted accordingly.
P(Sn,f,R < b) = P(P(i) > ui, i = k0, ..., k1)
= P(2(1− Φ(|T |(n−i+1))) > ui, i = k0, ..., k1)
= P(|√1− ρZ +√ρZ0|(n−i+1) < Φ−1(1− ui/2), i = k0, ..., k1)
=
∫ ∞
−∞
φ(z0)P(|
√
1− ρZ +√ρz0|(n−i+1) < Φ−1(1− ui/2), i = k0, ..., k1)dz0
=
∫ ∞
−∞
φ(z0)P(U(i) > 1− Fz0
(
Φ−1(1− ui/2)
)
, i = k0, ..., k1)dz0,
where Fz0 is the CDF of |
√
1− ρZ +√ρz0|:
Fz0 (x) = Φ
(
x−√ρz0√
1− ρ
)
− Φ
(−x−√ρz0√
1− ρ
)
.
In summary, define c1i = 1− Φ
(Φ−1(1−ui)−√ρz√
1−ρ
)
, c2i = 1− Fz
(
Φ−1(1− ui/2)
)
, then
P(Sn,f,R < b) =
∫ ∞
−∞
φ(z)P(U(i) > cti, i = k0, ..., k1)dz, t = 1, 2.
Proof of Theorem 3
Now we prove Theorem 3. First we derive the least squares estimator of β by the joint
model-fitting. Write SN×(n+m) = [X,Z] and α(n+m)×1 = [β′, γ′]′,
αˆ = (S′S)−1S′Y ⇐⇒
[
βˆ
γˆ
]
=
[
X ′X X ′Z
Z ′X Z ′Z
]−1 [
X ′Y
Z ′Y
]
.
We can write the matrix inverse explicitly,[
X ′X X ′G
G′X G′G
]−1
=
[
(X ′(I −H)X)−1 −(X ′(I −H)X)−1X ′Z(Z ′Z)−1
−(Z ′Z)−1Z ′X(X ′(I −H)X)−1 (X ′X)−1 − (X ′X)−1Z ′X(X ′(I −H)X)−1X ′Z(X ′X)−1
]
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Thus
βˆJ = (X ′(I −H)X)−1X ′Y − (X ′(I −H)X)−1X ′Z(Z ′Z)−1Z ′Y
= (X ′(I −H)X)−1X ′(I −H)Y
Since the convariance matrix of Y is I and I −H is idempotent, the covariance matrix of
βˆ is
Var(βˆJ) = (X ′(I −H)X)−1X ′(I −H)σ2I(I −H)X(X ′(I −H)X)−1
= σ2(X ′(I −H)X)−1
Thus the scaled test statistics by the joint model-fitting is TJ given in (15) with mean
µTJ = Λβ and correlation matrix ΣTJ = Λ(X ′(I −H)X)−1Λ.
For the marginal model-fitting between Y and the jth covariate Xj , j = 1, ..., n:
YˆMj = Xj βˆMj + Zγˆ,
following the same deduction as above, the least squares estimator is
βˆMj = (X ′j(I −H)Xj)−1X ′j(I −H)Y ∼ N(
1
X ′j(I −H)Xj
X ′j(I −H)Xβ,
σ2
X ′j(I −H)Xj
).
The corresponding scaled statistic is
TMj =
1
σ
√
X ′j(I −H)Xj βˆMj =
1
σ
√
X ′j(I −H)Xj
X ′j(I−H)Y ∼ N(
1
σ
√
X ′j(I −H)Xj
X ′j(I−H)Xβ, 1),
and the vector TM = (TM1, ..., TMn) is
TM = CX ′(I −H)Y/σ ∼ N(CX ′(I −H)Xβ/σ,CX ′(I −H)XC) = N(ΣTMC−1β/σ,ΣTM ).
Next, we consider the transformations. To simplify the deduction, define X∗ = (I −
H)XΛ−1. We can write
TJ = Λ(X ′(I −H)X)−1X ′(I −H)Y = (X∗′X∗)−1X∗′Y/σ;
ΣTJ = Λ(X ′(I −H)X)−1Λ = (X∗′X∗)−1;
DTJ = diag(
1√
(Σ−1TJ )jj
)1≤j≤n where (Σ−1TJ )jj = Λ
−1
j X
′
j(I −H)XjΛ−1j .
Apply the IT defined in (23) to TJ ,
T ITJ = DTJΣ−1TJ TJ = DTJX
∗′Y/σ,
for which the jth element is
T ITJj =
1√
(Σ−1TJ )jj
X∗′j Y/σ =
1√
Λ−1j X ′j(I −H)XjΛ−1j
Λ−1j X ′j(I −H)Y/σ = TMj .
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Regarding the DTs, for the marginal fitting
TDTM = UMTM = UMCX ′(I −H)Y/σ.
and since
I = UMΣTMU ′M = UMCX ′(I −H)XCU ′M .
The mean is E(TDTM ) = UMCX ′(I −H)Xβ/σ = (CU ′M )−1β/σ. For the joint fitting, let UJ
be the inverse of the Cholesky factorization of ΣTJ , i.e.,
I = UJΣTJU ′J = UJΛ(X ′(I −H)X)−1ΛU ′J .
We have
(ΛU ′J)−1 = (CU ′M )′ = UMC.
Thus,
TDTJ = UJTJ = UJΛ(X ′(I−H)X)−1X ′(I−H)Y = (ΛU ′J)−1X ′(I−H)Y = UMCX ′(I−H)Y.
Lastly, for the SNRs, assume βj/σ = A > 0 and βi = 0 for all i 6= j. Since (UJ)jj ≥ 1,
we have
E(TDTJj ) = (UJΛβ/σ)j = (UJ)jjΛjjA ≥ ΛjjA = (Λβ/σ)j = E(TJj).
Note also
E(TMj) = (CX ′(I −H)Xβ/σ)j = (ΣTMC−1β/σ)j = C−1jj A,
and since (U−1M )jj ≤ 1, we have
E(TDTJj ) = ((U−1M )
′C−1β/σ)j ≤ C−1jj A.
For all i 6= j, E(TJi) = E(TDTJi ) = E(TMi) = 0. This ends the proof.
Proof of Theorem 4
First, by the maximum likelihood estimation (MLE) and the Fisher Scoring method, we
show that the MLE estimator of β by the joint model-fitting is given in (12). Define
SN×(n+m) = [X,Z] and α(n+m)×1 = [β′, γ′]′. The log-likelihood:
logL =
N∑
i=1
logLi =
N∑
i=1
[
yiθi − b(θi)
ai(φ)
+ c(yi, φ)
]
Thus the score functions,
Uj(α) =
∂ logL
∂αj
=
∑
i
∂ logLi
∂θi
∂θi
∂αj
Since
∂ logLi
∂θi
= yi − b
′(θi)
ai(φ)
= yi − µi
ai(φ)
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and with canonical link θi = g(µi) = Si·α,
∂θi
∂αj
= ∂Si·α
∂αj
= Sij
We have
Uj(α) =
N∑
i=1
Sij(Yi − µi)
ai(φ)
, j = 1, ..., n+m (30)
or in vector form U(α) = A−1S′(Y − µ), where A = diag(ai(φ)) which is a diagonal matrix
of the overdispersion parameters. For linear regression and logistic regression A is identity.
Next we can show that the Fisher’s information matrix
In(j, k) = cov(Uj(α), Uk(α)) = −E
[
∂Uj(α)
∂αk
]
=
N∑
i=1
S′i·
b′′(θi)
ai(φ)
Si· (31)
or in matrix form In = S′WS, where W = diag(var(Yi)/a2i (φ)). When there is no overdis-
persion, the weight matrix becomes a diagonal matrix of the variances of Yi.
The MLE estimator of α is obtained by solving the score equations U(α) = 0 through
the Fisher Scoring method.
α(j+1) = α(j) +
(
I(j)n
)−1
U(α(j)) (32)
Consider a one-step MLE (cf. Theorem 4.19 and Exercise 4.152 of Shao (2010)) with
initial estimation
α(0)
′ = (0, γ(0)′)
where γ(0) is the MLE of γ using only control covariates Z.
For simplicity we focus on the case A = I (no overdispersion), if not, we can re-define
the S to be A−1S and the arguments are the same.(
β(1)
γ(1)
)
=
(
0
γ(0)
)
+
(
X ′W (0)X X ′W (0)Z
Z ′W (0)X Z ′W (0)Z
)−1(
X ′(Y − µ(0))
Z ′(Y − µ(0))
)
where µ(0) is the MLE estimator of µ using only the control covariates Z. W (0) is the
corresponding MLE estimator of the weight matrix defined in/below 31.
Define X˜ = W (0)1/2X, Z˜ = W (0)1/2Z and H˜ = Z˜(Z˜ ′Z˜)−1Z˜ ′
β(1) =
(
X˜ ′(I − H˜)X˜
)−1
X ′(Y − µ(0))−
(
X˜ ′(I − H˜)X˜
)−1
X˜ ′Z˜(Z˜ ′Z˜)−1Z ′(Y − µ(0))
The second term is exactly 0 because µ(0) is the MLE using only Z, thus the scores Z ′(Y −
µ(0)) ≡ 0. The MLE of β therefore can be written as
βˆJ =
(
X˜ ′(I − H˜)X˜
)−1
X ′(Y − µ(0)) D→ N(β, (X˜ ′(I − H˜)X˜)−1) (33)
After standardization of βˆJ , the test statistics by the joint model-fitting is TJ in 13. The
rest of the proof follows the proof of Theorem 3.
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Proof of Theorem 5
Note that for all 1 ≤ j ≤ n:
(Σ−1)jj = [(Λ˜(X˜ ′(I − H˜)X˜)−1Λ˜)−1]jj = Λ˜−2jj X˜ ′j(I − H˜)X˜j = C(f) + o(1),
where
C(f) = 12pi
∫ pi
−pi
f(t)−1dt.
So, after the IT, the SNR is√
C(f)Λ˜jjβj ≈
√
X˜ ′j(I − H˜)X˜jβj =
√
2X˜ ′j(I − H˜)X˜jrj logn >
√
2ρ(α) logn.
The result applies by following the definition of iHC in (4.8) and the assumptions and the
conclusion of Theorem 5.1 in Hall and Jin (2010).
40
gGOF for Correlated Data
Appendix B: More Numerical Study Results
This appendix contains extended numerical studies.
Figure 17: Statistical power of the GHC and the GBJ under different model-fitting of
linear regression with genetic covariates. J: the joint model-fitting. M: the marginal model-
fitting. D: de-correlation. Four correlation structures: (A): top-left panel; (B): top-right;
(C): lower-left; (D): lower right.
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Figure 18: Power comparison under regression model with N(0, 1) distributed covariates
and block-wise equal-correlations. Correlation structures follow Cases 1–4 in Table 1 with
ρ = 0.3. Case 1: top-left panel, i.e., independent covariates; Case 2: top-right; Case 3:
lower-left; Case 4: lower-right.
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Figure 19: Power comparison under regression model with N(0, 1) distributed covariates
and polynomial-decay correlations. The left, middle, and right panels follow correlation
structure Cases 5–7 in Table 1, respectively, with γ = 1.
Table 4: The effect sizes for different correlation structures and different number of signals.
# signals 1 2 3 4 5 6 7 8 9 10
A 0.110 0.080 0.060 0.050 0.040 0.040 0.035 0.035 0.035 0.035
B 0.110 0.080 0.060 0.050 0.040 0.040 0.035 0.035 0.035 0.035
C 0.100 0.073 0.055 0.045 0.036 0.036 0.032 0.032 0.032 0.032
D 0.085 0.062 0.046 0.038 0.031 0.031 0.027 0.027 0.027 0.027
Case 1 0.120 0.100 0.090 0.090 0.090 0.090 0.090 0.090 0.090 0.090
Case 2 0.110 0.080 0.060 0.050 0.040 0.040 0.035 0.030 0.030 0.030
Case 3 0.110 0.090 0.060 0.050 0.050 0.040 0.030 0.030 0.030 0.030
Case 4 0.100 0.070 0.050 0.040 0.035 0.030 0.025 0.025 0.025 0.025
Case 5 0.110 0.080 0.060 0.050 0.040 0.040 0.035 0.030 0.030 0.030
Case 6 0.110 0.080 0.060 0.050 0.040 0.040 0.035 0.030 0.030 0.030
Case 7 0.110 0.080 0.060 0.050 0.040 0.040 0.035 0.030 0.030 0.030
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