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SINGULAR HOLOMORPHIC FOLIATIONS BY CURVES II: NEGATIVE LYAPUNOV
EXPONENT
VIEˆT-ANH NGUYEˆN
ABSTRACT. Let F be a holomorphic foliation by Riemann surfaces defined on a compact
complex projective surface X satisfying the following two conditions:
• the singular points of F are all hyperbolic;
• F is Brody hyperbolic.
Then we establish cohomological formulas for the Lyapunov exponent and the Poincare´
mass of an extremal positive ddc-closed current tangent to F .
If, moreover, there is no nonzero positive closed current tangent to F , then we show
that the Lyapunov exponent λ(F ) of F , which is, by definition, the Lyapunov exponent
of the unique normalized positive ddc-closed current tangent to F , is a strictly negative
real number.
As an application, we compute the Lyapunov exponent of a generic foliation with a
given degree in P2.
Classification AMS 2010: Primary: 37F75, 37A30; Secondary: 57R30, 58J35, 58J65,
60J65.
Keywords: holomorphic foliation, hyperbolic singularity, Poincare´ metric, ddc-closed cur-
rent, holonomy cocycle, Lyapunov exponent.
1. INTRODUCTION
Let F = (X,L , E) be a holomorphic foliation by curves in a compact Ka¨hler surface
X with the set of singularities E. Recall that the foliation F is given by an open covering
{Ui} of X and holomorphic vector fields vj ∈ H0(Uj , TX) with isolated singularities (i.e.
isolated zeroes) such that
vi = gijvj on Ui ∩ Uj
for some nonvanishing holomorphic functions gij ∈ H0(Ui∩Uj ,O∗X). Its leaves are locally
integral curves, of these vector fields. The set of singularities E of F is precisely the
union of the zero sets of these local vector fields. We say that a singular point a ∈ E is
linearizable if there is a local holomorphic coordinates system of X near a on which the
leaves of F are integral curves of a vector field
Z(z, w) = z
∂
∂z
+ λw
∂
∂w
with some complex number λ 6= 0.
The analytic curves {z = 0} and {w = 0} are called separatrice at a. If moreover, λ 6∈ R,
then we say that a is hyperbolic.
The functions gij form a multiplicative cocycle and hence give a cohomology class in
H1(X,O∗X), that is a holomorphic line bundle on X. It is called the cotangent bundle of
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F , and is denoted by T ∗
F
. Its dual TF , represented by the inverse cocycle {g−1ij }, is called
the tangent bundle of F .
Recall also that a positive ddc-closed current T of bidegree (1, 1) on X is directed by the
foliation F (or equivalently, tangent to F ) if T ∧ Φ = 0 for every local holomorphic 1-
form Φ defining F . The directed ddc-closed currents are generalizations of the foliations
cycles introduced by Sullivan [36].
Two fundamental concepts associated to F are its holonomy cocycleH and the convex
cone of positive ddc-closed currents directed by (or equivalently, tangent to) F . They are
geometric objects. An important characterstic number which relates these two concepts
is the Lyapunov exponent λ(T ) of an extremal positive ddc-closed current T directed by
F . In the first article of this series we have established an effective sufficient condition
for the existence of the Lyapunov exponent of Brody hyperbolic foliations. This class of
foliations was first introduced in our joint-work with Dinh and Sibony [16]. Now we
continue, in the second article of this series, the study of the Lyapunov exponents. More
specifically, we investigate the interplay between the dynamical and geometric interpre-
tations of these characteristic numbers, and we determine whether these numbers are
positive/zero/negative. The presence of singular points makes our analysis delicate.
Let Ω = Ω(F ) be the sample-path space consisting of all continuous paths ω : R →
X \ E with image fully contained in a single leaf. Let gP be the leafwise Poincare´ metric
on F . Consider the corresponding harmonic positive measure
(1.1) µ := T ∧ gP on X.
The Poincare´ mass of T is, by definition, the mass ‖µ‖ := ∫
X
dµ of the measure µ. When
all points a ∈ E are linearizable, by [14, Proposition 4.2] ‖µ‖ is finite. For x ∈ X \E, the
restriction of gP on the leaf Lx passing through x, generates the corresponding leafwise
Brownian motion. This Markov process defines a canonical probability measure, the
Wiener measureWx on Ω which gives full mass to the subspace Ωx consisting of all paths
ω ∈ Ω with ω(0) = x. Now we recall the following existence theorem for the Lyapunov
exponents.
Theorem 1.1. ([32, Theorem 1.1]). Let F = (X,L , E) be a holomorphic foliation by
Riemann surfaces defined on a Hermitian compact complex projective surface X satisfying
the following two conditions:
• its singularities E are all hyperbolic;
• F is Brody hyperbolic.
Let T be a positive ddc-closed current directed by F which does not give mass to any
invariant analytic curve. Assume, in addition, that T is an extremal element in the convex
cone of all positive ddc-closed currents directed by F .
Then
(1) T admits the (unique) Lyapunov exponent λ(T ) given by the formula
(1.2) λ(T ) :=
∫
X
( ∫
Ω
log ‖H(ω, 1)‖dWx(ω)
)
dµ(x).
(2) For µ-almost every x ∈ X, we have
lim
t→∞
1
t
log ‖H(ω, t)‖ = λ(T )
for almost every path ω ∈ Ω with respect to Wx.
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In fact, assertion (1) is a consequence of the so-called integrability of the holonomy
cocycle. Assertion (2) says that the characteristic number λ(T ) measures heuristically
the exponential rate of convergence of leaves toward each other along leafwise Brownian
trajectories (see Candel [8], Deroin [12] for the nonsingular case). Therefore, Theorem
1.1 gives a dynamical characterization of λ(T ).
Now we discuss the geometric aspect of λ(T ). Let H1,1(X) denote the Dolbeault coho-
mology group of real smooth (1, 1)-forms on X. For a real smooth closed (1, 1)-form α on
X, let {α} be its class in H1,1(X). The cup-product⌣ on H1,1(X)×H1,1(X) is defined by
({α}, {β}) 7→ {α}⌣ {β} :=
∫
X
α ∧ β,
where α and β are real smooth closed forms. The last integral depends only on the classes
of α and β. The bilinear form⌣ is non-degenerate and induces a canonical isomorphism
betweenH1,1(X) and its dualH1,1(X)∗ (Poincare´ duality). In the definition of⌣ one can
take β smooth and α a current in the sense of de Rham. So, H1,1(X) can be defined as
the quotient of the space of real closed (1, 1)-currents by the subspace of d-exact currents.
Recall that a (1, 1)-current α is real if α = α¯. When α is a real (1, 1)-current such that
ddcα = 0 (this is the case when, for example, α is a ddc-closed current, see Proposition
2.4 (1)), by the ddc-lemma, the integral
∫
X
α ∧ β is also independent of the choice of β
smooth and closed in a fixed cohomology class. So, using the above ismomorphism, one
can associate to α a class {α} in H1,1(X). For a complex line bundle E over X, let c1(E)
denote the cohomology Chern class of E. This is an element in H1,1(X).
Our first main result gives cohomological formulas for λ(T ) and ‖µ‖ in terms of the
geometric quantity T and some characteristic classes of F .
Theorem 1.2. (Theorem A) Under the assumption of Theorem 1.1, the following identities
hold
λ(T ) = −c1(NF ) ⌣ {T},(1.3a)
‖µ‖ = c1(T ∗F ) ⌣ {T}.(1.3b)
Here NF := TX/TF stands for the normal bundle of F , where TX (resp. TF and T
∗
F
) is as
usual the tangent bundle of X (resp. the tangent bundle and the cotangent bundle of F ).
On the other hand, in collaboration with Dinh and Sibony, we have recently proved
that in most interesting cases, the positive ddc-closed current exists uniquely (up to a
multiplicative constant).
Theorem 1.3. ([17]) Let F be a holomorphic foliation by Riemann surfaces with only
hyperbolic singularities in a compact Ka¨hler surface X. Assume that F admits no directed
positive closed current. Then there exists a unique positive ddc-closed current T of Poincare´
mass 1 directed by F .
Theorem 1.3 implies strong ergodic properties for the foliation F . It is worthy noting
that when X = P2 the theorem was obtained by Fornæss–Sibony [22], see also Dinh–
Sibony [18] and Pe´rez-Garrande´s [35].
Suppose now that F is a holomorphic foliation by Riemann surfaces with only hy-
perbolic singularities in a compact projective surface X such that F admits no directed
positive closed current. So the assumptions of both Theorem 1.1 and 1.3 are fulfilled.
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By Theorem 1.3, let T be the unique directed positive ddc-closed current T whose the
Poincare´ mass is equal to 1. The Lyapunov exponent of the foliation F , denoted by λ(F ),
is by definition, the real number λ(T ) given by Theorem 1.1.
When we explore the dynamical system associated to a foliation F , the sign of its
Lyapunov exponent is a crucial information. Indeed, the positivity/negativity of λ(F )
corresponds to the repelling/attracting character of a typical leaf along a typical Brown-
ian trajectory. Here is our second main result.
Theorem 1.4. (Theorem B) Under the assumption of Theorem 1.3, assume in addition
that X is projective. Then λ(F ) is a negative nonzero real number.
Roughly speaking, Theorem B says that in the sense of ergodic theory, generic leaves
have the tendancy to wrap together towards the support of the unique normalized di-
rected positive ddc-closed current.
Now we apply the above results to the family of singular holomorphic foliations on
P2 with a given degree d > 1. Recall that the degree is the number of tangencies of the
foliation with a generic line. This family can be identified with a Zariski dense open set
Ud of some projective space. By Brunella [6], if F ∈ Ud with the properties that all the
singularities of F are hyperbolic and that F does not possess any invariant algebraic
curve, then F admits no nontrivial directed positive closed current, and hence F satis-
fies the assumptions of both Theorems A and B. By Jouanolou [26] and Lins Neto-Soares
[29], these properties are satisfied for F in a set of full Lebesgue measure of Ud. Conse-
quently, Theorems A and B apply and give us the following result. It can be applied to
every generic foliation in P2 with a given degree d > 1.
Corollary 1.5. Let F = (P2,L , E) be a singular foliation by curves on the complex projec-
tive plane P2. Assume that all the singularities are hyperbolic and that F has no invariant
algebraic curve. Then
(1.4) λ(F ) = −d+ 2
d− 1 .
Now we discuss the relations between our results and previous works. Candel [7]
introduced the Euler class of a directed harmonic current in the context of compact Rie-
mann surface laminations endowed with a conformal metric. So his notion generalizes
the intersection of the Chern class of a holomorphic line bundle with a directed harmonic
current considered in Theorem A but only when the foliation is nonsingular. Moreover,
in the context of general compact laminations Candel introduces in [8] the notion of
one-dimensional cocycle. This notion has the advantage of not using any structure of
complex line bundles. He obtains an integral formula for the Lyapunov exponent of such
a cocycle with respect to a directed harmonic current. This result has been generalized
for higher dimensional cocycles in [30]. On the other hand, a version of Theorem A for
exceptional minimal sets has been established by Deroin [12, Appendix A]. Concerning
Theorem B, the negativity of λ(F ) has been proved by Deroin and Kleptsyn [13, The-
orem B] in the context of transversally conformal foliations (without singularities), see
also Baxendale [1] for a related result. Formula (1.4) has already been found out by
Deroin and Kleptsyn [13, Proposition 3.12] but under the additional assumption that
there is an exceptional minimal set.
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One of the main ingredients in our proof of Theorem A is some precise and delicate
estimates on the variations of the holonomy cocycle and the clustering mass of a directed
ddc-closed current near the singularities, in particular, Proposition 4.6. These can be
achieved combining recent developments in the theory of singular holomorphic foliations
[17, 22, 32] etc. with some new techniques (see e.g. the proof of Proposition 4.6).
Other ingredients are some tools from complex geometry such as the regularization of
curvature currents of singular Hemitian holomorphic line bundle (see [3]), the positivity
of the cotangent bundle with respect to the leafwise Poincare´ metric (see [5]).
To prove the negativity of the Lyapunov exponent (i.e. Theorem B), we use Hahn-
Banach theorem following an idea of Ghys [24]. This idea goes back to Sullivan’s work
in [36]. However, in order to carry out this plan in the context of singular foliations, we
introduce adapted Banach spaces whose norm is taken with respect to a natural weight
function W. This function reflects the singularities of the considered foliation. The key
fact obtained in Proposition 4.6 is that W is µ-integrability.
The paper is organized as follows. In Section 2, we recall some basic elements of sin-
gular holomorphic foliations. Section 3 is devoted to a geometric study of the transversal
metric and the holonomy variations near singularities, which leads to a natural weight
function W. Based on this study Section 4 develops a dynamical study of the holonomy
variations as well as some estimates on the clustering mass of a directed ddc-closed cur-
rent near singularities. The proof of the first half of Theorem A (i.e. identity (1.3a)) is
given at the end of the section. The last half of Theorem A (i.e. identity (1.3b)) is proved
in Section (1.3b). Section 6 is devoted to the proof of Theorem B. Finally, we conclude
the article with some open questions and remarks.
After I had finished the article, Deroin informed me that independently with Kleptsyn,
they had obtained a similar result, but possibly under a stronger hypothesis on F .
Acknowledgments. The paper was partially prepared during my visit at the Vietnam In-
stitute for Advanced Study in Mathematics (VIASM). I would like to express my gratitude
to this organization for hospitality and for financial support.
Notation. Recall that d, dc denote the real differential operators on X defined by d :=
∂ + ∂, dc := 1
2πi
(∂ − ∂) so that ddc = i
π
∂∂. Throughout the article, we denote by D the
unit disc in C. For r > 0 we denote by rD the disc in C with center 0 and with radius r.
The letters c, c′, c0, c1, c2 etc. denote positive constants, not necessarily the same at each
occurrence. The notation & and . means inequalities up to a multiplicative constant,
whereas we write ≈ when both inequalities are satisfied. Let O and o denote the usual
Landau asymptotic notations. Let log⋆(·) := 1 + | log(·)| be a log-type function.
2. BACKGROUND
Let X be a compact complex surface endowed with a smooth Hermitian metric gX .
Let F = (X,L , E) be a holomorphic foliation by Riemann surfaces, where the set of
singularities E is finite. For a recent account on singular holomorphic foliations, the
reader is invited to consult the survey articles [19, 21, 33].
2.1. Poincare´ metric and Brody hyperbolicity. Let gP be the Poincare´ metric on the
unit disc D, defined by
gP (ζ) :=
2
(1− |ζ |2)2 idζ ∧ dζ, ζ ∈ D, where i :=
√−1.
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A leaf L of the foliation is said to be hyperbolic if it is a hyperbolic Riemann surface, i.e.,
it is uniformized by D. The foliation is said to be hyperbolic if its leaves are all hyperbolic.
For any point x ∈ X, let Lx be the leaf passing through x. For a hyperbolic leaf Lx,
consider a universal covering map
(2.1) φx : D→ Lx such that φx(0) = x.
This map is uniquely defined by x up to a rotation on D. Then, by pushing forward
the Poincare´ metric gP on D via φx, we obtain the so-called Poincare´ metric on Lx which
depends only on the leaf. The latter metric is given by a positive (1, 1)-form on Lx that
we also denote by gP for the sake of simplicity.
For simplicity we still denote by gX the Hermitian metric on leaves of the foliation
(X \ E,L ) induced by the ambient Hermitian metric gX . Consider the function η : X \
E → [0,∞] defined by
η(x) := sup {‖Dφ(0)‖ : φ : D→ Lx holomorphic such that φ(0) = x} .
Here, for the norm of the differential Dφ we use the Poincare´ metric on D and the
Hermitian metric gX on Lx.We recall the following relation between gX and the Poincare´
metric gP on leaves
(2.2) gX = η
2gP .
In [16] the following class of foliations is introduced.
Definition 2.1. A foliation F = (X,L , E) is said to be Brody hyperbolic if there is a
constant c > 0 such that η(x) ≤ c for all x ∈ X \ E.
Remark 2.2. Note that if the foliation F is Brody hyperbolic then it is hyperbolic. But
the converse statement does not hold in general.
The Brody hyperbolicity is equivalent to the non-existence of holomorphic non-constant
maps C → X such that out of E the image of C is locally contained in a leaf, see [21,
Theorem 15].
Note that if the foliation F is Brody hyperbolic then it is hyperbolic. But the converse
statements do hold in general. If F admits no directed positive closed current, then it is
Brody hyperbolic.
For a differentiable function f : Lx → C, we define |df |P : Lx → R+ by
|df |P (y) := η(y)|df(y)| for y ∈ Lx,
where |df(y)| denotes the Euclidean norm of df(y).
2.2. Poincare´ laplacian ∆P and the heat diffusions, directed positive harmonic cur-
rents vs harmonic measures. Let F = (X,L , E) be a hyperbolic foliation. Let C (F )
denote the space of functions u compactly supported on X \ E such that u is leafwise
smooth and transversally continuous. The leafwise Poincare´ metric gP induces the corre-
sponding Laplacian ∆P on leaves such that
(2.3) ddcu|Lx = ∆Pu · gP , on Lx for all u ∈ C (F ).
A positive finite Borel measure µ on X which does not give mass to E is said to be
harmonic if ∫
X
∆Pudµ = 0
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for all functions u ∈ C (F ).
For every point x ∈ X \ E, consider the heat equation on Lx
∂p(x, y, t)
∂t
= ∆yp(x, y, t), lim
t→0
p(x, y, t) = δx(y), y ∈ Lx, t ∈ R+.
Here δx denotes the Dirac mass at x, ∆y denotes the Laplacian ∆P with respect to the
variable y, and the limit is taken in the sense of distribution, that is,
lim
t→0+
∫
Lx
p(x, y, t)f(y)gP(y) = f(x)
for every smooth function f compactly supported in Lx.
The smallest positive solution of the above equation, denoted by p(x, y, t), is called the
heat kernel. Such a solution exists because (Lx, gP ) is complete and of bounded geometry
(see, for example, [10, 11]). The heat kernel gives rise to a one parameter family {Dt :
t ≥ 0} of diffusion operators defined on bounded Borel measurable functions on X \ E :
(2.4) Dtf(x) :=
∫
Lx
p(x, y, t)f(y)gP(y), x ∈ X \ E.
We record here the semi-group property of this family:
(2.5) D0 = id and Dt1 = 1 and Dt+s = Dt ◦Ds for t, s ≥ 0,
where 1 denotes the function which is identically equal to 1.
We also denote by ∆P the Laplacian on the Poincare´ disc (D, gP ), that is, for every
function f ∈ C 2(D),
(∆Pf)gP = dd
cf on D.
For every function f ∈ C 1(D), we also denote by |df |P the length of the differential df
with respect to gP , that is, |df |P = |df | · g−1/2P on D, where |df | denotes the Euclidean
norm of df. Let distP denote the Poincare´ distance on (D, gP ).
Using the map φx : D→ Lx given in (2.1), the following identity relates the diffusion
operators in Lx and those in the Poincare´ disc (D, gP ) : For x ∈ X and for every bounded
measurable function f defined on Lx,
(2.6) Dt(f ◦ φx) = (Dtf) ◦ φx, on Lx for all t ∈ R+.
Here {Dt : t ≥ 0} on the left-hand side is the family of the heat diffusion associated to
the Poincare´ disc, see [30, Proposition 2.7] for a proof.
For 0 ≤ p, q ≤ 2, let C p(F ) (resp. C p,q(F )) denote the space of forms α of degree p
and (resp. forms α of bidegree (p, q)) defined on leaves of the foliations such that α is
compactly supported onX\E and that α is leafwise smooth and transversally continuous.
A form α ∈ C 1,1(F ) is said to be positive if its restriction to every plaque is a positive
(1, 1)-form in the usual sense.
Definition 2.3. A harmonic current T directed by the foliation F (or equivalently, a har-
monic current tangent to F ) is a linear form on C 1,1(F ) which verifies the following two
conditions:
(i) ddcT = 0 in the following sense T (ddcf) = 0 for all f ∈ C (F ), where in the
expression ddcf, we only consider ddc along the leaves;
(ii) T is positive, that is, T (α) ≥ 0 for all positive forms α ∈ C 1,1(F ).
NEGATIVE LYAPUNOV EXPONENT 8
Let B be any flow box of F outside the singularities and denote by Vα the plaques
of F in B parametrized by α in some transversal Σ of B. On the flow box B, a positive
harmonic current T directed by F (or equivalently, tangent to F ) has the form
T |B =
∫
α∈Σ
hα[Vα]dν(α),
where hα is a positive harmonic function on Vα, and [Vα] denotes the current of inter-
gration on the plaque Vα, and ν is a Radon measure on Σ (see e.g. [14, Proposition
2.3]).
Recall the following result which gives the link between directed positive harmonic
currents, directed positive ddc-closed currents and harmonic measures.
Proposition 2.4. Let F = (X,L , E) be a hyperbolic foliation with linearizable singulari-
ties E in a compact complex surface X.
(1) Every directed positive harmonic current extends, by trivial extension across E, to
a ddc-closed current on X. In other words, directed positive harmonic currents are
equivalent to directed positive ddc-closed currents.
(2) The relation µ = T ∧ gP is a one-to-one correspondence between the convex cone
of positive harmonic currents T directed by F and the convex cone of harmonic
measures µ.
(3) If T is extremal, then µ = T ∧ gP is ergodic.
(4) Each harmonic measure µ is Dt-invariant, i.e,∫
X
Dtfdµ =
∫
X
fdµ, f ∈ L1(X, µ).
Proof. Assertion (1) follows from [14, Lemma 2.5].
Assertions (2), (3) and (4) are proved in [32, Theorem 2.7]. 
2.3. Local model for hyperbolic singularities, regular and singular flow boxes. To
study F near a hyperbolic singularity a, we use the following local model introduced
in [15]. In this model, a neighborhood of a is identified with the bidisc D2, and the
restriction of F to D2, i.e., the leaves of (D2,L , {0}) coincide with the restriction to D2
of the foliation associated to the above vector field Z. integral curves of a vector field
Z(z, w) = z
∂
∂z
+ λw
∂
∂w
with λ ∈ C \ R.
For x = (z, w) ∈ D2 \ {0}, define the holomorphic map ψx : C→ C2 \ {0}
(2.7) ψx(ζ) :=
(
zeiζ , weiλζ
)
for ζ ∈ C.
It is easy to see that ψx(C) is the integral curve of F which contains ψx(0) = x. Write
ζ = u+ iv with u, v ∈ R. The domain Πx := ψ−1x (D2) in C is defined by the inequalities
(Imλ)u+ (Reλ)v < log |z| and v < log |w|.
So, Πx defines a sector Sx in C. It contains 0 since ψx(0) = x. The leaf of F through x
contains the Riemann surface
(2.8) L̂x := ψx(Πx) ⊂ Lx.
In particular, the leaves in a singular flow box are parametrized using holomorphic maps
ψx : Πx → Lx.
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Now let F = (X,L , E) be a foliation on a Hermitian compact complex surface
(X, gX). Assume as usual that E is finite and all points of E are linearizable. Let dist
be the distance on X induced by the ambient metric gX . We only consider flow boxes
which are biholomorphic to D2. A regular flow box is a flow boxes outside the singular-
ities. Singular flow boxes are identified to their models (D2,L , {0}) as described above.
For U := D2 and t > 0, let tU := (tD)2. For each singular point a ∈ E, we fix a singular
flow box Ua such that 2Ua∩2Ua′ = ∅ if a, a′ ∈ E with a 6= a′. We also coverX \∪a∈EUa by
a finite number of regular flow boxes (Uq) such that each Uq is contained in a larger reg-
ular flow box U′q with U
′
q ∩∪a∈E(1/2)Ua = ∅. Thus we obtain a finite cover U := (Up)p∈I
of X consisting of regular flow boxes (Up)p∈I\E and singular ones (Ua)a∈E .
We often suppose that the ambient metric gX coincides with the standard Euclidean
metric on each singular flow box 2Ua ≃ 2D2, a ∈ E. For x = (z, w) ∈ C2, let ‖x‖ :=√
|z|2 + |w|2 be the standard Euclidean norm of x. Recall that log⋆(·) := 1 + | log(·)|.
Recall from [16, Proposition 3.3] (see also [32, Lemma 2.4]) the following precise
estimate on the function η introduced in (2.2).
Lemma 2.5. We keep the above hypotheses and notation. Suppose in addition that F is
Brody hyperbolic. Then there exists a constant c > 1 with the following properties.
(1) η ≤ c on X, η ≥ c−1 outside the singular flow boxes ∪x∈E 14Ux and
c−1 · s log⋆ s ≤ η(x) ≤ c · s log⋆ s
for x ∈ X \E and s := dist(x, E).
(2) For every x in a singular box which is identified with Dk, for every ζ ∈ Πx,
c−1 · idζ ∧ dζ¯
(log⋆(ψx(ζ)))2
≤ (ψ∗xgP )(ζ) ≤ c ·
idζ ∧ dζ¯
(log⋆(ψx(ζ)))2
.
We revisite the local model by describing its special flow box structure. Notice that if
we flip z and w, we replace λ by λ−1. Since (Imλ)(Imλ−1) < 0, we may assume below
that the axes are chosen so that Imλ > 0. Consider the ring A defined by
A :=
{
α ∈ C, e−2π|Imλ| < |α| ≤ 1} .
Define also the sector S by
S := {ζ = u+ iv ∈ C, v > 0 and bu+ av > 0} .
Note that the sector S is contained in the upper half-plane H := {u + iv, v > 0}. For
α ∈ C∗, consider the following holomorphic map ψ˜α : C→ (C∗)2 :
(2.9) ψ˜α :=
(
ei(ζ+log |α|/Imλ), αeiλ(ζ+log |α|/Imλ)
)
for ζ = u+ iv ∈ C.
Note that the map ψ˜α is injective because λ 6∈ R. Let L′α be the image of ψ˜α. This is a
Riemann surface immersed in C2. Note also that
(2.10) |z| = e−v and |w| = e−(Imλ)u−(Reλ)v.
It is easy to check the following properties
(1) L′α is tangent to the vector field F and is a submanifold of C∗2.
(2) L′α1 is equal to L′α2 if α1/α2 = e2kiλπ for some k ∈ Z and they are disjoint other-
wise. In particular, L′α1 and L′α2 are disjoint if α1, α2 ∈ A and α1 6= α2.
(3) The union of L′α is equal to C∗2 for α ∈ C∗, and then also for α ∈ A.
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(4) The intersection Lα := L′α ∩D2 of L′α with the unit bidisc D2 is given by the same
equations as in the definition of L′α but with ζ ∈ S. Moreover, Lα is a connected
submanifold of D∗2. In particular, it is a leaf of F ∩ D2.
2.4. Measure theory on sample-path spaces. In this subsection we follow the presen-
tation given in Section 2.2, 2.4 and 2.5 in [30], which are, in turn, inspired by Garnett’s
theory of leafwise Brownian motion in [23] (see also [8, 10]). This exposition is equiva-
lent to that given in [32, Subsection 2.4].
We first recall the construction of the Wiener measureW0 on the Poincare´ disc (D, gP ).
Let Ω0 be the space consisting of all continuous paths ω : [0,∞) → D with ω(0) = 0. A
cylinder set (in Ω0) is a set of the form
C = C({ti, Bi} : 1 ≤ i ≤ m) := {ω ∈ Ω0 : ω(ti) ∈ Bi, 1 ≤ i ≤ m} .
where m is a positive integer and the Bi’s are Borel subsets of D, and 0 < t1 < t2 < · · · <
tm is a set of increasing times. In other words, C consists of all paths ω ∈ Ω0 which can
be found within Bi at time ti. Let A0 be the σ-algebra on Ω0 generated by all cylinder
sets. For each cylinder set C := C({ti, Bi} : 1 ≤ i ≤ m) as above, define
(2.11) Wx(C) :=
(
Dt1(χB1Dt2−t1(χB2 · · ·χBm−1Dtm−tm−1(χBm) · · · ))
)
(x),
where, χBi is the characteristic function of Bi and Dt is the diffusion operator given by
(2.4) where p(x, y, t) is the heat kernel of the Poincare´ disc (D, gP ). It is well-known that
W0 can be extended to a unique probability measure on (Ω0,A0). This is the canonical
Wiener measure at 0 on the Poincare´ disc.
Let F = (X,L , E) be a hyperbolic Riemann surface foliation with the set of sin-
gularities E. Consider the leafwise Poincare´ metric gP . Recall from Introduction that
Ω := Ω(F ) is the space consisting of all continuous paths ω : [0,∞)→ X \E with image
fully contained in a single leaf. This space is called the sample-path space associated to F .
Observe that Ω can be thought of as the set of all possible paths that a Brownian particle,
located at ω(0) at time t = 0, might follow as time progresses. For each x ∈ X \ E, let
Ωx = Ωx(F ) be the space of all continuous leafwise paths starting at x ∈ X \ E in F ,
that is,
Ωx := {ω ∈ Ω : ω(0) = x} .
For each x ∈ X \ E, the following mapping
(2.12) Ω0 ∋ ω 7→ φx ◦ ω maps Ω0 bijectively onto Ωx,
where φx : D → Lx is given in (2.1). Using this bijection we obtain a natural σ-algebra
Ax on the space Ωx, and a natural probability (Wiener) measureWx on Ax as follows:
(2.13) Ax := {φx ◦ A : A ∈ A0} and Wx(φx ◦ A) := W0(A), A ∈ A0,
where φx ◦ A := {φx ◦ ω : ω ∈ A} ⊂ Ωx.
For any function F ∈ L1(Ωx,Ax,Wx), the expectation of F at x is the number
(2.14) Ex[F ] :=
∫
Ωx
F (ω)dWx(ω).
It is well-known (see [10, Proposition C.3.8]) that for any measurable bounded function
f on Lx,
(2.15) Ex[f(•(t))] = (Dtf)(x), t ∈ R+,
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where f(•(t)) is the function given by Ω ∋ ω 7→ f(ω(t)).
2.5. Transversal metric, transversal form and holonomy cocycle. Consider the nor-
mal bundle NF = T (X)/TF of F . For x ∈ X \ E and a vector ux ∈ T (X)x, let [ux]
denotes its class in NF . We also identify [ux] with set ux + (TF )x ⊂ T (X)x Note that a
section w of NF can be locally written as wx = [ux] for some vector field u.
Consider the following (singular) metric g⊥X on the normal bundle NF = T (X)/TF of
F :
(2.16) ‖wx‖g⊥X := infvx∈[wx] ‖vx‖gX , for wx ∈ (NF )x, x ∈ X \ E.
g⊥X is called transversal metric associated with F and the ambient metric gX .
Let w be a (smooth) section ofNF over a small open subset U ⊂ X such that ‖wx‖g⊥X =
1 for x ∈ U. Let α be the dual form of w with respect to gx, defined by
〈αx, vx〉 = gX(vx, ux), x ∈ U.
Here by shrinking U if necessary, we may assume that u is a vector field on U such that
wx = [ux] for x ∈ U. The transversal form associated with F and the ambient metric gX
is the smooth positive (1, 1)-form (still denoted by) g⊥X defined on U by
(2.17) g⊥X := iα ∧ α¯.
Patching this form over all such open sets U, we obtain a (1, 1)-smooth form g⊥X well-
defined on X \ E.
In each regular flow box U ≃ B × T, there is a volume form Υ on T and a function
ϕ : B× T→ R such that
g⊥X = exp (−2ϕ)Υ.
In each singular flow box Ua with a ∈ E we use the local model Ua ≃ D2. Consequently,
there is a volume form Υ on A and a function ϕ : (D \ {0})2 such that
g⊥X(x) = exp (−2ϕ(x))Υ(α) for x ∈ Lα.
Now we recall from [32, Subsection 2.5 and Section 3] the holonomy cocycle as well as
its properties of a hyperbolic foliation F = (X,L , E) on a Hermitian complex surface
X. For each point x ∈ X \ E, let Tx(X) (resp. Tx(Lx) ⊂ Tx(X)) be the tangent space of
X (resp. Lx) at x. For every transversal S at a point x (that is, x ∈ S), let Tx(S) denote
the tangent space of S at x.
Now fix a point x ∈ X \ E and a path ω ∈ Ωx and a time t ∈ R+, and let y :=
ω(t). Fix a transversal Sx at x (resp. Sy at y) such that the complex line Tx(Sx) is the
orthogonal complement of the complex line Tx(Lx) in the Hermitian space (Tx(X), gX(x))
(resp. Ty(Sy) is the orthogonal complement of Ty(Ly) in (Ty(X), gX(y))). Let holω,t be the
holonomy map along the path ω|[0,t] from an open neighborhood of x in Sx onto an open
neighborhood of y in Sy. The derivative Dholω,t : Tx(Sx)→ Ty(Sy) induces the so-called
holonomy cocycle H : Ω× R+ → R+ given by
H(ω, t) := ‖Dholω,t(x)‖.
The last map depends only on the path ω|[0,t], in fact, it depends only on the homotopy
class of this path. In particular, it is independent of the choice of transversals Sx and Sy.
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We see easily that
(2.18) H(ω, t) = lim
z→x, z∈Sx
dist(holω,t(z), y)/dist(z, x).
The following result gives an explicit expression for H near a singular point a using
the local model (D2,L , {0}) introduced in Subsection 2.3.
Lemma 2.6. ([32, Proposition 3.1]) Let D2 be endowed with the Euclidean metric. For
each x = (z, w) ∈ D2, consider the function Φx : Πx → R+ as follows. For ζ ∈ Πx, consider
a path ω ∈ Ω (it always exists since Πx is convex and 0 ∈ Πx as x ∈ D2) such that
ω(t) = ψx(tζ) = (ze
iζt, weiλζt) ⊂ D2
for all t ∈ [0, 1] (see (2.7) above). Define Φx(ζ) := H(ω, 1). Then
Φx(ζ) = |eiζ ||eiλζ|
√|z|2 + |λw|2√|zeiζ |2 + |λweiλζ|2 .
2.6. Chern curvature, Chern class. Let (L, h) be a singular Hermitian holomorphic line
bundle on X. If eL is a holomorphic frame of L on some open set U ⊂ X, then the
function ϕ defined by |eL|2h = exp (−2ϕ) is called the local weight of the metric h with
respect to eL. If the local weights ϕ are in L
1
loc(U), then (Chern) curvature current of (L, h)
denoted by c1(L, h) is given by c1(L, h)|U = ddcϕ. This is a (1, 1)-closed current. Its class
in H1,1(X) is called the Chern class of L. If we fix a smooth Hermitian metric h0on L,
then every singular metric h on L can be written h = e−2ϕh0 for some function ϕ.We say
that ϕ is the global weight of h with respect to h0. Clearly, c1(L, h) = c1(L, h0) + dd
cϕ.
Now let L = NF . Suppose that L is trivial over a flow box U ≃ B × T, i.e. L|U ≃
U×C ≃ B×T×C. Consider the holomorphic section eL on U defined by eL(x) := (x, 1).
Let ϕ be the local weight of (L, g⊥X) with respect to eL. Equality (2.18) is rewritten as
follows
(2.19) H(ω, t) = ‖eL(y)‖g⊥X‖eL(x)‖g⊥X
=
e−ϕ(y)
e−ϕ(x)
.
3. PRELIMINARY RESULTS
3.1. Transversal metric and holonomy variations near singularities.
Lemma 3.1. If g′X is another smooth Hermitian metric on X and g
′⊥
X is the transversal
metric associated with F and g′X (see (2.16)), then there is a constant c > 1 such that
c−1g⊥X ≤ g′⊥X ≤ cg⊥X on X.
Proof. Since there is a constant c′ > 1 such that c′−1gX ≤ g′X ≤ cgX on X, the lemma
follows immediately from (2.16). 
Lemma 3.2. There is a constant c > 0 such that
g⊥X(x) ≤ c(dist(x, E))−2gX(x) for x ∈ X \ E,
where g⊥X is the transversal form defined in (2.17) and gX is the fundamental form associ-
ated to the Hermitian meric gX .
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Proof. Using the definition (2.17), we see easily that in a regular flow box U, there is a
constant c = cU such that g
⊥
X(x) ≤ cgX(x) for x ∈ U. Therefore, we only need to prove
the lemma in a local model for a singular point a ∈ E, that is, to prove the lemma for
x ∈ Ua ≃ D2. We may assume that gX |Ua coincides with the standard Euclidean metric
on D2. The general case is similar.
Since the vector (z, λw) is tangent to the leaf Lx at x = (z, w), the unit vector field
Nx :=
1√|z|2 + |λw|2
(− λ¯w¯ ∂
∂z
+ z¯
∂
∂w
)
is normal to Lx at x. Inserting its dual form
αx =
1√|z|2 + |λw|2
(− λ¯w¯dz + z¯dw)
into (2.17), a straighforward computation shows that
g⊥X(x) ≤ (1 + |λ|)2(|z|2 + |λw|2)−1(idz ∧ dz¯ + idw ∧ dw¯) for x = (z, w) ∈ D2 \ {0}.
Hence, the lemma follows. 
We recall some notions and results from [30, Section 9.1]. Fix a point x ∈ X and let
φx : D → L = Lx be the universal covering map given in (2.1). Consider the function
κx : D→ R defined by
(3.1) κx(ζ) := log ‖H(φx ◦ ω, 1)‖, ζ ∈ D,
where ω ∈ Ω0 is any path such that ω(1) = ζ. This function is well-defined because
H(ω, t) depends only on the homotopy class of the path ω|[0,t] and D is simply connected.
Following [30], κx is said to be the specialization of A at x.
Next, we recall from [30] two conversion rules for changing specializations in the
same leaf. For this purpose let y ∈ Lx and pick ξ ∈ φ−1x (y). Since the holonomy cocycle is
multiplicative (see [32, eq. (2.11)]), the first conversion rule (see [30, identity (9.6)])
states that
(3.2) κy(ζ) = κx(ζ)− κx(ξ), ζ ∈ D.
Consequently, it follows that
(3.3) ∆Pκy(0) = ∆Pκx(ξ).
By [30, identities (9.5) and (9.8)], we have that
(3.4) κx(0) = 0 and Ex[log ‖H(•, t)‖] = (Dtκx)(0), t ∈ R+,
where (Dt)t∈R+ is the family of diffusion operators associated with (D, gP ).
Consider the function κ : X \ E → R defined by
(3.5) κ(x) := (∆Pκx)(0) for x ∈ X \ E.
The following result gives precise variations up to order 2 of H near a singular point a
using the local model (D2,L , {0}) introduced in Subsection 2.3.
NEGATIVE LYAPUNOV EXPONENT 14
Lemma 3.3. (1) Let D2 be endowed with the Euclidean metric. Then there is a constant
c > 1 such that for every x = (z, w) ∈ (1
2
D)2, we have that
c−1 log⋆ ‖(z, w)‖ ≤ |dκx(0)|P ≤ c log⋆ ‖(z, w)‖,
−c |z|
2|w|2
(|z|2 + |w|2)2 (log
⋆ ‖(z, w)‖)2 ≤ ∆Pκx(0) ≤ −c−1 |z|
2|w|2
(|z|2 + |w|2)2 (log
⋆ ‖(z, w)‖)2,
where the function κx is defined in (3.1).
(2) Let D2 be endowed with a smooth Hermitian metric. Then there is a constant c > 1
such that for every x = (z, w) ∈ (1
2
D)2, we have that
c−1 log⋆ ‖(z, w)‖ ≤ |dκx(0)|P ≤ c log⋆ ‖(z, w)‖,
|∆Pκx(0)| ≤ c |z|
2|w|2
(|z|2 + |w|2)2 (log
⋆ ‖(z, w)‖)2 + c
√
|z|2 + |w|2(log⋆ ‖(z, w)‖)2.
Proof. Proof of assertion (1). Let Φx be the function defined in Lemma 2.6. We deduce
from (2.2) that
(3.6) |dκx(0)|P = η(x)|d logΦx(0)||(dψx)(0)| and (∆Pκx)(0) =
η2(x)|ddc log Φx(0)|
|(dψx)(0)|2
We infer from (2.7) that
(3.7) |(dψx)(0)| ≈ ‖(z, w)‖ = dist(x, E).
Next, observe that ∂ log |eiζ|+ ∂ log |eiλζ | ≈ 1. A straightforward computation shows that
(3.8) ∂ log
(|zeiζ |2 + |λweiλζ |2) = ∂|zeiζ |2 + ∂|λweiλζ|2(|zeiζ |2 + |λweiλζ|2) =
−i(|zeiζ |2 + λ¯|λweiλζ |2)dζ¯(|zeiζ |2 + |λweiλζ|2) .
Therefore, it follows that
|dΦx(0)| =
∣∣d log |eiζ |+ d log |eiλζ| − 1
2
d log
(|zeiζ |2 + |λweiλζ|2)∣∣ . 1.
Inserting this and (3.7) into the first equality in (3.6) and applying Lemma 2.5, the first
inequality of assertion (1) follows.
To prove the second inequality of assertion (1), note that i∂∂ log |eiζ | = i∂∂ log |eiλζ | =
0. Therefore, we infer from Lemma 2.6 that
i∂∂ log Φx(ζ) = −1
2
i∂∂ log
(|zeiζ |2 + |λweiλζ|2).
To compute the right hand side of the last line, we use (3.8)
∂∂ log
(|zeiζ |2 + |λweiλζ|2) = −i∂
(|zeiζ |2 + λ¯|λweiλζ|2) ∧ dζ¯(|zeiζ |2 + |λweiλζ|2)
− i
(|zeiζ |2 + λ¯|λweiλζ|2)dζ¯ ∧ ∂(|zeiζ |2 + |λweiλζ|2)(|zeiζ |2 + |λweiλζ|2)2
=
(|zeiζ |2 + |λ|2|λweiλζ|2)(|zeiζ |2 + |λweiλζ|2)− ∣∣|zeiζ |2 + λ|λweiλζ|2∣∣2(|zeiζ |2 + |λweiλζ|2)2 dζ ∧ dζ¯.
We have shown that
i∂∂ log Φx(ζ) =
−|λ− 1|2
2
|zeiζ |2|λweiλζ|2(|zeiζ |2 + |λweiλζ|2)2 idζ ∧ dζ¯.
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Inserting this and (3.7) into the second equality in (3.6) and applying Lemma 2.5, the
second inequality of assertion (1) follows.
Proof of assertion (2). The first inequality can be proved similarly as in assertion (1).
We only prove the second inequality.
First consider the case where D2 is endowed with a constant Hermitian metric gX , that
is, gX(x) = gX(0) for x ∈ D2. This case is analogous to the case of Euclidean metric
in assertion (1), although the computation is slightly more involved. We only give a
skethchy proof here. There are a1, a2, b1, b2 ∈ C such that a1b2 6= b1a2 and that
gX(0)(Z,W ) = |a1Z + b1W |2 + |a2Z + b2W |2 for (Z,W ) ∈ C2.
For x = (z, w) ∈ D2 \ {(0, 0)}, κ(x) is determined by
−ddc log (|a1Z + b1W |2 + |a2Z + b2W |2)(0)|L̂x = κ(x)gP (x),
where (Z(ζ),W (ζ)) = (zeiζ , weiλζ), ζ ∈ C (see (2.7)). Write
πddc log (|a1Z + b1W |2 + |a2Z + b2W |2) = iγ ∧ γ¯
(|a1Z + b1W |2 + |a2Z + b2W |2)2 ,
where γ := (a1Z + b1W )(a2dZ + b2dW ) − (a2Z + b2W )(a1dZ + b1dW ). Using this and
applying Lemma 2.5, a straightforward computation shows that κ(x) satisfies the second
inequality in assertion (1).
Consider the general case. Let g′X be a Hemitian metric onX such that in a local model
Ua ≃ D2 near every singular point a ∈ E it coincides with a constant Hermitian metric
on D2. We see that there is a smooth function ϕ on D2 \ {(0, 0)} such that g⊥X = e−2ϕg′⊥X
on D2 \ {(0, 0)}. Let κ′x be the function given in (3.1) using g′X instead of gX . So ∆Pκ′x(0)
satisfies the second estimate of assertion (1). Note that
(3.9) ∆Pκx(0) = ∆Pκ
′
x(0) + (∆Pϕ)(x) for x ∈ X \ E.
Observe that gX(x) = gX(0) + O(‖x‖) for x ∈ (12D)2. Consequently, ϕ(x) = (O(‖x‖).
Hence, ddcϕ = O(‖x‖−1). Therefore, by Lemma 2.5, (∆Pϕ)(x) = O(‖x‖(log⋆ ‖x‖)2). In-
serting this in (3.9) and invoking the above estimate for ∆Pκ
′
x(0), the second inequality
of assertion (2) follows.

3.2. Lyapunov exponent and weight function W . We keep the hypotheses and nota-
tion of Theorem 1.1. For t ∈ R+, consider the function Ft : X \ E → R defined by
(3.10) Ft(x) :=
∫
Ω
log ‖H(ω, t)‖dWx(ω) for x ∈ X \ E.
By (1.2) the Lyapunov exponent λ(T ) can be rewritten as
(3.11) λ(T ) :=
∫
X
F1(x)dµ(x) =
1
t
∫
X
Ft(x)dµ(x),
where the measure µ is given in (1.1). The following result is needed.
Theorem 3.4. There is a constant c > 0 such that
(3.12) |F1(x)| ≤ c log⋆ dist(x, E) for x ∈ X \ E.
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Moreover, the following inequality holds:
(3.13)
∫
X
log⋆ dist(x, E)dµ(x) <∞.
Proof. (3.12) follows from Proposition 3.3 and Lemma 4.1 in [32].
Theorem 1.4 in [32] gives (3.13). 
Define a weight functionW : X \E → R+ as follows. Let x ∈ X \E. If x belongs to a
regular flow box then W (x) := 1. Otherwise, if x = (z, w) belongs to a singular flow box
Ua, a ∈ E, which is identified with the local model with coordinates (z, w), then
(3.14) W (x) := log⋆ ‖(z, w)‖+ |z|
2|w|2
(|z|2 + |w|2)2 (log
⋆ ‖(z, w)‖)2.
Note that
1 ≤ log⋆ dist(x, E) ≤W (x) ≤ 2(log⋆ dist(x, E))2.
4. COHOMOLOGICAL FORMULA FOR THE LYAPUNOV EXPONENT
In this secton we prove the first identity of Theorem A. Inspired by Definition 8.3 in
Candel [8], we have the following
Definition 4.1. A real-valued function h defined on D is called weakly moderate if there
is a constant c > 0 such that
log |h(ξ)− h(0)| ≤ cdistP (ξ, 0) + c, ξ ∈ D.
Remark 4.2. The notion of weak moderate is weaker than the notion of moderate given
in [8, 34].
The usefulness of weakly moderate functions is illustrated by the following Dynkin
type formula.
Lemma 4.3. Let f ∈ C 2(D) be such that f, |df |P and ∆f are weakly moderate functions.
Then
(Dtf)(0)− f(0) =
∫ t
0
(Ds∆Pf)(0)ds, t ∈ R+.
Proof. Lemma 5.1 in [34] shows that if f, |df |P and ∆Pf are moderate functions, then
(Dtf)(0)− f(0) =
∫ t
0
(Ds∆Pf)(0)ds, t ∈ R+, ξ ∈ D.
Now under the weaker hypothesis that f, |df |P and ∆Pf are weakly moderate, the same
proof shows that the above equality holds for ξ = 0. This proves the lemma. 
The next lemma shows us how deep a leaf can go into a singular flow box before the
hyperbolic time R.
Lemma 4.4. [32, Lemma 3.2] There is a constant c > 0 with the following property. Let
x = (z, w) ∈ (1/2D)2 and ξ ∈ D be such that φx(tξ) ∈ (1/2D)2 for all t ∈ [0, 1]. Write
y := φx(ξ) and R := distP (ξ, 0). Then there exists ζ ∈ Πx (see (2.7) above) such that
y = (zeζ , weλζ) and that
|ζ | ≤ ecR| log ‖x‖|.
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The following result gives an estimate on the expansion rate up to order 2 ofH(ω, ·) in
terms of distP (·, 0) and the distance dist(x, E).
Proposition 4.5. There is a constant c > 0 such that for every x ∈ X \ E and every and
ξ ∈ D, ∣∣κx(ξ)− κx(0)∣∣ ≤ c log⋆ dist(x, E) · exp (c distP (ξ, 0)),∣∣|dκx(ξ)|P − |dκx(0)|P ∣∣ ≤ c log⋆ dist(x, E) · exp (c distP (ξ, 0)),∣∣∆Pκx(ξ)−∆Pκx(0)∣∣ ≤ c(log⋆ dist(x, E))2 · exp (c distP (ξ, 0)).
Proof. Fix ξ ∈ D and set y := φx(ξ). Let U be the finite cover ofX by regular and singular
flow boxes given in Subsection 2.3. We consider three steps.
Step 1: If there is a singular flow box U which contains the whole segment {φx(tξ) : t ∈
[0, 1]}, then the proposition is true for c = c1, where c1 > 0 is a constant large enough.
Write x = (z, w) and R := distP (0, ξ). By Lemma 4.4, we may write y = (ze
ζ , weλζ) for
some ζ ∈ C such that
(4.1) |ζ | ≤ ec2R.
Inserting this into the expression for the holonomy map given in Lemma 2.6, a straight-
forward computation shows that∣∣κx(ξ)− κx(0)∣∣ ≤ c3| log ‖x‖|ec3R
for a constant c3 > 0 independent of x and y.
Next, we deduce from the first inequality in assertion (2) of Lemma 3.3 that∣∣|dκx(ξ)|P − |dκx(0)|P ∣∣ ≤ |dκx(ξ)|P + |dκx(0)|P . log⋆ ‖x‖+ log⋆ ‖y‖ ≤ c3| log ‖x‖|ec3R,
for a constant c3 > 0 independent of x and y, where the last inequality holds by (4.1).
Similarly, we deduce from the second inequality in assertion (2) of Lemma 3.3 and
(4.1) that∣∣∆Pκx(ξ)−∆Pκx(0)∣∣ ≤ ∣∣∆Pκx(ξ)∣∣+∣∣∆Pκx(0)∣∣ . (log⋆ ‖x‖)2+(log⋆ ‖y‖)2 ≤ c3(log ‖x‖)2ec3R,
for a constant c3 > 0 independent of x and y.
Choosing c1 > c3 large enough, Step 1 follows from the above estimates.
Step 2: If the whole segment {φx(tξ) : t ∈ [0, 1]} is contained in a single regular flow box
U ∈ U , then
|κx(tξ)| ≤ c4 and |dκx(tξ)|P ≤ c4 and
∣∣∆Pκx(tξ)∣∣ ≤ c4 for all t ∈ [0, 1].
Here c4 > 0 is a constant independent of x and y. In particular, the proposition is true in
this case for c = c1, where c1 > 0 is a constant large enough.
Observe that the geodesic segment {φx(tξ) : t ∈ [0, 1]} is contained in the unique
plaque of U which passes through x. Moreover, by Lemma 2.5, η ≈ 1 on U. This, com-
bined with the description of the holonomy map on the regular flow box U and implies
the above three estimates. Therefore, choosing c1 > c4 large enough, we have that
c1 log
⋆ dist(x, E) ≥ c4. This proves the proposition in Step 2.
Step 3: Proof of the proposition in the general case.
We only prove the last inequality of the proposition. The other two inequalities can
be proved similarly. Consider the family of all finite subdivisions of [0, 1] into intervals
[tj−1, tj] with 1 ≤ j ≤ n such that t0 = 0, tn = 1 and that each segment {φx(tξ) :
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t ∈ [tj−1, tj ]} is contained in a single (regular or singular) flow box Uj for each j. Fix
a member of this family such that the number n is smallest possible. We may assume
without loss of generality that n > 1 since the case n = 1 follows either from Step 1
(if U1 is singular) or from Step 2 (if U1 is regular). The minimality of n implies that all
φx(t1ξ), . . . , φx(tn−1ξ) belong to the union of all regular flow boxes of U . Therefore, there
is a constant r0 > 0 independent of x and y such that
distP (tjξ, tj+1ξ) ≥ r0, 1 ≤ j ≤ n− 1.
Thus
(4.2) n ≤ 1 + r−10 distP (ξ, 0) = 1 + r−10 R.
Moreover, there is a constant c5 > 1 independent of ω such that
1 ≤ log⋆ dist(φx(tjξ), E) ≤ c5, 1 ≤ j ≤ n− 1.
Using this and applying Step 1 to each singular box in the family (Uj)
n
j=1 and applying
Step 2 to each regular flow box in the above family, we obtain that∣∣∆Pκx(t1ξ)−∆Pκx(0)∣∣ ≤ c1 log⋆ dist(x, E) · exp (c1distP (0, t1ξ)),∣∣∆Pκx(tjξ)−∆Pκx(tj−1ξ)∣∣ ≤ c1c5 exp (c1distP (tj−1ξ, tjξ)), 2 ≤ j ≤ n.
Summing up the above estimates, we get that
n∑
j=1
∣∣∆Pκx(tjξ)−∆Pκx(tj−1ξ)∣∣ ≤ c1 log⋆ dist(x, E) · exp (c1distP (0, t1ξ))
+
n∑
j=2
c1c5 exp
(
c1distP (tj−1ξ, tjξ)
)
.
On the other hand, we have that
∣∣∆Pκx(ξ)−∆Pκx(0)∣∣ ≤ n∑
j=1
∣∣∆Pκx(tjξ)−∆Pκx(tj−1ξ)∣∣.
This, coupled with the previous estimate, gives that∣∣∆Pκx(ξ)−∆Pκx(0)∣∣ ≤ c1 log⋆ dist(ω(x, E) · exp (c0distP (0, t1ξ))
+
n∑
j=2
c1c5 exp
(
c1distP (tj−1ξ, tjξ)
)
.
(4.3)
Since log⋆ dist(x, E) ≥ 1 for all x ∈ X \E, the right hand side of the last line is dominated
by a constant times log⋆ dist(x, E) times
n∑
j=1
exp
(
c1distP (tj−1ξ, tjξ)
) ≤ n · exp (c1distP (0, ξ)),
where the last inequality holds because of the identity
distP (0, ξ) =
n∑
j=1
distP (tj−1ξ, tjξ).
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Inserting (4.2) into the right hand side of the last inequality and choosing c > c1 large
enough, we find that its left hand side is bounded by c exp (cR). So the right hand side
of (4.3) is also bounded by a constant times log⋆ dist(x, E) · exp (c distP (0, ξ)), and the
proof is thereby completed. 
The following result relates the Lyapunov exponent λ(T ) to the function κ defined in
(3.5). It plays the key role in this article.
Proposition 4.6. Under the hypotheses and notations of Theorem 1.1, the integrals
∫
X
|κ(x)|dµ(x)
and
∫
X
W (x)dµ(x) are bounded, and the following identity holds
λ(T ) =
∫
X
κ(x)dµ(x).
Proof. We divide the proof into 2 steps.
Step 1: Assume in addition that gX is equal to the Euclidean metric in a local model near
every singular point of F . By Proposition 4.5, κx, |dκx|P and ∆Pκx are weakly moderate
functions on D. Consequently, applying Lemma 4.3 yields that
(4.4) D1(κx)(0)− κx(0) =
∫ 1
0
(Ds(∆Pκx))(0)ds.
By (2.14), (2.15) and (3.10), the left-hand side of (4.4) is equal to
Ex[logH(ω, 1)] = F1(x),
which is finite because of (3.12). On the other hand, by (3.2), (3.2) and (3.5), the
right-hand side of (4.4) can be rewritten as∫ 1
0
(Dsκ)(x)ds.
Consequently, integrating both sides of (4.4) with respect to µ given by (1.1), we get that
(4.5)
∫
X
F1(x)dµ(x) =
∫
X
( ∫ 1
0
(Dsκ)(x)ds
)
dµ(x).
Since we know by (3.12) and (3.11) that the left intergral is bounded and is equal to
λ(T ), it follows that right-side double integral is also bounded.
On the one hand, by the second inequality in Lemma 3.3 and (3.5), κ(x) ≤ 0 for every
x in a singular flow box of a singular point a ∈ E. On the other hand, using regular flow
box we see easily that κ(x) ≤ c0 for every x outside the union of all singular flow boxes,
where c0 > 0 is a constant. Therefore,
(4.6) κ(x) ≤ c0 for x ∈ X \ E.
Moreover, Ds is a positive contraction for s ∈ R+ (see the second identity in (2.5).
Consequently, by Fubini’s theorem, we infer that for almost every s ∈ [0, 1] with respect
to the Lebesgue measure, ∫
X
(Dsκ)(x)dµ(x)
is bounded. Consequently, by (4.6) and (2.5),∫
X
(Ds|κ|)(x)dµ(x) ≤ 2c0
∫
X
(Ds1)(x)dµ(x)−
∫
X
(Dsκ)(x)dµ(x) <∞.
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Hence, by Proposition 2.4 (4), we infer that∫
X
|κ(x)|dµ(x) =
∫
X
(Ds|κ|)(x)dµ(x) <∞.
Thus, we obtain that ∫
X
κ(x)dµ(x) =
∫
X
(Dsκ)(x)dµ(x).
Inserting this in (4.5) and using Fubini’s theorem, we get that
λ(T ) =
∫ 1
0
( ∫
X
κ(x)dµ(x)
)
ds =
∫
X
κ(x)dµ(x).
Finally, using (3.14) and the second inequality in assertion (1) of Lemma 3.3 and in-
equality (3.13), we infer that
(4.7)
∫
X
W (x)dµ(x) .
∫
X
|κ(x)|dµ(x) +
∫
X
log⋆ dist(x, E)dµ(x) <∞.
The proof of Step 1 is thereby completed.
Step 2: The general case. By (4.5), we have that∫
X
F1(x)dµ(x) =
∫
X
( ∫ 1
0
(Dsκ)(x)ds
)
dµ(x),
By the second inequality in assertion (2) of Lemma 3.3, there is a constant c > 0 such
that κ(x) ≤ cW (x) for x ∈ X \ E. This, coupled with (4.7), implies that∫
X
|κ(x)|dµ(x) ≤ c
∫
X
W (x)dµ(x) <∞.
Hence, we conclude the proof as in Step 1. 
Corollary 4.7. Under the hypotheses and notations of Theorem 1.1, the following identity
holds ∫
X
κ(x)dµ(x) = −
∫
X
c1(NF , g
⊥
X) ∧ T.
Proof. Let ϕ be a local weight of (L, g⊥X) on a flow box U. Let x ∈ U and y a point in the
same plaque as x in U. Write y ∈ φx(ξ) for some ξ ∈ D. Combining (2.19) and (3.1),
κx(ξ) = −(ϕ(y)− ϕ(x)).
This, together with (3.2), (3.3) and (3.5), imply that
κ(x) = −(∆Pϕ)(x) for x ∈ X \ E.
Hence,
κ ∧ gP = −(∆Pϕ) ∧ gP = −ddcϕ = −c1(NF , g⊥X) on U.
Since
∫
X
|κ(x)|dµ(x) < ∞ by Proposition 4.6, Integrating both sides of the last equality
over X \ E gives the desired result. 
Proof of the first identity of Theorem A. By Proposition 4.6 we may assume that gX coin-
cides with the Euclidean in a local model near every singular point of F . Fix a smooth
Hermitian metric g0 on the normal bundle NF of F . So there is a global weight function
f : X → (−∞,∞] such that g⊥X = g0 exp (−2f). We know that the weight function f is
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smooth outside E and in the local model with coordinates (z, w) associated to a singular
point a ∈ E,
f = − log (|z|2 + |λw|2) + a smooth function.
Using a finite partition of the unity on X, we can construct a family of smooth functions
(fǫ)0<ǫ≪1 on X such that fǫ converges uniformly to f in C
2-norm on each regular flow
box as ǫ → 0 and that in the local model with coordinates (z, w) associated to each
singular point a ∈ E,
(4.8) fǫ + log (|z|2 + |λw|2 + ǫ2) = f + log (|z|2 + |λw|2) on D2.
For every 0 < ǫ≪ 1 we endow NF with the metric gǫ := g0 exp (−2fǫ). Since gǫ is smooth
and the current T is ddc-closed, it follows that
(4.9) c1(NF ) ⌣ {T} =
∫
X
c1(NF , gǫ) ∧ T.
Let κǫ : X \E → R be the function defined by
(4.10) − c1(NF , gǫ)(x)|L̂x = κǫ(x)gP (x).
This, combined with (1.1), implies that
(4.11) c1(NF , gǫ) ∧ T = κǫdµ.
Since fǫ converges uniformly to f in C
2-norm on compact subsets of X \ E as ǫ → 0, it
follows that κǫ converge pointwise to κ µ-almost everywhere. Hence, we get that
−
∫
X\(
⋃
a∈E Ua)
c1(NF , gǫ)∧T =
∫
X\(
⋃
a∈E Ua)
κǫ(x)dµ(x)→
∫
X\(
⋃
a∈E Ua)
κ(x)dµ(x) as ǫ→ 0.
We will show that on each singular flow box Ua ≃ D2,
(4.12) −
∫
Ua
c1(NF , gǫ) ∧ T →
∫
Ua
κ(x)dµ(x) as ǫ→ 0.
Taking (4.12) for granted, we combine it with the previous limit and get that
−
∫
X
c1(NF , gǫ) ∧ T →
∫
X
c1(NF , g
⊥
X) ∧ T =
∫
X
κ(x)dµ(x) as ǫ→ 0,
where the last equality follows from Corollary 4.7. We deduce from this and (4.9) that
−c1(NF )⌣ {T} =
∫
X
κ(x)dµ(x).
By Proposition 4.6, the right hand side is λ(T ). Hence, the last equality implies the de-
sired identity of the theorem.
Now it remains to prove (4.12). We need the following result which gives precise
behaviour of κǫ near a singular point a using the local model (D
2,L , {0}) introduced in
Subsection 2.3.
Lemma 4.8. There is a constant c > 1 such that for every 0 < ǫ ≪ 1 and for every
x = (z, w) ∈ (1
2
D)2, we have that
−c |z|
2|w|2
(|z|2 + |w|2 + ǫ2)2 (log
⋆ ‖(z, w)‖)2 ≤ κǫ(x) ≤ −c−1 |z|
2|w|2
(|z|2 + |w|2 + ǫ2)2 (log
⋆ ‖(z, w)‖)2.
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Proof. It follows from (4.8) and (4.10) that
−ddc log (|z|2 + |λw|2 + ǫ2)(x)|L̂x = κǫ(x)gP (x).
Using the parametrization (2.7) the pull-back of the left-hand side by ψx is
−ddc log (|zeiζ |2 + |λweiλζ|2 + ǫ2)(0)
A straightforward computation as in the end of the proof of Lemma 3.3 shows that the
last expression is equal to
−c |z|
2|w|2
(|z|2 + |λw|2 + ǫ2)2 idζ ∧ dζ¯.
Using this and (3.7),and applying Lemma 2.5, the result follows. 
We resume the proof of (4.12). By Lemmas 3.3 and 4.8,
|κǫ(z, w)| ≤ c |z|
2|w|2
(|z|2 + |w|2 + ǫ2)2 (log
⋆ ‖(z, w)‖)2 ≤ c2|κ(z, w)| for (z, w) ∈ Ua ≃ D2,
and that
∫
Ua
|κ(x)|dµ(x) < ∞. On the other hand, κǫ converge pointwise to κ µ-almost
everywhere as ǫ→ 0. Consequently, by Lebesgue dominated convergence,
lim
ǫ→0
∫
Ua
κǫdµ =
∫
Ua
κdµ.
This and (4.10) imply (4.12). 
Remark 4.9. There is an alternative proof of Step 1 of Proposition 4.6 which is based on
the regularization as in the proof of the first identity of Theorem A and a cohomological
argument. This new method uses the monotone convergence theorem instead of the
Lebesgue dominated convergence. However, it still relies on Theorem 3.4.
5. COHOMOLOGICAL FORMULA FOR THE POINCARE´ MASS
In this section we prove the last identity (1.3b) of Theorem A. As an application of this
theorem, we compute the Lyapunov exponent of a generic foliation with degree d > 1 in
P2 (Corollary C).
First, we keep the hypotheses and notations of Theorem 1.1. By Brunella [5, Theorem
1.1], the leafwise Poincare´ metric gP defines a singular Hermitian metric h on T
∗
F
whose
curvature is a positive closed current. Since h is induced by the leafwise Poincare´ metric
gP which is of curvature −1, we infer from (1.1) that c1(T ∗F , h) ∧ T = gP ∧ T = µ on
X \ E. Hence, by extending the last equality trivially through E, we obtain that
(5.1) c1(T
∗
F , h) ∧ T = µ on X.
Fix a smooth Hermitian metric h0 on T
∗
F
. Hence, there is a upper-semi continuous func-
tion ψ : X → [−∞,∞) such that h = e−2ψh0. So
(5.2) c1(T
∗
F
, h) = ddcψ + c1(T
∗
F
, h0) ≥ 0 and ψ − log η is a smooth function on X,
where η is defined in (2.2). Moreover, by [16, Theorem 3.2] we see that log η is contin-
uous outside E and log η(x) tends to −∞ as x tends to E. So ψ is a quasi-psh function
which is continuous outside E. On the other hand, by Lemma 2.5 we know that in the
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regular flox boxes ψ = O(1) and that near a point a ∈ E with coordinates (z, w) :
ψ(z, w) = log ‖(z, w)‖+ log (− log ‖(z, w)‖) +O(1). Hence,
(5.3) ψ(x) = − log⋆ dist(x, E) +O(1).
In particular, the Lelong number of ψ is only > 0 at points of E which is a finite set. Using
these properties of ψ, we may perform Błocki–Kołodziej’s regularization [3, Theorem
2]. to the cover U considered in subsection 2.3. As observed in the remark following
[3, Theorem 2], that theorem still remains true if the local approximating sequences
are arbitrarily uniformly close to each other on intersection of charts. This is our case
because for two different (regular or singular) flow boxes U1, U2 ∈ U , we always have
(U1 ∩ U2) ∩ E = ∅. Consequently, there exist a decreasing sequence (ǫn) of positive real
numbers and a decresing sequence of smooth quasi-psh functions ψn with the following
properties: ǫn ց 0, and ψn ց ψ on X, and ψn converge to ψ locally uniformly on X \ E
as n→∞, and
(5.4) ddcψn + c1(T
∗
F
, h0) + ǫngX ≥ 0.
Multiplying h0 by a positive constant, we may assume without loss of generality that ψn
and ψ ≤ 0. This, coupled with (5.3) gives that
(5.5) |ψn| ≤ |ψ| ≤ log⋆ dist(x, E) + c, c is a constant independent of n.
For n ≥ 1 define the following measure on X :
(5.6) νn :=
(
ddcψn + c1(T
∗
F
, h0) + ǫngX
) ∧ T.
By (5.4) νn are all positive finite.
Lemma 5.1. There is a constant c > 0 such that∫
X
log⋆ log⋆ dist(x, E)dνn(x) < c for n ≥ 1.
Proof. By (5.6) the above integral is equal to
〈log⋆ log⋆ dist(·, E), ddcψn〉+ 〈log⋆ log⋆ dist(·, E), c1(T ∗F , h0)〉+ ǫn〈log⋆ log⋆ dist(·, E), gX〉.
Clearly, the second term is bounded and the last term tends to 0. Hence, it suffices to
show that the first term is bounded. By Stokes’ theorem, the first term is equal to
〈ddc log⋆ log⋆ dist(·, E), ψn〉. On the other hand, a straightforward computation shows that
under the coordinates x = (z, w) near a singular point a ∈ E,
|ddc log⋆ log⋆ dist(x, E)| ≈ |ddc log (− log ‖(z, w)‖)| = O(‖(z, w)‖−2(log(‖(z, w)‖)−1)
= O
(
(dist(x, E))−2(log⋆ dist(x, E))−1
)
.
Combining this and (5.5) and (1.1) and (2.2), and applying Lemma 2.5, the above first
term is bounded by
∫
X
log⋆ dist(x, E)dµ(x), which is finite by (3.13). The proof is thereby
completed. 
Now we arrive at the
Proof of the second identity of Theorem A. Since the continuous functions ψn converge to
ψ locally uniformly on X \E as n→∞, we deduce from (5.1) and (5.6) that νn → µ on
X \ E.
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On the other hand, consider the space C •(X) of all continuous function f : X \E → R
such that
‖f‖• := sup
x∈X\E
|f(x)|
log⋆ log⋆ dist(x, E)
<∞.
Note that C •(X) endowed with the norm ‖ · ‖• is a Banach space. By Lemma 5.1, νn
are continuous linear forms on C •(X) with norms ≤ c. Hence, every cluster limit of this
sequence is also a continuous linear form on C •(X)with norm≤ c. Let ν be such a cluster
limit. We will show that ν = µ. Indeed, the previous paragraph shows that ν = µ onX\E.
Moreover, by (3.13), µ does not give mass to E. As the function log⋆ log⋆ dist(x, E) is
integrable with respect to ν, ν does not give mass to E. Hence, ν = µ onX. Consequently,
νn → ν on C •(X). Applying this convergence to the function 1 and using (5.1) and (5.6),
we get that
〈ddcψn, T 〉+ 〈c1(T ∗F , h0), T 〉+ ǫn〈gX , T 〉 → 〈1, µ〉 as n→∞.
The right-hand side is ‖µ‖. On the other hand, on the left-hand side, 〈c1(T ∗F , h0), T 〉 =
c1(T
∗
F
) ⌣ {T} since h0 is a smooth metric. Moreover, 〈ddcψn, T 〉 = 0 because T is ddc-
closed, and ǫn〈gX , T 〉 = O(ǫn)→ 0. Therefore, the above limit implies identity (1.3b). 
End of the proof of Corollary C. (see also [13, Proposition 3.12]) By Theorem 1.3 let T be
the unique directed positive harmonic current such that gP ∧ T is a probability measure.
Therefore, it follows from identity (1.3b) that c1(T
∗
F
) ⌣ {T} = 1. On the other hand, it
is well-known (see e.g. [4]) that NF is equal to O(d + 2) and T
∗
F
is equal to O(d − 1).
Therefore, by identity (1.3a),
λ(F ) = λ(T ) = −{c1(NF )}⌣ {T} = −(d+ 2){c1(O(1))}⌣ {T} = −d+ 2
d − 1c1(T
∗
F
) ⌣ {T}
= −d+ 2
d − 1 .
Hence, the result follows. 
6. NEGATIVE LYAPUNOV EXPONENT
This section is devoted to the proof of Theorem B. Consider the space C ∗(X) of all
continuous function f : X \ E → R such that
‖f‖∗ := sup
x∈X\E
|f(x)|
W (x)
<∞.
Note that C ∗(X) endowed with the norm ‖ · ‖∗ is a Banach space. By Theorem 1.3, let T
be the unique directed positive ddc-closed current and let µ be the measure associated to
T by (1.1). So µ is a probability measure. Consider the function κ defined in (3.5).
Proposition 6.1. The function κ belongs to C ∗(X).
Proof. Since the Poincare´ metric gP is leafwise smooth and transversally continuous on
X\E,we deduce that κ ∈ C (X\E).Next, we infer from Lemma 2.5 that in a regular flow
box κ(x) := ∆Pκx(0) is a bounded function. SinceW (x) ≥ 1, it follows that κ(x) .W (x)
in this case.
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On the other hand, by Lemma 3.3 we see that for a point x = (z, w) in the local model
of a singular flow box Ua ≃ D2, a ∈ E,
κ(x) .
|z|2|w|2
(|z|2 + |w|2)2 (log
⋆ ‖(z, w)‖)2 .W (x).
So in all cases κ(x) .W (x). Hence, κ belongs to C ∗(X). 
In the next key lemma we use Hahn-Banach theorem following an idea of Sullivan [36]
and Ghys [24]. In the case of transversally conformal foliations without singularities, the
idea has been used in [13]. Note that by Proposition 4.6,
∫
X
κ(x)dµ(x) is well-defined.
Lemma 6.2. Suppose that
∫
X
κ(x)dµ(x) ≥ 0. Then there exists a sequence of smooth real-
valued functions ψn compactly supported in X \ E such that
lim inf
n→∞
(κ(x)−∆Pψn(x)
W (x)
) ≥ 0 uniformly in x ∈ X \ E.
Proof. Consider the space I (X) of all function u : X \ E → R such that there is a
smooth real-valued function f compactly supported in X \E such that u = ∆Pf. We see
that I (X) is a subspace of C ∗(X). Let I (X) be the closure of I (X) in C ∗(X). Consider
the cone C +(X) of all functions f ∈ C ∗(X) such that f(x) ≥ 0 everywhere. Let Q(X)
the quotient of C ∗(X) by I (X) and π : C ∗(X) → Q(X) the canonical projection. Let
C
+
(X) be the closure of π(C +(X)) in Q(X). The conclusion of the lemma is equivalent
to the fact that π(κ) ∈ Q(X) belongs to C +(X). Suppose the contrary in order to get
a contradiction. By Hahn-Banach theorem applied to Q(X), there exists a continuous
linear functional νˆ : Q(X) → R such that νˆ ≥ 0 on C +(X) and νˆ(π(κ)) < 0. So the
continuous linear functionnal ν := νˆ ◦ π : C ∗(X) → R satisfies that ν ≥ 0 on C +(X)
and ν(κ) < 0 and ν = 0 on I (X). Since C 0(F ) ⊂ C ∗(X), we infer that the restriction
of ν to X \ E defines a positive harmonic measure. Moreover, ν does not give mass
to the set E, since the function x 7→ dist(x, E) belongs to C ∗(X), and hence the Dirac
mass δa at any point a ∈ E cannot be evaluated at this function. Consequently, by
Proposition 2.4, ν = T ′ ∧ gP for a positive directed ddc-closed current T ′. Therefore,
it follows from Theorem 1.3 and formula (1.1) that ν is equal to µ up to a positive
multiplicative constant. Hence, µ(κ) < 0 and we reach a contradiction. 
Remark 6.3. By adding a constant cn to each ψn, we obtain a new sequence of functions
(ψn) satisfying the conclusion of Lemma 6.2.
Let ρ : C ∪ {∞} → R+ be a smooth function which satisfies
(6.1) ρ(|t|) = 0 for |t| ≥ 2, ρ(t) = 1 for |t| ≤ 1/2, 0 < ρ(t) < 1 for 1/2 < |t| < 2.
Consider the volume form Vol on X \ E given by
(6.2)
∫
X\E
fdVol = 〈g⊥X , fgP 〉 for f ∈ C (F ).
Lemma 6.4. There are functions θn : X \ E → R, n ≥ 1, with the following properties:
(1) (∆P θn)(x)
W (x)
= O(n−1) and |∂θn(x)∧∂θn(x)|P
W (x)
= O(n−1) uniformly as n
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(2) 〈W,µn〉 <∞. where µn is the volume form on X \ E defined by
(6.3) µn := exp (−ψn − θn)Vol.
with ψn the functions given by Lemma 6.2. Consequently, by adding a constant cn
to each ψn if necessary (see Remark 6.3), we may assume that 〈W,µn〉 = 1.
Proof. Let σ1, σ2 : (
1
2
D)2 \ {(0, 0)} → C ∪ {∞} be the functions defined by
σ1(x) :=
w| log |z||1/2
z(log | log |z||) and σ2(x) :=
z| log |w||1/2
w(log | log |w||)
for x = (z, w). So σ2(z, w) = σ1(w, z).
Consider the functions χ1, χ2 : X \ E → R+ which satisfies χj(x) = 1 for x 6∈⋃
a∈E U
sing
a , and for x = (z, w) ∈ 12Usinga
χj(x) := ρ(σj(x)).
Consider the function χ : X \ E → R+ defined by
χ(x) := χ1(x) + χ2(x)− χ1(x)χ2(x).
For n ≥ 1, consider the the function θn : X \ E → R defined by
(6.4)
θn(x) :=
1
n
χ(x) log⋆ (log⋆ dist(x, E))+
1
n
(1−χ(x))( log⋆ (log⋆ dist(x, E)))2, x ∈ X \E.
In the sequel, we will estimate ddcθn and ∂θn ∧ ∂θn. For this purpose, consider two func-
tions ϑj(r) := (log (− log r))j, r ∈ (0, 1) with j = 1, 2. Observe that
ϑ′1(r) =
1
r log r
and ϑ′′1(r) = −
1
r2 log r
− 1
r2(log r)2
,
ϑ′2(r) =
2 log (− log r)
r log r
and ϑ′′2(r) = −
2 log (− log r)
r2 log r
− 2 log (− log r)
r2(log r)2
+
2
r2(log r)2
.
Moreover, if |σ1(x)| ≤ 2 then |w| ≤ log | log |z||| log |z||1/2 |z| (in particular, σ2(x) > 2), and hence a
straightforward computation shows that
∂σ1 = O
( | log |z||1/2
|z| log | log |z||
)
dw +O(
1
|z|)dz and ∂σ1 = O
( 1
|z|| log |z||
)
dz¯,
∂∂σj = O
( 1
|z|2| log |z||
)
dz ∧ dz¯ +O( 1|z|2| log |z||1/2| log | log |z|||
)
dw ∧ dz¯.
By exchanging z and w in the above estimates, we obtain similar inequalities for ∂σ2,
∂σ2, ∂∂∂σ2 when |σ2(x)| ≤ 2. We also use the following identities:
∂χj = (ρ
′ ◦ σj)∂σj and ∂χj = (ρ′ ◦ σj)∂σj ,
ddcχj = (ρ
′′ ◦ σj)dσj ∧ dcσj + (ρ′ ◦ σj)ddcσj .
These identities imply in particular that
∂χj = 0, ∂χj = 0, ∂∂χj = 0 if |σj(x)| > 2.
For r := dist(x, E), the following identities hold
∂ϑj = ϑ
′
j(r)∂r and ∂ϑj = ϑ
′
j(r)∂r,
ddcϑj = ϑ
′′
j (r)dr ∧ dcr + ϑ′j(r)ddcr.
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Moreover, when x is close to a point a ∈ E we use the coordinates (z, w) for x, and hence
r =
√|z|2 + |w|2, and
∂r = O(1)dz +O(1)dw, ∂r = O(1)dz¯ +O(1)dw¯,
ddcr = O(r−1)dz ∧ dz¯ +O(r−1)dz ∧ dw¯ +O(r−1)dw ∧ dz¯ +O(r−1)dw ∧ dw¯.
Proof of assertion (1). By Lemma 2.5, we have that
(∆P θn)(x) . (dist(x, E))
2(log⋆ dist(x, E))2|(ddcθn)(x)|Lx |
|∂θn(x) ∧ ∂θn(x)|P . (dist(x, E))2(log⋆ dist(x, E))2|∂θn(x) ∧ ∂θn(x)|Lx |.
(6.5)
Using ψx given in (2.7), we see that for x = (w, z),
(6.6)
|w|−1dw(x)|Lx ≈ dζ ≈ |z|−1dz(x)|Lx and |w|−1dw¯(x)|Lx ≈ dζ¯ ≈ |z|−1dz¯(x)|Lx.
The proof of assertion (1) is divided in two cases.
Case 1: |σj(x)| ≥ 1/2 for 1 ≤ j ≤ 2 : Consider the estimates lying between (6.4) and
(6.5). Inserting all these estimates and (6.6) together into (6.4), we get that
|(ddcθn)(x)|Lx | .
1
n
O
(
(
log⋆ (log⋆ dist(x, E)))2
(dist(x, E))2 log⋆ dist(x, E)
)
|∂θn(x) ∧ ∂θn(x)|Lx | .
1
n
O
( log⋆ (log⋆ dist(x, E)))
(dist(x, E))2 log⋆ dist(x, E)
)
.
Consequently, this and (6.5) yield that
(∆P θn)(x) =
1
n
O
(
log⋆ dist(x, E)(log⋆ (log⋆ dist(x, E)))2
)
|∂θn(x) ∧ ∂θn(x)|P = 1
n
O
(
log⋆ dist(x, E) log⋆ (log⋆ dist(x, E))
)
.
(6.7)
The proof in Case 1 will follow if one can show that the right hand sides of (6.7) are of
order 1
n
O(W (x)).We may assume without loss of generality that |z| ≥ |w|, and hence
dist(x, E) ≈ ‖(z, w)‖ ≈ |z| and |w||z| &
log | log |z||
| log |z||1/2 .
Hence,
|z|2|w|2
(|z|2 + |w|2)2 (log
⋆ ‖(z, w)‖)2 & log |z|(log | log |z||)2.
It follows from this and (3.14) that
W (x) & log⋆ dist(x, E)(log⋆ (log⋆ dist(x, E)))2.
So the right hand sides of (6.7) are of order 1
n
O(W (x)), and hence Case 1 is completed.
Case 2: there is 1 ≤ j ≤ 2 such that |σj(x)| ≤ 1/2 : By (6.4), we have that
χj(x) = χ(x) = 1 and θn(x) =
1
n
log⋆ (log⋆ dist(x, E)).
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Consider the estimates lying between (6.4) and (6.5). Inserting all these estimates to-
gether into the above expression of θn(x), we get that
|(ddcθn)(x)|Lx| .
1
n
O
( 1
(dist(x, E))2 log⋆ dist(x, E)
)
|∂θn(x) ∧ ∂θn(x)|Lx| .
1
n
O
( 1
(dist(x, E))2(log⋆ dist(x, E))2
)
.
Consequently, this and (6.5) yield that
(∆Pθn)(x) =
1
n
O
(
log⋆ dist(x, E)
)
and |∂θn(x) ∧ ∂θn(x)|P = 1
n
O
(
1
)
.
Since W (x) & log⋆ dist(x, E), we see that both the right hand sides are are of order
1
n
O(W (x)). Hence, Case 2 follows.
Proof of assertion (2). We only need to work on a local model near a singularity a ∈ E.
For a point x close to a, write x = (z, w). Assume without loss of generality that the
positive smooth (1, 1)-form gX is equal to idz∧dz¯+ idw∧dw¯. By Lemma 2.5, we have on
Lx that gP (x) ≈ gX(x)‖x‖2(log ‖x‖)2 . Moreover, by Lemma 3.2 there is a constant c > 0 such that
g⊥X(x) . c
gX(x)
‖x‖2
. Therefore, the condition 〈W,µn〉 <∞ can be rewritten as follows
(6.8) I :=
∫
x∈D2
W (x)
exp (−θn(x))gX(x)2
‖x‖4(log ‖x‖)2 <∞.
Splitting the domain of integrationD2 of I intoD1∪D2,whereD1 := {x ∈ D2 : χ(x) = 0},
D2 := {x ∈ D2 : χ(x) > 0}, we obtain the corresponding integrals I1, I2, and I = I1 + I2.
Before proving that both integrals I1 and I2 are finite, recall from (3.14) that for x close
to a,
(6.9) W (x) ≈ | log ‖x‖|+ |z|
2|w|2
(|z|2 + |w|2)2 (log ‖x‖)
2.
Finiteness of I1:
Since χ(x) = 0, θn(x) =
1
n
(log (− log ‖x‖))2 ≥ 2 log (− log ‖x‖). On the other hand, it
follows from (6.9) thatW (x) . (log ‖x‖)2. Consequently, using the spherical coordinates
and putting r := ‖x‖, we see that
I1 ≤
∫
x∈D2
exp (−θn(x))gX(x)2
‖x‖4 .
∫ 1/2
0
exp (−2(log (− log r)))r3dr
r4
=
∫ 1/2
0
dr
(log r)2r
<∞.
Finiteness of I2:
Since 1 − χ(x) = (1 − χ1(x))(1 − χ2(x)), we infer from χ(x) > 0 that either χ1(x) > 0
or χ2(x) > 0. Suppose without loss of generality that χ1(x) > 0. Then
|w|
|z| ≤
2 log | log |z||
log |z||1/2 .
This, combined with (6.9), implies thatW (x) . (log | log |z||)2| log |z||.On the other hand,
θn(x) =
1
n
log (− log ‖x‖). Consequently, using the spherical coordinates and putting r :=
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‖x‖, we see that
I2 ≤
∫
x∈D2
(log | log ‖x‖|)2 exp (−θn(x))gX(x)2
| log ‖x‖|‖x‖4
.
∫ 1/2
0
exp (− 1
n
(log (− log r)))(log (− log r))2r3dr
−(log r)r4 =
∫ 1/2
0
(log (− log r))2dr
(log r)1+
1
n r
<∞.
We have shown that both I1 and I2 are finite. Hence, I is finite. 
Let n ≥ 1. On each (regular or singular) flow box U of the finite open cover U given
in Subsection 2.3, we introduce a function ϕn : U→ R. The important point here is that
∆Pϕn and |dϕn|P are well-defined functions on X \E. In each flow box U ≃ B×T, there
is a volume form Υ on T and a function ϕ : B× T→ R such that
g⊥X = exp (−2ϕ)Υ.
Then we set ϕn = −ψn − θn − ϕ on U so that by (6.3) and (6.2) we get
(6.10) µn = exp (2ϕn)gP ∧Υ on U.
Lemma 6.5. For every n ≥ 1 and every a ∈ E, in the local model for the singular flow box,∫
Ua
|∆Pϕn,a|dµn <∞ and
∫
Ua
|dϕn,a|2Pdµn <∞.
Proof. To prove the first inequality of the lemma, observe that∫
Ua
|∆Pϕn,a|dµn ≤
∫
X
|∆Pψn|dµn +
∫
X
|∆Pθn|dµn +
∫
Ua
|∆Pϕ|dµn.
Since ψn is a smooth function,
∫
X
|∆Pψn|dµn <∞. By Lemma 6.4, we have that∫
X
|∆P θn|dµn = O(n−1)〈W,µn〉 = O(n−1).
By Lemma 3.3, we have |(∆Pϕ)(x)| . W (x) for x ∈ Ua. Using this and applying Lemma
6.4 yield that ∫
Ua
|∆Pϕ|dµn . 〈W,µn〉 = 1.
The last three estimates imply the first inequality of the lemma.
We turn to the proof of the second inequality of the lemma. For r > 0 let DP (r) denote
the Poincare´ disc with center 0 and radius r. Let χ˜ : DP (3)→ [0, 1] be a smooth function
such that χ˜ = 1 on DP (1) and χ˜ = 0 outside DP (2) and |∆Pχ| < 100. Let ϕ˜ : DP (2)→ R
be smooth function Applying Stokes’ theorem on DP (2) yields that we obtain that∫
DP (2)
χ˜|dϕ˜|2P exp (2ϕ˜)gP =
∫
DP (2)
∆P χ˜ exp (2ϕ˜)gP −
∫
DP (2)
χ˜∆P ϕ˜ exp (2ϕ˜)gP .
Hence, ∫
DP (1)
|dϕ˜|2P exp (2ϕ˜)gP ≤ 100
∫
DP (2)
exp (2ϕ˜)gP +
∫
DP (2)
|∆P ϕ˜| exp (2ϕ˜)gP .
Fix α ∈ A. The above inequality implies that for every x ∈ La,∫
πx(DP (1))
|dϕn,a|2P exp (2ϕn,a)gP ≤ 100
∫
φx(DP (2))
exp (2ϕn,a)gP+
∫
φx(DP (2))
|∆Pϕn,a| exp (2ϕn,a)gP ,
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where φx is given in (2.1). Integrating both sides of the above inequality with respect to
gP (x), x ∈ La, we see that there is a constant c > 0 independent of α ∈ A such that∫
Lα
|dϕn,a|2P exp (2ϕn,a)gP ≤ c
∫
Lα
exp (2ϕn,a)gP + c
∫
Lα
∆Pϕn,a exp (2ϕn,a)gP .
Integrating both sides of the last inequality with respect to the volume form Υa on A, we
obtain that ∫
Ua
|dϕn,a|2Pdµn ≤ c
∫
Ua
dµn + c
∫
Ua
|∆Pϕn,a|dµn.
On the other hand, by Lemma 6.4, 〈1, µn〉 ≤ 〈W,µn〉 < ∞. Hence, the second inequality
of the lemma follows from the first one. 
Lemma 6.6. For every n ≥ 1 we have that∫
X
(∆Pϕn + |dϕn|2P )dµn = 0.
By Lemma 6.5, the above integral makes sense.
Proof. Fix n ≥ 1. Consider the finite open cover U = (Up)p∈I of X given in Subsection
2.3. So E ⊂ I and for every a ∈ E, Ua is a singular flow box associated to a. Moreover,
for p ∈ I \ E, Up ≃ Bp × Tp is a regular flow box. Fix a partition of unity (fp) associated
to Uǫ :
∑
fp = 1, where the support of each function fp is contained in Up.
In each regular flow box Up with p ∈ I \ E, there is a volume form Υp on Tp such that
µn = exp (2ϕn,p)gP ∧Υp.
Applying Stokes’ theorem to each plaque in each plaque of such Up, we get that∫
X
∆Pfpdµn =
∫
Bp×Tp
ddcfp exp (2ϕn,p)Υp
=
∫
Tp
( ∫
Bp
ddcfp exp (2ϕn,p)
)
Υp
=
∫
Tp
( ∫
Bp
fpdd
c exp (2ϕn,p)
)
Υp.
A straightforward computation shows that the expression in the last line is equal to∫
Tp
( ∫
Bp
fp(2dd
cϕn,p + 4i∂ϕn,p ∧ ∂ϕn,p) exp (2ϕn,p)
)
Υp
=
∫
Tp
( ∫
Bp
fp(∆Pϕn,p + |dϕn,p|2P ) exp (2ϕn,p)gP
) ∧Υp
=
∫
X
fp(∆Pϕn,p + |dϕn,p|2P )dµn.
We have shown that for p ∈ I \ E,
(6.11)
∫
X
∆Pfpdµn =
∫
X
fp(∆Pϕn,p + |dϕn,p|2P )dµn.
We will show that for a ∈ E,
(6.12)
∫
X
∆Pfadµn =
∫
X
fa(∆Pϕn,a + |dϕn,a|2P )dµn.
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Taking (6.12) for granted, we will complete the proof of the lemma. Indeed, by summing
up (6.11) and (6.12), and using that ∆P1 = 0, we infer that
0 =
∫
X
∆P1dµn =
∑
p∈I
∫
X
∆Pfpdµn
=
∑
p∈I\E
∫
X
fp(∆Pϕn,p + |dϕn,p|2P )dµn +
∑
a∈E
∫
X
fa(∆Pϕn,a + |dϕn,a|2P )dµn
=
∑
p∈I
∫
X
fp(∆Pϕn + |dϕn|2P )dµn
=
∫
X
fp(∆Pϕn + |dϕn|2P )dµn.
Hence, the asserted identity of the lemma follows.
To complete the proof it remains to establish (6.12). We work in the local model
F |Ua ≃ (D2,L , {0}) associated to a point a ∈ E. We also have a form Υ = Υa which is
well-defined on the distinguished transversal A = Aa of this model as well as function
ϕn,a which is well-defined on D
2.
For every 0 < ǫ≪ 1, consider the smooth function ρ˜ǫ : D2 → [0, 1] given by
(6.13) ρ˜ǫ(x) :=
(
1− ρ(2z/ǫ))(1− ρ(2w/ǫ)) for x = (z, w) ∈ D2.
Here ρ is the function introduced in (6.1). Note that ρ˜ǫ(x) = 1 if |z| > ǫ and |w| > ǫ,
ρ˜ǫ(x) = 0 if either |z| < ǫ/4 or |w| < ǫ/4. Moreover, near z = 0 we have
(6.14) ∂zρ˜ǫ = O(ǫ
−1)dz, ∂zρ˜ǫ = O(ǫ
−1)dz¯, ddczρ˜ǫ = O(ǫ
−2)idz ∧ dz¯.
Similar estimates also hold when z is replaced by w.
Now fix α ∈ A and consider the function (∆Pfa)ρ˜ǫ exp (2ϕn,a) restricted to the Riemann
surface Lα. Recall that Lα is the image of the sector S by the map ψ˜α given in (2.9) and
that (z, w) = ψ˜α(ζ) is related to ζ = u + iv by (2.10). Since fa = 1 in a neighborhood of
a = 0 and fa is compactly supported in D
2, it follows from the above properties of ρ˜ǫ that
the support of the function (∆Pfa)ρ˜ǫ exp (2ϕn,a) is contained in the image by ψ˜α of a set
Kα such that
Kα ⋐ {(u, v) ∈ S : 0 < v < − log (ǫ/4) and 0 < (Imλ)u+ (Reλ)v < − log (ǫ/4)} ⊂ S.
Therefore, we are able to applying Stokes’ theorem to this function on Lα. Consequently,
for each α ∈ A we have that
(6.15)
∫
Lα
(∆Pfa)ρ˜ǫ exp (2ϕn,a)gP =
∫
Lα
fa∆P
(
ρ˜ǫ exp (2ϕn,a)
)
gP .
Since ρ˜ǫ ր 1 onD2 as ǫ→ 0, the left-hand side of (6.15) tends to
∫
Lα
(∆Pfa) exp (2ϕn,a)gP .
On the other hand, we deduce from the above properties of ρ˜ǫ that ∆P
(
ρ˜ǫ exp (2ϕn,a)
)−
∆P
(
exp (2ϕn,a)
)
is nonzero only if x ∈ Dǫ,z ∪Dǫ,w, where
Dǫ,z :=
{
x = (z, w) ∈ D2 : |z| < ǫ and |w| ≈ 1} and Dǫ,w := {|w| < ǫ and |z| ≈ 1} .
Therefore, we infer from (6.14) and (6.6) that for x = (z, w) ∈ Dǫ,z ∩ Lα,∣∣∣∆P (ρ˜ǫ exp (2ϕn,a))−∆P ( exp (2ϕn,a))∣∣∣ = O(ǫ−1)dz ∧ dw¯ +O(ǫ−1)dz¯ ∧ dw +O(ǫ−2)idz ∧ dz¯
= O(1)idw ∧ dw¯ = O(1)gX(x)|Lx .
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By Lemma 2.5, on Lx ∩ (Dǫ,z ∪Dǫ,w), gX ≈ gP . Hence, it follows that∣∣ ∫
Lα
fa
(
∆P
(
ρ˜ǫ exp (2ϕn,a)
)−∆P ( exp (2ϕn,a)))gP ∣∣ .
∫
Lα∩(Dǫ,z∪Dǫ,w)
gX(x).
Using (2.7) or 2.9, we see easily that the right-hand side is O(ǫ). Therefore, we get that
that
lim
ǫ→0
∫
Lα
fa∆P
(
ρ˜ǫ exp (2ϕn,a)
)
gP =
∫
Lα
fa∆P
(
exp (2ϕn,a)
)
gP .
As ǫ tends to 0 we infer from (6.15) that∫
Lα
(∆Pfa) exp (2ϕn,a)gP =
∫
Lα
fa∆P
(
exp (2ϕn,a)
)
gP .
Integrating both sides with respect to the form Υa on A, we get (6.12) easily. 
End of the proof of Theorem B. Suppose in order to get a contradiction that λ(T ) ≥ 0. So
by Proposition 4.6, we have that ∫
X
κ(x)dµ(x) ≥ 0.
By Lemma 6.4 (2), there is a subsequence of (µn) converging weakly to a measure µ
′.
Consider the family of currents Tn on C
1,1(F ) defined by
Tn(h) :=
〈
exp (−ψn − θn)g⊥X , h
〉
for h ∈ C 1,1(F ).
Let fh ∈ C 0(F ) be defined by h = fhgP . Then we get that Tn(h) = 〈fh, µn〉. On the
other hand, by Lemma 6.4 (ii), 〈W,µ′〉 = 1. So µ′ does not charge any singular point.
Consequently, restricting µ′ to each flow box we can prove that Tn converges weakly to a
nonzero directed positive current T ′ and µ′ = T ′ ∧ gP on X \ E.
Next, we will show that T ′ is closed. Taking this for granted, we see that T ′ is a nonzero
directed positive closed current. This contradicts the hypothesis of the theorem, and the
proof is thereby completed.
It remains to prove that dT ′ = 0. To do this consider ξ ∈ C 1(F ). Using a partition of
unity, we can write ξ as a finite sum of 1-form whose support is contained a flow box.
Therefore, we may assume that the support of ξ is contained in a flow box U ≃ B × T.
Using the notation in (6.10), the measures µn given in (6.3) can be rewritten as
µn = g
⊥
X,n ∧ gP = exp (2ϕn)gP ∧Υ.
So
g⊥X,n := exp (2ϕn)Υ,
where Υ is a volume form on T and ϕn is a real-valued function on U. Applying Stokes’
theorem on each plaque of U we get that∫
X
dξ ∧ g⊥X,n =
∫
X
dξ ∧ exp (2ϕn)Υ
=
∫
X
ξ ∧ d( exp (2ϕn)Υ) =
∫
X
(ξ ∧ dϕn) ∧ g⊥X,n.
Hence, by Cauchy–Schwarz’s inequality
(6.16)∣∣ ∫
X
dξ ∧ g⊥X,n
∣∣ = ∣∣ ∫
X
(ξ ∧ dϕn) ∧ g⊥X,n
∣∣ ≤ c‖ξ‖∞
∫
X
|dϕn|Pdµn ≤ c‖ξ‖∞
( ∫
X
|dϕn|2Pdµn
)1/2
,
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where c > 0 is a constant depending on U and ‖ξ‖∞ is the sup-norm of ξ. Here we
recall from Lemma 2.5 (1) that on U the leafwise Poincare´ metric gP is equivalent to the
restriction of the ambient metric gX on plaques of U. Observe that since ϕn is well-defined
up to addition of a plaque-wise constant functions, |dϕn|P is well-defined.
By Lemma 6.6,
(6.17)
∫
X
|dϕ2n|Pdµn = −
∫
X
∆Pϕndµn.
On the other hand, by Lemma 6.2, there is a sequence of functions τn : X \ E → R+
such that ‖τn‖∞ → 0 and(−∆Pϕ−∆Pψn(x)
W (x)
) ≥ −τn(x) for x ∈ X \ E.
Write ∫
X
∆Pϕndµn =
∫
X
W (x)
∆P (−ϕ− ψn)−∆P θn
W (x)
dµn
≥ −
∫
X
τn(x)W (x)dµn −
∫
X
∆P θndµn.
Applying Lemma 6.4 (1) to the last line yields that
lim inf
n→∞
∫
X
∆Pϕndµn ≥ 0.
This, combined with (6.17), implies that
lim
n→∞
∫
X
|dϕ2n|Pdµn = 0.
Inserting this into the right hand side of (6.16), we get that limn→∞
∫
X
dξ ∧ g⊥X,n = 0.
Hence, 〈dT ′, ξ〉 = 0. Thus, T ′ is closed as claimed.

Remark 6.7. It is of interest to know whether Theorems A and B still hold if X is merely
a compact Ka¨hler surface. This is the case if we can relax the projectivity assumption in
[32, Theorem 1.1]. The reader may find in [19, 33] some other open questions in the
ergodic theory of singular holomorphic foliations.
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