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Introduction
Thermodynamics is one of the most basic branches in physics. However, its math-
ematical background is still obscure. The crucial point lies in our lack of mathematical
setting which represents thermodynamic state space. In some other branch of physics, the
state space of a physical system may be clearly defined. In classical mechanics it is de-
scribed by the cotangent bundle over a configuration space, and in quantum mechanics by
a Hilbert space. If we consider only equilibrium states of a thermodynamic system, we can
think of a suitable open subset of a Euclidean space as a state space. But it is not so easy to
set up a state space which includes non-equilibrium states.
Another crucial problem lies in the notion of entropy. Entropy plays a role of great
importance in thermodynamics. However, it is clearly defined only for equilibrium states.
Many attempts have been made to extend the notion to non-equilibrium states. The basic
idea can be roughly described as follows. Divide a system Σ into small subsystems Σi so
that each Σi is in an equilibrium state, and then define the entropy of Σ as the total sum
of the classical entropy of Σi . Prigogine fully carried out this idea and defined entropy
by using integration (see [5], [6]). But the definition is only justified by the so-called local
equilibrium assumption, which is not necessarily accepted by physicists.
In 1931, Onsager developed a theory of linear non-equilibrium thermodynamics (see
[3], [4]). We shall sketch his theory for an isolated system Σ . Suppose that the entropy S of
Σ is defined on a sufficiently small neighborhood M of an equilibrium state and that S is a
differentiable function of extensive variables x1, . . . , xn on M . Then every thermodynamic
process x(t) = (xi(t)) of the isolated system Σ satisfies the following ordinary differential
equations:
dxi
dt
=
n∑
j=1
Lij
∂S
∂xj
, i = 1, . . . , n ,
where the coefficients Lij are constants determined by characteristic quantities of a sub-
stance. Onsager’s reciprocity theorem then means that (Lij ) is a positive definite symmet-
ric matrix. There can be seen a metric structure behind his theory. In fact, denoting by
(gij ) the inverse matrix of (Lij ) and setting g = ∑i,j gij dxidxj , we can recognize that
g is a Riemannian metric on M . Then x(t) is an integral curve of the vector field grad S
1
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on M . This simple observation suggests that each substance determines a metric on its
thermodynamic state space (cf. [7]). This gives us various new questions.
In this paper, we would like to clarify mathematical structures in thermodynamics by
studying the above problems. Because all thermodynamic quantities of a system Σ are
independent of the shape of Σ , we regard Σ as a convex polyhedron in a 3-dimensional
Euclidean space. Considering density functions of extensive quantities such as internal en-
ergy and amount of substance, we define a state space of Σ as a function space consisting
of these density functions on Σ . We shall call it the general state space of Σ and denote
it by St (Σ). As St (Σ) is a subset of a certain Hilbert space, it carries a natural distance
function. Then we try to construct a continuous state function SΣ on St (Σ) in such a way
that it enables us to express the second law of thermodynamics in a reasonable form. We
shall construct the function without adopting the local equilibrium assumption. Neverthe-
less, we can establish a formula which represents SΣ as an integral of classical entropy
density. When we restrict SΣ to a space of isolated states of Σ , SΣ attains its maximum
value at a specific state, which we call a pseudo-equilibrium state. Using this fact, we can
characterize a pseudo-equilibrium state by means of variational method. The characteriza-
tion allows us to consider the absolute temperature, the pressure and the chemical potential
of an equilibrium state.
In Section 1, we give a precise definition of the general state space St (Σ). Then we
construct in Section 2 the state function SΣ and establish an integral formula. Section 3
is devoted to the study of pseudo-equilibrium states. Equilibrium states will be considered
in Section 4. In Section 5, we shall study thermodynamics from a geometric point of
view. The general state space St (Σ) of Σ is an infinite dimensional space including non-
equilibrium states which are far different from equilibrium states. It is difficult to study such
states in a framework of thermodynamics. Then we shall deal with those states which are
near equilibrium states. This standpoint leads us to consider a finite dimensional manifold
M(Σ) contained in St (Σ). M(Σ) must satisfy several conditions. We shall also treat the
interaction between the system and its surroundings (or the outside world). To describe a
state space of surroundings, we use the cotangent bundle over a manifold. In general, a
covariant tensor field h of degree two on a manifold M will be called a skew metric if the
symmetric part of h is a Riemannian metric on M . We assume that the system Σ determines
a unique skew metric h on M(Σ). Then we shall discuss thermodynamic processes of the
system and the second law of thermodynamics by using the skew metric and the function
SΣ .
1. General state space
We begin with some elementary remarks on convex polyhedra in the standard 3-
dimensional Euclidean space R3. Let Σ be a convex polyhedron. Note that Σ is a compact
connected subset of R3. We denote by IntΣ the set of all inner points of Σ and by ∂Σ the
boundary of Σ . If two convex polyhedra Σ1 and Σ2 satisfy IntΣ1 ∩ IntΣ2 = ∅,then the
intersection Σ1 ∩Σ2 is a convex polyhedron. A finite set D = {Σi}i∈I of convex polyhedra
is called a division of Σ if it satisfies Σ =⋃i∈I Σi and IntΣi ∩ IntΣj = ∅ for all i, j ∈ I
with i = j . Let D ′ = {Σ ′k}k∈K be another division of Σ . Then D ′ is called a subdivision
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of D if, for each k ∈ K , there is an element i ∈ I such that Σ ′k ⊂ Σi . For each i ∈ I , let
Ki denote the set of all k ∈ K such that Σ ′k ⊂ Σi . Then {Σ ′k}k∈Ki is a division of Σi .
The following lemma will be useful in the sequel.
LEMMA 1. Let D1 and D2 be divisions of Σ and let Σ ′ be a convex polyhedron
contained in Σ . Then
(1) There is a common subdivision D of D1 and D2.
(2) If Σ ′ = Σ , then there is a division {Σi}1≤i≤k of Σ such that Σ1 = Σ ′.
(3) Let {Σi} i∈I be a division of Σ and let I ′ denote the set of all i ∈ I such
that Σi
⋂
IntΣ ′ = ∅. Then {Σi ∩ Σ ′}i∈I ′ is a division of Σ ′.
Now consider a real valued function f on Σ . f is said to be piecewise continuous
if there are a division {Σi}i∈I of Σ and a continuous function fi defined on Σi such that
f (z) = fi(z) for all z ∈ IntΣi (i ∈ I). In other words, f is uniformly continuous on each
IntΣi . Note that the value f (z) at a point z of the boundary ∂Σi is not necessarily equal to
fi(z). We shall regard every continuous function on Σ as a piecewise continuous function.
From Lemma 1 and the above definition, we have immediately the following
PROPOSITION 1.1. Let f and g be piecewise continuous functions on Σ and let r
be a real number. Then
(1) rf and f + g are piecewise continuous functions on Σ .
(2) For every convex polyhedron Σ ′ contained in Σ , the restriction f |Σ ′ of f to Σ ′
is a piecewise continuous function on Σ ′.
From now on, we shall use the Lebesgue measure ν of the Euclidean space R3. Every
convex polyhedron Σ is a measurable set with finite measure. A measurable subset N of
R3 is called a null set if ν(N) = 0. Two functions f and g defined on Σ are said to be
equivalent if there is a null set N in Σ such that f (z) = g(z) for all z ∈ Σ −N . This being
the case, we denote it by f ∼ g . A function h on Σ is said to be positively bounded if there
are positive constants m and M such that m ≤ f (z) ≤ M for all z ∈ Σ . Let R be the field
of real numbers and let R+ denote the set of all positive real numbers.
We now consider a thermodynamic system and its thermodynamic state. By a ther-
modynamic system or simply a system, we mean a convex polyhedron Σ which consists
of a pure substance. We shall denote it by the same symbol Σ . A convex polyhedron Σ ′
contained in Σ is called a subsystem of Σ . Needless to say, Σ is not an actual system but
a mathematical model. Before going further, we make some remarks on a thermodynamic
state. In order to describe a state of Σ , we have to assign to every subsystem Σ ′ of Σ ther-
modynamic quantities such as volume, energy, internal energy and amount of substance. In
general, this can be achieved by giving density functions σ 0, σ 1, σ 2 and σ 3, where σ i is a
positive integrable function on Σ . The function σ 0 signifies a volume density, so that the
volume V (Σ ′) of Σ ′ is given by the integral of σ 0 over Σ ′ with respect to the Lebesgue
measure ν. The physical meaning of each function σ i is as follows. σ 1 is an energy density,
σ 2 an internal energy density, and σ 3 a mole density. Then (σ i) = (σ 0, σ 1, σ 2, σ 3) can
be regarded as a state of Σ . However, such a definition will not produce an appropriate
theory. We should refine it. To do so, we first require the volume density σ 0 to be a con-
stant. More precisely, a thermodynamic system Σ will be called simple if, for any possible
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state (σ i) of Σ , the volume density σ 0 is a positive constant function on Σ . Then we have
σ 0 = V (Σ)/ν(Σ). Therefore, for a simple system Σ , we can use the positive number
V = V (Σ) instead of σ 0. Moreover, every subsystem Σ ′ of Σ can be treated as a simple
system.
Assume that Σ is a thermodynamic simple system. We shall now clarify the notion
of a thermodynamic state. Let us consider a quadruplet (V , σ 1, σ 2, σ 3), where V ∈ R+
and σ 1, σ 2 and σ 3 are positively bounded and piecewise continuous functions on Σ . Let
St∗(Σ) denote the set of all quadruplets (V , σ 1, σ 2, σ 3) such that σ 1(z) ≥ σ 2(z) for all
z ∈ Σ . Let (V , σ 1, σ 2, σ 3) and (V˜ , σ˜ 1, σ˜ 2, σ˜ 3) be elements of St∗(Σ). We define an
equivalence relation
(1.1) (V , σ 1, σ 2, σ 3) ∼ (V˜ , σ˜ 1, σ˜ 2, σ˜ 3)
by the conditions V = V˜ and σ i ∼ σ˜ i , i = 1, 2, 3. The equivalence class of (V , σ 1, σ 2, σ 3)
is denoted by x = [V, σ 1, σ 2, σ 3] or simply by x = [V, σ i ], and is called a state of Σ .
The positive constant V signifies the volume of Σ at the state x. The physical meaning of
each function σ i is defined as before. Each density is not uniquely determined by the state
x. Since the difference σ˜ i −σ i = 0 on a null set is a microscopic phenomenon, we ignored
it by setting the equivalence relation (1.1). The set of all states of Σ is denoted by St (Σ),
and is called the general state space of Σ .
A piecewise continuous function f on Σ is square integrable with respect to the
Lebesgue measure ν. Then we can make use of the L2-norm ‖f ‖2 of f . We now de-
fine a distance function d on St (Σ) as follows. Let x = [Vx, σ ix ] and y = [Vy, σ iy ] be
arbitrary states of Σ . We set
(1.2) d(x, y) =
(
|Vx − Vy | 2 +
3∑
i=1
‖ σ ix − σ iy ‖ 22
)1/2
.
This definition does not depend on the choice of representatives of x and y. We have
immediately
(1.3) |Vx − Vy | ≤ d(x, y) .
Moreover, by the Schwarz inequality, we can verify the following formula:
(1.4)
∫
Σ
| σ ix(z) − σ iy(z)| dν(z) ≤ ν(Σ)1/2d(x, y) (i = 1, 2, 3) .
Endowed with the distance function d , St (Σ) becomes a metric space.
From now on, we shall regard R+ as a multiplicative group. Let x = [V, σ i ] be a state
of Σ and let a ∈ R+. If we set a · x = [aV, σ i], then it defines a left action of R+ on
St (Σ). By using (1.2), we can prove easily that the action of R+ on St (Σ) is continuous.
A real valued function F on St (Σ) is called a state function. F is said to be extensive if it
satisfies F(a · x) = aF(x) for all a ∈ R+ and all x ∈ St (Σ). F is said to be intensive if F
is invariant under the action of R+.
Let x = [V, σ i] be a state of Σ and let Σ ′ be a subsystem of Σ . Putting λ(Σ ′) =
ν(Σ ′)/ν(Σ), we define the volume VΣ ′(x) of Σ ′ at x by
(1.5) VΣ ′(x) = λ(Σ ′)V .
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It should be remarked that, in this definition, we do not deform the convex polyhedron Σ
but change the measure from ν to ν ′ = (V /ν(Σ))ν. Let σ i
Σ ′(x) denote the mean density
given by
(1.6) σ iΣ ′(x) =
1
ν(Σ ′)
∫
Σ ′
σ i(z) dν(z) (i = 1, 2, 3) .
Moreover, we define a quantity Wi
Σ ′ (x) by
(1.7) WiΣ ′ (x) = VΣ ′(x) σ iΣ ′(x) (i = 1, 2, 3) .
Then we have W 1
Σ ′(x) ≥ W 2Σ ′(x). The physical meaning of each quantity WiΣ ′(x) may be
obvious. If we set KΣ ′(x) = W 1Σ ′ (x)−W 2Σ ′(x), then KΣ ′(x) represents the kinetic energy
of a flow of the substance in Σ ′. From (1.5) and (1.7), we have
(1.8) VΣ ′(a · x) = aVΣ ′(x) and WiΣ ′ (a · x) = aWiΣ ′(x), i = 1, 2, 3 ,
where a is an arbitrary element of R+. Let {Σj }j∈J be a division of Σ . Since Σj ⋂Σk is
a null set for all j, k ∈ J with j = k, we obtain the following addition formulas:
(1.9) VΣ(x) =∑ j∈J VΣj (x) ,
(1.10) WiΣ(x) =
∑
j∈J WiΣj (x), i = 1, 2, 3 .
In this way, we see that each state x of Σ determines the fundamental extensive quan-
tities VΣ ′(x) and WiΣ ′(x), i = 1, 2, 3, for any subsystem Σ ′ of Σ . Moreover, we can
prove without difficulty that if two states x and y of Σ satisfy VΣ ′(x) = VΣ ′(y) and
Wi
Σ ′(x) = WiΣ ′(y), i = 1, 2, 3, for any subsystem Σ ′ of Σ , then x = y. Note that the
quantities VΣ ′(x) and WiΣ ′(x) give rise to functions VΣ ′ and W
i
Σ ′ on St (Σ), respectively.
Using (1.3) and (1.4), we can prove easily the following
PROPOSITION 1.2. The functions VΣ ′ and WiΣ ′ , i = 1, 2, 3, on St (Σ) are contin-
uous.
Let x = [V, σ i ] be a state of Σ and let Σ ′ be a subsystem of Σ . We set V ′ = VΣ ′(x)
and denote by σ i |Σ ′ the restriction of σ i to Σ ′ (i = 1, 2, 3). Then it is clear that σ i |Σ ′ is a
positively bounded and piecewise continuous function on Σ ′. Moreover, we have σ 1|Σ ′ ≥
σ 2|Σ ′ on Σ ′. Hence, (V ′, σ i
∣∣
Σ ′) determines a state x
′ = [V ′, σ i∣∣
Σ ′ ] of Σ ′. We shall say
that x ′ is the state of Σ ′ determined by x. Considering Σ ′ as a simple system, we have
(1.11) VΣ ′(x ′) = VΣ ′(x) and WiΣ ′(x ′) = WiΣ ′ (x), i = 1, 2, 3 .
Let x be a state of Σ and put V = VΣ(x). Then x is said to be continuous if there
are positive continuous functions σ 1, σ 2 and σ 3 on Σ such that x = [V, σ 1, σ 2, σ 3]. If,
moreover, σ 1, σ 2 and σ 3 are positive constant functions on Σ , we say that x is flat.
PROPOSITION 1.3. Let x be a state of Σ . Then the following three conditions are
mutually equivalent:
(1) x is flat;
(2) For any subsystem Σ ′ of Σ, x satisfies σ i
Σ ′(x) = σ iΣ(x), i = 1, 2, 3;
(3) For any division {Σj }j∈J of Σ , x satisfies σ iΣj (x) = σ iΣ(x), i = 1, 2, 3, j ∈ J .
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Proof. The implication (1) ⇒ (2) follows immediately from (1.6). Now suppose
x = [V, σ i ] satisfies the condition (2). Let σ i0 be the positive constant given by σ i0 =
σ iΣ(x), and define a piecewise continuous function f i by f i(z) = σ i(z)− σ i0, z ∈ Σ (i =
1, 2, 3). Then we have ∫
Σ ′
f i(z) dν(z) = 0, i = 1, 2, 3 ,
for any subsystem Σ ′. We now consider the case where i = 1. There is a division {Σj }j∈J
of Σ such that f 1 is uniformly continuous on each IntΣj . Suppose that f 1(z0) > 0
(resp. f 1(z0) < 0) for some z0 ∈ IntΣj . Then we can find a subsystem Σ ′ such that
z0 ∈ Σ ′ ⊂ IntΣj and f 1(z) > 0 (resp. f 1(z) < 0) for all z ∈ Σ ′. Therefore, the integral
of f 1 over Σ ′ is positive (resp. negative). But this is a contradiction. Thus f 1 must be zero
on
⋃
j∈J IntΣj . Since
⋃
j∈J ∂Σj is a null set, we have f 1 ∼ 0. Hence σ 1 ∼ σ 10 . The
same argument holds for i = 2, 3. Then, by using these positive constants, x is expressed
as x = [V, σ 10 , σ 20 , σ 30 ]. Hence x is flat. This proves (1). The equivalence of (2) and (3) is
now evident.
We finish this section by mentioning another important class of thermodynamic sys-
tems. Let Σ be a thermodynamic system and let {Σj }j∈J be a division of Σ . Then Σ is
called a composite system of Σj, j ∈J, if Σj is a simple system for all j ∈ J (cf. [1], [8]).
In this case, the general state space St (Σ) of Σ is defined to be the direct product
St (Σ) =∏ j∈J St (Σj ) ,
where St (Σj ) denotes the general state space of the simple system Σj . Then each element
x of St (Σ) is called a state of Σ , and is represented as x = (xj )j∈J , where xj is a state of
Σj . For each subsystem Σ ′ of Σ , we define VΣ ′(x) and WiΣ ′(x) respectively by
VΣ ′(x) =∑ j∈J VΣj∩Σ ′(xj ) and W iΣ ′ (x) =∑ j∈J W iΣj∩Σ ′(xj ) (i = 1, 2, 3) .
Assume that Σj ∩ Σk is a (2-dimensional) polygon for j, k ∈ J with j = k. Then
Pjk = Σj ∩ Σk is called a thermodynamic wall of Σ . Pjk blocks some kind of inter-
action between Σj and Σk . The details of thermodynamic walls of Σ may be described
by a set of conditions for VΣj (x) and WiΣj (x), j ∈ J, i = 1, 2, 3. It is called an internal
constraint of Σ (see [1], [8]). Then we are led to study the subset St (Σ,C) of St (Σ)
determined by the internal constraint C. There are some typical walls, for instance, an
adiabatic wall, an immovable wall, an impermeable wall and so on. As an example, let
us consider a composite system Σ of two simple systems Σ1 and Σ2, and the following
internal constraint:
W 3Σ1(x) = N1, W 3Σ2(x) = N2 ,
where N1 and N2 are positive constants. Then the internal constraint means that P =
Σ1 ∩ Σ2 is an impermeable wall.
Although composite systems are important from a practical point of view, we do not
intend to treat them in this paper. At this stage, we should first study simple systems.
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2. Fundamental function
In this section, we shall construct a specific state function and establish an integral
formula. To carry out this plan, we consider classical entropy and make full use of its
fundamental properties.
Let D3 denote the convex open subset of R3 given by
(2.1) D3 = {(U, V,N) ∈ R3 | U > 0, V > 0, N > 0} .
Note that D3 has the usual operations of addition and scalar multiplication by R+. Let Σ
be a thermodynamic simple system. Then the entropy S of Σ has the following properties
(see [1], [8]):
(A-1) S is a differentiable function of class C1 on D3;
(A-2) S(p) > 0 for all p ∈ D3;
(A-3) ∂S
∂U
(p) > 0 for all p ∈ D3;
(A-4) S(ap) = aS(p) for all p ∈ D3 and all a ∈ R+;
(A-5) S(ap + (1 − a)q) ≥ aS(p) + (1 − a)S(q) for all p, q ∈ D3 and all a ∈ R
with 0 ≤ a ≤ 1;
(A-6) For any subsystem Σ ′ of Σ , the entropy of Σ ′ is given by the same function
S.
We shall regard these properties as a system of axioms for entropy. Then axiom (A-5)
means that S is a concave function on D3. Axiom (A-6) implies that the entropy S is
determined by the substance of Σ . S must satisfy some additional axioms concerning the
phenomenon of phase transition. But it may be sufficient, for the moment, to consider the
above basic axioms. By using (A-4) and (A-5), we can prove easily the following
LEMMA 2. Let p1, . . . , pk be arbitrary points of D3. Then S(
∑k
i=1 pi) ≥
∑k
i=1
S(pi).
Let D2 denote the convex open subset of R2 given by
D2 = {(u, n) ∈ R2 | u > 0, n > 0} .
The entropy density s of Σ is a function of class C1 such that
(2.2) s(u, n) = S(u, 1, n), (u, n) ∈ D2 .
Then it follows from (A-5) that s is a concave function on D2. More precisely, for any
(u, n), (u′, n′) ∈ D2 and any a ∈ R with 0 ≤ a ≤ 1, we have
(2.3) s(au + (1 − a)u′, an + (1 − a)n′) ≥ as(u, n) + (1 − a)s(u′, n′) .
The entropy S is expressed as
(2.4) S(U, V,N) = V s(U/V,N/V ), (U, V,N) ∈ D3 .
Let us return to the thermodynamic system Σ . Let x be a state of Σ and let Σ ′ be a
subsystem of Σ . We now change the notation as follows:
EΣ ′(x) = W 1Σ ′(x), UΣ ′(x) = W 2Σ ′(x), NΣ ′(x) = W 3Σ ′(x) .
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Then, by virtue of axiom (A-6), we can set
(2.5) S(Σ ′; x) = S(UΣ ′ (x), VΣ ′(x),NΣ ′(x)) .
It follows from (1.8) and (A-4) that
(2.6) S(Σ ′; a · x) = aS(Σ ′; x), a ∈ R+ .
Let x ′ denote the state of Σ ′ determined by x. Then, from (1.11), we have S(Σ ′; x ′) =
S(Σ ′; x). We shall often use this simple fact. For any division D = {Σi}i∈I of Σ , we set
(2.7) S(D; x) =∑ i∈I S(Σi; x) .
Let Div(Σ) denote the set of all divisions of Σ . Since S(D; x) > 0 by (A-2), the set of all
real numbers S(D; x), D ∈ Div(Σ), has the definite infimum SΣ(x):
(2.8) SΣ(x) = inf{S(D; x) | D ∈ Div(Σ)} .
We have thus obtained a function SΣ on St (Σ). We shall call it the fundamental function
of Σ .
THEOREM 2.1. The fundamental function SΣ of Σ has the following properties:
(1) SΣ is an extensive state function;
(2) S(Σ; x) ≥ SΣ(x) for any state x ∈ St (Σ);
(3) If x is flat, then S(Σ; x) = SΣ(x);
(4) For any state x ∈ St (Σ) and any division {Σi}i∈I of Σ , the following addition
formula holds:
SΣ(x) =∑ i∈I SΣi (xi) ,
where xi denotes the state of Σi determined by x.
Proof. (1) Let a ∈ R+ and let D = {Σi}i∈I be a division of Σ . Then, from (2.6),
we have S(Σi ; a ·x) = aS(Σi ; x) for all i ∈ I. Hence S(D ; a ·x) = aS(D; x). Therefore,
SΣ satisfies SΣ(a · x) = aSΣ(x). This proves (1).
(2) From Lemma 2 and the addition formulas (1.9) and (1.10), we have
(2.9) S(Σ; x) ≥ S(D; x), D ∈ Div(Σ) .
Then the definition (2.8) yields at once S(Σ; x) ≥ SΣ(x).
(3) Suppose x is flat. Let D = {Σi}i∈I be a division of Σ . By Proposition 1.3, x
satisfies σ 2Σi (x) = σ 2Σ(x) and σ 3Σi (x) = σ 3Σ(x) for all i ∈ I . Then, from (1.7), (2.2) and(2.4), we have
S(Σi; x)= VΣi (x)s(σ 2Σi (x), σ 3Σi (x))
= VΣi (x)s(σ 2Σ(x), σ 3Σ(x))
= λ(Σi)S(Σ; x) ,
where we put λ(Σi) = VΣi (x)/VΣ(x). Since
∑
i∈I λ(Σi) = 1, we obtain S(Σ; x) =
S(D; x) for all D ∈ Div(Σ). This implies (3).
(4) Let D = {Σi}i∈I be a division of Σ and let xi denote the state of Σi determined
by x (i ∈ I). Then, for any ε > 0, there exists a division Di = {Σi,j }j∈Ji of Σi such that
(2.10) S(Di; xi) < SΣi (xi) + ε/n, i ∈ I ,
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where n denotes the number of elements of I . If we set D ′ = ⋃i∈I Di , then D ′ is a
division of Σ . Hence,
S(D ′; x) =∑ i∈I ∑ j∈Ji S(Σi,j ; xi) =∑ i∈I S(Di; x) .
Summing up (2.10) with respect to i ∈ I , we obtain S(D ′; x) <∑i∈I SΣi (xi) + ε. Hence
SΣ(x) <
∑
i∈I SΣi (xi) + ε. Since ε > 0 is arbitrary, we have
(2.11) SΣ(x) ≤∑ i∈I SΣi (xi) .
On the other hand, from (2), we have S(Σi ; xi) ≥ SΣi (xi) for all i ∈ I . It there-
fore follows that S(D; x) ≥ ∑i∈I SΣi (xi). Since D is arbitrary, this yields SΣ(x) ≥∑
i∈I SΣi (xi). By this inequality and (2.11), we obtain the addition formula in (4). We
have thereby proved Theorem 2.1.
Let x be a state of Σ and let D be a division of Σ . Using the formula (2.9), we can
prove that if D ′ is a subdivision of D, then S(D; x) ≥ S(D ′; x).
We now establish an integral formula which enables us to calculate the values of the
fundamental function SΣ . For a state x of Σ , we shall write x = [V, e, u, n] instead of
x = [V, σ 1, σ 2, σ 3]. Let s be the entropy density of Σ .
THEOREM 2.2. For any state x = [V, e, u, n] of Σ , the following integral formula
holds:
SΣ(x) = V
ν(Σ)
∫
Σ
s(u(z), n(z)) dν(z) .
Proof. Suppose first that x is a continuous state and that the functions e, u and n
are continuous on Σ . We define a continuous function f on Σ × Σ by f (z,w) =
s(u(z), n(w)), (z,w) ∈ Σ × Σ . Since Σ × Σ is compact, f is uniformly continuous
on Σ × Σ . Then, for any ε > 0, there is a positive number δ such that
(2.12) |f (z,w) − f (z′, w′)| < ε/3V
for all z, z′, w,w′ ∈ Σ satisfying de(z, z′) < δ and de(w,w′) < δ, where de denotes
the canonical Euclidean distance on R3. Take a division D = {Σi}i∈I of Σ so that the
diameter δ(Σi) of Σi with respect to de satisfies δ(Σi) < δ (i ∈ I). Applying the mean
value theorem to the integral (1.6), we see that there are points z′i and w′i of Σi satisfying
σ 2Σi (x) = u(z′i ) and σ 3Σi (x) = n(w′i ) (i ∈ I). Then, from (2.4) and (2.7), we have
(2.13) S(D; x) =∑ i∈I VΣi (x)s(σ 2Σi (x), σ 3Σi (x)) =∑ i∈I VΣi (x)f (z′i , w′i ) .
Let zi be a point of Σi (i ∈ I). We denote by
(2.14) R(D, {zi}) =∑ i∈I s(u(zi), n(zi))ν(Σi)
the Riemann sum of the continuous function s(u(z), n(z)) with respect to the division D
and the set {zi} of points. For simplicity, we set
F(x) =
∫
Σ
s(u(z), n(z)) dν(z) .
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Now, taking a subdivision of D if necessary, we can assume that D satisfies
(2.15) | SΣ(x) − S(D; x) | < ε/3
and
(2.16) |R(D, {zi}) − F(x) | < ε/3C ,
where we put C = V/ν(Σ). Since VΣi (x) = Cν(Σi) by (1.5), it follows from (2.13) and
(2.14) that
S(D; x) − CR(D, {zi }) =∑ i∈I VΣi (x)(f (z′i , w′i ) − f (zi, zi )) .
From (2.12) and the relation∑i∈I VΣi (x) = V , we can deduce that
(2.17) | S(D; x) − CR(D, {zi }) | < ε/3 .
Combining (2.15), (2.16) and (2.17), we obtain |SΣ(x)−CF(x)| < ε for any ε > 0. Hence
SΣ(x) = CF(x). We have thus proved the integral formula for continuous states.
We now consider the general case. By definition, there exists a division {Σi}i∈I of
Σ such that, for each i ∈ I , the state xi of Σi determined by x is continuous. Let us
set xi = [Vi, ei , ui, ni ], where ei , ui and ni are continuous functions on Σi satisfying
ui(z) = u(z) and ni(z) = n(z) for all z ∈ IntΣi . Then
SΣi (xi) =
Vi
ν(Σi)
∫
Σi
s(ui(z), ni(z)) dν(z), i ∈ I .
Since Vi/ν(Σi) = V/ν(Σ) for all i ∈ I , we have∑
i∈I SΣi (xi)=
V
ν(Σ)
∑
i∈I
∫
Σi
s(ui(z), ni(z)) dν(z)
= V
ν(Σ)
∫
Σ
s(u(z), n(z)) dν(z) .
Then the integral formula follows from Theorem 2.1-(4). This completes the proof of
Theorem 2.2.
We now discuss the continuity of SΣ . By definition, SΣ is continuous if the inverse
image S −1Σ (a, b) of each finite open interval (a, b) in R is an open subset of St (Σ). In
order to show that S −1Σ (a, b) is open, it suffices to prove that both Xa = S −1Σ (−∞, a] and
Yb = S −1Σ [ b,+∞) are closed.
PROPOSITION 2.3. The fundamental function SΣ on St (Σ) is continuous.
Proof. Let Xa and Yb be as above. We first prove that Xa is closed. We can assume
that Xa is not empty. Take any sequence {xk} in Xa so that {xk} converges to a point
x ∈ St (Σ). We set xk = [Vk, ek, uk, nk], x = [V, e, u, n] and denote by ‖ · ‖2 the
L2-norm. From the definition (1.2), we have
‖uk − u‖2 ≤ d(xk, x) and ‖nk − n‖2 ≤ d(xk, x) .
Then the sequences {uk} and {nk} converge with respect to the L2-norm. Hence there are
a null set N in Σ and subsequences {uk()} and {nk()} such that {uk()(z)} and {nk()(z)}
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converge to u(z) and n(z) for any z ∈ Σ − N , respectively. To simplify the notation, we
set
G(z) = VΣ(xk())s(uk()(z), nk()(z)), z ∈ Σ,  = 1, 2, . . . , .
Then {G(z)} converges to VΣ(x)s(u(z), n(z)) for any z ∈ Σ − N . Since G(z) > 0 for
all , it follows from Fatou’s lemma that
VΣ(x)
∫
Σ−N
s(u(z), n(z)) dν(z) ≤ lim inf
→∞
∫
Σ−N
G(z) dν(z) .
As N is a null set, we also have
VΣ(x)
∫
Σ
s(u(z), n(z)) dν(z) ≤ lim inf
→∞
∫
Σ
G(z) dν(z) .
Hence SΣ(x) ≤ lim inf→∞ SΣ(xk()) by Theorem 2.2. Since SΣ(xk()) ≤ a, we have
SΣ(x) ≤ a. This implies that Xa is closed. We now prove that Yb ( = ∅) is closed. Take
again a sequence {yk} in Yb so that {yk} converges to a point y ∈ St (Σ). Then, for any
ε > 0, there exists a division Dε of Σ such that S(Dε; y) < SΣ(y) + ε/2. By (2.5), (2.7)
and Proposition 1.2, we know that S(Dε; x) is continuous in x. Hence there is an integer
k such that S(Dε; yk) − S(Dε; y) < ε/2. Then we have S(Dε; yk) < SΣ(y) + ε, and so
SΣ(yk) < SΣ(y) + ε.? Since b ≤ SΣ(yk), it follows that b < SΣ(y) + ε for any ε > 0.
Hence we have b ≤ SΣ(y). Therefore, Yb is closed. We have thereby proved Proposition
2.3.
3. Pseudo-equilibrium states
Let Σ be a thermodynamic simple system and let St (Σ) denote the general state space
of Σ . We define a mapping πΣ : St (Σ) → D3 by
(3.1) πΣ(x) = (EΣ(x), VΣ(x),NΣ(x)), x ∈ St (Σ) .
Then πΣ is a continuous surjective mapping. Let S be the entropy of Σ . Since EΣ(x) ≥
UΣ(x), it follows from axiom (A-3) that
(3.2) S(πΣ(x)) ≥ S(Σ; x) .
The equality holds if and only if EΣ(x) = UΣ(x). Let SΣ be the fundamental function of
Σ . A state x of Σ is called a pseudo-equilibrium state if it satisfies
(3.3) SΣ(x) = S(πΣ(x)) .
In this section, we shall focus our attention on pseudo-equilibrium states.
PROPOSITION 3.1. Let x = [V, e, u, n] be a state of Σ . Assume that x is a pseudo-
equilibrium state. Then two functions e and u are equivalent. Moreover, x satisfies
EΣ ′(x) = UΣ ′(x) for any subsystem Σ ′ of Σ .
Proof. From (3.2), (3.3) and Theorem 2.1-(2), we have S(πΣ(x)) = S(Σ; x), and
so EΣ(x) = UΣ(x). Then the integral of the function e − u over Σ is equal to zero. Since
e ≥ u, it follows that e and u are equivalent. The last assertion may be obvious.
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PROPOSITION 3.2. Let x be a flat state of Σ . Then x is a pseudo-equilibrium state
if and only if it satisfies EΣ(x) = UΣ(x).
In fact, from Theorem 2.1-(3), we first have SΣ(x) = S(Σ; x). Then x satisfies (3.3)
if and only if S(πΣ(x)) = S(Σ; x). The assertion follows from this fact. For any point
p = (E, V,N) of D3, we set St (Σ)p = π −1Σ (p). St (Σ)p is called the space of isolated
states over p.
PROPOSITION 3.3. There exists one and only one flat pseudo-equilibrium state in
St (Σ)p .
In fact, we have only to set xf (p) = [V, e0, u0, n0], where e0, u0 and n0 are positive
constants given by
(3.4) e0 = E/V, u0 = E/V, n0 = N/V .
It is easy to show that xf (p) is a unique flat pseudo-equilibrium state in St (Σ)p . We shall
use frequently this flat state xf (p).
Let p be a point of D3. We denote by Sp the restriction of the fundamental function
SΣ to St (Σ)p . Let x be any state in St (Σ)p . Then S(πΣ(x)) = S(p). It follows from
Theorem 2.1-(2) and (3.2) that S(p) ≥ Sp(x). Thus Sp is bounded from above. Since
Sp(xf (p)) = S(p), S(p) is the maximum value of Sp . Moreover, x satisfies Sp(x) = S(p)
if and only if SΣ(x) = S(πΣ(x)). We have thus obtained the following theorem, which
corresponds to the entropy maximum principle in classical thermodynamics.
THEOREM 3.4. A state x in St (Σ)p is a pseudo-equilibrium state if and only if the
function Sp on St (Σ)p attains its maximum value at x.
We now examine extremal values of Sp. Let x be a state in St (Σ)p . We set x =
[V, e, u, n] and xf (p) = [V, e0, u0, n0], where e0, u0 and n0 denote the positive constants
given by (3.4). Let I = [0, 1]. Then, by virtue of Proposition 1.1-(1), we can consider a
state γx(t) of Σ defined by
γx(t) = [V, te0 + (1 − t)e, tu0 + (1 − t)u, tn0 + (1 − t)n] (t ∈ I) .
It is easy to verify that γx(t) belongs to St (Σ)p for every t ∈ I . Moreover, γx(t) is a
continuous curve in St (Σ)p joining x to xf (p). By (2.3), the entropy density s of Σ
satisfies
s(tu0 + (1 − t)u(z), tn0 + (1 − t)n(z)) ≥ ts(u0, n0) + (1 − t)s(u(z), n(z))
for any t ∈ I and any z ∈ Σ . Then, by the integral formula in Theorem 2.2, we get
(3.5) Sp(γx(t)) ≥ tSp(xf (p)) + (1 − t)Sp(x), t ∈ I .
LEMMA 3. For any state x = [V, e, u, n] in St (Σ)p and any open neighborhood
W of x, there are a point x˜ of W and a number t0 with 0 < t0 < 1 such that γx˜(t0) = x.
Moreover, if e = u on Σ , then x˜ can be chosen so that x˜ has a representative (V , e˜, u˜, n˜)
with e˜ = u˜.
Proof. Here we consider the distance d on St (Σ)p . Choose a positive number ε
so that U(x; ε) is contained in W , where U(x; ε) denotes the open ε-ball with center x.
To simplify the notation, we set x = [V, σ 1, σ 2, σ 3] and write σ 10 = e0, σ 20 = u0 and
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σ 30 = n0. Then there is a positive constant m such that 2m ≤ σ i(z) for all z ∈ Σ and
i = 1, 2, 3. Let us fix a positive number α satisfying αd(x, xf (p)) < ε and ασ i0 < m for
i = 1, 2, 3. Using α, we now define a function σ˜ i on Σ by
(3.6) σ˜ i (z) = (1 + α)σ i(z) − ασ i0, z ∈ Σ (i = 1, 2, 3) .
Then we can verify that σ˜ i is a positively bounded and piecewise continuous function.
Moreover, since σ 10 = σ 20 by (3.4), we have σ˜ 1(z) ≥ σ˜ 2(z) for all z ∈ Σ . Thus we can
consider the state x˜ = [V, σ˜ 1, σ˜ 2, σ˜ 3] of Σ . It is clear that x˜ belongs to St (Σ)p . By the
definition (1.2) and (3.6), we obtain d(x, x˜) = αd(x, xf (p)), and so d(x, x˜) < ε. This
means that x˜ lies in W . Setting t0 = α/(1 + α), we have
t0σ
i
0 + (1 − t0)σ˜ i (z) = σ i(z), z ∈ Σ, i = 1, 2, 3 ,
which implies that γx˜(t0) = x. The last assertion follows immediately from the definition
(3.6).
PROPOSITION 3.5. The function Sp on St (Σ)p has no extremal value except for its
maximum value.
Proof. Let x be a state in St (Σ)p . By Theorem 3.4, we can assume that x is not a
pseudo-equilibrium state. Then Sp(xf (p)) > Sp(x). It follows from (3.5) that Sp(γx(t)) >
Sp(x) for any t with 0 < t ≤ 1. This implies that Sp(x) cannot be a maximal value of Sp.
Suppose now Sp(x) were a minimal value of Sp. Since Sp is continuous, there is an open
neighborhood W of x such that Sp(x) ≤ Sp(y) < Sp(xf (p)) for all y ∈ W . Then,
by Lemma 3, we can find a point x˜ of W and a number t0 with 0 < t0 < 1 such that
γx˜(t0) = x. On the other hand, since Sp(xf (p)) > Sp(x˜), we have Sp(γx˜(t0)) > Sp(x˜).
Hence Sp(x) > Sp(x˜). But this is a contradiction. Thus Sp(x) cannot be a minimal value
of Sp.
We now study pseudo-equilibrium states by means of variational method. Because
St (Σ)p is a function space, we can regard Sp as a functional on St (Σ)p . As p = (E, V,N)
is fixed, V/ν(Σ) is a constant. Then, by the integral formula in Theorem 2.2, it suffices to
consider the following functional:
F(x) =
∫
Σ
s(u(z), n(z)) dν(z), x ∈ St (Σ)p ,
where we put x = [V, e, u, n]. Since x varies in St (Σ)p , x must satisfy the following
conditions:
(3.7)
∫
Σ
e(z) dν(z) = E
V
· ν(Σ),
∫
Σ
n(z) dν(z) = N
V
· ν(Σ) .
Thus we deal with a conditional problem of variation. In what follows, we shall denote by
∂us (resp. ∂ns) the partial derivative of the entropy density s(u, n) with respect to u (resp.
n).
THEOREM 3.6. Let x = [V, e, u, n] be a state in St (Σ)p . Then x is a pseudo-
equilibrium state if and only if it satisfies the following three conditions:
(1) e and u are equivalent;
(2) (∂us)(u(z), n(z)) is equivalent to a constant function on Σ;
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(3) (∂ns)(u(z), n(z)) is equivalent to a constant function on Σ .
Proof. We first assume that x is a pseudo-equilibrium state. By Proposition 3.1, we
know that x satisfies (1). Then we can assume that e = u on Σ . There is a division
D = {Σi}i∈I of Σ such that u and n are uniformly continuous on each IntΣi . Let us
fix an element i0 ∈ I and a point z0 of IntΣi0 . Let z1 be any point of
⋃
i∈I IntΣi with
z1 = z0. Taking a subdivision of D if necessary, we can assume that z1 lies in IntΣi1 for
some i1 ∈ I with i1 = i0. For each positive integer k, we choose subsystems Σ+k and Σ−k
of Σ so that they satisfy the following conditions:
(a) z0 ∈ IntΣ+k , z1 ∈ IntΣ−k ;
(b) Σ+k ⊂ IntΣi0 , Σ−k ⊂ IntΣi1 ;
(c) ν(Σ+k ) = ν(Σ−k );
(d) δ(Σ+k ) < 1/k, δ(Σ−k ) < 1/k, where δ(·) denotes the diameter of a set.
Such subsystems really exist. By Lemma 1-(2), there is a subdivision D(k) = {Σ(k)j }1≤j≤Jk
of D such that Σ(k)1 = Σ+k and Σ(k)2 = Σ−k .
We now fix a positive integer k and construct a variation of u. Since u is continuous
on the compact set Σ+k ∪ Σ−k , there is a positive number m such that m ≤ u(z) for all
z ∈ Σ+k ∪ Σ−k . For each t with |t| < m/2, we define a function ut on Σ as follows.
ut (z) =


u(z) + t if z ∈ IntΣ(k)1 ,
u(z) − t if z ∈ IntΣ(k)2 ,
u(z) otherwise .
Then ut is a positively bounded and piecewise continuous function on Σ . Setting xt =
[V, ut , ut , n], we can verify that xt is a state in St (Σ)p with x0 = x. Then
F(xt )=
∫
Σ
(k)
1
s(u(z) + t, n(z)) dν(z) +
∫
Σ
(k)
2
s(u(z) − t, n(z)) dν(z)
+
∑
j≥3
∫
Σ
(k)
j
s(u(z), n(z)) dν(z) .
By Lebesgue’s theorem, we can prove that F(xt ) is differentiable in t . Its derivative at
t = 0 is given by
d
dt
F(xt )
∣∣∣∣
t=0
=
∫
Σ
(k)
1
(∂us)(u(z), n(z)) dν(z) −
∫
Σ
(k)
2
(∂us)(u(z), n(z)) dν(z) .
Since F(xt ) attains its maximum value at t = 0, we obtain∫
Σ+k
(∂us)(u(z), n(z)) dν(z) =
∫
Σ−k
(∂us)(u(z), n(z)) dν(z) .
Applying the mean value theorem to these integrals and using the condition (c), we can see
that there are points z+k ∈ Σ+k and z−k ∈ Σ−k such that
(∂us)(u(z
+
k ), n(z
+
k )) = (∂us)(u(z−k ), n(z−k )) .
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We now let k → ∞. Then, by the conditions (a) and (d), the sequences {z+k } and {z−k }
converge to z0 and z1 respectively. Hence we obtain
(∂us)(u(z0), n(z0)) = (∂us)(u(z1), n(z1)) .
Since this holds for every z1 ∈ ⋃i∈I IntΣi , we can conclude that (∂us)(u(z), n(z)) is
equivalent to a constant function. (3) of Theorem 3.6 can be proved by the same argument.
We shall now prove the converse. Let x = [V, e, u, n] be a state in St (Σ)p satisfying
the conditions (1), (2) and (3). Then we can assume that e = u on Σ . As usual, let
xf (p) = [V, e0, u0, n0] be the flat pseudo-equilibrium state in St (Σ)p , where e0, u0 and
n0 denote the positive constants given by (3.4). Note that e0 = u0.
Applying Lemma 3 to x and W = St (Σ)p , we see that there are a state x˜ in St (Σ)p
and a number t0 with 0 < t0 < 1 such that γx˜(t0) = x. Setting x˜ = [V, e˜, u˜, n˜],
u(z, t) = tu0 + (1 − t)u˜(z) and n(z, t) = tn0 + (1 − t)n˜(z)
(z ∈ Σ, 0 ≤ t ≤ 1), we have u(z, t0) = u(z), n(z, t0) = n(z) and e˜(z) = u˜(z) for any
z ∈ Σ . Moreover,
F(γx˜(t)) =
∫
Σ
s(u(z, t), n(z, t)) dν(z) .
For simplicity, we set F(t) = F(γx˜(t)). Since s is concave, it follows that F(t) is also
a concave function on the interval [0, 1]. Hence F(t) is continuous on (0, 1). But, us-
ing Lebesgue’s theorem, we see that F(t) is continuous on [0, 1]. If we set f (z, t) =
s(u(z, t), n(z, t)), then (∂f/∂t)(z, t) is a bounded function on Σ × [0, 1]. Therefore, using
Lebesgue’s theorem again, we can verify that F(t) is differentiable on (0, 1). The derivative
F ′(t0) of F(t) at t = t0 is given by
F ′(t0) =
∫
Σ
{(∂us)(u(z), n(z))(u0 − u˜(z)) + (∂ns)(u(z), n(z))(n0 − n˜(z))} dν(z) .
We now use the conditions (2), (3) and the equality e˜ = u˜. Then
F ′(t0) = A
∫
Σ
(e0 − e˜(z)) dν(z) + B
∫
Σ
(n0 − n˜(z)) dν(z) ,
where A and B are certain constants. Therefore, it follows from (3.7) that F ′(t0) = 0.
Since F(t) is concave, the result means that F(t) attains its maximum value at t = t0.
Hence, F(x) ≥ F(γx˜(t)) for any 0 < t < 1. Letting t → 1, we have F(x) ≥ F(xf (p)).
Hence Sp(x) ≥ Sp(xf (p)). Then, from Proposition 3.3 and Theorem 3.4, we can deduce
that x is a pseudo-equilibrium state in St (Σ)p . This completes the proof of Theorem 3.6.
Let x = [V, e, u, n] be a pseudo-equilibrium state of Σ . Then, by Theorem 3.6, there
are a null set N in Σ and constants TΣ(x) and µΣ(x) such that
TΣ(x) = (∂us)(u(z), n(z))−1 and µΣ(x) = −TΣ(x)(∂ns)(u(z), n(z))
for all z ∈ Σ−N . Each constant is uniquely determined by x. TΣ(x) is called the (absolute)
temperature of Σ at x and µΣ(x) the chemical potential of Σ at x. Let P [u, n] denote the
function on Σ given by
P [u, n](z) = TΣ(x)s(u(z), n(z)) − u(z) + µΣ(x)n(z), z ∈ Σ .
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PROPOSITION 3.7. Let x = [V, e, u, n] be a pseudo-equilibrium state of Σ . Then
there exists a unique constant PΣ(x) such that P [u, n] is equivalent to PΣ(x).
Proof. For simplicity, we set A = 1/TΣ(x) and B = −µΣ(x)/TΣ(x). Then, by
Theorem 3.6, there is a null set N in Σ such that
(3.8) (∂us)(u(z), n(z)) = A, (∂ns)(u(z), n(z)) = B
for all z ∈ Σ−N . Fix a point z0 of Σ−N and take an arbitrary point z of Σ−N . Consider
the line segment
γ (t) = (tu(z) + (1 − t)u(z0), tn(z) + (1 − t)n(z0)), 0 ≤ t ≤ 1 ,
in D2, and define a differentiable function f (t) on [0, 1] by f (t) = s(γ (t)). Then it is easy
to prove that f (t) is a concave function on [0, 1]. Moreover, we have
f ′(t) = (∂us)(γ (t))(u(z) − u(z0)) + (∂ns)(γ (t))(n(z) − n(z0)) .
Since f (t) is concave, f ′(t) is a decreasing function. From (3.8), we have f ′(0) = f ′(1).
Hence f ′(t) = C1, where C1 denotes the constant given by
(3.9) C1 = A(u(z) − u(z0)) + B(n(z) − n(z0)) .
It follows that f (t) is expressed as f (t) = C1t + s(u(z0), n(z0)). On the other hand, since
f (1) = s(u(z), n(z)), C1 is given by
C1 = s(u(z), n(z)) − s(u(z0), n(z0)) .
This together with (3.9) yields P [u, n](z) = P [u, n](z0). Then we have only to set
PΣ(x) = P [u, n](z0).
The constant PΣ(x) stated in Proposition 3.7 is called the pressure of Σ at the pseudo-
equilibrium state x. Then there is a null set N in Σ such that
PΣ(x) = TΣ(x)s(u(z), n(z)) − u(z) + µΣ(x)n(z)
for all z ∈ Σ − N . Integrating this over Σ − N and using the integral formula in Theorem
2.2, we obtain
UΣ(x) = TΣ(x)SΣ(x) − PΣ(x)VΣ(x) + µΣ(x)NΣ(x) .
This formula corresponds to Euler’s relation in classical thermodynamics.
PROPOSITION 3.8. Let x be a pseudo-equilibrium state of Σ . Then, for each sub-
system Σ ′ of Σ , the state x ′ of Σ ′ determined by x is a pseudo-equilibrium state. Moreover,
the following formulas hold:
TΣ ′(x
′) = TΣ(x), PΣ ′(x ′) = PΣ(x), µΣ ′(x ′) = µΣ(x) .
Proof. This proposition follows immediately from Theorem 3.6. We shall now give
another proof of the first assertion. By Lemma 1-(2), there exists a division {Σi}i∈I of Σ
such that Σ ′ = Σi0 for some i0 ∈ I. Let xi denote the state of Σi determined by x. Then,
from Theorem 2.1-(2) and (3.2), we have S(πΣi (xi)) ≥ SΣi (xi) for all i ∈ I . Hence,
(3.10)
∑
i∈I (S(πΣi (xi)) − SΣi (xi)) ≥ 0 .
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Since x is a pseudo-equilibrium state, we have
∑
i∈I SΣi (xi) = S(πΣ(x)). From Lemma
2 and the addition formulas (1.9) and (1.10), we see that S(πΣ(x)) ≥∑i∈I S(πΣi (xi)). It
therefore follows that
∑
i∈I (S(πΣi (xi)) − SΣi (xi)) ≤ 0. This together with (3.10) yields
S(πΣi (xi)) = SΣi (xi) for every i ∈ I . Since x ′ = xi0 , x ′ is a pseudo-equilibrium state of
Σ ′. This proves the first assertion.
4. Equilibrium states
We are now in a position to consider the notion of an equilibrium state. We begin with
some general definitions. Let Σ be a thermodynamic simple system and let S denote the
entropy of Σ . Recall that S is a function on D3 (see (2.1)). Let p be a point of D3. A finite
set {pi}i∈I of points of D3 is called a decomposition of p if it satisfies p = ∑i∈I pi . Set
p = (E, V,N) and pi = (Ei, Vi,Ni), i ∈ I . Then the decomposition {pi}i∈I is called
trivial if it satisfies Ei/Vi = E/V and Ni/Vi = N/V for all i ∈ I . Otherwise, it is called
non-trivial. p is called an irreducible point of S if every non-trivial decomposition {pi}i∈I
of p satisfies S(p) >
∑
i∈I S(pi). On the other hand, p is called a reducible point of S if
there is a non-trivial decomposition {pi}i∈I of p such that S(p) = ∑i∈I S(pi). {pi}i∈I is
called an irreducible decomposition of p if it satisfies the following three conditions:
(I-1) S(p) =∑i∈I S(pi);
(I-2) for every i ∈ I, pi is an irreducible point of S;
(I-3) (Ei/Vi,Ni/Vi) = (Ej/Vj ,Nj /Vj ) for all i, j ∈ I with i = j .
It follows from (I-3) that {pi}i∈I is non-trivial. However, the condition (I-3) is stronger
than the non-triviality. In order to clarify the notion of an equiliblium state, we need the
following axiom.
(A-7) If p is a reducible point of S, then there exists one and only one irreducible
decomposition {pi}i∈I of p.
We explain briefly the physical meaning of axiom (A-7). In classical thermodynamics, each
equiliblium state of a simple system is identified with a point p of D3. If p is an irreducible
point of S, the system is in a single phase. If p is a reducible point of S, then the system
is in the middle of a phase transition. In this case, the system is divided into some distinct
subsystems Σi so that each of them is in a single phase. Thus each subsystem determines
an irreducible point pi of S. We can see that the set {pi} is an irreducible decomposition of
p. An empirical law then asserts that the set {pi} is uniquely determined by the reducible
point p. The set of corresponding subsystems, however, may not be uniquely determined.
We have adopted the empirical law as an axiom for entropy.
Let x be a state of Σ and let {Σi}i∈I be a division of Σ . Let xi denote the state
of Σi determined by x. Then, from (1.9), (1.10) and (3.1), we see that {πΣi (xi)}i∈I is a
decomposition of πΣ(x). We denote by St (Σ) the general state space of Σ and by St (Σ)p
the space of isolated states over p.
PROPOSITION 4.1. Assume that p is an irreducible point of S. Then there exists
only one pseudo-equilibrium state in St (Σ)p .
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Proof. Let x be a pseudo-equilibrium state in St (Σ)p . Assume that there is a divi-
sion D = {Σi}i∈I of Σ such that {πΣi (xi)}i∈I is a non-trivial decomposition of p. Then
S(πΣ(x)) >
∑
i∈I S(πΣi (xi)) by assumption. From (2.7) and (3.2), we have S(πΣ(x)) >
S(D; x) and hence S(πΣ(x)) > Sp(x). But this is impossible. Thus, for any division
{Σi}i∈I of Σ , {πΣi (xi)}i∈I is trivial. Then, from Proposition 1.3, we can deduce that x is
flat. It follows from Proposition 3.3 that x coincides with xf (p).
Assume now that p is a reducible point of S. Let {pi}i∈I be the irreducible decom-
position stated in axiom (A-7). Set p = (E, V,N) and pi = (Ei, Vi,Ni), i ∈ I . Take
a division D∗ = {Σi}i∈I of Σ so that ν(Σi) = (Vi/V )ν(Σ) for any i ∈ I . Such a divi-
sion really exists. We define positive constants ei and ni by ei = Ei/Vi and ni = Ni/Vi
respectively. Furthermore, we define functions e∗ and n∗ on Σ as follows. Set e∗(z) = ei
and n∗(z) = ni for any z ∈ IntΣi, i ∈ I , and e∗(z) = n∗(z) = 1 for any z ∈ ⋃i∈I ∂Σi .
If we put x∗ = [V, e∗, e∗, n∗], then x∗ is a state of Σ . Since x∗ satisfies πΣ(x∗) = p, x∗
belongs to St (Σ)p .
PROPOSITION 4.2. Assume that p is a reducible point of S. Then the state x∗ con-
structed above is a pseudo-equilibrium state in St (Σ)p .
Proof. Let us consider again the division D∗ = {Σi}i∈I used in the construction of
x∗. Then the state x∗i of Σi determined by x∗ is flat, i ∈ I . Each state x∗i is expressed as
x∗i = [Vi, ei, ei , ni ]. Hence x∗i satisfies EΣi (x∗i ) = UΣi (x∗i ) and πΣi (x∗i ) = pi . It follows
from Proposition 3.2 that x∗i is a flat pseudo-equilibrium state of Σi . Thus we obtain
SΣi (x
∗
i ) = S(πΣi (x∗i )) for all i ∈ I . Hence SΣ(x∗) =
∑
i∈I S(πΣi (x∗i )) by Theorem 2.1-
(4). Then, from (I-1), we can deduce that SΣ(x∗) = S(πΣ(x∗)). This proves Proposition
4.2.
Let p be a point of D3. Suppose first p is an irreducible point of S. Then Proposition
4.1 allows us to call the flat pseudo-equilibrium state xf (p) an equilibrium state of Σ . In
this case, there exists only one equilibrium state in St (Σ)p . We can rewrite Theorem 3.4
as follows.
THEOREM 4.3. Let p be an irreducible point of S. Then a state x in St (Σ)p is an
equilibrium state if and only if the function Sp on St (Σ)p attains its maximum value at x.
Now let us consider the case where p is a reducible point of S. Then we call the state
x∗ constructed above an equilibrium state of Σ . In this case, x∗ is not uniquely determined
by the point p because it depends on the choice of the division D∗ of Σ . Thus, if p is
a reducible point of S, there are infinitely many equilibrium states in St (Σ)p . Such a
phenomenon really occurs in a phase transition. However, all thermodynamic quantities of
an equilibrium state in St (Σ)p are completely determined by p and the entropy S.
PROPOSITION 4.4. Let p be an irreducible point of S and let x denote the equilib-
rium state in St (Σ)p . Then, for each subsystem Σ ′ of Σ , the state x ′ of Σ ′ determined by
x is an equilibrium state. Moreover, πΣ ′(x ′) is an irreducible point of S.
Proof. Let us set p = (E, V,N). Then x is expressed as x = [V, e0, e0, n0], where
e0 and n0 are positive constants given by e0 = E/V and n0 = N/V . We set V ′ = VΣ ′(x).
Since e0 and n0 are regarded as constant functions on Σ , we have x ′ = [V ′, e0, e0, n0].
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If we put p′ = πΣ ′(x ′), then p′ is given by p′ = (V ′e0, V ′, V ′n0). Setting a = V/V ′,
we have ap′ = p. Let {p′i}i∈I be an arbitrary non-trivial decomposition of p′. Then
we can verify that {ap′i}i∈I is a non-trivial decomposition of p. Since p is an irreducible
point of S, we have S(p) >
∑
i∈I S(ap′i ). It therefore follows from axiom (A-4) that
S(p′) >
∑
i∈I S(p′i ). This means that p′ is an irreducible point of S. Since x ′ is a flat
pseudo-equilibrium state in St (Σ ′)p′ , we can conclude that x ′ is an equilibrium state of
Σ ′. We have thus proved Proposition 4.4.
PROPOSITION 4.5. Let p = (E, V,N) be a reducible point of S. Let {(Ei, Vi,
Ni)}i∈I denote the irreducible decomposition stated in axiom (A-7), and x∗ the equilibrium
state in St (Σ)p constructed from a division {Σi}i∈I satisfying ν(Σi) = (Vi/V )ν(Σ), i ∈
I . Then, for each subsystem Σ ′ of Σ , the state y∗ of Σ ′ determined by x∗ is an equilibrium
state. Moreover:
(1) If Σ ′ ⊂ Σi for some i ∈ I , then πΣ ′(y∗) is an irreducible point of S.
(2) If Σ ′ ⊂ Σi for all i ∈ I , then πΣ ′(y∗) is a reducible point of S.
Proof. As before, we set ei = Ei/Vi and ni = Ni/Vi, i ∈ I . Let x∗i denote the
state of Σi determined by x∗. Then, for each i ∈ I , we have x∗i = [Vi, ei , ei, ni ] and
πΣi (x
∗
i ) = (Ei, Vi,Ni). Thus πΣi (x∗i ) is an irreducible point of S. Let I ′ denote the set of
all i ∈ I such that Σi ∩ IntΣ ′ = ∅. For simplicity, we set Σ ′i = Σi ∩ Σ ′, i ∈ I ′. Then,
by Lemma 1-(3), {Σ ′i}i∈I ′ is a division of Σ ′. Let y∗i denote the state of Σ ′i determined
by y∗, i ∈ I ′. Note that y∗i coincides with the state of Σ ′i determined by x∗i . Since x∗i is
an equilibrium state of Σi , it follows from Proposition 4.4 that y∗i is an equilibrium state of
Σ ′i (i ∈ I ′). Moreover, πΣ ′i (y∗i ) is an irreducible point of S.
Now we consider the case where Σ ′ ⊂ Σi for some i ∈ I . Then we have Σ ′ = Σ ′i ,
and so y∗ = y∗i . Therefore, the assertions of Proposition 4.5 are now evident. Next, con-
sider the case where Σ ′ ⊂ Σi for any i ∈ I . We set p′ = πΣ ′(y∗) and p′i = πΣ ′i (y∗i ), i ∈
I ′. Then the set {p′i}i∈I ′ of irreducible points of S is a decomposition of p′. Since y∗i is
an equilibrium state of Σ ′i , we get S(p′i ) = SΣ ′i (y∗i ) for all i ∈ I ′. From Proposition
3.8, we see that y∗ is a pseudo-equilibrium state of Σ ′. Hence S(p′) = SΣ ′(y∗). Then it
follows from Theorem 2.1-(4) that S(p′) = ∑i∈I ′ S(p′i ). Thus {p′i}i∈I ′ satisfies (I-1) and
(I-2). Let us set p′i = (E′i , V ′i , N ′i ). Since y∗i = [V ′i , ei , ei, ni ], we have E′i/V ′i = ei and
N ′i /V ′i = ni (i ∈ I ′). Then it follows that {p′i}i∈I ′ satisfies (I-3). Hence, p′ is a reducible
point of S, and {p′i}i∈I ′ is an irreducible decomposition of p′. Now we should use axiom
(A-7). Then we see that {p′i}i∈I ′ is the only irreducible decomposition of p′. It is clear that
y∗ is the state constructed from {p′i}i∈I ′ and the division {Σ ′i}i∈I ′ . Therefore, by definition,
y∗ is an equilibrium state of Σ ′. This completes the proof of Proposition 4.5.
5. Geometric formulation
As mentioned in Introduction, the general state space St (Σ) of a thermodynamic sim-
ple system Σ is too large to study thermodynamics in detail. In this section, we shall
consider a finite dimensional state space contained in St (Σ).
Let us take a division ∆ = {Σi}i∈I so that each Σi is sufficiently small. We denote
by St (Σ,∆) the set of all states x in St (Σ) such that, for each i ∈ I , the state xi of Σi
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determined by x is a flat pseudo-equilibrium state. Then we can see that St (Σ,∆) becomes
a finite dimensional differentiable manifold. This manifold provides a suitable model for
our argument.
In what follows, the word “differentiable" means “differentiable of class C∞ " unless
otherwise specified. Let us consider a connected differentiable manifold M(Σ) contained
in St (Σ). We suppose that M(Σ) satisfies the following conditions:
(M-1) M(Σ) is left invariant by the action of R+, and the action of R+ on M(Σ) is
differentiable;
(M-2) The restrictions of the state functions EΣ,UΣ, VΣ and NΣ to M(Σ) are all
differentiable;
(M-3) The mapping π : M(Σ) → D3 given by π(x) = (EΣ(x), VΣ(x),NΣ(x)), x
∈ M(Σ), is a surjective submersion;
(M-4) For any point x of M(Σ), there are an open neighborhood W of x and exten-
sive differentiable functions ζ 1, . . . , ζ r (r ≥ 1) on M(Σ) such that
(EΣ, VΣ,NΣ, ζ
1, . . . , ζ r )
is a coordinate system on W ;
(M-5) The restriction of the fundamental function SΣ to M(Σ) is a differentiable
function of class C1.
The manifold St (Σ,∆) satisfies these conditions. Each function ζ i in (M-4) is often
called an internal variable. For each point p ∈ D3, the inverse image M(Σ)p = π−1(p)
of p is a closed submanifold of M(Σ). M(Σ)p is a space of isolated states in M(Σ). As
before, let Sp denote the restriction of SΣ to M(Σ)p. Now we need the following two
conditions:
(M-6) For each point p of D3, Sp has one and only one critical point xp in M(Σ)p,
and xp is an equilibrium state of Σ;
(M-7) The mapping eq : D3 → M(Σ) given by eq(p) = xp, p ∈ D3, is differen-
tiable.
If M(Σ) satisfies all these conditions, we call it a thermodynamic manifold. St (Σ,∆)
is not a thermodynamic manifold on the entire D3. If p is a reducible point of the entropy
S of Σ , then St (Σ,∆) does not satisfy (M-6). We should modify St (Σ,∆)p for such a
point. However, there is an open subset O of D3 such that St (Σ,∆) satisfies (M-6) and
(M-7) on O . So we may consider St (Σ,∆) only on O . In this way, the space D3 in (M-3),
(M-6) and (M-7) can be replaced by a suitable open subset of D3.
We now treat the interaction between the system Σ and its surroundings. To introduce
a state space of surroundings, we consider the cotangent bundle T ∗D3 over D3 and the
natural projection πˆ of T ∗D3 onto D3. Let ω denote the canonical 1-form on T ∗D3 defined
by
(5.1) ωz(v) = z(πˆ∗v)
for any z ∈ T ∗D3 and any tangent vector v ∈ Tz(T ∗D3), where πˆ∗ denotes the differen-
tial of πˆ . Let (E, V,N) be the canonical coordinate system on D3. Then there exists a
coordinate system (E, V,N, αe, βe, γe) on T ∗D3 such that ω is expressed as
(5.2) ω = αedE + βedV + γedN .
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Let T +D3 denote the open subset of T ∗D3 consisting of all points z such that αe(z) > 0
and βe(z) > 0. For any z ∈ T +D3, we set Te(z) = αe(z)−1, Pe(z) = Te(z)βe(z) and
µe(z) = −Te(z)γe(z), and call Te(z) the (absolute) temperature of z, Pe(z) the pressure of
z and µe(z) the chemical potential of z. These quantities characterize surroundings.
Let L be a submanifold of D3. In general, L gives a constraint to Σ . For this reason,
we call it a constraint to Σ . Consider the cotangent bundle T ∗L over L and the natural
projection πˆL of T ∗L onto L. Let p be a point of L. We denote by TpL the tangent
space to L at p and by T ⊥p L (⊂ R3) the orthogonal complement of TpL with respect to
the Euclidean metric on D3. For any point z ∈ T ∗L, we define a point ιL(z) of T ∗D3 as
follows. We set ιL(z)(u) = z(u) for any u ∈ TpL (p = πˆL(z)), and ιL(z)(v) = 0 for any
v ∈ T ⊥p L. Then the mapping ιL : T ∗L → T ∗D3 is an embedding. If the inverse image
ι −1L (T +D3) is not empty, it is also regarded as a state space of surroundings of Σ with
constraint L.
Let M(Σ) be a thermodynamic manifold and let π : M(Σ) → D3 be the submersion
in (M-3). The inverse image ML(Σ) = π−1(L) of L is a submanifold of M(Σ). The
restriction of π to ML(Σ) will be denoted by πL. Let QL(Σ) denote the fiber product of
ML(Σ) and T ∗L given by
QL(Σ) = {(x, z) ∈ ML(Σ) × T ∗L | πL(x) = πˆL(z)} .
Then QL(Σ) is a submanifold of ML(Σ) × T ∗L. Let pL : QL(Σ) → ML(Σ) and
qL : QL(Σ) → T ∗L denote the natural projections. We define a function S∗L of class C1
on QL(Σ) by S∗L = p ∗L SΣ and a 1-form ΩL on QL(Σ) by ΩL = (ιL ◦qL)∗ ω. Then, from
(5.1), we have
(5.3) ΩL(V ) = z((πˆL ◦ qL)∗V )
for all (x, z) ∈ QL(Σ) and all V ∈ T(x,z)QL(Σ). Moreover, we define a 1-form θL on
QL(Σ) by
(5.4) θL = dS∗L − ΩL .
θL is called the entropy form of Σ with constraint L. The entropy form θL will play an
important role in studying the interaction between the system Σ and its surroundings. θL
corresponds to the entropy production in [5].
Let Q+L(Σ) be the set of all points (x, z) of QL(Σ) such that αe(ιL(z)) > 0. Q
+
L(Σ)
is an open subset of QL(Σ). Suppose Q+L(Σ) is not empty. Then we can define a function
TL on Q
+
L(Σ) by TL(x, z) = Te(ιL(z)), (x, z) ∈ Q+L(Σ). Let ΘL denote the 1-form on
Q+L(Σ) given by
(5.5) ΘL = TLΩL .
ΘL is called the heat form of Σ with constraint L. We can see that the formula (5.5)
represents the first law of thermodynamics. If a point (x, z) ∈ Q+L(Σ) satisfies βe(ιL(z)) >
0, we can define the pressure PL(x, z) of z by PL(x, z) = Pe(ιL(z)).
We denote by E(Σ) the set of all equilibrium states in M(Σ). By using the mapping
eq in (M-7), E(Σ) is expressed as E(Σ) = eq(D3). Since eq is a differentiable cross
section of the fibering π : M(Σ) → D3, E(Σ) is a 3-dimensional submanifold of M(Σ).
Let S|L be the restriction of the entropy S of Σ to L and let eqL : L → ML(Σ) denote the
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restriction of eq to L. Since SΣ(eq(p)) = S(p) for any p ∈ L, we have S|L = eq ∗L SΣ . If
we set EL(Σ) = eqL(L), then EL(Σ) coincides with E(Σ) ∩ ML(Σ).
PROPOSITION 5.1. Let E∗L(Σ) denote the subset of QL(Σ) consisting of all points
(x, z) such that (θL)(x,z) = 0. Then a point (x, z) of QL(Σ) belongs to E∗L(Σ) if and only
if it satisfies x ∈ EL(Σ) and z = (dS|L)π(x).
Proof. Set ξ = (x, z). Since πL ◦pL = πˆL ◦ qL, the condition (θL)ξ = 0 means that
(5.6) (dSΣ)x(pL∗V ) = z(πL∗(pL∗V )), V ∈ TξQL(Σ) .
Moreover, (5.6) is equivalent to the following expression:
(5.7) (dSΣ)x(u) = z(πL∗u), u ∈ TxML(Σ) .
In fact, since pL∗ : TξQL(Σ) → TxML(Σ) is surjective, we have only to choose u and V
so that u = pL∗(V ).
Suppose first (x, z) belongs to E∗L(Σ). Set p = πL(x) and take any vector u ∈
TxM(Σ)p. Since πL∗u = 0, we have (dSp)x(u) = 0 from (5.7). This implies that x is a
critical point of Sp . Hence x ∈ EL(Σ). Setting u = (eqL)∗(v) for any vector v ∈ TpL, we
get z(v) = (dSΣ)x((eqL)∗v), and hence z = (dS|L)p.
We now prove the converse. For any vector u ∈ TxML(Σ), we set uh = (eqL)∗(πL∗u)
and uv = u − uh. Then πL∗uh = πL∗u, and so uv ∈ TxM(Σ)p . Since z = (dS|L)p, we
have
(5.8) z(πL∗u) = (eq ∗L dSΣ)p(πL∗u) = (dSΣ)x(uh) .
On the other hand, since (dSp)x = 0, we have (dSΣ)x(uv) = 0. This together with (5.8)
yields (5.7). This completes the proof of Proposition 5.1.
By virtue of Proposition 5.1, we can recognize that each point of E∗L(Σ) is completely
determined by an equilibrium state of Σ and the entropy S. Each point of E∗L(Σ) repre-
sents an equilibrium state of the composite system which consists of the system Σ and its
surroundings.
We now consider a submanifold R of T ∗L. R is called a constraint to surroundings if
the restriction of πˆL to R is a diffeomorphism of R onto L. Thus R defines a cross section
of T ∗L. Let RL(Σ) denote the fiber product of ML(Σ) and R. Then we can verify that the
restriction of pL to RL(Σ) is a diffeomorphism of RL(Σ) onto ML(Σ). We denote by θR
the pull-back of the entropy form θL by the inclusion ι : RL(Σ) → QL(Σ).
PROPOSITION 5.2. A point ξ of RL(Σ) satisfies (θR)ξ = 0 if and only if ξ belongs
to E∗L(Σ) ∩ RL(Σ).
Proof. Let F denote the fiber of pL : QL(Σ) → ML(Σ) through the point ξ .
Suppose ξ satisfies (θR)ξ = 0. Let V be any vector in TξQL(Σ). Then there are vectors
V 1 ∈ TξRL(Σ) and V 2 ∈ TξF such that V= ι∗V 1 + V 2. Since pL∗V 2 = 0, we obtain
from (5.3) and (5.4)
θL(V ) = θL(ι∗V 1) = θR(V 1) = 0 .
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This implies that ξ belongs to E∗L(Σ). The converse may be obvious.
Let R be a constraint to surroundings. A function ψ of class C1 on RL(Σ) is called a
thermodynamic potential if there is a positive constant λ such that θR = −λdψ on RL(Σ).
λ is introduced just for the sake of convenience. R is said to be proper if RL(Σ) admits
a thermodynamic potential. We shall give some examples. For simplicity, we write E =
EΣ, U = UΣ, V = VΣ and N = NΣ .
EXAMPLE 1. Let L = D3. We use the coordinate system in (M-4). Then (E, V,N,
ζ 1, . . . , ζ r , Te, Pe, µe) can be viewed as a local coordinate system of Q+L(Σ). By (5.2),
the heat form ΘL is expressed as ΘL = dE + PedV − µedN . If we set K = E − U , K
signifies the kinetic energy of a flow of the substance in Σ . Then we have
dU = ΘL − PedV + µedN − dK .
This formula represents the first law of thermodynamics. The entropy form θL is given by
θL = dS∗L −
1
Te
dE − Pe
Te
dV + µe
Te
dN .
EXAMPLE 2. Let L = {p} (p ∈ D3). Since T ∗L = {0},QL(Σ) is identified with
the space of isolated states M(Σ)p over p. Then, setting R = {0}, we have RL(Σ) =
M(Σ)p. The entropy form θR is given by θR = dSp . So we can choose ψ = −Sp as a
thermodynamic potential on M(Σ)p.
EXAMPLE 3. Let L be the constraint to Σ defined by V = V0 and N = N0,
where V0 and N0 are positive constants. The coordinate system in (M-4) is reduced to
(E, ζ 1, . . . , ζ r ), and (E, ζ 1, . . . , ζ r , TL) is a local coordinate system of Q+L(Σ). The
heat form ΘL is given by ΘL = dE, and the entropy form θL by
θL = dS∗L −
1
TL
dE .
Let R be the proper constraint defined by TL = T0, where T0 is a positive constant. As a
thermodynamic potential, we can choose the following function:
ψ = E − T0S∗L ,
which corresponds to the Helmholtz free energy in classical thermodynamics.
EXAMPLE 4. Let L be the constraint to Σ defined by N = N0, where N0 is a
positive constant. The coordinate system in (M-4) is reduced to (E, V, ζ 1, . . . , ζ r), and
(E, V, ζ 1, . . . , ζ r , TL, PL) is a local coordinate system of Q+L(Σ). The heat form ΘL is
given by ΘL = dE + PLdV , and the entropy form θL by
θL = dS∗L −
1
TL
dE − PL
TL
dV .
Let R be the proper constraint defined by TL = T0 and PL = P0, where T0 and P0 are
positive constants. As a thermodynamic potential, we can choose the following function:
ψ = E + P0V − T0S∗L ,
which corresponds to the Gibbs free energy in classical thermodynamics.
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We now discuss thermodynamic processes. Let M(Σ) and L be as before. Let I be
an interval of R. We consider a curve γ (t), t ∈ I, in QL(Σ), where pL(γ (t)) is always
assumed to be a continuous curve in ML(Σ). Suppose first the interior of I is a finite
interval (a, b). We say that γ (t) is a piecewise C1-curve if there is a division of (a, b)
a = t0 < t1 < · · · < t < t+1 = b
such that for each i = 0, . . . , , γ (t) is differentiable of class C1 on (ti, ti+1). It is possible
that γ (t) is discontinuous at some ti . Suppose now I is an infinite interval. Then γ (t) is
called a piecewise C1-curve if it satisfies the above condition for any finite open interval
in I . If γ (t) is differentiable at t , we denote by γ˙ (t) the tangent vector to γ at γ (t). Now
we can state the second law of thermodynamics as follows. Every thermodynamic process
γ (t), t ∈ I, of Σ with constraint L must satisfy the following two conditions:
(P-1) γ (t) is a piecewise C1-curve in QL(Σ);
(P-2) θL(γ˙ (t)) > 0 on every open interval where γ (t) is differentiable of class C1.
The parameter t can be regarded as time. Let γ (t) = (x(t), z(t)). Then x(t) represents a
process of the system Σ and z(t) a process of its surroundings. Therefore, if the temperature
of z(t) can be defined, TL(γ (t)) must take a positive value. By (5.4), the condition (P-2) is
equivalent to the inequality
(5.9) d
dt
SΣ(x(t)) > ΩL(γ˙ (t)) .
Let us reconsider Example 2. Since T ∗L = {0}, we have ΩL = 0. Hence, the inequal-
ity (5.9) implies that, for every thermodynamic process x(t) in M(Σ)p (p ∈ D3), SΣ(x(t))
is a monotone increasing function of t . This fact corresponds to the principle of entropy in-
crease in classical thermodynamics. A similar conclusion holds if a thermodynamic process
γ (t) satisfies ΩL(γ˙ (t)) = 0. Such a process is called an adiabatic process.
A piecewise C1-curve γ (t), t ∈ I , in QL(Σ) is called a quasi-static process of Σ if
γ (t) belongs to E∗L(Σ) for all t ∈ I . Let us set γ (t) = (x(t), z(t)). Then, by Proposition
5.1, each x(t) is an equilibrium state of Σ . Moreover, from (5.4), we have (dS∗L)γ (t) =
(ΩL)γ (t) for all t ∈ I . In terms of the local coordinate system in Example 1, this relation is
expressed as
TΣdS
∗
L = dU + PΣdV − µΣdN .
Note that we have Te(z(t)) = TΣ(x(t)), Pe(z(t)) = PΣ(x(t)) and µe(z(t)) = µΣ(x(t))
for all t ∈ I . Although a quasi-static process is not a thermodynamic process, it can be
regarded as a limit of thermodynamic processes of Σ . Classical thermodynamics has been
developed by making full use of quasi-static processes.
We now study a special kind of thermodynamic processes. Let M be a differentiable
manifold and let h be a differentiable covariant tensor field of degree two on M . We say
that h is a skew metric if the symmetric part of h is a Riemannian metric on M . Let M(Σ)
be a thermodynamic manifold. For any a ∈ R+, let La denote the left action of a on M(Σ).
Now we assume that there exists a unique skew metric h on M(Σ) satisfying the following
two conditions:
(S-1) L ∗a h = a2h for any a ∈ R+;
(S-2) hx = gx for any x ∈ E(Σ), where g is the symmetric part of h.
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The skew metric h may be determined by characteristic quantities of a substance. The
condition (S-2) is closely related to Onsager’s reciprocity theorem.
Let L be a constraint to Σ . Then the skew metric h induces in a natural manner a
skew metric hL on ML(Σ). Let R be a proper constraint to surroundings. Then RL(Σ) is
diffeomorphic to ML(Σ). Therefore, hL determines a skew metric on RL(Σ). However,
this skew metric may be altered under the influence of surroundings. Assume further that
there exists a correct skew metric hR on RL(Σ) satisfying (hR)ξ = (gR)ξ for any ξ ∈
E∗L(Σ) ∩ RL(Σ), where gR is the symmetric part of hR . The skew metric hR may depend
on the temperature (and the pressure) of surroundings. Since R is proper, RL(Σ) admits a
thermodynamic potential ψ . Then, as in the Riemannian case, there exists a unique vector
field gradhψ on RL(Σ) such that
(5.10) dψ(X) = hR(X, gradhψ)
for any vector field X on RL(Σ).
PROPOSITION 5.3. For any point ξ of RL(Σ), gradhψ satisfies θR((gradhψ)ξ ) ≤
0. The equality holds if and only if ξ belongs to E∗L(Σ) ∩ RL(Σ).
Proof. Recall that ψ satisfies θR = −λdψ for some positive constant λ. Let gR be
the symmetric part of hR . Then, from (5.10), we have
θR((gradhψ)ξ )= −λhR((gradhψ)ξ , (gradhψ)ξ )
= −λgR((gradhψ)ξ , (gradhψ)ξ ) ,
and hence θR((gradhψ)ξ ) ≤ 0. The equality holds if and only if (gradhψ)ξ = 0. This
is equivalent to saying that ξ is a critical point of ψ . Then the last assertion follows from
Proposition 5.2.
Now we consider the vector field V = −gradhψ . If ψ is of class Cs (s ≥ 1) on
RL(Σ), then V is of class Cs−1. Thus, for any ξ ∈ RL(Σ), there exists an integral curve
γ (t) of V with the initial condition γ (0) = ξ . γ (t) is a solution of the ordinary differential
equation
(5.11) γ˙ (t) = −(gradhψ)γ (t) ,
which is often called a phenomenological equation. If ξ is not a critical point of ψ , then
γ (t) satisfies θR(γ˙ (t)) > 0. Moreover, we can verify that ψ(γ (t)) is a monotone decreas-
ing function. Thus it is possible that γ (t) is a thermodynamic process. We now assume
that, given a proper constraint R to surroundings, every thermodynamic process in RL(Σ)
is realized only by an integral curve γ (t) of V = −gradhψ for a definite thermodynamic
potential ψ . Then we expect that the following two assertions are true:
(R-1) γ (t) is defined for all t ∈ [0,∞);
(R-2) γ (t) converges to an equilibrium state in E∗L(Σ) as t → ∞.
In physics, these are considered as natural phenomena, and are called relaxation phenom-
ena. However, it is impossible to prove these assertions without any additional assumption.
Mathematical justification will be given by the following
THEOREM 5.4. Let M be a connected manifold with a skew metric h. Let ψ be a
differentiable function of class C2 on M satisfying the following conditions:
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(1) ψ has only one critical point x0 in M , and ψ attains its minimum value at x0;
(2) For each point x of M,Mx = {y ∈ M | ψ(y) ≤ ψ(x)} is a compact subset of
M .
Then, for each point x of M , an integral curve γ (t) of V = −gradhψ with the initial
condition γ (0) = x is defined for all t ∈ [0,∞). Moreover, γ (t) converges to x0 as
t → ∞.
We have assumed ψ to be of class C2 in order to apply Cauchy’s theorem to the
differential equation (5.11). Since the symmetric part g of h is a Riemannian metric on M ,
we can use the length ‖ v ‖ of a tangent vector v to M and the distance function ρ on M .
Proof. If x = x0, the conclusion is trivial. Suppose x = x0. Let γ (t), 0 ≤ t < a,
be an integral curve of V with the initial condition γ (0) = x. To prove the first assertion, it
suffices to show that this integral curve can be extended beyond a. Since
(5.12)
d
dt
ψ(γ (t)) = −‖ (gradhψ)γ (t) ‖ 2 < 0 ,
ψ(γ (t)) is a monotone decreasing function on [0, a). This implies that γ (t) lies in Mx for
all t ∈ [0, a). For any s, t ∈ [0, a), we have
ρ(γ (s), γ (t)) ≤
∣∣∣∣
∫ t
s
‖ (gradhψ)γ (τ) ‖ dτ
∣∣∣∣ .
Setting C = ψ(x) − ψ(x0) > 0 and using the Schwarz inequality, we obtain
(5.13) ρ(γ (s), γ (t)) ≤ (C|s − t|)1/2 .
Since Mx is compact, it follows from (5.13) that γ (t) converges to a point of M as t → a.
Taking t0 ∈ [0, a) so that |a− t0| is sufficiently small and using Cauchy’s theorem at γ (t0),
we can extend the integral curve for the values t such that a ≤ t < a + ε for some ε > 0.
We set A = {γ (t) ∈ M | t ≥ 0}. Since∫ t
0
‖ (gradhψ)γ (τ) ‖ 2dτ ≤ C
by (5.12), the integral converges as t → ∞. Then we have infy∈A ‖(gradhψ)y‖ = 0. Since
A is a subset of Mx , the closure of A is compact. It therefore follows from the condition
(1) that x0 is an accumulating point of A.
Suppose now γ (t) did not converge to x0 as t → ∞. Then there is a positive number
ε0 such that the set of all t > 0 with ρ(x0, γ (t)) ≥ ε0 is not bounded from above. Let ε1
be a positive number with ε1 < ε0 and let S(ε1) denote the set of all points y ∈ M such
that ρ(x0, y) = ε1. Since x = x0, we can choose ε1 so that S(ε1) is contained in Mx .
Hence S(ε1) is compact. Let m be the minimum value of ψ on S(ε1). Then ψ(x0) < m.
Since x0 is an accumulating point of A, there is a t1 > 0 satisfying ρ(x0, γ (t1)) < ε1 and
ψ(γ (t1)) < m. Then we can choose a t2 > t1 so that ρ(x0, γ (t2)) ≥ ε0. Applying the
intermediate value theorem to ρ(x0, γ (t)), t1 ≤ t ≤ t2, we can find a number t3 in (t1, t2)
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such that ρ(x0, γ (t3)) = ε1. Hence m ≤ ψ(γ (t3)). Thus we finally have ψ(γ (t1)) <
ψ(γ (t3)). But this is a contradiction since t1 < t3. We have thereby proved Theorem 5.4.
In the above proof, we made the best use of the compactness of Mx . However, it is
probable that (2) in Theorem 5.4 is replaced by a weaker condition. For example, the first
assertion of Theorem 5.4 can be proved under the assumption that the Riemannian manifold
(M, g) is complete (see [2], p. 172). Moreover, under the same assumption, the condition
(2) is fulfilled if Mx (x ∈ M) is a bounded subset of M with respect to the distance function
ρ.
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