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INTRODUCTION : Connexite´ et analyse des donne´es
On s’inte´resse dans cette the`se, a` la mise en e´vidence des proprie´te´s
de connexite´ dans les donne´es a` analyser. Dans le cas de l’analyse des
donne´es ”classique” (i.e. line´aire), comme les surfaces de se´paration des
classes sont des hyperplans (des droites en dimension 2), la notion to-
pologique sous-jacente est presque toujours la convexite´. Au contraire
dans tout ce qui suit, on cherche en priorite´ a` segmenter les donne´es
en sous-ensembles (classes) connexes. Par exemple, on cherche a` retrou-
ver pour les deux exemples de la ﬁgure 0.1 d’une part les deux cercles
concentriques, d’autre part les deux “U”.
Fig. 0.1: Deux exemples d’ensembles ayant chacun deux classes connexes, non
convexes, et non line´airement se´parables
Un des inte´reˆts de ce type de classiﬁcation est de four-
nir des sous-ensembles connexes comme domaines de re´solution
d’e´quations diﬀe´rentielles ou comme domaines de de´ﬁnition de certaines
mode´lisations. On verra en partie II qu’une telle classiﬁcation en classes
connexes est un pre´alable a` beaucoup de me´thodes d’analyse des donne´es.
Rappelons tout d’abord les principales de´ﬁnitions lie´es a` la connexite´.
Dans tout ce qui suit, l’ensemble des donne´es est note´ X et est une partie
de Rp, muni de la distance euclidienne d, et de la topologie associe´e.
De´ﬁnition 0.0.1 (Connexite´): L’ensemble X est connexe, si et seulement
si l’une des quatre proprie´te´s suivantes est ve´riﬁe´e :
i) si X est union de deux ouverts disjoints, alors l’un vaut X et l’autre
est l’ensemble vide,
ii) si X est union de deux ferme´s disjoints, alors l’un vaut X et l’autre
est l’ensemble vide,
iii) toute fonction continue de X dans {0, 1} est constante,
iv) les seuls sous-ensembles ouverts et ferme´s de X sont l’ensemble vide
et X.
On utilise souvent la connexite´ par arc qui implique la connexite´ (mais
la re´ciproque est fausse).
De´ﬁnition 0.0.2 (connexite´ par arc): L’ensemble X est connexe par arc
si et seulement si :
∀(x, y) ∈ X2, ∃u ∈ C0([0, 1], X) telle que u(0) = x et u(1) = y
c’est-a`-dire si et seulement si il existe un chemin continu liant x a` y.
Proposition 0.0.1 (de´composition en composantes connexes maximale):
Tout ensemble X de Rp admet une unique partition en composantes
connexes (respectivement par arc) maximales X = ∪iCi telle que tout
sur ensemble stricte de l’un des Ci n’est pas connexe (respectivement
par arc).
Dans tout ce qui suit, nous nous inte´ressons a` des ensembles ﬁnis de
donne´es. Pour un ensemble constitue´ de n points de Rp, il est clair que
l’ensemble des ses composantes connexes est forme´ des n singletons (un
point par composante). Une telle de´composition a peu d’inte´reˆt. Il faut
donc e´tendre la notion de connexite´ au cas des ensembles ﬁnis, ce qui
n’est possible que pour la connexite´ par arc. C’est pourquoi dans tout
ce qui suit, nous ne traitons que de la connexite´ par arc, e´tendue comme
dans la de´ﬁnition ci-dessous.
De´ﬁnition 0.0.3 (δ−connexite´ par arc): X est δ−connexe par arc si et
seulement si on peut lier tous les couples de points (x, y) de X par une
suite de points de X (i.e. une suite de points de X) deux a` deux distants
d’au plus δ.
Par abus de langage, on confondra de´sormais δ−connexite´ et
δ−connexite´ par arc.
Dans la premie`re partie de cette the`se, nous proposons des me´thodes
de classiﬁcation permettant de construire des classes connexes. Nous
commenc¸ons par de´crire les me´thodes classiques (centres mobiles
ou classiﬁcations hie´rarchiques) pour observer qu’en ge´ne´ral elles ne
conduisent pas a` des classes connexes.
Nous montrons ensuite que la classiﬁcation hie´rarchique avec la
distance du minimum permet d’obtenir toutes les partitions connexes
(au sens des espaces discrets) possibles et nous proposons un indicateur
de choix d’une partition adapte´ a` la connexite´. Cette me´thode a de
bonnes performances si les seuils de connexite´ (δ) sont suﬃsamment
homoge`nes d’une classe a` l’autre et si les classes sont assez e´loigne´es les
unes des autres. Nous e´tudions ensuite le proble`me de l’he´te´roge´ne´ite´
des seuils de connexite´ δ.
Dans la deuxie`me partie, nous supposons construite une classe
connexe, et nous de´ﬁnissons des me´thodes de normalisation, de pro-
jection, de re´duction de dimension et d’estimation de la dimension
intrinse`que.
La troisie`me partie pre´sente deux e´tudes applique´es a` des ques-
tions e´conomiques base´es sur l’application des cartes de Kohonen a` des
donne´es temporelles pour mettre en e´vidence des trajectoires indivi-
duelles (exemple des pays europe´ens) et pour analyser des dynamiques
de groupes (exemple des strate´gies de gestion de portefeuille). Ainsi, il
ne s’agit pas d’appliquer directement les me´thodes des deux premie`res
parties mais d’e´tudier l’algorithme de Kohonen dans le cas de classiﬁca-
tions individuelles et temporelles. Ces e´tudes ont e´te´ re´alise´es a` partir
d’un programme convivial sous excel (en VBA) permettant de construire
des cartes de Kohonen que j’ai re´alise´ pour le SAMOS.







Dans toute cette partie, on s’inte´resse a` la se´paration en composantes
connexes d’un ensemble de points discrets.
On passe d’abord en revue les me´thodes de classiﬁcation les
plus usuelles : classiﬁcation des centres mobiles et classiﬁcations
hie´rarchiques. On constate qu’en ge´ne´ral, elles ne permettent pas la
mise en e´vidence de classes connexes.
Ensuite on pre´sente rapidement un e´tat de l’art, en mentionnant des
me´thodes alternatives a` la noˆtre, en de´crivant dans chaque cas leurs
avantages et leurs inconve´nients.
Puis nous montrons que la classiﬁcation hie´rarchique avec la distance
du minimum permet d’obtenir toutes les composantes connexes d’un en-
semble. Mais il faut adapter la de´ﬁnition d’inertie intra-classes pour la
rendre cohe´rente avec la notion de connexite´.
Nous de´ﬁnissons alors le Minimum Spanning Tree (MST) et montrons
que le comportement asymptotique des tailles des liaisons sur cet arbre
(dans le cas ou` on utilise la distance du minimum) permet de savoir si
une de´composition en plusieurs classes est pertinente (on teste l’existence
d’au moins 2 classes connexes contre l’hypothe`se de connexite´ globale).
Reste le cas diﬃcile ou` les diﬀe´rentes composantes connexes ont
des seuils de connexite´ he´te´roge`nes. Pour re´soudre cette diﬃculte´, on
construit dans le chapitre 5 de cette partie une me´thode de classiﬁcation
reposant sur un couplage des proble`mes de classiﬁcation et d’estimation
de densite´ qui donne de tre`s bons re´sultats en estimation de densite´ (et
segmentation) en dimension 1, mais pour laquelle l’extension en dimen-
sion quelconque n’est pas re´aliste, compte tenu du trop grand nombre de
points ne´cessaires. Dans le dernier chapitre de cette partie, on conjugue
les deux techniques pre´ce´dentes pour construire une me´thodologie eﬃcace
de classiﬁcation en composantes connexes.
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1. LES ME´THODES DE CLASSIFICATION NON
SUPERVISE´ES ET LA CONNEXITE´
On dresse ici une liste non-exhaustive de me´thodes de classiﬁcation di-
vise´e en 3 parties :
• Des me´thodes non compatibles, en ge´ne´ral, avec l’obtention de
classes connexes (sauf dans le cas connexe-convexe)
• Des me´thodes construites en e´troite relation avec la notion de
connexite´
• Des me´thodes qui, bien que non construites en se fondant directe-
ment sur la notion de connexite´, permettent de scinder un ensemble
en composantes connexes.
1.1 Les me´thodes classiques, qui en ge´ne´ral ne conduisent
pas a` des classes connexes
Le but de ces me´thodes classiques (me´thode des centres mobiles, clas-
siﬁcations hie´rarchiques) est de construire des classes bien se´pare´es et
tre`s homoge`nes. Elles reposent sur les notions d’inerties intra-classes et
inter-classes, le but e´tant de minimiser l’inertie intra-classes en maximi-
sant l’inertie inter-classes.
Rappelons les principales de´ﬁnitions :
De´ﬁnition 1.1.1 (Inertie inter-classes, Inertie intra-classes): Notations :
• Soit X = {X1, ..., XN} ⊂ Rp
• Soit G le barycentre de X
• Soit cl : {1, ..., N} → {1, ..., K} une classiﬁcation des points, cl(i)
est le nume´ro de la classe du point Xi
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• Soit Gk le barycentre de la classe de nume´ro k
• Soit nk le nombre de points dans la classe de nume´ro k
On de´ﬁnit alors les inerties inter-classes et intra-classes par :
• Inertie inter-classes : I1 =
∑K
j=1(nj)||Gj −G||2
• Inertie intra-classes : I2 =
∑N
i=1 ||Xi −Gcl(i)||2
On rappelle que I l’inertie totale de´ﬁnie par I =
∑N
i=1 ||Xi−G||2 est
e´gale a` I1 + I2 (quelque soit la classiﬁcation). Donc, pour un nombre de
classes ﬁxe´ K, la minimisation de l’inertie intra-classes est e´quivalente a`
la maximisation de l’inertie inter-classes.
On voit tout de suite que la notion de barycentre n’est pas bien
adapte´e aux classes connexes. On voit par exemple dans la ﬁgure 0.1
de l’introduction que les deux classes du premier exemple ont le meˆme
barycentre alors que pour le deuxie`me exemple le barycentre d’une classe
appartient a` l’autre (et re´ciproquement).
1.1.1 Classiﬁcation par la me´thode des centres mobiles
La me´thode des centres mobiles est une me´thode de classiﬁcation mise au
point de manie`re simultane´e et sous plusieurs noms (K −means, nue´es
dynamiques...) par, notamment, Lloyd ([KM3] 1982), Forgy ([KM1]
1965) ou Macqueen ([KM4] 1967).
Dans cette me´thode, le nombre de classes est choisi a` l’avance.
L’algorithme est tre`s simple. On se donne initialement K centres Gk
arbitraires dans l’espace Rp. L’algorithme est ite´ratif, a` chaque e´tape :
• On aﬀecte chaque point Xi0 a` la classe k telle que k =
argmini{d(Xi0 , Gi)}
• On adapte les centres : pour chaque k de 1 a` K, Gk est recalcule´
comme le barycentre de tous les points aﬀecte´s a` la classe k
On de´montre que cette me´thode minimise l’inertie intra-classe et
qu’elle converge vers un minimum ne de´pendant que des valeurs ini-
tiales des centres. Par de´ﬁnition de l’algorithme, les classes sont se´pare´es
par des hyperplans (hyperplans me´diateurs des segments joignant deux
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barycentres) et cet algorithme ne conduit pas a` des classes connexes en
ge´ne´ral.
On observe sur la ﬁgure 1.1 le re´sultat de l’algorithme des centres
mobiles applique´ au proble`me des deux cercles concentriques (on a pris
K = 2 et G1, G2 tire´s ale´atoirement sur [0, 1]
2. On voit clairement que
l’algorithme ne retrouve pas les classes connexes.












Fig. 1.1: Re´sultat d’un K −means en 2 classes sur des cercles concentriques
1.1.2 Classiﬁcations hie´rarchiques
On rappelle que la distance d entre les points est la distance euclidienne
usuelle. Une classiﬁcation hie´rarchique consiste a` construire une suite de
classiﬁcations emboˆıte´es des N points en N,N−1, N−2, . . . , 1 classes. A
l’e´tat initial on conside`re la partition en N singletons {{X1}, ..., {XN}}
et a` chaque e´tape, on passe d’une partition en K classes {CK1 , .., CKK } a`
une partition en K − 1 classes en agre´geant les deux classes CKi et CKj
les plus proches. Il faut donc de´ﬁnir une distance entre ensembles qu’on
notera D. Diﬀe´rents choix sont possibles.
Les principales distances utilise´es sont les suivantes ([HIE2] 1973,
[HIE6] 1971, [HIE9] 1974, [HIE17] 1963):
Si A et B sont deux sous-ensembles de X d’eﬀectifs NA et NB, de
barycentre GA et GB :
• distance du minimum : D(A,B) = min{d(a, b), a ∈ A, b ∈ B}
• distance du maximum : D(A,B) = max{d(a, b), a ∈ A, b ∈ B}




• distance des barycentres: D(A,B) = d(GA, GB)
• distance de Ward: D(A,B) = NANB
NA+NB
d(GA −GB)
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Comme on le verra par la suite (section 3) parmi toutes les distances
possibles, seule la distance du minimum permet d’obtenir des classes
connexes.
Dans la liste des distances entre classes usuelles, c’est la dis-
tance de Ward qui est la plus fre´quemment utilise´e, car elle minimise
l’accroissement de l’inertie intra-classes a` chaque e´tape. Elle permet
d’obtenir pour un meˆme nombre de classes une inertie intra-classes plus
petite.
Si on applique la classiﬁcation hie´rarchique avec distance de Ward au
cas des deux cercles concentriques, on constate la` aussi que la segmen-
tation obtenue ne met pas en e´vidence les classes connexes (voir ﬁgure
1.2).












Fig. 1.2: Re´sultat d’une classiﬁcation hie´rarchique par la me´thode de Ward
en 2 classes sur des cercles concentriques (meˆme donne´es que pour
l’illustration des K −means)
1.2 Les me´thodes reposant sur la connexite´
1.2.1 Classiﬁcation et traitement d’image
C’est en traitement d’image qu’on voit le plus souvent cite´es conjointe-
ment classiﬁcation et connexite´ puisqu’on cherche a` segmenter les images
suivant les caracte´ristiques (couleur, niveaux de gris... ) des pixels sur des
composantes connexes des pixels (composantes connexes au niveau spa-
tial i.e. suivant leur localisation ge´ographique) ([PAT1], [PAT2], [PAT3]).
L’image sur laquelle on travaille constitue une composante ge´ographique
”comple`te”, dans le sens ou` a` chaque coordonne´e de l’image, discre´tise´e,
correspond un pixel. En the´orie, on peut donc facilement caracte´riser un
ensemble de pixels connexes. C’est ce dernier point qui rend les me´thodes
utilise´es en image diﬃcilement adaptables au cadre ge´ne´ral de l’analyse
des donne´es.
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1.2.2 Les me´thodes reposant sur l’estimation de densite´
Les me´thodes fonde´es sur des estimations de densite´, principalement la
me´thode du water-shed ([DST1]) et la me´thode de regroupement dans
les domaines d’attraction des modes de Wishart ([DST7]) reposent di-
rectement sur la notion de connexite´.
La me´thode du ”water-shed”
En dimension 2 la me´thode du ”water-shed” est tre`s image´e : si on
assimile les donne´es a` des coordonne´es ge´ographiques et la densite´ a` leur
altitude, on obtient un ”paysage” que l’on immerge dans de l’eau et
on observe les ”ˆıles” qui apparaissent. Les points sont alors classe´s en
fonction de l’ˆıle sur laquelle ils se trouvent e´ventuellement. De manie`re
plus mathe´matique, et en dimension quelconque, on se ﬁxe un seuil λ
(”niveau d’eau”) et on classe les points en fonction de l’appartenance
a` l’une ou l’autre des composantes connexes de Eλ = {x/f(x) > λ},
ou` f est la densite´ ayant sous-tendu le tirage. La de´ﬁnition meˆme de
la me´thode met en e´vidence l’e´troite liaison du ”water-shed” et de la
connexite´.
Une telle me´thode montre tre`s vite ses limites. Il y a d’une
part le choix arbitraire du parame`tre λ et, d’autre part, dans des
cas d’he´te´roge´ne´ite´ comme dans l’exemple de la ﬁgure 1.3, l’incapacite´
the´orique a` trouver conjointement toutes les ”vraies classes”.
Fig. 1.3: Me´thode du ”water-shed”
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Attraction des modes
Pour re´pondre aux proble`mes pose´s par la me´thode du ”water-shed”,
Wishart ([DST7]) a propose´ une nouvelle me´thode en 1969 : la classiﬁ-
cation autour des domaines d’attraction des modes. Dans cette me´thode
il y a autant de classes que de modes de la densite´ et chaque point est
aﬀecte´ a` la classe d’un mode si on peut relier le point au mode par un
chemin continu le long duquel la densite´ est croissante.
Fig. 1.4: Me´thode du domaine d’attraction des modes
On peut pre´senter les re´sultats sous la forme d’un dendrograme dont
les feuilles correspondent aux modes et les regroupements entre classes
aux ”points” selles de la densite´ (en dimension 1 les minima locaux, en
dimension supe´rieur les points selles).
Pour comprendre le lien entre cette me´thode et la connexite´, il faut
tout d’abord observer que cette me´thode constitue une ”ame´lioration”
de la me´thode du ”water-shed” elle-meˆme e´troitement lie´e a` cette notion.
On soulignera aussi que, si on se place dans le cas ”continu”, le fait de
regrouper les points dans les domaines d’attraction des modes impose la
connexite´ par arc des classes (chaque point e´tant aﬀecte´ a` la classe d’un
mode si il existe un chemin continu le menant au mode avec une densite´
croissante sur le chemin, chaque couple de points d’une classe est lie´ par
un chemin continu).
Dans le 4eme chapitre de la partie classiﬁcation nous aﬃnerons ces
me´thodes. Nous ne les appliquerons pas apre`s avoir estime´ la densite´,
mais en eﬀectuant classiﬁcation et estimation de densite´ conjointement.
En eﬀet, apre`s avoir montre´ ici en quoi la connaissance de la densite´ aide
a` classer les donne´es, on montrera que la connaissance de la classiﬁcation
est un atout en estimation de densite´ et on construira un algorithme
reposant sur le couplage des deux me´thodes.
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Fig. 1.5: Me´thode du domaine d’attraction des modes : dendogramme associe´
1.2.3 DBSCAN
La me´thode DBSCAN ([DST8]), initie´e par Ester et Al en 1996 repose
sur la notion de connexite´ par arc. Pour savoir si deux points sont lie´s
entre eux on se ﬁxe un seuil δ et on de´ﬁnit le δ−voisinage d’un point X
comme l’ensemble des observations distantes de moins de δ de X.
On de´ﬁnit alors l’ensemble des points ”directement” atteignables de X,
en se donnant un nouveau parame`tre n et en de´ﬁnissant alors :
Y est directement atteignable par X si et seulement si Y est dans un
δ−voisinage de X et le δ-voisinage de X contient au moins n points.
Une telle de´ﬁnition tend a e´liminer les ”proble`mes de bords”.
Enﬁn on dira que Y est lie´ a X si il existe un chemin (suite
d’observation) X1, ..., Xk tel que X1 = X, Xk = Y et, pour tout i Xi+1
est directement atteignable par Xi.
Pour ﬁnir X et Y sont ”lie´s par densite´” si X est lie´ a Y ou Y est lie´
a X.
Enﬁn, X est dans la meˆme classe que Y si les deux points sont lie´s.
DBSCAN donne de bons re´sultats, bien sur le choix des parame`tres
est, comme toujours de´licat mais plusieurs indicateurs sont propose´s.
Le plus gros inconve´nient d’une telle me´thode est d’assimiler les classes
les plus fortement disperse´es a` du ”bruit”. Cette me´thode sera donc
pertinente dans le cas ou` l’on cherche a ”e´liminer” un bruit sous-jacent
mais ne permettra jamais de retrouver deux classes fortement he´te´roge`nes
en dispersion.
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1.3 Des me´thodes permettant de trouver des classes
connexes
1.3.1 Distance de marche ale´atoire
Cette me´thode repose sur la construction d’un graphe G ponde´re´ par la
longueur des liaisons entre les donne´es : Gi,j = ||Xi − Xj|| si les points
Xi et Xj sont connecte´s et 0 sinon.
On utilise une fonction f de R+ dans R+ de´croissante pour de´ﬁnir





Le principe est alors le suivant : la distance entre deux points est le
”temps de parcours moyen” (calcule´ comme un nombre d’e´tapes) entre
les points lorsqu’on conside`re une marche ale´atoire avec une probabilite´
de passer de l’e´tat i a` l’e´tat j qui vaut pi,j
Le fait d’avoir choisi f de´croissante est e´quivalent a` dire que la pro-
babilite´ de passer d’un point a` un des points qui lui sont connecte´s par
G est d’autant plus e´leve´e que leur distance est faible.
Plusieurs type de graphes G et fonction f sont fre´quemment utilise´s
dans la litte´rature, le couple de graphe et fonction le plus souvent ren-
contre´ est le suivant :
f(x) = exp(−x2/σ2) avec un parame`tre σ choisi par l’utilisateur.
Soit m(j, i) le temps moyen (nombre moyen d’e´tapes) qu’il faut pour
atteindre Xj (une premie`re fois) en partant de Xi pour une marche
ale´atoire dont la probabilite´ de transition pour passer d’un point Xk
au point Xl est pk,l.
De manie`re recursive on a :
m(i, i) = 0




(On regarde le nombre d’e´tapes ne´cessaires pour atteindre j par rap-
port au nombre d’e´tapes ne´cessaires pour atteindre n’importe quel autre
point).
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Comme m(i, j) n’est pas syme´trique, pour de´ﬁnir une distance, on
prendra : n(i, j) = m(i, j)+m(j, i) temps moyen pour faire l’aller retour
de Xi a` Xi en passant par Xj .
Il a e´te´ montre´ que la distance n(i, j) peut eˆtre calcule´e rapidement
par inversion d’un syste`me line´aire, ce qui donne aussi aux me´thodes de
classiﬁcation par distance de marches ale´atoires le nom de classiﬁcation
spectrale.
Une fois la distance entre points de´ﬁnie, toutes (ou presque) les
me´thodes de classiﬁcations classiques peuvent eˆtre adapte´es avec cette
nouvelle distance (on peut citer, par exemple l’utilisation de la classiﬁca-
tion hie´rarchique dans [SPC6] et des K−means dans [SPC3] et [SPC5])
Les re´sultats en terme de classiﬁcation non supervise´es avec des com-
posantes connexes sont excellents :
Fig. 1.6: Re´sultats obtenus par Ng, Jordan et Weiss dans ”On Spectral Clus-
tering : Analysis and an algorithm”
Si la notion de connexite´ n’est pas explicite´e dans la de´marche de la
classiﬁcation par distance de marches ale´atoires, il est clair qu’elle est
sous-jacente a` la proble´matique. En eﬀet la distance de marche ale´atoire
est e´videmment lie´e a` la notion de connexite´ par arc : on observe les
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possibilite´s de lier les points sur des chemins relativement courts (pas
trop d’e´tapes sur les liaisons) dont les pas sont eux-meˆmes courts (sinon
ils ont une probabilite´ faible d’arriver).
Les me´thodes de classiﬁcations par des distances de marche ale´atoire
donneront des re´sultats plutoˆt meilleurs que les noˆtres (pour la
me´thodologie ﬁnale) mais ne´cessitent le choix d’un certain nombre de pa-
rame`tres : type de graphe, fonction et parame`tres de la fonction, nombre
de classes... alors que la dernie`re me´thode de classiﬁcation que nous al-
lons proposer est automatique (ou tout du moins, a` chaque fois que le
choix d’un parame`tre sera ne´cessaire, des indicateurs seront disponibles).
Une voie a` explorer serait de parame´trer les me´thodes par distance de
marche ale´atoire a` l’aide des re´sultats des me´thodes propose´es dans cette
the`se, pour gagner en robustesse.
1.3.2 Les ”Growing Neural Gas”
Mis au point par Fritzke en 1994 dans ([GNG2]), les Growing Neural Gas
(GNG) ne constituent pas, a` proprement dit une me´thode de classiﬁca-
tion. De´rive´e des cartes de Kohonen, cette me´thode place des neurones
et les relie de manie`re a` respecter une topologie qui se de´ﬁnit au fur et a`
mesure.
L’algorithme se re´sume ainsi :
A chaque e´tape les centres s’adaptent aux donne´es : on va tirer
ale´atoirement un point dans l’ensemble des observations et de´placer les
deux centres les plus proches de ce point vers lui et cre´er une liai-
son entre ces deux centres. Les liaisons disparaissent en fonction de
leur ”aˆge” (calcule´ en nombre d’ite´rations d’existence). De nouveaux
centres apparaissent avec une fre´quence ﬁxe´e (en nombre d’ite´rations).
Le de´placement des centres et le fait que la topologie, caracte´rise´e par
les liaisons entre centres, s’adapte au cours de l’algorithme font de GNG
(ou Growing Neural Gaz) un algorithme tre`s performant.
Pour une meilleure compre´hension de l’algorithme lui meˆme, en voici
une version plus de´taille´e :
• Initialisation des neurones ou centres ”mobiles”: on choisit les deux
premiers neurones au hasard dans l’ensemble de points. On obtient
A = {c1, c2}, A e´tant dans toute la suite l’ensemble des neurones
(confondus avec leur repre´sentants)
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• Initialisation des connexions entre neurones C ⊂ A × A : a`
l’initialisation C = ∅
• On ite`re alors
– Tirage ale´atoire d’un point Xi dans la base




s2 = arg min
s∈A|{s1}
||Xi − s||
qui sont les premier et deuxie`me voisins de Xi dans l’ensemble
des neurones
– Si la connexion entre s1 et s2 n’existe pas, on la cre´e (C :=
C ∪ {{s1, s2}}) et on met son aˆge a` 0
– on incre´mente l’erreur locale en s1 : Es1 := Es1 + ||Xi − s1||2
– On de´place les neurones s1 et s2 vers Xi :
s1 := (1− ε1)s1 + ε1Xi
s2 := (1− ε2)s1 + ε2Xi
– On augmente tous les aˆges des connexions qui partent de s1
de 1
– On supprime toutes les liaisons d’aˆges supe´rieurs a` agemax
∗ Si l’ite´ration est un multiple d’une pe´riode T ﬁxe´e, on
ajoute un neurone de la manie`re suivante :
∗ On recherche le neurone pour lequel il y a le plus d’erreur
accumule´e s = argmax{Es}
∗ Parmi les neurones connecte´s a` s, on recherche le neurone
ayant accumule´ le plus d’erreur t = argmax{Et, (t, s) ∈
C}
∗ On ajoute un nouveau neurone q qui est le barycentre de
t et de s, et on le lie a` t a` s. On supprime la liaison (t, s)
de C
∗ On actualise les erreurs accumule´es
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A la suite de l’algorithme, on peut construire de manie`re naturelle une
classiﬁcation des donne´es : tout d’abord on eﬀectue une classiﬁcation sur
les neurones en fonction des composantes connexes du graphe des liaisons,
puis on aﬀecte chaque point a` la classe de son plus proche neurone.
Cette me´thode sera relativement eﬃcace si on dispose de beaucoup
de donne´es et si les classes sont suﬃsamment se´pare´es. Si les classes sont
trop proches, des liaisons entre les classes apparaˆıtront ponctuellement
et il faudra, par exemple, seuiller leur fre´quence d’apparition pour ne
conserver que les liaisons ”stables”.
Fig. 1.7: Capture d’e´cran sur le site de Fritzke ([GNG4]) : un cas ou` la clas-
siﬁcation a` l’aide de GNG fonctionne
Fig. 1.8: Rapprochement des classes : les liaisons stables
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Fig. 1.9: Rapprochement des classes : apparition d’une liaison ponctuelle
1.3.3 Les Cartes de Kohonen
Comme les GNG, les cartes de Kohonen ([SOM2]) ou Self Organizing
Maps, ne sont pas a` l’origine, un algorithme de classiﬁcation, mais un
algorithme de projection non line´aire des donne´es sur un espace de di-
mension re´duite (le plus fre´quemment 1 ou 2) en respectant le mieux
possible la topologie des donne´es. La lecture aise´e d’une carte de Koho-
nen a permis de mettre au point des me´thodes simples de visualisation
des classes (la U−matrice ([SOM10]) la P−matrice ([SOM9]) ainsi que
plusieurs autres de´rive´es).
L’algorithme des cartes de Kohonen est le suivant :
On se ﬁxe une structure (le plus souvent une ”ﬁcelle” ou une ”carte”
mais on peut aussi choisir des structures moins e´le´mentaires telle que des
tores, des cylindres...). Par structure, on entend un ensemble de cellules
et une fonction de voisinage V de´ﬁnie sur cet ensemble.
Par exemple :
Fig. 1.10: Exemples de voisinages pour une grille a` cellule ”carre´es”
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Chaque cellule est repre´sente´e par un vecteur code dans l’espace des
observations (a` chaque case (i, j) correspond un vecteur code Ci,j).
On se donne alors deux fonctions : r(t) et ε(t) respectivement ”rayon”
et ”gain” ainsi qu’un nombre d’ite´rations Nit et on ite`re Nit fois:
• Tirage ale´atoire d’un individu i0 dans la base
• Recherche du vecteur code Ci,j = argmini,j{||Ci,j − Xi0||} le plus
proche du point tire´
• Pour tout (i′, j′) tel que V ((i, j), (i′, j′)) ≤ r(t) on eﬀectue Ci′,j′ :=
(1− ε(t))Ci′,j′ + ε(t)Xi0
On construit ainsi une projection des donne´es sur une structure de
plus petite dimension, caracte´rise´e par les vecteurs codes et la topologie.
Dans le cas de la dimension 1 ou 2, la repre´sentation graphique est aise´e
et a` partir de cette ”carte” on peut classer et visualiser les donne´es.
Plusieurs me´thodes existent pour cela :
• Classiﬁcation sur les vecteurs codes, le plus souvent une classiﬁca-
tion hie´rarchique avec la distance de Ward
• La U−Matrice ([SOM10]), matrice des distances entre chaque vec-
teur codes et la moyenne des vecteurs code qui l’entourent. Une
grande valeur indiquera une rupture de continuite´ dans la carte
et en ”coloriant” les cases avec un niveau de gris proportionnel a`
cette valeur, les classes se lisent comme les parties se´pare´es par les
frontie`res les plus sombres
• La me´thode de la P−Matrice ([SOM9]) repose sur des estimations
de densite´. On colorie les cases de la carte avec des niveaux de
gris proportionnels a` la valeur d’une estimation de densite´, alors
les classes seront se´pare´es par des frontie`res ”claires”
• Plusieurs me´thodes combinant les deux types de matrices
pre´ce´dentes existent aussi, par exemple ([SOM13])
• On peut aussi construire un indicateur graphique permettant de
lire la distance entre chaque ”cellule” et ses voisines a` l’aide de
polygones ([SOM18])
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De telles me´thodes fonctionnent bien pour des donne´es qui se pro-
jettent correctement en dimension 2.
Bien suˆr on peut e´largir l’algorithme de Kohonen a` des topologies
de dimension supe´rieure a` 2 (ce qu’on ne se privera pas de faire dans
la partie suivante) mais alors la repre´sentation des donne´es et la lecture
graphique des classes devient impossible.
Le lien entre les classiﬁcations par cartes de Kohonen et la connexite´
vient du respect de la topologie lors de la projection.
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2. CLASSIFICATION HIE´RARCHIQUE AVEC LA
DISTANCE DU MINIMUM
Dans ce chapitre on montre que la classiﬁcation hie´rarchique par la dis-
tance du minimum, qui est certainement une des plus ancienne me´thodes
de classiﬁcation (cf Sneath [HIE18] en 1957 et Johnson [HIE13] en 1967)
me`ne a` l’obtention de toutes les partitions en composantes δ−connexes
maximales (voir l’introduction pour les de´ﬁnitions). Comme on l’a vu en
introduction, l’inertie intra-classe usuelle ne sera pas un bon indicateur
pour le choix du nombre de classes. Nous de´ﬁnirons alors une nouvelle
inertie intra-classe, ne reposant pas sur la distance euclidienne, mais sur
une distance lie´e a` la connexite´ qui nous permettra, par lecture graphique,
de choisir un nombre de classes ”correct” a` l’issue de la classiﬁcation. Les
diﬀe´rentes proprie´te´s, re´sultats et notions pre´sente´s dans ce chapitre ne
sont pas nouveaux, mais on s’attachera surtout a` montrer l’e´troit lien
entre cette classiﬁcation hie´rarchique et la connexite´. En eﬀet, par la
suite on utilisera fre´quemment comme outil le Minimal Spanning Tree
(MST ) e´troitement lie´ a` la classiﬁcation hie´rarchique avec la distance
du minimum (pour le lien entre MST et classiﬁcation voir Gower et
Ross 1969 [MST11]).
2.1 Classiﬁcation hie´rarchique et δ−connexite´
Proposition 2.1.1: Soit E un ensemble ﬁni de cardinal n. Alors pour un
δ ﬁxe´, il existe une unique partition δ−connexe maximale (au sens de
l’inclusion, et minimale au sens du nombre de composantes connexes).
De´monstration :
Unicite´ : Supposons qu’il existe deux partitions diﬀe´rentes et
δ−connexes maximales en p classes : {F1, ..., Fp} et {G1, ..., Gp}. Alors
il existe un point x dans deux classes diﬀe´rentes (quitte a` re´-indicer,
x ∈ F1 et x ∈ G1 avec, par exemple G1  F1). Il existe alors un point
y qui appartient a G1 mais pas a` F1. Soit alors Fi la classe de y, quitte
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a re´-indicer, on suppose que y ∈ F2, on a alors : (F1 ∪ F2, F3, ..., Fp)
qui re´alise une partition connexe de p − 1 classes. Ce qui contredit la
maximalite´ de la partition.
Existence : La fonction qui, a` une partition, associe son nombre
de classes est a` valeurs dans {1, ..., n}, donc admet un minimum et
l’atteint.
On peut alors de´ﬁnir p(δ) fonction qui a` δ associe le nombre de classes
de la partition minimale δ−connexe. Cette fonction est de´croissante et
en escalier. On notera :
δmax(p) = sup{δ, p(δ) = p}
δmin(p) = inf{δ, p(δ) = p}
avec : δmax(p) = δmin(p− 1)
Proposition 2.1.2: l’algorithme de classiﬁcation hie´rarchique par la dis-
tance minimum (d(A,B) = min{d(a, b), a ∈ A, b ∈ B} me`ne a`
l’obtention des n segmentations δ−connexes minimales possibles
De´monstration : Le passage de la classiﬁcation δ−connexe mini-
male en p classes (Cp1 , ..., C
p
p) a` la classiﬁcation δ−connexe minimale en
p − 1 classes (Cp−11 , ..., Cp−1p−1) se fait par agglome´ration des deux classes
les plus proches au sens de la distance min.
Soit m = min(d(Cpi , C
p
j )) et, quitte a` re´-indicer (1, 2) =
argmin(d(Cpi , C
p
j )). La partition (C
p
1 ∪ Cp2 , Cp3 , ..., Cpp) est m−connexe.
Elle est de plus m−connexe minimale car :
∀δ < m (Cp1 , ..., Cpp ) est δ−connexe
et ∀δ > m (Cp1 , ..., Cpp) n’est pas δ−connexe 
2.2 Distance intra-classes
On cherche maintenant a` construire une notion de distance intra-classes
compatible avec la notion de connexite´ aﬁn de de´terminer un indicateur
du nombre de classes ”optimal” a` choisir.
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2.2.1 Distance entre deux points
Comme on l’a dit en introduction, la notion d’inertie intra-classes
classique ne va pas eˆtre un bon indicateur dans le cas de la connexite´.
Ceci provient du fait que si deux points sont proches (pour la distance
euclidienne) ceci n’implique rien sur leur ”seuil de liaison”. La ﬁgure
suivante illustre cette aﬃrmation. Dans les deux exemples les points A
et B de la ﬁgure sont situe´s a` la meˆme distance euclidienne mais il est
”visible” qu’une distance tenant compte de la connexite´ doit eˆtre plus
e´leve´e dans le premier cas que dans le second. :
Fig. 2.1: Construction d’une distance compatible avec la notion de connexite´
Pour re´soudre ce proble`me on de´ﬁnit la distance entre deux points de
E comme le plus petit des plus grands sauts eﬀectue´s lorsqu’on lie xi a`
xj par un chemin de points de E.
Un chemin che de longueur n de points de E liant xi a` xj est une
application de {1, ..., n} dans {1, ..., N} telle que che(1) = i et che(n) = j.
Sur un chemin donne´ che, le saut maximum est :
sautmax(xi, xj , che) = max{d(xche(i), xche(i+1))}
Ce saut repre´sente la plus grande distance (euclidienne) entre deux
points du chemin. On note CHE(xi, xj) l’ensemble des chemins de lon-
gueur quelconque de points de E liant xi a` xj . La nouvelle distance
associe´e a` la distance initiale d est de´ﬁnie par :
dc(x, y) = min{sautmax(xi; xj, che)}.
C’est-a`-dire dire qu’on cherchera la plus petite valeur (sur l’ensemble
des chemins) du plus grand saut eﬀectue´ sur chaque chemin.
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Fig. 2.2: Construction d’une distance compatible avec la notion de connexite´
: le plus petit saut maximal
On ve´riﬁe qu’on a bien de´ﬁni une distance dans un ensemble ﬁni de
points deux a` deux distincts :
• dc(x, y) = 0 ⇒ x = y dans un ensemble discret (ce qui serait faux
autrement).
• dc(y, x) = dc(x, y) de manie`re e´vidente en inversant l’ordre des
chemins.
• dc(x, z) ≤ max(dc(x, y), dc(y, z)) car dans la seconde partie de
l’ine´galite´ on contraint les chemins a` passer par le point y. De
cette ine´galite´ de´coule l’ine´galite´ triangulaire : dc(x, z) ≤ dc(x, y)+
dc(y, z)
Caracte´risation :





n le nombre de k−arrangements qui vaut n!/(n− k)!).
Il est alors e´vident que le calcul de tous les chemins possibles est
excessivement couˆteux en temps et rend l’obtention de la distance non
re´aliste sans autre caracte´risation. Heureusement on montre ici qu’a`
l’issue de la classiﬁcation hie´rarchique, on obtient de manie`re imme´diate
la distance dc entre tous les couples de points par la formule suivante :
The´ore`me 2.2.1: Si on note Ck(x) la classe du point x dans une classiﬁ-
cation en k classes :
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Fig. 2.3: Caracte´risation de la distance (meˆme ensemble que pre´ce´demment)
le plus petit saut maximal correspond a` la distance (minimum) entre
les ”plus grandes” classes qui les se´parent
dc(x, y) = δmin(max{k/Ck(x) = Ck(y)})
ou de manie`re e´quivalente :
dc(x, y) = δmax(min{k/Ck(x) = Ck(y)})
De´monstration :
On a e´galite´ entre :
δmin(max{k/Ck(x) = Ck(y)}) et δmax(min{k/Ck(x) = Ck(y)})
car max{k/Ck(x) = Ck(y)} = min{k/Ck(x) = Ck(y)}+ 1
et δmin(p + 1) = δmax(p).
De plus : de manie`re e´vidente dc(x, y) ≤ δmin(max{k/Ck(x) =
Ck(y)}) car :
∀δ ≥ δmin(max{k/Ck(x) = Ck(y)}), x et y sont dans la meˆme classe
δ−connexe donc reliable par un chemin de points deux a` deux distants
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d’au plus δ. Ainsi dc ≤ δ.
De meˆme dc(x, y) ≥ δmax(min{k/Ck(x) = Ck(y)}) car :
∀δ ≤ δmax(min{k/Ck(x) = Ck(y)}) x et y ne sont pas dans la meˆme
classe δ−connexe. Donc on ne peut pas les relier par un chemin de points
deux a` deux distants d’au plus δ donc on a dc ≥ δ.
On remarque que, dans un ensemble ﬁni de cardinal n, l’ensemble des
distances entre couples de points prend ses valeurs dans un ensemble de
n nombres.
On a de´ﬁnit cette distance pour montrer, encore une fois, l’inte´reˆt
de la classiﬁcation hie´rarchique avec la distance du minimum pour la
connexite´, cette distance ve´riﬁe d’autres proprie´te´s non-mentionne´es ici
(tel, par exemple, le fait que ce soit l’ultrame´trique sous-dominante
[HIE14]).
2.2.2 Distance intra-classes
Nous avons ainsi calcule´ la distance intra-classes comme une moyenne
des distances dc entre couples de points au sein de chaque classe. En
appelant Dc(p) la distance intra classe d’une classiﬁcation en p classes





La caracte´risation pre´ce´dente des distances entre couples de points a`
l’aide des sorties de la classiﬁcation hie´rarchique montre que l’algorithme
de classiﬁcation hie´rarchique avec la distance min est l’algorithme qui
permet de minimiser la distance intra-classes Dc sous contrainte d’un
nombre de classes ﬁxe´.





avec : Np =
∑
i,j 1{Cp(xi)=Cp(xj)}
C’est la distance intra-classes ”moyenne”
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2.2.3 Choix du nombre de classes
De manie`re classique, on va choisir la classiﬁcation provoquant une
plus grande ”homoge´ne´isation” des donne´es. Ce nombre de classes
sera caracte´rise´ par une forte rupture de distance intra-classes qui sera
synonyme de fort changement de structure vers une plus forte similitude
des donne´es. On observera donc le diagramme des distances intra-classes
pour tenter d’y de´terminer un saut important.
On notera dans la suite SautDintra(p) = (Dc(p) −Dc(p− 1)) le saut
relatif de distance intra-classes lorsqu’on passe d’une classiﬁcation en p−1
classes a` une classiﬁcation en p classes.
2.3 Quelques re´sultats sur des exemples
2.3.1 Se´paration de gaussiennes
Dans cet exemple on observe le re´sultat de la classiﬁcation applique´e a`
la se´paration de re´alisations de deux gaussiennes norme´es en dimension
deux (de variance identite´ I2), l’une centre´e, l’autre de moyenne (m,m).
100 points ont e´te´ tire´s dans chacune des deux classes. Lorsque les gaus-
siennes sont suﬃsamment e´loigne´es, on les se´pare parfaitement (premier
exemple), puis a` mesure qu’on les rapproche il faut isoler certains points
pour retrouver les deux composantes connexes principales.
2.3.2 Exemples classiques de classes convexes
Il s’agit de deux exemples classiques en classiﬁcation : la base de Ruspini
et les Iris de Fischer. Dans ces deux exemples, les classes sont connexes et
convexes mais conside´re´es comme diﬃciles a se´parer. Dans les deux cas
on retrouve de bonnes classiﬁcations (dans le sens ou on sait ici quelles
sont les vraies classes”) non pas pour le plus grand saut de distance intra-
classes mais pour le dernier saut signiﬁcatif. Dans le cas des Iris, on est
oblige´ d’isoler un grand nombre de points avant de trouver trois classes
centrales.
2.3.3 Exemples classiques de classes connexes et non convexes
Nous traitons ici des exemples de classes connexes et non convexes.
Contrairement aux cas pre´ce´dents, les me´thodes de classiﬁcation non
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Fig. 2.4: Se´paration de deux gaussiennes en dimension 2 : verticalement nuage
de point, distance intra-classes pour chaque partition de la hie´rarchie
et classiﬁcation associe´e a` la plus grande rupture de distance intra-
classes
supervise´es ”classiques” reposant sur des se´parations de l’espace par des
hyper-plans ou des regroupements autour de barycentres ne sont pas ef-
ﬁcaces du fait de la forme meˆme des classes.
On voit que, tant qu’il existe une certaine homoge´ne´ite´ entre les dis-
persions au sein des classes relativement a` l’e´loignement entre les classes
(i.e. dans tous les cas sauf le dernier), quitte a` isoler certains points
e´loigne´s de tous les autres, on retrouve bien les deux classes princi-
pales. Les graphiques e´tant en noir et blanc, on a noirci les compo-
santes connexes ”a` la main” pour visualiser les classes. Dans les deux
premiers cas, on retrouve parfaitement les deux cercles concentriques,
dans le troisie`me on isole deux points pour retrouver les cercles, dans le
quatrie`me en revanche on est oblige´ de scinder le plus ”grand” des deux
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Fig. 2.5: Re´sultats pour les bases de Ruspini et les Iris de Fischer, pour les
Iris de Fisher (dimension 4) seuls les tableaux croise´s entre ”vraies”
classes et re´sultats de la classiﬁcation sont pre´sente´s
cercles en trop de composantes pour sa reconnaissance.
2.4 Limites et ame´liorations
On remarque ainsi que lorsqu’on de´ﬁnit une distance intra-classes
ade´quate la classiﬁcation hie´rarchique avec la distance du minimum
donne des re´sultats corrects en classiﬁcation non supervise´e tant du
point de vue de la classiﬁcation elle meˆme que du choix du nombre de
classes issu de la lecture du diagramme de distance intra-classes. On
peut ne´anmoins noter quelques limites.
50 2. Classification hie´rarchique avec la distance du minimum
Fig. 2.6: Re´sultats pour des classes forme´es par deux cercles concentriques (les
classes sont noircies pour plus de lisibilite´ en noir et blanc)
2.4.1 Cas des classes line´airement se´parables
Dans le cas ou` les classes sont line´airement se´parables on obtient de moins
bons re´sultats avec la classiﬁcation hie´rarchique par la distance du mi-
nimum qu’avec des me´thodes classiques. Ceci s’explique en invoquant le
fait que les me´thodes classiques, reposant sur l’hypothe`se de se´parabilite´
line´aire, hypothe`se plus forte que la connexite´, telles que les K−means,
seront meilleures que notre me´thode si cette hypothe`se sous-jacente est
ve´riﬁe´e. On propose donc de construire un test de se´parabilite´ line´aire
des classes, et, si il est ve´riﬁe´, d’appliquer plutoˆt les me´thodes ”clas-
siques”. Une manie`re simple de mettre en place ce test est la suivante
:
• Par la classiﬁcation hie´rarchique avec la distance du minimum on
obtient un ensemble de classes ;
• Si une analyse discriminante line´aire permet de retrouver les classes
de la classiﬁcation hie´rarchique par la distance du minimum, c’est
que celles-ci sont line´airement se´parables ;
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• Si les classes sont line´airement se´parables, on pre´fe´rera une autre
me´thode telle que les centres mobiles.
2.4.2 Statistiques sur la rupture de distance intra-classes
Dans le cas de l’utilisation de l’hypothe`se de connexite´ pour la
mode´lisation, ce qui nous inte´resse est la validation de l’hypothe`se de
connexite´ et non la de´composition en classes connexes. Pour cela il faut
pouvoir tester le fait que le nuage de points est connexe, c’est-a´-dire
qu’aucune des segmentations n’est pertinente. C’est pour cela que nous
allons essayer de calculer des statistiques sur la rupture de distance intra-
classes aﬁn de savoir si les sauts observe´s sont signiﬁcatifs ou non. Ce
point fera l’objet du chapitre suivant pour le cas particulier ou` les classes
sont issues d’un tirage uniforme.
2.4.3 Se´parabilite´ des classes
Supposons la vraie classiﬁcation connue. Cette classiﬁcation ne pourra
eˆtre obtenue a` partir de la me´thode de´crite pre´ce´demment que si (et
seulement si) les classes sont se´parables c’est-a`-dire si :
sup{dc(xi, xj), C(xi) = C(xj)} > inf{d(xi, xj), C(xi) = C(xj)} Dans le
cas contraire, on aura l’obligation de scinder une classe pour en isoler une
autre. Ceci peut provenir de plusieurs phe´nome`nes de´crits ci-dessous.
• il peut exister des points liants deux classes
• si les classes sont trop he´te´roge`nes en dispersion, on risque d’eˆtre
oblige´ de scinder la classe la plus ”disperse´e” pour la se´parer des
autres
Si le premier point n’a pas pu eˆtre traite´, le second point, plus re´aliste,
fait l’objet des deux derniers chapitres de la partie classiﬁcation.
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3. VERS UN TEST DE CONNEXITE´
3.1 Introduction : lien entre la classiﬁcation et la the´orie
des graphes
Le lien entre Classiﬁcation Hie´rarchique avec la distance du minimum
et le Minimal Spanning Tree (MST ) a e´te´ souligne´ de nombreuses fois
dans la litte´rature (initialement par Gower et Ross en 1969 [MST11]).
On peut associer a` la classiﬁcation hie´rarchique avec la distance du
minimum, un graphe en de´ﬁnissant des liaisons (ponts) entre les points
de la manie`re suivante : A chaque e´tape de la classiﬁcation prise dans
le sens ascendant, on relie les deux points re´alisant le minimum de la
distance (du minimum) entre les classes.
Au de´part tous les points sont se´pare´s (N classes de singletons). On
lie les points i0 et i1 tels que d(xi0 , xi1) = min(d(xi, yj, i = j)) sur le
graphe et a` cette e´tape, la classiﬁcation est ({xi0 , xi1}, {xi2}, ..., {xiN}),
soit : (C21 , .., C
2
N−1). On passe de l’e´tape en k + 1 classes a` celle en




Si, de plus : (j0, j1) = argmin(d(xi, xj), xi ∈ Ck+1i0 , xj ∈ Ck+1i1 )),
alors on relie j0 et j1 sur le graphe et on agre`ge C
k+1
i0
et Ck+1i1 dans la
classiﬁcation.




































Fig. 3.1: Observations et MST associe´ pour des tirages uniformes en dimen-
sion 2 (50, 300 et 1000 observations)
54 3. Vers un test de connexite´
Un tel graphe est compose´ de N − 1 liaisons et tous les points sont
lie´s entre eux par le chemin sur lequel le plus petit des plus grands sauts
est atteint, donc sur le chemin permettant de lire la distance connexe
dc entre tous les couples de points. Ces deux conside´rations font de
ce graphe un arbre couvrant de l’ensemble de points qu’on nommera
ici MST (pour ”Minimum Spanning Tree” au sens ou` il minimise la
distance connexe entre tous les points).
Des statistiques sur les distances des liaisons de ce graphe seront
donc source d’information pour e´tudier la validite´ de la classiﬁcation.
Indiquons par exemple que :
- La plus grande des distances repre´sente le seuil minimal de connexite´
des donne´es
- La statistique d’ordre sur la loi des distances indique la loi du nombre
de composantes connexes a` un seuil donne´.
Il a e´te´ prouve´ dans la litte´rature ([MST11]]) que le MST tel que
nous l’avons de´ﬁni ici est bien le MST au sens ”classique”, c’est-a`-dire
l’arbre couvrant minimal au sens de la somme des longueurs de liaison.
3.2 Les statistiques sur les longueurs des liaisons sur le
MST
De nombreux travaux sur la convergence des longueurs de liaisons sur le
Minimal Spanning Tree, reposant sur le travail de Beardwood, Halton
et Hammersley en 1959 ([MST3]), se concentrent sur le comportement





ou` les δi sont les longueurs des liaisons sur le MST calcule´es sur
un tirage uniforme de N points dans [0, 1]d. Certains travaux relati-
vement re´cents ([MST1],[MST2],[MST4],[MST5] entre 1992 et 1996)
montrent l’existence d’un the´ore`me central limite pour LdN (k)/N
k/d.
Plus re´cemment encore Penrose et Yudich, en 2003 ([MST9]) ont, dans
une certaine mesure, e´largi le re´sultat a` des tirages non uniformes. De
telles statistiques, portant sur les moments empiriques des longueurs sur
1 tirage, ne nous sont pas utiles pour e´tablir un test de connexite´. En
eﬀet si on s’inte´resse aux diﬀe´rentes valeurs prises par δi, en conside´rant
uniquement leurs moment empirique, l’information est trop re´sume´e.
Ces travaux nous ont ne´anmoins donne´ une indication sur la vitesse de
convergence vers 0 (en N1/d) des longueurs des liaisons, et donc sur la
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bonne normalisation.
En plus du the´ore`me central limite, Penrose a montre´ dans [MST6]
(1997), que si MN est la plus grande longueur sur le MST d’un ti-
rage uniforme, la loi de NπdM
d
N converge faiblement vers une double
exponentielle (avec πd le volume d’une boule unite´ en dimension d). Ce
re´sultat est valable lorsque le tirage est uniforme sur un cube en di-
mension infe´rieure ou e´gale a` 2 ou sur un tore en dimension supe´rieure.
Un re´sultat similaire a e´te´ montre´ dans [MST7] (1998) pour des tirages
gaussiens.
Un tel re´sultat est un premier pas vers la construction d’un test.
Malheureusement une indication sur le seul maximum n’est pas suﬃ-
sante par exemple lorsque la coupure s’eﬀectue au dela` de deux classes.
On pourrait aise´ment re´soudre ce proble`me en ite´rant de manie`re
hie´rarchique, mais la principale limitation vient de la topologie torique
pour des dimensions supe´rieures a` 2. Cependant on trouve dans [MST6]
de nombreuses ide´es inte´ressantes.
Enﬁn dans [MST8] (1996), Penrose a montre´ la convergence de cer-
taines statistiques sur le MST non seulement lorsque le nombre de points
tend vers l’inﬁni mais aussi lorsque la dimension tend vers l’inﬁni. Ici
nous n’e´tablirons pas de tels re´sultats mais c’est une voie inte´ressante. En
eﬀet on n’a pas pu identiﬁer par le calcul les lois limites (ni les reconnaˆıtre
sur les graphiques). Ainsi avoir une convergence avec la dimension nous
e´viterait d’avoir a` construire un nombre de tables inﬁni.
Si il peut sembler peu re´aliste, en pratique, de prendre comme hy-
pothe`se des tirages uniformes l’inte´reˆt des comparaisons, pour des clas-
siﬁcations, entre tirages uniformes et observation a e´te´ souligne´, et ex-
ploite´e dans [HIE12].
3.3 Re´sultats empiriques
On a observe´ la fonction de re´partition empirique des n − 1 valeurs de
n1/dδn(X) pour des tirages de 10, 50, 500 et 1000 points suivant des lois
uniformes sur [0, 1]d (5 tirages par nombre de points). On observe bien
la convergence des fonctions de re´partitions empiriques, qui semble eˆtre
presque suˆre, ce qu’on ne de´montrera pas dans la partie suivante (on ne
montrera que la convergence en moyenne de la fonction de re´partition
empirique).
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Fig. 3.2: Fonction de re´partition empirique des longueurs de liaison pour des
dimensions 2 a` 5 pour (10, 50 200, 500 et 1000 points) respectivement
(bleu, magenta, cyan, rouge et noire)
A titre indicatif on donne aussi des fonctions de re´partitions empi-
riques pour des tirages de 1000 points en fonction de la dimension pour
des dimensions 2 a` 10 et la dimension 20.
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Fig. 3.3: Fonctions de re´partition empiriques des longueurs de liaison en fonc-
tion de la dimension
On n’observe pas de convergence en ne ponde´rant que par n1/d mais
les courbes semblent eﬀectivement de plus en plus semblables a` une trans-
lation pre`s. En ramenant la moyenne des longueurs de liaison en 0, il
semble y avoir convergence des fonctions de re´partition empiriques avec
la dimension.
3.4 Existence d’un comportement asymptotique
Dans un premier temps on va mettre en place des e´le´ments visant
a` montrer que la loi d’une distance tire´e au hasard sur un MST et
ponde´re´e en fonction du nombre de points et de la dimension (par N1/d)
converge vers une certaine loi (qu’on ne sait pas aujourd’hui expliciter
autrement que par simulation). Pour cela on va tout d’abord e´tudier
le comportement asymptotique des diﬀe´rents moments de n1/dδn ou` δn
3.4. Existence d’un comportement asymptotique 57















Fig. 3.4: Fonctions de re´partition empiriques, ramene´e en moyenne a` 0 en
fonction de la dimension
repre´sente la variable ale´atoire suivante :
• On tire un n−e´chantillon uniforme´ment sur [0, 1]d.
• On construit le MST (X) et on tire au hasard une de ses liaisons,
dont on note δn la longueur de cette liaison.
Calculs pre´liminaires
Lemme 3.4.1: Si X ′ est un sous e´chantillon de X (X ′ ⊂ X).
Si xi et xj sont dans X
′
Si [xi, Xj] est une liaison du MST (X)
Alors [xi, Xj] est une liaison du MST (X
′)
Autrement dit : le graphe de la restriction contient la restriction du
graphe.
La de´monstration est e´vidente en utilisant la caracte´risation de la
distance entre les points : si deux points x1 et x2 sont lie´s sur G, c’est que
d(x1, x2) = min(sautmax(che(X))) ≤ min(sautmax(che(X ′))), l’autre
ine´galite´ e´tant imme´diate.
Lemme 3.4.2: La longueur d’une liaison sur le MST d’un tirage uniforme
sur [0, 1]d est borne´e par
√
(d).
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La` de´monstration est aussi e´vidente, e´tant donne´ que la longueur
maximum d’une liaison sur un hyper-cube [0, 1]d est borne´e par
√
(d).
Lemme 3.4.3: Soit δ(N,X) la longueur d’une liaison tire´e au hasard sur
le MST (X) ou` X est un N−e´chantillon uniforme sur [0, 1]d
• ∀u ∈]0; 1/d[ P (δ(N,X) > N−1/d+u) tend vers 0 lorsque N tend vers
∞
• EX(δk(N,X)N1/d−u) tend vers 0 lorsque N tend vers ∞
Supposons que A et B distants de x soient tels que [A,B] soit une
liaison du MST (X). Alors ne´cessairement, l’intersection de la boule de
rayon x et de centre A et de la boule de centre B et de rayon x est vide.
Sinon il existerait au moins un point M tel que d(A,M) < d(A,B) et
d(B,M) < d(A,B), ce qui est impossible. Le volume de l’intersection




P (δ(N,X)) ≥ x) ≤ N(1− νdxd)N−1
et :
P (δ(N,X)) ≥ N−1/d+u) ≤ N(1− νdN−1+du)N−1
avec N(1− νdN1−du)N−1 = Nexp((N − 1)ln(1− νdN−1+du))
si u ∈]0, 1/d[ alors N(1− νdN1−du)N−1 ∼ Nexp(−νdNdu) → 0.
Pour passer a` la proprie´te´ sur les moments :
Si u ∈]0, 1/d[ alors ∃v > 0 tel ]u− v[∈]0, 1/d[ et, pour un tel v :
P (δ(N,X)N1/d−u > N−v) ≤ N(1− νdN−1+(u−v)d)N−1 ∼ Ne−νdN(u−v)/d









E((δ(N,X)N1/d−u)k) < N−vk + (
√
dN1/d−u)kN(1− νdN−1+(u−v)d)N−1
Le second terme est ne´gligeable devant le premier et :
∀v < u E((δ(N,X)N1/d−u)k) = θ(N−vk)
D’ou` E((δ(N,X)N1/d−u)k)→ 0. 
Lemme 3.4.4: Le MST n’est pas inclus dans un graphe des n−plus
proches voisins avec une probabilite´ tendant vers 0 ge´ome´triquement en
n
Fig. 3.6: Evaluation de la probabilite´ que l’on aille jusqu’au nie`me voisin sur
le MST
Pour qu’un point A soit connecte´ sur le MST a` son nie`me voisin et
que cette connexion ait lieu avec une longueur x (et relie A a` B) il faut,
d’une part qu’il y ait au moins k − 1 points dans la boule B(A, x) (pour
garantir que la liaison de longueur x est la nie`me et d’autre part il ne
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Sachant x : la probabilite´ d’avoir k− 1 points dans S et aucun point
dans S ′ une fois A place´ est :
Ck−1N−1(λdπdx
d)k−1(1− πdxd)N−k
Le maximum de cette fonction a lieu pour xd = k−1
(N−1)πd et la probabilite´




(n− 1)n−1(N − n)N−n
(N − 1)N−1




et son inverse sont
borne´es. Comme, de plus
√
N−1√
(k−1)(N−k) est aussi une quantite´ borne´e, il
existe alors une constante c1 telle que la probabilite´ de ne pas eˆtre inclus
dans le graphe des n− plus proches voisins soit infe´rieure a` : c1(λd)k−1.
Lemme 3.4.5: Soient :
• X un N−e´chantillon uniforme sur [0, 1]d
• Φ la fonction de re´partition de la loi normale centre´e re´duite
• µ ∈]0, 1[
• a ∈]0, µ[
• X ′ = X|[0,µ]d
• Gk le graphe des k − plus proches voisins de X
• et G′k le graphe des k − plus proches voisins de X ′
La probabilite´ qu’une liaison de G′k partant d’un point de [0, 1− a]d ne
soit pas une liaison de Gk tend vers 0 quand N tend vers l’inﬁni (avec






Pour qu’une liaison de G′k partant d’un point de [0, 1−a]d ne soit pas
une liaison de Gk il faut et il suﬃt qu’un de ses k−plus proches voisins
(dans X) soit dans [0, 1]d\[0, µ]d. Pour cela, la situation la plus probable
(illustre´e sur la ﬁgure 3-7) est de probabilite´ :
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Fig. 3.7: Evaluation de la probabilite´ qu’une liaison du graphe de la restriction





et, en utilisant l’approximation gaussienne de la loi binoˆmiale la







Corollaire 3.4.1: Soient :
• X un N−e´chantillon uniforme sur [0, 1]d
• µ ∈]0, 1[
• a ∈]0, µ[
• X ′ = X|[0,µ]d
• G le MST de X
• G′ le MST de X ′
La probabilite´ qu’une liaison de G′ tire´e au hasard dans [0, µ− a]d ne
soit pas une liaison de G tend vers 0 quand N tend vers l’inﬁni.
Soit un nombre de voisins k qu’on va tout d’abord suppose´ ﬁxe´. Si
les MST G et G′ sont inclus dans les graphes des k−plus proches voisins
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de X et X ′, alors une liaison de G′ tire´e dans [0, µ − a]d est une liaison






Majorons la probabilite´ que ni G ni G′ ne soient inclus dans les
graphe des k− plus proches voisins :
P ((G′  G′k) ∩ (G  Gk)) < max(P (G  Gk), P (G′  G′k)) = c1λk−1d
Par suite la probabilite´ qu’une liaison de G′ ne soit pas une liaison de
G est infe´rieure a` :








Cette ine´galite´ est vraie quelque soit k.
En choisissant par exemple : k = Nβ avec β ∈]0, 1[ on a :








Dans la suite on prendra une marge a de´croissante en N de manie`re
a` ce que (a(N)/2)dπdN = N




Pour cette marge on aura :










et, au total :
po1(d, β,N) = O(ρ
Nβ)
Corollaire 3.4.2: Equation de re´currence sur les moments Soit


















d )u∗N(k) + O(Cdρ
Nβ
d )
avec ∀u > 0 N (k/d)−uu∗N(k) → 0
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On divise l’hypercube [0, 1]d en pd hypercubes Ci de cote´ 1/p et on
note Gp(X) l’union des MST (X|Ci). On note Di l’hypercube Ci auquel
on a oˆte´ les marges d’e´paisseur a(N)
Fig. 3.8: mise en e´quation des moments
Une liaison du MST (X) n’a pas d’extre´mite´ dans un des Di avec




Si une liaison du MST (X) a une extre´mite´ dans l’un des Di alors elle




On suppose dans la suite N >> p
d
1−β ce qui correspond au fait
que la division en hyper-cubes est possible en laissant des domaines, a`
l’inte´rieur des marges, suﬃsamment grands.
On note :
• uN l’espe´rance, sur X, de la longueur d’une liaison tire´e au hasard
sur le MST (X)
• u∗N l’espe´rance, sur X de la longueur d’une liaison tire´e au ha-
sard sur les MST (X) dont aucune extre´mite´ n’est dans un des
Di. Comme les seules conditions sont des conditions de positions
des extre´mite´s, les calculs du lemme 4.4.3 s’appliquent et ∀u > 0
N1/d−uu∗N → 0
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• u∗∗N l’espe´rance, sur X de la longueur d’une liaison du MST (X)
dont une extre´mite´ est dans l’un des Di mais qui n’appartient pas
a` Gp(X). Ici les conditions sont plus fortes et on peut seulement
aﬃrmer que u∗∗N <
√
(d)
• wN l’espe´rance, sur X, de la longueur d’une liaison tire´e au hasard
sur le Gp(X)
On a alors :
uN = q1u
∗
N + (1− q1)q2u∗∗N + (1− q1)(1− q2)wN
et ainsi :
|uN − wN | < q1u∗N + (1− q1)q2u∗∗N
et :
|uN − wN | < q1u∗N + q2u∗∗N

















avec : N∗(n1, .., npd) =
∑
(max(ni − 1, 0)) Pour obtenir cette formule
on a conditionne´ par la re´partition du nombre de points dans chacun
des Ci (qui suit une loi multinomiale). Si on a ni points dans Ci on a
ni − 1 liaisons dans le MST calcule´ sur ces points (si ni > 0) et ni/N∗
repre´sente ainsi la probabilite´ de tirer la liaison parmi celles du MST (Ci).
Enﬁn l’espe´rance des longueurs des liaisons sur le MST (Ci) est en loi, au
facteur d’e´chelle 1/p pre`s, identique a` celles des liaisons tire´es sur [0, 1]d.
On a, de manie`re e´vidente : N−pd ≤ N∗(n1, .., npd) < N car ni−1 ≥
max(ni − 1, 0) < ni
donc : N − pd ≤ N∗(n1, .., npd) <≤ N − 1 et ainsi :







max(ni − 1, 0)















max(ni − 1, 0)
























































d )u∗N + O(Cdρ
Nβ
d )
avec ∀u > 0 N1/d−uu∗N → 0
De manie`re parfaitement analogue, si uN(k) repre´sente le moment
d’ordre k de la taille d’une liaison tire´e ale´atoirement sur un MST sur

















d )u∗N(k) + O(Cdρ
Nβ
d )
avec ∀u > 0 N (k/d)−uu∗N(k)→ 0
Le moment sur Gp reste la somme des moments par inde´pendance des
tirages sur chaque sous-cube Ci. En revanche le facteur d’e´chelle pour
passer d’un cube de cote´ 1/p a` un cube de cote´ 1, est pour le moment
d’ordre k : (1/p)k. 
Lemme 3.4.6: Soient µ et λ deux re´els positifs avec de plus µ infe´rieur a`
1.
Soit α = ln(λ)/ln(µ)
Soit R(n, α, µ) de´ﬁni de la manie`re suivante :
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R(n, α, µ) =





Soit vn(µ, λ) de´ﬁnie par re´currence de la manie`re suivante :
v0(µ, λ) est un re´el quelconque et :






Alors vn = v0
Γ(n+1+α)
Γ(n+1)
En eﬀet, en temps que solution d’une e´quation de re´currence line´aire,
une telle suite est de´ﬁnie de manie`re unique a` partir de son premier terme
de`s que pour tout n : R(n, α, µ) + µn = 1 (ce qu’on supposera ve´riﬁe´)
car l’e´quation de re´currence s’e´crit aussi :





D’apre`s le de´veloppement de Taylor avec reste inte´gral de f(x) = xn+α
on a` :
1 = (µ+(1−µ))n+α =
n∑
k=0
Γ(n + α + 1)
Γ(n + α + 1− k)(k!)µ
n+α−k(1−µ)k+R(n, α, µ)
D’ou` :
(1− R(n, α, µ)) Γ(n + 1)






k(1− µ)n−k Γ(k + 1)
Γ(k + 1 + α)
v0






Lemme 3.4.7 (Retour a l’e´quation sur les moments): Les moments
un(k) sont solutions d’une e´quation de re´currence line´aire dont les
solutions de l’e´quation homoge`ne associe´e sont e´quivalentes (lorsque n
tend vers l’inﬁni) a` n−k/d


















d )u∗N(k) + O(Cdρ
Nβ
d )
avec ∀u > 0 N (k/d)−uu∗N(k)→ 0













O(pd/N)vN (k) + O(N
β−1






























d )Nu∗N(k) + ON(Cdρ
Nβ
d )
On peut donc e´crire que :













avec ε(N) = o(N1−(k/d)−u) pour tout u ∈ [0, (β − 1)/2d[ (dans tous
les termes de la majoration de l’erreur, c’est l’avant dernier qui tend vers
0 le plus lentement).
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On a montre´ dans le lemme pre´ce´dent que les solutions de l’e´quation
homoge`ne sont en c Γ(N)
Γ(N−1+k/d) ∼ cN1−k/d.
Enﬁn comme vn(k) = (n − 1)un(k), on obtient, pour les solutions
de l’e´quation homoge`ne sur les moments, des suites proportionnelles a` :
c Γ(N)
Γ(N−1+k/d)(N−1) ∼ cN−k/d.
The´ore`me 3.4.1: Les moments d’ordre k un(k) ve´riﬁent : un(k)n
k/d ad-
met une limite ﬁnie.
On va continuer a` travailler sur vn(k) = (n − 1)un(k). On a de´ja`
montre´ que les vn e´taient solutions d’une e´quation re´currente line´aire
avec second membre dont les solutions de l’e´quation homoge`ne ont le
comportement voulu. On va de´sormais montrer qu’il existe une solution
particulie`re ne´gligeable devant toute solution ge´ne´rale (non nulle).
Pour passer aux solutions de l’e´quation ge´ne´rale, on simpliﬁe dans un




a(n, k)vi(k) + ε(n)




1− R(n, 1− k/d, (1/p)d)− pd−kpn
Ceci peut aussi s’e´crire :








• α(n + 1, n + 1) = 1
• ∀j < n + 1 α(n + 1, j) =∑ni=j a(n + 1, i)α(i, j)
D’apre`s ce qu’on a montre´ pre´ce´demment, le terme en bnv0 correspond
aux solutions de l’e´quation sans second membre bn =
Γ(n)
Γ(n−1+k/d) .
Il reste de´sormais a montrer, pour conclure, que :




a un comportement ne´gligeable devant celui des solutions de l’e´quation
sans second membre (i.e. devant Γ(n)
Γ(n−1+k/d)).
Pour cela on travaille, dans un premier temps sur les coeﬃcients α.
On montre par re´currence que les coeﬃcients α ont un comportement
similaire aux coeﬃcients a
On a :
• α(n + 1, n+ 1) = 1
• ∀j < n + 1 α(n + 1, j) =∑ni=j a(n + 1, i)α(i, j)
Pour simpliﬁer les notations on e´crit :
• a(n, k) = λCkn(µ)k(1−µ)n−k
1−r(n) avec :λ = p
d−k, µ = (1/pd), r(n) =
R(n, (1− k/d), 1/pd)
Ainsi, on montre, par re´currence que :
• Si on e´crit : α(n + k, n) = a(n, k)(1 + Qn(k))





i]/[1− r(n + i)])(1 + Qn(i))












D’ou` on tire l’existence d’une constante M telle que :
n∑
j=1
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En utilisant le fait que ε(N) = o(N1−(k/d)−u) pour tout u ∈ [0, (β −
1)/2d[.

















a(n, j)λµj(1 + µ)n−j
Γ(j + 1)
Γ(j + (k/d) + u)
Le premier terme de l’ine´quation est ne´gligeable devant :
Γ(n + 1)
Γ(n + (k/d))




Γ(i + (k/d) + u)
1−R(n, (1− (k/d)− u), (1/pd))
1− R(n, (1− (k/d)), (1/pd))
et est ainsi aussi ne´gligeable devant :
Γ(n + 1)
Γ(n + (k/d))
Enﬁn, le troisie`me terme de l’ine´quation vaut :
1




2j(1−µ)n−j(1+µ)n−j Γ(j + 1)
Γ(j + (k/d) + u)
=
1




2)j(1−µ2)n−j Γ(j + 1)
Γ(j + (k/d) + u)
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Soit :
Mmu
1−R(n, (1− (k/d)− u), (1/p2d))
1− R(n, (1− (k/d)), (1/pd)) p
d−k(1/pd)1−k/d−u
Γ(n + 1)
Γ(n + (k/d) + u)
Et est ainsi aussi ne´gligeable devant :
Γ(n + 1)
Γ(n + (k/d))
Ainsi, au total on peut e´crire que :
vn(k) = c(k)
Γ(n + 1)










Γ(n + 1 + k/d)(n− 1) + o
(
Γ(n + 1)
Γ(n + 1 + k/d)(n− 1)
)
Si c(k) = 0 un(k) ∼ c(k)n−k/d soit encore :
un(k)n
k/d admet une limite ﬁnie c(k, d).
Remarque sur la vitesse de convergence : Les calculs pre´ce´dents
montrent que :
∀ u ∈ [0, (β − 1)/2d[
Cu,d une constante ne de´pendant que de u et d tel que : |un(k)nk/d−
c(k, d)| < Cu,dn−u. 
Ainsi, les moments de Xn = n
k/dδn convergent vers une limite ﬁnie.
Pour avoir une convergence en loi de Xn il faut, maintenant montrer que
les moments limites satisfont les conditions de Carleman.
The´ore`me 3.4.2: Xn = n
k/dδn converge en loi
Dans le lemme 3.4.3, on avait montre´ que :
P (δkN > x) ≤ N(1− νdxd/k)N−1dx.
Donc
E(δkN ) ≤ N
∫
(1− νdxd/k)N−1dx,
dont on tire aise´ment :















Ainsi, en utilisant la remarque sur la vitesse de convergence des mo-
ments, les e´quivalents des fonctions Γ et cette dernie`re ine´galite´, on ob-
tient :








En recherchant le minimum en n on obtient ainsi :



















Γ(k/d) tend vers l’inﬁni, on travaillera, sans plus








soit supe´rieur a` 1 :
Alors :












Pour simpliﬁer, on note :







































Ceci prouve que :
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∑
k
c(2k, d)1/2k = +∞
Et qu’ainsi les conditions de Carleman sont ve´riﬁe´es pour que la loi
limite soit de´ﬁnie, de manie`re unique, par ses moments.
On a ainsi prouve´ la convergence en loi de longueurs de liaison, re-
normalise´es, sur le MST .
3.5 Vers un test de connexite´ sous hypothe`se uniforme
3.5.1 Principe
Si X est issu d’un tirage uniforme sur C =
∏d
i=1[0, Li] avec L1 ≤ L2 ≤
... ≤ Ld dans chaque cube de cote´ L1 inclus dans C, on compte environ
Ld1
Π(Li)
N points. Par inde´pendance ge´ographique et par homothe´tie de
rapport L1, soit δ(X) la variable ale´atoire qui donne la taille d’une liaison




N)1/dδ(X), quantite´ qui converge, en loi vers une variable
ale´atoire de loi note´e Ld.
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Fig. 3.9:
Dans un premier temps, on ne va pouvoir eﬀectuer des tests que sur
des tirages uniformes inclus dans de tels ensembles. A la ﬁn de la par-
tie suivante (Analyse d’une composante connexe), le parame´trage d’une
carte de Kohonen permettra de donner des estimations des diﬀe´rentes
longueurs Li dans le cas ou` l’ensemble des donne´es est home´omorphe
a` C =
∏d
i=1[0, Li] ce qui inclut d’autres types de classes. Bien suˆr
l’hypothe`se d’uniformite´ du tirage reste ne´cessaire.
3.5.2 Quelques re´sultats
On suppose ici qu’on connaˆıt les Li et on teste la connexite´, sous hy-
pothe`se uniforme. Les donne´es ont e´te´ simule´es de la manie`re sui-
vante : 100 points suivent une loi uniforme sur [0, 1]2 et 100 points sur
[1+h, 2+h]× [0, 1] avec h ∈ {2; 1, 5; 1, 3; 1, 2; 1, 1; 1}. Ide´alement la plus
grande rupture de distance intra-classes coincide avec un e´cart entre les
statistiques d’ordre sur les longueurs du MST signiﬁcatif. Ceci arrive
dans les quatre premiers cas. Dans le cinquie`me cas, la plus grande rup-
ture de distance intra-classes se produit pour une scission en 2 classes,
mais l’e´cart entre δ(N) et δ(N−1) n’est pas signiﬁcatif. Seul l’e´cart entre
δ(N−4) et δ(N−5) est signiﬁcatif. On choisira donc une classiﬁcation en
5 classes. Enﬁn le dernier cas est e´quivalent a` un tirage uniforme sur
[0, 2]× [0, 1], il est donc normal qu’aucun e´cart ne soit signiﬁcatif. Etant
donne´ qu’on ne dispose que de la convergence de la fonction de re´partition
en moyenne et qu’on n’a de test que sur l’e´cart a` cette moyenne, on a
eﬀectue´ pour chaque exemple 20 tirages uniformes de 200 points sur
[0, 2 + h] × [0, 1]. Les courbes noires repre´sentent les re´sultats pour ces
20 tests.
3.5. Vers un test de connexite´ sous hypothe`se uniforme 75
Les graphiques se lisent de la manie`re suivante : pour chaque exemple
on observe :
• Diagrammes en batons des distances intra-classes et des diﬀe´rences
de distances intra-classes (premie`re ligne, en bleu)
• Diagrammes en batons (rouge) des longueurs, ordonne´es, sur le
MST (et diﬀe´rences), superpose´, en ligne noir, des re´sultats pour
des simulations uniformes
Remarque : on s’attend a ce que, pour un e´cart signiﬁcatif sur
les distances du MST on obtienne un e´cart ”signiﬁcatif” sur les
distances intra-classes
• Re´sultat d’une classiﬁcation lorsque la rupture des distances sur le
MST est juge´e signiﬁcative























































































Fig. 3.10: Re´sultats pour un e´cart de 2 (a` gauche) et un e´cart de 1.5 (a` droite)
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Fig. 3.11: Re´sultats pour un e´cart de 1.3 (a` gauche) et un e´cart de 1.2 (a`
droite)
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Fig. 3.12: Re´sultats pour un e´cart de 1.1 (a` gauche) et un e´cart de 1 (a` droite)
3.5.3 Les Limites de la me´thode
Il existe deux principales limitations pratiques de la me´thode :
• Le fait de ne pas connaˆıtre la statistique des e´carts de la fonction
de re´partition empirique (inverse) a` la moyenne pour disposer d’un
vrai test, et par conse´quent d’ eˆtre oblige´ d’eﬀectuer des simulations
• Le calcul des Li dans le cas ou` les classes ne sont pas line´aires
La premie`re limitation restera en suspend. Mais dans la partie sui-
vante au chapitre 11.3, on trouvera un moyen d’estimer les longueurs Li
dans le cas d’ensembles home´omorphes a`
∏d
i=1[0, Li].
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4. CLASSIFICATION ET ESTIMATION DE DENSITE´ :
ALGORITHME CONJOINT
Dans une premie`re partie, on montre que la classiﬁcation et l’estimation
de densite´ sont deux proble`mes joints. En eﬀet, si on connaˆıt la den-
site´ il existe deux me´thodes de classiﬁcation : la me´thode du water-
shed et la me´thode du domaine d’attraction des modes. Nous avons
de´ja` expose´ rapidement ces me´thodes en introduction, mais nous les re´-
exposons ici pour faciliter la lecture. Apre`s avoir rappele´ quelques points
sur l’estimation de densite´ par les me´thodes a` noyaux, on montre ensuite
que la connaissance d’une classiﬁcation peut aider a` estimer la densite´.
Une fois mis en e´vidence les liens entre les deux proble`mes, on construit
un algorithme conjoint d’estimation de densite´ et de classiﬁcation.
4.1 Classiﬁcation et estimation de densite´ : deux
proble`mes joints
4.1.1 Classiﬁcation sous hypothe`se de densite´ connue
On fait ici l’hypothe`se que les donne´es observe´es sont issues du tirage
d’un me´lange de p lois unimodales et, hypothe`se supple´mentaire, que la
densite´ du me´lange fait apparaˆıtre p modes. Si la densite´ f du me´lange
est connue, deux me´thodes de classiﬁcation ont e´te´ propose´es dans la
litte´rature : la me´thode dite du ”WaterShede” et la me´thode des do-
maines d’attraction des modes. Elles ont e´te´ introduites dans le chapitre
1, paragraphe 2.
“Water-Shed”
La me´thode dite du ”Water-Shed” consiste, pour un seuil λ ﬁxe´, a` regrou-
per les individus suivant les composantes connexes de Eλ = {x/f(x) > λ}
Une telle me´thode montre tre`s vite ses limites. Il y a d’une part
le choix arbitraire du parame`tre λ et, d’autre part, dans des cas
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Fig. 4.1: Me´thode du Water-Shed : 3 modes, le troisie`me mode correspond
a` une dispersion beaucoup plus grande que les deux autres. Pour
tout λ, on ne trouve jamais les trois composantes connexes qui sont
pourtant pre´sentes dans les donne´es
d’he´te´roge´ne´ite´ des dispersions (comme dans l’exemple de la ﬁgure 4.1),
l’incapacite´ the´orique a` trouver conjointement toutes les ”vraies classes”.
Attraction des modes
Pour re´pondre aux proble`mes pose´s par la me´thode de Water-Shed, Wi-
shart a propose´ une nouvelle me´thode en 1969 : la classiﬁcation autour
des domaines d’attraction des modes. Dans cette me´thode, il y a autant
de classes que de modes de la densite´ et chaque point est aﬀecte´ a` la
classe du mode qui peut eˆtre relie´ a` ce point par un chemin continu le
long duquel la densite´ est croissante.
On peut pre´senter les re´sultats sous la forme d’un dendrograme dont
les feuilles correspondent aux modes et les regroupements entre classes
aux ”points” selles de la densite´ (en dimension 1 ce sont les minima
locaux).
D’une part, cette me´thode permet de retrouver les ”vraies classes”.
D’autre part la lecture du dendrogramme associe´ permet d’obtenir les
classes issues du Watershede. Ainsi, d’une certaine manie`re, cette
me´thode englobe la pre´ce´dente, ce qui motive notre choix en faveur de
cette me´thode, pour la construction de l’algorithme conjoint.
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Fig. 4.2: Me´thode du domaine d’attraction des modes : pour le meˆme exemple
que pre´ce´demment, la me´thode met bien en e´vidence les 3 classes.
Fig. 4.3: Me´thode du domaine d’attraction des modes : dendrogramme associe´
4.1.2 Estimation de densite´ par les me´thodes a` Noyaux
Dans ce chapitre, pour simpliﬁer les notations, on conside´re que les
donne´es sont unidimensionnelles. Les ge´ne´ralisation des e´quations au
cas multi-dimensionnel sont donne´es en ﬁn de chapitre.
Principe
Les estimations de densite´ par les me´thodes ”a` noyaux” ont e´te´ propose´es
par Parzen [DEN5] et [DEN6]. Le principe est le suivant :
Soit K(x,m, h) un noyau c’est-a`-dire que la fonction K(., m, h) est
positive d’inte´grale 1, K peut donc eˆtre vu comme une densite´. Pour
que K soit un noyau de Parzen il faut, de plus, pouvoir e´crire K sous la
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L’estimation de la densite´ du nuage de points par le noyau K a` la





Le proble`me majeur des estimations de densite´ par les me´thodes a`
noyaux re´side dans le choix de h, la taille de la feneˆtre.
Taille de feneˆtre globale
Plusieurs approches pour de´terminer la valeur de h ont e´te´ e´tudie´es.
Les crite`res de type MISE (Mean Integrated Squared Error) Locale-
ment (en un point x ﬁxe´) le biais de fh(x) comme estimateur de la densite´
sera d’autant plus petit que h l’est. A contrario la variance sera faible si
h est grand.
Les crite`res de type MISE visent alors a` minimiser l’inte´grale de
la somme du biais (au carre´) et de la variance. Ceci me`ne, au premier
ordre, a` une formule du type hopt = h0N
−1/5, ou` h0 est une constante





ou` σ(K) est l’e´cart type correspondant a` la densite´ K pour une taille
de feneˆtre 1.
De nombreuses me´thodes sont de´crites pour estimer h0, elles re-
posent toutes sur une estimation de densite´ qui induit une estimation
de f ′′ qui permet d’estimer une nouvelle taille de feneˆtre etc... De telles
me´thodes sont diﬃcilement adaptables pour la suite ou` nous avons besoin
de conside´rer des tailles de feneˆtre locales.
La maximisation de la pseudo-vraisemblance Une autre approche,
initie´e par Habbema [DEN4] et Duin [DEN3] pour la recherche de la
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taille de la feneˆtre h, consiste a` maximiser la pseudo-vraisemblance du
tirage des donne´es.




mais alors le maximum est ”re´alise´” pour h = 0 c’est-a`-dire pour une
somme de Diracs centre´es sur chacun des xi.
Pour pallier ce proble`me, on utilise la validation croise´e, c’est-a`-dire
qu’on oˆte a` chaque fois une observation et on calcule la densite´ en ce point
sur la base d’une estimation a` noyau reposant sur les points restants.
Pour cela on de´ﬁnit :
fh,−i(x) = (1/(N − 1))
∑
j =i
K(x, xj , h),
et




LCV est le logarithme de la pseudo-vraisemblance.
Il apparaˆıt alors que le h∗ obtenu par maximisation de LCV converge













LCV (h) = −∞.
Comme LCV (h) est continue sur R∗+ il existe au moins un maximum
local.
La condition du premier ordre en h est alors pour des noyaux gaus-
siens :





j =i K(xi, xj , h)(xi − xj)2∑
j =i K(xi, xj , h)
Si on conside`re alors la suite :




j =i K(xi, xj , h(n))(xi − xj)2∑
j =i K(xi, xj, h(n))
Cette relation s’e´crit :






Ceci garantit la convergence de h(n) vers une taille de feneˆtre h∗
re´alisant un maximum local de LCV car ∂LCV
∂h
est de signe contraire a`
h− h∗ dans un voisinage de h∗.
Dans cette partie on a conside´re´ la dimension 1. Dans le cas multi-









ou` la taille de feneˆtre est de´sormais de´ﬁnie par une matrice de
variance-covariance (S2).
Dans le cas ou` l’on recherche une matrice de variance-covariance
diagonale, l’optimisation de la taille de feneˆtre par maximisation de la





j =i K(xi, xj, S
2)(xki − xkj )2∑
j =i K(xi, xj , S2)
et la suite des tailles de feneˆtre est donne´e par:




j =i K(xi, xj , S
2)(xki − xkj )∑
j =i K(xi, xj , S
2)
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Ceci peut aussi s’e´crire:









On montre aussi que cette suite converge vers un maximum local de
la pseudo-vraisemblance.
Dans le cas ou` l’on recherche une matrice de variance-covariance quel-
conque (non diagonale), il est plus facile de travailler sur M = S−1. On






j =i K(xi, xj , S
2)(xki − xkj )(xli − xlj)∑
j =i K(xi, xj, S
2)
)−1
Ces calculs ne supposent pas l’existence d’une classiﬁcation a priori.
4.1.3 Estimation de densite´ par les me´thodes a` noyaux sous hypothe`se
de classiﬁcation connue
Cas ou` une seule taille de feneˆtre globale est inadapte´e
Dans le cas ou` les donne´es sont issues du tirage d’un me´lange de lois
avec de fortes disparite´s de dispersion, ou de grandes diﬀe´rences entre
les probabilite´s d’appartenir a` l’une ou l’autre classe, la recherche d’une
taille de feneˆtre unique pour les noyaux risque fort d’eˆtre voue´e a` l’e´chec.
Dans l’exemple qui suit, 25 points ont e´te´ tire´s suivant la loi N(0, 1)
et 25 autres points suivant la loi N(15, 5). Les graphiques (ﬁgure
5.4) montrent qu’il n’est pas possible d’estimer correctement et simul-
tane´ment les deux parties de la densite´. Le premier graphique pre´sente
les re´sultats pour une taille de feneˆtre optimale sur la premie`re partie de
la densite´, la taille de feneˆtre e´tant trop petite pour la seconde partie.
Le deuxie`me graphique correspond a` une taille de feneˆtre maximisant la
pseudo-vraisemblance. L’estimation y est me´diocre partout. Ensuite le
troisie`me graphique illustre le re´sultat pour une taille de feneˆtre adapte´e
a` la seconde partie, mais l’estimation sur la premie`re partie devient alors
trop aplatie. Les variations de la pseudo vraisemblance en fonction de la
taille de la feneˆtre sont repre´sente´e au dessous.
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Fig. 4.4: He´te´roge´ne´ite´ des dispersions et estimation de densite´
Pour prendre en compte des densite´s multimodales, plusieurs solu-
tions ont e´te´ propose´es, on peut citer Abrahamsom [DEN1] qui propose






et propose un choix des hi proportionnel a` la racine carre´e de f(xi).
Plus re´cemment Sain et al [DEN7] proposent une me´thode reposant
sur le meˆme type de formulation ou` les hi sont constants par intervalles.
On va dans la suite s’inspirer fortement de cette me´thode en conside´rant
les hi constants par classe.
Si la classiﬁcation est connue
Supposons que les points sont classe´s a priori en M classes. On note cl(i)
le nume´ro de la classe du ieme point. Une ide´e naturelle est de conside´rer
que le nuage est issu d’un me´lange de M lois de probabilite´ dont chaque
composante peut eˆtre estime´e par une me´thode a` noyaux centre´s sur les










ou` pm repre´sente la probabilite´ d’appartenance a` la m
ieme classe, et
Nm est le nombre de points observe´s dans la m
ieme classe.
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La maximisation de la pseudo-vraisemblance dans le cas de noyaux
gaussiens donne alors, comme condition du premier ordre, une e´quation










j =i K(xi,xj ,hcl(j))
.
Dans le cas de noyaux gaussiens, la suite re´cursive des hm(n) est
donne´e a` :











j =i K(xi,xj ,hcl(j))
Cette e´quivalence justiﬁe a` nouveau l’utilisation d’une suite re´currente
pour l’estimation des tailles de feneˆtre suivant les classes.
4.2 Me´thode en dimension 1
4.2.1 Pre´sentation de l’algorithme
Les conside´rations du chapitre pre´ce´dent sur le couplage entre les
proble`mes de classiﬁcation d’estimation de densite´ de´ﬁnissent intuitive-
ment un algorithme conjoint de recherche des classes et de la densite´
:
• se´paration de l’e´chantillon en X base d’apprentissage (NX points)
et Y base de test (NY points)
• initialisation de l’algorithme
• A chaque e´tape de l’algorithme :
– optimisation des tailles de feneˆtre par un algorithme ite´ratif
sur les donne´es X
– stockage des re´sultats
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– recherche des classes par la me´thode d’attraction des modes
– aﬀectation de nouvelles tailles de feneˆtre aux classes trouve´es
• ﬁn des ite´rations
• re´cupe´ration du ”meilleur mode`le” c’est-a`-dire celui qui maximise
la vraisemblance sur Y
• on recalcule les tailles de feneˆtre pour pouvoir estimer la densite´
sur la population entie`re (X ∪ Y ) en posant h := h( NX
NX+NY
)1/5
• calcul de la densite´ sur l’ensemble de la base.
• classement ﬁnal des points de l’ensemble de la base en fonction
des domaines d’attraction des modes de la densite´ calcule´e sur
l’ensemble des points de la base
Nous allons, dans les paragraphes suivants, spe´ciﬁer point par point
cet algorithme.
Initialisation
Dans le but d’obtenir les re´sultats les plus ”lisses” possibles, on a pris
le parti d’eﬀectuer l’algorithme de manie`re ”descendante” c’est-a`-dire de
partir d’une densite´ a` coup suˆr unimodale (une classe) et de scinder celle-
ci si cela apparaˆıt ne´cessaire. Pour garantir l’initialisation sur une classe
et une densite´ unimodale, on e´crit l’e´quation donnant h en fonction des







j =i K(xi, xj , h)(xi − xj)2∑
j =i K(xi, xj , h)
Alors un point de de´part correspondant a` une densite´ unimodale est







En re´sume´, l’initialisation est la suivante :






j =i(xi − xj)2
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Optimisation des tailles de feneˆtre
Version exhaustive On utilise de manie`re directe la formule de
re´currence :











Le temps de calcul est alors de l’ordre de MN2 (nombre de classes
par le carre´ du nombre de points)
Approximation Si on fait les approximations suivantes (un peu brutales
mathe´matiquement mais inte´ressantes en gain de temps de calcul) :
cl(i) = m, cl(j) = m ⇒ K(xi, xj , hm) = 0
L’e´quation devient :








Recherche des classes par attraction des modes
En dimension 1, cette e´tape est particulie`rement facile, ce qui n’est pas
le cas en dimension supe´rieure. Il suﬃt d’ordonner les points et de re-
chercher les minima locaux qui de´ﬁnissent les frontie`res entre les classes.
Aﬀectation de nouveaux h aux classes
On a pris le parti, toujours dans un soucis de ”lissage” maximum de la
densite´, d’aﬀecter a` chaque nouvelle classe la taille maximum de feneˆtre
des points de la classe.
Re´cupe´ration du ”meilleur mode`le”
On conside`re ici que le meilleur mode`le est celui qui a les meilleures
capacite´s de ge´ne´ralisation, c’est-a`-dire celui qui maximise :∏
(fmodele(yi))
le mode`le e´tant le couple (classiﬁcation des points de X, taille de
feneˆtre en fonction de la classe).
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Classiﬁcation de l’ensemble des points de la base
Il faut de´sormais donner une classiﬁcation de l’ensemble des points de la
base. On n’a classe´ que les points de la partie ”base d’apprentissage”.
Pour la partie ”test” (Y ), on aﬀectera a` chaque yi la classe du xj le plus
proche de yi.
Densite´ ﬁnale
Pour ﬁnir, on va estimer la densite´ en centrant les noyaux sur chacun
des points de la base (apprentissage+test). La the´orie de l’estimation
de densite´ par noyaux nous dit alors qu’il faut ponde´rer les tailles de





Les graphiques suivants pre´sentent des re´sultats nume´riques en esti-
mation de densite´ et en classiﬁcation. Dans un premier temps, les
exemples conside´re´s sont issus de simulations (3 e´chantillons diﬀe´rentes
pour chacune des 4 lois conside´re´es) avec 50 points en base de test et 50
points en base d’apprentissage).
Les graphiques se lisent verticalement dans l’ordre :
• vraisemblance sur la base d’apprentissage
• vraisemblance sur la base de test
• densite´ estime´e sur la seule base d’apprentissage et densite´
the´orique
• densite´ estime´e ﬁnale et densite´ the´orique
Dans un second temps, on a teste´ la me´thode sur des bases de donne´es
re´elles classiquement utilise´es pour tester les me´thodes d’estimation de
densite´. La base des ”buﬀalo snowfalls” et ”Old Faithfull”. Dans les deux
cas, il existe des donne´es ”re´pe´te´es” dans la base, ce qui est incompatible
avec la me´thode expose´e. Pour pallier ce proble`me, il a e´te´ remarque´ que
les donne´es e´taient arrondies a` 10−1 dans le cas des ”buﬀalo snowfalls” et
10−2 pour ”Old Faithfull”. On a ainsi ajoute´ un bruit uniforme respecti-
vement sur [−5×10−2, 5×10−2] et sur [−5×10−3, 5×10−3]. Les eﬀectifs
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des bases d’apprentissage et des bases de test sont respectivement de 40
et 27 (buﬀalo) et 57 et 50 (Old Faithful). Enﬁn dans chacun des cas,
on a eﬀectue´ 10 essais dont on pre´sentera ici le ”pire”, le ”moyen”, et
le ”meilleur” (au sens des capacite´s de ge´ne´ralisation observe´es sur le
maximum de pseudo vraisemblance sur Y ).



















































Fig. 4.5: Re´sultat d’estimation pour des tirages gaussiens : premie`re ligne
la pseudo vraisemblance lors de l’apprentissage, sur la seconde la
vraisemblance sur la base test, sur la toisie`me ligne densite´ estime´e
(plein) et the´orique (ronds) sur la base test, sur la dernie`re ligne
densite´ estime´e (rouge) et the´orique (noire) sur la base de validation
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Fig. 4.6: Re´sultats pour des lois be´ta (2, 10)
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Fig. 4.7: Re´sultats pour des lois be´ta (2, 5)
























































Fig. 4.8: Re´sultats pour des lois be´ta (2, 2)
94 4. Classification et estimation de densite´ : Algorithme Conjoint





















































Fig. 4.9: Buﬀalo SnowFall la ”pire”, la ”moyenne” et la ”meilleure” sur 10
essais





















































Fig. 4.10: Old Faithfull data la ”pire”, la ”moyenne” et la ”meilleure” sur 10
essais
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4.3 Me´thode en dimension quelconque
4.3.1 Ce qui change
Les e´quations d’adaptation des tailles de feneˆtre
Lorsque l’e´chantillon des donne´es Xi = (X
1
i , ..., X
d
i ) est dans R
d, les
tailles de feneˆtres sont de´sormais des matrices de variance-covariance
a` rechercher dans l’ensemble des matrices syme´triques de dimension d,
S ∈ S(d).
Les e´quations de recherche du maximum de la pseudo-vraisemblance
deviennent celles e´nonce´es au chapitre 4.1.2.
Deux possibilite´s sont classiquement envisage´es :
• recherche de matrices de variance-covariance diagonales (adapta-
tion des seuls coeﬃcients diagonaux) et :




j =i K(xi, xj, S
2)(xki − xkj )∑
j =i K(xi, xj, S2)
• recherche de matrice de variance covariance quelconques (adapta-






j =i K(xi, xj, S
2)(xki − xkj )(xli − xlj)∑
j =i K(xi, xj , S
2)
)−1
Si la seconde me´thode donne de meilleurs re´sultats en terme
d’estimation de densite´, elle est moins stable que la premie`re, notam-
ment dans le cas ou` les donne´es sont en fait dans un sous espace de Rd
de dimension infe´rieure (on aura des proble`mes de matrices non inver-
sibles).
Un autre de´savantage de cette me´thode re´side dans la diﬃculte´
d’aﬀectation des nouvelles matrices de variance-covariance apre`s re-
classiﬁcation des donne´es.
La recherche de la classiﬁcation associe´e
La` aussi le passage en dimension multiple complique les choses. On ne
peut plus se contenter de localiser les minima locaux pour eﬀectuer la
classiﬁcation.
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La me´thode ”exhaustive” consistant a` rechercher pour chaque point
le maximum local obtenu par monte´e de gradient sur la densite´ donne
certes le re´sultat optimal mais n’est gue`re envisageable au regard du
temps de calcul d’une telle me´thode.
Une me´thode qui permet d’approcher ce re´sultat consiste en la
construction d’un graphe oriente´ qui lie chaque point Xi au point le
plus proche Xj ve´riﬁant f( Xj) ≥ f( Xi). Un tel graphe relie tous les
points au maximum global de la densite´. Pour lier chaque point unique-
ment au maximum local de son domaine d’attraction, il faut supprimer
du graphe pre´ce´dent les liaisons entre les maxima locaux et les points
qui se trouvent dans un domaine d’attraction d’un maximum local plus
e´leve´.
Fig. 4.11: Exemple de graphe oriente´, en pointille´ la liaison a` supprimer
Pour cela on teste, pour chaque liaison l’existence d’un minimum
local de densite´ lorsqu’on parcourt la liaison. Le gain de temps est non
ne´gligeable (la recherche d’un minimum pouvant se faire par dichotomie).
On obtient un temps de calcul ”raisonnable” mais ne´anmoins long.
On propose ici une me´thode moins rigoureuse mais tre`s rapide qui
repose sur la construction d’un graphe local de la manie`re suivante :
• Calcul du MST
• En chaque point x, on ajoute toutes les liaisons de taille infe´rieure
a` la plus grande taille de liaison partant de x. Le graphe obtenu
est note´ G
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• Il faut alors supprimer les liaisons de G sur lesquel il existe
un minimum local
• Etant donne´ que le graphe est ”local”, on se contente de supprimer
les liaisons entre x et y si f((x + y)/2) < min(f(x), f(y))
Enﬁn la classiﬁcation des points s’eﬀectue suivant les composantes
connexes de G.
Aﬀectation de nouvelles tailles de feneˆtre apre`s classiﬁcation
Dans le cas de la recherche de matrice de variance-covariance diagonales,
on proce`de, comme dans le cadre unidimensionnel, a` l’aﬀectation des
plus grandes variances aﬁn d’obtenir, a` chaque e´tape, une densite´ la
plus ”lisse” possible, et ceci, direction par direction :
∀i, j Si(j, j)(t + 1) = maxCl(k)(t+1)=i{SCl(k)(t)(j, j)(t)}
Densite´ ﬁnale
En dimension d, la ponde´ration des tailles de feneˆtres, pour prendre en




On pre´sente ici (ﬁgure 4.12) le re´sultat de cette me´thode (algorithme
conjoint) pour la segmentation des Iris de Fischer en dimension 2 (deux
premiers axes d’une ACP sur les 150 Iris caracte´rise´es par 4 variables
de tailles sur leurs pe´tales). La re´duction en dimension 2 a e´te´ ef-
fectue´e, d’une part pour pouvoir avoir un graphique lisible, d’autre part
car il s’ave`re, nume´riquement, que pour de trop grandes dimensions les
re´sultats ne sont pas stables (ici, par exemple les deux premiers axes ex-
pliquent 98 de l’inertie totale, lorsqu’on prend en compte l’ensemble des
quatre axes les matrices de variance-covariance s’approchent de matrices
non inversibles).
4.4 Conclusion
La me´thode propose´e est tre`s eﬃcace du point de vue de l’estimation de
densite´ en dimension 1 ou 2 lorsque les modes ne sont pas trop ”plats”,
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Fig. 4.12: Iris de Fisher, e´volution de la vraisemblance, densite´ estime´e sur
la base test et nappe correspondante sur l’ensemble des donne´es et
re´sultat de la classiﬁcation en 5 classes
mais les choses sont moins e´videntes en dimension supe´rieure : D’une
part il existe un proble`me de ”visualisation” des re´sultats. D’autre part
le nombre de points ne´cessaire a` une ”bonne” estimation de la densite´
en dimension d quelconque est tre`s grand (il faut estimer d parame`tres
lorsqu’on estime la densite´ avec des matrices de variance-covariance dia-
gonales et d(d − 1)/2 parame`tres si on ne fait pas d’hypothe`ses sur la
forme de la matrice).
Pour ce qui est de l’estimation de densite´, on peut conside´rer que
les re´sultats sont corrects dans le cas ou` les modes sont ”pointus” et
bien diﬀe´rencie´s. Mais ceci n’est pas vraiment compatible avec les ob-
jectifs de classiﬁcation en composantes connexes. Dans le chapitre sui-
vant nous construisons a` l’aide des deux approches pre´ce´dentes (classi-
ﬁcation hie´rarchique avec distance du minimum et algorithme conjoint)
une me´thodologie sophistique´e de classiﬁcation en composantes connexes
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prenant en compte la potentielle he´te´roge´ne´ite´ de dispersions au sein des
classes.
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5. STRATE´GIE DE CLASSIFICATION FINALE
On propose ici une strate´gie ﬁnale de classiﬁcation qui repose sur les
deux me´thodes de classiﬁcations en composantes connexes expose´es
pre´ce´demment (classiﬁcation hie´rarchique avec la distance du minimum
et approche mixte avec la densite´). L’objectif est ici de pouvoir repe´rer et
se´parer des composantes connexes he´te´roge`nes en dispersion. Pour cela
on va calculer le MST qui est lie´ a` la classiﬁcation hie´rarchique de la
manie`re suivante : Si on supprime les K plus grandes liaisons du MST
on obtient la classiﬁcation des points suivant les composantes connexes
du graphe en K+1 classes (qui correspond a` celle obtenue par classiﬁca-
tion hie´rarchique avec la distance du minimum). On estimera la densite´
(et la classiﬁcation associe´e) en travaillant sur les longueurs des liaisons
du MST . Suivant les re´sultats d’estimation de densite´ on pourra ”voir”
si les diﬀe´rentes classes sont homoge`nes ou he´te´roge`nes en dispersion. Et
choisir, en fonction une me´thode de classiﬁcation adapte´e au donne´es.
5.1 Re´sume´ des avantages et inconve´nients des deux
me´thodes propose´es
5.1.1 La classiﬁcation a` l’aide de la densite´
On a de tre`s bons re´sultats en dimension 1 si les modes ne sont pas
trop ”aplatis”. En dimension 2 les re´sultats restent corrects pour des
observations en nombre ”raisonnable”, en revanche de`s la dimension 3,
le nombre de parame`tres du mode`le est tel qu’il faut trop d’observations
pour que la me´thode soit envisageable (d’autant plus que le temps de
calcul est relativement long). De plus la condition de ”modes pas trop
aplatis” est incompatible avec des composantes connexes non convexes.
5.1.2 La classiﬁcation hie´rarchique
La classiﬁcation hie´rarchique par la distance du minimum, avec un calcul
de la distance intra-classe fonde´ sur la connexite´, donne des re´sultats
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”parfaits” si, pour tout couple de classes Ci et Cj respectivement δi et δj
connexes, on a : dmin(Ci, Cj) > max(δi, δj).
Fig. 5.1: Cas ou` la classiﬁcation hie´rarchique se´pare les classes
Les proble`mes peuvent survenir, soit lorsque deux classes de seuils
de connexite´ e´quivalents sont trop proches (mais, dans ce cas la si-
gniﬁcativite´ des deux classes est elle meˆme discutable), soit dans le
cas d’he´te´roge´ne´ite´ des dispersions au sein des classes. Le cas limite
d’he´te´roge´ne´ite´ ayant lieu lorsque, pour se´parer deux classes, il faut isoler
tous les points d’une des deux classes (une conﬁguration correspondante
est illustre´e dans la ﬁgure suivante):
Fig. 5.2: Cas ou` la classiﬁcation hie´rarchique e´choue
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5.1.3 La conjugaison des deux me´thodes
Dans les cas d’he´te´roge´ne´ite´ de la dispersion au sein des classes, le MST
qui correspondra ”a` peu pre`s” a` l’union des MST sur chacune des classes
ainsi que des liaisons entre classes aura, lui aussi, des longueurs de liai-
sons tre`s he´te´roge`nes. Si l’he´te´roge´ne´ite´ de dispersion au sein des classes
est suﬃsamment e´leve´e alors la densite´ des liaisons sur le MST sera mul-
timodale et on s’aidera de la classiﬁcation utilisant la densite´ des liaisons
du MST pour classer les points. Dans les cas d’homoge´ne´ite´ des disper-
sions au sein des classes, on obtiendra une densite´ unimodale qui sera un
indicateur de choix de la classiﬁcation de type hie´rarchique. Il se peut
bien suˆr que l’on obtienne des densite´s unimodales alors que la disper-
sion au sein des classes est suﬃsamment forte pour que la classiﬁcation
hie´rarchique e´choue. On arrivera ne´anmoins a` eﬀectuer des classiﬁcations
”correctes” dans un plus grand nombre de cas a` l’aide d’une conjugaison
des deux me´thodes.
5.2 Strate´gie de classiﬁcation ﬁnale
5.2.1 Classiﬁcation des points en fonction d’une classiﬁcation sur la
longueur des liaisons du MST
Supposons que la densite´ estime´e sur les longueurs de liaison du MST
ait donne´ lieu a` une densite´ multimodale et donc a` une classiﬁcation L
en k classes (des liaisons). On va alors classer les points comme il suit :
Pour i de 1 a` N − 1
• On supprime la liaison δi du MST (ce qui nous donne un graphe
Gi)
• On classe les points suivant les composantes connexes de Gi (on
obtient deux classes). Notons Ci la classiﬁcation associe´e
• On aﬀecte a` chaque liaison la classe d’une de ses extre´mite´s et on
obtient une nouvelle classiﬁcation C ′i sur les liaisons. (Remarque
: les deux extre´mite´s d’une liaison sont force´ment dans la meˆme
classe par proprie´te´ des MST )
• On construit le tableau croise´ entre C ′i et L dont on calcule le χ2(i)
On garde la classiﬁcation C ′i0 avec i0 = argmax(χ
2(i))
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Si on a deux classes he´te´roge`nes Cl1 et Cl2 et une seule liaison du
MST qui les connecte, la me´thodologie propose´e va retrouver les classes
de manie`re relativement bonne.
En eﬀet on observe que les liaisons de la classe la moins disperse´e
(supposons C1) se trouvent toute dans la classe du plus faible mode,
alors que les liaisons de la classe la plus disperse´e (C2) sont a` la fois
dans les deux classes. Supprimer la liaison entre C1 et C2 re´alise alors
le maximum du χ2(i), si cette liaison n’est pas dans la classe 1. Si la
liaison entre les deux classes n’est pas dans la classe 1 ,il se peut que
sa suppression maximise le χ2, sinon on oˆtera une liaison relativement
proche de cette dernie`re.
Si il existe plusieurs liaisons du MST qui connectent des points de
C1 et C2, alors la me´thode propose´e ne retrouvera jamais la ”bonne”
classiﬁcation. En eﬀet en ne supprimant qu’une liaison, une des deux
classes obtenues par suppression de la liaison me´langera C1 et C2. Si
on tentait de construire un algorithme similaire en supprimant plusieurs
liaisons d’un coup, on arriverait a` des temps de calcul bien trop longs
pour un re´sultat garanti ”mauvais”. En eﬀet dans l’hypothe`se ou` il existe
n > 1 liaisons connectant C1 a C2, il faudrait les supprimer toutes pour
isoler une des classes ce qui nous donnerait une classiﬁcation en n + 1
classes (et non en 2).
Dans ce cas on pre´fe´rera, a` l’issue de chaque e´tape, e´ventuellement
segmenter de nouveau les classes obtenues.
5.2.2 Pre´sentation de l’algorithme ﬁnal
Pour un nuage de points X, on eﬀectue la classiﬁcation hie´rarchique
par la distance du minimum et le diagramme des distances intra-classes
associe´. On eﬀectue aussi une estimation de densite´ sur les longueurs de
liaisons sur le MST . Quatre cas sont alors envisageables :
• (1) : On n’observe pas de rupture de distance intra-classes et la
densite´ des longueurs de liaison est unimodale. On de´cide alors
que le nuage de points est connexe
• (2) : On observe une rupture de distance intra-classes grande pour
un nombre de classes ”raisonnable” k (par raisonnable on entend
”pas trop e´leve´”) et la densite´ des longueurs des liaisons est unimo-
dale. On choisit alors une classiﬁcation hie´rarchique en k classes
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• (3) : On n’observe pas de rupture de distance intra-classes et la
densite´ des longueurs des liaisons est multimodale. On choisit alors
de classer les points en fonction des classes des liaisons et on re´ite`re
le processus sur les deux classes obtenues
• (4) : On observe une rupture de distance intra-classes et la densite´
des longueurs des liaisons est multimodale. Les deux me´thodes
peuvent donner des re´sultats inte´ressants et sont a` tester. E´tant
donne´ que la classiﬁcation hie´rarchique est plus simple et qu’elle
n’impose pas de re´ite´ration, il peut sembler plus simple de choisir
cette me´thode.
Fig. 5.3: Me´thodologie ﬁnale de classiﬁcation
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5.3 Re´sultats
5.3.1 Un exemple ou` les approches hie´rarchique seule et mixte avec
densite´ fonctionnent
On a simule´ des donne´es comme il suit : 50 points suivent une loi normale
centre´e et de variance (1/5)I2 et 150 points sont situe´s sur une couronne
avec un angle re´parti uniforme´ment sur [0, 2π] et un rayon re´parti uni-
forme´ment sur [1.2; 4].




















Fig. 5.4: Base de donne´e et MST associe´





































Fig. 5.5: Diagrame des distances intra-classes et estimation de densite´ sur les
tailles des liaisons
Pour la classiﬁcation hie´rarchique seule, une classiﬁcation en deux
classes s’impose et il existe une he´te´roge´ne´ite´ de dispersion au sein des
classes.
La classiﬁcation mixte (c’est-a`-dire par coupure du MST en fonction
des classes de liaison) donne des re´sultats assez satisfaisants : aucune des
classes n’est a` scinder et seuls deux points sont mal classe´s.
L’approche hie´rarchique seule retrouve parfaitement les classes.
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Fig. 5.6: Classiﬁcation par densite´ : pas de scission des deux classes obtenues
et classiﬁcation associe´e










Fig. 5.7: Re´sultats pour l’approche hie´rarchique seule
5.3.2 Un exemple ou` l’approche mixte retrouve correctement les
classes alors que la hie´rarchie seule e´choue
On a simule´ des donne´es comme il suit : 50 points suivent une loi nor-
male centre´e et de variance (1/5)I2 et 150 points sont situe´es sur un
cercle avec un angle re´partit uniforme´ment sur [0, 2π] et un rayon re´partit
uniforme´ment sur [1.1; 4]. C’est-a`-dire que, par rapport a` l’exemple
pre´ce´dent, on a simultane´ment rapproche´ la seconde classe de la premie`re
et e´largit sa dispersion.
On ne voit pas vraiment de scission pertinente pour la hie´rarchie
seule, l’estimation de densite´ donne lieu a` une fonction multimodale, on
adopte donc la deuxie`me me´thode :
On doit scinder la premie`re classe par approche hie´rarchique et conser-
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Fig. 5.8: Base de donne´e et MST associe´









































Fig. 5.9: Diagrame des distances intra-classes et estimation de densite´ sur les
tailles de liaison





























































































Fig. 5.10: Classiﬁcation par densite´ : scission de la premie`re classe par ap-
proche hie´rarchique et conservation de la seconde; classiﬁcation as-
socie´e
ver la seconde, les re´sultats sont alors relativement bons puisque seuls
deux points de la seconde classe sont isole´s dans une troisie`me classe.
A titre indicatif on pre´sente la classiﬁcation par hie´rarchie seule pour
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Fig. 5.11: Re´sultats pour l’approche hie´rarchique seule
le nombre de classes maximisant la rupture de distance intra-classes,
c’est-a`-dire 14.
5.3.3 Un exemple ou` il faut re´-ite´rer l’approche mixte
On a encore rapproche´ la premie`re classe de la seconde en accroissant sa
dispersion, ceci en simulant des donne´es comme il suit : 50 points sont
issus d’une loi normale centre´e et de variance (1/5)I2 et 150 points sont
situe´s sur un cercle avec un angle re´parti uniforme´ment sur [0, 2π] et un
rayon re´parti uniforme´ment sur [1; 4].




















Fig. 5.12: Base de donne´e et MST associe´
La visualisation du MST nous montre que deux liaisons joignent les
classes 1 et 2 ce qui nous indique que l’on va devoir re´-ite´rer la classiﬁca-
tion. Bien suˆr, dans le cas plus re´aliste de la classiﬁcation non supervise´e,
les classes sont inconnues et la dimension trop grande pour permettre une
telle visualisation, le graphe du MST n’est pre´sente´ ici que pour illustrer
les phe´nome`nes qui peuvent se produire.
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Fig. 5.13: Diagramme des distances intra-classes et estimation de densite´ sur
les tailles de liaison.


































































































Fig. 5.14: Classiﬁcation par densite´ : scission de la premie`re classe par ap-
proche mixte hie´rarchie/densite´ et conservation de la seconde; clas-
siﬁcation associe´e.




















Fig. 5.15: Re´sultats d’une classiﬁcation hie´rarchique seule pour 3 et 34 classes
(maximum de rupture de distance intra-classe)
5.3.4 Un exemple ou` l’approche hie´rarchique seule donne les re´sultats
attendus
Le meilleur moyen de simuler des donne´es sans he´te´roge´ne´ite´ de taille des
liaisons entre les diﬀe´rentes classes est de simuler deux classes de meˆme
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nature. C’est pourquoi on va travailler ici sur des tirages gaussiens de
meˆme variance et avec autant de points dans une classe que dans l’autre.
On a donc tire´ 50 points suivant une loi normale centre´e de matrice
de covariance identite´ et 50 points suivant une loi normale centre´e en
(2.5; 2.5) et de matrice de covariance identite´.




















Fig. 5.16: Base de donne´e et MST associe´







































Fig. 5.17: Diagramme des distances intra-classes et estimation de densite´ sur
les tailles de liaison










Fig. 5.18: Classiﬁcation en 8 classes par le choix de la me´thode hie´rarchique
Une remarque s’impose ici, la densite´ estime´e sur les liaisons est multi-
modale mais on a choisi l’approche hie´rarchique pour deux raisons : d’une
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part une scission en 8 groupes semble signiﬁcative pour la classiﬁcation
hie´rarchique, d’autre part, dans le cas ou` la classiﬁcation hie´rarchique
fonctionne, on va supprimer toutes les liaisons de longueur supe´rieure a`
un certain seuil, liaisons qui peuvent tre`s bien former un mode de la den-
site´. C’est exactement le cas ici, comme on peut le voir sur le graphique
de la densite´ si on ajoute les points permettant d’observer combien de
liaisons forment le second mode:













 le dernier mode 
Fig. 5.19: 6− 8 liaisons forment le second mode, la classiﬁcation hie´rarchique
en 8 groupes les supprime, on choisit donc cette me´thode.
5.4 Conclusion et perspectives
La me´thodologie propose´e donne de tre`s bons re´sultats dans les cas
d’he´te´roge´ne´ite´ de dispersion si il n’existe qu’une liaison sur le MST
joignant les classes a` se´parer. Dans le cas ou` il en existe plusieurs, il
faudrait pouvoir les supprimer en une seule e´tape. Le principal proble`me
est qu’alors, il faudrait tester les classiﬁcation en composantes connexes
du MST auquel on a supprime´ un nombre non ﬁxe de liaison ce qui de-
vient un proble`me NP complet. Une premie`re perspective serait alors de
de´velopper un algorithme ”rapide” convergeant vers une solution ”cor-
rect” a` ce proble`me.
D’un tout autre point de vue, on note que l’e´tude de la densite´ estime´e
sur les longueurs de liaisons permet, de manie`re relativement eﬃcace,
d’observer si il y a, ou non, he´te´roge´ne´ite´ de dispersion. Dans le cas
d’he´te´roge´ne´ite´ de dispersion les me´thodes de classiﬁcation classiques (en
classes convexes) atteignent aussi leur limites. On pourrait ainsi adapter
ces me´thodes au cas d’he´te´roge´ne´ite´ de dispersion et, on peut supposer
que dans le cas ou` les classes sont convexes de telles me´thodes donneront
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de meilleurs re´sultats que celle propose´e. Alors, comme e´nonce´ en ﬁn de
chapitre sur la classiﬁcation hie´rarchique avec la distance du minimum,
on pourra mettre en place la strate´gie suivante :
• Classiﬁcation sous hypothe`se de connexite´
• Test de se´parabilite´ line´aire en essayant de retrouver les classes par
une analyse discriminante (line´aire)
• Si les classes sont se´parables par des hyper-plans, on les se´pare avec
des algorithmes ”classiques”.
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6. CONCLUSION ET PERSPECTIVES
On a construit une me´thode de classiﬁcation qui repose tre`s fortement
sur la notion de connexite´ qui donne des re´sultats encourageants sur les
classes observe´es et sur la de´termination du nombre de classes. Reste
encore a` ﬁnaliser en mettant en oeuvre les tests de convexite´ (se´parabilite´
par des hyperplans) propose´s dans les perspectives des chapitres 2 et
5. D’un point de vue ge´ne´ral, la me´thode semble ne´anmoins le´ge`rement
moins robuste que les nouvelles me´thodes de classiﬁcation spectrales
surtout dans le cas ou` deux classes sont lie´es par plus d’une liaison du
MST . Mais ces dernie`res me´thodes (classiﬁcation spectrale) ne´cessitent
un grand nombre de parame`tres. On pourra, par la suite, tenter
d’utiliser conjointement les deux me´thodes aﬁn d’obtenir, une ide´e sur
les parame`tres (notamment le nombre de classes) et des classes robustes.
D’un point de vue the´orique il reste a` de´montrer, pour la partie
”vers un test de connexite´” un lemme pour avoir une de´monstration de
la convergence des histogrammes. Il faudrait aussi pouvoir, connaˆıtre
la vitesse de convergence de la ”variance” des fonctions de re´partitions
empiriques des longueurs pour pouvoir avoir un test ”nume´rique” et
plus seulement une indication graphique.
Dans la pratique, on reparle du test de connexite´ dans la partie
suivante ou` l’on estimera les ”longueurs” d’un ensemble dans les
diﬀe´rentes ”directions” si l’ensemble est non line´aire (longueurs qui sont
ne´cessaires a` la mise en place du test).
Enﬁn il serait inte´ressant d’e´tudier les proprie´te´s de la me´thode
jointe de classiﬁcation et d’estimation de densite´ en terme d’estimation
de densite´, notamment de comparer les re´sultats obtenus avec d’autres
me´thodes d’estimation de densite´ et, surtout, de voir si on peut adapter
le couplage densite´/classiﬁcation aux me´thodes d’estimations de densite´
par des ondelettes.
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Part II
ANALYSE D’UNE COMPOSANTE CONNEXE :




Dans toute cette partie, on va supposer que l’on dispose d’un
nuage de points X constitue´ d’une seule classe connexe que l’on de´sire
analyser. Comme on l’a de´ja` souligne´ dans la partie pre´ce´dente, une
notion aussi simple que celle du barycentre n’est plus pertinente si on ne
se place que sous la seule hypothe`se de connexite´. Ainsi, par exemple,
dans le cas de la normalisation, le fait de normaliser les donne´es en
fonction des e´carts au barycentre devient inade´quat sous notre hypothe`se.
L’ide´e principale de l’analyse de composantes connexes re´side dans
l’utilisation de la distance curviligne a` la place des distances usuelles
(euclidiennes, Lk...). Une telle distance est de plus en plus fre´quemment
utilise´e dans les me´thodes d’analyse des donne´es non line´aires (on
peut citer par exemple ISOMAP ou ”curvilinear distance analysis”).
Cependant, on montrera dans une premie`re partie que la normalisation
a` eﬀectuer en pre´liminaire au calcul de la distance curviligne est tre`s
importante, et on exposera un algorithme de normalisation qui permet
de tenir compte des ”non-line´arite´s” potentielles.
Une fois les donne´es normalise´es et la distance curviligne calcule´e, on
de´ﬁnira un indicateur central correspondant au barycentre pour cette
nouvelle distance, ce qui constituera un premier pas vers l’analyse des
classes.
Ensuite on exposera les me´thodes d’estimation de la dimension
intrinse`que, me´thodes qui nous inte´ressent pour deux raisons : d’une
part, en elle-meˆme la dimension est un indicateur primordial pour
comprendre et analyser une classe, et elle permet de parame´trer correc-
tement les me´thodes de projection non line´aire des donne´es ; d’autre
part, dans l’optique ”mode´lisation” (que l’on pre´cisera en conclusion et
perspectives) pour qu’un mode`le Y = f(X) avec f continue existe, il
faut, d’une part que X et G(X, f) = {(x, f(x)), x ∈ X} soient connexes
mais aussi que la dimension de G(X, f) soit celle de X.
Enﬁn on pre´sentera des me´thodes non line´aires de projection des
donne´es et de re´duction de dimension. On s’inte´ressera plus parti-
culie`rement aux cartes de Kohonen pour lesquelles on construira un in-
dicateur de respect de la topologie qui permettra de valider a posteriori
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la projection et d’avoir une ide´e plus pre´cise de la dimension intrinse`que
des donne´es.
1. NORMALISATION DES DONNE´ES
1.1 Introduction
Sous la seule hypothe`se de connexite´, qui permet d’avoir des formes
d’ensembles fortement non line´airement se´parables, les nouvelles
me´thodes d’analyse des donne´es non line´aires telles qu’ISOMAP ou ”cur-
vilinear distance analysis” ([CRV1], [CRV2], [CRV3], [CRV4]), qui re-
posent toutes deux sur la notion de distance curviligne (versus la distance
euclidienne dans le cas de l’analyse des donne´es line´aire), semblent ouvrir
des perspectives inte´ressantes sur la compre´hension des donne´es.
Dans la pratique, la distance ge´ode´sique (ou curviligne) entre deux
points dans un ensemble E est de´ﬁnie comme la plus petite des longueurs
des chemins continus liant ces deux points. La ﬁgure suivante montre en
quoi cette distance est plus pertinente que la distance euclidienne dans
le cas de l’analyse des donne´es non-line´aires.












Fig. 1.1: Distances curviligne et euclidienne dans le cas de points situe´s sur
une spirale
Dans le cadre the´orique ”parfait” ou` l’on posse`de une inﬁnite´ (dense)
de points, il n’y a pas de proble`me de normalisation des donne´es, les dis-
tances curvilignes entre les points seront ordonne´es de la meˆme manie`re
quelque soient les e´chelles choisies suivant les diﬀe´rents axes.
Pour des donne´es ”re´elles”, c’est-a`-dire des observations discre`tes et
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Fig. 1.2: Cas d’ensembles denses
en nombre ﬁni de re´alisations d’une variable ale´atoire, le calcul de la
distance curviligne repose sur le choix d’un graphe connexe (de type
MST , K−plus proches voisins...) liant les points, et sur l’algorithme de
Dijkstra. Dans ce cas le graphe de liaison sera extreˆmement sensible aux





























































Fig. 1.3: Graphe des 2−plus proches voisins sur une spirale pour diﬀe´rentes
e´chelles de l’axe vertical
Cet exemple montre l’inte´reˆt d’une normalisation pre´liminaire au trai-
tement des donne´es, mais n’est pas particulie`rement bien choisi dans le
sens ou` la normalisation ”classique” (division par l’e´cart type) donne un
”bon” graphe. Par ”bon” graphe on entend, dans ce chapitre, un graphe
rendant correctement compte de l’organisation des donne´es.
Un exemple beaucoup plus inte´ressant est donne´ par des ensembles
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”sinuso¨ıdaux” (ici X est tire´ uniforme´ment sur [0, 1] et Y = sin(ωX)),
comme on le constate sur le graphique suivant repre´sentant le graphe
des 3−plus proches voisins dans le cas d’une normalisation ”classique”

















































Fig. 1.4: Graphes des trois plus proches voisins pour une normalisation clas-
sique et : Y = sin(ωX), ω ∈ {5, 10, ...55, 60}.
Dans la suite on pre´sente des re´sultats pour des ensembles si-
nuso¨ıdaux, car ils sont caracte´ristiques de formes ge´ome´triques pour les-
quelles les me´thodes de normalisation ”classiques” e´chouent.
1.2 Normalisation simple
1.2.1 Normalisation par des graphes
Me´thodes Euclidienne et non Euclidienne
Observons tout d’abord que les normalisations reposant sur des crite`res
de dispersion globale (distance moyenne au barycentre) seront mises
en de´faut dans le cas de donne´es fortement non line´aires telles que les
exemples sinuso¨ıdaux pre´ce´dents (et ce quelque soit la distance utilise´e
dans le crite`re de dispersion retenu). Dans les cas fortement non-line´aires,
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on doit utiliser un crite`re local qui permet de de´ﬁnir, pour chaque point,
un voisinage ”acceptable” de ce point. Pour cela le principe mis en
oeuvre par l’algorithme pre´sente´ ci-apre`s consiste a` rendre les liaisons du
graphe isotropes (c’est-a`-dire ici, de ”longueur” e´quivalente dans toutes
les directions).
Algorithme : la version de´terministe
Poids des axes
Pour un graphe G (assimile´ a` sa matrice repre´sentative : G(i, j) = 1 si
xi et xj sont lie´s et G(i, j) = 0 sinon), on de´ﬁnit le poids wj de l’axe j par :






















Fig. 1.5: Exemple de contribution de chaque axe (en maigre : MST , en plein
contribution horizontale, en pointille´ contribution verticale) pour 20
points uniforme´ment distribue´s sur [0, 1]
Algorithme
Dans un premier temps, on choisit une structure de graphe repre´sentant
les points (k− plus proches voisins, MST ...), puis a` chaque pas de
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l’algorithme on ite´re :
• (1) calcul de : G
• (2) ∀j calcul de wj
• (3) ∀j on divise la jeme composante de xi par wj
Remarques :
- Cet algorithme tend a` rendre le poids de chaque axe e´gal a`
1. Une telle solution n’existe pas force´ment (et n’est pas force´ment
unique), le crite`re d’arreˆt doit donc contenir une notion de proximite´
a` la solution ”tous les poids e´gaux a` 1” et un nombre d’ite´rations maximal
- Le fait que le graphe change apre`s chaque ponde´ration des axes
impose une approche algorithmique.
Re´sultats
Voici quelques re´sultats pour l’algorithme ci-dessus. Pour chaque en-
semble choisi, on pre´sente le MST pour des donne´es normalise´es de
manie`re ”classique” (initialisation de l’algorithme) et le MST en sortie
de l’algorithme.
Le graphe choisi pour la normalisation est le MST .


















































Fig. 1.6: Trois exemples d’organisation des points lors de la normalisation. Sur
la premie`re ligne le MST calcule´ sur les donne´es centre´es re´duites de
manie`re ”classique” ; sur la seconde les donne´es MST -normalise´es
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Version stochastique de l’algorithme
On propose ici une version stochastique de l’algorithme pre´ce´dent qui
a deux avantages. D’une part, d’un point de vue purement pratique
le calcul des graphes est long (en O(N2) au mieux suivant les graphes
conside´re´s) et le travail sur des sous-ensembles procurera ainsi un gain
de temps conside´rable.
L’algorithme ne change pas fondamentalement par rapport a` celui
expose´ dans la section pre´ce´dente. Les parame`tres d’entre´es deviennent
: NbIt le nombre d’ite´rations et N ′ < N la taille des sous-ensembles sur
lesquels on va travailler. L’algorithme devient naturellement :
tant que it <= NbIt
• (1) tirage de N ′ < N qui forment X ′ un sous-ensemble de X
• (2) calcul de G(X ′)
• (3) ∀j calcul wj sur G(X ′)
• (4)∀j division de la jeme composante de xi par wj (pour l’ensemble
des donne´es et plus seulement le sous-ensemble se´lectionne´)
Comme la taille des liaisons pour le sous-ensemble X ′ tire´
ale´atoirement est infe´rieure a la taille des liaisons sur X l’algorithme
ne tend pas vers une solution ou` le poids de chaque axe pour G(X) vaut
1, mais vers une e´galite´ du poids de tous les axes.
On pre´sente ici le re´sultat pour N = 1000 points sur une sinuso¨ıde en
dimension 3 (X et Y tire´s uniforme´ment dans [0, 1] et Z = sin(40X)).
Les parame`tres choisis pour faire tourner l’algorithme sont : N ′ = 500,
NbIt = 50 et on a choisi une structure de graphe aux 8−plus proches
voisins. Comme pre´ce´demment le premier graphique repre´sente le graphe
pour une normalisation ”classique” et le second a` l’issue de la normali-
sation.
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Fig. 1.7: Resultats pour une sinuso¨ıde 3-D. A gauche la normalisation ”clas-
sique” a droite la normalisation sur les graphes dans une version
stochastique
1.2.2 Impact sur la distance curviligne
On voudrait savoir ici dans quelle mesure l’algorithme permet de
re´pondre au proble`me pre´sente´ en introduction, c’est-a`-dire retrouver la
distance curviligne entre les points. Pour cela on va observer l’e´volution
de la liaison entre la distance curviligne estime´e et la distance curvi-
ligne the´orique dans des exemples ou` l’on connaˆıt la distance curviligne
the´orique.
Pour cela on a simule´ 100 observations en dimension 2 de la manie`re
suivante : X1 est une re´alisation d’un tirage uniforme sur [0, 1] et
X2 = sin(ωX1). On a teste´ diﬀe´rentes valeurs de ω : ω ∈ {20, 25, ..., 45}.
Pour illustrer la ne´cessite´ de la normalisation, les graphiques initiaux
correspondent a` la normalisation classique (division par l’e´cart-type)
et on a lance´ la normalisation fonde´e sur le MST dans sa version
stochastique avec des tirages de 75 points a` chaque e´tape. L’algorithme
a e´te´ ite´re´ 8 fois et le nuage de points distance curviligne the´orique et
distance curviligne ”approche´e” est pre´sente´ pour les e´tapes 1 : (normali-
sation classique), 4 (au milieu des ite´rations) et 8 (a` la ﬁn des ite´rations).
Plusieurs remarques s’imposent ici :
Tout d’abord la distance curviligne the´orique ne de´pendant que de la
distance sur X1 on a choisi cet indicateur.
Les re´sultats sont bons pour des valeurs de ω infe´rieures a` 40 sans
qu’on puisse savoir si le mauvais re´sultat (pour ω = 40) est du a` une
forme de saturation ou a` un trop petit nombre d’ite´rations.























































































































Fig. 1.8: Correlation entre la distance curviligne the´orique et ”approche´e” au
cours de l’algorithme de normalisation sur le MST .
1.3 Normalisation et recherche des axes principaux
1.3.1 Motivation
Lorsque l’ensemble des variables n’est pas, comme dans les cas
pre´ce´dents, constitue´ d’un sous-ensemble de variables inde´pendantes et
d’un sous-ensemble de fonctions de ces variables (X1, ..., Xk variables
inde´pendantes et Xk+1 = fk+1(X
1, ..., Xk), ..., Xp = fp(X
1, ..., Xk)) mais
que de telles variables ont subi, par exemple, une rotation, l’algorithme
de normalisation ”simple” peut eˆtre mis en de´faut. Ceci est totalement
e´quivalent, en analyse des donne´es line´aires, a` normaliser des donne´es
avant d’avoir eﬀectue´ une ACP . Dans ce cas, il existe ne´anmoins une
correction simple a` ajouter a` l’algorithme qui permet de re´soudre le
proble`me.
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Fig. 1.9: Eﬀet de la normalisation sur un ensemble de type sinuso¨ıdal et sur
le meˆme ensemble apre`s rotation de −π/4 : dans le premier cas la
structure est retrouve´e alors que dans le second cas rien ne change.
1.3.2 Algorithme
L’algorithme pre´ce´dente modiﬁe´ pour prendre en compte les rotations
e´ventuelles des donne´es est le suivant. Il consiste a` ite´rer la se´quence,
toujours apre`s avoir choisi un type de graphe repre´sentant les voisinages
(les ope´rations ayant change´ par rapport a` l’algorithme pre´ce´dent sont
indique´es en gras.):
• Calcul du graphe
• Stockage des liaisons (compte´es dans les deux sens)
• Calcul d’une ACP sur les vecteurs liaisons
• Application de l’ACP aux donne´es (comme on applique
une rotation le graphe des donne´es avant et apre`s reste
identique)
• Calcul des poids w des nouveaux axes (apre`s ACP)
• Division des nouvelles donne´es par le poids de leur axe
Remarque : Comme les liaisons sont stocke´es dans les deux sens
(c’est-a`-dire que si A et B sont lie´s sur le graphe, les deux vecteurs AB
et BA sont stocke´s) l’ACP est bien calcule´e sur un nuage recentre´.

















































































graphe liaisons liaisons apres ACP
liaisons apres ACP  
et changement d’echelle 
nouveau graphe 
1 2 3 4 
5 6 ... 
Fig. 1.10: Illustration pas a` pas de l’algorithme.
La proximite´ avec le poids unitaire de chaque axe n’est plus le seul
crite`re d’arreˆt : il faut aussi que les rotations dues aux ACP successives
convergent. Ainsi, a` la place d’un crite`re d’arreˆt ”simple” comparant le
poids des axes a` 1, on va pre´fe´rer ite´rer un certain nombre de fois les
calculs, et observer l’e´volution des diﬀe´rents crite`res de convergence au
cours du temps : poids des axes et angle maximal de rotation (modulo
π/2).
Remarque : en pre´liminaire, il est ne´cessaire d’eﬀectuer une ACP
sur les donne´es aﬁn de ne conserver que des axes dans lesquels les donne´es
sont repre´sente´es (inertie non nulle) aﬁn de ne pas diviser par 0 dans
l’e´tape 6 de l’algorithme.
1.3.3 Re´sultats
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Fig. 1.11: Re´sultats de la normalisation avec rotation pour 200 points tire´s uni-
forme´ments sur des sinoso¨ıdes de fre´quence 10 a` 25 : pour chaque
exemple (qu’on lit verticalement) le premier graphe repre´sente
le MST sur les donne´es normalise´es de manie`re ”classique”, le
deuxie`me graphe repre´sente la contribution (cumule´e) de chaque
axe a l’inertie (dans l’ACP), le troisie`me l’angle maximum de rota-
tion, et, au ﬁnal, les donne´es normalise´es, et le MST correspondant
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Les exemples ci-dessus sont des tirages sinuso¨ıdaux comme dans la
section pre´ce´dente, auxquels on a fait subir une rotation d’angle −π/4.
Comme pre´ce´demment le premier graphe repre´sente le MST sur les
donne´es centre´es-re´duites de manie`re ”classique” (division par l’e´cart
type). Sont ensuite pre´sente´s les pourcentages d’inertie explique´e pour
chaque ACP aﬁn d’avoir une indication sur le nombre d’axes (line´aires)
ne´cessaires a` la repre´sentation des donne´es , l’angle maximal de rota-
tion (modulo π/2), le poids de chaque axe et, ﬁnalement, le MST a` la
dernie`re ite´ration. Les indicateurs de convergence sont les parties 3 et
4 du graphique (l’angle maximal de rotation doit converger vers 0 et le
poids de chaque axe vers 1).
On constate que, si l’eﬀet saturation arrive plus vite avec la rotation,
l’algorithme propose´ reste eﬃcace.
1.3.4 Les cartes de Kohonen et la normalisation
Il s’ave`re que les cartes de Kohonen sont elles aussi tre`s sensibles a` la
normalisation (en fait pratiquement elles sont meˆme plus sensibles que les
graphes). Pour comprendre un peu pourquoi une telle sensibilite´ existe,
on va rappeler rapidement l’algorithme :
• tirage ale´atoire d’un point dans la base
• recherche du vecteur code le plus proche
• de´placement par homothe´tie du vecteur code le plus proche et de
ses voisins vers le point tire´ ale´atoirement
Dans les cas a` 0 voisins (algorithme de quantization ou des k-means
ale´atoires) les vecteurs codes d’une cellule se de´placent donc en moyenne
vers le barycentre des points de la base inclus dans la cellule de Vo-
rono¨ı dudit vecteur code (cellule calcule´e sur la base de tous les vecteurs
codes).
Si les e´chelles sur les axes ne sont pas ”judicieuses”, les cellules de Vo-
rono¨ı des vecteurs codes vont mal repre´senter la topologie des donne´es et
les vecteurs codes vont s’e´loigner de leur place ”optimale”. Ce phe´nome`ne
est illustre´ dans le graphique suivant (ﬁgure 1.12), 230 points ont e´te´ tire´s
suivant une sinuso¨ıde, 200 points constituent les points de la base et 30 les
vecteurs codes. Deux e´chelles ont e´te´ choisies. Dans le premier exemple,
les ﬂe`ches repre´sentent de ”mauvais” de´placements des vecteurs codes
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Fig. 1.12: Cellules de Vorono¨ı pour deux exemples diﬀe´rant uniquement par
les e´chelles et ”mauvais” de´placements des vecteurs codes dans le
premier exemple
(mauvais au sens ou` ces derniers s’e´loignent du nuage de points). Dans
le second exemple, la dilatation de l’axe horizontal est suﬃsante pour
que les cellules de Vorono¨ı soient des bandes verticales (ce qui repre´sente
la topologie des donne´es : tout de´pend de la variable x) et, si les vecteurs
codes risquent de s’e´loigner un peu des extreˆma locaux (sous-estimation
des maxima et sur-estimation des minima) ils restent dans l’ensemble
corrects.
Le graphique suivant montre, pour les deux meˆmes ensembles que
pre´ce´demment, le re´sultat d’une ﬁcelle de Kohonen de longueur 50.
Dans le premier cas, l’algorithme ”confond” la sinuso¨ıde avec un tirage
uniforme et la ﬁcelle ne repre´sente pas du tout la ”vraie” topologie des
donne´es alors que dans le second cas, on a convergence vers une ﬁcelle
ayant la meˆme forme que les donne´es.
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Fig. 1.13: Re´sultats de cartes de Kohonen pour deux meˆmes ensembles a` des
e´chelles diﬀe´rentes
L’algorithme de normalisation propose´ permet de donner des e´chelles
sur les diﬀe´rents graphes dans une certaine mesure compatibles avec les
cartes de Kohonen. Ci dessous les graphiques illustrent les re´sultat de
ﬁcelles de Kohonen sur des ensembles sinuso¨ıdaux avant et apre`s nor-
malisation, apres 5000 ite´rations pour des ﬁcelles de longueur variable
(20,40 et 70).
Les exemples suivant illustrent les re´sultats de cartes de Kohonen sur
des ensembles de dimension 2 (dimension intrinse`que) en dimension 3
(nombre d’axes line´aires ne´cessaires).
1.4 Conclusion
Les re´sultats des deux algorithmes de normalisation (simple et avec
recherche des axes principaux) donnent des re´sultats qui vont au dela`
de nos espe´rances, mais la complexite´ des phe´nome`nes en jeu dans
l’algorithme rend les calculs the´oriques ardus. Pour la normalisation
simple, on a partir d’exemples qu’il n’y avait pas force´ment d’existence
d’une solution (c’est-a`-dire d’un ensemble de poids qui rendent les tailles
de liaisons e´gales a` 1 en moyenne suivant toutes les directions). On a
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Fig. 1.14: Re´sultats avec des tirages de 200 points avec X1 = unifrnd(−1, 1)
et X2 = sin(10X1) on observe les performances d’une ﬁcelle de
Kohonen avec 20, 40 and 70 vecteurs codes et 5000 ite´rations (avant
et apre`s normalisation)
aussi trouve´ des exemples tels que la solution ne soit pas unique. Dans
le cas simple de tirages uniformes sur des rectangles, on a montre´ que
c’e´tait les ”proble`mes de bords” qui faisaient converger l’algorithme. On
a montre´ ici de manie`re empirique que les re´sultats de la normalisation
permettent un meilleur calcul de la distance curviligne et de meilleurs
re´sultats pour des projections sur des cartes de Kohonen. On verra
par la suite que la normalisation permet de mieux estimer les distances
intrinse`ques.
L’e´tude the´orique a e´te´ abandonne´e en raison de sa complexite´ mais
si une piste simpliﬁcatrice se pre´sente, elle sera reprise.


































Fig. 1.15: Re´sultats avec des tirages de 200 points avec X1 = unifrnd(−1, 1);
X2 = sin(2X1); X3 = unifrnd(−1, 1) on observe les performances
































Fig. 1.16: meˆme exemple que pre´ce´demment avec une carte (4, 20)
2. CONSTRUCTION D’UN INDICATEUR CENTRAL
2.1 Principe et indicateur
Le barycentre G d’un ensemble de points peut eˆtre de´ﬁni comme le point













(il existe aussi le ”mediancenter” M de´ﬁnit par : C =
argminX{
∑
i ‖X − Xi‖} et on pourra de´ﬁnir autant d’indicateur cen-
traux qu’il existe de norme dans Rn)
Le barycentre prend ainsi en compte les diﬀe´rences de re´partition de
masse dans l’ensemble, alors que le centre ne tient compte que de la
”forme” de l’ensemble.
Des exemples de barycentres et de centres sont pre´sente´s dans la ﬁgure
suivante.
Dans le second cas ou` les donne´es sont re´parties sur une forme pa-
rabolique, ni le barycentre ni le centre n’appartiennent a` l’ensemble de
points et, si ces deux indicateurs ont leur inte´reˆt, on pre´fe´rerait, dans
une certaine mesure, avoir le sommet de la parabole comme indicateur
central.
Pour cela il est aise´ de de´ﬁnir un ”barycentre connexe” et un ”centre
connexe” en adaptant les de´ﬁnitions pre´ce´dentes en remplac¸ant la dis-
tance euclidienne par la distance curviligne.
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Fig. 2.1: Barycentre et centre pour deux ensembles
Fig. 2.2: Un indicateur central plus pertinent dans le cas de la parabole
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Ou` dc est la distance curviligne.














L’introduction de la distance curviligne, calcule´e sur l’ensemble de
points, ame`ne a` un proble`me de non-unicite´ des deux indicateurs cen-
traux Gc et Cc : en eﬀet sur des ensembles pre´sentant un ”bouclage”
(cercles, cylindres, sphe`res...) il n’existe pas un seul minimum aux fonc-
tions
∑
i dc(M −Xi)2 et maxi dc(M −Xi)2 mais un ensemble de minima.
Fig. 2.3: Exemples d’ensembles pour lesquels les indicateurs centraux calcule´s
avec la distance curviligne ne sont pas uniques
Pour e´viter alors de choisir un point unique re´alisant le minimum si
ce dernier n’est pas signiﬁcatif, on se propose d’aﬃcher le diagramme
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des
∑
i dc(M − Xi)2 ou des maxi dc(M − Xi)2 trie´s, et de proposer a`
l’utilisateur de choisir un nombre de points parmi ceux re´alisant les plus
petites valeurs de ces fonctions. Sur ce nouvel ensemble Y de points on
calculera alors les e´carts-type suivant les diﬀe´rentes directions ( ect(Y ))
que l’on comparera aux e´carts-types de l’ensemble des observations sui-
vant les diﬀe´rentes directions ( ect(X)) en observant les rapports entre les
deux valeurs (rap(i) = ect(Yi)/ect(Xi)). Sur les axes ou` ce rapport est
faible (les variations de l’indicateur central sont faibles par rapport aux
variations de l’ensemble des points) on choisira Gci = Yi. En revanche
sur les directions pour lesquelles les variations de Y sont comparables a`
celles de X on conservera toutes les valeurs de Y .
2.2 Re´sultats
D’un point de vue pratique, c’est le calcul du centre curviligne Cc
qui a donne´ les meilleurs re´sultats. Dans le cas d’ensembles pour les-
quels l’indicateur central est unique (pas de bouclage) les re´sultats sont
e´quivalents pour les deux indicateurs. Par contre dans les cas de bou-
clages, la notion de centre a e´te´ bien plus performante. Ce sont donc les
re´sultats obtenus avec le calcul du centre qui seront pre´sente´s ici.

































Fig. 2.4: Re´sultats pour un tirage uniforme de 200 points : sur une dizaine de
points, l’e´cart type e´tant faible, on choisit de prendre le barycentre
































Fig. 2.5: Re´sultats pour un tirage gaussien de 200 points : sur une dizaine de
points, l’e´cart type e´tant faible, on choisit de prendre le barycentre
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Fig. 2.6: Re´sultats pour un tirage sur une parabole de 200 points : sur une
dizaine de points, l’e´cart type e´tant faible, on choisit de prendre le
barycentre

































Fig. 2.7: Re´sultats pour un tirage uniforme sur un cercle de 200 points : sur
150 points, l’e´cart type e´tant presque e´gal a` celui de la base, on
conserve tous les points





































Fig. 2.8: Re´sultats pour un tirage uniforme sur un cylindre de 200 points :
sur 100 points, l’e´cart type e´tant presque e´gal a` celui de la base pour
les axes 1 et 2, on conserve tous les points, en revanche on prend la
moyenne pour le troisie`me axe





































Fig. 2.9: Re´sultats pour un tirage uniforme sur un cylindre de 400 points :
sur 100 points, l’e´cart type e´tant presque e´gal a` celui de la base pour
les axes 1 et 2, on conserve tous les points, en revanche on prend la
moyenne pour le troisie`me axe
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2.3 Perspectives
Dans un premier temps il faut trouver une me´thode permettant de choisir
le ”nombre” d’indicateurs centraux a` conserver en n’observant plus les
dispersions sur les axes canoniques mais sur le syste`me d’axe le plus
pertinent en fonction de l’ensemble conside´re´, pour cela il nous faudra
certainement, comme pour la normalisation, introduire une ACP dans
l’algorithme.
Le choix de l’indicateur central est aussi a` e´tudier plus en de´tail. On
ne s’est concentre´ ici que sur le barycentre et le centre (la pratique nous a
fait pre´fe´re´ le centre mais il nous faudrait aussi tester le ”mediancenter”
et, de manie`re ge´ne´rale tout indicateur possible).
Une premie`re perspective, inte´ressante pour la suite de la the`se serait
la mise en place d’un test d’existence de ”boucles” dans les donne´es. En
re´sume´, lorsqu’il existe une ”boucle” dans les donne´es, l’indicateur cen-
tral n’est pas unique. Bien suˆr de telles conside´rations rapides ne sont pas
rigoureuses et cette ide´e reste a` de´velopper. En eﬀet dans le dernier cha-
pitre de cette partie, on projettera les donne´es sur des hyper-rectangles.
Une telle projection ne peut donner de bons re´sultats (au sens du respect
de la topologie) si le support des donne´es n’est pas home´omorphe a` un
hyper-rectangle ce qui est e´videmment le cas si il existe une boucle. Une
deuxie`me perspective, serait la mise en place d’algorithmes de classiﬁca-
tion de type ”classique” autour de ces centres (et non plus autour des
barycentres).
3. ESTIMATION DE LA DIMENSION INTRINSE`QUE
La connaissance de la dimension intrinse`que d’un ensemble de points
est une information fondamentale, d’une part pour pouvoir poursuivre
l’analyse de l’ensemble, par des me´thodes de projection non line´aires
par exemple (dans ce cas la connaissance de la dimension permettra de
de´terminer le nombre d’axes ”non line´aires”), d’autre part, comme cite´ en
introduction, si l’objectif de l’e´tude est la mode´lisation d’un phe´nome`ne,
la comparaison de la dimension des ensembles de variables explicatives et
de l’ensemble produit (explicatives et explique´es) nous dira si la recherche
d’un mode`le est, ou non, vaine.
3.1 Les diﬀe´rentes me´thodes the´oriques de calcul de la
dimension
3.1.1 Box Counting Dimension
Les me´thodes de calcul de la dimension intrinse`que sont, initialement, is-
sues de la the´orie des fractales ([DIM3]). Soit X un ensemble de points,
la premie`re dimension mise au point, ”capacity dimension” ou ”box coun-
ting” note´e Dcap, consiste en l’observation du nombre d’hypercubes N(ε)
de cote´ ε ne´cessaires au recouvrement de X (notion fonde´e sur l’auto-





Lorsque la limite n’existe pas, on a recours a` des passages aux limites
supe´rieures et infe´rieures.
3.1.2 La dimension de corre´lation
Etant donne´e la diﬃculte´ pratique du calcul de N(ε) (le temps explose
rapidement) on a le plus souvent recours a` la dimension de correlation
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Dcor. Cette dimension repose sur le principe que, si on a un ensemble
de dimension d, le nombre de paires de points distants d’au plus r est
proportionnel a` rd. Elle a e´te´ de´veloppe´e simultane´ment dans ([DIM3]
et [DIM4]).
Pratiquement :
Soit S = {x1, ....} un sous-ensemble de´nombrable de X et Sn =














Dans les cas pratiques, la dimension de corre´lation existera (i.e. ne
de´pend pas du sous-ensemble de´nombrable S) dans les cas plus ”exo-
tiques”, comme dans la ”capacity” dimension on conside´rera les limites
supe´rieures et infe´rieurs.
Il a e´te´ prouve´ dans que si Dcap et Dcorr existaient, on avait e´galite´
de ces deux mesures. Dans la pratique, on pre´fe`re la seconde me´thode
car son couˆt algorithmique est bien moindre.
La dimension de corre´lation a e´te´ ge´ne´ralise´e en :
















3.1.3 Les me´thodes de Packing-number ou d’ensembles se´parables
D’autres me´thodes ont e´te´ re´cemment mises au point telle que les ”pa-
cking number” ([DIM6]) qui reposent sur l’ide´e de Grassberger d’e´tudier
le nombre de q−uplets de la base qui forment un ensemble se´parable avec
une distance de moins de r :
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soit Gq(N, r) = card{(xi1, ..., xiq) tq ∀n,m ∈ {i1, ..., iq}2 d(xn, xm) <
r}
La dimension est alors calcule´e comme :
Dq−point =
1
q − 1 limr→0 limN→∞
log(Gq(N, r))
log(r)
3.1.4 Sur les k−plus proches voisins
Il s’agit d’une me´thode initie´e par Guckenheimer et Buzyna dans [DIM5]
puis ame´liore´e, notamment par Baadi dans [DIM1] dont le principe repose
sur l’e´volution de la distance aux plus proches voisins.
Soit dk(xi) la distance au k












avec D la dimension.
Une telle e´quivalence entre des fonctions va permettre d’estimer la
dimension.
3.2 L’estimation de dimension en pratique
La Box-Counting dimension qui, the´oriquement est le ”meilleur” indi-
cateur, car le plus proche de la dimension topologique (meˆme de´ﬁnition
sur des recouvrements pour des ensembles inﬁnis) pose, en pratique deux
proble`mes. Le premier, purement algorithmique, est celui du calcul de
N(ε) nombre minimal de cubes de cote´ ε ne´cessaires au recouvrement
de l’ensemble des observations. On se limite au calcul du nombre de
cubes de cote´ ε ne´cessaires au recouvrement en eﬀectuant un pavage de
l’espace et en comptant le nombre de cubes dans lesquels il y a au moins
une observation. On obtient ainsi, non pas le nombre N(ε), mais une
quantite´ supe´rieure de´pendant du point de de´part du pavage. Un autre
proble`me, plus de´licat, inhe´rent a` la me´thode, est le passage a` la limite
lorsque l’ensemble de points dont on e´tudie la dimension est ﬁni. En eﬀet





Lorsque le nombre de points est ﬁni, il est bien e´vident que :






Remarque : ceci est tout-a`-fait cohe´rent e´tant donne´ que la dimension
topologique d’un ensemble de point est 0.
Dans la pratique on observe le nuage de points constitue´ des couples
(N(ε), ε) sur une e´chelle logarithmique et on calcule la pente sur un
domaine ou` la courbe est droite. Vient alors le proble`me de la de´ﬁnition
d’un domaine ou` la courbe est une droite...
L’estimation de la dimension de correlation (et de sa ge´ne´ralisation)















Etant donne´ qu’on dispose d’un nombre ﬁni d’observations on devra,







dont on ne pourra prendre la limite, ni en N , ni en r.
Ici aussi on devra se contenter de la lecture du nuage de points de
log(CN(r)) en fonction de log(r) et d’en prendre la pente sur une plage
suﬃsamment ”line´aire”. Un seuil qui peut sembler ”raisonnable” pour
mesurer la pente de log(CN(r)) en fonction de log(r) est le seuil de
connexite´ δ. L’ide´e e´tant que d’une part ce seuil est supe´rieur a` la plus
grande des plus petites distances entre deux points. En eﬀet toutes les
boules centre´es sur un point des observations xi et de rayon δ compren-
dront au moins un xj =i. Ce ne sera donc pas un seuil ”trop petit” pour
une limite vers 0. D’autre part l’ensemble e´tant δ−connexe on ne risque
pas d’agre´ger des mesures de dimensions de sous parties connexes.
Enﬁn rappelons que la dimension de corre´lation correspond a` une
hypothe`se de tirage uniforme et fonctionne convenablement si la densite´
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sous jacente n’est pas trop e´loigne´e de la loi uniforme.
La me´thode des k−plus proches voisins a l’avantage quant a` elle de
ne recourir a` aucune limite (excepte´ en N).
Enﬁn apre`s avoir liste´ les inconve´nients des diverses me´thodes on peut
noter que, dans le cas de l’analyse des donne´es, on s’attend a` trouver des
dimensions entie`res. Au lieu de calculer une dimension on recherchera
donc la dimension entie`re collant le mieux aux donne´es.
Les deux me´thodes que nous avons choisies sont : la dimension de
corre´lation, pour tester et observer la pertinence du choix du seuil de
connexite´ pour son estimation, et la me´thode des k−plus proches voisins
car elle s’adapte bien a` la recherche de la ”meilleure” dimension entie`re.
3.3 La dimension de correlation autour du seuil de
connexite´







en fonction de log(r).
Pour estimer la dimension, on placera sur le graphique les droites
de pentes 1, 2, ...d passant par le point (log(δ), log(CN(δ))) ou` δ est le
seuil de connexite´ de l’ensemble des observations (X). La lecture de la
dimension se fera par l’observation du re´sultat graphique. On choisira
parmi l’ensemble des pentes celle qui semble ”coller” le mieux a` la
courbe (dans un premier temps on ne mettra pas en place de crite`re des
moindres carre´s car on ne sait pas, a priori, sur combien de points le
calculer).
Plusieurs proble`mes apparaissent qui rendent l’estimation de dimen-
sion relativement peu ﬁable pour des grandes dimensions : d’une part
le nombre de points ne´cessaire a` une bonne ”repre´sentation” de la di-
mension d croˆıt en Nd. Par exemple en observant sur les graphiques
suivants qu’une dimension 3 est a` peu pre`s retrouve´e pour des tirages de
100 points (mais pas une dimension 4), on en de´duit que le nombre de
points ne´cessaires a` l’estimation d’une dimension D est supe´rieur a` 4D
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(1001/3 ∼ 4, 5) ce qui donne un nombre de points ne´cessaires supe´rieur
a` 256 pour D = 4, 1024 pour D = 5, 4096 pour D = 6, 16384 pour
D = 7.... D’autre part, lorsque d croˆıt les droites de pentes d et d+ 1 se
rapprochent les unes des autres.
Enﬁn la me´thode ayant e´te´ construite pour des tirages de type ”uni-
forme” et comme on veut seulement tester l’ide´e intuitive de l’estimation
de densite´ au seuil de connexite´, on examinera les re´sultats pour des
tirages de type uniformes.
3.3.1 Donne´es uniformes sur [0, 1]d
Pour 100, 500 et 2000 points on s’attend a` retrouver des dimensions 3, 4
et 5, mais pas au dela`.
Les donne´es ont e´te´ simule´es sur [0, 1]d et les dimensions teste´es de 1
a` d.
On observe d’une part que la capacite´ a` retrouver la dimension cor-
respond bien aux attentes en nombre de points et, d’autre part que l’ide´e
de se placer au seuil de connexite´ pour l’estimation de la pente semble
inte´ressante.





























Fig. 3.1: Estimation de la dimension au seuil de connexite´ pour des tirages
uniformes de 100 points
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Fig. 3.2: Estimation de la dimension au seuil de connexite´ pour des tirages
uniformes de 500 points


































































Fig. 3.3: Estimation de la dimension au seuil de connexite´ pour des tirages
uniformes de 2000 points
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3.3.2 Normalisation et estimation de la dimension
Soulignons une fois de plus l’importance de la normalisation des donne´es
pour l’estimation de densite´. Encore une fois on a choisi un exemple
”sinuso¨ıdal”, soit, the´oriquement un ensemble de dimension une, non
line´aire, plonge´ en dimension deux. Les graphiques du MST et de
l’e´volution de (log(CN(r)) en fonction de log(r) sont trace´s pour deux
ensembles, avant et apre`s normalisation.




































Fig. 3.4: Estimation de dimension sur une sinuso¨ıde avant et apre`s normalisa-
tion
Si le graphique apre`s normalisation indique clairement une dimension
1 les choses sont moins claires avant normalisation ou` l’on semble observer
une rupture de pente autour du seuil de connexite´ avec un passage de la
dimension 1 a` la dimension 2, la normalisation facilite ainsi la lecture et
l’estimation de dimension.
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3.4 La dimension des k−plus proches voisins
3.4.1 Me´thode
Rappelons qu’on part de l’e´quivalence suivante :
Soit dk(xi) la distance au k












On remarque que cette e´quivalence n’est vraie que pour des tirages
uniformes dans [0, 1]D, dans le cas de tirages uniforme dans d’autres





ou` C est une constante.
On partira alors de cette dernie`re e´quation et comme on suppose
la dimension entie`re, il suﬃt de tester toutes les valeurs entie`res de D
infe´rieures ou e´gales au nombre de variables.
Comme l’e´quivalence est vraie pour n’importe quelle valeur de k et
n’importe quelle valeur de γ, on va choisir de calculer dkγ pour k ∈
{1, 2, .., 10} et γ ∈ {0.1, 0.2, .., 10}.
Pour chaque valeur de D on recherchera CD la constante maximisant
la corre´lation entre dγk et
Γ(k+γ/D)
Γ(k)
C−γ/D et on notera cor(D) le coeﬃcient





D . On estimera la dimension par
D = argmax(cor(d))
3.4.2 Re´sultats
On pre´sente les histogrames de cor(d) pour des tirages de 100 a` 1000
points (en ligne) et des dimensions de 1 a` 4 (en colonne) plonge´es en
dimension 10. On constate qu’il faut 300 points pour commencer a` re-
trouver la dimension 4 et (on n’a pas pre´sente´ les graphiques) et que la
dimension 5 n’est pas retrouve´e avant 1000 points. On a donc des ordres
de grandeur des nombres de points ne´cessaires a` l’estimation des dimen-
sions e´quivalents a` ceux de la me´thode pre´ce´dente. Le principal avantage
de la me´thode des k−plus proches voisins re´side dans le fait qu’il n’y a
pas de seuil a` parame´trer pour l’estimation. Dans le graphiques suivant
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(ﬁgure 3.5) on pre´sente les re´sultats d’estimation de la dimension in-
trinse`que par la me´thode des k−plus proches voisins, donne´es simule´es 1
premie`re colonne avec des tirages de 100, 200,..,1000 points. La seconde
colonne montre les re´sultats pour des donne´es simule´es en dimension 2,...,
la quatrie`me correspond a` des donne´es simule´es en dimension 4. Chaque
graphique repre´sente Pour chaque exemple le diagramme pre´sente les co-





D pour des valeurs de D
variant de 1 a` 10, la dimension estime´e sera celle qui re´alise le maximum
de corre´lation. De manie`re the´orique on devrait donc avoir, pour la co-
lonne k des diagrammes atteignant leur maximum pour une dimension
teste´e e´gale a` k.
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Fig. 3.5: Dimension intrinse`que par la me´thode des k−plus proches voisins
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3.4.3 Normalisation et dimension
Encore une fois la normalisation des donne´es est ne´cessaire a` une bonne
estimation de la densite´.














































Fig. 3.6: Test des dimension 1 contre 2 par la me´thode des k−plus proches
voisins. Dans le premier cas (donne´es normalise´es de manie`re ”clas-
sique”) le meilleur coeﬃcient de corre´lation est re´alise´ pour une di-
mension estime´e a` 2, dans le second cas on choisit une dimension
1.
4. LES ME´THODES DE PROJECTION
4.1 Les cartes de Kohonen
Bien que d’autres me´thodes de projection non line´aires des donne´es
existent (telles qu’isomap, curvilinear distance analysis... ), nous avons
choisi ici de nous concentrer sur les cartes de Kohonen a` voisinage ”carre´”
car cette me´thode, comme on le verra par la suite, s’adapte parfaitement
a` notre double objectif de consolidation de l’estimation de dimension et
de ﬁnalisation (pratique) du test de connexite´.
4.2 Le parame`trage des cartes de Kohonen
4.2.1 Introduction
Dans cette partie, on suppose qu’on a un ensemble X de N observations
dans RD Xi ∈ RD avec, pour caracte´riser le ieme individu, les D variables
Xi = (X
1
i , ..., X
D
i ).
On supposera ici, que les variables sont tire´es ale´atoirement sur
une varie´te´ de dimension d ≤ D (ceci peut eˆtre duˆ a` des liaisons
internes entre les variables) et on supposera, surtout, que la varie´te´
est home´omorphe a` un hyper-rectangle (ceci exclus, entre autre toute
surface type cercle, tore...)
En lanc¸ant une carte de Kohonen sur les donne´es on peut espe´rer ob-
server l’organisation des donne´es sur l’hyper rectangle ; tout le proble`me
consistant a` trouver une valeur correcte pour d et un nombre de cellule
ade´quat dans les d directions de la carte.
Pour cela on va construire un indicateur de pre´servation de la topo-
logie (entre donne´es initiales et leur projection sur les vecteurs codes).
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4.2.2 Les mesures de pre´servation de la topologie
e´tat de l’art
De nombreux travaux ont donne´ lieu a` des indicateurs de pre´servation
de la topologie qui ont e´te´ re´pertorie´s par Goodhill et Sejnowski dans
[TOP6]. Pour les lister de manie`re ordonne´s les auteurs commencent par
donner les indicateurs construits selon une C−mesure puis les ”autres”
les mesures de pre´servation de la topologie reposant sur une
C−mesure ont tous le meˆme principe :
Soit F une matrice de similarite´ ou de dissimilarite´ sur l’ensemble
des points des observations (X).
Soit cl(i) la classe dans laquelle le point Xi est projete´ a` l’issue de la
carte de Kohonen
Soit G une matrice de similarite´ ou de dissimilarite´ sur les centres
des cases de la carte (qui va donc de´pendre fortement de la structure







F (i, j)G(cl(i), cl(j))
La maximisation de C (dans le cas ou` F et G sont deux similarite´s
ou deux dissimilarite´s) ou sa minimisation dans le cas ou` on a des ma-
trices de natures diﬀe´rentes est une approximation de la maximisation
(respectivement la minimisation) du coeﬃcient de corre´lation entre les
similarite´s apre`s convergence de l’algorithme de Kohonen.
A la place de C, on peut aussi observer le coeﬃcient de correlation,
et, bien suˆr observer le nuage de points correspondant aﬁn d’avoir une
ide´e de la pertinence de l’indicateur.
Les exemples de couples F et G que l’on trouve dans la litte´rature
sont :
• A- minimal writing [TOP6]:
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– F (i, j) = 1 si Xi et Xj sont voisins, 0 sinon
– G(cl(i), cl(j)) = ||cl(i), cl(j)||
• B- minimal path length [TOP6]:
– F (i, j) = ||Xi −Xj ||
– G(cl(i), cl(j)) = 1 si Xi et Xj sont voisins, 0 sinon
• C- Jones et al [TOP6]:
– F (i, j) = 1 si Xi et Xj sont voisins, 0 sinon
– G(cl(i), cl(j)) = 1 si Xi et Xj sont voisins, 0 sinon
Il existe d’autres mesures non fonde´es sur une C− mesure :
D : Demartines et He`raut [TOP3] construisent un indicateur de res-
pect de la topologie en ”de´pliant” les donne´es a` partir des re´sultats de la
carte (ils conside`rent les lignes me´dianes de la carte comme des axes non
line´aires et de´plient les points de la base suivant ces axes). Une fois les
observations ”de´plie´es”, ils observent les correlations entre les distances
euclidiennes des points (de´plie´s) et les distances euclidiennes des vecteurs
codes associe´s.
Une telle mesure de pre´servation de la topologie peut eˆtre elle-aussi
conside´re´e comme une C− mesure avec :
• F (i, j) = ||deplie(Xi), deplie(Xj)||
• G(cl(i), cl(j)) = ||cl(i), cl(j)||
E : Une autre mesure, radicalement diﬀe´rente a e´te´ de´veloppe´e par
Villmann et al. [TOP4] Pour quantiﬁer la pre´servation de la topologie
ils construisent une ”topographic function ” pour mesurer la similitude
entre les voisinages dans l’espace des observations (construit a` l’aide des
cellules de Vorono¨ı) et dans l’espace de projection.
D’autres indicateurs existent tel que la ”minimal distortion” ou la
mesure du STRESS [TOP2].
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Une autre approche
Pourquoi une autre approche ? Si les me´thodes A, B, C semblent relati-
vement intuitives, elles ne reposent pas sur une de´ﬁnition mathe´matique
de la pre´servation de la topologie. Par exemple les similarite´s ne reposant
que sur une notion de voisinage code´ en 0 ou 1 ne prennent en compte
qu’une conservation tre`s ”locale” de la topologie.
La me´thode E (de Villmann et al) repose sur une conside´ration
mathe´matique mais comporte quelques points faibles pratiques tels que
le fait que les voisinages sont construits a` partir des cellules de Vorono¨ı,
ce qui rend le calcul inenvisageable en dimension supe´rieure (ou e´gale) a`
3 (notamment a` cause du temps de calcul).
La me´thode D est relativement proche de celle que nous allons propo-
ser, la principale critique que l’on peut faire consiste a` dire que le choix
des axes me´dians de la carte pour de´plier les observations sous-entend
que la carte a converge´ vers un re´sultat ”correct” avant de juger de la
qualite´ du re´sultat. Un autre proble`me re´side dans le fait que, si on
est bien capable a` l’aide de cette me´thode, de de´terminer la dimension
intrinse`que des donne´es, on ne sera gue`re capable de diﬀe´rencier deux
cartes de dimension 2 avec un nombre d’unite´s diﬀe´rent.
La me´thode que nous allons proposer repose sur des conside´rations
mathe´matiques de pre´servation de la topologie, mais reste proche en
principe des C−mesures. Elle donne des re´sultats relativement simi-
laires a` ceux de Desmartines (mais aise´ment adaptables a` des dimensions
supe´rieures a` deux et a` des structures de carte diﬀe´rentes).
Caracte´risation de la pre´servation de la topologie Soient (E1, d1) et
(E2, d2) deux espaces me´triques. Ils sont dis C0 home´omorphes si il existe
g : E1 → E2 une bijection continue telle que ∀(x, y) ∈ E21 , d1(x, y) =
d2(g(x), g(y))
Si (E1) est une varie´te´ de dimension d que l’on veut rendre
home´omorphe a` un hyper-rectangle la distance naturelle a` choisir sur
E1 est la distance ge´odesique.
Application aux cartes de Kohonen Dans notre proble´matique, l’espace
des observations est le second espace de la carte de Kohonen, celui ou` les
unite´s prennent leur valeur (vecteur code) .
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Etant donne´ que les vecteurs codes donnent une quantiﬁcation vecto-
rielle de l’espace des observations, on se concentre essentiellement sur ces
points et on observe la liaison entre la distance curviligne entre vecteurs
codes sur l’espace des observations et la distance euclidienne entre les
cases de la carte correspondante.
En re´sume´, on e´tudie la corre´lation entre :
d1((i1, ..., id), (j1, ..., jd)) =
√∑
(ik − jk)2 et :
d2(wi1,...,id, wj1,...,jd) la distance curviligne entre les deux vecteurs code
correspondants.
Fig. 4.1: Distance sur la carte et la distance correspondante entre les donne´es.
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Pour le calcul proprement dit de la distance curviligne, on peut
proposer plusieurs me´thodes qui de´pendent essentiellement du nombre
d’observations et du temps de calcul dont on dispose. Le calcul de la dis-
tance curviligne se fait en choisissant un graphe donnant les voisinages
et les distances entre points si ils sont voisins, et en utilisant l’algorithme
de Dijkstra.
L’algorithme de Didjkstra est relativement couˆteux en temps et on
propose plusieurs me´thodes pour calculer le graphe.
• Me´thode exhaustive : on se donne un nombre k de voisins et
on utilise le graphe des k−plus proches voisins sur l’ensemble des
observations et des vecteurs codes
• Me´thode simple : on se donne un nombre k de voisins et on utilise
le graphe des k−plus proches voisins sur l’ensemble des vecteurs
codes
• Graphe type GNN (gaz de neurones) on calcule un graphe sur
les vecteurs codes en s’inspirant de la me´thode d’apprentissage des
GNN : pour tous les points d’observations on ajoute la connexion
entre les deux vecteurs codes les plus proches de l’observation. On
consolide ensuite les liaisons en liant chaque vecteur code a` ceux
qui lui sont plus proches que les connexions donne´es par la premie`re
e´tape
Si l’approche exhaustive semble a priori la meilleure, elle ne´cessite, en
pratique un temps de calcul bien trop long. L’absence de parame´trage
initial de la me´thode inspire´e des gaz de neurones, et le fait que le graphe
soit construit a` partir des observations nous fait pre´fe´rer cette dernie`re
approche.
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graphe des 10 plus proches voisins sur l’ensemble observation+vec
graphe des 10 plus proches voisins sur les vecteurs codes graphe inspiré des gaz de neurones 
Fig. 4.2: Illustration des diﬀe´rentes me´thodes de calcul des graphes.
4.2.3 Quelques re´sultats
”Meilleure” carte de Kohonen pour diﬀe´rents exemples
On a teste´ l’indicateur de pre´servation de la topologie sur diﬀe´rents
exemples :
• A : 300 points uniforme´ment tire´s sur [0, 1]2
• B : 300 points uniforme´ment tire´s sur une selle de cheval
• C : 300 points tire´s sur une ligne en dimension 3
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• D : 300 points tire´s sur une sinuso¨ıde de fre´quence 50 (normalise´s
par la me´thode pre´ce´demment explicite´e)
• A’ : 300 points uniforme´ment tire´s sur [0, 1]2 et bruite´s sur une
troisie`me dimension
• B’ : 300 points uniforme´ment tire´s sur une selle de cheval et bruite´s
sur une quatrie`me dimension
• C’ : 300 points tire´s sur une ligne en dimension 3 et bruite´s sur une
quatrie`me dimension
• D’ : 300 points tire´s sur une sinuso¨ıde de fre´quence 50 et bruite´s
sur l’axe y (norme´s)
• E : enﬁn un exemple ne correspondant pas aux hypothe`ses de tirage
home´omorphe a` un hyper rectangle : un tirage uniforme de 300
points sur un cercle
On teste 10 cartes de Kohonen ayant approximativement 100
vecteurs codes ((1, 100), (2, 50), (3, 32),...,(10, 10)), nume´rote´es de 1 a`
10 suivant le nombre de lignes. Trois graphiques pre´sentent les re´sultats
pour chaque exemples (ﬁgures 4.3, 4.4 et 4.5):
• Les 10 nuages des couples donne´s par les distances curvilignes es-
time´es a` l’aide du graphe inspire´ des GNN (axe des abscisses) et
les distances euclidiennes entre les cases correspondantes.
• Le coeﬃcient de corre´lation entre les deux distances.
• La carte pour le maximum de corre´lation.
On remarque alors que les re´sultats sont ceux attendus, on retrouve
des cartes ”carre´es” meilleures dans les cas des tirages A,B,A’ et B’ et
des ﬁcelles dans les cas C,D, C’ et D’.
Dans le cas de l’exemple E, qui ne satisfait pas aux hypothe`ses de
travail, l’e´tude du nuage de points est plus instructive que celle du
coeﬃcient de corre´lation : Meˆme si ce dernier indique une ﬁcelle (et
donc une dimension intrinse`que de 1) il est croissant puis de´croissant et,
dans certain cas indique plutoˆt une structure ”carre´e”. En revanche la
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lecture du nuage de points montre une relation e´troite entre les deux
distances dans le cas d’une ﬁcelle (meˆme si la relation n’est pas line´aire).
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Fig. 4.3: exemples A, B et C
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Fig. 4.4: exemples D, A’ et B’
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Fig. 4.5: exemples C’, D’ et E
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De´tection d’un eﬀet sur-apprentissage
Meˆme en parame`trant une carte de Kohonen ”parfaitement” c’est-a`-dire
en connaissant la structure (dimension et rapport de longueur entre les
axes), un trop grand nombre de cellules demande´es en entre´e de la carte
de Kohonen peut induire un phe´nome`ne de sur-apprentissage avec une
mauvaise repre´sentation de la topologie des donne´es.
Les exemples suivants (un tirage uniforme de 100 points sur [0, 1]2 et
de 200 points sur une sinuso¨ıde) montrent cet eﬀet : on a applique´ des
cartes de Kohonen (carre´es et line´aires) avec un nombre d’unite´s croissant
(22, 32...;102 pour le premier tirage et 10, 20,...160 pour le second) et on a
observe´ l’e´volution de la corre´lation entre les deux distances en fonction
du nombre d’unite´s.
Dans le second cas, le fait que l’algorithme soit stochastique induit
des discontinuite´s dans l’e´volution de la corre´lation, on a calcule´ trois
cartes par exemples.








































Fig. 4.6: 100 points tire´s uniforme´ment sur un carre´, e´volution du coeﬃcient
de pre´servation de la topologie en fonction du nombre de cellules
dans la carte, carte 5× 5 (maximum de correlation) et carte 10× 10
(sur-apprentissage)
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Fig. 4.7: 200 points tire´s sur une sinuso¨ıde,e´volution du coeﬃcient de
pre´servation de la topologie en fonction du nombre de cellules dans
la carte (sur 3 essais de ﬁcelles), ﬁcelles de taille 60 et 160.
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Evolution de la corre´lation entre les distances au cours de l’algorithme
Il apparaˆıt qu’au cours de l’apprentissage de la carte, la corre´lation entre
les deux distance est croissante en moyenne. Pour e´viter un temps de
calcul trop long, on a ici ”triche´” sur les re´sultats en utilisant notre
connaissance a priori des tirages pour ne pas calculer e´tape par e´tape la
distance curviligne entre les vecteurs codes.












Fig. 4.8: e´volution de la correlation entre les distances au cours de l’algorithme
pour un tirage carre´.
4.2.4 Consolidation de la dimension
Un des proble`mes non e´voque´ encore dans ce chapitre sur l’estimation de
dimension, pre´sent surtout dans le cas des me´thodes de types ”correla-
tion dimension” ou ”capacity dimension” pour lesquelles on doit choisir
un endroit pour calculer une pente, est le proble`me de la mesure de la
dimension du bruit. Il est illustre´ sur la ﬁgure suivante qui repre´sente
visiblement un ensemble de dimension 1 bruite´, de manie`re a` ce que la
valeur du seuil de connexite´ soit de l’ordre des rayons pour lesquels la
dimension de correlation donnera 2 :
Dans ce cas de ﬁgure, la validation du parame´trage d’une carte de
Kohonen sera une aide majeure a` l’estimation de la dimension.
Revenons sur la Box Counting dimension, qu’on n’avait pas de´taille´e
dans le chapitre d’estimation de dimension du fait de la diﬃculte´ de sa
mise en oeuvre. Le principe e´tait de calculer N() nombre de ”boˆıtes”
de cote´ () ne´cessaires au recouvrement des donne´es. On calculait alors
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Fig. 4.9: Illustration du proble`me de mesure du bruit en ”correlation” dimen-
sion.
Fig. 4.10: Et le meˆme proble`me en ”box counting dimension”.
Soit alors un ensemble home´omorphe a` [0, L1] × [0, L2] × ...× [0, Ld]
avec L1 ≥ L2 ≥ .... ≥ Ld. Pour des tailles de  < Ld, on observera sur
le graphique une pente de d. Or l’information donne´e par les longueurs
est elle aussi fondamentale. Dans l’exemple pre´ce´dent, on observait ” a`
l’oeil” une dimension 1 du fait que L1 >> L2. Les longueurs relatives
dans toutes les dimensions peuvent se de´duire de la parame´trisation des
cartes de Kohonen explicite´e dans le chapitre. Ainsi, par exemple, si la
dimension estime´e par une me´thode quelconque d’estimation de dimen-
sion est de 2, on va tester un ensemble de cartes de Kohonen allant de
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la ﬁcelle a` la carte ”carre´e” et si, par exemple encore, la meilleure pa-
rame´trisation est (50, 2) on pourra en de´duire que l’espace des donne´es
est de dimension 1 avec du bruit.
4.3 Re´sultats et retour au test de connexite´
4.3.1 Me´thodologie
On commence par estimer la dimension des observations en utilisant une
des me´thodes d’estimation de dimension issues de la the´orie fractale (dans
les exemples suivants on a choisi la ”correlation dimension”). Une fois
la dimension maximum calcule´e, on teste un ensemble de cartes de Ko-
honen de dimension infe´rieure ou e´gale. Dans les exemples suivants, la
dimension estime´e est 2 et on teste des cartes de Kohonen d’environ 100
cellules. On part d’une carte (100, 1), c’est-a`-dire de dimension 1 pour
aboutir a` une carte (10, 10) de dimension 2. On choisit la meilleure pa-
rame´trisation au sens du crite`re de corre´lation entre la distance curviligne
dans les donne´es et la distance euclidienne dans la carte. On estime les
longueurs Li dans les diﬀe´rentes dimensions de la manie`re suivante pour
une carte rectangulaire (les calculs e´tant parfaitement analogues dans














Cela signiﬁe qu’on regarde la longueur moyenne de la carte suivant la
premie`re dimension, que l’on ponde´re en fonction du nombre de cellules
pour prendre en compte le fait que les vecteurs codes repre´sentent les
centres des cellules et non leurs extre´mite´s.
L’algorithme suivant re´sume la me´thode ﬁnale adopte´e :
• Estimation de la dimension
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distance assimilée a 
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Fig. 4.11: Illustration du calcul de la longueur dans la direction ”verticale”
• Recherche de la ”meilleure” carte de Kohonen dans cette dimension
(et les dimensions infe´rieures)
• Calcul des ”longueurs” dans chacune des directions de la carte ce
qui nous permettra d’aﬃner la dimension
• Test de connexite´
4.3.2 Quelques re´sultats
On a simule´ des donne´es de la manie`re suivante :
• X(:, 1) suit une loi uniforme sur [0, 30]
• X(:, 2) suit une loi uniforme sur [0, 1]
• X(:, 1) = sin(X(:, 1)/2)
On pre´sente les graphiques suivants pour illustrer les re´sultats :
• ﬁgure 5.12 : les donne´es
• ﬁgure 5.13 : l’estimation de la dimension intrinse`que par la dimen-
sion de corre´lation donne 2.
• ﬁgure 5.14 : la ”meilleure” carte de Kohonen en dimension 2 pour
environ 100 cellules est la carte (3, 33) et l’estimation des lon-
gueurs nous montre que la longueur dans la premie`re dimension
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est ne´gligeable devant la longueur dans la deuxie`me dimension, les
donne´es sont ainsi en dimension 1 et perturbe´es par un bruit.
• ﬁgure 5.15 : la lecture graphique du test de connexite´ (par rapport
a` un tirage uniforme dans [0, L1] × [0, L2]) nous indique une seule
composante connexe
• ﬁgure 5.16 : a` titre indicatif en testant la connexite´ par rapport a`




























Fig. 4.13: On estime la dimension a 2































































































































































Fig. 4.14: L’e´tude de diﬀe´rentes parame´trisation des cartes de Kohonen in-
dique que la dimension est essentiellement 1




























Fig. 4.15: L’ensemble est constitue´ d’une seule classe connexe
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Fig. 4.16: En testant la connexite´ dans un ensemble paralle´le´pipe`dique on ob-
tiendrait deux composantes connexes
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Un deuxie`me exemple, similaire, en changeant la fre´quence de la si-
nuso¨ıde donne les meˆmes types de re´sultats : On a simule´ des donne´es
de la manie`re suivante :
• X(:, 1) suit une loi uniforme sur [0, 30]
• X(:, 2) suit une loi uniforme sur [0, 1]
• X(:, 1) = sin(X(:, 1)/2)
On pre´sente les graphiques suivants pour illustrer les re´sultats :
• ﬁgure 5.17 : les donne´es
• ﬁgure 5.18 : l’estimation de la dimension intrinse`que par la dimen-
sion de corre´lation nous donne 2
• ﬁgure 5.19 : la ”meilleure” carte de Kohonen en dimension 2 pour
environ 100 cellules est la carte (3, 33) et l’estimation des lon-
gueurs nous montre que la longueur dans la premie`re dimension
est ne´gligeable devant la longueur dans la deuxie`me dimension, les
donne´es sont ainsi en dimension 1 avec un bruit.
• ﬁgure 5.20 : la lecture graphique du test de connexite´ (par rapport
a` un tirage uniforme dans [0, L1] × [0, L2]) nous indique une seule
composante connexe
• ﬁgure 5.21 : a` titre indicatif en testant la connexite´ par rapport
a un tirage uniforme dans [0, 30] × [0, 1] × [−1, 1] on aurait choisi
trois composantes connexes
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Fig. 4.19: L’e´tude de diﬀe´rentes parame´trisation des cartes de Kohonen in-
dique que la dimension est essentiellement 1































Fig. 4.20: L’ensemble est constitue´ d’une seule classe connexe
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Fig. 4.21: En testant la connexite´ dans un ensemble paralle´le´pipe`dique on ob-
tiendrait deux composantes connexes
5. CONCLUSION ET PERSPECTIVES
D’une part il faut noter que les re´sultats de la normalisation vont
au dela` de nos espe´rances, mais que l’aspect the´orique nous e´chappe.
Dans le cas de tirages uniformes sur un rectangle, il est clair que ce
sont les ”proble`mes” de bord qui permettent d’obtenir au ﬁnal une
normalisation ”carre´e”. Dans le cas ge´ne´ral, les phe´nome`nes implique´s
sont plus obscurs et diﬃcile a` mettre en e´quations. La recherche de la
”meilleure” parame´trisation d’une carte de Kohonen oﬀre de nombreuses
perspectives en analyse des classes et surtout en connaissance de la
dimension. Tout a e´te´ fait pour que l’adaptation des algorithmes a` des
dimensions supe´rieures a` 2 soit aise´e, mais ce travail n’est pas termine´.
Pour pouvoir en tester les re´sultats sur des exemples autres que ”jouet”
mais aussi avec des donne´es re´elles, il faudrait au pre´alable trouver un
algorithme convergeant vers la ”meilleure” carte pour e´viter de toutes
les tester, ce qui donne un temps de calcul trop e´leve´. Nous e´tudions
actuellement quelques ide´es allant dans ce sens.
Une perspective a` l’ensemble des deux parties (classiﬁcation et ana-
lyse d’une classe sous hypothe`se de connexite´) est la mise en place
d’indicateurs pre´liminaires a` une mode´lisation. En eﬀet supposons qu’on
recherche un mode`le de la forme Y = f(X) avec f fonction continue.
Alors pour des proble`mes de raccordement, il faudra travailler sur des
composantes connexes par arc en X. Supposons que X soit connexe par
arc (le cas e´che´ant on travaille par composante connexe de X) alors si
Y = f(X) avec f continue le graphe, {(x, f(x)} est connexe par arc
(la re´ciproque est fausse mais garantit quand meˆme que l’ensemble des
points de discontinuite´ de f ne se´pare pas l’ensemble de de´part en plu-
sieurs classes connexes par arc). Ainsi, si X est connexe et (X, Y ) n’est
pas connexe, la recherche d’un mode`le sera vaine. Supposons maintenant
que X et (X, Y ) soient connexes, si on a un mode`le Y = f(X), alors la
dimension intrinse`que de X et la dimension intrinse`que de (X, Y ) sont
identiques. Bien suˆr il faut pouvoir envisager un mode`le Y = f(X) + ε
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mais dans ce cas on peut imaginer que si les mesures de dimension in-
trinse`que ne sont alors pas identiques pour X et (X, Y ), le nombre de
”longueurs” signiﬁcatives est le meˆme. L’estimation des longueurs dans
les diﬀe´rentes direction pourrait alors nous aider a` construire un coeﬃ-
cient de corre´lation non line´aire. Contrairement au coeﬃcient de corre-
lation non line´aire de Spearman, ce dernier ne ne´cessite pas d’hypothe`se
sur la monotonie de la fonction du mode`le et, de plus, serait calculable
pour des donne´es de dimension quelconque.
Part III





Ces deux derniers travaux ont e´te´ re´alise´s en collaboration e´troite
avec des e´conomistes. Dans le premier cas (e´tude des dynamiques in-
dividuelles), le travail a e´te´ eﬀectue´ avec Corinne Perraudin et Joseph
Rinkievicz dans le cadre du de´veloppement des cartes de Kohonen au SA-
MOS. Le second (e´tude des dynamiques de groupes) a e´te´ avec fait avec
Yamina Tadjeddine et Sebastien Galanti dans le cadre d’une e´tude com-
mande´e par la CDC (Caisse des De´poˆts et Consignations) sur l’analyse
du comportement des ge´rants de fonds.
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1. ETUDE DES DYNAMIQUES INDIVIDUELLES
1.1 Introduction
L’Union Economique et Mone´taire (UEM) est une e´tape logique dans la
construction europe´enne, mais constitue en meˆme temps un re´el change-
ment politique pour les pays y participant. En eﬀet, l’introduction d’une
monnaie europe´enne unique ge´re´e par une Banque Centrale Europe´enne
correspond a` l’abandon d’un fort instrument de souverainete´. Le traite´
signe´ a` Maastricht, le 7 fe´vrier 1992, rend irre´versible la marche vers une
monnaie unique en de´ﬁnissant un calendrier des re´alisations a` eﬀectuer
en trois phases.
Durant la premie`re phase, les e´tats membres s’engagent a` pre´senter
des “programmes de convergence” visant a` rapprocher et a` ame´liorer
leurs performances e´conomiques aﬁn de rendre possible l’e´tablissement
de parite´s ﬁxes entre leurs monnaies.
La deuxie`me phase de l’UEM, qui de´bute le 1er janvier 1994, constitue
une pe´riode transitoire, au cours de laquelle les eﬀorts de convergence
sont maintenus et ampliﬁe´s. L’Institut Mone´taire Europe´en (IME) est
mis en place a` Francfort; ses missions sont de renforcer la coordination
des politiques mone´taires, de promouvoir le roˆle de l’Euro et de pre´parer
l’installation de la Banque Centrale Europe´enne pour la troisie`me e´tape.
En mai 1998, les ministres des Finances des Quinze e´tablissent, sur la
base de rapports e´tablis par la Commission et l’IME, une liste des E´tats
membres qui remplissent les conditions leur permettant de passer a` la
monnaie unique, ce qui constitue la troisie`me phase.
Les normes ﬁxe´es par le traite´ de Maastricht pour une e´ventuelle
participation a` l’Union Economique et Mone´taire sont exclusivement
d’ordre mone´taire et ﬁnancier. Elles visent a` rapprocher les compor-
tements des pays en matie`re d’inﬂation, de taux d’inte´reˆt, de de´ﬁcit
budge´taire, de dette publique et de taux de change1. Pour l’essentiel,
1 Les crite`res de Maastricht sont les suivants : (1) le taux d’inﬂation ne peut
de´passer de plus de 1,5% la moyenne des taux des trois E´tats ayant la plus faible
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il s’agit donc d’assurer la convergence nominale des e´conomies des pays-
membres. L’hypothe`se sous-jacente est que la stabilite´ des taux de change
et des prix favorisera la croissance et l’inte´gration e´conomique, de sorte
que les pays qui cherchent a` atteindre des cibles nominales communes ver-
ront e´galement converger leur structure e´conomique. De plus, l’existence
d’une monnaie unique et d’une politique mone´taire commune, en contrai-
gnant les pays membres de l’union mone´taire a` une re´ponse commune et
uniforme, requie`re une certaine inte´gration nominale.
Sur la base de leurs performances e´conomiques en 1998, 11 pays
ont forme´ l’UEM et ont adopte´ l’Euro comme monnaie : l’Allemagne,
l’Autriche, la Belgique, l’Espagne, la Finlande, la France, l’Irlande,
l’Italie, le Luxembourg, les Pays-Bas et le Portugal. La Gre`ce a inte´gre´ la
zone Euro en 2001. Le Danemark et le Royaume-Uni n’ont pas souhaite´
inte´grer la zone Euro et la Sue`de inte´grera l’UEM de`s qu’elle aura rempli
les conditions.
L’objectif de cet article est d’e´tudier la convergence nominale des
e´conomies des pays actuellement dans l’Union Europe´enne, sans a priori
the´orique, a` savoir en e´tudiant la plus ou moins grande homoge´ne´ite´ des
e´conomies sur la base de donne´es relatives aux crite`res de Maastricht.
Plus pre´cise´ment, l’objectif est d’e´tudier la transition de ces e´conomies
vers les crite`res de´ﬁnis par le traite´ de Maastricht pour participer a`
l’UEM. Il est en eﬀet inte´ressant d’e´tudier les processus de convergence
des e´conomies europe´ennes et de voir s’il existe une certaine homoge´ne´ite´
dans les processus de transition vers les normes communes ou si l’on peut
observer l’ide´e d’Europe a` plusieurs vitesses, y compris dans les transi-
tions.
Nous conside´rons dans cette e´tude les 15 pays actuellement dans
l’Union Europe´enne, meˆme si seulement 12 d’entre eux font partie de
l’UEM aujourd’hui. L’e´tude est base´e sur la pe´riode 1980-2002. Nous uti-
lisons donc des donne´es temporelles relatives a` 4 variables e´conomiques
pour 15 pays2 : le de´ﬁcit public en pourcentage du PIB, la dette publique
en pourcentage du PIB, le taux d’inﬂation (taux de croissance de l’indice
des prix a` la consommation harmonise´) et le taux d’inte´reˆt nominal de
inﬂation; (2) les taux d’inte´reˆt a` long terme ne peuvent varier de plus de 2% par
rapport a` la moyenne des taux des trois E´tats les plus bas; (3) les de´ﬁcits budge´taires
nationaux doivent eˆtre proches ou infe´rieurs a` 3% du PNB; (4) la dette publique ne
peut exce´der 60% du PNB que si elle a tendance a` descendre vers ce niveau; (5) une
monnaie nationale ne peut avoir e´te´ de´value´e au cours des deux anne´es pre´ce´dentes
et doit eˆtre reste´e dans la marge de ﬂuctuation de 2,25% pre´vue par le SME.
2 Les donne´es proviennent de Economic Outlook de l’OCDE.
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long-terme3.
Aﬁn d’e´tudier les trajectoires des pays europe´ens et de de´ﬁnir des
classes de pays europe´ens, nous proposons d’adapter l’algorithme de Ko-
honen4 (encore appele´ algorithme SOM) au traitement de donne´es tem-
porelles et spatiales. Les sections suivantes pre´sentent la me´thode et les
re´sultats obtenus.
1.2 Une carte de Kohonen contrainte
1.2.1 Le principe
Aﬁn de prendre en compte la dimension temporelle des donne´es, on pour-
rait construire autant de cartes de Kohonen que d’anne´es et classiﬁer les
15 observations (pays) selon les 4 variables retenues par anne´e5 pour des
applications directes de l’algorithme de Kohonen sur des donne´es tempo-
relles, traitant de transition d’individus sur la carte en ayant conside´re´
comme observation un individu pour une anne´e.. Le proble`me avec ce
type de me´thode est que la classiﬁcation ainsi obtenue anne´e par anne´e
est tre`s instable. Ainsi, nous proposons une me´thode qui prend en compte
simultane´ment l’ordonnancement temporel et spatial des donne´es. Pour
cela, on construit une carte de longueur 23 (nombre d’anne´es) et de lar-
geur 8 (nombre de repre´sentants par anne´e choisi a priori), pour laquelle
le calcul des vecteurs codes s’eﬀectue selon l’algorithme suivant :
• L’initialisation de l’algorithme SOM correspond a` un tirage
ale´atoire de 8 pays dans l’ensemble des donne´es. A l’unite´ (i, t)
de la carte, on aﬀecte les quatre valeurs des variables6 du pays i
pour l’anne´e t.
• A chaque ite´ration, un pays i0 et une anne´e t0 sont tire´s
ale´atoirement dans l’ensemble de donne´es. Ensuite, pour tout
i ∈ [1, 8], on cherche l’unite´ (i, t0) qui est la plus proche de
l’observation se´lectionne´e.
3 Nous ne retenons pas le taux de change parmi nos variables, car le crite`re qui y
re´fe`re repose sur une stabilite´ des changes et non pas sur une norme donne´e.
4 Nous supposons que le lecteur est familier avec l’algorithme de Kohonen. Voir
par exemple [DYI3] ou [DYI4] pour une pre´sentation de l’algorithme et pour des
applications a` l’analyse de donne´es diverses.
5 Voir [DYI1] ou [DYI2]
6 Les donne´es sont centre´es et re´duites par variable sur la pe´riode entie`re.
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• On met a` jour l’unite´ gagnante et les unite´s voisines. Le voisinage
de´croˆıt dans la dimension ligne durant les ite´rations de r a` 0. Pour
forcer l’organisation temporelle, pour un voisinage ligne donne´ r,
la taille du voisinage temporel de´croˆıt de r a` 0 (voir ﬁgure 1.2.B).
• Finalement, aﬁn de garantir la convergence, on ﬁnit a` 0 voisin sur
les deux derniers tiers des ite´rations.
Une fois que l’algorithme a converge´, on place les pays sur la carte
aﬁn d’identiﬁer leur position.
1.2.2 La classiﬁcation
La carte ainsi obtenue permet d’observer une continuite´ a` la fois dans la
dimension temporelle et dans la dimension ligne (voir ﬁgure 1.1). Une
opposition tre`s nette apparaˆıt sur la carte entre le cote´ en haut a` droite,
qui correspond a` des niveaux e´leve´s des 4 variables (de´passant les normes
de Maastricht), et le bas a` gauche de la carte, qui correspond a` des ni-
veaux faibles des 4 variables. Pour chaque ligne (soit pour chaque anne´e),
les performances en termes de normes de Maastricht de´croissent quand
on parcourt les unite´s de la gauche vers la droite. On peut observer un
resserrement des proﬁls moyens extreˆmes par anne´e durant la pe´riode
1980-2002. La diﬀe´rence entre les meilleures et les moins bonnes perfor-
mances diminue au cours des anne´es. Ces re´sultats illustrent le processus
de convergence des pays europe´ens vers les crite`res de Maastricht.
Le nombre de classes est ensuite re´duit par une classiﬁcation
hie´rarchique applique´e aux 8× 23 vecteurs codes. Le nombre de classes
retenu est 5 (voir ﬁgure 1.1 ou` les classes sont indique´es par une e´chelle
de gris et sont de´limite´es par une ligne noire).
Premie`rement, on peut observer que les classes regroupent des unite´s
correspondant a` plusieurs anne´es et que le nombre de classes par anne´e
varie entre 1980 et 2002. Chaque anne´e, de 1980 jusqu’a` 1994, les 15
pays sont regroupe´s dans 3 classes (sauf 1985, qui est caracte´rise´ par 4
classes, et 1986 dont une des 4 classes ne contient pas d’observation).
A partir de 1995, il ne reste que 2 classes. La diminution du nombre
de classes durant la pe´riode e´tudie´e illustre a` nouveau le processus de
convergence des pays europe´ens.
1.2. Une carte de Kohonen contrainte 189
Fig. 1.1: Carte de Kohonen contrainte
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Fig. 1.2: B : Evolution du rayon dans l’algorithme modiﬁe´; C : Projection des
variables sur la carte transpose´e.
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Deuxie`mement, on observe que les classes se de´placent vers le cote´
droit de la carte de Kohonen, indiquant que les mauvais proﬁls d’une
anne´e correspondaient avant aux proﬁls moyens. Par exemple, la classe
regroupant l’Italie, l’Irlande, la Gre`ce et le Portugal en 1980-81 disparaˆıt
en 1987; le proﬁl de l’Italie, de la Gre`ce et du Portugal en 1990 se
retrouve dans la meˆme classe que celui de la Sue`de, du Royaume-Uni,
du Danemark et de la Belgique en 1980. Ainsi, la diﬀe´rence dans les
performances entre les pays existant dans les anne´es 80 a progressive-
ment disparu et on peut remarquer une plus forte homoge´ne´ite´ entre les
pays europe´ens a` la ﬁn de la pe´riode sur la base des crite`res de Maastricht.
Plus pre´cise´ment, au de´but des anne´es 80, la classe la plus vertueuse
selon les crite`res de Maastricht est compose´e du Luxembourg, de
l’Autriche, de la France, de l’Allemagne, de l’Espagne et des Pays-Bas.
Cette classe regroupe les pays qui constituaient le cœur de la Com-
munaute´ Economique Europe´enne, ainsi que l’Espagne et l’Autriche.
La classe interme´diaire est compose´e de la Sue`de, du Royaume-Uni,
du Danemark et de la Belgique. Et la dernie`re classe est compose´e
de l’Italie, de l’Irlande, de la Gre`ce et du Portugal. Nous pouvons
remarquer que l’Italie, la troisie`me puissance europe´enne, reste dans le
classe des pays les moins vertueux, re´ve´lant les diﬃculte´s a` e´quilibrer
ses ﬁnances publiques et a` ralentir son inﬂation.
Un changement important apparaˆıt au de´but des anne´es 90 avec le
commencement d’une profonde re´cession et avec la crise du Syste`me
Mone´taire Europe´en (SME). Plus pre´cise´ment, en 1993, la classe
interme´diaire devient plus importante, regroupant des pays qui appar-
tenaient pre´ce´demment a` la classe la plus vertueuse. En 1994 et 1995,
la classe la plus vertueuse n’est compose´e que du Luxembourg. Cela
illustre les eﬀets de la re´cession en Europe, qui a provoque´ d’importants
de´ﬁcits publics et la ﬁn du SME. Apre`s 1995, il ne reste que deux classes.
La classe la plus vertueuse regroupe progressivement de plus en plus
de pays, puisqu’en 1997-1998 les pays membres de l’UE se doivent de
respecter les crite`res de Maastricht pour inte´grer l’UEM. En 2002, trois
pays restent dans la classe la moins vertueuse (Italie, Gre`ce et Belgique)
puisqu’ils continuent a` avoir un ratio de dette publique sur PIB qui
de´passe les 100%, et donc qui de´passe la norme ﬁxe´e a` 60%. Cepen-
dant, puisqu’ils ont re´ussi a` faire de´croˆıtre suﬃsamment ce ratio, cette
mauvaise performance n’a pas e´te´ un obstacle a` leur inte´gration a` l’UEM.
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On peut remarquer que la France et l’Allemagne en 2002 sont tre`s
proches de la classe la moins vertueuse. Comme chacun s’en souvient,
les deux grandes puissances europe´ennes ont joue´ le roˆle de mauvais e´le`ves
en 2002, a` cause des proble`mes qu’ils ont eu a` e´quilibrer leurs ﬁnances
publiques malgre´ leur engagement dans le cadre du Pacte de Stabilite´.
En eﬀet, depuis 1997, le Pacte de Stabilite´ et de croissance limite la
possibilite´ pour un pays membre de trop user de politiques ﬁscales ex-
pansionnistes pour faire face a` une re´cession. Le non respect de la norme
sur les ﬁnances publiques a alors conduit la Commission Europe´enne a`
de´clencher la proce´dure de de´ﬁcit excessif pour l’Allemagne et la France
en 2002, comme elle l’avait de´ja` fait pour le Portugal en 2001 (qui se
retrouve proche de la classe la moins vertueuse en 2001).
1.2.3 Trajectoires individuelles
Nous pouvons repre´senter les trajectoires de chaque pays a` travers la
carte. La trajectoire du Luxembourg (voir ﬁgure 1.3) est tre`s proche
du cote´ gauche de la carte de Kohonen, indiquant qu’il a e´te´ le plus
vertueux puisqu’il a e´te´ caracte´rise´ sur toute la pe´riode par les valeurs
les plus faibles pour les 4 crite`res.
Fig. 1.3: Trajectoires du Luxembourg
Les trajectoires de l’Autriche, de la France, de l’Allemagne, des
Pays-Bas, du Royaume-Uni, du Danemark, de la Finlande et de la
Sue`de sont tre`s similaires puisqu’elles commencent dans la classe la plus
vertueuse en 1980, traversent la position interme´diaire dans les anne´es
90 pendant la re´cession et terminent dans la classe la plus vertueuse a`
la ﬁn de la pe´riode (voir ﬁgure 1.4).
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Fig. 1.4: Trajectoires de l’Autriche, de la France, de l’Allemagne, des Pays-
Bas, du Royaume-Uni, du Danemark, de la Finlande et de la Sue`de
Les trajectoires de l’Italie, de la Belgique et de la Gre`ce sont
oppose´es a` celle du Luxembourg puisqu’elles sont reste´es tre`s proches
de la position la moins vertueuse durant toute la pe´riode (voir ﬁgure 1.5).
Deux trajectoires me´ritent une attention particulie`re, il s’agit de
celles du Portugal et de l’Irlande (voir ﬁgure 1.6). Alors que ces
deux pays commencent dans la classe la moins vertueuse en 1980, ils
parviennent a` passer dans la classe interme´diaire dans la moitie´ des
anne´es 90 (alors qu’a` cette pe´riode, la plupart des pays europe´ens voit
leur situation s’aggraver suite a` la re´cession en Europe) et terminent
ﬁnalement dans la classe des pays les plus vertueux. Notre e´tude illustre
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Fig. 1.5: Trajectoires de l’Italie, de la Belgique et de la Gre`ce
clairement la transition exceptionnelle de ces pays.
Fig. 1.6: Trajectoires du Portugal et de l’Irlande
La trajectoire de l’Espagne est tre`s ﬂuctuante, illustrant les diﬃculte´s
pour cette e´conomie a` converger vers les normes de Maastricht (voir
ﬁgure 1.7).
Fig. 1.7: Trajectoire de l’Espagne
2. ETUDE DES DYNAMIQUES DE GROUPES
2.1 Introduction
On va, dans cette partie s’inte´resser a` l’e´tude des dynamiques de groupes
de donne´es projete´es sur une carte de Kohonen pour l’observation des
comportements des ge´rants de SICAV ”France” (c’est-a`-dire constitue´es
de plus de 80 pourcents d’actions franc¸aises). Les performances des cartes
de Kohonen pour traiter de telles donne´es ont e´te´ de´montre´e par M.
Verleysen, B Maillet et T. Kohonen par exemple. Pour pouvoir e´tudier
la dynamique de groupe l’ide´e a e´te´ la suivante :
• projections des donne´es a` toutes les dates sur une carte de Kohonen
• analyse de la carte de Kohonen
• analyse de la fre´quentation de la carte de Kohonen date par date
Dans un premier temps, on pre´sentera les donne´es que nous avons
e´tudie´es et les traitements statistiques que nous leur avons fait subir,
puis nous pre´senterons la carte de Kohonen qui servira de base a` la suite
des traitements, enﬁn la me´thode d’analyse de dynamique de groupe sera
pre´sente´e ainsi que quelques uns des resultats juge´s les plus inte´ressants.
2.2 Base de donne´es et traitements pre´liminaires
La base est initialement compose´e des valeurs quotidiennes de 83 sicavs
Vt0(sicav). Nous avons choisit de travailler sur les rendements a` 15 jours
(Rt(sicav) = Vt(sicav)/Vt(sicav)− 1. Ce choix re´sulte de plusieurs tests
et s’est ave´re´ eˆtre un bon compromis entre de bons re´sultats de re´gressions
a` venir et des se´ries relativement peu lisse´es. En plus des rendements sur
les sicavs on dispose des rendements d’indices : le CAC40, le SBF80,
le second marche´ (SM), et le marche´ des nouvelles technologies (IT).
Dans un premier temps, on va de´-corre´ler les indices (fortement corre´le´s
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entre eux pour certains) par des re´gressions line´aires et un travail sur les
re´sidus : Le mode`le (donnant des coeﬃcients signiﬁcatifs a` 95 pour cent)
se re´sume par le syste`me S1 d’e´quations suivant :
Rt(SM) = α1Rt(CAC) + εt(SM)
Rt(SBF80) = α2Rt(CAC) + β2εt(SM) +t (SBF80)
Rt(IT ) = α3Rt(CAC) + β3ε2(SM) + εt(IT ).
On travaillera alors, en re´gression sur les indices de´-correle´s :
Rt(CAC), Rt(NR), εt(SM), εt(SBF80), εt(IT ),
et on caracte´risera les Sicavs par les coeﬃcients de re´gressions sur
les indices de´-corre´le´s les re´gressions e´tant eﬀectue´es sur des pe´riodes
d’environ 2 mois (61 jours centre´s sur la date voulue) :
Rt(si) = at(si)Rt(CAC),+bt(si)Rt(NR) + ct(si)εt(SM) + dt(si)εt(IT )
dont on gardera les coeﬃcients signiﬁcatifs a` 95 pourcents. On ne
gardera que les e´quations pour lesquelles le R2 est supe´rieur a` 0, 6. En-
suite on calculera le poids des indices par inversion du syste`me S1 sur
(a, b, c, d) Enﬁn, comme on interpre´tera les poids comme des pourcen-
tages de placement sur les diﬀe´rents indices, on ne conservera ﬁnalement
que les poids positifs, les autres e´tant remis a` 0 (voir Verleysen) et on
normera les vecteurs pour que la somme des poids soit 1.
2.3 re´sultats de la projection sur une carte de Kohonen
On a projete´ l’ensemble des poids sur une carte de Kohonen, cela
repre´sente au total 64773 vecteurs de dimension 4, en re´alite´ en dimension
3 (somme des composantes e´gale a` 1) et qui se projettent bien en dimen-
sion 2. Un vecteur poids correspondant a` position strate´gique d’une Sicav
a un temps donne´. La carte choisie est une carte (7, 7) qui repre´sente un
compromis entre une projection ﬁne des donne´es (carte assez grande) et
une fre´quentation assez signiﬁcative date par date pour les traitements a`
venir.
En re´sume´, on note que les strategies fortement axe´es sur le CAC40 se
trouvent dans le coin supe´rieur gauche, celles axe´es sur le second marche´
sont dans le coin infe´rieur gauche, celles axe´es sur le SBF80, dans le coin
infe´rieur droit, et les nouvelles technologies, assez peu repre´sente´es, sont
au centre.
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Fig. 2.1: Projection des diﬀe´rentes ”strate´gies” sur une carte (7, 7)
2.4 Analyse de dynamique de groupe
2.4.1 Individus et variables
Pour l’e´tude de la dynamique de groupe on a choisi de caracte´riser chaque
date (en re´alite´ chaque paquet de trois dates conse´cutives pour aug-
menter la signiﬁcation) par une matrice F (t) ∈ M(7, 7) repre´sentant
la fre´quentation de la carte de Kohonen a` la date t. Pratiquement F (t)i,j
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vaut le nombre de sicav a` la date t situe´s dans la case (i, j) de la carte
divise´ par le nombre total de sicav e´tudie´es a` la date t (ce nombre peut
varier d’une date a` l’autre e´tant donne´ qu’on n’a garde´ que les poids issus
de re´gressions dont le R2 e´tait supe´rieur a` 0, 6.
En re´sume´ les individus seront de´sormais les dates (273 dates forme´es
de paquets de 3 jours conse´cutifs) et les variables les matrices de
fre´quentation.
2.4.2 Distance entre les matrices de fre´quentation
Du fait de la structure topologique de la carte de Kohonen, une distance
”classique” entre les matrices de fre´quentation ne sera pas tre`s pertinente
car elle ne rendra pas compte de la proximite´ entre les cellules de la carte
(voir ﬁgure 2.2) .
Fig. 2.2: Encadre´ sur les distances
Pour tenir compte des eﬀets de proximite´ entre les cellules des ma-
trices de fre´quentation, on conside´rera la fre´quentation comme une sur-
face, les donne´es brutes correspondant a` un histogramme qu’on va lisser
par des noyaux gaussiens : on passe ainsi des matrices de fre´quentation




Fi,j(t)K((x, y), (i, j), σ
2Id)
avec :




2 + (y − j)2
2σ2
)
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(Fi,j(t)− Fi,j(t′))(Fi′,j′(t)− Fi′,j′(t′))exp(−(i− i
′)2 + (j − j′)2
4σ2
)
Le choix du parameˆtre σ est fondamental : si σ → 0 on va tendre
vers la distance euclidienne, si σ est trop grand, on aura des distances
tre`s faibles entre toutes les cartes.
On a choisit σ = 1/2 en se re´fe´rant au cas ou la fre´quentation est
uniforme dans la nappe et en choisissant le parame`tre qui rend la nappe
la plus ”uniforme”.
Fig. 2.3: Le choix de σ = 0.5
2.4.3 Classiﬁcation
Une fois de´ﬁnis ce qu’e´taient les individus (temps), les variables (ma-
trices de fre´quentation) et les distances entre variables, on va proce´der a`
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une classiﬁcation des temps en pe´riode d’e´volution par une classiﬁcation
hie´rarchique par la distance minimum avec un indicateur de distance in-
tra classe calcule´ comme en partie 2 (classiﬁcation). Dans le cas ou` les
donne´es sont aussi particulie`res, les tests sur les ruptures de distance in-
tra classe sont totalement non adapte´s et on se contentera de choisir un
nombre de classes correspondant a` la plus grande valeur de rupture, soit
29 classes.
Fig. 2.4: nombre de classes
2.5 Re´sultats
2.5.1 Re´sultats ge´ne´raux sur l’ensemble de la pe´riode
Conside´rons l’interpre´tation du premier carre´ a` gauche (date 1/03/99),
on constate une dispersion des ge´rants (pas de zone fonce´e) avec toutefois
trois poˆles sur le CAC 40, sur le MC et sur le SBF. Dans le carre´ suivant
en bas, on observe une polarisation des ge´rants sur le CAC 40. Le premier
carre´ renvoie a` la pe´riode 11/03/1999 a` 11/10/1999, soit la pe´riode situe´e
entre les deux premie`res lignes verticales. Le carre´ en-dessous caracte´rise
la pe´riode suivante, de meˆme pour les troisie`me et quatrie`me carre´s. Les
dates indique´es au-dessus des ﬂe`ches correspondent aux changements de
colonnes.
Nous pouvons suivre l’e´volution globale des fonds, a` travers les classes
de Kohonen. Nous pouvons distinguer dix pe´riodes :
• 1) Mars 99- octobre 99: Au de´but de la pe´riode, peu de ruptures
sont a` signaler. On observe la pre´sence de quatre poˆles : CAC 40,
un me´lange CAC40 MC, MC et SBF (plutoˆt mixe de CAC 40 et
SBF 80).
• 2) De´cembre 99- mai 2000 : On observe des dispersions accrue des
proﬁls. La ﬁgure 9 de´taille les changements constate´s durant cette
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Fig. 2.5: e´volution sur toute la pe´riode
pe´riode.
• 3) Juillet-aouˆt 2000 : Les rendements des fonds sont fortement
lie´s aux cours de l’IT et du CAC 40. La chute brutale sur la Nou-
velle Technologie, accompagne´e d’un choc de liquidite´ explique sans
doute cette forte corre´lation. La valeur liquidative des fonds a for-
tement baisse´.
• 4) Aouˆt- novembre 2000 : Les fonds cherchent des solutions de repli
: surtout vers les poˆles SBF 80 et MC, et peu vers le CAC 40.
• 5) De´cembre 2000-Avril 2001 : On constate une forte he´te´roge´ne´ite´
des styles en de´but de pe´riode puis l’apparition d’un poˆle important
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SBF 80 et de poˆles secondaires CAC 40, SBF et MC. La zone du
centre est de´laisse´e : les positions sur l’IT ont e´te´ de´noue´es.
• 6) Mai- Aouˆt 2001 : Il existe une forte dispersion, le poˆle SBF 80
est un peu abandonne´ au proﬁt des poˆles CAC 40 et SBF.
• 7) Septembre 2001 : On constate un repli brutal et collectif vers le
CAC 40.
• 8) Octobre- Mars 2002 : Le poˆle SBF 80 constitue un poˆle de
concentration tre`s important, le segment MC est de´laisse´.
• 9) Mars 2002 : Les fonds se replient vers le CAC 40, le SBF 80
n’attire plus.
• 10) Avril- Juin 2002 : On observe une forte dispersion des proﬁls,
le retour du poˆle MC, la disparition du poˆle SBF 80, la re´apparition
de fonds dans la zone du centre.
2.5.2 De´tail de la pe´riode ” bulle internet ”
La ﬁgure ci-dessus indique toutes les cartes de fre´quentation pour la
troisie`me classe, a` savoir celle qui de´bute le 01/12/99 et ﬁnit le 02/05/00,
soit 96 jours ouvre´s. Dans la mesure ou` nous avons travaille´ sur 3 jours,
nous obtenons 35 individus. Cette pe´riode correspond a` la bulle Internet,
marque´e par une croissance tre`s forte des cours des indices IT, NM et
CAC 40.
Nous pouvons suivre au jour le jour les transformations de la carte
des fre´quentations. La lecture du graphe se fait de gauche a` droite,
puis de haut en bas. Nous constatons de´ja` que, au sein de cette classe,
les e´volutions sont continues. Il est possible de distinguer trois sous-
pe´riodes :
• 1) 01/12/99- 13/01/00 : Cette pe´riode est caracte´rise´e car un en-
gouement fort pour le CAC 40 et le SBF ainsi que l’absence du
poˆle SBF 80. On observe aussi que quelques fonds s’aventurent
de´ja` dans la zone du centre.
• 2) 18/01/00- 29/03/00 : Cette phase correspond a` l’engouement
pour la Nouvelle Technologie. On constate en eﬀet que la zone du
centre, correspondant au poˆle IT, s’ave`re tre`s attractive. Le CAC
40 et le MC attirent aussi de nombreux fonds.
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Fig. 2.6: Evolution collective de´taille´e 01/12/99-02/05/00
• 3) 03/04/00- 02/05/00 : Le poˆle IT perd peu a` peu de son pouvoir
attractif, au proﬁt du CAC 40 et du MC. Le poˆle SBF 80 est
toujours absent.
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