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Abstract: We search for an abelian description of the Yang-Mills instantons on
certain eight dimensional manifolds with the special holonomies Spin(7) and SU(4).
By mimicing the Seiberg-Witten theory in four dimensions, we propose a set of
monopole-like equations governing the 8-dimensional U(1) connections and spinors,
which are supposed to be the dual theory of the nonabelian instantons. We also
give a naive test of the generalized S-duality in the abelian sector of 8-dimensional
Yang-Mills theory. Some problems in this approach are pointed out.
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1. Introduction
Yang-Mills instantons are among the simplest class of BPS states in the low-energy
limit of superstring theory. When strings are compactified, it is often important to
consider instantons on some special manifolds of dimension other than four. Math-
ematically, such instantons arise naturally as solutions to the eigenequations of a
certain star operator acting on two-forms, and just as in the 4-dimensional case, the
Yang-Mills action will reach its minimal values at these solutions. The present paper
will be devoted to a study of instantons in eight dimensions.
The notion of Yang-Mills instantons in dimension greater than four is rather old
and it may date back to the middle of the 1980’s [1][2]. This problem has raised
some renewed interest in recent years as a meanings of generalizing the Donaldson-
Witten theory to higher dimensions [3]. In particular, it is quite interesting to see
whether Donaldson invariants have the holomorphic extension to Calabi-Yau four
folds. Motivated by this as well as by the potential relevance to M-theory and
D-brane physics, various aspects of higher dimensional cohomological Yang-Mills
theories have been investigated, see e.g. [4]–[7]. An extensive study of the relevant
moduli geometry and its relations to certain calibrated submanifolds can be found
in ref.[8]. It is expected that the instanton configurations should correspond to
supersymmetric D-branes embedded in some manifolds of special holonomies [9]. In
a more recent paper, Marin˜o, Minasian, Moore and Strominger [10] explicitly found
that a nonlinear deformation of the higher dimensional instanton equations can be
derived from D-branes wrapping around supersymetric cycles, with the deformation
parameter characterized by the B-field.
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Presumably, the field theoretic approach to the instanton moduli problem based
on BRST cohomology [4][5][7] is perturbative in nature. The quantum degrees of
freedom consist mainly of the nonabelian gauge fields A, which should be considered
as fundamental fields when we try to develop a perturbative expansion in terms of the
gauge coupling constant. One may ask whether there exists a nonperturbative theory
within which one can use collective field variables to explore the underlying strong
coupling physics [4]. Inspired by the work of Seiberg and Witten [11] in four dimen-
sions, we tentatively expect that such a theory, if exists, should be closely related to
a kind of S-duality. Moreover, in the dual description the collective variables should
consist of an abelian gauge field together with a complex spinor satisfying certain
“master equations” [12].
In this paper we take a modest step toward an S-dual description for the Yang-
Mills instantons on some eight dimensional manifolds with special holonomy groups.
Our description mimics the Seiberg-Witten theory [12], in which the nonabelian
(anti) self-duality equation F+ = 0 will be replaced by an abelian one, F+ =
Q(ψ†, ψ), with ψ being a spinor field obeying the massless Dirac equation and Q
a suitable quadratic form. In writing down the explicit monopole-like equations,
we shall consider two types of manifolds: Joyce manifolds [13] of holonomy Spin(7)
as well as Calabi-Yau four-folds of holonomy SU(4). We will compare our equa-
tions with the monopole equations constructed in 4-dimensions, and point out some
problems yet to be resolved.
As a physical motivation of this investigation, we will also discuss the free
abelian sector embedded in 8-dimensional Yang-Mills theory and provide a naive
path-integral test of the S-duality in that sector. This discussion is an eight di-
mensional generalization of the usual electric-magnetic duality in four dimensions.
The duality structure in eight dimensions may be alternatively understood as the
existence of different gauge-fixings of a topological symmetry [14].
The paper is organized as follows. In Section 2 we recall some known facts
about Yang-Mills instantons on manifolds of holonomy groups Spin(7) and SU(4).
In Section 3, we give an explicit construction of the monopole-like equations. In
Section 4 we turn to a discussion of the generalized S-duality in 8-dimensional abelian
gauge theory. Finally we provide an Appendix where some useful properties of the
8-dimensional Clifford algebra are presented.
2. Yang-Mills Instantons in Eight Dimensions
Yang-Mills instantons in eight dimensions [1][2][4] originate from a generalization of
the usual concept of (anti) self-duality. Suppose that we have an eight-dimensional
Riemannian manifold X on which a closed 4-form Ω is defined. One can use this Ω
to construct a star operator ∗Ω : Λ2 → Λ2, ∗ΩF ≡ ∗(Ω ∧ F ) acting on the space of
2
two-forms. The (anti) self-duality equations are then formulated as the eigenequation
∗ΩF = λF of the star operator.
In terms of components, the action of ∗Ω is given by
(∗ΩF )µν = 1
2
ΩµναβF
αβ. (2.1)
Thus, if Ω obeys an identity of the form
ΩµναβΩ
αβστ = A(δσµδ
τ
ν − δτµδσν ) +BΩµνστ (2.2)
with some real constants A and B (where A > 0 depends on the normalization of
Ω), then the eigenequation has two solutions λ = λ±, F = F±, determined by:
λ± =
B ∓√B2 + 8A
4
,
F±µν = ±
2√
B2 + 8A
(
λ∓Fµν − 1
2
ΩµναβF
αβ
)
.
(2.3)
One may easily verify that Fµν = F
+
µν +F
−
µν . Accordingly, the space Λ
2 of two-forms
is decomposed into a direct sum Λ2+ ⊕ Λ2− of the eigenspaces of ∗Ω. We will call F
to be a self-dual form (resp. anti self-dual form) if it belongs to Λ2− (resp. Λ
2
+). The
condition that F is self-dual can be simply written as F+µν = 0.
Actually we shall forcus on some G-bundle E → X and consider its connections
A. In this context, A is called a self-dual instanton (upto gauge transformations) if
the corresponding curvature two-form F (A) obeys the self-duality equation F+(A) =
0. An instanton will minimize the Yang-Mills action functional
SYM [A] =
1
2g2
∫
X
d8x
√
gTrFµνF
µν ≡ 1
2g2
||F ||2. (2.4)
In fact, if we decompose F into components F± ∈ Λ2±, then (2.3) gives:
SYM [A] =
1
g2(B +
√
B2 + 8A)
(
2
∫
X
Ω ∧ Tr(F ∧ F ) +
√
B2 + 8A||F+||2
)
. (2.5)
So the Yang-Mills action can be written as a non-negative term proportional to
||F+||2, plus a topological invariant. Clearly, such an action will reach its minimal
values at F+ = 0.
Manifolds with Spin(7) holonomy. Now we briefly discuss the case when X has
the holonomy group Spin(7). This means that X is spin, and there is a real, non-zero
parallel spinor ζ ∈ S+ on X invariant under the action of Spin(7) ⊂ Spin(8). We
will normalize such a spinor by imposing the condition
ζT ζ = 1. (2.6)
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According to the standard isomorphism S+ ⊗S S+ ∼= Λ0 ⊕ Λ4+, S+ ∧ S+ ∼= Λ2
between the space of forms and tensor product of the Clifford module [15], the 4-form
Ω considered above can be constructed as a “bispinor”
Ωµναβ = ζ
TΓµναβζ, (2.7)
where Γµναβ denotes the anti-symmetrized 4-fold product of the γ-matrices Γµ in
8 dimensions, with a prefactor 1/4! included. Our convention of choosing the γ-
matrices is given in the Appendix.
Eq.(2.7) obviously defines a Spin(7) invariant rank-4 tensor. This tensor enjoys
a couple of useful properties: First, it is covariantly constant, so that Ω gives rise to
a closed form. Second, using the γ-matrix identity ΓµναβΓ9 =
1
4!
ǫµναβλρστΓ
λρστ , one
easily sees that Ω is self-dual with respect to the usual Hodge star operator, namely
∗Ω = Ω, – this agrees with the fact that the symmetric tensor product of S+ contains
Λ4+. The final property which we shall use is that (2.7) obeys an identity [7] of the
form (2.2):
ΩµναβΩ
αβστ = 6(δσµδ
τ
ν − δτµδσν )− 4Ωµνστ . (2.8)
In particular Ω is normalized to be ||Ω||2 ≡ 1
4!
ΩµναβΩ
µναβ = 14.
Hence, on a manifold X of holonomy Spin(7), the (anti) self-duality equation
∗ΩF = λF has eigenvalues λ+ = −3, λ− = 1; the curvature two-form Fµν = F+µν+F−µν
is decomposed orthogonally into an anti self-dual part F+µν and a self-dual part F
−
µν ,
with
F+µν =
1
4
(
Fµν − 1
2
ΩµναβF
αβ
)
∈ Λ2+,
F−µν =
1
4
(
3Fµν +
1
2
ΩµναβF
αβ
)
∈ Λ2−.
(2.9)
The Yang-Mills instantons are thus described by the equation F+µν = 0. The dimen-
sions of Λ2± can be determined by a group-theoretic consideration [4], and the result
turns out to be
dimΛ2+ = 7, dimΛ
2
− = 21. (2.10)
For an alternative derivation of this result, note that Tr(∗Ω) = 0, so (−3) · dimΛ2++
1 · dimΛ2− = 0. This together with dimΛ2+ + dimΛ2− = dimΛ2 = 28 gives (2.10).
Manifolds with SU(4) holonomy. As just mentioned, X has holonomy Spin(7)
if there is a generic parallel spinor ζ 6= 0 defined on it. However, this holonomy group
may reduce to a subgroup of Spin(7) when the parallel spinor obeys certain particular
conditions [15]. For example, one has the holonomy reduction Spin(7) → SU(4)
provided there exists a parallel pure spinor ζ on X . Here we shall describe in some
detail what a pure spinor is and explain why the existence of such a spinor will cause
the manifold to have holonomy SU(4) [15]. We will then discuss a holomorphic
version of the Yang-Mills instanton equations [4].
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Let Clc(8) = Cl(8) ⊗ C be the 8-dimensional Clifford algebra over C, and let
Sc be a complex spinor space, on which an irreducible representation ρ
c of Clc(8) is
defined. Each spinor ψ ∈ Sc can be associated to a C-linear map
fψ : C
8 → Sc, fψ(u) = ρc(u) · ψ, (2.11)
where u is a complex linear combination of the Clifford generators eµ ∈ Cl(8) and we
have identified the space of all such linear combinations with C8. Let us consider the
kernel of this map in the case ψ 6= 0. If u = aµeµ, v = bµeµ ∈ Ker fψ (with complex
coefficients aµ, bµ), then ρc(u)ψ = ρc(v)ψ = 0 ⇒ 0 = ρc({u, v})ψ = −2gµνaµbνψ.
It follows that the space Ker fψ is orthogonal to its complex conjugate Ker fψ with
respect to the standard hermitian inner product (aµeµ, b
νeν) ≡ 〈aµeµ, b¯νeν〉 = gµνaµb¯ν
on C8. Thus, since Ker fψ ⊕ Ker fψ ⊂ C8, we see that the complex dimensions of
Ker fψ should not exceed 4. By definition, we say that ψ is a pure spinor if dimcKer fψ
reaches its maximally allowed value 4.
We will take the complex spinor space to be the complexification of the real
Cl(8)-module S ∼= R16: Sc = S⊗C. Spinors in such a space can be written as linear
combinations of a basis of S with complex coefficients. Also, one takes ρc to be the
C-linear extension of the γ-matrix representation of Cl(8). This allows us to choose
Γµ ≡ ρc(eµ) as given in the Appendix.
Since Γ9 = I⊕(−I), Sc is decomposed into subspaces S±c of positive and negative
chiralities. By construction, ψ ∈ S+c means that ψ is a linear combination of some
real spinors in S+ with complex coefficients, so its complex conjugate ψ¯ also has
positive chirality. One can show that [15] if ψ is a pure spinor, then either ψ will
be entirely in S+c or it will be entirely in S
−
c ; namely, ψ has a definite chirality. To
see this, note that a change in the orthonormal basis {eµ} of R8 ⊂ Cl(8) will leave
the matrix Γ9 = ρ
c(e1 · · · e8) invariant, upto a factor ±1 depending on the relative
ordering. Also note that if ψ is a pure spinor, then Ker fψ ⊕ Ker fψ = C8, so any
basis {hi¯, 1 ≤ i¯ ≤ 4} of Ker fψ along with its complex conjugate {hi} ⊂ Ker fψ
provides a basis of C8. We can take {hi¯} to be orthonormal with respect to the
natural hermitian metric on C8. Then the following vectors
e1 =
1√
2
(h1 + h1¯), e2 =
1√
2i
(h1 − h1¯), e3 = 1√
2
(h2 + h2¯), e4 =
1√
2i
(h2 − h2¯)
e5 =
1√
2
(h3 + h3¯), e6 =
1√
2i
(h3 − h3¯), e7 = 1√
2
(h4 + h4¯), e8 =
1√
2i
(h4 − h4¯)
(2.12)
form an orthonormal basis of R8, as they are all invariant under complex conjugation.
Now as h1¯ ∈ Ker fψ, we have ρc(e1− ie2)ψ = 0⇒ ρc(e21− ie1e2)ψ = 0⇒ ρc(e1e2)ψ =
iψ. Similar arguments lead to ρc(e3e4)ψ = ρ
c(e5e6)ψ = ρ
c(e7e8)ψ = iψ. Thus we
find Γ9ψ = ψ, indicating that ψ has the positive chirality. A choice of the basis with
different ordering will give Γ9ψ = −ψ, but in any case the chirality of a pure spinor
is definite.
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Given now a pure spinor ζ ∈ S+c , let us consider the maximal subgroup of Spin(8)
that keeps ζ invariant. An element of Spin(8) can act adjointly on the real vector
space spanned by {eµ},
eµ → e′µ = g−1eµg ≡ ρv(g)µνeν , ρv(g) ∈ SO(8), (2.13)
which defines the representation 8v of Spin(8). The action (2.13) may be viewed as
a change in the basis and it clearly preserves both the orthonormal property and the
ordering of the basis. The C-linear extension of ρv, which we will denote by ρ
c
v, is
defined naturally on the space C8 = Ker fζ⊕Ker fζ . For generic g ∈ Spin(8), neither
the subspace Ker fζ nor Ker fζ is invariant under the action of ρ
c
v(g). Elements of
SO(8) that leaves these subspaces invariant will map one orthonormal basis {hi} ⊂
Ker fζ (and {hi¯} ⊂ Ker fζ) into another, thus forming the subgroup SU(4). Such
elements arise from those g ∈ Spin(8) keeping ζ invariant. Indeed, for any h ∈ Ker fζ
and ρc(g)ζ = ζ , we have ρc(g−1hg)ζ = ρc(g)−1ρc(h)ρc(g)ζ = ρc(g)−1ρc(h)ζ = 0 ⇒
g−1hg ∈ Ker fζ . We thus conclude that the isotropy group of a pure spinor ζ ∈ S+c
is SU(4). A globalized version of this discussion leads to the statement [15]:
There exists a parallel pure spinor on X ⇐⇒ X has the holonomy group SU(4)
(or its subgroup).
Now we take a pure spinor ζ ∈ S+c and fix the almost complex structure on R8 as
in (2.12), so that the basis hi of Ker fζ and the basis hi¯ of Ker fζ have the γ-matrix
representation:
γ1 =
1√
2
(Γ1+iΓ2), γ2 =
1√
2
(Γ3+iΓ3), γ3 =
1√
2
(Γ5+iΓ6), γ4 =
1√
2
(Γ7+iΓ8) (2.14)
γ1¯ =
1√
2
(Γ1−iΓ2), γ2¯ = 1√
2
(Γ3−iΓ3), γ3¯ = 1√
2
(Γ5−iΓ6), γ4¯ = 1√
2
(Γ7−iΓ8). (2.15)
The complex Clifford algebra is determined by the relations
γiγj + γjγi = γi¯γj¯ + γj¯γi¯ = 0, γiγj¯ + γj¯γi = −2gij¯. (2.16)
We also need the dual basis
γi = gij¯γj¯, γ
i¯ = γjg
ji¯ (2.17)
as well as their anti-symmetrized products γi1···ipj¯1···j¯q . With this notation, a (p, q)-
form t ∈ Λp,q has a natural representation in terms of the γ-matrices:
t↔ 1
p!q!
ti1···ipj¯1···j¯qγ
i1···ipj¯1···j¯q . (2.18)
Moreover, each such form should be associated to a bispinor φ†γi1···ip j¯1···j¯qψ ∈ Sc⊗Sc
as in the real case. Note that the isomorphism [15] between the tensor product of
spinors and forms has a C-bilinear extension to the complex case
ρc ⊗ ρc ∼= 2(1 + ρcv + ∧2ρcv + ∧3ρcv) + ∧4ρcv, (2.19)
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which shows that (S+c ⊕ S−c )⊗ (S+c ⊕ S−c ) can be identified with forms in ∧∗C8.
To warm up the complex Clifford calculus, let us establish an isomorphism be-
tween S±c ⊗ ζ† and certain particular forms. Since γi¯ is in Kerfζ , we have
γi¯ζ = γ
iζ = 0 ⇒ ζ†γi = ζ†γ i¯ = 0, (2.20)
and this gives to ζ†γiγi1···ipj¯1···j¯q = 0. One may use this and the γ-matrix identity
γiγi1···ipj¯1···j¯q = γii1···ipj¯1···j¯q +
q∑
k=1
(−1)k+pgij¯kγi1···ipj¯1··· ̂¯jk···j¯q (2.21)
to deduce that the (p+1, q) type bispinor ζ†γii1···ipj¯1···j¯qψ is in fact a linear combination
of some (p, q− 1) forms. This process can be proceeded inductively and we find that
the (p+1, q)-bispinor finally becomes a linear combination of ζ†γj¯1···j¯q−p−1ψ if q ≥ p+1
or a linear combination of ζ†γi1···ip+1−qψ ≡ 0 if q < p + 1. Accordingly, for arbitrary
ψ ∈ Sc = S+c ⊕ S−c , the tensor product ζ† ⊗ ψ can be identified to a form in Λ0,∗.
Note that with our convention of the γ-matrices, γj¯1···j¯q is block diagonal for q = even
and off-diagonal for q = odd. It follows that
S+c ⊗ C ∼= Λ0,even, S−c ⊗ C ∼= Λ0,odd (2.22)
here C is the complex 1-dimensional space generated by ζ†. Similarly, tensor prod-
ucts ψ± ⊗ ζ for ψ± ∈ S±c should be identified with a form in Λeven,0 and in Λodd,0,
respectively.
Now we give a suitable normalization of ζ . In the Spin(7) case we have simply
imposed the condition ζT ζ = 1. However, this normalization condition cannot be
adopted here for a pure spinor ζ . In fact from (2.20)-(2.21) we see that γij¯ζ = gij¯ζ ,
so that ζTγij¯ζ = gij¯(ζ
T ζ), which together with the anti-symmetric property of the
matrix γij¯ implies ζ
T ζ = 0. Nevertheless, one can still impose another normalization
condition
ζ†ζ = 1, (2.23)
and this looks more natural when we work in complex spaces. Using this normliza-
tion, we define an SU(4) invariant closed (4,0)-form Ω with the components
Ωijkl = ζ
Tγijklζ. (2.24)
Some properties of (2.24) can be explored using a complex version of the Fierz
rearrangement formula:
ζζT =
1
16 · 4!Ωijklγ
ijkl, (2.25)
ζζ† =
1
16
(1 + gij¯γij¯)(1 + Γ9) +
1
32
gil¯gjk¯γijk¯l¯. (2.26)
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For example one may apply (2.25) to a quick computation of the norm ||Ω||2. By
definition, ||Ω||2 ≡ 1
4!
ΩijklΩ¯
ijkl, Ω¯ijkl ≡ g i¯igjj¯gkk¯gll¯Ω¯i¯j¯k¯l¯, where Ω¯i¯j¯k¯l¯ ∈ Λ0,4 is the
complex conjugate of Ω. Since Ω¯ijkl = ζ†γijklζ¯, we see that (2.25) gives ||Ω||2 = 16.
Notice that this normalization of Ω is different from the Spin(7) case, where ||Ω||2 =
14. As an application of (2.26), one can establish a more useful identity
ΩijklΩ¯
mnkl = 32(δmi δ
n
j − δni δmj ), (2.27)
which takes a form similar to (2.2).
We turn now to the self-duality equations. Given the SU(4) invariant (4,0)-form
Ωijkl defined as above, its complex conjugate Ω¯i¯j¯k¯l¯, a (0,4)-form, may be used to
construct an anti-linear star operator ∗Ω : Λ0,2 → Λ0,2 by means of
(∗Ωβ )¯ij¯ =
1
2
Ω¯i¯j¯k¯l¯β¯
k¯l¯, ∀βi¯j¯ ∈ Λ0,2, (2.28)
where β¯ij ∈ Λ2,0 denotes the complex conjugate of βi¯j¯ and β¯ k¯l¯ ≡ gik¯gjl¯β¯ij . Thus, if
F ∈ Λ2 is a curvature 2-form, we can decompose it into F = F (2,0) + F (1,1) + F (0,2)
with F (2,0) = −F (0,2) (assuming that the connection is unitary), and define
(∗ΩF (0,2))¯ij¯ = −
1
2
Ω¯i¯j¯k¯l¯F
(2,0)k¯l¯, (∗ΩF (2,0))ij = −1
2
ΩijklF
(0,2)kl. (2.29)
Note that the (1,1)-component of F is intact under the action of ∗Ω.
Just as in the Spin(7) case, the (anti) self-duality equations should be formulated
as the eigenvalue equation of ∗Ω. Hence, in terms of components, we call Fµν to be
(anti) self-dual if they satisfy the conditions
−1
2
Ω¯i¯j¯k¯l¯F
(2,0)k¯l¯ = λF
(0,2)
i¯j¯
, −1
2
ΩijklF
(0,2)kl = λF
(2,0)
ij . (2.30)
Here the eigenvalues λ ∈ R are determined by
λ = λ±, λ+ = −4, λ− = 4. (2.31)
Accordingly, the space of (0,2)-forms gets decomposed into the two eigenspaces of
∗Ω, Λ0,2 = Λ0,2+ ⊕Λ0,2− , where Λ0,2± correspond to the eigenvalues λ±, respectively. The
(0,2) component of F ∈ Λ2 then decomposes into an anti self-dual part F (0,2)+ ∈ Λ0,2+
and a self-dual part F
(0,2)
− ∈ Λ0,2− , with
F
(0,2)
±i¯j¯
=
1
2
(
F
(0,2)
i¯j¯
± 1
8
Ω¯i¯j¯k¯l¯F
(2,0)k¯l¯
)
. (2.32)
Holomorphic Yang-Mills instantons are thus characterized by the self-duality equa-
tion
F
(0,2)
+ (A) = 0 ⇐⇒ −
1
2
Ω¯i¯j¯k¯l¯F
(2,0)k¯l¯ = 4F
(0,2)
i¯j¯
. (2.33)
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Sometimes it is useful to have a more compact description for the ∗Ω operator,
without reference to the unitary basis given in (2.12). To give such a description,
note that there is a natural hermitian inner product on Λ0,q: for two arbitrary (0, q)
forms αi¯1···¯iq and βi¯1···¯iq , we can define an SU(4) invariant paring
〈α, β〉 ≡ 1
q!
αi¯1···¯iq β¯
i¯1···¯iq =
1
q!
gi1j¯1 · · · giq j¯q β¯i1···iqαj¯1···j¯q , (2.34)
which is linear in α and anti-linear in β. In terms of this inner product, one then
introduces an operator ∗Ω : Λ0,q → Λ0,4−q through [4]
α ∧ ∗Ωβ = 〈α, β〉Ω¯. (2.35)
Clearly, this description manifests the SU(4) invariance and does not depend on a
particular choice of the basis of Kerfζ . One may see that this definition agrees with
the previous one for q = 2 .
Actually, it is possible to consider a slightly generalized case where we have an
SU(n) invariant (n, 0)-form Ωi1···in defined on some 2n-dimensional space X . In that
case, the star operator constructed by (2.35) should map β ∈ Λ0,q into ∗Ωβ ∈ Λ0,n−q,
so that α ∧ ∗Ωβ is a (0, n)-form. The component of the left hand side of (2.35) is
1
q!(n−q)!
α[¯i1···¯iq(∗Ωβ )¯iq+1···¯in], while the component of the right hand side of (2.35) is
1
n!q!
αj¯1···j¯q β¯
j¯1···j¯qΩ¯i¯1···¯in ; making them equal to each other for arbitrary α ∈ Λ0,q leads
to
δj¯1[¯i1 · · · δ
j¯n
i¯n]
(∗Ωβ)j¯q+1···j¯n =
(n− q)!
n!
β¯ j¯1···j¯qΩ¯i¯1···¯in.
By contracting the q pairs (¯i1, j¯1), · · · , (¯iq, j¯q) of the tensor indices in this equation,
and then using the identity
δ i¯1[¯i1 · · · δ
i¯q
i¯q
δ
j¯q+1
i¯q+1
· · · δj¯n
i¯n]
=
q!(n− q)!
n!
δ
j¯q+1
[¯iq+1
· · · δj¯n
i¯n]
,
we see that
(∗Ωβ )¯iq+1···¯in =
1
q!
β¯ i¯1···¯iqΩ¯i¯1···¯iq i¯q+1···¯in =
(−1)q(n−q)
q!
Ω¯i¯q+1···¯in i¯1···¯iq β¯
i¯1···¯iq .
In particular for n = 4 and q = 2, this reduces to our earlier definition (2.28).
3. The Monopole-like Equations
Non-abelian instantons constitute a moduli problem. In 4-dimensions, this problem
can be transformed into a simpler problem, where the gauge fields A are taken to
be abelian and one introduces certain new degrees of freedom – a spinor ψ, which
satisfies the massless Dirac equations ΓµD
µ
Aψ = 0. The couplings between A and ψ
are described by, in addtion to the Dirac eqautions, a non-linear relation F+(A) =
9
Q(ψ, ψ¯), where Q is some quadratic form in ψ, taking values in the anti self-dual
part Λ2+ of two-forms. This is the basic setup of the Seiberg-Witten theory [12]. Now
a natural question arises as whether we can find an 8-dimensional analog of such a
theory.
Manifolds with Spin(7) Holonomy. On 8-dimensional manifold X with Spin(7)
holonomy, there also exists a natural quadratic form Q(ψ, ψ¯) valued in Λ2+. Indeed,
given a complex line bundle L and a spinor field ψ ∈ S+ ⊗ L, one can construct a
two-form ζTΓµνψ = −ψTΓµνζ and, according to [7], it takes values in Λ2+ ⊗ L. One
can also form the inner product ψ¯T ζ ∈ Λ0 ⊗L−1. It follows that the quadratic form
Qµν(ψ, ψ¯) = (ψ¯T ζ)(ζTΓµνψ) belongs to (Λ0 ⊗L−1)⊗ (Λ2+ ⊗L) ∼= Λ2+ ⊗ C. Thus, by
choosing a unitary connection A of L, it is possible to write down an 8-dimensional
analog of the Seiberg-Witten equations
F+µν(A) = ia · ℜ
[
(ψ¯T ζ)(ζTΓµνψ)
]
+ ib · ℑ
[
(ψ¯T ζ)(ζTΓµνψ)
]
,
ΓµD
µ
Aψ = 0
(3.1)
where a, b are real constants.
In order to see that both of the real part and the imaginary part of Q are not
necessarily vanishing for generic ψ ∈ S+⊗L, one may work out (ψ¯T ζ)(ζTΓµνψ) in a
fully explicit form. Using the γ-matrices given in the Appendix we find
ζTΓ12ψ = −ζ1ψ2 + ζ2ψ1 + ζ3ψ4 − ζ4ψ3 − ζ5ψ6 + ζ6ψ5 + ζ7ψ8 − ζ8ψ7,
ζTΓ13ψ = ζ1ψ4 − ζ2ψ3 + ζ3ψ2 − ζ4ψ1 + ζ5ψ8 − ζ6ψ7 + ζ7ψ6 − ζ8ψ5,
ζTΓ14ψ = −ζ1ψ5 + ζ2ψ6 − ζ3ψ7 + ζ4ψ8 + ζ5ψ1 − ζ6ψ2 + ζ7ψ3 − ζ8ψ4,
ζTΓ15ψ = ζ1ψ6 + ζ2ψ5 + ζ3ψ8 + ζ4ψ7 − ζ5ψ2 − ζ6ψ1 − ζ7ψ4 − ζ8ψ3,
ζTΓ16ψ = −ζ1ψ3 − ζ2ψ4 + ζ3ψ1 + ζ4ψ2 + ζ5ψ7 + ζ6ψ8 − ζ7ψ5 − ζ8ψ6,
ζTΓ17ψ = ζ1ψ7 + ζ2ψ8 − ζ3ψ5 − ζ4ψ6 + ζ5ψ3 + ζ6ψ4 − ζ7ψ1 − ζ8ψ2,
ζTΓ18ψ = −ζ1ψ8 + ζ2ψ7 + ζ3ψ6 − ζ4ψ5 + ζ5ψ4 − ζ6ψ3 − ζ7ψ2 + ζ8ψ1,
ζTΓ23ψ = ζ1ψ3 + ζ2ψ4 − ζ3ψ1 − ζ4ψ2 + ζ5ψ7 + ζ6ψ8 − ζ7ψ5 − ζ8ψ6,
ζTΓ24ψ = −ζ1ψ6 − ζ2ψ5 + ζ3ψ8 + ζ4ψ7 + ζ5ψ2 + ζ6ψ1 − ζ7ψ4 − ζ8ψ3,
ζTΓ25ψ = −ζ1ψ5 + ζ2ψ6 + ζ3ψ7 − ζ4ψ8 + ζ5ψ1 − ζ6ψ2 − ζ7ψ3 + ζ8ψ4,
ζTΓ26ψ = ζ1ψ4 − ζ2ψ3 + ζ3ψ2 − ζ4ψ1 − ζ5ψ8 + ζ6ψ7 − ζ7ψ6 + ζ8ψ5,
ζTΓ27ψ = −ζ1ψ8 + ζ2ψ7 − ζ3ψ6 + ζ4ψ5 − ζ5ψ4 + ζ6ψ3 − ζ7ψ2 + ζ8ψ1,
ζTΓ28ψ = −ζ1ψ7 − ζ2ψ8 + ζ3ψ5 − ζ4ψ6 + ζ5ψ3 + ζ6ψ4 + ζ7ψ1 + ζ8ψ2,
ζTΓ34ψ = ζ1ψ8 + ζ2ψ7 + ζ3ψ6 + ζ4ψ5 − ζ5ψ4 − ζ6ψ3 − ζ7ψ2 − ζ8ψ1,
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ζTΓ35ψ = ζ1ψ7 − ζ2ψ8 + ζ3ψ5 − ζ4ψ6 − ζ5ψ3 + ζ6ψ4 − ζ7ψ1 + ζ8ψ2,
ζTΓ36ψ = ζ1ψ2 − ζ2ψ1 − ζ3ψ4 + ζ4ψ3 − ζ5ψ6 + ζ6ψ5 + ζ7ψ8 − ζ8ψ7,
ζTΓ37ψ = −ζ1ψ6 + ζ2ψ5 + ζ3ψ8 − ζ4ψ7 − ζ5ψ2 + ζ6ψ1 + ζ7ψ4 − ζ8ψ3,
ζTΓ38ψ = −ζ1ψ5 − ζ2ψ6 + ζ3ψ7 + ζ4ψ8 + ζ5ψ1 + ζ6ψ2 − ζ7ψ3 − ζ8ψ4,
ζTΓ45ψ = ζ1ψ2 − ζ2ψ1 + ζ3ψ4 − ζ4ψ3 + ζ5ψ6 − ζ6ψ5 + ζ7ψ8 − ζ8ψ7,
ζTΓ46ψ = −ζ1ψ7 + ζ2ψ8 + ζ3ψ5 − ζ4ψ6 − ζ5ψ3 + ζ6ψ4 + ζ7ψ1 − ζ8ψ2,
ζTΓ47ψ = −ζ1ψ3 + ζ2ψ4 + ζ3ψ1 − ζ4ψ2 + ζ5ψ7 − ζ6ψ8 − ζ7ψ5 + ζ8ψ6,
ζTΓ48ψ = −ζ1ψ4 − ζ2ψ3 + ζ3ψ2 + ζ4ψ1 − ζ5ψ8 − ζ6ψ7 + ζ7ψ6 + ζ8ψ5,
ζTΓ56ψ = ζ1ψ8 + ζ2ψ7 − ζ3ψ6 − ζ4ψ5 + ζ5ψ4 + ζ6ψ3 − ζ7ψ2 − ζ8ψ1,
ζTΓ57ψ = ζ1ψ4 + ζ2ψ3 − ζ3ψ2 − ζ4ψ1 − ζ5ψ8 − ζ6ψ7 + ζ7ψ6 + ζ8ψ5,
ζTΓ58ψ = −ζ1ψ3 + ζ2ψ4 + ζ3ψ1 − ζ4ψ2 − ζ5ψ7 + ζ6ψ8 + ζ7ψ5 − ζ8ψ6,
ζTΓ67ψ = ζ1ψ5 + ζ2ψ6 + ζ3ψ7 + ζ4ψ8 − ζ5ψ1 − ζ6ψ2 − ζ7ψ3 − ζ8ψ4,
ζTΓ68ψ = −ζ1ψ6 + ζ2ψ5 − ζ3ψ8 + ζ4ψ7 − ζ5ψ2 + ζ6ψ1 − ζ7ψ4 + ζ8ψ3,
ζTΓ78ψ = −ζ1ψ2 + ζ2ψ1 − ζ3ψ4 + ζ4ψ3 + ζ5ψ6 − ζ6ψ5 + ζ7ψ8 − ζ8ψ7.
So we get, for example,
(ψ¯T ζ)(ζTΓ12ψ) =
(
8∑
A=1
ψ¯AζA
)
·
4∑
a=1
(−1)a (ζ2a−1ψ2a − ζ2aψ2a−1) . (3.2)
If we write ψ = χ+ iη, then the real and imaginary parts of (3.2) read
ℜ
[
(ψ¯T ζ)(ζTΓ12ψ)
]
=
(
8∑
A=1
χAζA
)
·
4∑
a=1
(−1)a (ζ2a−1χ2a − ζ2aχ2a−1)
+
(
8∑
A=1
ηAζA
)
·
4∑
a=1
(−1)a (ζ2a−1η2a − ζ2aη2a−1),
(3.3)
ℑ
[
(ψ¯T ζ)(ζTΓ12ψ)
]
=
(
8∑
A=1
χAζA
)
·
4∑
a=1
(−1)a (ζ2a−1η2a − ζ2aη2a−1)
−
(
8∑
A=1
ηAζA
)
·
4∑
a=1
(−1)a (ζ2a−1χ2a − ζ2aχ2a−1).
(3.4)
Other (µ, ν)-components can be written down similarly.
The above explicit result shows that for generic spinors ψ, both the real part and
the imaginary part of Qµν(ψ, ψ¯) are indeed not zero. This is different from the 4-
dimensional Seiberg-Witten theory, where the quadratic formQµν(ψ, ψ¯) = ψ¯TΓµνψ is
essentially purely imaginary, as we can choose the Spin(4) Lie algebra generators Γµν
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to be anti-hermitian. The difference stems from the fact that in 4-dimensional theory
the quadratic takes the “diagonal form” ψ¯TΓµνψ ∈ Λ2+ while in eight dimensions, such
a diagonal form does not belong to Λ2+ (though it is still purely imaginary). In order
to define a reasonable Q ∈ Λ2+ in 8 dimensions, we have to decompose the spinor
ψ ∈ S+ ∼= 1⊕7 into two parts ψ = ψ1+ψ7, one of which, ψ1 ≡ (ζTψ)ζ , is in 1, i.e. the
trivial module of Spin(7), and the other of which, ψ7, belongs to 7, namely the seven-
dimensional irreducible module of Spin(7). Since this decomposition is orthogonal
and since Γµνζ ∈ 7, we have ψ¯T ζ = ψ¯T1 ζ and ζTΓµνψ = ζTΓµνψ7. Thus, the quadratic
form Qµν = (ψ¯T ζ)(ζTΓµνψ) = (ψ¯T1 ζ)(ζTΓµνψ7) we have just constructed is really an
“off-diagonal” product between the independent degrees of freedom ψ1 and ψ7. Such
a product cannot be automatically real or purely imaginary. This explains why in the
first equation of (3.1), we have splitted the quadratic form into its real and imaginary
parts, and introduced two real coefficients a and b.
There is a more compact way to write down the real and imaginary parts of Q:
ℜ
[
(ψ¯T ζ)(ζTΓµνψ)
]
=
1
2 · 4!Ω
λρσ
[µ(ψ
†Γν]λρσψ),
iℑ
[
(ψ¯T ζ)(ζTΓµνψ)
]
=
1
8
(ψ†Γµνψ)− 1
16
Ωµναβ(ψ
†Γαβψ)
≡ 1
2
(P+)µν
αβ
(ψ†Γαβψ)
(3.5)
where P+ : Λ2 → Λ2+ is the orthorgonal projection [7] of two-forms onto Λ2+. Note
that the imaginary part of Q resembles the term ψ†Γµνψ in the Seiberg-Witten
theory, but in eight dimensions there are additional ingredients in the construction
of a general quadratic form valued in Λ2+: we have terms involving Ω
λρσ
[µΓν]λρσ. Such
terms are forbidden in 4 dimensions since there Ωλρσµ ∝ ǫλρσµ, Γνλρσ ∝ ǫνλρσ and
ǫλρσ [µǫν]λρσ = 0.
Let us discuss another difference between the 8-dimensional and 4-dimensional
theories. Writing down the equations in such theories requires to fix certain geo-
metrical data on the underlying manifold. For example, in order to construct the
anti self-dual part F+ of the curvature tensor in the 4-dimensional theory, one has
to pick up a Hodge star operator, whose definition depends on the conforml struc-
ture of the manifold. Thus, the geometrical data – a conformal structure of the
4-manifold – enters natually in the first Seiberg-Witten equation F+µν ∼ Qµν . Such
geometrical data also enters in the the second Seiberg-Witten equation, i.e. the
massless Dirac equation in 4 dimensions, as that equation is conformally invariant
and it also depends on the choice of a conformal structure. In the 8-dimensional
theory, the construction of the first equation involves another data, Ω, which is the
Spin(7)-invariant 4-form calibrating the underlying geometry. This can be expected,
since as long as the self-duality structures are concerned Ω will play a role similar
to the Hodge star operator in 4 dimensions. What makes the 8-dimensional theory
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different from that in 4 dimensions is that the geometrical data Ω does not enter
in the Dirac equation. Thus, it should not be very suprising when we find that the
functional formalism of (3.1) in general does not allow the delicate cancellations as
in the 4-dimensional theory. In particular, we do not know at present how to handle
the uncancelled terms involving F−, arsing from the functional ||ΓµDµAψ||2 of the
Dirac equation. One possible resolusion is to modify the second equation in (3.1) so
that it depends on the form Ω (through the Spin(7)-invariant spinor ζ).
Manifolds with SU(4) Holonomy. Now we try to formulate an eight dimensional
analog of the Seiberg-Witten equations on manifolds with the SU(4) holonomy group.
The starting point will be similar to that in the Spin(7) case: One wishes to replace
the nonabelian instanton equation F
(0,2)
+i¯j¯ = 0 by an abelian, monopole-like equation
F
(0,2)
+i¯j¯ = Qi¯j¯(ψ, ψ¯), where ψ ∈ S+c ⊗ L is a spinor field twisted by some complex line
bundle L, and Qi¯j¯(ψ, ψ¯) denotes a certain quadratic form valued in Λ0,2+ . Our first
task is thus to find out such a quadratic form.
The condition for a (0,2)-form βi¯j¯ to be valued in Λ
0,2
+ is that it obeys the eigen-
value equation ∗Ωβ = −4β. So according to (2.28), β ∈ Λ0,2+ is characterized by the
equations
Ω¯i¯j¯k¯l¯β¯
k¯l¯ = −8βi¯j¯ ⇐⇒ Ωijklβkl = −8β¯ij . (3.6)
Our key observation here is that the spinor γij ζ¯ satisfies an equation with the same
structure as the second one in (3.6). To see this, multiplying (2.26) by ζTγijkl from
the left, we find
Ωijklζ¯ =
1
8
ζT (γijkl + g
mn¯γijklγmn¯) +
1
32
ζTgms¯gnr¯γijklγmnr¯s¯.
Notice that γi1···ip = γi1 · · · γip and γi1···ipj¯1···j¯q = 0 for p > 4. So one can use Eq.(2.21)
repeatedly to compute gmn¯γijklγmn¯ as well as g
ms¯gnr¯γijklγmnr¯s¯, and the result simply
reads
gmn¯γijklγmn¯ = 4γijkl, g
ms¯gnr¯γijklγmnr¯s¯ = 12γijkl.
Consequently, we have [10]
Ωijklζ¯ = ζ
Tγijkl = γijklζ (3.7)
(where the last identity comes from the symmetric property of the matrix γijkl). Now
with the help of (3.7) and (2.21), we can do some further computations:
Ωijklγ
klζ¯ = γkl(Ωijklζ¯) = γ
klγijklζ = g
km¯gln¯γm¯n¯γijklζ
= gkm¯gln¯γm¯γijkln¯ζ + g
km¯γm¯γijkζ
= gkm¯gln¯γijklm¯n¯ζ − 2gkm¯γijkm¯ζ − 2γijζ = −8γijζ.
So finally we arrive at
Ωijklγ
klζ¯ = −8γijζ, (3.8)
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which shows that γij ζ¯ has the same tensor properties as an anti self-dual two-form
βij ∈ Λ0,2+ .
Thus, given any spinor ψ ∈ S+c ⊗ L, one can use the isomorphism (2.22) to
construct a form βij = −ψTγij ζ¯ = ζ†γijψ ∈ (S+c ⊗L)⊗C ∼= Λ0,even⊗L. Naively, the
identity (3.8) indicates that such a form should obey the anti self-duality equation
(3.6), and thus it would belong to the subspace Λ0,2+ ⊗L:
βij ≡ ζ†γijψ ∈ Λ0,2+ ⊗ L. (3.9)
To construct a quadratic form Qi¯j¯(ψ, ψ¯) ∈ Λ0,2+ , one still needs another form α, which
should be anti-linear in ψ and valued in Λ0,0 ⊗ L−1, so that the factor L could be
cancelled when forming the product αβi¯j¯. The simplest choice of such a form would
be
α ≡ ζT ψ¯ = ψ†ζ ∈ Λ0,0 ⊗ L−1. (3.10)
So at first sight we expect that the quadratic form we are seeking should look like1:
Qi¯j¯(ψ, ψ¯) ∼ αβi¯j¯ = (ψ†ζ)(ζ†γi¯j¯ψ). (3.11)
However, there is a subtlety in the above construction, which appears only in the
complex case. In our definition of self-duality, the star operator ∗Ω given in (2.28)
is conjugate-linear rather than linear. Thus, even if βi¯j¯ is anti self-dual, namely it
obeys the condition (3.6), the quantity αβi¯j¯ needs not to be such a form for complex
α ∈ Λ0,0 ⊗ L−1. We cannot simply take α to be real as L should be a nontrivial
complex line bundle. Moreover, since ψ is also a complex spinor, the (0,2)-form
βij = −ψTγij ζ¯ defined by (3.9) is not really valued in Λ0,2+ , even though γij ζ¯ behaves
as an anti self-dual tensor. To solve this problem, let us introduce a pair α, α′ of
(0,0)-forms as well as a pair βi¯j¯, β
′
i¯j¯
of (0,2)-forms, specified as
α = ψ†ζ ∈ Λ0,0 ⊗ L−1, α′ = α¯ = ζ†ψ ∈ Λ0,0 ⊗L
βij = ζ†γijψ ∈ Λ0,2 ⊗L, β ′ij = ζ†γijψ¯ ∈ Λ0,2 ⊗L−1,
(3.12)
and construct the product
Qi¯j¯(ψ, ψ¯) ≡ cαβi¯j¯ + c¯α′β ′i¯j¯ = c(ψ†ζ)(ζ†γi¯j¯ψ) + c¯(ψT ζ¯)(ζ†γi¯j¯ψ¯) (3.13)
with c ∈ C being an arbitrarily fixed complex number (similar to the real numbers
a, b in the Spin(7) case). One then uses (3.8) to derive
ΩijklQkl = −c(ψ†ζ)(ψTΩijklγklζ¯)− c¯(ψT ζ¯)(ψ†Ωijklγklζ¯)
1(3.11) is very similar to the quadratic form Qµν constructed in the real case. One may decom-
pose ψ into ψ = ψ‖+ψ⊥, where ψ‖ is valued in the SU(4) invariant subspace of S
+
c spanned by ζ and
ζ¯, and ψ⊥ lives in the subspace orthogonal to it. Using the facts that ζ
T ζ = 0, ζ†γi¯j¯ζ = ζ
†γi¯j¯ ζ¯ = 0,
we find that (3.11) can be represented as an “off-diagonal” product of the two independent degrees
of freedom ψ‖ and ψ⊥, namely Qi¯j¯ = (ψ†‖ζ)(ζ†γi¯j¯ψ⊥). This resembles the Spin(7) case, where the
quadratic form is also an off-diagonal product of two independent degrees of freedom.
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= 8c(ψ†ζ)(ψTγijζ) + 8c¯(ψ
T ζ¯)(ψ†γijζ) = −8Q¯ij ,
which indicates that Qi¯j¯ is now in Λ0,2+ .
Having constructed a quadratic form Qi¯j¯ with the right properties, we can im-
mediately write down the first equation analogous to Seiberg and Witten’s:
F
(0,2)
+i¯j¯ = cαβi¯j¯ + c¯α
′β ′i¯j¯ = c(ψ
†ζ)(ζ†γi¯j¯ψ) + c¯(ψ
†γi¯j¯ ζ¯)(ζ
†ψ). (3.14)
One may also write down a similar equation for F
(2,0)
+ij by taking the complex conjugate
of (3.14). It should be pointed out, however, that at this stage we have not yet
established another kind of equation (something like F (1,1)ω ∼ −12ω(||α||2 − ||β||2) as
in the 4-dimensional theory), which governs the (1,1)-component of F in the direction
along the Ka¨ller form ωij¯ = igij¯. To obtain such an equation, one should use a new
star operator ∗Θ with Θ ∼ ℜ(Ω) + ω2 to define self-duality [8].
Next we consider the Dirac equationDAψ = 0. With the isomorphism (S
+
c , S
−
c )⊗
C ∼= (Λ0,even,Λ0,odd), the twisted Dirac operatorDA : S+c ⊗L → S−c ⊗L becomesDA =
∂¯A + ∂¯
∗
A : Λ
0,even ⊗L → Λ0,odd⊗L. Let us restrict this operator to (Λ0,0⊕Λ0,2)⊗L.
Under this restriction, the spinor ψ ∈ Λ0,even⊗L has the components α′ = α¯ ∈ Λ0,0⊗L
and β ∈ Λ0,2 ⊗L, and the Dirac equation is reduced simply to
∂¯Aα¯ + ∂¯
∗
Aβ = 0. (3.15)
This constitutes the second equation in our theory.
Although Eq.(3.14)-(3.15) resemble the four-dimensional Seiberg-Witten equa-
tions on Ka¨hler manifolds [12], it should be pointed out that here the Dirac equation
(3.15) in general does not allow a simple decomposition into ∂¯Aα¯ = ∂¯
∗
Aβ = 0. This
makes a computation of the relevant invariants quite difficult. This difficulty is re-
lated to a problem appeared in the Spin(7) case, where we mentioned that there is
an uncancelled term involving F− in the functional formalism.
4. S-duality in Abelian Gauge Theory
In this section we turn to the abelian gauge theory in eight dimensions. For simplicity,
we will consider only the case when X has the holonomy group Spin(7). Classically
we have a U(1) gauge field Aµ and its field strength Fµν = ∂µAν − ∂νAµ, together
with the following action functional
S[A] =
1
2g2
∫
X
FµνF
µν +
iθ
8π2
∫
X
Ω ∧ F ∧ F
=
1
2g2
∫
X
FµνF
µν +
iθ
32π2
∫
X
ΩµναβF
µνF αβ.
(4.1)
Given such data, the partition function Z(g, θ) can be formally defined as the Eu-
clidean path-integral
Z(g, θ) =
∫
[dA] e−S[A]. (4.2)
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Let us analyze the partition function in some detail. Usually, it is convenient
to change the integration variables A → F . The routine is quite standard: Just as
in four dimensions, F is not an independent variable, and it must be subject to the
Bianchi identity dF = 0. If we write dF = 1
2
∂λFµνdx
λ ∧ dxµ ∧ dxν , then one easily
deduces from the closeness and self-duality of Ω that
dF ∧ Ω ∧ dxν = 1
2
∂µ[(∗ΩF )µν ] d(vol).
This implies that the Bianchi identity dF = 0 can be replaced by a constraint
∂ν [(∗ΩF )µν ] = 0 (4.3)
on the field strength. Consequently, the partition function (4.2) has a path-integral
representation over F , with the delta function δ(∂ν [(∗ΩF )µν ]) inserted. Such a delta
function can be written as another path-integral over some auxiliary field ADµ . Thus,
one may write
Z(g, θ) =
∫
[dF ][dAD] e−S+i
∫
X
ADµ ∂ν(∗ΩF )
µν
=
∫
[dF ][dAD] e−S+
i
2
∫
X
FDµν(∗ΩF )
µν
,
(4.4)
where FDµν = ∂µA
D
ν −∂νADµ is the field strength of ADµ . If we first integrate out the aux-
iliary field AD, then the resulting expressonis is nothing but
∫
[dF ]δ(∂ν [(∗ΩF )µν ])e−S,
which is equivalent to the original partition function (4.2).
Alternatively, one can integrate out F in (4.4) first, leaving an effective action
for the auxiliary field, which governs the dynamics of the collective variable ADµ . To
achieve this, let us decompose F = F+ + F− into two independent components F+,
F− and write [dF ] = [dF+][dF−]. In terms of these components, we have
S =
(
1
2g2
− i 3θ
16π2
) ∫
X
F+µνF
+µν +
(
1
2g2
+ i
θ
16π2
) ∫
X
F−µνF
−µν
≡ 3
4e2+
∫
X
F+µνF
+µν +
1
4e2−
∫
X
F−µνF
−µν ,
(4.5)
i
2
∫
X
FDµν(∗ΩF )µν = −
3i
2
∫
X
FD+µν F
+µν +
i
2
∫
X
FD−µν F
−µν . (4.6)
So substituting (4.5)-(4.6) into (4.4) yields a product of two gaussian integrals over
F±. An explicit evaluation of these integrals gives
Z(g, θ) =
∫
[dAD] e−S˜[A
D],
S˜[AD] =
3e2+
4
∫
X
FD+µν F
D+µν +
e2−
4
∫
X
FD−µν F
D−µν .
(4.7)
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We thus obtain a dual description of the original theory using the collective field AD,
in which the coupling constants get transformed:
e2± → e˜2± =
1
e2±
. (4.8)
Eq.(4.8) characterizes a generalized S-duality in eight dimensions.
The above discussion is somewhat rough and we ignored several subtleties arising
from regularization. In four dimensions, a more careful study [16] shows that the
partition function transforms as a modular form, and this provides a precise test
of the S-duality. When entering in eight dimensions, however, one sees from (4.5)
that the action does not takes the form S ∝ i ∫ (τ(F+)2 − τ¯ (F−)2), so the partition
function Z(g, θ) will not be parametrized neatly by a single complex coupling τ along
with its conjugate τ¯ ; more naturally, Z(g, θ) should be parametrized by (e+, e−), and
e± are not complex conjugate to each other. It seems rather difficult to write down
a simple modular form expression for the partition function of the eight-dimensional
theory. Without such a modular form our understanding of the generalized S-duality
is quite incomplete.
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A. γ-Matrices and Clifford Calculus
In the text we used Cl(8) to denote the 8-dimensional Clifford algebra. This algebra
has a real, irreducible representation ρ : Cl(8)→ End(S). According to the standard
argument, ρ(Cl(8)) constitutes the algebra R(16) of 16× 16 real matrices, acting on
the 16-dimensional vector space S ∼= R16. The following isomorphism between Cl(8)
and the wedge algebra ∧∗R8 is quite evident:
Cl(8) ∼= ∧∗R8. (A.1)
In particular, if we introduce a set of orthogonal generators of Cl(8), eµ ∈ ∧1R8
(1 ≤ µ ≤ 8), with the rule of Clifford multiplications
eµ · eν + eν · eµ = −2 〈eµ, eν〉 ≡ −2gµν , (A.2)
then the p-“form” eµ1 ∧ eµ2 ∧ · · · ∧ eµp ∈ ∧pR8 canonically has the representation
eµ1 ∧ eµ2 ∧ · · · ∧ eµp ←→ Γµ1µ2···µp ≡ Γ[µ1Γµ2 · · ·Γµp] (A.3)
where
Γµ = ρ(eµ) ∈ R(16) (A.4)
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are known as “γ-matrices”, and the square bracket indicates anti-symmetrization of
the indices, with a prefactor 1/p!. We shall use the notation Γµ1···µp = I16×16 for
p = 0.
The Clifford multiplication “·” between u = ∑µCµeµ ∈ ∧1R8 ⊂ Cl(8) and any
element w ∈ Cl(8) ∼= ∧∗R8 can be identified with an operation on the wedge algebra:
u · w ←→ u ∧ w − iu(w), (A.5)
where the interior product iu(w) is defined by the linear map iu : ∧pR8 → ∧p−1R8,
via
iu(u1 ∧ u2 ∧ · · · ∧ up) =
p∑
i=1
(−1)i+1〈ui, u〉u1 ∧ · · · ∧ ûi ∧ · · · ∧ up. (A.6)
Applying this to the matrix representation ρ, (A.5) becomes an identity between
γ-matrices
ΓµΓν1ν2···νp = Γµν1ν2···νp−gµν1Γν2ν3···νp+ gµν2Γν1ν3···νp+ · · ·+(−1)pgµνpΓν1···νp−1. (A.7)
Sometimes we need to fix a particular basis and construct the γ-matrices Γµ
explicitly. Our convention of choosing such matrices is as follows. Since R(16) ∼=
R(2)⊗ R(2)⊗ R(2)⊗ R(2), Γµ can be expressed by a 4-fold tensor product of some
basis in R(2). Thus, we take a basis of R(2) to be
I =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ3 =
(
1 0
0 −1
)
, ǫ =
(
0 1
−1 0
)
. (A.8)
It is easy to checks that the 16× 16 matrices
Γ1 = ǫ⊗ ǫ⊗ ǫ⊗ σ1, Γ2 = I ⊗ σ1 ⊗ ǫ⊗ σ1,
Γ3 = I ⊗ σ3 ⊗ ǫ⊗ σ1, Γ4 = σ1 ⊗ ǫ⊗ I ⊗ σ1,
Γ5 = σ3 ⊗ ǫ⊗ I ⊗ σ1, Γ6 = ǫ⊗ I ⊗ σ1 ⊗ σ1,
Γ7 = ǫ⊗ I ⊗ σ3 ⊗ σ1, Γ8 = I ⊗ I ⊗ I ⊗ ǫ
(A.9)
obey the relations {Γµ, Γν} = −2δµν .
In our convention (A.9), the matrices Γµ are all anti-symmetric. More generally
we have
(Γµ1µ2···µp)
T = (−1)p Γµp···µ2µ1 = (−1)
p(p+1)
2 Γµ1µ2···µp . (A.10)
Thus Γµ1µ2···µp is anti-symmetric when p ≡ 1, 2 (mod 4) and symmetric when p ≡
3, 4 (mod 4). Consequently, the matrix representation of the “volume element”
ω ≡ e1 ∧ e2 ∧ · · · ∧ e8 ∈ Cl(8), namely
ρ(ω) = Γ1Γ2 · · ·Γ8 ≡ Γ9, (A.11)
has the symmetric property (Γ9)
T = Γ9. In fact Γ9 is diagonal in our basis:
Γ9 = I ⊗ I ⊗ I ⊗ σ3 =
(
I8×8 0
0 −I8×8
)
. (A.12)
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(A.12) shows that the irreducible Cl(8) module S ∼= R16 has a decomposition
S = S+ ⊕ S− into the ±1 eigenspaces S± of Γ9. Of course neither of these eight-
dimensional eigenspaces are invariant under the action of Cl(8). To be a little more
explicit, notice that Γ9Γµ1···µp = (−1)pΓµ1···µpΓ9, we have
Γµ1···µp ∼

(
⋆ 0
0 ⋆
)
, p = even
(
0 ⋆
⋆ 0
)
, p = odd
on S =
(
S+
S−
)
, (A.13)
so for odd p the matrix Γµ1···µp swaps S
±. Nevertheless, if one considers a subalge-
bra of Cl(8) spanned by some even elements a = eµ1 ∧ · · · ∧ eµ2k , then the matrix
representation ρ(a) = Γµ1···µ2k will keep both the subspaces S
± ⊂ S invariant.
At this point we consider a linear space ∧2R8 spanned by elements of the form
Lµν =
1
2
eµ ∧ eν = 14(eµeν − eνeµ). This spcae forms a Lie algebra under the bracket
[Lµν , Lαβ ] ≡ Lµν · Lαβ − Lαβ · Lµν , (A.14)
where “·” again stands for the Clifford multiplication. In fact, a simple computation
shows that
[Lµν , Lαβ] = gµαLνβ + gνβLµα − gναLµβ − gµβLνα, (A.15)
so {Lµν} generates the Lie algebra of Spin(8). According to the previous discussion,
S± can be considered as Spin(8)-modules, and actually they are two inequivenlent
irreducible modules of Spin(8). The representation ρ(Lµν) =
1
2
Γµν of (the Lie algebra
of) Spin(8) then decomposes into two irreducible ones: ρ = ρ+ ⊕ ρ−. ρ+ is the spin
representation with positive chirality and ρ− the spin representation with negative
chirality. That ρ± are inequivalent stems from the “central element” Γ9 = ρ(ω) = ±1
having different values on S±.
So far we have only constructed two irreducible spin representations of Spin(8),
ρ±, acting on S+ = 8s and S
− = 8c, respectively. There is another inequivalent
eight-dimentional irreducible representation of Spin(8), the so-called “vector repre-
sentation” ρv, which will act on the vector space 8v ≡ Span{eµ} ∼= ∧1R8 adjointly:
ρv(Lµν)(eα) ≡ [Lµν , eα]. (A.16)
The matrix elements of ρv(Lµν) are determined by the following commutative rela-
tions:
[Lµν , eα] = gµαeν − gναeµ. (A.17)
It follows that the image of Spin(8) under ρv is isomorphic to SO(8). The existence
of the three inequivalent irreducible 8-dimensional modules 8s, 8c and 8v is often
summarized as the triality of the Spin(8)-representations.
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As a natural extension of the vector representation ρv, it is possible to construct
tensor representations of Spin(8) on ∧pR8. One verifies by induction that (A.17) is
extended to
[Lµν , eα1 ∧ · · · ∧ eαp ] =Mβ1···βpα1···αp(Lµν)eβ1 ∧ · · · ∧ eβp (A.18)
with some adjoint matrices M(Lµν). This therefore defines a tensor representation
∧pρv of Spin(8). Alternatively, ∧pρv may also be obtained by considering tensor
product of the spin representations ρ±.
To see this, we first need to establish an isomorphism between the spaces (S+⊕
S−) ⊗ (S+ ⊕ S−) and ∧∗R8. Note that both spaces have the same dimensions:
16 × 16 = 28. By choosing an orthogonal basis {vA}1≤A≤16 of S = S+ ⊕ S−, we
associate each vA ⊗ vB ∈ S ⊗ S to an element of ∧∗R8 as follows:
vA ⊗ vB ←→
8⊕
p=0
〈vA,Γµ1···µpvB〉 eµ1 ∧ · · · ∧ eµp . (A.19)
This correspondence is 1:1 since if vA ⊗ vB, vC ⊗ vD are associated to the same
element of ∧∗R8, then we must have 〈vA,Γµ1···µpvB〉 ≡ 〈vC ,Γµ1···µpvD〉 for all p and,
by irreducibility of the Clifford group2 acting on S, the two matrix elements must
be orthogonal and never identical to each other, unless vA = vC , vB = vD.
Now we can use the isomorphism S⊗S ∼= ∧∗R8 specified by (A.19). We see that
the action of any group element g ∈ Spin(8) on vA, i.e. vA → v˜A ≡ (ρ+⊕ρ−)(g)◦vA,
will induce two equivalent actions on vA ⊗ vB and on its image in ∧∗R8. The first
action is simply (ρ+ ⊕ ρ−)⊗ (ρ+ ⊕ ρ−)(g) : vA ⊗ vB → v˜A ⊗ v˜B. The second action,
when restricted to the components T µ1···µp ≡ 〈vA,Γµ1···µpvB〉 ∈ ∧pR8, is determined
by T µ1···µp → T˜ µ1···µp ≡ 〈v˜A,Γµ1···µp v˜B〉, which in turn gives rise to the adjoint action
Γµ1···µp → ρ(g)TΓµ1···µpρ(g) = ρ(g)−1Γµ1···µpρ(g), leading to the tensor representation
∧pρv. It follows that
(ρ+ ⊕ ρ−)⊗ (ρ+ ⊕ ρ−) ∼=
8⊕
p=0
∧pρv ∼= 2
(
1⊕ ρv ⊕ ∧2ρv ⊕ ∧3ρv
)
⊕ ∧4ρv. (A.20)
The isomorphism discussed above gives an identity known as the Fierz rearrange-
ment formula. The vectors vA, vB in (A.19) can be replaced by arbitrary spinors
φ = φAvA, ψ = ψ
AvA ∈ S. On the left hand side of this correspondence, we have
the tensor product φ⊗ ψ with components φAψB, which can be viewed as a 16× 16
matrix acting on S. The right hand side can also be considered as such a matrix
if we replace the Clifford elements eµ1 ∧ · · · ∧ eµp by their γ-matrix representation
Γµ1···µp . Since these two matrices are the same object, we must have
φAψB =
1
16
8∑
p=0
1
p!
(φTΓµ1···µpψ) Γµ1···µp
AB (A.21)
2Clifford group Gd ⊂ Cl(d) in d-dimensions is a finite group whose generators can be presented
by the abstract elements {e1, · · · , ed,−1} subject to the relation that −1 is central and that (−1)2 =
1, e2i = −1 and eiej = (−1)ejei for all i 6= j.
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here (Γµ1···µp)
AB denotes the matrix-element of Γµ1···µp in the basis vA. The coefficients
1
p!
in (A.21) are introduced so as to ensure that the sum runs over each of the basis
elements of ∧∗R8 exactly once, and the factor 1
16
comes from a group-theoretical
consideration, which is nothing but the inverse of the dimension of the irreducible
representation for the Clifford group. That this factor must be equal to 1
16
may
also be checked by taking the trace of (A.21): From (A.13) we recall that for odd
p, the matrix Γµ1···µp is always off-diagonal, thus having a vanishing trace. For
even p > 0, the cyclic property of the trace Tr(Γµ1µ2···µp) = Tr(Γµ2···µpµ1) together
with the γ-matrix identity Γµ1µ2···µp = −Γµ2···µpµ1 also gives Tr(Γµ1µ2···µp) = 0. So
when taking the trace, only the first term (p = 0) in the right hand side of (A.21)
survives and it takes the value 1
16
φT · ψTr(I16×16) = φT · ψ, which agrees exactly
with the trace of the left hand side. As an aside, note that this kind of argument
allows us to write down a trace formula for the γ-matrices: Multiplying (A.21) by
Γν1···νqAB = (−1)[ q+12 ]Γν1···νqBA, the left hand side becomes φTΓν1···νqψ, while the right
hand side is
∑8
p=0
(−1)[
q+1
2
]
16p!
(φTΓµ1···µpψ)Tr(Γµ1···µpΓ
ν1···νq), and this gives
Tr(Γµ1···µpΓ
ν1···νq) = 16p!(−1)[ p+12 ]δpqδν1[µ1 · · · δ
νp
µp]
. (A.22)
For example we have Tr(ΓµΓ
ν) = −16δνµ, Tr(ΓµνΓαβ) = −16(δαµδβν − δβµδαν ), etc..
We end this appendix with a few remarks. If φ = ψ has a definite chirality, then
many terms in the sum (A.21) will vanish. Such terms correspond to p ≡ 1, 2 (mod
4) when the γ-matrices are anti-symmetric or p = odd when the γ-matrices map φ
into some spinors with opposite chirality, which are orthogonal to φT . In this case
the Fierz reaarangement formula gets much simplified:
φφT =
1
16
(
(φTφ)I16×16 + (φ
TΓ9φ)Γ9 +
1
4!
(φTΓµναβφ)Γµναβ
)
. (A.23)
Thus, since Γ9φ = ±φ for φ ∈ S±, we have
φφT =
1
16
(
(φTφ)(I16×16 ± Γ9) + 1
4!
(φTΓµναβφ)Γµναβ
)
, φ ∈ S±. (A.24)
Clearly (A.24) defines a projector from S onto its one-dimensional subspace spaned
by φ. Moreover, if φ 6= ψ but they still have the same definite chirality – say, both
of them are in S+ or in S−, then by symmetrizing (A.21) we get
φAψB + φBψA =
1
8
(
(φTψ)(δAB ± Γ9AB) + 1
4!
(φTΓµναβψ)Γµναβ
AB
)
, (A.25)
where “±” corresponds to φ, ψ ∈ S±, respectively. We can also anti-symmetrize
(A.21) to derive, for φ and ψ having the same chirality,
φAψB − φBψA = 1
8
(
1
2!
(φTΓµνψ)Γµν
AB +
1
6!
(φTΓµναβλρψ)Γµναβλρ
AB
)
. (A.26)
The two terms in the right hand side of (A.26) are in fact equal to each other upto
a factor ±Γ9 and we finally have φψT − ψφT = 116(φTΓµνψ)Γµν(1± Γ9), if both φ, ψ
are in S±.
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