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Abstract
We construct p-adic families of Klingen Eisenstein series and L-functions for cuspforms (not
necessarily ordinary) unramified at an odd prime p on definite unitary groups of signature (r, 0)
(for any positive integer r) for a quadratic imaginary field K split at p. When r = 2, we
show that the constant term of the Klingen Eisenstein family is divisible by a certain p-adic
L-function.
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1 Introduction
1.1 Brief overview and relationship with other work
In this paper, we construct p-adic families of Klingen Eisenstein series for cusp forms of level prime
to p (which are unramified principle series representations at p and hence of finite slope) on definite
unitary groups. When the signature of the unitary group is (2, 0), we also show that the constant
terms of these families of Klingen Eisenstein series are divisible by a certain p-adic L-function.
One motivation for doing this is that this is a step toward proving the Iwasawa Main Conjectures
for not necessarily ordinary forms. Note that unlike in the ordinary case, we need to construct
vector-valued Eisenstein series. (To construct non-ordinary families in the most generality, we
need to include representations that are not necessarily one-dimensional, hence we must consider
vector-valued – not just scalar-valued – cusp forms.)
This work builds on the constructions in the authors’ prior papers [Eis12, Eis13a, Eis13b,
Wan13]. Unlike the work in [Eis13a, Eis13b], which was restricted to Siegel Eisenstein series, this
paper also handles the case of Klingen Eisenstein series and pullbacks. We also note that we expect
that the p-adic L-function in this paper is a special case of the one that Harris, Li, and Skinner
announced nine years ago in [HLS05] that they were constructing in a work in progress; their
anticipated result, however, is more general. (We also note that the first author is collaborating
with Harris, Li, and Skinner on the construction of these more general p-adic L-functions.) Both
the construction in this paper and the one announced in [HLS05] rely on pullback integrals (e.g.
See Section 4.1.2) similar to those arising in the doubling method [GPSR87]; thus the approach is
similar for both projects. The paper with Harris, Li, and Skinner, however, concerns only ordinary
forms, while the present paper considers the more general finite slope case. On the other hand,
one of the aims of the work with Harris, Li, and Skinner is to obtain a more general interpolation
formula than the one in the present paper.
1.2 Structure of the paper
In Section 1.3, we introduce some of the conventions with which we work. We conclude Section
1.3 by making use of some of these conventions in order to give a detailed statement of the main
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theorem.
In Section 2, we give the background and definitions necessary for our discussion. In particular,
we introduce the unitary groups with which we will work. We then review the basic theory of
automorphic forms on unitary groups, and we provide the key facts about p-adic automorphic
forms needed for our main results. We also summarize some key results about differential operators
from [Eis12] and results on q-expansions, which are needed to prove our main results on p-adic
interpolation.
In Sections 3 and 4, we discuss both Siegel and Klingen Eisenstein series on unitary groups. We
first recall certain pullback formulas and results on Fourier coefficients of Eisenstein series. We then
choose specific local data that determine the Eisenstein series, and we compute the corresponding
local integrals.
In Section 5, we finish constructing the p-adic families of Eisenstein series, and we state the
main results of this paper. We first construct a p-adic Seigel Eisenstein measure. Then, from this
measure, we construct p-adic families of Klingen Eisenstein series. In Theorem 5.8, we show that
two particular pullbacks are equal to each other, when the unitary group is of signature (2, 0). As
a consequence, we obtain Corollary 5.9, which says that when the signature of the unitary group is
(2, 0), the constant terms of a certain p-adic family of Eisenstein series that we construct is divisible
by a particular p-adic L-function.
Remark 1.1. For most of the material in the first three sections, we work with general unitary
groups of arbitrary signature (r, s). In Sections 2.8 and 2.9, though, we restrict to the case in which
s = 1. The reason for the restriction in that portion of the paper is that we have a good reference
in [Hsi13] for the case s = 1. (While [Lan13], our reference for much of the geometry, has no such
restriction on the signature, it requires substantially more work and notation to formulate this case
in our setting.)
1.3 Conventions and more detailed statement of main theorem
In this section, we introduce some of our conventions.
Let p be an odd prime. Let K be an imaginary quadratic field in which p splits as v0v¯0.
1 By
class field theory there is a unique Z2p-extension K∞ of K unramified away from p. We fix an
embedding σ : K →֒ C, and we identify each element of K with its image under σ. We also fix an
isomorphism ι : Cp ≃ C such that v0 is induced by this isomorphism. Note that this fixes a choice
of a CM type ΣCM . We let ΓK = Gal(K∞/K). Complex conjugation c gives an involution on ΓK.
We let Γ±K ⊂ ΓK be the rank one Zp-submodule on which c acts by ±1.
Let A denote the adeles over Q, and for any field F , let AF denote the adeles over F . Let Af
denote the adeles at the finite places. For any number field F , we denote by OF the ring of integers
in F .
Let π be an irreducible cuspidal automorphic representation of the definite general unitary
group GU(r, 0) of signature (r, 0) and weight k = (a1, a2, . . . , ar) with a1 ≥ · · · ≥ ar ≥ 0, and let
ϕ ∈ π. Then ϕ can be viewed as a function on a finite set of points. Let ξ0 be a Hecke character
on K×\A×K such that ξ0| · |
− r−1
2 is of finite order. Let L be a finite extension of Qp containing all
1Note that all of the results in this paper extend easily to the case of K a CM field, as in [Eis13a]. Our requirement
that K be an imaginary quadratic field is made purely to avoid the more cumbersome notation that results from
working with a more general CM extension.
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the values of ϕ and ξ0| · |
− r−1
2 . Let Σ be a finite set of primes of Q containing the primes above p
and all the primes at which ξ0, π, or K/Q is ramified. Since Kp ≃ Kv0 ×Kv¯0 ≃ Qp ×Qp, we have
GU(r, 0)(Qp) ≃ GLr(Qp)×Q
×
p , g 7→ (gv0 , µ(g))
where µ is the similitude character.
We define Λ := ΛK := ZpJΓKK. For any finite extension A of Zp, define ΛK,A := AJΓKK. In
particular, ΛK,OL := OLJΓKK, Λ
+
K,OL
:= OL[[Γ
+
K]], and Λ
−
K,OL
:= OL[[Γ
−
K]]. In Section 5, we will
define families of Hecke characters τφ, ξφ parameterized by elements φ ∈ SpecΛK,OL .
We now introduce some notation that we will use when working with matrix groups. We write
diag(g, h) to mean a block diagonal matrix with g in the upper left hand corner and h in the lower
right hand corner, and we denote the space of r × r matrices over a ring R by Mr(R). Denote
by Sn(R) the space of n × n Hermitian matrices over a ring R, and let S
+
n (R) denote the subset
of S(R) consisting of positive definite matrices. Let K =
∏′
vKv be a compact open subgroup of
GU(r, 0)(Af ) such that Kp = GLr(Zp)×Z
×
p . Fix a Borel subgroup B in GU(r, 0), and let N denote
the unipotent radical of B. We let Γ0(p
t) ⊆ GU(r, 0)(Zp) be the subgroup consisting of matrices
congruent to B(Zp) modulo p
t, and we let Γ1(p
t) ⊆ Γ0(p
t) be the subgroup consisting of matrices
congruent to N(Zp) modulo p
t. Let K0(p) =
∏
v 6=pKv
∏
v=p Γ0(p).
1.3.1 The main theorem
The main results of the paper appear in Section 5.5. In Theorem 1.2, we list these results.
Theorem 1.2. Let π be a tempered irreducible cuspidal automorphic representation of GU(r, 0)
of weight k = (a1, a2, . . . , ar), a1 ≥ · · · ≥ ar ≥ 0, such that πp is the unramified principal series
representation π(χ1, . . . , χr) for characters χ1, . . . , χr such that the χi’s are pairwise distinct. Let
ϕ ∈ πK0(p) be an eigenvector for all the Hecke operators at p.
(i) There is a constant Cϕ,p and an element L
Σ
ϕ,ξ0
∈ ΛK,OL such that for a certain Zariski dense
set of arithmetic points φ ∈ SpecΛK,OL (to be specified in the text) we have
φ(LΣϕ,ξ0) = Cϕ,p · cφ,π · L
Σ(π˜, ξφ, 0)
where LΣ(π˜, ξφ, 0) is the L-function (with the factors at Σ removed) associated to the contra-
gredient π˜ and a certain Hecke character ξφ dependent on φ, and cφ,π is a parameter dependent
on φ and π (which we make precise once we have introduced more notation).
(ii) There is a set of formal q-expansions2 Eϕ,ξ0 := {
∑
β a
t
[g](β)q
β}([g],t) with
∑
β a
t
[g](β)q
β ∈
ΛK,OL ⊗Zp R[g],∞ where R[g],∞ is a certain ring defined in Section 2.8.2 and ([g], t) are p-
adic cusp labels, such that for a Zariski dense set of arithmetic points φ ∈ SpecΛK,OL, φ(Eϕ,ξ0)
is the Fourier-Jacobi expansion of the (projection onto the) highest weight vector of a holo-
morphic Klingen Eisenstein series E(fKling,φ, zκφ ,−), which is an eigenvector for the Hecke
operator Ut+ (introduced in Section 2.10) with non-zero eigenvalue. Here, fKling,φ is a certain
Klingen section to be defined in the text.
(iii) If r = 2, then the constant terms at[g](0) in the q-expansion Eϕ,ξ0 are divisible by L
Σ
ϕ,ξ0
· LΣτ¯ ′
where LΣτ¯ ′ is the p-adic L-function of a Dirichlet character (originally constructed by Kubota
and Leopoldt in [KL64]).
2We review the key features of Fourier-Jacobi expansions and q-expansions in Section 2.8.
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Remark 1.3. The Fourier-Jacobi expansion in (ii) is obtained from a bounded measure of p-adic
modular forms on GU(r + 1, 1) on ΓK ≃ Z
2
p, interpolating the corresponding holomorphic Klingen
Eisenstein series.
Remark 1.4. In part (iii), we assumed r = 2. This is because we need to know that certain
constants (c(k,0,κ) and c
′
(k,0,κ)) coming from different Archimedean integrals are equal. We do not
compute the precise formulas for them. Instead we show this by comparison with the construction in
the ordinary case. In fact, all what we need is the existence of some split prime ℓ such that there is
an irreducible cuspidal automorphic representation of GU(r, 0) that is ordinary at the prime ℓ and
is tempered. If r = 2, this follows from the Sato-Tate Conjecture. There are other cases where this
can be done. For example, when r is even, one might construct such automorphic representations
by inducing certain Hecke characters of CM fields. We leave this to the reader.
2 Background
2.1 Notation
Let ǫ denote the cyclotomic character and ω the Techimuller character. For a character ψ of K×v
or A×K we often write ψ
′ for the restriction to Q×v or A
×
Q. For a character τ of K
× or A×K we define
τ c by τ c(x) = τ(xc), where xc denotes the complex conjugate of x.
Let ξp be a character of Qp. If the conductor is (p
t) with t > 0, then we define the Gauss
sum g(ξp) =
∑
a∈(Zp/ptZp)×
ξp(a)e
2πia/pt . Later, we will also view the Gauss sum as a function on
multiplicative characters in the usual way.
Let Ψ = ΨK : GK → ΓK →֒ Λ
×
K be the canonical character. We define εK to be the composition
of ΨK with the reciprocity map of global class field theory, which we denote by recK. Here we use
the geometric normalization of class field theory. We also define Ψ± to be the composition of Ψ
with the OL-morphism ΛK,OL → Λ
±
K,OL
taking γ∓ to 0, where γ± denotes a topological generator
of Λ±K,OL .
For n > 0, we write B = Bn for the standard upper triangular Borel subgroup of GLn and
N = Nn for its unipotent radical. We write
tB and tN for the opposite Borel and unipotent
radical. For a representation V1 of G1 and V2 of G2, we write V1⊠V2 for the natural representation
of G1 ×G2 on V1 ⊗ V2. We use this notation to distinguish from the tensor product representation
of a single group, which we denote by ⊗.
We refer to [Hsi13, Section 2.8] for the discussion of the CM period Ω∞ and the p-adic period
Ωp associated to K.
2.2 Unitary Groups
Let ζ be a diagonal matrix such that i−1ζ is positive definite with entries in OK prime to p,
and let GU(r, 0) denote the unitary similitude group associated to ζ. Let GU(r + 1, 1) denote
the unitary similitude group associated to the matrix

 1ζ
−1

. Note that the signature
of GU(r, 0) (respectively, GU(r + 1, 1)) is (r, 0) (respectively, (r + 1, 1)). More generally, given
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nonnegative integers r ≥ s, we define
θr,s =

 1sζ
−1s


where ζ is a diagonal (r − s) × (r − s) matrix such that i−1ζ is positive definite. (When r = s,
we define θr,s =
(
1s
−1s
)
.) Let V = V (r, s) be the skew Hermitian space over K with respect to
this metric, i.e. Kr+s equipped with the metric given by
〈u, v〉 := uθr,s
tv¯. (1)
We define algebraic groups G := GU(r, s) and U(r, s) whose R-points, for any Q-algebra R, are
G(R) = GU(r, s)(R) :=
{
g ∈ GLr+s(K ⊗Q R)|gθr,sg
∗ = µ(g)θr,s, µ(g) ∈ R
×
}
, (2)
where g∗ := tg¯, and
U(r, s)(R) := {g ∈ GU(r, s)(R)|µ(g) = 1}.
(The function µ : GU(r, s) → Gm is called the similitude character.) Given a positive integer n,
we sometimes write GUn and Un for GU(n, n) and U(n, n), respectively. We have the following
embedding:
GU(r, 0) × ResK/ZGm → GU(r + 1, 1) (3)
g × x 7→ m(g, x) :=

µ(g)x¯
−1
g
x

 .
Let P be the parabolic subgroup of GU(r+1, 1) consisting of matrices such that the entries in the
first column below the diagonal and the entries in the last row to the left of the diagonal are 0. We
let MP be the Levi subgroup of P . We define GP ⊆ MP to be the set of block diagonal matrices
diag(1, g, µg) with g ∈ GU(r, 0). For r ≥ s, we define U(s, r) = U(r, s), viewed as a unitary group
with the opposite signature of the group U(r, s) defined above. We define an embedding
γ : {g1 × g2 ∈ GU(r + 1, 1) ×GU(0, r), µ(g1) = µ(g2)} → GU(r + 1, r + 1)
g1 × g2 → S
−1diag(g1, g2)S
for
S =


1
1 ζ2
1
−1 − ζ2

 . (4)
We also define embeddings
γ′ : {g1 × g2 ∈ GU(r, 0) ×GU(0, r), µ(g1) = µ(g2)} → GU(r, r)
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g1 × g2 → S
′−1diag(g1, g2)S
′
for
S′ =
(
1 − ζ2
−1 − ζ2
)
. (5)
Remark 2.1. We work with coordinates here, because they are useful for our later computations.
We note, though, that one could rephrase the discussion of this section in a coordinate-free way (at
the expense of not having already chosen coordinates for our later computations). More specifically,
if 〈, 〉r,s is the pairing on V (r, s) defined in Equation (1) and 〈, 〉r,r is the pairing on V (r, r) =
V (r, 0) ⊕ V (r, 0) defined by 〈(v,w), (v′ , w′)〉r,r = 〈v, v
′〉r,0 − 〈w,w
′〉r,0, then the natural embedding
of unitary groups U(〈, 〉r,0) × U(−〈, 〉r,0) →֒ U(〈, 〉r,r) preserving these pairings is the same as the
embedding γ′. Similarly, if we write
〈, 〉r+1,r+1 = 〈, 〉r+1,1 ⊕ 〈, 〉0,r
(following the notation of Shimura in [Shi97, Section 1.1]), then γ is the natural embedding
U(〈, 〉r+1,1)× U(−〈, 〉r,0) →֒ U(〈, 〉r+1,r+1).
2.3 Hermitian Symmetric Domain
Suppose r ≥ s > 0. When there is no ambiguity about r and s, we shall write θ in place of θr,s.
Then the Hermitian symmetric domain for GU(r, s) is
X+ = Xr,s =
{
τ =
(
x
y
)
|x ∈Ms(C), y ∈M(r−s)×s(C), i(x
∗ − x) > −iy∗θ−1y
}
.
Note that when r = s, we take Xr,s to be
Xr,r = {x ∈Mr (C) |i(x
∗ − x) > 0} .
For α ∈ GU(r, s)(R), we write
α =

a b cg e f
h l d


according to the standard basis of V together with the block decomposition with respect to s +
(r− s)+ s. There is an action of α ∈ G(R)+ (Here, the superscript + denotes the component with
positive similitude at the Archimedean place.) on Xr,s defined by
α
(
x
y
)
=
(
ax+ by + c
gx+ ey + f
)
(hx+ ly + d)−1.
If rs = 0, Xr,s consists of a single point written x0 with the trivial action of G. For an open
compact subgroup U of G(AQ,f ), put
MG(X
+, U) := G(Q)+\
(
X+ ×G(AQ,f )
)
/U
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where U is an open compact subgroup of G(AQ,f ). (The equivalence is via (gx, ghu) ∼ (x, h) for
all g ∈ G(Q)+, x ∈ X+, h ∈ G (AQ,f), and u ∈ U .)
Let i′ and i′′ be the points on the Hermitian symmetric domains for GU(r, s) and GU(r+1, s+1),
respectively, defined by i˜′ =
(
i1s
0
)
and i˜ =
(
i1s+1
0
)
. (Here, 0 denotes the (r−s)×s or (r−s)×(s+1)
0-matrix.) Let GU(r, s)(R)+ be the subgroup of GU(r, s)(R) whose similitude factor is positive.
Let K+∞ and K
+,′
∞ be the compact subgroups of U(r + 1, s + 1)(R) and U(r, s)(R), respectively,
stabilizing i˜ or i˜′, respectively. Let K∞ (resp. K
′
∞) be the groups generated by K
+
∞ (resp. K
+,′
∞ )
and diag(1r+1,−1s+1) (resp. diag(1r,−1s)).
We also define an embedding of Hermitian domains
Xr+1,1 ×X0,r →֒ Xr+1,r+1 (6)
(z, x0) →֒
(
x 0
y ζ
)
(7)
for z =
(
x
y
)
. This embedding respects the actions of the unitary groups under the embedding γ.
2.4 Automorphic forms
We define a weight k = (a1, · · · , ar; b1, . . . , bs) for integers a1 ≥ · · · ≥ ar ≥ −b1 + r + s ≥ · · · ≥
−bs + r+ s. (This convention follows [Hsi13].) We define ||k|| = b1 + · · ·+ bs + a1 + · · ·+ ar. By a
scalar weight κ for some κ > r+1 we mean the weight (0, . . . , 0;κ, . . . , κ). With slight modifications,
we will mainly follow [Hsi13], which in turn summarizes relevant portions of [Shi97], [Shi00], and
[Hid04], to define the space of automorphic forms. We define a cocycle J : RF/QG(R)
+ ×X+ →
GLr(C)×GLs(C) := H(C) by J(α, τ) = (κ(α, τ), µ(α, τ)), where for τ =
(
x
y
)
and α =

a b cg e f
h l d

,
κ(α, τ) =
(
h¯tx+ d¯ h¯ty + lθ¯
−θ¯−1(g¯tx+ f¯) −θ¯−1g¯ty + θ¯−1e¯θ¯
)
, µ(α, τ) = hx+ ly + d.
As in [Hsi13], we define some rational representations of GLr. Let R be a Z-algebra. For a
weight k = (a1, · · · , ar; b1, . . . , bs), we define the representation Lk(R) with minimal weight −k by
to be the R-points of
Lk = {f ∈ OGLr×GLs |f(tn+g) = k
−1(t)f(g), t ∈ Tr × Ts, n+ ∈ Nr ×
tNs}, (8)
where Tr and Ts denote maximal tori inside of the Borel subgroups Br and Bs, respectively. The
action ρk on Lk is given by ρk(g)(h) = f(hg). We define the functional lk on Lk by evaluating at
the identity. We also define the representation Lk(R) with highest weight k which has the same
space as Lk but with the group action of g ∈ GLr given by ρ
k(g) = ρk(
tg−1). Note that Lk and L
k
are dual to each other; we denote the natural pairing between them by 〈, 〉.
Definition 2.2. Let K be an open compact subgroup in G(AF,f ). The space Mk(K,C) of holo-
morphic modular forms of weight k is the space of holomorphic Lk(C)-valued functions f on
X+ ×G(AQ,f ) such that for all τ ∈ X
+, α ∈ G(Q)+ and u ∈ K,
f(ατ, αgu) = µ(α)−‖k‖ρk(J(α, τ))f(τ, g).
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When r = s = 1, we also require a moderate growth condition at the cusps.
We sometimes write M
(r,s)
k to emphasize the signature (r, s) of the unitary group on which we
are working.
2.5 Shimura varieties and Igusa varieties
2.5.1 Unitary Similitude Groups
To each open compact subgroupK =
∏
vKv ofGU(r, s)(Af ) whose p-componentKp isGU(r, s)(Zp),
we attach a Shimura variety SG(K); we refer to [Hsi13] for the definitions and details about arith-
metic models of Shimura varieties. The space SG(K) parametrizes quadruples (A,λ, ι, η¯
())/S where
 is a finite set of primes, A is an abelian variety over some base ring S, λ is an orbit of prime-to-
polarizations of A, ι is an embedding of OK into the endomorphism ring of A such that the action of
ι(a) on LieA has characteristic polynomial (X−a¯)r(X−a)s, and η¯() is a prime-to- level structure
of A. Fix a coefficient ring R and a quadruple (A,λ, ι, η¯())/SpecR. We let ωA = HomR(LieA,R),
with the action of OK given by (x · f)(m) = f(ι(x¯)m) for x ∈ OK and m ∈ LieA. (Note that this
convention of Hsieh is different from that used by Shimura and Hida in the literature; the group
denoted by U(r, s) by Hsieh is the group denoted by U(s, r) in the work of Shimura, Hida, and
others.) There is also a theory of compactifications of SG(K) developed in [Lan13]. We denote
S¯G(K) the toroidal compactification and S
∗
G(K) the minimal compactification.
We define level groups at p as in [Hsi13, Section 1.10]. Recall that K =
∏
vKv is such that
Kp = G(Zp). If we write gp =
(
A B
C D
)
with A an r × r matrix and D an s × s matrix, then we
define
Kn = {g ∈ K|gp ≡
(
1r ∗
0 1s
)
modpn}
Kn1 = {g ∈ K|A ∈ Nr(Zp)modp
n, B ∈ tNs(Zp)modp
n, C ≡ 0modpn}
Kn0 = {g ∈ K|A ∈ Br(Zp)modp
n, B ∈ tBs(Zp)modp
n, C ≡ 0modpn}.
Now we recall briefly the notion of Igusa varieties in [Hsi13, Section 2], which summarizes earlier
work of H. Hida. Let V be the Hermitian space for U(r, s), letM be a standard lattice of V , and let
Mp =M ⊗ZZp. Let Polp = {N
−1, N0} be a polarization of Mp. Recall that this is a polarization if
N−1 and N0 are maximal isotropic submodules in Mp and they are dual to each other with respect
to the Hermitian metric on V and also that:
rankN−1v0 = rankN
0
v¯o = r, rankN
−1
v¯0 = rankN
0
v0 = s.
The Igusa variety of level pn is the scheme representing the usual quadruple for a Shimura variety
(or its compactification) together with an embedding
j : µpn ⊗Z N
0 →֒ A[pn]
where A is the abelian variety in the quadruple we use to define the arithmetic model of the Shimura
variety. Note that the existence of j implies that if p is nilpotent in the base ring, then A must
be ordinary. This is a Galois covering of the ordinary locus of the Shimura variety with Galois
group H ≃ GLr (Zp)×GLs (Zp). We also denote IG(K
n
1 ) and IG(K
n
0 ) the Igusa varieties (over the
toroidal compactification) with the corresponding level structures.
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2.5.2 Igusa Schemes for Unitary Groups
Assume the tame level group K is neat. For any c an element in Q+\A
×
Q,fν(K) we refer to [Hsi13,
Section 2.5] for a discussion of Igusa schemes and the “c-Igusa schemes” for the unitary groups
U(r, s) (not the similitude group). They parameterize quintuples (A,λ, ι, η¯(p), j)/S similar to the
Igusa schemes for unitary similitude groups but requiring λ to be a prime to p-polarization of
A. If we write I1(K
n
1 ), I2(K
n
1 ) and I3(K
n
1 ) for the Igusa schemes of U(r, 1) (U(0, r)), U(0, r) and
U(r + 1, r + 1) (U(r, r)), then there is a map of Igusa schemes:
i : I1(K
n
1 )× I2(K
n
1 )→ I3(K
n
3 ).
We refer to [Hsi13, Section 2.6] for details of this map as well as the corresponding version for c-
Igusa scheme versions. Later on we will uses them for algebraic definitions for the pullback formulas
for unitary and unitary similitude groups.
2.6 Geometric Modular Forms
Let H = GLr × GLs. (Note that H denotes GLr × GLs, while H denotes the Galois group in
Section 2.5 that is isomorphic to H (Zp).) We define ω = e∗ΩG/S¯G(K) (where e : G → S¯G(K) is
the universal abelian scheme). So ω = ev0ω ⊕ ev¯0ω, where ev0 and ev¯0 denote the projectors onto
the submodules on which each element α ∈ K acts as multiplication by α or multiplication by α¯,
respectively. We also define
E+ := Isom(OrS¯G(K), ev0ω),
E− := Isom(OsS¯G(K), ev¯0ω).
This is a H-torsor over S¯G(K). We can define the automorphic sheaf ωk = E ×
H Lk. A section f
of ωk is a morphism f : E → Lk such that
f(x, hω) = ρk(h)f(x,ω), h ∈ H.
Now we consider automorphic forms on unitary groups in the adelic language. The space of
automorphic forms of weight k and level K with central character χ consists of smooth and slowly
increasing functions F : G(AQ)→ Lk(C) such that for every (α, k∞, u, z) ∈ G(Q)×K
+
∞×K×Z(AQ),
F (zαgk∞u) = ρk(J(k∞, i˜′)
−1)F (g)χ−1(z).
2.7 p-adic Automorphic Forms on Unitary Groups
In this section, we recall the main features of p-adic automorphic forms, as discussed in [Hid04,
Chapter 8]. The reader is encouraged to consult [Hid04, Chapter 8] for more details. Let R be a
p-adic Zp-algebra and let Rm := R/p
m. Let Sm = S ×R Rm, where S is the ordinary locus of the
toroidal compactification of one of the Shimura varieties considered in Section 2.5. Following the
notation of [Hid04, Section 8.1.1], we denote the Igusa variety of level pn over Sm by Tm,n, and
we define Vm,0 = H
0 (Sm,Om) and Vm,n = H
0
(
Tm,n,OTm,n
)
. So Vm,0 ⊆ Vm,1 ⊆ · · · ⊆ Vm,n. Also
following the notation of [Hid04, Section 8.1.1], we put
Vm,∞ = ∪nVm,n
V = lim←−
m
Vm,∞.
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With N defined to be a unipotent radical of the Borel B ⊆ GLr (Zp)×GLs (Zp) as above, we define
the space of p-adic modular forms Vp (G,K) by
Vp (G,K) := V
N .
(Beware that in the later subsections of [Hid04, Chapter 8], the space Vp(G,K) is denoted simply
by V , even though that space is actually V N , as explained at the beginning of [Hid04, Section
8.3.2].)
Before proceeding further, we highlight some facts about rational representations and vector
bundles, which we will use in the remainder of the discussion in this section. Our presentation here
follows the conventions of [Hid04, Section 8.1.2], which, in turn, refers the reader to [Jan87, Section
I.2] and [Hid00, Section 1.6.5] for more details. Given a ring or a sheaf of rings A over a scheme,
we define
RA[k] =
{
f : GLn/N → A
1|f(ht) = κkf(h)
}
,
where κk is the character on the torus corresponding to the weight given by the ordered tuple k.
As explained on [Hid04, p. 332], there is a (unique, up to a A-unit multiple) N -invariant linear
form ℓcan : RA[κ]→ A, which generates (RA[κ]
∗)N . Note that we can normalize ℓcan so that
ℓcan(φ) = φ (1n)
for all φ ∈ RA[κ]. (Note that 1n denotes the identity matrix in GLn/N .) When A is a p-adic
ring, we denote by C (GLn(Zp)/N(Zp), A) the space of p-adically continuous A-valued functions,
and we denote by LC (GLn(Zp)/N(Zp), A) the space of locally constant A-valued functions. Given
a ring A of functions on GLn (Zp) /N (Zp), we write A[k] to denote the κk-eigenspace under right
multiplication g 7→ gt by t ∈ T (Zp). Note that for any p-adic ring A, there is a canonical map
RA[k] →֒ C (GLn (Zp) /N (Zp) , A) [k],
and when A is finite C (GLn(Zp)/N(Zp), A) = LC (GLn(Zp)/N(Zp), A). (Note that the modules
RA[k] and RA[k]
∨ are the same as the modules Lk and L
k, respectively, but in order to make the
connection with [Hid04] transparent, we adhere to Hida’s notation - rather than the conventions in
[Hsi13] - in this section.)
Let ωm denote the pullback of ω to Sm, and let ωm,k denote the pullback of ωk to Sm. As
explained on [Hid04, p. 334], there is a canonical map
ωkcan : H
0
(
Sm, ωm,k
)
→ H0
(
Tm,m, RTm,m [k]
)
.
As explained on [Hid04, p. 335], there is a natural map
β : H0 (Sm, ω)→ V
N
m,∞[k],
where V Nm,∞[k] denotes the k-eigenspace for the action of T on V
N
m,∞; and if m = ∞, then β is
injective. Moreover, letting R′m = ⊕k>>0H
0 (Sm, ωm) (where >> means sufficiently regular, in the
sense of [Hid04, Section 5.1.3]), there is a map
β(m) : R′m → V
N
m,m,
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for 1 ≤ m <∞, defined by
β(m)

∑
k>>0
fk

 =

(X/Tm,m, j) 7→
∑
k
ℓcan
(
ωkcan
(
fk (X, j)
))

 .
Continuing to follow the notation of [Hid04, Section 8.1.4], we note that by taking projective limits,
we obtain a map
β(∞) : R′∞ → V
N = lim←−
m
V Nm,∞.
Let V∞,m = lim−→n
Vn,m and V∞,∞ = lim←−m
V∞,m. When we need to be precise about the signature
(r, s) of the unitary group with which we are working, we write V
(r,s)
∞,∞. Define Vp(G,K) := V
N
∞,∞
to be the space of p-adic modular forms. As explained on [Hid04, p. 336], the map β(∞), in turn,
induces a map
β = βk : H
0
(
S, ωk
)
→֒ lim
←−
m
H0
(
Sm, ωk
)
→ V N [k].
Furthermore, as explained in [Hid04, Theorem 8.13(1)], ifM denotes Sh
(p)
K (GU,X) /Zp and R = Zp
or R = Qp/Zp, then there is a canonical inclusion
β : ⊕kH
0
(
M/Zp, ωk ⊗Zp R
)
→֒ V ⊗Zp R.
As explained in [Hid04, Theorem 8.14(1)], if the signature of G is (n, n) for some integer n and M
denotes the toroidal compactification of Sh
(p)
K (GU,X) /Zp, then there is an inclusion
β : ⊕kH
0
(
M/Zp, ωk ⊗Zp R
)
→֒ V ⊗R
(for R = Zp or R = Qp/Zp) such that (in terms of q-expansions, the topic of the next section)
β(f)(q) = ℓcan(f)(q).
2.8 Fourier-Jacobi Expansions
2.8.1 Analytic Fourier-Jacobi Expansions
We are now going to describe the Fourier-Jacobi expansion for vector-valued automorphic forms
on U(r+1, 1). This will only be used for studying the constant terms of these automorphic forms.
As in [Hsi11], for any holomorphic automorphic form f on U(r + 1, 1) we can express the analytic
Fourier-Jacobi expansion of f at the standard maximal parabolic P by
FJP (g, f) = a0(g, f) +
∑
aβ(y, g, f)q
β .
Here each function aβ(−, g, f) : C
r → C is a theta function with complex multiplication by K.
There is also an algebraic theory of Fourier-Jacobi expansions, which is discussed in [Hsi11,
Section 3] and [Lan13]. Let N1H ⊂ H be the set of elements of the form
(
1 0
1r
)
×{1}. Due to the
ambiguity of the choice of standard basis for differentials of Mumford objects, the Fourier-Jacobi
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expansion is only defined up to translation by elements in N1H . Let (g, h) ∈ C(K)×H be a p-adic
cusp. Let g1 ∈ GP (Af ) and [g1] be the class of g1 in I
n
[g](C) and let ϕ[g1] be the map from the
space of p-adic modular forms on U(r, 0) to its value at g1. The following comparison between
analytic and algebraic Fourier-Jacobi expansions is the main result of [Lan12] and is recalled in
[Hsi11, Equation (3.12)]:
FJP (g1hg, f)N1
H
(C) = ρk(diag(1,Ω∞, 1))ϕ[g1](FJ
h
[g](f))N1H (C)
.
2.8.2 Algebraic Theory for Fourier-Jacobi expansions
Now we specialize to the group GU(r + 1, 1) and define the set of cusps and p-adic cusps.
Cusps Given an open compact subgroup K as above, we define the set of cusp labels by:
C(K) := (GL(XK)×GP (Af ))NP (Af )\G(Af )/K.
This is a finite set. We write [g] for the class represented by g ∈ G(Af ). For each such g whose p-
component is 1 we define KgP = GP (Af )∩gKg
−1 and denote by S[g] := SGP (K
g
P ) the corresponding
Shimura variety for the group GP with level group K
g
P . By strong approximation, we can choose a
set C(K) of representatives of C(K) consisting of elements g = pk0 for p ∈ P (A
(pN0)
f ) and k
0 ∈ K0
for K0 the maximal compact subgroup.
p-adic Cusps As in [Hsi13], each pair (g, h) ∈ C(K) ×H can be regarded as a p-adic cusp, i.e.
a cusp of the Igusa tower.
Let W be the Hermitian space for GU(r, 0). Recall that P is a maximal parabolic of G with
levi

a g
a¯−1µ(g)

 and g ∈ GU(W ) and we write GP for GU(W ).
We can also define Shimura varieties and Igusa towers for the group GP . Recall K
g
P = GP (Af )∩
gKg−1. Write S[g] := SGP (K
g
P ). One defines a group scheme Z[g] over S[g] using the universal
abelian variety as in [Hsi13, Section 2.7] and denote Z◦[g] the connected component. In our case
this is an abelian variety over SGP (K
g
P ). For • = 0, 1, ∅ let K
g,n
P,• := gK
n
• g
−1 ∩ GP (Af ) and
I[g](K
n
• ) := IGP (K
g,n
P,•) be the associated Igusa scheme over S[g]. These schemes are affine. Write
A[g], A
n
[g] for be the coordinate rings for S[g] and I[g](K
n
1 ). In fact we are mainly interested in forms
with this level Kn1 . We use Λ-adic Fourier-Jacobi expansions to study these forms. In particular,
the Klingen Eisenstein series we construct are of this level.
At a cusp [g], one defines a Mumford family (M, ιM); see [Hsi13, Section 2.7] (or [Eis12] or
[Hid04]) for more details. We also fix a p-power level structure jM as in [Hsi13]. We define R[g],∞
to be the ring consisting of formal q-expansions
∑
β∈S[g]
ah[g](β)q
β with
ah[g](β) ∈ (V
(r,0),N
∞,∞ )⊗S[g] H
0(Z◦[g],L(β)).
(This ring is not quite the one defined in [Hsi13, Section 2.7]. It is easy to see, however, that this
ring contains the rings considered there; and if we want to study q-expansions of p-adic modular
forms of coefficients not necessarily of p-power torsion, then we need our ring R[g],∞.) One obtains
the Fourier-Jacobi expansion for a modular form by evaluating the form at the Mumford family
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(M, ωM) over the base ring R[g],∞. (Here, the basis of the differential ωM is not canonical; thus,
if our form is not of scalar weight then the Fourier-Jacobi expansion takes values in the orbit of a
vector instead of a vector. For details see [Hsi13, Section 2.7].) Now we recall the Fourier-Jacobi
expansion for p-adic modular forms following [Hsi13, Section 3.6.2]. Any (g, h) ∈ C(K)×H can be
regarded as a cusp on the Igusa tower. In loc.cit, Hsieh defines a subgroup S[g] of Q
+ (corresponding
to Kn1 there).
For any f ∈ V
(r+1,1),N
∞,∞ , the p-adic Fourier-Jacobi expansion at the cusp (g, h) is given by
Fˆ J
h
[g](f) := f(M[g], h
−1jM) =
∑
β∈S[g]
aˆh[g](β, f)q
β ∈ R[g],∞.
Remark 2.3. The use of “Fˆ J,” “Mˆ”, etc. in the p-adic context - while non-standard - follows the
convention of Hsieh. (So note thatˆmeans to consider the p-adic realization of an object or space;
it does not denote a Fourier transform.)
2.8.3 Siegel Operators
We have a Siegel Φ operator defined by taking the term where β = 0. The Siegel operator ΦP,g can
be defined analytically as follows. For any g ∈ G(AQ) we define
ΦP,g(f) =
∫
NP (Q)\NP (AQ)
f
(
n ·
(˜
i, g
))
dn.
2.9 Inner Products of Automorphic Forms on Definite Unitary Groups
Recall from Section 2.6 that we have a natural GLr-equivariant pairing
〈, 〉 : Lk(R)× L
k(R)→ R.
There is a natural pairing M
(r,0)
k (K,R)×M
(0,r)
−k (K,R)→ R given by
〈f, h〉 :=
∫
U(Q)\U(AQ)
〈f(g), h(g)〉dg.
(We identify U(r, 0) with U(0, r). Note that due to the different definitions of the automorphy
factors for U(r, 0) and U(0, r), the infinity types for the two spaces are in fact dual to each other.)
There is a pairing between p-adic automorphic forms which we are going to describe below.
First, though, we give another description of p-adic automorphic forms on definite unitary groups
(U(r, 0) or U(0, r)). Let Mˆ
(r,0)
k (K,R) be the space of functions f : GU(r, 0)(Af ) → Lk(R) such
that
f(αgk) = ρk(k
−1
p )f(g), α ∈ G(Q), k ∈ K.
Then if n ≥ m we have Mˆk(K
n
1 , Rm) = Vk(K
n
1 , Rm). If p is invertible in R then we have an
isomorphism
M
(r,0)
k (K,R) ≃ Mˆ
(r,0)
k (K,R)
f 7→ fˆ , fˆ(g) := ρk(g
−1
p )f(g).
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This means the Mˆ can be viewed of as the image of classical forms of weight k in the space of p-adic
automorphic forms on weight k. We have similar definitions for the group GU(0, r). We define the
pairing between p-adic automorphic forms on GU(r, 0) and GU(0, r) by
〈fˆ , hˆ〉 := Vol(K0)
−1
∑
x∈U(Q)\U(Af )/K0
〈fˆ(x), hˆ(x)〉.
Where K0 is the compact open subgroup of U(Af ) which is K0(p) at p and equals the local
component for K at all other primes. One sees that if f and fˆ , h and hˆ correspond to each other
in the above sense, then
〈f, h〉 = 〈fˆ , hˆ〉.
Remark 2.4. If we identify the group U(r, 0) with U(0, r) then an automorphic form for U(r, 0)
of weight (a1, . . . , ar) is a form of weight (−ar, . . . ,−a1) for U(0, r).
2.10 Hecke Operators at p
Definition 2.5. Let n = r + s and k = (a1, · · · , ar; b1, . . . , bs) be a weight. We define the set
{κ1, . . . , κr+s} (such that κ1 ≥ · · · ≥ κr+s) to be{
bs + s− 1−
n
2
+
1
2
, bs−1 + s− 2−
n
2
+
1
2
, . . . , b1 −
n
2
+
1
2
,−ar + r + s− 1−
n
2
+
1
2
, . . . ,−a1 + s−
n
2
+
1
2
}
.
We now briefly introduce some Hecke operators. (For more details on Hecke operators, see
[Hid04, Section 8.1.6].) Let Ap := Zp[t1, t2, . . . , tn, t
−1
n ] be the Atkin-Lehner ring of G(Qp), where
ti is defined by ti = N(Zp)αiN(Zp), αi =
(
1n−i
p1i
)
. Writing NαiN = ⊔uNαi,u, we have that
ti acts on π
N(Zp) by
v|ti =
∑
u
α−1i,uv.
We also define a normalized action with respect to the weight k following ([Hid04, Chapter 8]):
v‖ti := δB(αi)
−1/2pκ1+...+κiv|ti,
where δB denotes the modulus character for the Borel B. We denote ||ti as Uti and define the Hecke
operator Ut+ to be the composition of the ||ti ’s above.
2.11 Differential Operators
Let S/T be either the Igusa or Shimura variety, and let A/S be the universal Abelian variety.
2.11.1 The Gauss Manin connection
Let π : X → S be a smooth proper morphism of schemes, and let S be a smooth scheme over a
scheme T . Then the Gauss-Manin connection is a map:
∇ : HqDR(X/S)→ H
q
DR(X/S).
By using the chain rule, we can also define ∇ : T •(H1±DR(A/S)) → T
•(H1±DR(A/S)) ⊗ Ω
1
S/T . (Here,
T • denotes T⊗k for some nonnegative integer k, and like in [Eis12], H1+DR (resp. H
1−
DR) denotes the
submodule on which αK acts via multiplication by α (resp. α¯).)
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2.11.2 Algebraic Differential Operators
As explained in [Eis12, Section 7], there is a purely algebraic differential operator
DρA/S : H
1
DR(A/S)
ρ ⊗ T •
(
H+ (A/S)⊗H− (A/S)
)
→ H1DR (A/S)
ρ ⊗ T •+1
(
H+ (A/S)⊗H− (A/S)
)
,
which is constructed from the Gauss-Manin connection and the Kodaira-Spencer morphism. This
operator is a generalization to the case of automorphic forms on unitary groups of signature (n, n)
of the differential operators constructed for Hilbert modular forms in [Kat78].
2.11.3 C∞ Differential Operators
Over C, there is a canonical splitting
H1DR(C
∞) = ω(C∞)⊕ Split(C∞)
of the Hodge filtration corresponding to the holomorphic and anti-holomorphic one-forms. Let
ρ = ρ− ⊗ ρ+ be a representation of GLn × GLn which is a quotient of ρ
⊗d1
st ⊗ ρ
⊗d2
st . There is a
C∞-differential operator
∂(ρ,C∞, d) :
(
ω−
)ρ− ⊗ (ω+)ρ+ → (ω−)ρ− ⊗ (ω+)ρ+ ⊗ (ω+ ⊗ ω−)⊗d .
defined in [Eis12, Section 8] as the composition
(ω−)ρ− ⊗ (ω+)ρ+ →֒ (H1DR(A/S))→ (H
1
DR(A/S))
IndGP ρ ⊗ T d(H+(A/S)⊗H−(A/S))
→ (ω−)ρ− ⊗ (ω+)ρ+ ⊗ (ω+ ⊗ ω−)d,
where the first arrow is the canonical inclusion, the second is (Dρ)d, and the third is mod Split(C∞).
2.11.4 p-adic Differential Operators
Now let S be the Igusa variety over a p-adic ring. Since it classifies ordinary abelian varieties with
additional structures there is a unit root splitting:
H1DR(A/S) = ω ⊕ U
where U is the unit root subspace. We can define a p-adic differential operator ∂(ρ, p − adic, d)
(ω−)ρ− ⊗ (ω+)ρ+ → (ω−)ρ− ⊗ (ω+)ρ+ ⊗ (ω+ ⊗ ω−)d.
similarly to how we defined the C∞ differential operator, but with Split(C∞) replaced by U . Details
are discussed in [Eis12, Section 9].
3 Eisenstein Series and Pullback Formulas
3.1 Klingen Eisenstein Series
Recall that in Equation (2), we definedGU = GU(r, s). Let gu(R) be the Lie algebra of GU(r, s)(R).
We will often use the notation a, b for a = r − s and b = s.
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3.1.1 Archimedean Picture
Now let (π,H) be a unitary Hilbert representation of GU(R) with H∞ the space of smooth vectors.
We define a representation of P (R) on H∞ as follows: for p = mn,n ∈ NP (R),m = m(g, a) ∈
MP (R) with a ∈ C
× and g ∈ GU(R) (with the notation m(g, a) as in Equation (3)) put
ρ(p)v := τ(a)π(g)v, v ∈ H∞. (9)
(Note that when we work in the global setting below, we will denote ρ from Equation (9) by
ρw with w an archimedean place.) We define a representation by smooth induction I(H∞) :=
Ind
GU(r+1,s+1)(R)
P (R) ρ and denote by I(ρ) the space of K∞-finite vectors in I(H∞).
3 We also define
for each s ∈ C a Klingen section
fs(g) := δ(m)
a+2b+1
2
+sρ(m)f(k), g = mk ∈ P (R)K∞,
where δ is such that δa+2b+1 = δP for δP the modulus character of P . We define an action of
GU(r + 1, s + 1)(R) on I (H∞) by
(σ(ρ, s)(g)f)(k) := f(kg).
Let (π∨, V ) be the irreducible (gu(R),K ′∞)-module given by π
∨(x) = π(η−1xη) for η =

 1b1a
−1b


and x in gu(R) or K ′∞, and denote ρ
∨, I(ρ∨), I∨(H∞) and σ(ρ
∨, s), I(ρ∨)) the representations and
spaces defined as above but with π and τ replaced by π∨ ⊗ (τ ◦ det) and τ¯ c, respectively. We are
going to define an intertwining operator. Let
w =

 1b+11a
−1b+1

 . (10)
For any s ∈ C, f ∈ I(H∞), and k ∈ K∞, consider the integral
A(ρ, s, f)(k) :=
∫
NP (R)
fs(wnk)dn. (11)
This is absolutely convergent when Re(s) > a+2b+12 and A(ρ, s,−) ∈ HomC(I(H∞), I
∨(H∞)) inter-
twines the actions of σ(ρ, s) and σ(ρ∨,−s).
3.1.2 Non-Archimedean Picture
Our discussion here follows [SU13, 9.1.2]. Let (π, V ) be an irreducible, admissible representation of
GU(Qv) which is unitary and tempered. Let ψ and τ be unitary characters of K
×
v such that ψ is the
central character for π. We define a representation ρ of P (Qv) as follows. For p = mn,n ∈ NP (Qv),
m = m(g, a) ∈MP (Fv), a ∈ K
×
v , g ∈ GU(Qv) let
ρ(p)v := τ(a)π(g)v, v ∈ V. (12)
3We shall typically use the notation I(ρ) for induced representations in the context of Klingen Eisenstein series,
in contrast to the notation In(τ ) that we use for induced representations in the context of Siegel Eisenstein series.
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(Note that when we work in the global setting below, we will denote ρ from Equation (12) by ρw
with w a non-archimedean place.) Let I(ρ) be the representation defined by admissible induction:
I(ρ) = Ind
GU(r+1,s+1)(Qv)
P (Qv)
ρ. As in the Archimedean case, for each f ∈ I(ρ) and each s ∈ C we
define a function fs on GU(Qv) by
fs(g) := δ(m)
a+2b+1
2
+sρ(m)f(k), g = mk ∈ P (Qv)Kv
and a representation σ(ρ, s) of GU(r + 1, s + 1)(Fv) on I(ρ) by
(σ(ρ, s)(g)f)(k) := fs(kg).
Let (π∨, V ) be given by π∨(g) = π(η−1gη). This representation is also tempered and unitary.
We denote by ρ∨, I(ρ∨), and (σ(ρ∨, s), I(ρ∨)) the representations and spaces defined as above but
with π and τ replaced by π∨ ⊗ (τ ◦ det), and τ¯ c, respectively.
For f ∈ I(ρ), k ∈ Kv, and s ∈ C consider the integral
A(ρ, s, f)(k) :=
∫
NP (Fv)
fs(wnk)dn. (13)
As a consequence of our hypotheses on π, this integral converges absolutely and uniformly for s and
k in compact subsets of {s : Re(s) > (a+2b+1)/2} ×Kv. Moreover, for such s, A(ρ, s, f) ∈ I(ρ
∨)
and the operator A(ρ, s,−) ∈ HomC(I(ρ), I(ρ
∨)) intertwines the actions of σ(ρ, s) and σ(ρ∨,−s).
For each open subgroup U ⊆ Kv, let I(ρ)
U ⊆ I(ρ) be the finite-dimensional subspace consisting
of functions satisfying f(ku) = f(k) for all u ∈ U . Then the function
{s ∈ C : Re(s) > (a+ 2b+ 1)/2} → HomC(I(ρ)
U , I(ρ∨)U )
s 7→ A(ρ, s,−)
is holomorphic. This map has a meromorphic continuation to all of C.
Note that when π and τ are unramified, there is a unique (up to scalar) unramified vector
F sphv ∈ I(ρ).
3.1.3 Global Picture
We follow [SU13, 9.1.4] for this part. Let (π, V ) be an irreducible cuspidal tempered automorphic
representation of GU(AQ). It is an admissible (gu(R),K
′
∞)×GU(Af )-module which is a restricted
tensor product of local irreducible admissible representations. Let ψ, τ : A×K → C
× be Hecke
characters such that ψ is the central character of π. Let τ = ⊗τw and ψ = ⊗ψw be their local
decompositions, w running over places of Q. Define a representation ρ of (P (Q∞)∩K∞)×P (AQ,f )
by
ρ(p)v := ⊗(ρw(pw)vw),
where ρw denotes the representation at the place w that was denoted above simply by ρ and,
similarly, vw denotes a vector that was denoted above simply by v. Let I(ρ) be the restricted
product ⊗′I(ρw) with respect to those w at which τw, ψw, πw are unramified. For each s ∈ C and
f ∈ I(ρ), we define a function fs on GU(r + 1, s + 1)(A) by
fs(g) := ⊗fw,s(gw)
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where each section fw,s is the local section at w denoted simply by fs earlier, and we define an
action σ(ρ, s) of (gu,K∞)⊗GU(r+ 1, s+ 1)(Af ) on I(ρ) by σ(ρ, s) := ⊗σ(ρw, s). We write I(ρ, s)
for the space of all such fs. Similarly, we define ρ
∨, I(ρ∨), and σ(ρ∨, s) the representations and
spaces defined as above but with π and τ replaced by π∨ ⊗ (τ ◦ det) and τ¯ c, respectively.
3.1.4 Klingen Eisenstein Series
Let π, ψ, and τ be as in the above subsection. For f ∈ I(ρ), s ∈ C, there are maps from I(ρ) and
I(ρ∨) to spaces of automorphic forms on P (AQ) given by
f 7→ (g 7→ fs(g)(1)).
In the following we often write fs for the automorphic form given by this recipe.
If g ∈ GU(r + 1, s + 1)(AQ) it is well known that
E(f, s, g) :=
∑
γ∈P (Q)\G(Q)
fs(γg) (14)
converges absolutely and uniformly for (s, g) in compact subsets of {s ∈ C : Re(s) > a+2b+12 } ×
GU(r + 1, s + 1)(A). The automorphic forms E(f, s, g) are called Klingen Eisenstein series.
Definition 3.1. For any parabolic subgroup R of GU(r + 1, s + 1) and any automorphic form ϕ,
we denote by ϕR the constant term of ϕ along R.
The following lemma is well-known. (See [SU13, lemma 9.1.6].)
Lemma 3.2. Let R be a standard F -parabolic of GU(r + 1, s + 1) (i.e. R ⊇ B where B is the
standard Borel). Suppose Re(s) > a+2b+12 .
(i) If R 6= P then E(f, s, g)R = 0;
(ii) E(f, s,−)P = fs +A(ρ, f, s)−s.
3.2 Siegel Eisenstein Series on GUn
3.2.1 Local Picture
Our discussion in this section follows [SU13, Sections 11.1-11.3] closely. For each positive integer n,
let Q = Qn be the Siegel parabolic subgroup ofGUn = GU(n, n) consisting of matrices
(
A B
0 · 1n D
)
.
We denote by Kn,v the maximal compact subgroup GUn (Zv) ⊆ GUn (Qv). For each positive integer
n, place v of Q, and character τ of K×v , we let In(τ) denote the space of smooth Kn,v-finite functions
f : Kn,v → C
such that f(qk) = τ(detDq)f(k) for all q ∈ Qn(Qv) ∩ Kn,v. (We write q as block matrix q =(
Aq Bq
0 Dq
)
.) For s ∈ C and f ∈ In(τ), we also define a function
f(s,−) : GUn(Qv)→ C
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by
f(s, qk) := τ(detDq))
∣∣detAqD−1q ∣∣s+n/2v f(k),
for all q ∈ Qn(Qv) and k ∈ Kn,v.
Let τ be a unitary character of K×v , and let v be a place of Q. For f ∈ In(τ), s ∈ C, and
k ∈ Kn,v, the intertwining integral is defined by
M(s, f)(k) := τ¯n(µ(k))
∫
NQn (Fv)
f(s,wnrk)dr,
where NQn = NQ denotes the unipotent radical of the parabolic subgroup Qn = Q and wn =(
0 1n
−1n 0
)
. For s in compact subsets of {Re(s) > n/2}, this integral converges absolutely and
uniformly, with the convergence being uniform in k. In this case it is easy to see that M(s, f) ∈
In(τ¯
c). A standard fact from the theory of Eisenstein series says that this has a continuation to a
meromorphic section on all of C.
Let U ⊆ C be an open set. By a meromorphic section of In(τ) on U , we mean a function
ϕ : U 7→ In(τ) taking values in a finite-dimensional subspace V ⊂ In(τ) and such that ϕ : U → V
is meromorphic.
3.2.2 Global Picture
For an ide`le class character τ = ⊗τv of A
×
K we define the space In(τ) to be the restricted tensor
product defined using the spherical vectors f sphv ∈ In(τv), f
sph
v (Kn,v) = 1 at the finite places v
where χv is unramified.
For f ∈ In(τ) we consider the Siegel Eisenstein series
E(f, s, g) :=
∑
γ∈Qn(Q)\GUn(Q)
f(s, γg). (15)
This series converges absolutely and uniformly for (s, g) in compact subsets of {Re(s) > n/2} ×
GUn(AQ).
The Eisenstein series E(f, s, g) has a meromorphic continuation in s to all of C in the following
sense. If ϕ : U → In(τ) is a meromorphic section, then we put
E(ϕ, s, g) = E(ϕ(s), s, g).
This is defined at least on the region of absolute convergence and it is well known that it can be
meromorphically continued to all s ∈ C.
Now for f ∈ In(τ), s ∈ C and k ∈
∏
v∤∞Kn,v
∏
v|∞K∞, there is a similar intertwining integral
M(s, f)(k) as above but with the integration being over NQn(AQ). This again converges absolutely
and uniformly for s in compact subsets of {Re(s) > n/2} × Kn. Thus s 7→ M(s, f) defines
a holomorphic section {Re(s) > n/2} → Hom(In(τ) → In(τ¯ c)). This has a continuation to a
meromorphic section on C. For Re(s) > n/2, we have
M(s, f) = ⊗vM(s, fv), f = ⊗fv.
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The functional equation for the Siegel Eisenstein series is
E(f, s, g) = τn(µ(g))E(M(s, f);−s, g)
in the sense that both sides can be meromorphically continued to all of C.
3.2.3 Fourier Coefficients
Lemma 3.3. Let f = ⊗vfv ∈ In(τ) be such that for some prime ℓ the support of fℓ is in
Qn(Qℓ)wnQn(Qℓ). Let β be an element of the space Sn (Kv) of Hermitian matrices with entries in
Kv, and let q = (qv) be an element of Qn(AQ). If Re(s) > n/2, then the Fourier coefficient at β is
Eβ(f ; s, q) =
∏
v
∫
Sn(Kv)
fv (s,wnr(Sv)qv) ev(−TrβSv)dSv ,
where r(Sv) =
(
1n Sv
0 1n
)
. The right hand side is absolutely convergent for Re(s) > n/2.
Recall the definitions of S, S′, and the embedding α from Section 2.2. Recall also that E is the
Siegel Eisenstein series defined in (15).
We define fv,β to be the local integral on the right hand side of the above expression.
3.3 Pull-Back Formulas
Let τ be a unitary idele class character of A×K. Given a cusp form ϕ on GU(r, 0) we consider
Fϕ(f ; s, g) :=
∫
U(0,r)(AQ)
f(s, S−1diag(g, g1h)S)τ¯ (det g1h)ϕ(g1h)dg1, (16)
where S is defined as in Equation (4), f ∈ Ir+1(τ), g ∈ GU(r + 1, 1)(AQ), h ∈ GU(0, r)(AQ), and
µ(g) = µ(h). This is independent of h. We also define
F ′ϕ(f
′; s, g) :=
∫
U(0,r)(AQ)
f ′(s, S
′−1diag(g, g1h)S
′)τ¯ (det g1h)ϕ(g1h)dg1,
where S′ is defined as in Equation (5), f ′ ∈ Ir(τ), g ∈ GU(r, 0)(AQ), h ∈ GU(r, 0)(AQ), and
µ(g) = µ(h).
We will work with the pull-back formulas given in Proposition 3.4.
Proposition 3.4. Let τ be a unitary idele class character of A×K.
(i) If f ′ ∈ Ir(τ), then F
′
ϕ(f
′; s, g) converges absolutely and uniformly for (s, g) in compact sets of
{Re(s) > r} ×GU(r, 0)(AQ), and for any h ∈ GU(r, s)(AQ) such that µ(h) = µ(g)
∫
U(0,r)(Q)\U(0,r)(AQ)
E(f ′; s, S′−1(g, g1h)S
′)τ¯ (det g1h)ϕ(g1h)dg1 = F
′
ϕ(f
′; s, g). (17)
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(ii) If f ∈ Ir+1(τ), then Fϕ(f ; s, g) converges absolutely and uniformly for (s, g) in compact sets
of {Re(s) > r + 1/2} ×GU(r + 1, s + 1)(AQ) such that µ(h) = µ(g)∫
U(0,r)(Q)\U(0,r)(AQ)
E(f ; s, S−1(g, g1h)S)τ¯ (det g1h)ϕ(g1h)dg1
=
∑
γ∈P (Q)\G(r+1,1)(Q)
Fϕ(f ; s, γg),
(18)
with the series converging absolutely and uniformly for (s, g) in compact subsets of {Re(s) >
r + 1/2} ×G(r + 1, 1)(AQ).
Proof. This is [SU13, Proposition 11.2.3]; as explained in the proof of [SU13, Proposition 11.2.3],
statement (i) is due to [GPSR87], and statement (ii) is a straight-forward generalization due to
Shimura and Garrett.
4 Local Computations
For the remainder of the paper, we specialize to the case s = 0. There are two reasons for our
restriction on the signature. First, the pairings we consider can be expressed as finite sums in
this case, which simplifies the construction. Second, in this case, the Klingen Eisenstein series we
construct is holomorphic by Proposition 4.18; to make the construction work for arbitrary signature,
one needs a holomorphic projection operator (which we have not touched for this project) since the
forms obtained by applying a differential operator are merely nearly holomorphic.
Let d = 2(a1 + · · · + ar), where a1 ≥ · · · ≥ ar as above. For each positive integer κ ≥ r + 1,
we will construct a differential operator on the space of holomorphic forms of scalar weight κ
on GU(r + 1, r + 1). We consider the representation of GLr+1 × GL1 × GLr of highest weight
(a1, . . . , ar, 0), (0), (a1 , . . . , ar). Note that this representation is a summand of (StGLr+1 ⊗StGLr+1)
d
via the inclusion GLr+1×GL1×GLr →֒ GLr+1×GLr+1. We obtain a differential operator D(k,0,κ)
from M
(r+1,r+1)
κ to nearly holomorphic forms or p-adic modular forms on U(r + 1, 1) × U(0, r) of
weight (a1, ·, ar, 0;κ), (a1, . . . , ar), by applying the following steps: First, we apply the differential
operators ∂(ρκ, p− adic, d) or ∂(ρκ, C
∞, d) (where ρκ denotes the representation of weight κ), and
then we pull back to U(r + 1, 1) × U(0, r), and finally, we project to the summand of the above
representation.
We are also going to construct a differential operator on the space of holomorphic forms on
U(r, r) of scalar weight κ. We consider the representation of GLr × GLr with highest weight
(a1, . . . , ar), (a1, . . . , ar). Note that this representation is a summand of (StGLr ⊗ StGLr)
d. Simi-
larly to the procedure discussed in the previous paragraph,we obtain a differential operator D(k,0,κ)
from M
(r,r)
κ to nearly holomorphic forms or p-adic modular forms on U(r, 0) × U(0, r) of weight
(a1, . . . , ar), (a1, . . . , ar), by applying the following steps: First, we apply the differential operator
∂(ρκ, p − adic, d) or ∂(ρκ, C
∞, d), then we pull back to U(r, 0) × U(0, r), and finally, we project to
the summand of the above representation.
4.1 Finite Primes, Unramified Case
In this subsection we define fv,Sieg = f
sph
v ∈ Ir+1(τ) and f
′
v,Sieg = f
sph
v ∈ Ir(τ).
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4.1.1 Fourier Coefficients
Let v 6= p be a prime of Q, and let τ be a character of K×v , where Kv := K⊗Zv. For n = r or r+1,
f ∈ In(τ), and β ∈ Sm(Fv), 0 ≤ m ≤ n, the local Fourier-Jacobi coefficient is defined by
fv,β(s, g) :=
∫
Sm(Fv)
f
(
s,wn
(
1n S
1n
)
g
)
ev(−TrβS)dS,
as in [Shi97, Sections 18.9 and 18.10].
We denote by χK the quadratic character associated to the extension K/Q by class field theory.
We record [Shi97, Proposition 18.14 and 19.2], a special case of which appears in [SU13, Lemma
11.4.6].
Lemma 4.1. Let β ∈ Sn(Fv) and let r := rank(β). We denote by τ
′ the restriction of the character
τ on Kp to Q
×
p . Then for each y ∈ GLn(Kv),
f sphv,β (s,diag(y,
ty¯−1)) = τ(det y)|det yy¯|
−s+n/2
v
×
∏n−1
i=r L(2s+i−n+1,τ¯
′χiK)∏n−1
i=0 L(2s+n−i,τ¯χ
i
K
)
hv,ty¯βy(τ¯
′(̟)q−2s−nv ),
where π˜ denotes the contragredient of π, τ˜ denotes the contragredient of τ , ̟ is a uniformizer, qv is
the size of the residue field, and hv,ty¯βy ∈ Z[X] is a monic polynomial depending on v and
t¯yβy but
not on τ . If β ∈ Sn(Ov) and detβ ∈ Z
×
v , then hv,β = 1; in this case, we say that β is v-primitive.
4.1.2 Pullback Integrals
Recall the relationship between ρ and π from Equation (12).
Lemma 4.2. Suppose that π, ψ, and τ are unramified and that ϕ ∈ π is a new vector. If Re(s) >
r/2, then the pull back integral converges, and
fv,Kling(s, g) := Fϕ(f
sph
v ; s, g) =
L(π˜, τ¯ c, s+ 1)∏r−1
i=0 L(2s+ r + 1− i, τ¯
′χiK)
Fρ,s(g),
and
F ′ϕ(f
sph,′
v ; s, g) =
L(π˜, τ¯ c, s+ 12)∏r−1
i=0 L(2s+ r − i, τ¯
′χiK)
ϕ(g),
where ϕ ∈ πv is the spherical vector and Fρ,s is the spherical section and recall that π˜ is the
contragradient representation of π.
A more general version of Lemma 4.2 appears in [Wan13, Lemma 4.2.3], which cites a proof
given in [LR05].
4.2 ℓ-adic Computations
4.2.1 Pullback Integrals
Let ℓ be a rational prime that is prime to p. By [Wan13, Lemma 4.3.2], there is an element y in
Oℓ (where Oℓ := OK⊗Zℓ) divisible by sufficiently high powers of ℓ so that Lemma 4.4 and Lemma
4.5 below hold; throughout this section, we take y to be such an element.
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Definition 4.3. Let f † be the Siegel section in Ir+1(τ) (resp. Ir(τ)) supported in Q(Qℓ)wr+1NQ(Zℓ)
(resp. Q(Qℓ)wr+1NQ(Zℓ)) which takes the value 1 on wr+1 (resp. wr) and is invariant under
NQ(Zℓ). We define a Siegel section by
fℓ,Sieg(g) = f
†(gγ˜ℓ)
for γ˜ℓ =


1
1r
1
yy¯
1
1r

. Similarly, we define f ′ℓ,Sieg(g) = f †(gγ˜′ℓ) for γ˜′ℓ =
(
1 1yy¯
1
)
.
The following two lemmas are proved in [Wan13, Lemmas 4.3.2 and lemma 4.3.3]:
Lemma 4.4. Let K
(2)
ℓ be the subgroup of GU(r + 1, 1)(Qℓ) consisting of matrices of the form
1 f c1 g
1

 such that f is a 1 × r matrix, g is a r × 1 matrix, c − 12fζtf¯ ∈ Zℓ, g = ζtf¯ , and
f ∈ (yy¯)M1×r (Oℓ). Let ϕ ∈ πv. Then the pullback section Fϕ(s;w, fv,Sieg) is supported in PwK
(2)
ℓ
and is invariant under the action of K
(2)
ℓ , where w is defined as in Equation (10).
Now we let Y be the subset of U(r)(Qℓ) consisting of matrices g such that (1−g) ∈ ζyy¯(1+yy¯N˜)
for some N˜ with ℓ-integral coefficients.
Lemma 4.5. Let ϕ ∈ πℓ be a vector invariant under the action of Y. Then Fϕ(s;w, fv,Sieg) =
τ(yy¯)|(yy¯)2|
−s− r+1
2
ℓ Vol(Y)ϕ and F
′
ϕ(f
′
v,Sieg; s, 1) = τ(yy¯)|(yy¯)
2|
−s− r
2
ℓ Vol(Y)φ.
We fix once for all such a vector ϕ and define fv,Kling = Fϕ(s;w, fv,Sieg)
4.2.2 Fourier Coefficients
In Lemma 4.6 below, we let eℓ denote the exponential function at ℓ. Let Sn(Zℓ)
∗ be the dual of
Sn(Zℓ) under the pairing < g, h >= tr(gh).
Lemma 4.6. Let fv be a Siegel section.
(i) Let β = (βij) ∈ Sr+1(Qℓ). Then fv,β(s, 1) = 0 if β 6∈ Sr+1(Zℓ)
∗. If β ∈ Sr+1(Zℓ)
∗ then
fv,β(s,diag(A,
tA¯−1)) = D
−
(r+1)r
4
ℓ τ(detA)|detAA¯|
−s+ r+1
2
ℓ eℓ
(
β22 + · · ·+ βr+1r+1
yy¯
)
where Dℓ is the discriminant of Kℓ/Qℓ.
(ii) If β = (βij) ∈ Sr(Qℓ), then fv,β(s, 1) = 0 if β ∈ Sr(Zℓ)
∗. If β ∈ Sr(Zℓ)
∗ then
f ′v,β(s,diag(A,
tA¯−1)) = D
−
r(r−1)
4
ℓ τ(detA)|detAA¯|
−s+ r
2
ℓ eℓ
(
β11 + · · ·+ βrr
yy¯
)
.
The proof of 4.6 appears in [Wan13, Lemma 4.3.5].
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4.3 p-adic Computations
Let τp = (τ1, τ2) be a character of K
×
p = (K ⊗ Zp)
×, where we have identified K×p with Q
×
p × Q
×
p
(so τ1 is a character on the first factor and τ2 is a character on the second factor). Suppose (τ1τ2)
has conductor p. Then we denote by f˜1 ∈ In(τ) the Siegel section supported in Q(Qp)N(Zp) that
takes the value 1 on the identity and is invariant under right action of N(Zp).
4.3.1 Stabilizations
Let (χ1, . . . , χn) be an r-tuple of characters of Q
×
p whose conductors divide (p). Suppose (χ1, . . . , χn)
is regular in the sense of Casselman [Cas95]. (This is a condition to guarantee that the induced
representation is irreducible and that by changing the order of the characters we still get the same
representation.) Let π = I(χ1, . . . , χn) be the corresponding principal series representation. We
consider the space πΓ1(p) of vectors invariant under Γ1(p). By the Bruhat decomposition, this is a
space of dimension n!. By a stabilization of π we mean a vector v ∈ π which is an eigenvector for
all the Hecke operators Uti (depending on a weight k. This is equivalent to choosing an ordering
of the χi’s. (Recall from Definition 2.5, that the κi’s are defined in terms of the k.)
Proposition 4.7. Let χ1, χ2, . . . , χn be n characters of Q
×
p and π ≃ I(χ1, . . . , χn) be the principle
series representation of GLn(Qp). We identify π with the model of Ind
GLn(Qp)
B(Qp)
(χ1⊗ · · · ⊗χn) · δB).
Suppose v ∈ π is the function on B(Qp)wℓΓ1(p) which is 1 on wℓ (where wℓ denotes the longest
Weyl element) and is invariant under the action of N(Zp). Then v is an eigenvector for the Hecke
operators Uti for i = 1, 2, . . . , n with Hecke eigenvalues
χ1 . . . χi(p
−1)pκ1+···+κi .
Proof. See [Wan13, Lemma 4.4.2].
Now suppose we have a weight (a1, · · · , ar, 0;κ) for U(r+1, 1). Let wr =
(
1
1r
)
∈Mr+1,r+1.
Proposition 4.8. Let the notation be as above. Let P ⊂ GLr+2 be the maximal parabolic con-
sisting of matrices such that the below- or left-to-diagonal entries of the first column and of the
last row are 0. Suppose π(χ1, . . . , χr) is an unramified principal series representation such that
the χi’s are pairwise distinct. Let τ1, τ2 be two characters of Q
×
p with conductor (p) such that
cond(τ1τ2) = (p) as well. Consider I(τ
−1
2 , χ1, . . . , χr, τ1), and identify it with the induced repre-
sentation Ind
GLr+2(Qp)
P (Qp)
((τ−12 ⊗ π ⊗ τ1) · δP ). Then there is v ∈ π a unique up to scalar stabilized
vector such that the eigenvalues for Uti are ap,i = χ1 · · ·χi(p
−1)pκ1+···κi for i = 1, . . . , r such that
if v′ ∈ I(ρ) is the function on GLr+2(Zp) supported in P (Zp)wrΓ1(p) such that v
′(wr) = v and
v′ is invariant under Γ1(p), then v
′ is an eigenvector for Hecke operators Uti , with eigenvalues
ap,i,. . . ,ap,r, ap,rτ1(p)
−1p−
r+κ
2 , ap,rτ1(p)
−1τ2(p)p
κ−r−1.
Proof. By assumption (τ−12 , χ1, · · · , χr, τ1) is regular in the sense of Casselman. By re-ordering
the characters properly the image of the vector provided by the last proposition under certain
intertwining operator is a Hecke eigenvector with the eigenvalues given in the proposition. We
prove it is the v′ described in the proposition. By checking the right action of Γ0(p) on v
′, we see
that it has to be supported in P (Zp)wrΓ0(p). By checking the Hecke actions of Up,i, . . . , Up,r, we
see that v′(1) = v is a Hecke eigenvector with eigenvalues ap,i. The uniqueness follows from the
assumption that the χi’s are pairwise distinct. The proposition follows.
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Remark 4.9. Note that we can allow critical slope, as long as it is finite. We require that the
level of ϕ has to be at most (p) (no deeper level), because it is otherwise difficult to prove that the
pullback section is an eigenvector for the Up-operators.
4.3.2 Pullback Formulas
Suppose τp = (τ1, τ2) is such that each of τ1, τ2, and τ1τ2 has conductor (p). We let
4 ξ†1 = τ2.
Definition 4.10 is a special case of part of [Wan13, Corollary 4.4.29].
Definition 4.10. We define
fv,Sieg = f
0
p (s, g) := p
−
∑r
i=1 ig(ξ†1)
s ×
∑
A
r∏
i=1
ξ¯†1(detA)f˜1

s, g

1r+1 0 A0 0
1r+1




where A runs through the set of r × r matrices

1 · · · m1r1 · · ·
1




x1
. . .
xr



 1· · · 1
nr1 · · · 1


with xi ∈ p
−tZ×p mod Zp, mij, nij ∈ Zp/pZp. We also define a Siegel section
f ′v,Sieg = f
0′
p (s, g) = p
−
∑r
i=1 ig(ξ†1)
a ×
∑
A
r∏
i=1
ξ¯†1(detA)f˜1
(
s, g
(
1r A
1r
))
for A as above.
We define elements Υ ∈ U(r + 1, r + 1)(Qp) and Υ
′ ∈ U(r, r)(Qp) such that Υv0 = Sv0 and
Υ′v0 = S
′
v0 .
Proposition 4.11. Let the notation be as in Proposition 4.8. Let ϕ ∈ πp be a stabilized vector with
Hecke eigenvalues ap,i for Up,i (i = 1, . . . , r) provided in the last proposition. Then Fϕ(f
0; s,−)
is the Klingen section supported in P (Qp)wrΓ0(p) such that the right action of Γ0(p) is given by
τ−12 (gr+1,r+1)τ1(gr+2,r+2) (where gi,i denotes the i-th diagonal entry of g), and such that
Fϕ
(
f0p (s,−Υ); s,wr
)
= p
κr
2
− r(r+1)
2 g(τ−11 )
r
r∏
i=1
(χiτ1)(p)
r∏
i=1
(χ−1i τ2)(p)τ¯
c((pr, 1))τ ′(p−1)pκ−rg(τ¯ ′)−1ϕ.
Proof. The proof is similar to the argument after [Wan13, Remark 4.4.2]. The proof uses the trick
of functional equations.
We define
fp,Kling(s, g) := Fϕ
(
f0p ; s, g
)
. (19)
It follows from the above two propositions that this is an eigenvector of Uti ’s for each i with non-zero
eigenvalues. The following proposition can be proved similarly.
4In [Wan13], ξ†1 is used to denote a product of τ2 times another character. In the present situation, though, that
character is trivial; so ξ†1 = τ2.
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Proposition 4.12. Let the notation be the same as in Proposition 4.11. Let ϕ ∈ π
Γ1(p)
p be a
stabilized vector with Hecke eigenvalues ap,i for Uti (i = 1, . . . , r). Then
F ′ϕ(f
0′
p (s,−Υ
′); s, 1) = p
κr
2
−
r(r+1)
2 g(τ−11 )
r
r∏
i=1
(χiτ1)(p)
r∏
i=1
(χ−1i τ2)(p)τ¯
c((pr, 1))ϕ.
4.3.3 Fourier Coefficients
We define the set X = X
ξ†1
to be the set of r× r matrices x with Zp-coefficients such that x11 ∈ Z
×
p ,
det
(
x11 x12
x21 x22
)
∈ Z×p ,. . . ,det x ∈ Z
×
p , i.e. all the (determinants of the) upper left minors are in Z
×
p .
We define Φ
ξ†1
to be the function on the space Mr×r(Zp) of r × r matrices with coefficients in Zp
such that Φ
ξ†1
(x) = 0 if x 6∈ X and Φ
ξ†1
(x) = ξ†1(det x) if x ∈ X.
Proofs of the following two lemmas (Lemmas 4.13 and 4.3.3) appear in [Wan13, Lemma 4.4.30].
Lemma 4.13. Suppose β =


β11 . . . β1,r+1
...
...
...
βr+1,1 . . . βr+1,r+1

 ∈ Sr+1 (Qp) is such that det β 6= 0. Let β˜ be
the r × r matrix

β12 · · · β1r+1· · · · · · · · ·
βr2 · · · βrr+1

. If β 6∈ Sr+1(Zp), then f0β(s, 1) = 0. If β ∈ Sr+1(Zp) then
f0β(s, 1) = τ¯
′(det β)|det β|2sp g(τ
′)r+1cr+1(τ¯
′,−s)Φ
ξ†1
(tβ˜)
where cn(τ
′, s) = τ ′(pn)p2ns−n(n+1)/2.
Lemma 4.14. Suppose β ∈ Sr×r(Qp) is such that detβ 6= 0. Then if β 6∈ Sr(Zp) then f
0′
β (s, 1) = 0.
If β ∈ Sr+1(Zp) then
f0
′
β (s, 1) = τ¯
′(det β)|det β|2sp g(τ
′)rcr(τ¯
′,−s)Φ
ξ†1
(tβ).
4.4 The sections at ∞
We first define Siegel sections and give the associated Fourier coefficients (Sections 4.4.1 and 4.4.2,
respectively). Then we use pullback integrals for both the Klingen Eisenstein case and the p-adic
L-functions cases (Sections 4.4.3 and 4.4.4, respectively).
4.4.1 Siegel Sections
We define i =
(
i
ζ
2
)
and i˜ := i1r+1, i
′ = ζ2 , i˜
′ = i1r. We define auxiliary sections f˜κ ∈ Ir+1(τ)
and f˜ ′κ ∈ Ir(τ). The Siegel sections we choose are f˜κ(g, s) := Jr+1(g, i˜)
−κ|Jr+1(g, i˜)|
κ−2s−r−1 and
f˜ ′κ(g, s) = Jr(g, i˜)
−κ|Jr(g, i˜)|
κ−2s−r. We also define sections fκ and f
′
κ similarly to f˜κ and f˜
′
κ but
with i˜ replaced by i.
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4.4.2 Fourier Coefficients
Lemma 4.15. Suppose β ∈ Sn(R). Then the function→ f˜κ,β(s, g) has a meromorphic continuation
to all of C. Suppose κ ≥ n. Then f˜κ,β(s, g) is holomorphic at zκ := (κ − n)/2. Also, for y ∈
GLn(C), f˜κ,β(zκ,diag(y,
t¯y−1)) = 0 if detβ ≤ 0; and if detβ > 0, then
f˜κ,β(zκ,diag(y,
ty¯−1)) =
(−2)−n(2πi)nκ(2/π)n(n−1)/2∏n−1
j=0 (κ− j − 1)!
e(iTr(βyty¯)) det(β)κ−n det y¯κ.
Taking y to be the diagonal matrix such that the entry in the diagonal is a square root of the
corresponding entry of i−1i, we obtain the Fourier coefficients of fκ and f
′
κ at the identity from
those for f˜κ and f˜
′
κ.
4.4.3 Pullback integrals: the Klingen Eisenstein series case
Let k = (a1, . . . , ar) be a weight for U(r, 0) with ar ≥ 0, and let π∞ be the corresponding finite
dimensional representation of U(r, 0)(R). Suppose τ∞ is of infinity type z 7→ z
−κ
2 z¯
κ
2 , where κ > r+1
is a positive integer. Let zκ =
κ
2 −
r+1
2 . Consider the standard representation
Vd := (StGLr+1 ⊠ StGLr+1)
d
of GLr+1 ×GLr+1 and
Vκ,d = Vd ⊗ (1⊠ det)
κ.
Recall that d = 2(a1 + · · · + ar). Note that [Shi00, Appendix] gives another interpretation of the
C∞-differential operators Ddκ as a vector of elements in the enveloping algebra of u(r+1, r+1)(R),
which we denote by Ddκ as well. Thus we can apply D
d
κ to fκ ∈ Ir+1(τ) to obtain an element
Ddκfκ ∈ (Ir+1(τ)⊗ Vκ,d)
K . Under the natural embedding
GLr+1 ×GL1 ×GLr →֒ GLr+1 ×GLr+1 (20)
(α, β, γ) 7→
(
α,
(
β 0
0 γ
))
, (21)
the representation L(k,0;κ)⊠(L(k)⊗detκ) (here L(k,0;κ) means L(k,0)⊠Lκ) shows up as a summand of
Vκ,d. Let f
L(k,0;κ)⊠(L(k)⊗detκ)
∞ be the L(k,0;κ)⊠ (L(k)⊗det
κ)-valued function obtained by pulling back
Ddκfκ to U(r+1, 1)×U(0, r) by γ and taking the summand corresponding to L
(k,0;κ)
⊠(L(k)⊗detκ).
We consider the representation I(ρ∞) = I(ρ∞, zκ) of U(r + 1, 1)(R). As in [SU06, 1.4],
(V sm−finπ ⊗ L
k)K
(r,0)
∞ = (V sm−finπ ⊗ L
(k,0;κ))K
(r,0)
∞ .
Here we use the superscript (r, s) to denote that it is the maximal compact subgroup for U(r, s)(R)
and “sm − fin” denotes the smooth vectors that are K∞-finite. Moreover, by Frobenius reciprocity
we have a canonical isomorphism:
(I(ρ∞)⊗ L
(k,0;κ))K
(r+1,1)
∞ ≃ (V sm−finπ ⊗ L
(k,0;κ))K
(r,0)
∞ .
We let ϕ(k,0;κ) ∈ I(ρ∞) ⊗ L
(k,0;κ) be the element corresponding to ϕ ∈ (V sm,finπ ⊗ L(k,0;κ))K
(r,0)
∞
under the above isomorphism.
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Definition 4.16. Let ϕ∞ ∈ (π∞ ⊗ L
(k))U(R). We define a L(k,0;κ) ⊠ (L(k) ⊗ detκ)-valued section
Fϕ∞(g) =
∫
U(0,r)(R)
〈fL
(k,0;κ)
⊠(L(k)⊗detκ)
∞ (γ(g, g1))τ¯(g1), π(g1)ϕ∞〉dg1.
This is in (I(ρ) ⊗ (L(k,0;κ) ⊠ (L(k) ⊗ detκ)))K∞ and is a constant times ϕ(k,0;κ) defined above. We
denote this constant by c(k,0;κ) and define fv,Kling := Fϕ∞ .
Lemma 4.17. Under the above situation, suppose the Klingen Eisenstein series is in the absolute
convergence range for P . Then in part (ii) of Lemma 3.2, we have A(ρ, f, zκ)−zκ = 0.
Proof. See [Har84, Theorem 2.4.5]. Note that our section is exactly the one chosen in loc.cit.
(See [Har84, (2.5.1.3)] for details on the range of absolute convergence for the parabolic subgroup
P .)
We are going to define a vector-valued Eisenstein series as follows. Let v1, . . . , vn be a basis for
L(k,0;κ), and let ϕ(k,0;κ) =
∑
i ϕ(k,0,κ),i⊗ vi. Let the vector-valued section f = ⊗vfv ∈ I(ρ)⊗L
(k,0;κ)
be such that f∞ = ϕ(k,0;κ). We define
E(f, s, g) =
∑
i
E(fi, s, g)⊗ vi
and for h ∈ U(r + 1, 1)(Af ), a classical (compared to adelic)
E(f ; s, Z, h) = ρ(k,0;κ)(J(g, i))E(f ; s, gh) (22)
for g ∈ U(r + 1, 1)(R) such that g(i) = Z. The following proposition can be proved in the same
way as [SU06, Page 480].
Proposition 4.18. Let the assumptions be as above. Then E(f ; s, Z, h) is a L(k,0;κ)-valued holo-
morphic modular form.
4.4.4 Pullback integrals: the p-adic L-functions case
Let z′κ =
κ
2 −
r
2 . As above, there is another interpretation of the C
∞-differential operators Ddκ
as a vector of elements in the enveloping algebra of u(r, r)(R), which we denote by Ddκ as well.
Thus we can apply Ddκ to fκ ∈ Ir(τ) to obtain an element D
d
κfκ ∈ (Ir(τ) ⊗ Vκ,d)
K . Consider the
representations Vd := (StGLr⊠StGLr)
d of GLr×GLr and Vκ,d := Vd⊗(1⊠det)
κ. The representation
L(k)⊠(L(k)⊗detκ) shows up as a summand of Vκ,d. Let f
L(k)⊠(L(k)⊗detκ)
∞ be the L(k)⊠(L(k)⊗det
κ)-
valued function obtained by Ddκfκ pulled back to U(r, 0) × U(0, r) by γ
′, and take the summand
corresponding to L(k) ⊠ (L(k) ⊗ detκ).
Definition 4.19. Let ϕ∞ ∈ (π∞ ⊗ Vk)
U(R). We define the V(k)-valued section:
F ′ϕ∞(g) =
∫
U(0,r)(R)
〈fL
(k)
⊠(L(k)⊗detκ)
∞ (γ
′(g, g1))τ¯ (g1), π(g1)ϕ∞〉dg1.
This is in (I(ρ) ⊗ V(k))
K∞ and is a constant times ϕ∞. We denote this constant by c
′
(k,0;κ).
The constant c′(k,0;κ) is an algebraic number by [Har08].
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5 Global Computations
5.1 p-adic Interpolation
We define an “Eisenstein datum” D to be a pair (ϕ, ξ0) consisting of a cuspidal eigenform ϕ of
weight k = (a1, · · · , ar), ar ≥ 0 on U(r, 0) like in Section 3.3 and a Hecke character ξ0 of K
×\A×K
such that ξ0| · |
r−1
2 is a finite order character. We denote by α the OL-isomorphism Λ
+
K,OL
→ Λ−K,OL
sending γ+ to γ−. Let σ be the reciprocity map of class field theory K×\A×K → Gal
ab
K normalized
by the geometric Frobenius. We define
τ0 := (ξ0| · |
r−1
2 )
c
,
ξ := ξ0 · (Ψ ◦ σ),
τ := τ0 · (Ψ
+ ◦ σ) · (α ◦Ψ+ ◦ σ),
ψK := (Ψ
−)
1
2 (α ◦Ψ+)−
1
2 .
We define5 X pb to be the set of Q¯p-points φ ∈ SpecΛK,OL such that φ◦τ ((1+p, 1)) = τ0((1+p, 1)),
φ ◦ τ ((1, 1 + p)) = (1 + p)κφτ0((1, 1 + p)) (23)
for some integer κφ > r + 1 such that the weight (cr, · · · , c1, 0;κφ) is in the absolutely convergent
range for P in the sense of Harris (lemma 4.17), and such that
φ ◦ ψK(γ
−) = (1 + p)
mφ
2 (24)
for some non-negative integer mφ, and such that the τφ (to be defined in a moment) is such that,
under the identification τφ = (τ1, τ2) for K
×
p ≃ Q
×
p × Q
×
p , we have τ1, τ2, τ1τ2 all have conductor
(p).
We denote by X the set of Q¯p-points φ in SpecΛK,OL such that φ ◦ τ ((1, 1 + p)) = (1 +
p)κφζ1τ0((1, 1 + p)), φ ◦ τ ((p + 1, 1)) = τ0((p + 1, 1)), and φ ◦ ψK(γ
−) = ζ2 with ζ1 and ζ2 p-power
roots of unity.
Remark 5.1. We will use the points in X pb for p-adic interpolation of special L-values and Klingen
Eisenstein series, and we will use the points in X to construct a Siegel Eisenstein measure.
For each φ ∈ SpecΛK,OL , we define Hecke characters ψφ and τφ of K
×\A×K by
τ¯ cφ(x) := x¯
κφ
∞ (φ ◦ τ )(x)x
−κφ
v¯ · | · |
−
κφ
2 ,
ψφ(x) := x
mφ
2
∞ x¯
−
mφ
2
∞ (φ ◦ψ)x
−
mφ
2
v x
mφ
2
v¯ ,
where κφ and mφ are as in Equations (23) and (24), respectively. Let
ξφ = | · |
κ−r+1
2 τ¯ cφψφψ
−c
φ ,
ϕφ = ϕ⊗ ψ
−1
φ .
5The superscript “pb” stands for “pullback.”
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Definition 5.2. The element φ considered as a function on ΛK restricts to a character of ΓK which
we denote by φˆ.
We are going to construct p-adic families of modular forms that interpolate the Klingen Eisen-
stein series, and we are going to construct p-adic L-functions from the datum (ϕφ, τφ). (The families
are parametrized by weights kφ, where kφ = (a1+mφ, . . . , ar+mφ).) For an arithmetic point φ ∈ X ,
recall that we have defined
fSieg,φ =
r∏
i=0
LΣ(2s+ r + 1− i, τ¯χiK)
r∏
j=1
(κ− j − 1)!(2πi)−(r+1)κ
(
2
π
)− (r+1)r
2
⊗v 6=∞ fv,Sieg ⊗∞ fκ
f ′Sieg,φ =
r−1∏
i=0
L(2s + r − i, τ¯χiK)
r−1∏
j=0
(κ− j − 1)!(2πi)−rκ
(
2
π
)−r(r+1)
2
⊗v 6=∞ f
′
v,Sieg ⊗∞ f
′
κ,
where fp,φ (respectively, f
′
p,φ) is the Siegel section constructed in Section 4, using the datum ϕφ, τφ.
We define
fKling,φ =
r∏
i=0
L(2s+ r + 1− i, τ¯χiK)⊗v fv,Kling
for fv,Kling (v 6= p,∞) as defined in Section 4 using the datum (ϕφ, τφ). (notation as in definition
4.16).
5.2 Action of the Differential Operators on q-expansion coefficients
5.2.1 The Klingen Eisenstein Series Case
Recall that under the embedding GLr+1 ×GL1 ×GLr →֒ GLr+1 ×GLr+1 given in Equation (20),
L(a1,...,ar ,0)×Lκ×L(κ+a1,...,κ+ar) (viewed as a representation of GLr+1×GL1×GLr) is a summand of
(StGLr+1⊠StGLr+1)
d⊗(1⊠detr+1)
κ (for some d) restricted to GLr+1×GL1×GLr →֒ GLr+1×GLr+1.
We choose such a summand and let v(k,0,κ) be the highest weight vector of it (viewed as an element
of the representation of GLr+1 × GLr+1). More precisely, if Fκ is a form of scalar weight κ on
U(r + 1, r + 1), we consider DdκFκ as a p-adic automorphic form on U(r + 1, r + 1). We define an
automorphic form Fˆ(k,0,κ) on U(r + 1, r + 1) by
Fˆ(k,0,κ) := 〈D
d
κFκ, v(k,0,κ)〉,
where 〈, 〉 is the natural pairing between V ∨κ,d and Vκ,d. We will compute the q-expansion coefficients
of Fˆ(k,0;κ).
Proposition 5.3. Let Fκ be an automorphic form of scalar weight κ on U(r+1, r+1) with Fourier
expansion Fκ,[g] =
∑
β∈S+r+1(Q)
Fβ,[g]q
β at the cusp [g]. Then the q-expansion coefficient of Fˆ(k,0;κ)
at β is given by
F(k,0;κ),[g],β = Fβ,[g]β
a1−a2
21 det
(
β21 β22
β31 β32
)a2−a3
· · · det


β21 · · · β2r
...
. . .
...
βr+1,2 · · · βr+1,r


ar
. (25)
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Proof. Note that if we identify the representation StGLr ⊠ StGLr of GLr × GLr with the natu-
ral representation of it on Mr×r (i.e. α 7→
tgαh for each (g, h) ∈ GLr × GLr), then we have
an action of GLr × GLr on the space of polynomial functions of entries of Mr×r. There is a
summand of this space with representation L(a1,...,ar) ⊠ L(a1,...,ar) whose highest weight vector is
xa1−a211 det
(
x11 x12
x21 x22
)a2−a3
· · · (detX)ar . Let (v1, . . . , vr+1) be a standard basis of the standard
representation of GLr+1. Note that we have used the notation of [Hsi13], and ω
+ in [Hsi13] is
actually denoted ω− in [Eis12]. (See the first paragraph in Section 2.5.) Thus, when applying the
formula in loc.cit, we need to give the transpose of each matrix β appearing in the q-expansion
coefficients.
This is a straightforward application of [Eis12, Theorem 9.2(4)]. More precisely, we let
v = (v2 ⊠ v1)
a1−a2 · ((v2 ⊠ v1) · (v3 ⊠ v2)− (v2 ⊠ v2) · (v1 ⊠ v3))
a2−a3 · · · . (26)
By loc.cit, we have DF = (
∑
βijc(F, β)v
∨
j ⊠ v
∨
i )q
β. By definition, the resulting form is given by
〈DdκF, v〉. Thus the q-expansion is as in the statement of Proposition 5.3.
5.2.2 The p-adic L-functions Case
Recall that as a representation of GLr×GLr, L
(a1,...,ar)×L(κ+a1,...,κ+ar) is a summand of (StGLr ⊠
StGLr)
d ⊗ (1⊠ detr)
κ (for some d). We take such a summand and let v′(k,0;κ) be the highest weight
vector. Let F ′κ be a form on U(r, r) of scalar weight κ. We define
Fˆ ′(k,0;κ) = 〈D
d
κF
′
κ, v
′
(k,0;κ)〉. (27)
We will compute the q-expansion coefficients of Fˆ ′(k,0;κ).
Proposition 5.4. Let F ′κ be an automorphic form of scalar weight κ on U(r, r) with Fourier
expansion F ′κ =
∑
β∈S+r (β)
F ′β,[g]q
β at the cusp [g]. Then the q-expansion coefficient at β of the form
Fˆ ′(k,0,κ) is given by
Fˆ ′(k,0;κ),[g],β = F
′
β,[g]β
a1−a2
11 det
(
β11 β12
β21 β22
)a2−a3
· · · det


β11 · · · β1r
...
. . .
...
βr1 · · · βrr


ar
. (28)
The proof is similar to the proof of Proposition 5.3.
5.3 Construction of the Eisenstein Measure
We start with Siegel Eisenstein series
Eκ := Eκ(fSieg,φ, zκ,−)
E′κ := E
′
κ(f
′
Sieg,φ, z
′
κ,−).
We apply the differential operator constructed above to this Eisenstein series, pair with the vector
v(k,0;κ) or v
′
(k,0;κ) and denote the resulting form by EˆD,φ(fSieg,φ, zκφ ,−) (resp. Eˆ
′
D,φ(f
′
Sieg,φ, zκφ ,−)).
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Proposition 5.5. There are p-adic measures ED,Sieg and E
′
D,Sieg on ΓK ≃ Zp × Zp with values in
the space of p-adic automorphic forms on U(r + 1, r + 1) and U(r, r), respectively, such that
∫
ΓK
φˆdED,Sieg = EˆD,φ(fSieg,φ, zκφ ,−)
and ∫
ΓK
φˆdE ′D,Sieg = Eˆ
′
D,φ(f
′
Sieg,φ, z
′
κφ
,−),
respectively.
Proof. The idea of the proof is the same as the main idea in the constructions of the Eisenstein
measure in [Kat78, Section 4.2] and [Eis13a, Section 4]. More precisely, this proposition follows
from the formulas for the q-expansion coefficients, together with the p-adic q-expansion principle
for automorphic forms on unitary groups of signature (r+1, r+1) (respectively, (r, r)). (The p-adic
q-expansion principle is given in [Hid05, Corollary 10.4] and[Hid04, Section 8.4].)
5.4 Construction of the Family
In this section, we will prove parts (i) and (ii) of Theorem 1.2. Without loss of generality, we may
take K =
∏
vKv ⊂ U(r, 0)(Af ) open compact subgroups such that ED,Sieg and E
′
D,Sieg are invariant
under the action of γ(1×K).
5.4.1 Klingen Eisenstein Series
In this section, we construct a bounded measure on Z2p with values in M
(r+1,1)
k (K0(p),OL) that
interpolates the Klingen Eisenstein series constructed before. Recall that we constructed a measure
of Siegel Eisenstein series ED,Sieg in Proposition 5.5. We consider the V
(r+1,1)
∞,∞ ⊗V
(0,r)
∞,∞-valued measure
E˜D on ΓK defined by
E˜D = τ
−1(det g1)ψ
−1(det g1)(ED,Sieg ◦ i)
where i is the embedding defined in Section 2.5.2. (Here, we write (g, g1) for elements in U(r +
1, 1) × U(0, r).).
Consider the action of group 1×U(0, r). One first observes that at any arithmetic point φ ∈ X
the Eisenstein series constructed restricting to U(0, r) is of weight k and invariant under the level
K0(p) ⊂ U(0, r)(Qp) which are fixed throughout. Recall the discussion of subsection 2.9. We can
obtain a measure of L(−cr ,··· ,−c1)-valued form on U(r + 1, 1) × U(0, r) which we still denote as
E˜D. The resulting forms on U(0, r) will live in the Mˆ
(0,r)(K0(p),OL[[ΓK]] ⊗ L). (This is the very
reason why our family will have coefficients in the Iwasawa algebra instead of general affinoid Tate
algebra). This is a bounded measure on ΓK. This can be seen as follows. Take a representative
{g1, · · · , gt} of G(Q)\G(Af )/K
(p)tK0(p). Take a basis for L
(−cr,··· ,−c1) and write the entries of the
vector valued E˜D considered here with respect to this fixed basis as E˜D,j’s for j = 1, 2, · · · . Recall
the scalar valued E˜D considered in the last paragraph takes p-adically integral values. Moreover it is
a polynomial function when restricting to giN(pZp) of the entries in N(pZp) and degree determined
by k. Each E˜D,j (which is actually some coefficient of that polynomial function by the construction
of L(−cr ,··· ,−c1)) is a Qp-linear combination of the values of the scalar valued E˜D at certain points in
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giN(pZp) (the coefficients in Qp only depend on k and the basis of L
(−cr ,··· ,−c1) we fixed). Therefore
the E˜D,j’s must have bounded p-adic norms.
We define a Klingen Eisenstein measure ED,Kling by
ED,Kling(φ) := 〈E˜D(φ), ϕˆ〉low
for all continuous functions φ on ΓK, where the subscript “low” means the pairing with respect to
the group γ(1×U(0, r)) (identifying U(0, r) with U(r, 0)). So ED,Kling(φ) takes values in the space
of p-adic automorphic forms on U(r + 1, 1).
Definition 5.6. We define Eϕ,ξ0 to be the Fourier-Jacobi expansion obtained by composing the
measure ED,Kling with the Fourier-Jacobi map.
Remark 5.7. For the reader familiar with [Pan03], we briefly remark about the relationship of that
work with ours in the case r = 2. In [Pan03] the level of the Eisenstein series at p increases with
the conductor of the character by which it is twisted. Thus he needs to construct the projector as
(U−νπα,1U
ν) (notation as in loc.cit) where ν is the level and makes the Eisenstein measure only
“h-admissible” instead of bounded as compared to our situation. In fact our situation coincides with
the result obtained from another construction generalizing [Hid91] which constructed the p-adic L-
functions for Rankin-Selberg convolutions for two Hida families f and g, but we allow the family g
with lower weight than f to be finite slope and f is still required to be ordinary. (The construction
works in the same way.)
5.4.2 Comparison of the p-adic and C∞ Differential Constructions
At a weight (a1, . . . , ar, 0;κ), we consider
EC
∞
(k,0;κ)(fSieg, zκ,−) := proj(L
(a1,··· ,ar ,0) ⊠ Lκ ⊠ L(κ+a1,··· ,κ+ar)) ((∂(κ,C∞, d)Eκ(fSieg, zκ,−)) ◦ i) .
(29)
where i is the embedding defined in Section 2.5.2. (Here, by proj(L(a1,··· ,ar ,0)⊠Lκ⊠L(κ+a1,··· ,κ+ar))
we mean projection to a direct summand of (Str+1 ⊠ Str+1)
d isomorphic to (L(a1,··· ,ar,0) ⊠ Lκ ⊠
L(κ+a1,··· ,κ+ar).) Again by the discussion of [Hsi13, Section 2.8] on periods we know that this is
EC
∞
(k,0;κ)(fSieg, zκ,−)(g, g1) :=
1
Ω
d
2
+rκ
∞
proj(L(a1,··· ,ar,0) ⊠ Lκ ⊠ L(κ+a1,··· ,κ+ar))
((∂(κ,C∞, d)Eκ(fSieg, zκ,−))) (γ(g, g1) ·Υ).
This is a nearly holomorphic form on U(r + 1, 1) × U(r). We can write EC
∞
(k,0;κ) =
∑
iEi ⊠ ϕi
where each ϕi is a form in a certain irreducible automorphic representation of U(0, r)(AQ). Thus,
by Proposition 4.18, we see that EC
∞
(k,0;κ)(fSieg, zκ,−) is in fact holomorphic. (Although in our
discussion for Klingen Eisenstein series we assumed the form we start with is tempered. However
this is only for convenience of explicit calculation for pullback formula and is by no means serious.
As long as the datum is in the absolutely convergence range of P the whole argument works.)
Let φ ∈ X pb. Then by Proposition 3.4,
〈
EC
∞
(k,0;κ), ϕ
〉
low
=
1
Ω
d
2
+rκ
∞
E (fKling, zκ,−) .
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In view of the pullback formula and our remarks in Section 2.9
∫
ΓK
φdED,Kling = βkφ((
1
Ω∞
)
dφ
2
+rκφE(fKling,φ, zκ,−)).
We can also consider
Ep−adic(k,0;κ) (fSieg, zκ,−) := proj(L
k,0
⊠ Lκ+k)∂(κ, p − adic, d)Eκ(fSieg, zκ,−) ◦ i.
We claim that the p-adic and C∞ constructions EC
∞
(k,0;κ) and E
p−adic
(k,0;κ) actually coincide. Consider the
representation
(
StGLr+2 × StGLr
)d+κr
of GLr+2×GLr. Under the embedding GLr+1×GL1×GLr →֒
GLr+2 × GLr it contains the representation L
(a1,...,ar ,0) ⊠ Lκ ⊠ L(κ+a1,...,κ+ar) as a summand of
representation of GLr+1 × GL1 × GLr. Note that the vector v(k,0,κ) is also the highest weight
vector of an irreducible summand representation of
(
StGLr+2 × StGLr
)d+κr
. We write E here for
the Siegel Eisenstein series of weight κ at the arithmetic point φ. We consider the restriction
of DdE to the group U(r + 1, 1) × U(0, r). Let G be the form corresponding to the irreducible
sub-representation generated by v(k,0;κ) above. This can be viewed as a section of the deRham
cohomology of the universal family. So, adapting the proof of [Urb13, Proposition 2.2.3] to the
case of unitary groups by applying the description of the Gauss-Manin connection in terms of
coordinates given in [Eis12, Section 3], we see that G itself takes values in the first filtration of the
Hodge filtration. More precisely, for any positive integer d, let Hdk := ω
⊗k−d⊗Symd
(
H+dR ⊗H
−
dR
)
,
and let η ∈ H0
(
M,Hdk
)
. Let π : Hn → M be the canonical projection. As explained in [Eis12,
Equations (3.6)-(3.10)], there is a basis of R-linear global relative one-forms αi, βi, α
′
i, β
′
i, 1 ≤ i ≤ n,
that are horizontal for the Gauss-Manin connection. We also have the global relative one-forms
du1, . . . , du2n, du¯1, . . . , du¯2n, where u1 . . . , u2n denote the standard coordinates in C
2n. As explained
in [Eis12, Equations (3.17)-(3.18)], for z ∈ Hn,


β1 + αβ
′
1
...
βn + αβ
′
n

 = (tz − z¯)−1


dun+1 − du¯n
...
du2n − du¯n

 (30)


β1 + α¯β
′
1
...
βn + α¯β
′
n

 = (z − tz¯)−1


du1 − du¯n+1
...
dun − du¯2n

 , (31)
where α is a certain purely imaginary complex number. Now, let η ∈ H0
(
M,Hdk
)
. Then π∗η(z) is
a linear combination of terms of the form f(z)v, where f is holomorphic function on Hn and v is a
tensor product of dui’s and βj ± αβ
′
j ’s (1 ≤ i, j ≤ n). Replacing each βi ± αβ
′
i by the appropriate
term from the right hand side of Equations (30)-(31), we then see that η can only be holomorphic
if v was only a tensor product of dui’s, i.e. only if r = 0. (When n = 1, this is similar to the
bottom of [Urb13, p. 7], with τ replaced by z and β replaced by β1.) Thus the constructions using
the unit root splitting and using the C∞-splitting are the same. (Above, we have used [Eis12,
Section 3] to adapt [Urb13, Proposition] to the case of U(n, n); as noted on [Eis12, p. 4], though,
the constructions in [Eis12] generalize to U(r, s) for all r ≥ s > 0. So we get a similar result for
any non-definite unitary group U(r, s), even if r 6= s.)
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5.4.3 p-adic L-Functions
As in the construction of the Klingen Eisenstein family in Section 5.4.1, by using the pullback
γ′ : U(r, 0) × U(0, r) →֒ U(r, r) and using E ′D,Sieg in place of ED,Sieg and Υ
′ in the place of Υ, we
obtain a bounded measure E˜ ′D on ΓK that takes values in V
(r,0)
∞,∞ ⊗ V
(0,r)
k . We similarly define a
vector-valued measure E˜D. We define L
Σ
ϕ,ξ0
∈ ΛK,OL to be such that
〈E˜ ′D, ϕˆ〉low = L
Σ
ϕ,ξ0ϕ.
By Propositions 3.4(i) and 4.12, Lemmas 4.2 and 4.5, and Definition 4.19, we have the following
interpolation formula for the p-adic L-function
φ(LΣϕ,ξ0) = Cϕ,p.
LΣ(π˜, ξφ, 0)
Ω
dφ+rκφ
K
c′φ.p
κφr
2
− r(r+1)
2 g(τ−11,φ)
r
r∏
i=1
(χi,φτ1,φ)(p)
r∏
i=1
(χ−1i,φτ2,φ)(p)τ¯
c
φ((p
r, 1))
where dφ = 2(a1,φ+ · · ·+ar,φ), c
′
φ = c
′
(kφ,0,κφ)
is an algebraic constant coming from an Archimedean
integral and Cϕ,p is a product of local constant coming from the pullback integrals.
5.5 Constant Terms
5.5.1 p-adic L-functions for Dirichlet Characters
As explained in [KL64] and [SU13, Section 3.4.3], there is an element LΣτ¯ ′ in ΛK,OL such that at
each arithmetic point φ ∈ X pb, φ(Lτ¯ ′) = L(τ¯
′
φ, κφ − r) · π
r−κφτ ′φ(p
−1)pκφ−rg(τ¯ ′φ)
−1. (This element
is a p-adic Dirichlet L-function.)
5.5.2 Proof of Theorem (iii)
Now we consider part (iii) of Theorem 1.2. In this section, we study the constant terms of the
Klingen Eisenstein series along the (unique up to conjugacy) proper parabolic subgroup P of U(r+
1, 1). Recall that by lemma 4.17 in the absolutely convergent range for P , the A(ρ, f, s)−s-part in
the expression for the constant term is 0.
Theorem 5.8. Suppose r = 2. Then for φ ∈ X pb, the following hold:
(i) For all kφ, κφ such that L(π˜φ, τ¯
c
φ, zκφ + 1) is in the absolutely convergent range,
c(kφ,0,κφ) = c
′
(kφ,0,κφ)
,
where c(kφ,0,κφ) and c
′
(kφ,0,κφ)
are defined as in Definitions 4.16 and 4.19, respectively.
(ii) Fϕ(fSieg,φ, zκφ , g0) = F
′
ϕ(f
′
Sieg,φ, zκφ+
1
2 , g
′
0)φ(L
Σ
τ¯ ′), where g0 =
∏
v 6∈Σ 1
∏
v∈Σ\{p,∞}w ·
∏
v=p wr
and g′0 =
∏
v 1. (Here, we use the natural identification (I(ρ∞) ⊗ L
(k))K
(r+1,1)
∞ = (V sm−finπ ⊗
L(k))K
(r,0)
∞ = (V sm−finπ ⊗ L
(k,0;κ))K
(r,0)
∞ at ∞.)
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Proof. Note that (i) only involves Archimedean computations. To prove it, we use an auxiliary
prime at which the form is ordinary. By Sato-Tate [HSBT10, BLGHT11], we can find a prime ℓ
split in K such that π is ordinary at ℓ. We can run the constructions of the ℓ-adic L-functions and
ℓ-adic Klingen Eisenstein series as well. At the arithmetic points of scalar weights, we know (i) by
the calculations in [Wan13, Lemma 4.1.2]. Note that the set of arithmetic points of scalar weight
is dense this implies the corresponding identity (ii) in the ℓ-adic case (for the construction of ℓ-adic
Klingen Eisenstein series and ℓ-adic L-functions). Now we specialize to vector-valued arithmetic
points such that the corresponding special L-values are absolutely convergent (thus non-zero). This
implies (i) for all such points. Returning to our original p, then (i) implies (ii) for p and π, which
concludes the proof.
To study the constant terms of the Klingen Eisenstein series we need to compare the period
factors for Klingen Eisenstein series and p-adic L-functions. Note that [SU06, Section 1] explains
that (Vπ ⊗ Vk)
Kr,0∞ = (Vπ ⊗ V(k,0;κ))
Kr,0∞ , using minimal type theory (where we have identified Vk as
a sub-representation of V(k,0;κ)|K(r,0)∞
). For v ∈ I(ρ)⊗ V K
(r+1,1)
∞
(k,0;κ) , we have v(1) ∈ (Vπ ⊗ Vk)
K
(r,0)
∞ , by
considering the action of K
(r,0)
∞ . This implies that for the vector-valued Klingen Eisenstein series,
the constant terms only have entries in Vk. By the comparison of analytic and algebraic Fourier-
Jacobi expansions in [Hsi13, Section 2.8], the period factor showing up for the constant terms is
Ω
dφ
2
∞ . Therefore we have the following consequence:
Corollary 5.9. Part (iii) of Theorem 1.2 is true, i.e. if r = 2 then the constant terms of Eϕ,ξ0
are divisible by LΣϕ,ξ0 · L
Σ
τ¯ ′.
This is a consequence of Proposition 4.17, Theorem 5.8, and Lemma 3.2, together with the
calculations of the local pullback sections in the last section. Note that we are looking at the
Fourier-Jacobi coefficient at β = 0.
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