This paper investigates the impact of exchange rate movements on the conduct of monetary policy in Australia, Canada, New Zealand and the United Kingdom. We develop and estimate a structural general equilibrium two-sector model with sticky prices and wages and limited exchange rate pass-through. Different specifications for the monetary policy rule and the real exchange rate process are examined. The results indicate that the Reserve Bank of Australia, the Bank of Canada and the Bank of England paid close attention to real exchange rate movements, whereas the Reserve Bank of New Zealand did not seem to incorporate exchange rate movements explicitly into their policy rule. With a higher degree of intrinsic inflation persistence, the central bank of New Zealand seems less concerned about future inflation pressure induced by current exchange rate movements. In addition, the structure of the shocks driving inflation and output variations in New Zealand is such that it may be sufficient for the Reserve Bank of New Zealand to only respond to exchange rate movements indirectly through stabilizing inflation and output.
1 Introduction Taylor (2001) argues that a well-functioning monetary policy regime should be based on three elements: a flexible exchange rate, an inflation target and a monetary policy rule. This trinity, however, does not imply that movements in the exchange rate can be ignored by the central bank: exchange rate movements may cause relative prices to adjust, and therefore affect the demand for domestic goods. In addition, monetary policy is partly transmitted to the real economy through its effect on the exchange rate. The critical question is to what extent central banks take into account exchange rate movements explicitly in formulating monetary policy.
There are two strands of literature on this issue. The first strand examines whether central banks should respond to exchange rate movements. There is little consensus yet on this question. Ball (1999) argues that exchange rate movements affect domestic inflation through its effect on import prices, and thus central banks should optimally react to exchange rate movements. Likewise, Svensson (2000) argues that a flexible exchange rate permits the transmission of monetary policy through additional channels, and since the exchange rate is a forward-looking variable, it improves monetary policy by incorporating expectations of future variables. Conversely, some studies suggest that there should be no role for the exchange rate in the optimal monetary policy rule. In a theoretical model, Clarida, Gali and Gertler (2001) find that when there is complete exchange rate pass-through, central banks should target domestic inflation and ignore exchange rate movements. West (2004) suggests that exchange rate stabilization may aggravate instability elsewhere.
The second strand in the literature estimates policy reaction functions to study the actual role of exchange rates in the implementation of monetary policy. For developed economies, Clarida, Gali and Gertler (1998) show that the monetary authorities in some European countries and Japan responded to exchange rate misalignments. Along the same line, Calvo and Reinhart (2002) find that many emerging economies use interest rates as the means of smoothing exchange rate fluctuations. A free floating exchange rate increases foreign exchange volatility, which may cause problems for the banking system and induce balance-sheet effects. For this reason, countries may face "fear of floating". In this context, there is some controversy as to whether this response is optimal or not.
Rather than estimating monetary policy functions in a univariate setup as in the previous literature, Lubik and Schorfheide (2007) study the role of exchange rates in monetary policy rules by estimating a general equilibrium model, which allows for an endogenous transmission mechanism. They develop a small open economy model with four endogenous equations and five exogenous shocks, and are the first to apply Bayesian estimation method to address the issue of open-economy monetary policy rules. However, the real exchange rate in their model is assumed to be exogenously specified following an autoregressive process. This is because if the terms of trade are specified endogenously, the estimation of the fully structural model is problematic. Moreover, complete pass-through of exchange rates is assumed, which leaves out a significant part of the story. With limited endogenous transmission, it might be difficult to offer structural interpretations for the empirical results. And to be able to exploit cross-equation restrictions and the links of the monetary policy rule with the rest of the economy, these are essential.
The Model
The model in this paper is of a small open economy, in which the foreign output, prices and interest rate are taken as exogenous. There are two sectors in the domestic economy: tradable and nontradable. Domestic intermediate good and non-tradable good producers use capital and labor as inputs for production. Non-tradable distribution services are needed to bring foreign-produced intermediate inputs to the domestic market. Competitive final good producers use composites of both domesticand foreign-produced differentiated intermediate goods to produce final goods for consumption and investment. Several frictions are introduced, including Calvo-type sticky prices and wages with partial indexation on lagged inflation, a combination of both PCP and LCP firms, cost of adjustment in capital accumulation, and consumption habit formation. The structure of the model is similar to Dong (2007) , and shares its basic features with many recent dynamic general equilibrium models, including Christiano, Eichenbaum and Evans (2005) and Smets and Wouters (2003) . We refer to Dong (2007) for more details of the model. In what follows, we simply discuss the solutions of the model.
Households
The estimation is based on the first order conditions characterizing households' utility and firms' profit maximization problems. Households derive utility from the consumption of tradable and nontradable goods, as well as leisure. The optimal consumption path is given by:
Here, π t is the gross consumption inflation rate, R t is the domestic interest rate, C T,t and C N,t denote the aggregate consumption of tradable and non-tradable goods, and P T,t and P N,t represent the corresponding prices. ρ is the coefficient of relative risk aversion of households, β is the subjective discount factor, h is the habit formation coefficient, and ς is the elasticity of substitution between tradable and non-tradable consumption goods.
Households provide labor services, L N,t , to non-tradable good producers, and L T,t to intermediate tradable good producers, at the wage rate W i t . They also own capital and rent it to producers at the rates r k T,t and r k N,t , for tradable sector and non-tradable sectors, respectively. Optimal wage setting and capital accumulation implies that the following conditions hold: where ψ w captures the extent of wage stickiness, τ w is the degree of wage indexation, γ is the elasticity of substitution among different types of labor services, and i t is the optimal wage rate for labor service of type i at time t if household i is randomly selected to re-optimize in that period. Finally, δ is the depreciation rate and χ represents size of adjustment cost.
Households can hold the domestic currency bond B t , and the foreign currency bond B * t . The foreign interest rate R * t is assumed to be exogenously given, and subject to a debt-elastic interest rate premium rp t : 1
where S t is the nominal exchange rate, defined as the price of foreign currency in terms of domestic currency, andφ t represents the risk premium shock, which is assumed to follow a first order autoregressive process. We assume the risk premium depends on not only the country's net foreign debt but also the expected change in the exchange rate E t S t+1 /S t−1 , as in Adolfson et al. (2007) , based on the observation of the forward premium puzzle. 2 A modified UIP condition can be derived from the model as:
Or, alternatively, we can simply assume that the real exchange rate follows an exogenous autoregressive process as in Lubik and Schorfheide (2007) . We test the endogenous versus exogenous specifications of real exchange rates with the structural estimation.
Tradable Sector
Final goods are produced as CES aggregates of domestic intermediate inputs and imports. The demand for each type of intermediate goods thus depends on their relative prices and the elasticity of 1 It is used as a stationarity-inducing technique to ensure the existence of a unique steady state for the small open economy. For other ways of inducing stationarity of the equilibrium dynamics for small open economy models, see Schmitt-Grohé and Uribe (2003) .
2 Adolfson et al. (2007) show that a small open economy model with a modified specification of the risk premium better matches the observed properties of Swedish data. substitution between them -σ.
Intermediate tradable good producers use capital and labor as inputs, and act as monopolistic competitors for price setting. In this paper, I assume that a proportion φ of intermediate firms use LCP for their export pricing, while (1 − φ) use PCP, where φ is a structural parameter to be estimated later. Since the fraction of firms employing LCP versus PCP will have an impact on the pass-through effect of exchange rates to domestic prices, central banks may frame their policy in a way to take this into account. Let X H,t (s) denote the optimal price set for the home market, and X l H,t (s), X p H,t (s) denote the prices set for the foreign market respectively by an LCP firm and a PCP firm. The first order conditions suggest that:
.
where the marginal cost M C T,t+j and the stochastic discount factor Γ t,t+j are given by:
The price index for intermediate goods sold domestically, P H,t , and the export price index, P * H,t , can then be expressed as:
(2.12)
where ε represents the elasticity of substitution among varieties produced within one country. The foreign demand for exports from the small open economy is assumed to be exogenously given by:
Non-tradable Sector
Similarly, non-tradable goods are also produced with capital and labor. Non-tradable goods are used for consumption, investment, and distribution services to import foreign-produced intermediate goods. The price index for non-tradable goods is given by:
(2.14)
As in Burstein, Neves and Rebelo (2003) , we assume that to bring one unit of the tradable intermediate good to the domestic market, λ units of a basket of the differentiated non-tradable goods are needed. Thus, the price index for foreign-produced intermediate goods in the home market, P F,t , and the trade balance value are given by:
Government and Monetary Authority
The government balances its budget. Aggregate government spending is assumed to be an exogenous process, with the shares on tradables and non-tradables depending on their relative prices.
The monetary policy reaction function is described as a Taylor (1993) rule. Central banks take the domestic interest rate as the policy instrument to respond to the inflation rate and the output gap.
where ρ r is a parameter capturing interest-rate smoothing, and rt is a temporary monetary policy shock. 3
We are interested in investigating the role of exchange rates in the monetary policy rule, so we test the hypothesis of rule (i), in which central banks do not respond directly to exchange rate movements, against the following possible rules:
Nominal Exchange Rate Smoothing:
Real Exchange Rate Smoothing:
Risk Premium Smoothing:
In rule (ii), in addition to reacting to the inflation and output gap, central banks also include nominal exchange rate movements in the policy rule, in order to reduce nominal exchange rate volatility. In rule (iii), central banks respond to real exchange rate movements, instead of nominal exchange rate movements. Considering that all four countries examined in this paper are fairly open economies, the central bank may want to respond to real exchange rate movements in order to smooth international relative price fluctuations that could affect their international competitiveness and have an effect on aggregate demand for domestic goods. Finally, in rule (iv), in order to maintain financial stability, central banks can react to risk premium shifts that reflect changes in the expectations of risks in financial markets. We test each of these monetary policy rules within the structural framework by estimating variants of the base model and evaluating the marginal likelihood values and posterior odds.
The model is analyzed in the log-linearized form around a non-stochastic steady state, which yields a system of equations that are linear in log deviations and can be solved using standard methods. The log-linearized equations are described in Appendix A. 4 The debt-elastic risk premium assumption ensures that the model has a steady state. The stochastic behavior of this model is driven by eight exogenous shocks, and they are assumed to evolve according to AR(1) processes. For the small open economy, all foreign variables are taken as exogenously determined:
and the inflation target, and the output gap. These types of rules are often used in central banks' projection models. The major critique of the Taylor rule is that it is not forward-looking. Nevertheless, the Taylor rule concisely captures some of the key judgements that policymakers must confront, its performance is robust across various economic models, and it generally fits the data remarkably well. In addition, in the policy making process, central banks usually do not strictly adhere to the suggested interest rate setting derived from projection models and may deviate from it temporarily if they judge it necessary (Blinder, 1998) . Thus the ex post interest rate path may be represented differently. In any case, we check the robustness of the empirical findings to the alternative specification of expected inflation targeting in Section 5. 4 In this model, real variables are assumed to be stationary. The following transformations of variables are used to achieve stationarity:
3 Empirical Approach
Data
The structural model is estimated using the Bayesian method. We use data on the following macroeconomic series for the estimation: the real wage rate, output, real exchange rate, short term interest rate, and the trade balance value over steady state exports. The model is taken to the data for four countries: Australia, Canada, New Zealand and the United Kingdom. The data are seasonally adjusted quarterly series, and are HP filtered. The period covered for our estimation is different across countries due to their specific histories. For Australia, our dataset starts at 1984:1. This point is chosen because the Australian dollar was floated in December 1983, most exchange controls were abolished then, and financial system deregulation took place. 
Bayesian Method
We estimate the structural model using Bayesian technique. The advantage of the system-based approach is that it provides a consistent way to update researchers' beliefs about parameter values based on the data that are actually observed. Priors on the parameters are assigned, based on results from past studies and information outside the data set, to measure the ex ante plausibility of parameter values. The time series are then brought in to revise the parameter values, based on information from the data series, to get posterior estimates. 7 The Bayesian approach also provides a framework to compare and choose models on the basis of the marginal likelihood values. The marginal likelihood of a model M is defined as:
where θ represents the parameter vector and Y denotes the observable data series. p(θ|M ) is the prior density of the parameters, and p(Y |θ, M ) is the likelihood function. The marginal density indicates the likelihood of the model given the data. As a Bayesian alternative to hypothesis testing, the Bayes factor between model i and j can be computed as:
Let p i denote the prior probability assigned to model i, the posterior probability that model i is likely is then given by:
The posterior odds is defined as the ratio of the posterior probability that model i is plausible over the probability that it is not:
The Bayes factor and the posterior odds are used to compare models in this paper, in order to test which specification is more plausible in terms of the central banks' response to exchange rate movements.
Probability statements about the parameters are made before observing the data. Since the estimation algorithm is computationally very intensive, some parameters are fixed by calibration. The subjective discount factor β is given a standard value of 0.99 for quarterly data. The relative risk aversion parameter ρ is set to 4, and is consistent with the estimation results of Ambler, Dib and Rebei (2003) based on Canadian data. The inverse of labor supply elasticity µ is set equal to 2. The weight of tradable goods in the consumption basket, α T , takes a value of 0.5. The elasticity of substitution between tradables and non-tradables -ς, is given a value of 0.6, which is selected based on the available estimates. 8 The elasticity of substitution among different types of labor services γ is assumed to be 6, consistent with micro estimates. The quarterly capital depreciation rate, δ, is set to 0.025.
For Canada, the share of capital in tradable good production, η, is set to 0.37, and the share of capital in non-tradable good production, θ, is set to 0.28. These calibrated values are based on the estimation results of a two-sector small open economy model for Canada by Ortega and Rebei (2006) . For Australia, New Zealand and the United Kingdom, the corresponding capital shares are set to η = 0.36, θ = 0.32. The average fraction of labor effort in the tradable good sector, L T /L, is inferred from the data on the distribution of civilian employment by economic sector for several industrialized countries. 9 A simple approximation of the service sector to represent the non-tradable sector is used. The fraction L T /L is on average approximately 0.27 for Australia, 0.29 for Canada, 0.30 for New Zealand and 0.31 for the United Kingdom, during their respective estimation periods.
The priors for the structural parameters to be estimated are displayed along with the posterior results. There are 25 parameters to be estimated, including parameters capturing the degree of price stickiness and partial indexation, proportions of PCP versus LCP firms, elasticities of substitution and monetary policy rule coefficients. For most of them, priors with wide standard deviations are used, with means centered at values commonly regarded as reasonable. With respect to the priors for the fraction of firms employing LCP versus PCP for their exports, inferences are drawn from International Merchandise Trade: Featured Article published by the Australian Bureau of Statistics, survey results for Canada from Murray, Powell, and Lafleur (2003) , as well as publications by the ECU Institute. 10 Based on these, the prior means for φ and φ * are set at 0.73 and 0.31 for Australia, 0.76 and 0.3 for Canada, 0.7 and 0.3 for New Zealand, and respectively 0.3, 0.4 for the UK. 11
Priors on the policy coefficients are chosen to match values generally associated with the Taylor rule. The prior mean for the coefficient on the lagged interest rate term ρ r is set at 0.8, with a standard deviation of 0.1. The coefficient on the inflation rate α π is given a prior mean of 1.6. The prior mean for the coefficient on the output gap is set at 0.5. A large standard deviation of 0.2 is given, since the empirical evidence on the value of this parameter is diverse. With respect to the coefficient on exchange rates or risk premium movements, whenever it is applicable, a prior mean of 0.25 is specified. For the parameters of the shocks, little guidance is provided by the literature, so loose priors, which are not very informative, are specified.
Empirical Results
In this section, we report the empirical results of our estimation. Specifically, we fit various versions of the structural model to the data and assess their empirical performance. We then compare the implied marginal densities and discuss the parameter estimates. Finally, we present the impulse response and variance decomposition results.
Model Assessment
We estimate the model under different exchange rate and monetary policy reaction function specifications. To assess the conformity of the model to the data, unconditional second moments are computed and reported in Table 1 -4 for the four countries in the benchmark case. 12 The first block reports the statistics of the data, and the second block presents the corresponding estimates implied by the model, which are computed from 1,000 random draws in the posterior distributions of the structural parameters. The median from the simulated distribution of moments are reported, together with the 10th and 90th percentiles.
As shown in the tables, in all cases, we see that the standard deviations and autocorrelations of the observable series are very well matched with their counterparts derived from simulations of the model. The data moments fall within the corresponding model confidence intervals. In particular, for all countries, the persistence and excess volatility of real exchange rates and trade balances are well captured by the simulated model. The model also provides generally good characterizations of the cross correlation properties. In most cases, the data values lie within the error bands implied by the model. The confidence intervals, however, are usually large, which implies that there is a large degree of uncertainty about the model-based correlations. Overall, the model does a reasonably good job of matching properties of the data, though there certainly may be room for improvement in the future.
Marginal Likelihood Values
The estimation results for the benchmark case are reported in Table 5 -8 for Australia, Canada, New Zealand and the United Kingdom. The parameter estimates for the absence of exchange rate response case are also presented in Table 9 for New Zealand. For the sake of brevity, the parameter estimation results for other cases are not reported, but the log marginal likelihood values are shown in Table  10 . As can be seen from this table, the endogenous real exchange rate specification generally leads to much larger marginal likelihood values than the exogenous real exchange rate specification. 13 Since Lubik and Schorfheide (2007) assume the real exchange rate to be exogenously given, their results could potentially be biased.
Given that the endogenous q t specification leads to much higher marginal likelihood values, we now turn to the comparison of different forms of monetary policy rules with the real exchange rate determined endogenously. We consider the four alternative monetary policy rules (i) -(iv) described in Section 2. The central bank can potentially respond to nominal exchange rates fluctuations, real exchange rates movements, or risk premium shifts, in addition to the inflation rate and output gap. We also estimate the model under the restriction α x = 0, in which case central banks are assumed not to respond to any exchange rate movement. The Bayes factors and posterior odds are computed and presented in Table 11 .
For Australia, the log marginal data density associated with α x = 0 is larger than that of the central bank responding to ∆s t or ∆rp t case. But the marginal data density of the benchmark model is 8.3343 larger on a log-scale than the α x = 0 model. 14 The values of Bayes factor and posterior odds clearly show that the benchmark model is preferred when compared to the other models. This leads us to favor the view that the Reserve Bank of Australia explicitly responded to real exchange rate movements in the past two decades. For Canada, the marginal likelihood value of responding to ∆s t model is larger than that of the α x = 0 model. The log marginal density of the benchmark model, though, is still the largest among all of them, which seems to suggest that the Bank of Canada also paid close attention to real exchange rate movements. The Bayes factor is at most 0.0043 for the other models compared to the benchmark, and the posterior odds of the benchmark is around 231.56. The UK's case is similar to Australia's case. The log marginal likelihood of the benchmark model is 1.8899 larger on a log-scale than the absence of exchange rate response model. The benchmark model is preferred over other models. Our estimation results suggest that the Bank of England directly responded to real exchange rate movements over the sample period. The case for New Zealand, however, is different. The marginal data density is the largest for the absence of exchange rate response case. The Bayes factor 13 It is worth noting that the numbers in Table 10 are log marginal likelihood values, so the difference between any two marginal likelihood values is actually in the scale of the log difference to the power of e.
14 We note that there is generally considerable difference in the marginal likelihood values associated with the central banks reacting to real versus nominal exchange rate movements. This may seem puzzling at a first glance, since we know real exchange rates move closely with nominal exchange rates. However, the transmission mechanism between interest rates and real versus nominal exchange rates is different. For example, in the extreme case where prices are fully flexible, the nominal exchange rate appreciates or depreciates reacting to interest rate shifts. Nevertheless, the real exchange rate won't react, because prices adjust right away to offset whatever changes that might occur to the nominal exchange rate. Thus the monetary policy response to the real versus nominal exchange rate movements would be very different. Now that in the model, the prices are not fully flexible, yet not completely fixed either, we should still see the difference in the adjustment mechanism, only to a lesser degree.
for α x = 0 model is 8.4014 against the benchmark. The Reserve Bank of New Zealand did not seem to explicitly include exchange rate variation into their policy rule over the past twenty years.
Our result on New Zealand is consistent with Huang, Margaritis and Mayes' (2001) finding that what appears to be a closed economy policy rule closely describes the actions of the Reserve Bank of New Zealand for the period of 1989 to 1998. However, this should not be regarded as the Reserve Bank of New Zealand paid no attention to exchange rate movements. Rather as pointed out by Taylor (2001) , although the monetary policy rule does not appear to involve an interest rate reaction to exchange rate movements, it implies such a reaction through inflation targeting and output stabilization.
Parameter Estimates
The posterior estimates are reported in Table 5 -9. The first three columns in each table give an overview of the prior distributions specified for the parameters. The next two columns present the estimated posterior mode from directly maximizing the log of the posterior distributions, given the priors and the likelihood based on the data. We also report the corresponding standard errors computed from the inverse Hessian. The last three columns report the mean and the 90% confidence interval of the posterior distributions obtained by using the Monte Carlo Metropolis Hastings algorithm. It is subject to 1,000,000 draws, and the first 500,000 draws are dropped.
The Calvo stickiness parameters ψ d for domestic producer prices and ψ w for wage rates are estimated to be around 0.68 to 0.74 for all countries, which implies that, on average, prices and wages are reset approximately once every three to four quarters. These estimated lengths of price and wage contracts are in line with the macro literature. Lubik and Schorfheide (2006) report estimates of the price stickiness parameter ranging from 0.74 to 0.78 in their two-country structural model. Ambler, Dib, and Rebei (2003) estimate the Calvo adjustment parameter to be 0.68 for Canada. Microeconomic evidence, however, tends to suggest less sticky prices. For all countries, prices are estimated to be less sticky than wage rates. 15 When firms and households are not allowed to adjust prices and wage rates, they index the current price levels by past inflation. The parameters τ d and τ w capture the degree of this indexation. In the benchmark case, they are estimated to be 0.27 and 0.33 for Australia , 0.28 and 0.24 for Canada, 0.25 and 0.15 for the UK. The corresponding estimates for New Zealand in the absence of exchange rate response case are 0.47 and 0.30. The standard errors associated with these estimates are in similar scale and in the neighborhood of 0.1. The estimated degree of price indexation for Australia, Canada and the UK is close to 0.25, which corresponds to the weight on the lagged inflation term to be about 0.2, and the weight on the expected future inflation term to be about 0.8 in the New Keynesian Phillips Curve. For New Zealand, however, the estimated degree of price indexation is 0.47, which implies a weight of 0.32 on the lagged inflation rate and 0.68 on the expected future inflation rate. In the model, central banks are assumed to respond directly to current inflation. The fact that the current inflation depends less on the expected future inflation in New Zealand may provide a case for the Reserve Bank of New Zealand to be less concerned about the future inflation pressure induced by exchange rate movements. 16 The proportions of domestic and foreign firms using LCP to set export prices, φ and φ * , are estimated to be 0.78 and 0.29 for Australia, 0.81 and 0.25 for Canada, 0.74 and 0.24 for New Zealand, and 0.34 and 0.24 for the United Kingdom. For the first three countries, LCP is dominant for its own exports, but PCP is dominant for other countries' exports to them. While for the UK, in either case, invoicing in the producers' currency is more frequent. The elasticity of substitution between domestic and foreign varieties in the domestic market and in the foreign market, σ and σ f , are estimated to be around 1.4 to 2.0, which are in the upper half of the range of macro estimates. The distribution margin measures the fraction of the import price accounted for by distribution costs. 17 It is estimated to be 0.72 for Australia, 0.56 for Canada, 0.59 for New Zealand, and much larger at 0.82 for the UK. Berger et al. (2007) analyze retail prices and at-the-dock prices of specific items in the Bureau of Labor Statistics' CPI and IPP databases and find the overall distribution margin for the United States to be around 50% to 70%, which is much larger than people generally expected.
A slightly larger fraction of firms exporting to Australia, Canada or New Zealand price their products in the local market currency, compared to the UK. This may suggest a slightly larger expenditureswitching effect in the UK, when prices are sticky in the short run. However, as emphasized by Dong (2007) , the higher is, the smaller the effect of exchange rate movements on the relative quantities. As distribution costs account for a very large share in import prices in the UK, expenditure switching over tradable goods would be much less significant. Krugman (1989) noted that exchange rate volatility might be emphasized, if the expenditure-switching effect is small. Based on this reasoning, if the expenditure-switching effect were taken into account, the Bank of England might benefit from higher exchange rate volatility. A welfare analysis can potentially provide a more thorough interpretation on this, but it is beyond the focus of this paper. Of the four countries examined, Canada and New Zealand are more open than Australia and the UK. 18 Not surprisingly, our results suggest that the degree of pass-through to consumption prices is larger for Canada and New Zealand than for the other two countries. In Canada and New Zealand, the nominal exchange rate might provide less additional information for monetary policy, since a certain part of the information is already contained in the domestic prices. The real exchange rate provides extra information on the foreign price level though.
Turning to the estimates of the coefficients in the monetary policy reaction functions, we find the interest rate to be quite persistent for all countries. All four countries respond quite aggressively to the output gap. For Australia, Canada and the United Kingdom, the estimated coefficients on real exchange rate movements are significantly different from zero. The estimates of the risk premium coefficients, the AR parameters and standard deviations for the unobserved shocks are also reported. It is worth noting that the estimated exogenous processes for these shocks differ significantly, though the same priors are given at the beginning.
Impulse Responses
To further understand the dynamics of the model, impulse responses for Canada in the benchmark case are presented in Figure 1 -2. In the figures, the impulse responses of four variables of interest to eight exogenous shocks are displayed. The four variables are output, the real exchange rate, inflation rate and interest rate. The impulse responses show the consequences of a one-unit increase in the exogenous shock for the value of variables. The responses are calculated from a random selection of 1,000 parameters out of the 500,000 draws from the posterior distributions. Together with the median response, the 10% and 90% percentiles are also shown.
As can be seen from the figures, a technology shock in the non-tradable sector drives up the aggregate domestic output. The domestic currency depreciates. Final good producers then switch from imports to domestically-produced goods. The positive technology shock increases the supply of goods, and therefore lowers inflation. Easing monetary policy in this case would further depreciate the domestic currency. Similarly, a technology shock in the tradable sector also induces a drop in inflation. But since a technology shock in the tradable sector increases the production of domestic-produced intermediate goods, the domestic currency appreciates. The central bank relaxing monetary policy contributes to the expansionary effect on output.
A risk premium shock drives up the demand for foreign currency. The demand for domestic currency declines, and the domestic currency depreciates. Monetary policy is tightened to constrain inflation, and aggregate output falls. A positive monetary policy shock means an increase in the domestic interest rate. Domestic bonds become more attractive compared to foreign bonds, so the domestic currency appreciates and the real exchange rate falls. In reaction to a government spending shock, the domestic production is driven up by demand, which increases the demand for domestic money. This puts upward pressure on the domestic interest rate. As a result, the domestic currency appreciates.
The foreign shocks have significant impacts on the small open economy. An increase in foreign prices leads to expenditure switching from foreign-produced goods to domestic-produced goods in both domestic and foreign markets. This implies an increasing demand of the domestic currency, and the domestic currency appreciates. The foreign inflation is passed through to the domestic economy. In response, the interest rate increases. Unsurprisingly, the effects of the foreign interest rate shock on the key variables are in line with those of the risk premium shock. The two shocks are identified in the model through the observed foreign interest rate series. In other words, the risk premium shock captures whatever is left unaccounted for by the observed foreign interest rate shock. Finally, responding to a foreign output shock, the demand for domestic exports increases, hence the aggregate domestic output rises. The foreign output shock suggests an ease on domestic inflation, and thus a looser monetary policy.
Variance Decomposition
To infer the role of various structural shocks in driving the movements of output, the real exchange rate, inflation and interest rates, we present the variance decomposition results for various horizons in Table 12 -15 for the preferred models. Not surprisingly, we find that the foreign price shock plays an important role in accounting for the forecast error variances of the real exchange rate, since all the four countries considered here are small open economies. The technology shock in the tradable sector is generally also very important in generating variations of the key variables. When we compare the variance decomposition results for New Zealand with those for the other three countries, however, we find that they are very different.
First, for Australia, Canada and the United Kingdom, in addition to the foreign price shock, the technology shocks in both tradable and non-tradable sector account for significant percentages of inflation variation; for New Zealand, the role of the technology shock in the non-tradable sector, A N,t , is not important. As can be seen from the impulse response figures and the earlier analysis, a positive A N,t shock causes the domestic currency to depreciate. Meanwhile the positive technology shock induces a drop in the inflation rate. In this case, without an active monetary policy, expenditure switching occurs from foreign-to domestic-produced intermediate goods due to the domestic currency depreciation, and all the key variables then converge to their steady state values. However, if the central bank were to respond to lower inflation without consideration on exchange rate movements, the interest rate would be reduced. This would induce a further depreciation of the domestic currency as a result, and the magnitude of the adjustment increases. Since amplified volatility in the adjustment process is undesirable, the central banks of Australia, Canada and the UK might want to directly react to exchange rate movements in addition to inflation targeting. The Reserve Bank of New Zealand, on the other hand, simply has little of this concern.
Second, for New Zealand, 99% of the forecast error variances of the output are explained by the tradable sector technology shock, A T,t , and the foreign price shock; for the other three countries, in addition to those, the risk premium shock is as important as the A T,t shock, if not more. The implications of the risk premium shock, the monetary policy shock, and the foreign interest rate shock are quite different from those of other shocks. In particular, they have no direct effect on the demand for domestic-produced goods. Rather, they only work through their effects on exchange rates. In response to a positive risk premium shock, the domestic currency depreciates. Final good producers tend to substitute domestic-produced for foreign-produced goods. The demand for domestic money rises and inflation picks up. The interest rate is increased to contain inflation, and output drops. For Australia, Canada and the United Kingdom, direct response to exchange rate movements helps to reduce the impacts of the risk premium shock. For New Zealand, this is not so relevant. 19 
Robustness Checks
In this section, we assess the sensitivity of the estimation results to alternative data samples and inflation targeting rules. We find that changing data sample does not change the major empirical results. For Australia and Canada, the expected inflation targeting rule leads to better model fit. The results still suggest that the Reserve Bank of Australia, the Bank of Canada and the Bank of England explicitly reacted to real exchange rate movements and the Reserve Bank of New Zealand did not. For all the countries, the models with sectoral inflation targeting or wage inflation targeting rules, however, are inferior to models with current inflation targeting rules, as they lead to lower log marginal likelihood values.
Alternative Sample for the UK
As mentioned in Section 3, for the main estimation, we choose a starting point for the UK data series at 1979:3. However, over the 1990s, the Bank of England was committed to various degrees to the ERM, and between October 1990 and September 1992, belonged to the "hard" ERM. Since this might affect the estimation of the monetary policy reaction function, we use the post-ERM data for the United Kingdom, starting from 1992:4 to 2006:4, to re-estimate the models. The log marginal likelihood values corresponding to various specifications of monetary policy rule are shown in Table 16 , and the parameter estimation results in the benchmark case are presented in Table 17 .
All the major results stay the same. The marginal data density of the model, where the central bank directly responds to real exchange rate variation, is the largest. The parameter estimation results also remain essentially similar to the original estimates based on the longer data series. One exception is that the estimate of the degree of price indexation τ d is 0.47, much larger than its original estimate of 0.25. This in principle could imply that during 1992:4 to 2006:4, the current inflation level depends less on expected future inflation and more on lagged inflation in the UK. However, the estimation results still suggest that the Bank of England explicitly included real exchange rate movements in its monetary policy rule. As we state in Section 4, the structure of shocks in accounting for inflation and output variances may help to explain this finding.
Expected Inflation Targeting
Our next robustness check is with respect to the possibility of expected inflation targeting in the monetary policy rules. Central banks are frequently generating forecasts for the economy and they are aware of policy lags. Therefore it seems that an expected inflation targeting rule is a closer description of central banks' real practices. In this section, we re-estimate the models under the assumption that central banks target the expected future inflation rather than the current inflation. The new monetary policy rules can be specified as:
The log marginal densities from these estimations are displayed in Table 18 . Comparing these values to those in the baseline cases, we see that the expected inflation targeting assumption leads to slightly larger marginal likelihood values in all cases for Australia and Canada. It suggests that it is more likely that the Reserve Bank of Australia and the Bank of Canada followed an expected inflation targeting rule. For both countries, the central bank responding to ∆q t model is still preferred among all the models. The estimates of α π , α y and α x in the expected inflation targeting model are slightly smaller than the corresponding estimates in the baseline case, which suggests that the central banks of Australia and Canada may respond less aggressively to the inflation rate, output gap and real exchange rate movements than what the benchmark case indicates. For the UK, under certain policy rule specifications, expected inflation targeting leads to better fit, while under other specifications, it results in worse fit. Overall, the highest marginal likelihood value is achieved for the model, where the central bank responds to the current inflation, output gap and real exchange rate movements. Finally, for New Zealand, expected inflation targeting rules result in worse model fit in all cases than current inflation targeting rules. The estimates of the policy response coefficients are very similar to those in the baseline case.
Sectoral Inflation Targeting
The next robustness check explores sectoral inflation targeting, since the monetary authority may want to respond differently to inflation in the tradable sector, relative to inflation in the non-tradable sector. Specifically, we re-estimate the structural model for the four countries with each one of the following monetary policy rules:
Our estimation results are displayed in Table 19 . For all countries, the assumption of sectoral inflation targeting worsens model fit, compared to the benchmark CPI inflation targeting case. 20 The estimates on α T and α N are generally quite similar to each other, and are larger than the estimates of α π in the baseline model. Benigno (2004) investigates how monetary policy should be conducted in a two-region model, and shows that the near-optimal policy is to give higher weight to the inflation in the region where there is higher degree of price rigidity. Ortega and Rebei (2006) analyze the welfare implications of sectoral inflation targeting rule in the context of a small open economy model for Canada. They find welfare gains in targeting exclusively the non-tradable good inflation, since prices are more sticky in the non-tradable sector. We do not find evidence supporting that, in practice, the central banks studied in this paper responded very differently to the inflation rates in different sectors. 21
Wage Inflation Targeting
Recent studies find that the optimal monetary policy may entail targeting wage inflation when the degree of nominal inertia differs between prices and wages. For example, Erceg and Levin (2006) show that the optimal monetary policy rule can be closely approximated by a rule that targets a weighted average of wage and price inflation in the context of a two-sector general equilibrium model calibrated to match the corresponding responses from an empirical VAR. Ortega and Rebei (2006) , however, find that wage inflation stabilization substantially increases almost all volatilities, and cannot improve welfare over CPI inflation targeting. In this section, we carry out our last sensitivity analysis with respect to the following hybrid rules, to see whether in actual practice the central banks responded to wage inflation.
The marginal likelihood values derived from the estimations are shown in Table 20 . In almost all cases, a combination of price and wage inflation targeting leads to lower marginal densities than in the CPI inflation targeting case. The only exception is the central bank responding to ∆s t rule for the UK, in which case the marginal likelihood value associated with the hybrid rule is 2.3611 larger in log scale than with the CPI inflation targeting rule. Overall, however, for the UK, the marginal density is still the largest for the model with the specification of the central bank responding to the CPI inflation, output gap and real exchange rate movements. The estimation results here do not seem to support that these central banks included wage inflation targeting into their monetary policy rules.
Conclusion
In this paper, we develop and estimate a structural model with limited exchange rate pass-through for Australia, Canada, New Zealand and the United Kingdom, to study whether and how exchange rate movements were incorporated in the formulation of monetary policy. Our main finding is that the Reserve Bank of Australia, the Bank of Canada and the Bank of England directly responded to real exchange rate movements in the past, while the Reserve Bank of New Zealand did not seem to incorporate exchange rate movements explicitly into their monetary policy rule. This, however, does not imply that the Reserve Bank of New Zealand paid no attention to the exchange rate. Instead, the central bank of New Zealand responded to exchange rate movements indirectly, because in our model, the exchange rate, inflation and output are all endogenously determined. What might appear to be a closed economy rule actually implies an interest rate reaction to exchange rate movements through inflation and output stabilization.
Our results also reveal the potential explanations for the indirect reaction of the central bank of New Zealand as follows. First, the structure of shocks accounting for inflation and output variations is different for New Zealand than for the other three countries. In particular, in Australia, Canada and the UK, the technology shock in the non-tradable sector is important in explaining the forecast error variances of inflation, and the risk premium shock plays a role in driving output variation. Since the central bank solely responding to inflation shifts driven by the non-tradable technology shock would amplify volatilities in the adjustment path, and the risk premium shock only has impacts on the domestic economy through exchange rate movements, the central banks of Australia, Canada and the UK might want to respond to real exchange rate variation directly, although this is not of concern for New Zealand. Second, in New Zealand, current inflation seems to reflect less expected future inflation, and contains more information on past inflation. So the central bank of New Zealand might be less concerned about future inflation pressure caused by current exchange rate movements.
Our paper contributes to the literature of open economy monetary policy rules by extending Lubik and Schorfheide (2007) to allow for endogenous exchange rate specification and to accommodate limited exchange rate pass-through. We adopt a full-information approach to study the conduct of monetary policy and deliver insights into the monetary transmission mechanism in open economies. In any case, whether the central banks' responses are optimal or not is a different question, and further research is needed to address that.
A The Linearized Equation System
Prices and Wages:
Output, Capital and Employment:
Euler's equation:
Arbitrage condition:
Market clearing conditions:
Budget constraint:
where:
Trade balance value:t 
