In this brief report we present an overview of the MultiLing 2017 effort and workshop, as implemented within EACL 2017. MultiLing is a community-driven initiative that pushes the state-of-the-art in Automatic Summarization by providing data sets and fostering further research and development of summarization systems. This year the scope of the workshop was widened, bringing together researchers that work on summarization across sources, languages and genres. We summarize the main tasks planned and implemented this year, also providing insights on next steps.
Overview
MultiLing covers a variety of topics on Natural Language Processing, focused on the multilingual aspect of summarization:
• Multilingual summarization across genres and sources: Summarization has been receiving increasing attention during the last years. This is mostly due to the increasing volume and redundancy of available online information but also due to the user created content. Recently, more and more interest arises for methods that will be able to function on a variety of languages and across different types of content and genres (news, social media, transcripts).
This topic of research is mapped to different community tasks, covering different genres and source types:
-Multilingual single-document summarization (Giannakopoulos et al., 2015) ;
-user-supplied comments summarization (OnForumS task ); -conversation transcripts summarization (see also ).
The spectrum of the tasks covers a variety of real settings, identifying individual requirements and intricacies, similarly to previous MultiLing endeavours (Giannakopoulos et al., 2011a; Giannakopoulos, 2013; Elhadad et al., 2013; Giannakopoulos et al., 2015) .
• Multilingual summary evaluation: Summary evaluation has been an open question for several years, even though there exist methods that correlate well to human judgement, when called upon to compare systems. In the multilingual setting, it is not obvious that these methods will perform equally well to the English language setting. In fact, some preliminary results have shown that several problems may arise in the multilingual setting (Giannakopoulos et al., 2011a) . The same challenges arise across different source types and genres. This aspect of the workshop aims to cover and discuss these research problems and corresponding solutions.
The workshop builds upon the results of a set of research community tasks, which are elaborated on in the following paragraphs. However, this year MultiLing also hosts works beyond the tasks themselves, but still within the scope of automatic summarization and evaluation in different genres and settings.
Community Tasks
In this year's MultiLing community effort we are implementing the following tasks:
• Multilingual Single-Document Summarization (MSS)
• Multilingual Summary Evaluation (MSE)
• Online Forum Summarization (OnForumS)
• Call Centre Conversation Summarization (CCCS)
• Headline Generation Task (HG)
Due to time limitations, all but the MSS and OnForumS tasks will run beyond the workshop timespan, thus the proceedings will be complemented by the proceedings addendum 1 , containing system reports and evaluation results.
Multilingual Single-Document Summarization Task Overview
The Multilingual Single-document Summarization 2017 posed a task to measure the performance of multilingual, single-document, summarization systems using a dataset derived from the featured articles of 41 Wikipedias. The objective was to assess the performance of automatic summarization techniques on text documents covering a diverse range of languages and topics outside the news domain. This section describes the task, the dataset and the methods to be used to evaluate the submitted summaries. To give amble time for evaluation the results and analysis will be presented at the workshop and published later. The objective of this task, like the 2015 Multilingual Singledocument Summarization Task, was to stimulate research and assess the performance of automatic single-document summarization systems on documents covering a large range of sizes, languages, and topics.
Task and Dataset Description
Each participating system of the task was to compute a summary for each document in at least one of the datasets 41 languages. To remove any potential bias in the evaluation of generated summaries that are too small, the human summary length in characters was provided for each test document and generated summaries were expected to be close to it.
1 Cf. http://multiling.iit. demokritos.gr/pages/view/1638/ multiling-2017-proceedings-addendum .
The testing dataset was created using the same steps as reported in Section 2 of (Giannakopoulos et al., 2015) and excluded the articles in the training dataset (which was the testing dataset for the task in 2015). For each language Table 1 contains the mean character size of the summary and body of the articles selected for the test dataset. Within the dataset there is no correlation between the summary and body size of the articles, in fact, the variance in the summary size is small. This is likely because Wikipedia style requirements dictate that a summary be at most four paragraphs, 2 regardless of article size, and paragraphs be reasonably sized. 3
Preprocessing and Evaluation
For the evaluation the baseline summary for each article in the dataset was the prefix substring of the article's body text having the same length as the human summary of the article. An oracle summary was also computed for each article using the combinatorial covering algorithm in (Davis et al., 2012) by selecting sentences from its body text to cover the tokens in the human summary using as few sentences as possible until its size exceeded the human summary, upon which it was truncated.
Preprocessing of all the submitted and human summaries was performed using the Natural Language Toolkit (Bird et al., 2009 ). Sentence splitting was done using punkt(). Models based on the Wikipedia data were built for each language. For each summary the pre-processing steps were:
1. all multiple white-spaces and control characters are convert to a single space 2. any leading space is removed 3. the resulting text string is truncated to the human summary length 4. the text is tokenized and, if possible, lemmatized 5. all tokens without a letter or number are discarded 6. all remaining tokens are lowercased. The table lists the languages in the dataset with the first column containing the ISO code for each the language, the second column the name of the language, and the remaining columns containing the mean size, in characters, and standard deviation, in parentheses, of the summary and body of the article. For example, for English the mean size of the human summaries is 1,857 characters.
As of the time of publication of the proceedings, three teams have participated and automatic methods of scoring the subumissions, using ROUGE (Lin, 2004) and MeMoG (Gia, ), are underway and will be presented at the EACL 2017 workshop. A human evaluation will proceed afterwards.
OnForumS Task
Further to the pilot of OnForumS in 2015, we organized the task again in 2017 with a brand new dataset. The OnForumS task investigates how the mass of comments found on news providers web sites can be summarized. We posit that a crucial initial step towards that goal is to determine what comments link to, be that either specific news snippets or comments by other users. Furthermore, a set of labels for a given link may be articulated to capture phenomena such as agreement and sentiment with respect to the comment target. Solving this labelled linking problem can enable recognition of salience (e.g., snippets/comments with most links) and relations between comments (e.g., agreement).
The OnForumS task is a particular specification of the linking task, in which systems take as input a news article with comments and were asked to link and label (sentiment, argument) each comment to sentences in the article, to the article topic as a whole or to other comments. The set of possible labels is for sentiment is [POS, NEUT, NEG] and the set of possible argument labels is [IN FA-VOR, AGAINST, IMPARTIAL] .
This year we focus on English (The Guardian) and Italian (La Repubblica) as in the previous edition and we released the 2015 test data as training data.
The 2017 text collection contains 19 English and 19 Italian articles. This year we had 4 participanting teams and together with two baselines we received 9 runs. The evaluation focuses on how many of the links and labels were correctly identified, as in the previous OnForumS run. The next step is to manually validate the links and labels using CrowdFlower.
MultiLingual Summary Evaluation
The summary evaluation task revisits the multilingually applicable evaluation challenge. The aim is to introduce novel, automatic evaluation methods of summary evaluation. Even though, currently, systems are evaluated using the ROUGE (Lin, 2004) and MeMoG (Gia, ) metrics, there exists a big gap between automatic methods and manual annotations, especially in non-English settings (Giannakopoulos et al., 2011b) . This year's task reuses the MultiLing 2013 and 2015 single-document and multi-document summarization corpora and evalautions. Furthermore, we generate summary variations (often through inducing "noise"), which the evaluation systems will be asked to grade. These variations include:
• Sentence re-ordering;
• Random sentence replacement;
• Merging between different summaries.
All the above changes will be studied, to understand the strengths and weaknesses of different evaluation methods with respect to these synthetic deviations. Then, a human evaluation will be conducted to see whether humans respond similarly to the automatic methods with respect to the different noise types.
The aim of this task and study is to understand how variations of text change its perceived quality of a summary. It also aims to highlight the (in)sufficiency of existing methods in the multilingual setting and promote new, more robust approaches for summary evaluation.
6 Tasks in preparation 6.1 Headline Generation
The Headline Generation (HG) task aims to explore some of the challenges highlighted by current state of the art approaches on creating informative headlines to news articles: non-descriptive headlines, out-of-domain training data, and generating headlines from long documents which are not well represented by the head heuristic. This task has been previously addressed in past summarization challenges, such as the well-known Document Understanding Conferences (DUC) for the 2002, 2003 or 2004 editions. With the high-rate of information increase, novel summarization methods that could condense and extract relevant information in just one sentence (i.e., headlines) would perfectly fit in today's society for creating better information access and processing tools. We will rerun the headline generation task in DUC 4 2002, 2003, 2004 conditions in order to create comparable results, and determine to what extent the techniques and methods have improved with respect to former participants.
Moreover, we will encourage multilingual or cross-lingual approaches able to generate headlines for at least two languages. We expect to make available a large set of training data for headline generation, and create evaluation conditions to objectively assess and compare different approaches.
Call Centre Conversation Summarization
The Call Centre Conversation Summarization (CCCS) task -run for the first time as a pilot task in 2015 -consists in automatically generating summaries of spoken conversations in the form of textual synopses that shall inform on the content of a conversation and might be used for browsing a large database of recordings. As in CCCS 2015, participants to the task shall generate abstractive summaries from conversation transcripts that inform a reader about the main events of the conversations, such as the objective of the participants and how they are met. Evaluation will be performed by ROUGE-like measures based on human-written summaries as in CCCS 2015, and -if possible -will be coupled by manual evaluation, depending on the funding we can secure for the task.
Conclusion
This year MultiLing covers a number of challenging problems related to summarization. In the proceedings (and the addendum) one can find various methods using deep learning and word embeddings, topic modeling, optimization and other approaches to achieve summarization and summary evaluation across settings.
The rest of the proceedings will allow the reader to examine interesting challenges related to abstractive summarization, argument labeling, multigenre, multi-document and query-based summarization. They will also identify and attemp to tackle important challenges related to summary evaluation beyond English.
We hope that the conclusion of the tasks after the workshop will provide the grounds for further research and open systems development, revising and improving the way summarization is modeled, faced, evaluated and implemented in the years to come.
