A new approach to the problem of modelling and predicting respiration motion has been implemented. This is a dual-component model, which describes the respiration motion as a non-periodic time series superimposed onto a periodic waveform. A periodic autoregressive moving average algorithm has been used to define a mathematical model of the periodic and non-periodic components of the respiration motion. The periodic components of the motion were found by projecting multiple inhale-exhale cycles onto a common subspace. The component of the respiration signal that is left after removing this periodicity is a partially autocorrelated time series and was modelled as an autoregressive moving average (ARMA) process. The accuracy of the periodic ARMA model with respect to fluctuation in amplitude and variation in length of cycles has been assessed. A respiration phantom was developed to simulate the inter-cycle variations seen in free-breathing and coached respiration patterns. At ±14% variability in cycle length and maximum amplitude of motion, the prediction errors were 4.8% of the total motion extent for a 0.5 s ahead prediction, and 9.4% at 1.0 s lag. The prediction errors increased to 11.6% at 0.5 s and 21.6% at 1.0 s when the respiration pattern had ±34% variations in both these parameters. Our results have shown that the accuracy of the periodic ARMA model is more strongly dependent on the variations in cycle length than the amplitude of the respiration cycles.
markers, are sometimes used for the tracking of the intrafraction position of the tumour in three dimensions. However, the skin dose to the patient can be quite high during longer procedures, and so the use of external anatomical markers is being investigated as a method of non-invasive tumour tracking. These are similar to the monitoring systems currently used for respiratory-gated radiation therapy, where optical cameras monitor and record the threedimensional position of reflective markers, which were placed on the surface of the patient or immobilization device. These systems consist of three integrated CCD cameras, which simultaneously capture infrared light reflected off the markers. The propietary software uses these images to calculate the 3D position of the markers with sub-millimetre spatial accuracy (Rogus et al 1999) .
During therapy, the motion of external markers is used as a surrogate for the respirationinduced motion of the internal anatomy. Because of hysteresis, the 3D relationship between the motion of the external and internal anatomy requires complex models. However, simple linear correlation equations have been found between the relative positions of the diaphragm and the one-dimensional motion of external markers placed at the upper abdomen (Vedam et al 2003) . These correlation equations are patient specific and depend on the breathing method. Fourier analysis of fluoroscopic image sets has shown similar frequency components in the motion of abdominal wall and the motion of liver tumours in both the anterior-posterior and superior-inferior direction (Gierga et al 2005) . Studies found the respiration motion of the upper abdomen to be in-phase with the diaphragm, and liver, pancreatic and some lung tumours. However, others have shown a time lag for the motion of markers on the chest wall (Ahn et al 2004) and lung tumours.
In motion-managed radiation therapy, such as gated radiotherapy and extracranial stereotactic procedures, the position of the tumour is constantly monitored. However, the treatment beam is on only for a fraction of the respiration cycle, as the respiration signal is used to start and stop treatment when the target moves out of the set tolerance region. Real-time motion management will involve tracking of the target with the radiation beam throughout its entire range of motion. Because of the time needed for the MLCs to move into position, there is an inevitable time delay or lag between data acquisition and treatment. Therefore, real-time procedures require accurate modelling of respiration dynamics such that the future position of the tumour can be forecast with sufficient time to adjust the beam apertures. Many mathematical models of the respiration motion have been proposed, including the sinusoidal models, adaptive filter models, finite state models and neural networks (Isaksson et al 2005 , Low et al 2005 , Lujan et al 1999 , Vedam et al 2004 . Lujan et al (1999) were among the first to propose a sinusoidal model for implementation of respiratory motion into dose calculation algorithms. This model described the position of the tumour as an nth order sinusoidal function of time. George et al (2005) later showed that the correlation coefficient between respiratory motion and a simple harmonic oscillator (n = 1) model is equivalent to that achieved with higher order sinusoidal models. In sinusoidal models the positions of the tumour at exhale and inhale and the length of breathing cycle are assumed to remain constant throughout the time frame of the radiation fraction. However, the cycle length and amplitude of the respiration cycle are not constant, but fluctuate in both a random and partially correlated manner (Bruce 1996 , Priban 1963 .
Other investigators describe the motion as time independent functions, and so are not limited by the assumption of inter-cycle consistency. The linear filter algorithms model the 1D position of the chest wall as a weighted sum of prior values. The weights or filter coefficients are optimized to fit the pattern observed in the signal. In adaptive filter models, the coefficients are updated many times during the prediction stage. These adjustments use input from feedback loops to minimize past errors by least mean squares (LMS), sequential regression (SER) or other methods. The Vedam et al (2004) prediction algorithm uses LMS to update the filter coefficients after each prediction. The accuracy of adaptive models shows a dependence on the learning period, the number of data points used to build and update the model coefficients. Outliers in the data may exaggerate prediction errors, and the user has to be careful to avoid adapting the model to accommodate these outliers, as this can degrade the fit to the overall pattern. Other adaptive models of the respiration motion include neural network models with integrated linear or nonlinear filters (Isaksson et al 2005, Murphy and Dieterich 2006) , and the finite state model of Wu et al (2004) which divides the respiration signal into several phases such as exhale, end-exhale, and inhale and fits linear splines to each phase. Ruan et al (2006) used subspace projection methods to derive models of periodic respiratory signals. The Ruan projection models used Fourier spectra and least-squared-error analysis to find the best-fit periodicity of the respiration signal.
All these algorithms attempt to describe the respiration motion as a single function that is dependent on either time or prior values. However, the motion depends on both, as it is fundamentally periodic but with additional non-periodic components. The motion can be described as a cyclic time series with inter-cycle variability in amplitude and wavelength. Additionally there are high frequency noise patterns and localized distortions in the signal. These include random fluctuations that are thought to be driven by complex unknown physiological processes (Bruce 1996) . Sharp et al (2004) have described these small distortions as intra-cycle Gaussian noise. Because this Gaussian noise cannot be directly correlated to the expansion of the lungs, it is sometimes eliminated from the respiration signal during pre-processing by applying band-limited filters or by smoothing.
The periodic autoregressive moving average method was selected for this study because of its robust nature; it requires a minimal number of parameters and so can be adapted to a larger population. The periodic ARMA method is described in detail by Salas in his analysis of periodic time series (Salas 1993) . The data were first partitioned to remove the periodic component and the correlation in the remaining signal was described by linear ARMA equations. The ARMA method of time-series analysis is used extensively in biostatistics and physiology, and researchers have also published work done using ARMA for the analysis of biological dynamics. These publications include cardiac (Christini et al 1995) , and respiratory studies (Busso et al 1996 . Busso and Liang have separately used low order ARMA models in their work to describe the correlation between respiratory cycles.
The practice of removing the trends and periodic components from the signal prior to analysis is an established method of signal processing (Chatfield 1989 , Pollock 1999 , and is referred to as partitioning or the decomposition of the time series (Salas 1993) . The periodicities are removed by fitting trigonometric or other periodic functions to the data; otherwise, the mean cycle is subtracted. This decomposition method can be applied to respiration dynamics because the periodic nature of breathing has been extensively studied and several methods exist for estimating and extracting the periodic patterns from the data. Two of these methods have been discussed above; these are the sinusoidal model developed by Lujan et al and the Ruan projection models.
Method

The periodic ARMA model
We propose a new approach to model-based predictions of respiration motion for radiation therapy. The respiratory motion has been modelled as a dual-component signal, a partially correlated time series superimposed onto a distinct periodic waveform. We used a periodic ARMA algorithm to create mathematical models, and to predict the respiration motion for signals with several levels of non-periodic behaviour. The periodic ARMA method of timeseries analysis consists of finding the best representation of the periodicity in the signal. The periodicity is estimated as the mean cycle. Those components of the data that cannot be explained by the periodic trend are further analysed to determine the dependence on past terms. Simple linear models are generated to describe this autocorrelation and any residual trends in the data.
Periodic component.
The first step was to estimate the periodic trend within the respiration signal. This periodic component is a best-fit estimate of the mean cycle. Figure 1 shows a ∼14 s section of a respiration signal and the best-fit periodic component which was found using the MATLAB algorithm described in equation (1).
A 60 s sample of the respiration signal was used to calculate an estimate of the periodic component of the motion. Sixty seconds was selected to ensure that between 15 and 20 complete cycles would be used to calculate a mean respiration cycle. As shown in equation (1), the sample signal is separated into N individual cycles, [X] ω n and each cycle has a corresponding cycle length ω n . The average of these N cycles is the mean cycle [µ] , where is the mean wavelength of the 60 s sample:
The periodic component of the respiration is estimated by the mean cycle repeated every seconds, as shown in figure 1.
The autoregressive moving-average component.
The correlation between the values of the non-periodic component of the data was modelled as an autoregressive moving average process. This non-periodic component x t is the difference between the respiratory signal X t and the amplitude of the periodic component µ t at time t.
Equation (2) is the general form of the ARMA model. ARMA models describe time series in terms of the protracted effects of earlier observations. ARMA is a combination of two mathematical models, autoregressive, AR, and the moving average model, MA. The autoregressive AR(p) stochastic model describes the current value of a time series as a finite linear combination of p prior values x t−i plus the random-error terms ε t . This term is essentially the error between the data and the model at time t, and these errors should appear to be randomly sampled from a white-noise series. The moving-average MA(q) model accounts for the dependence of the time series on the q terms sampled from the distribution of ε(µ, σ 2 ).
The coefficients φ 1 . . . φ p and θ 1 . . . θ q are calculated utilizing the built-in functions of the System Identification Toolbox of MATLAB programming software, to calculate the coefficients of the models using the forward-backward approach. This iterative approach begins with an initial estimate of the coefficients and works backward to eliminate any nonsignificant terms, or forward by adding terms to improve the model with each run of the iteration. The iterations continue until the model fits the data with error values ε t , ε t−1 . . . ε t−p that are uncorrelated and are Gaussian white noise. Alternative values of these coefficients can be determined by solving Yule-Walker equations (Chatfield 1989) , or using other iterative methods for discrete time series such as the least-squares approach. The order of ARMA models was determined as the p and q combination that maximizes the Akaike information criterion (AIC). The general form of the AIC is
The complexity, k, of the model is weighed against the likelihood function, L, a conditional probability that the model describes the data-set of N values. The complexity of the model is a function of the order or number of coefficients. In this study, we used low order ARMA models. q and p were not allowed to take values higher than 4, and an ARMA(2,1) model was also generated for each time series. The optimal values of all the coefficients φ 1 . . . φ p and θ 1 . . . θ q were found for each time series analysed.
The phantom studies-assessing the robustness of the method
In order to quantify the prediction accuracy of our model, we have developed a one-dimensional respiratory motion phantom. The phantom is a MATLAB script that generates waveforms to simulate the anterior-posterior motion of the thorax as observed during respiration. This phantom allows us to control the level of non-periodic parameters and noise in a respiratory waveform.
To simulate breathing motion we used a modified sinusoidal model, which is a simple harmonic function with variable and randomized amplitude and wavelength as shown in equation (4):
where X t is the motion trajectory and includes both the periodic and non-periodic components. A(t) and λ(t) are the variable amplitude and wavelength parameters, and D is the phase shift of the signal. The respiration phantom allows the user to control the level of non-periodic behaviour in the signal. This feature was utilized to quantify the robustness of the ARMA prediction model. For each phantom signal generated, the parameters A(t) and λ(t) were sampled from random distributions with means A 0 and λ 0 ,. Twenty-one of these distributions were used with standard deviations ranging from 0% up to ±34% of the baselines A 0 and λ 0 , creating 441 amplitude-cycle length combinations. These base-line values or means are analogous to the driving periodic component observed during respiration, and the values were derived from our analysis of free-breathing signals in five clinically recorded RPM signals. These signals were selected from a larger data-set of lung cancer patients collected by researchers at Virginia Commonwealth University (Vedam et al 2003) . The variable parameters were assigned random values twice per cycle, such that the inhale and exhale phases are sampled separately. George showed that the probability density function of respiration motion for individual patients and patient populations were approximately bimodal (George et al 2005) .
For statistical analysis, 100 simulated breathing patterns were created for each amplitude and period distribution, each with a different phase shift, D, but with identical sampling frequency of 10 Hz and the same number of data points per signal. The goal of this study was to quantify the robustness of the ARMA algorithm as a function of the deviations in amplitude and cycle length of the respiration motion; therefore, high-frequency intra-cycle or Gaussian noise was not added to the phantoms.
The prediction algorithm
The parameters of the periodic ARMA prediction models were generated from analysis of a 60 s history of the simulated respiratory motion. The periodic ARMA modelling algorithm is described in section 2.1. The periodic component is represented by the mean cycle and the non-periodic component is modelled as an ARMA(p, q) process. The predicted trajectory is given by equation (5), where µ t is the amplitude of the periodic component at time t andx t is the non-periodic trajectory predicted by the ARMA forecasting method:
This prediction process uses the prior values of the non-periodic signal as input for the linear equations of the ARMA model. The estimate of the future position is the weighted sum of the past values and prior prediction errors. In figure 2 , the PARMA prediction error ξ t is calculated as shown in equation (6), where 2A 0 is the total motion extent, the average displacement between end-inhale to end-exhale:
The system latency model uses the signal at some prior time point as a direct estimate of the present position, and so has an error of t (see equation (7)). This models the motion management system where there is no prediction method to correct for the inherent delay or lag between recording the motion and treatment. This system latency is due to image processing, mechanical beam adjustments, and other factors:
Results
The results presented in figures 2-4 are for the application of periodic ARMA models to respiration phantoms with different levels of non-periodic behaviour. The amplitude and cycle length parameters of these phantoms were sampled from a distribution with standard deviations corresponding to ±0% through ±34% of A 0 and λ 0 . We observed that prediction errors are a function of the prediction lag, as shown in figure 2. For a respiration pattern with ±14% consistency in cycle length and ±14% amplitude of motion, the prediction errors were 4.8% of the total motion extent for a 0.5 s ahead prediction, and increased to 9.4% at 1 s lag. These prediction errors are expressed as a per cent of the motion extent observed or simulated in the respiration signal, where motion extent refers to the average distance traversed between end inspiration and end expiration. Figure 5 shows the results of applying the periodic ARMA method to five free-breathing patterns that were acquired in a clinical setting. As expected, prediction errors increased with increasing lags. At 0.5 s forward prediction, the periodic ARMA algorithm achieved an accuracy of 90%. The prediction errors were 10% at 0.5 s and increased to 19% at 1.0 s ahead of the input respiration signal. From figure 5 , we see that the periodic ARMA prediction errors were a factor of 3 lower than the system latency error at 0.5 s, and 2.6 times lower errors at 1.0 s lag. The phantom study results also show a loss in accuracy when the level of variation in the respiration signal increases. Figures 3 and 4 quantify the prediction accuracy of the periodic ARMA method with respect to the level of non-periodic behaviour in the respiration signals.
In figure 3 , the prediction errors are shown to be more dependent on the variability of the cycle length. Figure 4 also illustrates the improvement of the prediction errors of the dual-component model (periodic ARMA) over using the periodic component as the sole estimation of the respiration motion. For the phantoms with constant cycle length and only the amplitude varying from cycle to cycle, the periodic ARMA method reduced the prediction errors by over half, and a fourfold improvement was observed for the predictions made for all variations in cycle length. These results indicate that the ARMA component of the model is also able to contend with the residual harmonic trends in the 'non-periodic' signal.
Even for a periodic signal with no variation, some residual error exists, this was on average 2.3% of the motion extent for 0.5 s lagged predictions (see figure 4 ) and 3.0% for periodic ARMA predictions at 1.0 s ahead. The residual error was reduced to less than 0.01% for a 0.5 s ahead prediction where the true sinusoidal base signal was substituted as the periodic component of the signal. This indicates that much of this residual error is attributable to the method of determining the best-fit periodic signal. This method bins the cycles into matrices of discrete lengths and tends to underestimate the mean cycle length.
Discussion
This paper has focused on the use of periodic ARMA to model the component of the respiration trajectory that contributes to inter-cycle deviations in cycle length and maximum amplitude. The effect of added-Gaussian noise was not investigated in this phantom study because these local random fluctuations have not been directly associated with the filling and emptying of the lungs. Because this noise is random in nature, it generally degrades the correlation among the individual terms of the motion trajectory. This correlation is the basis of linear prediction models. Linear methods such as ARMA are also susceptible to extreme values in the data such as spike noise, the large amplitude jumps that may be due to isolated events such as coughing or the patient shifting. However, linear prediction algorithms are well suited for the more gradual fluctuations associated with smooth breathing signals as simulated by these phantoms. In light of these limitations, application of the methods presented here will require pre-processing of clinical data-sets to remove localized high-frequency noise. The prediction algorithms should also include penalties and apply minimal weights to outliers within the time series.
The complexity of the ARMA component of the model determines the minimum number of data points needed to calculate the coefficients by the iterative approaches. Models that are more complex have higher orders of p and q, and therefore have a correspondingly greater number of coefficients to be determined during the model building. As a result, high order models require larger data samples and longer processing times. However, neither data nor time were the limiting factors; rather the principle of parsimony played a largest role in choosing the maximum p and q values selected for this investigation. Up to ARMA(4, 4) models were allowed, and ultimately, the order of the ARMA model used was optimized by maximizing the Akaike criterion. However, the mean prediction errors of the ARMA(2, 1) models were similar to the optimized ARMA models for all lags investigated. This indicates that higher order models may not offer any significant improvement in prediction errors to offset the increased computation cost. Additionally, the literature on ARMA modelling discourages the use of high order models as the model approaches a point-by-point fit to the sample data and so loses some predictive power.
The simulated respiration motion investigated included non-periodic patterns that were beyond the physiological range of free-breathing or resting respiration. In analysing the clinical respiration patterns the standard deviation in amplitude was on average ±25% and the cycle lengths varied by ±10% of the mean values; however, we simulated patterns with up to ±34% variability in cycle length. Because the accuracy of the periodic ARMA method shows so much dependence on the ability to estimate the periodic component, this dual-component prediction method may be better suited for coached respiration patterns where there is a reduced amount of deviation in the length of each cycle. Additionally, the residual errors can be further reduced by improving the estimates of the periodic aspect of the respiration motion.
Summary
The respiration motion is comprised of a periodic waveform with added non-periodic noise patterns. However, only the low-frequency noise results in inter-cycle fluctuations in amplitude and cycle length, while the high-frequency Gaussian component only contributes to localized oscillations in amplitude. Predictions of respiratory motion can be improved by separating the trajectory into these individual components. The periodic components of the trajectory can be estimated using projection algorithms to find best-fit waveforms. For this projection algorithm, the inhale and exhale phase of each cycle was projected onto the cycle matrix, with cycles weighted equally to derive mean periodic waveform. The remaining non-periodic component of the signal was then modelled as stochastic time series, and used as the input signal for the ARMA prediction algorithm.
A software phantom was developed to test the robustness of the periodic ARMA prediction algorithm. This phantom generates waveforms to simulate respiration motion signals containing several levels of non-periodic behaviour. The results of our investigation showed that this prediction algorithm is well suited for signals with variability in amplitude but with reasonably stable cycle lengths. As such, this method can be applied to free-breathing in patients with good lung function, and patients who are capable of following coached respiration signals. Figure 6(b) shows the prediction errors at 0.5 s and 1.0 s time lags for clinical respiratory signals with ±10% variation in amplitude and stable cycle lengths of ±3%. This periodic ARMA method will be further tested using a larger set of clinical respiration motion trajectories.
