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Summary 
An explicit formula is derived for the growth function of a DOL-system. This 
yields an algorithm for deciding whether the growth is (i) exponential independently 
of the axiom, (ii) polynomial independently of the axiom, or (iii) exponential for 
some axioms and polynomial for others. Such an algorithm is obtained also by 
an elementary combinatorial argument. Some comparisons are made with context- 
dependent Lindenmayer systems. 
1. PRELIMINARIES 
Lindenmayer systems (also called L-systems, Lindenmayer models or 
developmental languages) have been the object of an extensive study 
during the past few years. The systems were introduced in [4] in con- 
nection with a theory proposed to model the development of filamentous 
organisms. The stages of development are represented by words corre- 
sponding to one-dimensional arrays of cells (filaments). The developmental 
instructions are modelled by ordinary rewriting rules or productions. 
These productions are applied simultaneously to all letters to reflect the 
simultaneity of the growth in the organism. From the point of view of 
formal languages, this parallel rewriting is the main difference between 
Lindenmayer systems and ordinary generative grammars. For more back- 
ground material and motivation, the reader is referred to [l]-[7]. The 
reader is assumed to be familiar with the basic theory of automata and 
formal languages, [9]. 
A particularly interesting aspect in the study of Lindenmayer systems 
is the theory of growth functions. The basic paper in this field is by 
SZILARD, [lo]. In the theory of growth functions only the lengths of the 
words matter, no attention is paid to the words themselves. This implies 
that many problems become solvable for growth functions although they 
are unsolvable for L-systems in general, cf. [S]. Also hierarchies of language 
families may reduce to one family of growth functions. 
The purpose of this paper is the study of conditions under which the 
growth function is not bounded by any polynomial. We begin with some 
definitions. 
A deterministic informationless Lindenmayer system or, shortly, a DOL- 
system is an ordered triple S= (V, v, 6), where V is a finite nonempty set 
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(the aZ$abet), w E I’+ (the axiom) and 6 is a mapping of I’ into V*. (As 
usual, I’* denotes the set of all words over V, and I’+ the set of all non- 
empty words over I’.) By considering 6 as a homomorphism, we define 
d(w), for any w E V *. By definition, 60(w) = w and 6’ denotes the compo- 
sition of i copies of 6, for i 2 1. The language generated by the DOL-system 
S is de&red by 
L(S) = (dn(w)lnZ 0} 
and its growth function by 
f@)= l@(v)l, nZ0, 
where vertical bars denote the length of the word. 
For a E I’, the pair (a, 6(a)) is written a + 6(a) and called a production. 
Our system is propagating or, shortly, a PDOL-system if 6 is a mapping 
into V+. As usual, the system being an L-system means that rewriting 
happens in a parallel manner, i.e., each letter is rewritten at every step 
of the derivation. The system being a O-system means that rewriting is 
context-free, i.e., the individual letters (“cells”) do not communicate with 
each other. Finally, the system being deterministic means that, for each 
a E V, there is exactly one production with a on its left side. 
Clearly, if m is the length of the longest right side of the productions then 
fS(n)I;mnjvl, for all nZ0. 
We will investigate the cases in which the growth is ultimately exponential. 
With biological connotations, we say that the growth in a DO-L-system S 
is wudignant iff there is no polynomial p(n) such that fs(n) rp(n), for all n. 
Otherwise, the growth is termed normal. 
By definition, a semi-DOL-system is an ordered pair Sr= (V, 6), where 
V and 6 are exactly as in the definition of a DOL-system. Thus, a DOL- 
system determines a unique semi-DOL-system and, conversely, a semi- 
DOL-system together with a nonempty word over V determines a DOL- 
aystem. 
We now distinguish three types of semi-DOL-systems. A semi-DOL- 
system (V, 8) is of type 1 iff, for all nonempty words w over V, the growth 
in the DOL-system (V, V, 6) is malignant. It is of type 2 iff, for all non- 
empty words v over V, the growth in the DOL-system (V, v, 6) is normal. 
Finally, it is of type 3 iff it is neither of type 1 nor of type 2. 
Thus, in a type 1 semi-DOL-system the growth is inherently malignant : 
no matter how the axiom is chosen, the growth will be malignant. Simi- 
larly, the growth is always normal in a type 2 semi-DOL-system. In a 
type 3 semi-DOL-system, the nature of the growth depends on the initial 
conditions, i.e., on how the axiom is chosen. For V = {u, b}, examples of 
semi-DOL-systems of the different types are given by 
a + b, b + ab (type l), 
a-tab, b--f b (type 2), 
a --f a2b, b -+ b (type 3). 
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2. ALGORITHM BASED ON AN ELEMENTARY COMBINATORIAL ARGUMENT 
We will now present algorithms for determining the type of a given 
semi-DOL-system. Our fist algorithm is theoretically very simple but 
may lead to huge calculations. The algorithm presented in Section 3 is 
more practical. 
Given a semi-DOL-system (V, 6) or a DOL-system (I’, v, 6), we say 
that a letter a E V is expanding iff there is an integer i 2 1 and words 
wi, wa, wa such that &(a) = wiawzawa. For a DOL-system (V, v, c?), a letter 
a E V is useful if there is an integer i B 0 and words WI, wa such that 
d’(v) = wlaw2. 
Theorem 1. The growth in a DOL-system S = (V, v, 6) is malignant 
iff there is a letter a E V which is both useful and expanding. 
Proof. The “if’‘-part is obvious. To establish the “only if”-part, we 
assume that S is a DOL-system for which no letter is both useful and 
expanding and prove that the growth in S is normal. Clearly, this follows 
if we can construct a DOL-system T with normal growth such that, 
for all n, 
(1) fdn) sfdn). 
Without loss of generality, we assume that S is propagating. (Otherwise, 
every production a + il is replaced by a --f a which increases the values 
of the growth function.) If 
d(a) = wlaw2, 
for some useful letter a and words wl, ~2, then wrwa does not contain 
any letter ij such that 61(b) contains a, for some j I 0. Otherwise, a would 
be expanding. This fact can be generalized as follows. For kZ 2, we say 
that the letters al, . . . . ak form a cycle if the letters are pairwise distinct, 
a1 is useful, and at+1 is a subword of 6(m), for i= 1, . .., k- 1, and al is a 
subword of 6(ak). 
We claim that if al, . . ., ak form a cycle then 
where wiwa does not contain any letter b such that 65(b) contains at, for 
some j& 0 and some i with 15 i 5 k. Assume the contrary. This implies 
that @+j(ai) is of the form xiarzaatzs or zlatz2agza, for some t with 15 tl k. 
(In fact, t = 1 +tl where ti is the smallest nonnegative remainder of j 
(mod k).) It now follows that, for some ji, Sfl(ai) contains at least three 
occurrences of the letters al, . . . , ak. Continuing in this way, one sees that, 
for some j2, the word &(ar) contains at least k+ 1 occurrences of the 
letters al, . . . . ak, which means that it has to contain at least two occur- 
rences of the same letter among the letters al, . .., ak. By considering the 
word cYz+k(al), one sees that one of the letters al, . .., ak is expanding, 
which contradicts our assumption. 
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Consequently, our claim is correct. We now modify S as follows. 
Productions whose left side is not useful are removed. For every cycle 
al, . . . , ok with #(ai) = W~U~WZ, we replace 6(aa) with awiws, for i = 1, . . ., k. 
This cannot cause any decrease in the growth function. (Recall that S 
is propagating. It does not matter which letter in the cycle is chosen as 
the first one.) The productions of the resulting system T are 
bc+vt, i=l, . . . . u, 
where for each i, vt contains at most one occurrence of bt and no occurrences 
of letters bf with j<i. Clearly, the growth function of T is bounded by a 
polynomial of degree u - 1. (SZILARD, [lo], has made an extensive study 
concerning this case.) Since (1) is satisfied, we conclude that the growth 
in S is normal. 
Theorem 2. There is an algorithm for deciding of a semi-DOL-system 
(V, 6) and a letter a E V whether or not a is expanding. 
Pro of. Let M be the set consisting of all elements of I’ and of all 
unordered pairs of elements of V. (Pairs of the form (b, b) are included 
in M.) A binary relation R on M is defined as follows. xRy holds iff one 
of the following conditions is satisfied : (i) x = al, y = bl and 6(ui) contains bl, 
(ii) z = al, y= (bl, b2) and 6( al contains both bl and b2 (i.e., contains two ) 
occurrences of bl if bl= bz), or (iii) x= (al, us), y= (bl, bz) and 6(ulus) 
contains both bl and bz. 
Given a E V, we now define a sequence of sets lJe as follows: 
uo = {(a, a)>, 
U,+l = Ua U {x E MlxRy, for some y E Da}, for i 2 0. 
Since each LJg contains. the preceding one and is contained in the finite 
set M, there is a number k such that U k+i= Uk. It is easily verified that 
Uk+j= Uk, for all jZ 0. This implies that a is expanding iff a E Uk. This 
completes the proof of Theorem 2. 
The algorithm of Theorem 2 works for nondeterministic systems (i.e., 
OL-systems) as well. 
To determine the type of a given semi-DOL-system Si = (V, 6) we now 
proceed as follows. Using Theorem 2, we first find the set E consisting 
of all expanding letters in V. If E is empty, Si is of type 2. If E = V, 
Si is of type 1. If E is nonempty and properly included in I’, Si is of 
type 3 or of type 1, depending on whether or not there is a letter b E V 
such that no letter of E is useful for the DOL-system (V, b, 6). (This 
latter condition can immediately be tested.) Thus, we obtain the following 
Theorem 3. There is an algorithm for determining the type of a 
given semi-DOL-system X1 = (V, 6). If Xi is of type 3, there is a proper 
nonempty subset VI of V such that the growth in the DOL-system 
(V, v, 6) is normal iff v is a word over the alphabet VI. 
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The second sentence of Theorem 3 is not valid for context-dependent 
Lindenmayer systems. (For definitions, cf. [l], [5] or [7].) For instance, 
consider the IL-system with the alphabet (a, b, c} such that (i) a with 
the left environment c is rewritten as b, (ii) b is always rewritten as b2, 
and (iii) a and c remain unchanged with the exception of (i). Then the 
axiom ca gives rise to malignant growth, whereas ac gives rise to normal 
growth. 
3. ALGORITHM BASED ON DIFFERENCE EQUATIONS 
The type of a semi-DOL-system can also be determined by a compu- 
tationally more direct method, using known facts concerning homogeneous 
difference equations with constant coefficients. This method also gives 
more information about the growth function since an explicit formula 
is obtained for the function. A similar method has been used by DOUCET in [3]. 
For a DOL-system S = (I’, w, 6) with the alphabet V= {al, . . ., uk), we 
define the following matrices. The initial vector zz is the k-dimensional 
row vector such that its ith component equals the number of occurrences 
of the letter (;ct in the axiom w, for i = 1, . . ., k. The final vector q is the 
k-dimensional column vector with all components equal to 1. The growth 
matrix A is the k-dimensional square matrix whose (i, j)th entry equals 
the number of occurrences of aj in 6(aa), for i, j= 1, . . ., k. These matrices 
are introduced because from the point of view of growth the order of 
letters in v and in each S(aa) is immaterial. Then the growth function 
can be expressed in the form 
where A0 is the identity matrix. Hence, by the Cayley-Hamilton theorem, 
f&r) satisfies a homogeneous difference equation of order k with coefficients 
identical to those of the characteristic polynomial of A. If the charac- 
teristic polynomial has k pairwise distinct roots ~1, . . . , ok, then 
(2) f&)=~l@?+...+ ok&, 
where the constants 06 are determined by the initial conditions, i.e., k 
first words generated by S. A root Q of multiplicity t gives rise to a term 
(3) (po+/%~+ . ..+Bt-lzt-l)@"=B(x)@" 
in the expansion (2). If el, . . . . eV exhaust all distinct roots, then 
(4 fs(4 =/h(x)&+. . . +P&)e~, 
where each /&a(x) is obtained by (3). 
Thus, we obtain the following algorithm for determining the type of 
a given semi-DOL-system (I’, 6) : 
(i) Solve the characteristic equation of A. 
(ii) Write /s(x) in the form (4). 
(iii) Assuming that the axiom contains me occurrences of the letter ai, 
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i=l 9 *-*, k, determine the coefficients in (4) by the initial conditions 
f*(r), *em, f,(k-- 1) where r is the multiplicity of the zero roots of the charac- 
teristic equation. The solution fs(n), npr, will be in terms of m+ fs(0), . . . . 
. . ., fs(r- 1) have been computed beforehand to obtain the initial con- 
ditions. The existence of r zero roots coincides with the existence of r 
letters deriving the empty word 1, and has the following effect. Let the 
considered difference equation be Es0 ptfs(i) = 0. Then ~0, . . . , P,.-1 = 0 and 
we have J& ptf8(i) = 0. Hence, the equation degenerates to a homogeneous 
difference equation of order L-r which is satisfied by f*(x) for x2 r. When 
the coefficients are substituted into (4), the resulting formula shows the 
different possibilities for growth. (Note that each mr must be a nonnegative 
integer, and at least one of them is positive.) 
This algorithm is illustrated with some examples. Consider the semi- 
DOL-system Si with the alphabet {a, b, c} and the productions 
a -+ a2, b -+ a5b, c + b%. 
The characteristic . equation ~3 - 4x2 + 5x - 2 = 0 of the growth matrix 
has roots 
( 5 02 0 31 0 1> 
el=e2=1, es=2. 
Assuming that the axiom has m occurrences of a, n occurrences of b 
and p occurrences of c, we obtain the growth function of the resulting 
system S: 
where 





This shows immediately that Si is of type 1. 
Consider next the semi-D01-system S1 with the alphabet {a, b, c} and 
productions 
a -+ azbsc, b + bc, c --+ a%. 
If m, n, p are defined as in the previous example, we obtain 
where 
fs(x) = co145 + w2( - 2)@ + oJ3( - 1)q - 2)2/S, 
with 
wl=4m/3+4n/9+4p/3, OZ=(OL+@)/~, o3=(a-/?)/2 
a= -m/3+55-h/g-p/3, p=CZi(-m/3-n/9+2p/3). 
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Thus S1 is of type 1 and, for the axiom abc, we obtain 
f&(x) = (2f4/9)42:+ (- 1+ 21/--2)( - 2)3ylt3+ (- l-2=)( - l)Z( - 2)2’2/18. 
For the semi-DOL-system S1 with the alphabet {a, b, c} and productions 
a -+ abW, b + b, c --+ b%, 
we obtain similarly 
which shows that S1 is of type 2. 
We note, finally, that fairly simple general formulas can be obtained 
for the growth function of a semi-DOL-system with the alphabet {a, b} 
and productions 
a + aab8 9 b + aybd. 
The roots of the characteristic equation are in this case 
(01+6)/2 rt ((c~-8)~+4&~)~‘~/2. 
Assuming that a=6 #O and /?r= 0, we obtain 
fdz) = ((m + n) + (pm + yn)z/a)c@, 
provided the axiom has m occurrences of a and n occurrences of b. If the 
roots are distinct, the formula is somewhat more complicated. From t,hese 
formulas the type of the system is immediately seen for different values 
of 6 B, y, 6. 
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