We present an algorithm that takes a CSS stabilizer code as input, and outputs another CSS stabilizer code such that the stabilizer generators all have weights O(1) and such that O(1) generators act on any given qubit. The number of logical qubits is unchanged by the procedure, while we give bounds on the increase in number of physical qubits and in the effect on distance and other code parameters, such as soundness (as a locally testable code) and "cosoundness" (defined later). Applications are discussed, including to codes from high-dimensional manifolds which have logarithmic weight stabilizers. Assuming a conjecture in geometry 11 , this allows the construction of CSS stabilizer codes with generator weight O(1) and almost linear distance. Another application of the construction is to increasing the distance to X or Z errors, whichever is smaller, so that the two distances are equal.
I. INTRODUCTION

Many different constructions of CSS
1 quantum stabilizer codes have been given. However, a major problem has been obtaining simultaneously a large distance with low weight stabilizer generators, where the weight of a stabilizer generator is the number of qubits on which it acts. If we require that stabilizer generators have weight which is O(1), then the toric code achieves distance Θ( √ N ), where N is the number of physical qubits. The best known distance improves on this only by a polylogarithm: the best known known distance for a quantum code family is Θ( N log(N )) as in Ref. 2 . This contrasts with the classical case where it is possible to obtain linear distance with O(1) weight stabilizer generators 3 . On the other hand, if we allow the stabilizer generator weight to increase, then it is also possible to improve the distance. Using a random code, one can obtain distance Θ(N ) with stabilizer generator weight Θ(N ), while using a "homological product" [8] [9] [10] of random codes, it is possible to obtain distance Θ(N ) with stabilizer generator weight Θ( √ N ) as in Ref. 9 , and it is conjectured that an extension of that procedure would reduce the stabilizer generator weight to Θ(N α ) for some values of α which is smaller than 1/2 (the strongest conjecture would allow arbitrarily small α however proving such a conjecture is likely to be difficult). An alternative construction, using a toric code on high dimensional random tori 11 gives stabilizer generator weight Θ(log(N )) with distance Θ(N 1− ) for any > 0, assuming a conjecture in geometry. Finally, it is possible to obtain distance Θ( √ N ) with stabilizer weight O(1) and linear number of encoded bits 7 . Thus, a natural question is whether one can reduce this stabilizer generator weight N α or log(N ) to O(1), without hurting the distance properties of the code too strongly. In this paper, we give a weight reduction procedure that does. This procedure takes as input a CSS quantum code whose stabilizer generators may have high weight (i.e., they may act on a large number of qubits) and whose qubits may participate in many stabilizer generators. The result is a new CSS quantum code where all stabilizer generators have weight O(1) and all qubits participate in at most O(1) stabilizer generators. This procedure does not change the number of logical qubits, but can unfortunately increase the number of physical qubits N required and reduce the distance of the code. However, the effects on N and distance can be controlled based on the parameters of the original code.
This procedure is distinct from the weight reduction procedure in Ref. 12 , as the procedure of Ref. 12 yields a subsystem code while the procedure here yields a stabilizer code. Unfortunately, the results of the procedure will not be quite as strong as a result: while Ref. 12 yields a subsystem code with distance Θ(N 1− ) when applied to a concatenated code, the results here will not give a good distance when applied to a concatenated code.
Before giving the main theorem and applications of this theorem, we review some notation. Throughout this paper, we consider the case of qubit codes. The results generalize directly to qudits with minor changes. We comment in some places on these changes; if not explicitly mentioned, we assume the qubit case. Throughout this paper, when we refer to a "generator", this refers to a generator of the stabilizer group. A product of such generators will be called an element of the stabilizer group. Define a Z-type operator to be a product of Pauli Z operators and define an X-type operator to be a product of Pauli X operators. We consider a CSS code, so that the generators are of two types, X-type and Z-type. We let N denote the number of physical qubits and K denote the number of logical qubits. The weight of an X-type or Z-type operator O, written wt(O), is equal to the number of Pauli operators that appear in the product defining that operator O. We define several parameters to quantify the generators. Let w X denote the maximum weight of X-type generator and let w Z denote the maximum weight of Z-type generator. Let q X denote the maximum over all qubits of the number of X-type generators acting on that qubit and let q Z denote the maximum over all qubits of the number of Z-type generators acting on that qubit. Let n X and n Z denote the number of X-type and Z-type generators, respectively. Let d X denote the minimum weight of an X-type logical operator (i.e., an X-type operator that is not in the stabilizer group but that commutes with all Z-type generators), and d Z denote the minimum weight of a Z-type logical operator. Finally, we use W X and W Z to denote the sum of weights of X-type and Z-type generators, respectively; we have the trivial bound that W X ≤ n X w X and W Z ≤ n Z w Z .
Code families with w X , w Z both O(1) are called quantum LDPC codes. We further define Definition 1. A code family with w X , w Z , q X , q Z all O(1) is called "strongly LDPC".
Finally, we define the soundness parameter of a quantum code considered as a quantum locally testable code 17,18 :
Definition 2. Let w be an integer. Define Z (w) as follows. Consider the infimum over all Z-type operators O, such that O has weight w and such that O does not commute with at least one stabilizer, of the following quantity: take the maximum, over all Z-type operators P which commute with all stabilizers, of the ratio of the number of generators which do not commute with O to the weight of OP . This infimum is Z (w). Define Z = min w>0 Z (w). Define X (w) and X similarly, with X, Z interchanged everywhere.
A. Main Theorem and Applications
We now give the main theorem. While this theorem involves some complicated-seeming equations to determine the asymptotic parameters of the new code in terms of the asymptotic parameters of the original code, the details of these parameters are not too important. Below we discuss some applications where the calculation of the parameters simplifies. Indeed, in the application to codes from high dimensional manifolds with w X = w Z = q X = q Z = O(log(N )), the distance d X , d Z are reduced only by a polylogarithmic factor and in the proof of the intermediate lemmas many of the estimates simplify. For most applications of this theorem, one will want to take small; if instead one takes the limit → +∞, one finds τ X + τ Z → 1. 
Assume that σ X , σ Z ≥ 1. Then, there exists a quantum code family C new which is strongly LDPC with
where σ Z = max( The construction of the code C new that we give below will be an existence proof that uses the Lovasz local lemma. The efficient algorithm of theorem 1 will follow from the existence of efficient algorithms to find satisfying assignments guaranteed by the Lovasz local lemma 13 . In fact, by adjusting some of the constants hidden in the O(. . .) notation, we need only use the Locasz local lemma where there is a large gap between the parameters that we have and the worst possible parameters; i.e., the Lovasz local lemma guarantees that if there are "bad events" that occur with probability p and each event is independent of all but at most d other events, then there is a nonzero probability that no bad events occur if ep(d + 1) ≤ 1. By adjusting the constants, we can guarantee that we will be in the case that ep(d + 1) ≤ C, for any constant C > 0. We will not have a degree bound on the dependency graph in the application of the Lovasz local lemma, so we will not be able to use deterministic variants of the algorithm of Ref. 13 . However, it may be possible to use the algorithm of Ref. 14 by adjusting constants here.
One application of these results is to the codes based on high dimensional tori of Ref. 11, which have w X , w Z , q X , q Z = Θ(log(N )) and which are conjectured to have distance Θ(N 1− ). If this conjecture holds, this would give a strongly LDPC quantum code family with distance Θ * (N 1− ) for any > 0.
Another application is to soundness of quantum codes. While theorem 1 does not imply anything about the soundness properties of a code, in section V we prove lemmas 6,7 which show that for a code C with w X , w Z , q X , q Z = Θ(log(N )), the resulting code C new has soundness parameters new X , new Z which are at most polylogarithmically (in N ) smaller than min( X , 1), min( Z , 1) respectively. Applied to other codes given in Ref. 11 , based on a product of high-dimensional spheres, this allows the construction of strongly LDPC quantum code families with distance Θ * ( √ N ) and inverse polylogarithmic X , Z .
Unfortunately, when applied to concatenated codes, the construction does not lead to a code with good distance properties. Concatenated codes may have distance Θ(N ) but at the cost of having a small number of generators which have weight Θ(N ). Consequently the resulting code C new will not have good distance. However, one interesting application to concatenated codes is to reduce q X , q Z without trying to reduce w X , W Z . Typical concatenated codes will have q X , q Z = Θ(log(N )). This can be done by using the construction in lemmas 2,3. This construction allows one to reduce q X , q Z to O(1) while only polylogarithmically increasing the number of physical qubits and without decreasing the distance.
A final application is on another conjectured code family. The homological product code construction of Ref. 10 was based on taking a homological product of two random codes; it was conjectured that products of three or more codes would allow construction of codes with distance Θ(N ) and generator weight O(N α ) (and also q X , q Z which are O(N α ) for α < 1/2. For sufficiently small α, theorem 1 implies that
Indeed, in this case where α X = α Z = β X = β Z = α, then we have
, and hence for α < 1/4, one can obtain
However, in many circumstances, one is interested in the minimum distance min(d X , d Z ). In corollaries 1,2, we give a method of increasing whichever distance is smaller, at the cost of increasing the number of qubits. Corollary 2 shows that given a quantum code family which is strongly LDPC with
, one can construct a strongly LDPC quantum code family with min
Thus, for µ > 1, ν > 1/2.
B. Codes from Chain Complexes
We first review the relationship between CSS codes and chain complex [4] [5] [6] . This will be used later in the specific constructions of the paper. We introduce it now because in the next subsection we will review some ideas of Ref. 9 which motivate the construction here, and those ideas rely on the relationship.
Given a CSS quantum code, we construct a chain complex C q+1 ∂q+1 → C q ∂q → C q−1 , for some integer q. This notation means that C q+1 , C q , C q−1 are vector spaces. Since we are concerned with qubit quantum codes, they will be vector spaces over the field F 2 . For qudit codes with prime dimension p, we can work over field F p . The so-called "boundary operator" ∂ q+1 is a linear map from C q+1 to C q while the boundary operator ∂ q is a linear map from C q to C q−1 . The defining property of a chain complex is that "the boundary of a boundary is zero", meaning in this case that
The choice of the integer q is simply a notational choice. We say that "the qubits are identified with the q-cells" to indicate the value of q. However, in some cases, some choices of q will be useful for certain topological or geometrical analogies.
The construction of the chain complex from the code is as follows. The dimension of the vector space C q is equal to N , the number of qubits. The dimension of C q+1 is equal to n Z , with each basis element in the standard basis corresponding to a distinct Z-type generator, and the dimension of C q−1 is equal to n X with each basis element in the standard basis corresponding to a distinct X-type generator. The matrix elements of the boundary operator ∂ q+1 are defined as follows: the element in the i-th row and j-th column is equal to 1 if the j-th Z-type generator acts on qubit i, while it is zero otherwise. The matrix elements of ∂ q are defined similarly: the element in the i-th row and the j-th column is 1 if the i-th X-type stabilizer acts on qubit j and it is zero otherwise. (This definition generalizes to qudit codes as follows: if a Z-type generator is of the form Z Similarly, given a chain complex C q+1 ∂q+1 → C q ∂q → C q−1 over F 2 , we can define a CSS qubit quantum code by using ∂ q+1 to define the Z-type generators and using ∂ q to define the X-type generators. Note: often, given a manifold and a triangulation of the manifold, we may get a chain complex with more than 3 vector spaces. For example, given a 4 manifold, we have 5 different vector spaces, with chain complex C 4
In this case, we pick some value of value of q define the code and different choices of q correspond to different codes. Note: given a chain complex with only two vector spaces, C 1 , C 0 we can define a classical code.
Given a vector v ∈ C q , we say that the "Z-type operator corresponding to v" is the product of Pauli Z operators on qubits corresponding to nonvanishing entries of v, while the "X-type operator corresponding to v" is the product of Pauli X operators on qubits corresponding to nonvanishing entries of v; in fact, more typical notation is also to introduce a vector space C q of so-called "cochains" and let vectors in C q correspond to X-type operators and those in C q correspond to Z-type operators; here, we choose just to introduce one vector space. Given a vector v ∈ C q+1 , we say that the "corresponding Z-type stabilizer" is the Z-type operator corresponding to ∂ q+1 v while given a vector v ∈ C q−1 , we say that the "corresponding X-type stabilizer is the X-type operator corresponding to ∂ T q v.
C. Geometric Interpretation and Comparison to Previous Work
In Ref. 9, a heuristic argument was given to suggest the existence of some kind of weight reduction procedure similar to that given here. That argument relied on ideas from geometry and topology. We now review the argument, as it motivates many of the specific constructions here. However, the work in the present paper differs in several ways. One difference is that here we give a specific algorithm, and give controlled estimates for the distance and number of qubits of the code C new . Also, the argument in Ref. 9 relied on a sequence of steps which used a manifold as an intermediary (first code C was used to construct a cell complex, which was used to construct a manifold; then, a different triangulation of the manifold was given; then finally, that triangulation was used to construct a new code), while here all operations are expressed directly in terms of operations on the generators of a code, using the operations on the cell complex and manifold simply as motivation. Finally, because we work directly on the generators of the code, rather than introducing a manifold, we can interchange X and Z; so, for example, at one point we will define a certain operation on Z generators and use the ideas of Ref. 9 to motivate this operation geometrically in terms of subdividing simplices; then, we will apply the same operation to X generators without giving a geometric interpretation in that case. While a procedure acting directly on the generators was suggested in Ref. 9 , as we explain below some additional ideas are needed to make it work.
In the heuristic argument, the CSS code C is used to define a chain complex, with the qubits identified with the 2-cells. From this chain complex, we construct a cell complex. There will be one 2-cell for every qubit. These 2-cells will have the topology of a multiply-punctured sphere, where the number of punctures is equal to the number of X-type generators acting on the given qubit. The cell complex has one 1-cell for each X-type generator; these 1-cells all have the topology of a circle. The boundary of a 2-cell corresponding to a qubit is a sum of 1-cells, with those 1-cells corresponding to the X-type generators acting on that qubit. Thus, if there is some X-type stabilizer that is X 1 X 2 X 3 , then there will be one 1-cell corresponding to that generator, and this 1-cell will be be attached to the three different 2-cells which correspond to qubits 1, 2, 3.
There will be one 3-cell for every Z-type generator. The boundary of this 3-cell will be a sum of 2-cells, corresponding to the qubits acted on by that generator. Since the X-type and Z-type generators commute, this sum of 2-cells has no boundary, so it is possible to take it as the boundary of some 3-cell.
Then, in Ref. 9 , it was suggested that given this cell complex, one could embed it in general position in higher dimensions, and then suitably smooth thicken it to obtain a manifold with boundary; then one could attach this manifold to another copy of itself and identify the boundaries, to obtain a manifold without boundary.
Then, given this manifold, one can try to construct a cellulation with bounded local geometry, so that each cell attaches to only a bounded number of other cells. One way to construct such a cellulation is by refining a cell. For example, one can take a 3-cell and split it into two different 3-cells by adding a 2-cell. This has the effect of splitting a Z-type stabilizer into two different Z-type stabilizer, each of which act on fewer qubits. To give an example of this in one lower dimension, consider a two dimensional toric code 4, 5 . Suppose that one uses a cellulation of the torus which include some 2-cell which is an n-gon for some large n. Then, one can split this n-gon into two (n/2) + 1-gons (assuming n even; for n odd one of the polygons after splitting will have one more edge than the other) by adding a 1-cell cutting across that n-gon.
This procedure is used to construct the "Z-type generator splitting step". In subsection II A we explain this procedure in terms of its action on the generators of the code. We describe it in a dual language: we use it to split X-type generators rather than splitting Z-type generators, so we call it an "X-type generator splitting step". This splitting step in terms of the generators in fact was already suggested in Ref. 9 . In subsection II A we slightly modify how we apply it, by splitting each generator multiple times until the X-type generators all have weight O(1). Unfortunately, using just the Z-type and X-type generator splitting steps, as suggested in Ref. 9 , does not seem to lead to a procedure that works in general. We need also a procedure to reduce to q X , q Z ; without this additional procedure to reduce q X , q Z , the Z-type generator splitting steps reduces w Z but increases w X and vice-versa for the X-type generator steps, and the result does not lead to progress; since the increase in w X , w Z depends on q Z , q X , adding this additional procedure makes the whole procedure work.
One way to reduce q X , q Z is given in section VI. This way, however, also does not seem to suffice. However, in subsection II C, we give another way to reduce q X , q Z which does suffice for our purposes. This way in subsection II C has a geometric interpretation, discussed later, which corresponds to the thickening of the cell complex. These qubit splitting procedures were not in Ref. 9 and introducing them is the main new idea here.
D. Overview
The construction of C new will involve four steps, each of which takes some code as input and give some other code as output. The code C new will result from the combined operation of all four steps. The third and fourth step will be the dual (X and Z interchanged) of the first and second step, so the construction and proofs for the third and fourth step will follow directly from those in the first and second step.
Notationally, we will describe the first and second step as procedures that take a code C as input and output a codeC. The first two steps are described in section II, where we show how to generate a code C with parameters w Z , q X both small by combining these two operations, using the output codeC from the first step as the input code C to the second step, and then setting C equal to the output codeC from the second step.
We use a tilde to denote the parameters ofC, such asw
For these steps, the parameters will naturally be in pairs, w X , q Z and w Z , q X , where parameters in a pair only have an effect on each other. That is, the values ofw X ,q Z will depend only on w X , q Z and the values ofw Z ,q X will depend only on w Z , q X . The first step is the "X-type generator splitting step" in subsection II A, where we show how to produce a codeC withw X = O(1) from an arbitrary input code C. The second step is the "Z-type qubit splitting step" in subsection II C, where we show how to produce a codeC withq Z = O(1) from an arbitrary input code C, with this operation having the property thatw X = w X . Thus, code C has w Z , q X = O(1). Before giving the procedure in subsection II C, we review the "homological product" of codes in subsection II B.
The combined procedure in section II makes w Z , q X both O(1) and also has the property that parameters w X , q Z remain O(1) if both were O(1) as input to the combined procedure. Hence, by following this combined procedure with its dual (interchanging X and Z) we succeed in producing a code C new from the original input code C such that
are O(1). After giving this construction and proving theorem 1, we show in section IV how to increase whichever distance, d X or d Z , of a code is smaller. In section V we discuss soundness properties of the resulting code. In section VI we give other ways of reducing q Z .
II. REDUCING wX AND qZ
A. Generator Splitting
We now explain the X-type generator splitting step. A geometric interpretation in terms of subdividing cells was given above for the dual operation, the Z-type generator splitting step. The X-type splitting step can be also understood geometrically: if many 2-cells q 1 , q 2 , . . . are attached to the same 1-cell e, one can add an additional 2-cell c with the topology of a twice-punctured circle, with 1-cells in its boundary labelled e 1 , e 2 . Then, one can attach some of 2-cells q 1 , . . . to e 1 and the other ones to e 2 . This reduces the generators weight by roughly a factor of 2; the procedure described here in fact corresponds to repeating that procedure many times until the generator weight is O(1).
Let S be an arbitrary X-type generator of the form X q1 X q2 . . . X qw , where q 1 , . . . , q w are distinct qubits, with w ≥ 4. Define a new code withÑ = N + w − 3 qubits as follows. The qubits of the new code are labelled 1, . . . , N and (m), for 1 ≤ m ≤ w − 3. We refer to the qubits labelled (m) as m "cut qubits". The new code has the same Z-type generators as C does and it has all of the X-type generators of C other than generator S. In addition, it has w − 2 X-type generators which are as follows:
For use below, let us define T to be the set of these w − 2 generators. Thus, the new code hasñ X = n X + (w − 3) X-type generators. (In the case of a qudit code, for each (a), replace X (a) by X −1 (a) in either of the two generators acting on (a).)
The new code will have n Z Z-type generators. For each Z-type generator R of the old code, we define an Z-type generator R of the new code as follows. Let N be the set of integers m, for 1 ≤ m ≤ w − 3 such that R anti-commutes with X q1 X q2 . . . X qm+1 . Then let generator R be
For use below, we say that R is the generator in C "matching" to R and R is the generator of the new code "matching" to R. This completes the description of the new code after such a generator splitting step. One may verify that all generators commute. We define a new codeC by applying this generator splitting step to all X-type generators. That is, we repeatedly apply this step to arbitrarily chosen generators until all generators have weight at most 3 (since all of the generators inC that were not in the old code have weight at most 3, they never need to be "split again"). We refer to qubits inC as "cut qubits" if they correspond to cut qubits in any of the splitting steps; other qubits are called "non-cut qubits".
Thus, Lemma 1. The codeC has the following properties:
1. Let ∆ be the sum over X stabilizers of w − 3, where w is the weight of that stabilizer. Then,Ñ = N + ∆ and
2.w X ≤ 3.
4.w Z ≤ w Z (q X + 1).
5.q X ≤ max(q X , 2).
Proof.
1. In a single splitting step, the number of qubits increases by w − 3 and the number of X stabilizers increases by w − 3, where w ≤ w X . The sum of w − 3 over steps is equal to ∆.
2. By construction.
3. Each cut qubit is in at most w X q Z /2 Z-type generators. To see this, suppose the cut qubit is labelled (m) with m + 1 ≤ w/2. Then, for each R, m is in N if R anti-commutes with X q1 X q2 . . . X qm+1 . There are at most q Z w/2 ≤ q Z w X /2 Z-type generators acting on those qubits q 1 , . . . , q m+1 . If instead m + 1 > w/2, use the fact that m is in N if R anti-commutes with X qm+2 . . . X qw . For all non-cut qubits, the number of Z-type generators that they are in is unchanged by the splitting.
4. Each Z-type generator R in C of the form Z q1 . . . Z qa matches to some Z-type generator inC; this generator is calledR, withR equal to R times some product of Z operators on cut qubits. In each step, where we split some X-type generator S, we may add more cut qubits to this product. The number added is at most equal to the number of qubits q 1 , . . . , q a which are in the support of S. Hence, the total number of cut qubits in the support ofR is at most aq X ≤ w Z q X .
5. Each cut qubit in some step is in at most 2 X-type generators. For all other qubits, the number of X-type generators that they are in is unchanged by the splitting.
6. For an arbitrary CSS quantum code with N physical qubits, one can compute the number of logical qubits K as follows. Say that a set of generators are linearly independent if there is no nontrivial product of them (nontrivial meaning that it contains at least one such generator) which is equal to the identity operator. Find a linearly independent set of X-type generators with the largest possible size; given generators S 1 , S 2 , . . ., this can be done in a greedy fashion by starting with the set equal to S 1 , and then adding each generator S i for i > 1 to the set if this addition leaves the set linearly independent. Suppose that there are n ind X generators in the resulting set. In this case we say that "C has n ind X linearly independent X-type generators". Construct a similar set of linearly independent Z-type generators with n ind Z generators. Then,
We will consider how these numbers N, n ind X , n ind Z change when going from a code C to a new code after a single X-type generator splitting step. We will show that the number of logical qubits is unchanged. SinceC is obtained from C after several such steps, it will follow thatK = K.
The new code has N + w − 3 qubits. We first show that the new code has n ind X + w − 3 linearly independent X-type generators. Let I X be a linearly independent set of X-type generators for code C with |I X | = n ind X . Then, consider set
Note that the second set in the union above includes w − 3 generators from the set T ; in fact, we can choose any w − 3 generators from T in what follows. The set J X is linearly independent by construction (each of the generators
is linearly independent from all others due to their action on qubits (1), (2), . . .). So, the new code has at least n ind X + w − 3 linearly independent X-type generators. Now, let K X be a maximal linearly independent set of X-type generators for the new code. This set must include at least w − 3 generators from the set T ; if not, the set K X would not be maximal. Now, if |K X | > n ind X + w − 3, and if K X includes exactly w − 3 generators from T , then if we consider the set of generators in K X which are not in T , then this would give a linearly independent set of generators for C with more than n ind X generators in the set. Similarly, if K X includes all w − 2 generators from set T , then (K X \ T ) ∪ {S} would give a linearly independent set of generators for C with more than n ind X generators (S must be linearly independent from K X \ T since S is a product of generators in T ). Now we show that the new code has n ind Z linearly independent Z-type generators. Let I X be a maximal linearly independent set of Z-type generators for code C. Consider the set of generators for the new code containing the generators matching to the generators in I X ; this gives a linearly independent set of Z-type generators of the new code, so the new code has at least n ind Z linearly independent Z-type generators. Similarly, given any linearly independent set of Z-type generators J X for the new code, consider the matching set of generators for C; i.e., simply remove any occurrences of operators Z (m) from the generators. We claim that the resulting set of generators for C is linearly independent. Indeed, if some product of the generators were equal to the identity, one may verify that all occurrences of operators Z (m) in the matching product of generators in J X would cancel out (if not, the matching product would not commute with all X-type generators of the new code), and so J X would not be linearly independent.
Hence, the new code has
7. Let L be a logical X-type operator ofC. If L does not act on the cut qubits, then it must commute with all stabilizers of C and hence L has weight at least d X . Now, suppose that L does act on the cut qubits and suppose that L has weight d. We will construct a logical operator M , with M equal to L multiplied by an element of the stabilizer group so that M does not act on the cut qubits and so that wt(M ) ≤ (w X /2+1)wt(L). Then, since M has weight at least d X , we haved X ≥ d X /(w X /2+1). To construct M , consider each cut qubit in L. Suppose that this cut qubit was labelled (m) in some step splitting a stabilizer S = X q1 X q2 . . . X qw . Then ,if m ≤ w/2, then multiply L by the product of stabilizers (X q1 X q2 X (1) )(
. The resulting operator does not act on cut qubit (m) . If m > w/2, then instead multiply L by the product (X (m) X qm+2 X (m+1) )(X (m+1) X qm+3 X (m2) ) . . .. This procedure replaces each cut qubit by at most w X /2 non-cut qubits.
8. We show that in each X-type stabilizer splitting step, the Z distance is not decreased. Let L be a logical Z-type operator of the new code. Note that the product of all stabilizers in set T is equal to stabilizer S. Hence, L must commute with all stabilizers of C (that is, the stabilizers of C act on qubits 1, . . . , N and L must commute with all of these stabilizers as well as commuting with stabilizers acting on qubits (1), (2), . . .). Let M be the product of the Pauli Z operators in L which act on qubits 1, . . . , N . Either M has weight at least d Z or else M is in the stabilizer group of C. In the first case, L has weight at least d Z , which is what we wish to show. In the second case, since M is a product of generators of C, by multiplying L by the matching generators of the new code, we obtain a logical operator for the new code which acts only on the cut qubits. However, one may verify that the Z-type operator acting only on the cut qubits which commutes with all the generators is the identity operator.
9. In each splitting step, the total weight of X stabilizers increases by w − 3.
10. Same as proof of 4 above.
B. Codes from Chain Complexes and Homological Product
In this section, we review the homological product of two quantum codes [8] [9] [10] . The homological product we describe is slightly different from the one in Ref. 9 , which considered a "single sector" version of this product for technical reasons.
Given two complexes, C, C , their homological product, written C × C , is a complex defined as follows. Let
and D has boundary operator
where ∂, ∂ are the boundary operators of C, C , with the appropriate subscript, and where I is the identity operator. More explicitly, inserting the subscript, we have boundary operator
acting on D r . That is, for example, in the case of C being a complex C 2
∂2
→ C 1
∂1
→ C 0 and C being a similar complex,
This definition of the boundary operator on the product code is correct for complexes over F 2 . For more general complexes, there is an extra sign:
One may check that if C, C are complexes, then so is D, in that
for all r. Using these two tools, we can define a homological product of two codes. First, given the two codes, we construct chain complexes. Then, we take the product of the two chain complexes. Finally, we use the product complex to define a code. There is some freedom in defining this code, as we need to pick a choice of q to identify the qubits with the q-cells.
We can use results in algebraic topology to determine one important property of this code, namely the number of logical qubits. Given a complex C, define H r (C) to be ker(∂ r )/im(∂ r+1 ), where ker, im denote the kernel and image, respectively. A vector in C r is said to "represent nontrivial homology" if it is in the kernel of ∂ r and not in the image of ∂ r+1 . The Z-type operator corresponding to such a vector is a Z-type logical operator. Associate the qubits with q-cells. Then 15 :
Given a product of two complexes, we have
This is the so-called Künneth formula; see Ref. 16 . Let us write b r (C) = dim(H r (C)), so that
While the Künneth formula enables us to determine the number of logical qubits of the product code from properties of the codes C, C , other properties of the product code cannot be determined so easily. In Ref. 9 , statistical methods were used for products of random codes, while other results were given in Ref. 10 . For use later, define H r (C) to be ker(∂ T r+1 )/im(∂ T r ).We have dim(H r (C)) = dim(H r (C)). A vector in C r is said to "represent nontrivial cohomology" if it is in the kernel of ∂ T r+1 and not in the image of ∂ T r . The X-type operator corresponding to such a vector is an X-type logical operator.
C. Z-type Qubit splitting
We now explain the Z-type qubit splitting step. This step is done in two substeps. First, we define a code which consists of a homological product of code C with a classical code E corresponding to a one-dimensional chain complex; this chain complex is the cellulation of an interval. Thus, this step may be geometrically interpreted as "thickening" the complex, by taking its product with an interval. The resulting code is called D. Then, we observe that there is a large redundancy among the Z-type stabilizers of D: Z-type stabilizers at different values of the coordinate in the direction of the interval differ only by a product of other stabilizers. This allows us to remove many of the stabilizers in D and obtain a codeC with smaller q Z . Geometrically, one may view this as follows: since the complex has been thickened, we can attach the cells corresponding to stabilizers at different positions along the interval, to avoid attaching too many to any given cell.
We now explain this splitting step. We give two separate explanations of the construction, one a more abstract construction using the product formula, and then an explicit explanation of the code that results from this construction. These two explanations leave certain choices undefined (the choice of the particular integers k below). We will show general properties that hold for any choice of these integers in lemma 2. Then, we will show how to choose these integers to reduce q Z .
First, the abstract construction. We define a splitting parameters l, which is an integer, l > 1. Given a quantum code, we define a chain complex C as above, associating the qubits with the 2-cells. We define another chain complex
→ E 0 , where dim(E 0 ) = l and dim(E 1 ) = l − 1, with
This chain complex can be interpreted geometrically as a cellulation of an interval, with l 0-cells and (l − 1) 1-cells. We have b 1 (E) = 0, b 0 (E) = 1. We then define a product complex D = C × E, and then define a code by associating the qubits with the 2-cells. This code will also be called D and it should be clear in context whether we are referring to a code or to a complex. Using the Künneth formula, this code D has the same number of logical qubits as C does. This code has N l+n X (l−1) qubits and ln X X-type generators.
Finally, we also define a codeC. This codeC will have the same number of qubits and X-type generators as D does. This code will be obtained by taking a subset of the Z-type generators of the generators of D, while taking all of the X-type generators. What we will show is that although we take only a subset of the Z-type generators, the codeC will have the same stabilizer group as D.
Recall that the Z-type generators are in one-to-one correspondence with basis elements of D 3 = C 3 ⊗ E 0 ⊕ C 2 ⊗ E 1 . We keep all Z-type generators corresponding to basis elements of C 2 ⊗ E 1 . However, for basis elements of C 3 , we keep only one Z-type generator. Let w 1 , . . . , w l be basis vectors for E 0 in the standard basis. For each basis element v ∈ C 3 in the standard basis, we pick one integer k, with 1 ≤ k ≤ l, and we keep the generator corresponding to v ⊗ w k . Now, the explicit construction. Given a code with N qubits, we define a new code withÑ = N l + n X (l − 1) qubits. The qubits in C are labelled by q = 1, . . . , N . Some of the qubits inC are labelled by a pair, (q, k), with 1 ≤ q ≤ N and 1 ≤ k ≤ l. The remaining n X (l − 1) qubits inC are labelled by a pair [s X , k] for 1 ≤ s X ≤ n X and 1 ≤ k ≤ l − 1. Note that we use parenthesis (. . . , . . .) to label some of the qubits inC and brackets [. . . , . . .] to label other ones. If there are n X X-type generators in C, then there areñ X = ln X X-type generators inC. There will bẽ n Z = n Z + (l − 1)N Z-type generators inC.
For each X-type generator labelled by s X with 1 ≤ s X ≤ n X , if the generator has the form X q1 X q2 . . . X qw in C, where 1 ≤ q 1 , . . . , q w ≤ N , we define l different X-type generators inC, of the form
for k = 2, . . . , l − 1 and
for k = 1 and
For each Z-type generator of the form Z q1 Z q2 . . . Z qw in C, where 1 ≤ q 1 , . . . , q w ≤ N , we define one Z-type generator inC, of the form
for some value of k with 1 ≤ k ≤ l. Different Z-type generators in C may have different values of k when constructing the corresponding Z-type generator inC (later we explain how we choose these values of k to improve the parameter q Z inC; however, many of the properties of the new code will be independent of the choices of k so we leave it unspecified for now). In addition, for each qubit q in C, we define (l − 1) Z-type generators inC. These generators are of the form
Lemma 2. The codeC has the following properties:
1. All generators commute with each other.Ñ = N l + n X (l − 1) andñ Z = n Z + (l − 1)N andñ X = ln X .
2. CodesC and D have the same stabilizer group. Explicitly, for each Z-type generator of the form Z q1 Z q2 . . . Z qw in C, the stabilizer group ofC contains Z (q1,m) Z (q2,m) . . . Z (qw,m) for all 1 ≤ m ≤ l.
5.w Z = max(w Z , 2 + q X ).
6.q X = max(q X , 2).
9.W X ≤ l(W X + 2n X ).
10.W
1. From the abstract construction the commutativity follows immediately: D is a chain complex, so the generators of code D commute, andC has only a subset of the generators. In the explicit construction, one can check this directly.
2. From the abstract construction, let v be some basis element of C 3 in the standard basis. LetC include the generator corresponding to basis element v ⊗ w k . Let m be some integer, m = k, with 1 ≤ m ≤ l. Let u be a vector in E 1 with ∂ 1 u = w k + w m ; such a u of the form (0, . . . , 0, 1, . . . , 1, 0, . . . , 0). Then, v ⊗ u ∈ D 4 and δ 4 (v ⊗ u) = (∂v) ⊗ u + v ⊗ w k + v ⊗ w m . Since δ 3 δ 4 = 0, the stabilizer corresponding to δ 4 (v ⊗ u) is equal to the identity operator (intuitively, the image of δ 4 gives some redundancies among stabilizers). The vector (∂v) ⊗ u is in C 2 ⊗ C 1 so that the corresponding stabilizers are inC. Hence, the element of the stabilizer group of D corresponding to v ⊗ w k + v ⊗ w m is in the stabilizer group ofC. Hence, since the stabilizer corresponding to v ⊗ w k is in the stabilizer group ofC, so is the stabilizer of D corresponding to v ⊗ w m . Explicitly, one may check this by multiplying as follows: assume m > k.
Then, using the commutativity of the generators of the code C, one may verify that the terms of the form
3. This follows from the Künneth formula for D and from the fact thatC, D have the same stabilizer group.
4. Follows directly from the given X-generators.
Follows directly from the given Z-generator. The generators of form
6. The number of generators acting on qubits (q, k) has maximum q X , while the number acting on qubits [s X , k] has maximum 2.
7. First, note thatd X ≤ ld X because given any X-type logical operator for code C, with L = X q1 X q2 . . . X qa ,
is a logical operator forC. The Künneth formula can be used to show that this is a logical operator. Indeed, if operator L is the operator corresponding to vector v ∈ C 2 , and w = l k=1 w k , where w k are the standard basic vectors for E 0 , then M is the operator corresponding to v ⊗ w and since v, w both represent nontrivial cohomology, so do v ⊗ w (this is a further result also known as Künneth).
Next, we show thatd X ≥ ld X . In the above paragraph, we constructed logical operators corresponding to vectors v ⊗ w, where v represents nontrivial cohomology and w = k k=1 w k . By Künneth, every logical operator can be written as an operator corresponding to such a vector v ⊗ w + δ T 2 u, where v, w are as in the above paragraph and u is arbitrary. Let u = l k=1 u k ⊗ w k , with u k ∈ C 1 and w k standard basis elements of E 0 . Consider the projection of v ⊗ w + ∂ T 2 u into C 2 ⊗ E 0 . This is equal to
u k is a logical operator for C and hence has weight at least d X , so wt(v ⊗ w + δ
is a logical operator forC, for any k, 1 ≤ k ≤ l. The Künneth formula can be used to show that this is a logical operator. Indeed, if operator L is the operator corresponding to vector v ∈ C 2 , and w k is one of the standard basic vectors for E 0 then M is the operator corresponding to v ⊗ w k and since v, w k both represent nontrivial homology, so do v ⊗ w k .
Next, we show thatd Z ≥ d Z . Let L be a Z-type logical operator forC. By multiplying L by a product of generators of the form
, we can construct an operator M that does not act on any qubit (q, k) for k > 1. To see this, do it iteratively. Set M = L initially. Then, if an operator Z (q,k+1) appears in M , multiply by the generator above, and replace M by the resulting operator, continuing until no such operators are left. Thus, M is a product of operators Z (q,1) as well as operators Z [s X ,k] . Further, the number of operators of the form Z (q,1) in M is upper bounded by the number of operators Z (q,k) in L which is upper bounded by the weight of L. Recall that for each stabilizer s X = X q1 . . . X qw in C, the codeC has X-type
The operator M must commute with all these stabilizers and hence must commute with
This means that it must not act on qubit [s X , k − 1] (otherwise it would not commute with the last such stabilizer); hence it must not act on qubit [s X , k − 2] (else it would not commute with the stabilizer for k = l − 1). Proceeding in this fashion, M must not act on any qubits of form [s X , k] and so M acts only on qubits of form (q, 1). However, then since M commutes with all stabilizers ,1) . . . for some sequence r 1 , r 2 , . . . , then the product Z r1 Z r2 . . . commutes with all stabilizers in C. Further, this product Z r1 Z r2 must be a logical operator as if it were a product of Z-type stabilizers of C then M would be a product of Z-type stabilizers ofC (abstractly, we have shown that the vector corresponding to M is of the form v ⊗ w 1 and so v must represent nontrivial homology). So, the weight of M must at least equal d Z .
9. Immediate from the form of the X generators.
10. The sum of weights of Z-type generators of the form Z (q1,k) Z (q2,k) . . . Z (qw,k) is equal to W Z . The sum of weights of generators of the form Z (q,k) Z (q,k+1) s X q Z [s X ,k] is equal to 2(l − 1)N plus (l − 1) times the sum over qubits of the number of X-type stabilizers acting on that qubit. However, the sum over qubits of the number of X-type stabilizers acting on that qubit is equal to W X .
The value ofq Z will depend on which generators Z (q1,k) Z (q2,k) . . . Z (qw,k) we choose to include. If we keep the same k for all generators, then we have no improvement inq Z . However, if we choose different k for different generators then we can reduceq Z by making different generators act on different qubits (q, k). We now show the existence of a choice ofq Z with certain properties: Lemma 3. Let w be any positive integer. For l sufficiently large that
there is a choice of k for each Z-type generator such that
Proof. For each Z-type generator, choose k independently and uniformly from 1, . . . , l. We show that this gives the desiredq Z with positive probability. Consider a given qubit q. There are at most q Z Z-type generators acting on that qubit in code C. We now estimate the probability distribution of the maximum number of Z-type generators acting on a qubit of the form (q, m) in codeC for given q, m. This is equivalent to the "balls into bins" problem: we have l different bins (the different values of m, for m = 1, . . . , l). We drop at most q Z balls into these bins, dropping each ball independently into a bin chosen uniformly (the balls are independent because each one corresponds to a different generator). We then wish to determine the probability distribution of the maximum number of balls in a given bin. The balls into bins problem is well-studied and one usually instead considers the maximum of this number over bins. However, we will give a slightly different derivation because of the particular parameter regime that we consider: we are interested in l > q Z so that the number of balls in a given bin is likely to be small. Consider a given bin (i.e., a given value of m). Let us assume that l ≥ q Z . If there are q Z Z-type generators acting on the given qubit, then probability of having more than w balls in that bin is
where we used that l ≥ q Z and w ≥ 1 (in fact, a slightly tighter bound holds, since for w = 1, we get 2!(1/2! + 1/3! + 1/4! + . . .) = 2(e − 2). If there are fewer than q Z Z-type generators acting on that qubit, then the probability is smaller than this. There at N l choices of (q, m). We now use the Lovasz local lemma. For each pair (q, m), we define the event that that event has more than w Z-type generators acting on it in codeC; i.e., the probability of having more than w balls in the corresponding bin. This event is independent of all but at most min(q Z w Z , N )l events for other choices (q , m ). To see this, note that each qubit q has at most q Z generators acting on it, each of which act on at most w Z qubits. Hence, by the Locasz local lemma, if
then there is a nonzero probability that none of the events occurs. If none of the events occurs, then for each pair (q, m) there are at most w generators of the form Z (q1,k) Z (q2,k) . . . Z (qw,k) acting on the qubit with that label. However, there are also two (or one if l = 2) generators of the Z (q,k) Z (q,k+1) s X q Z [s X ,k] acting on the given qubit. Hence, there are at most w+2 generators acting on the given qubit. Considering qubits labelled [s X , k], there are at most w X generators of the form Z (q,k) Z (q,k+1) s X q Z [s X ,k] acting on the given qubit.
D. Combined Effect
Let C be the code resulting from first applying the X-type generator splitting step and then the Z-type qubit splitting step.
Then, Lemma 4. Let w, l be chosen such that
Proof. Choose
Then, 2e
Then, e(w X q Z ) w+2 (w X q Z ) −(1+ )w ≤ e(w X q Z ) −1 which is ≤ 1 since we can assume without loss of generality that w X q Z ≥ 3.
Hence, l = O(N (1+ )(α X +β Z ) ). Using these values of w, l in lemma 4, we find that
Re-expressing these asymptotic values in terms of N , we obtain the scaling above.
III. DUAL SPLITTING AND COMBINED EFFECT: PROOF OF MAIN THEOREM
We can now prove theorem 1, which we restate here:
Theorem. Let be any positive constant. Consider a family of quantum codes, with
where σ Z = max( Proof. This follows from applying lemma 5, interchanging X and Z, re-applying lemma 5, and re-interchanging X and Z. One finds
and
where
. After some simplifying algebra, one gets the result above.
IV. BALANCING DISTANCE
We now give a corollary of lemma 2 which can be used to increase d X or d Z at the cost of increasing N . This is useful because it allows us to increase whichever distance is smaller, so that for the new code d X = d Z . We call this "balancing the code". Corollary 1. Suppose that code C is strongly LDPC. Then, applying the construction of lemma 2, the resulting codẽ C is strongly LDPC and This corollary has the following application to the question of finding quantum code families with q X , q Z , w X , w Z all O(1) and with minimum distance min(
Corollary 2. Assume that there exists a code family which is strongly LDPC and with
. Then, applying the construction of corollary 1 (or its dual with X, Z interchanged), the resulting code family is strongly LDPC and with
Proof. Assume without loss of generality note thatC has 
V. SOUNDNESS
In this section, we consider the effect of these qubit and stabilizer splitting steps on the soundness of a quantum code, as in definition 2. Because the only application of the results here that we are interested in is to codes C with w X , w Z , q X , q Z all O(log(N )), we will only keep track of the effect up to polylogarithmic factors. This will significantly simplify the proofs. For such codes C, at every step of the construction of theorem 1, the codesC all havew X ,w Z ,q X ,q Z all at most polylogarithmic inÑ , so we will also assume that that holds in the bounds here.
We will also consider another concept, that we call"cosoundness". This concept is a natural one related to soundness and so we study it here also; however, the proofs of the soundness parameters ofC are independent of the proofs of the cosoundness parameters ofC and so the reader can skip all references to cosoundness if desired. , where the superscript T denotes transpose. Let Z = min w =0 Z (w) and let X = min w =0 Z (w). Now we define the cosoundness parameters, X (w), Z (w):
Z (w). In terms of the generators of the code, the cosoundness Z is related to the following question: given a product of Z-type stabilizer generators such that their product acts on a small number of qubits, can this product be expressed using a small number of stabilizer generators? Indeed, if the product acts on k qubits, then it can be expressed as a product of at most k generators.
We will use both definitions of soundness and cosoundness (both in terms of vectors in the chain complex and in terms of Pauli operators), depending upon what is notationally more convenient.
As an example of a code that is sound but not cosound, consider a classical repetition code using generators defined on an expander graph as follows. Choose a graph G with bounded degree and with good expansion properties. There will be one qubit per vertex, and for each edge there is one Z-type generator; this generator is Z i Z j where i, j are the qubits corresponding to the vertices attached to the edge. All Z-type operators commute with all the generators since there are no X-type generators; hence, Z is the infimum of an empty set which is conventionally defined to be +∞ (of course, it is a matter of definition how one defines the Z in this case, we have simply given one definition). The soundness parameter X is lower bounded by the expansion properties of the graph. However, if one consider a pair of vertices i, j such that the shortest path between those vertices is a path i, i 1 , i 2 , . . . , i l , j, then the product of stabilizers (
has weight two but cannot be expressed as a product of fewer than l + 1 stabilizers. Hence, the cosoundness can be inverse in the diameter of the graph and hence can be inverse logarithmic in N . We invite the reader to construct an example with constant soundness but polynomially small cosoundness or to show that it cannot be done. Now, we prove that Lemma 6. Suppose that a code C was w X , w Z , q X , q Z all O(polylog(N )). Then, the codeC resulting from the construction of lemma 1 has the property that for each soundness or cosoundness parameter (i.e., is chosen to be any of X , Z , X , Z ) , the corresponding˜ (i.e.,˜ is˜ X ,˜ Z ,˜ X ,˜ Z , respectively) obeys
Proof. First we show˜ X = X . Let O be a product of X-type operators which does not commute with at least one generator. We can multiply O by some operator Q which is product of stabilizers so that the product operator OQ does not act on the cut qubits. Then, by the definition of X , there is some X-type operator P which does not act on the cut qubits and which commutes with all generators of C such that the number of generators of code C which do not commute with OQ is at least X wt(OP Q). Further, the number of generators of C which do not commute with OQ is the same as the number of generators ofC which do not commute with O. Hence, the number of generators of codeC which do not commute with O is at least X wt(OP Q). Next, consider˜ Z . Let O be a Z-type operator which does not commute with at least G generators ofC. Let T s denote the set T constructed in some splitting step, where s labels the particular splitting step. Suppose for some s, O does not commute with the product of operators in T s , so that O does not commute with the generator that was split in that step. Then, O does not commute with at least one operator in T s . Let O = AB where A acts on the non-cut qubits and B acts on the cut qubits. By definition of Z , there is some product P of Z-type stabilizers in C such that the number of generators of C that do not commute with A is at least equal to Z wt(P A). LetP be the product of the matching Z-type stabilizers inC. Let wt nc (. . .) denote the weight of an operator on the non-cut qubits; i.e., it is the number of non-cut qubits that it acts on. Thus, the number of generators of C that do not commute with A is at least equal to Z wt nc (P A), and so
Label cut qubits constructed in a given splitting step by a pair (s, a) where s labels the step and a labels the cut qubit (a). Now, if for some s,P O acts on some qubit (s, a) for at least one a and O commutes with all of the generators So, by Eqs. (V.12,V.13), wt(∂ T 2 u) ≥ X wt(u)/( X + l).
Now consider˜
Z . Consider a code that we callĈ. This will be a code constructed following the construction of lemma 2 in which we choose all of Z-type generators which are of the form Z (q1,k) . . . Z (qw,k) to have k = 1. We will lower bound the corresponding cosoundness parameter for codeĈ; we denote this parameterˆ Z . This will imply a lower bound on˜ Z since˜ Z ≥ˆ Z /l because any generator inĈ can be written as a product of at most l generators iñ C. Let u ∈ C 3 ⊗ E 0 ⊕ C 2 ⊗ E 1 . Let u = v ⊗ w 1 + w with v ∈ C 3 and w 1 being one of the standard basis vectors for E 0 , and with w ∈ C 2 ⊗ E 1 . By definition of Z , there is some vector x ∈ C 3 such that ∂ 3 x = 0 and wt(∂ 3 v) ≥ Z wt(v + x). Adding x ⊗ w 1 to u, we can assume without loss of generality that wt(∂ 3 v) ≥ Z wt(v). Let wt 20 (. . .) denote the weight of a vector projected into C 2 ⊗ E 0 . Note that wt 20 (∂ 3 (v ⊗ w 1 ) + w) ≥ wt 20 (∂ 3 (v ⊗ w 1 )).
(V.14)
(To see this, for every basis vector q of C 2 , the parity of the number of nonzero entries of ∂ 3 (v ⊗ w 1 ) + w on qubits of the form (q, k) is odd if ∂ 3 (v) is equal to 1 in its q-th entry; that is, adding w does not change this parity.) Also, (this next equation follows because for any vector ∈ E 1 , the weight of ∂ of that vector is at least 1/l times the weight of that vector) 
VI. ALTERNATIVE QUBIT SPLITTING
In this section we give an alternative way to reduce q X . This method does not work as well as the method of lemma 2, because it can lead to a largew Z . Geometrically, this step can be interpreted as follows: a qubit was a 2-cell with the topology of a multiply punctured sphere. Imagine cutting this two cell into two halves, northern and southern hemispheres, so that half the punctures are in each hemisphere, with no punctures crossing the equator. This cutting adds an additional 1-cell (an additional X-type stabilizer) at the equator, with both hemispheres attached to this cell. Repeat this cutting process several times until only 3 punctures are in each sphere. We now explain the step in terms of its action on stabilizers.
We define an "alternative X-type qubit splitting step" is defined by choosing a qubit q. Let w denote the number of X-type generators acting on qubit q. We then define a new code with N +w −1 qubits labelled 1, . . . , q −1, q +1, . . . , N and q(1), q(2), . . . , q(w). This code has n X + w − 1 X-type generators as follows. w − 1 of these generators are X q(a) X q(a+1) for a = 1, . . . , w − 1. The other n X X-type generators are derived from the X-type generators of the old code. For each Z-type generator R of the old code, we define a generator R of the new code. If R does not act on q, then R = R. If R does act on q, then we replace q with one of the q(a) so that each q(a) has one of these generators acting on it. The new code has n Z Z-type generators. For each Z-type generator R of the old code, we define a generator R of the new code. If R does not act on q then R = R. If R does act on q, then we define R by replacing Z q with Z q(1) . . . Z q(w) . This step has the effect of reducing the number of X-type generators acting on a qubit, so that the number acting on any q(a) is at most 3. However, the weight of at most wq Z X-type generators is increased by 1.
Given a code C, we then define a new codeC by applying this alternative splitting step to all qubits in C. The resulting code has the following properties: Lemma 8.
1.q X ≤ 3.
2.q Z = q Z .
3.w X = w X .
4.w Z ≤ w Z q X .
5.K = K.
Proof. Immediate.
VII. DISCUSSION
We have given a method to construct strongly LDPC quantum code families from other quantum code families. The increase in number of physical qubits and the effect on distance depends upon the parameters of the original code, in a way described above.
The construction is based on several different steps to reduce the parameters. It is possible that there are more optimal ways to apply these steps, by changing the order. For example, perhaps one might reduce the weight of some, but not all stabilizers, or only partially reduce the weight of stabilizers, before applying the qubit splitting step, and then follow with further reduction of stabilizer weight. Such alternative procedures might also allow a more balanced treatment of X and Z, so that if C has d X = d Z then C new has d X = d Z without needing to balance the code at the end.
It may also be possible to perform the stabilizer splitting step in a different manner, roughly as follows. The Z-type stabilizer splitting step has the interpretation (considering for this paragraph a different geometric interpretation where the Z-type stabilizers are 2-cells, not 3-cells) that we start with a w-side polygon, where w is the weight of the stabilizer, and we divide it into O(w) triangle. This division into triangles involves adding extra 1-cells (extra qubits) but not extra 0-cells (extra X-type stabilizers). However, one might instead add additional 0-cells inside the polygon when splitting it. This would lead perhaps to an increase inÑ , which is undesirable, but might lead to better distance properties.
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