This paper presents a new approach to model and control high speed 6 DOF visual servo loops.
Introduction
High speed visual servoing can be defined by setting a limit for the visual sampling rate such that the dynamics of the manipulator cannot be neglected anymore in the synthesis of the controller in order to optimize the performances and the stability margin. This limit depends on the type of manipulator and is directly linked to the frequency of the slowest mechanical oscillating modes of the heaviest joints, but 50Hz is an average value that can apply to most robots.
In the early 90s, the mean sampling rate for visual servoing systems was around 25 Hz or less.
Nowadays, with the increase of the processing power of the computers and the increase of the speed of the cameras, the sampling frequency of the visual loop can be drastically increased. For example, in [19] and [18] , the use of a high speed vision chip allows to reach a sampling rate of 1 kHz for the visual servoing of a robotic system, while nowadays it is possible to find commercially available digital cameras with a frame rate around 1 kHz.
In high speed visual servoing, the dynamics of the manipulator has an important effect on the stability and the performance. Corke et al. [5, 6] were the first that studied the effect of the manipulator's dynamics in the visual loop. They used a linear model of the visual loop for 2 or 3 DOF systems. Different kind of controllers (PI, PID, feed-forward) were used whose tuning was based on the root locus method.
Kelly [15] and, more recently, Zergeroglu et al. [26] , proposed a nonlinear model of the visual loop for a simple 2 DOF planar robot described by its Lagrangian dynamics. They prove asymptotic stability of a nonlinear controller with some model uncertainties.
However, the complexity of a visual servoing system increases significantly with the number of degrees of freedom that must be controlled. A 2 DOF pan/tilt system is simple to control since both degrees of freedom are dynamically independent. In other words, each joint of the robot directly controls one degree of freedom without cross-couplings.
The control of a 6 DOF robot is a much more complex task. Indeed, for almost all existing 6 DOF manipulators, the relationship between the Cartesian space and the joint space is non trivial (except for some very special Cartesian robots). So, the displacement with respect to each degree of freedom involves always the motion of several joints. Furthermore, the full model of the dynamics is so complex that it is extremely difficult to use it in practical applications. For this type of robot, some interesting control strategies have been previously tested in [20, 21, 25, 1] and [13] .
Indeed, in [21] , Papanikolopoulos et al. experiment various kinds of controllers for 2D tracking of an arbitrary 3D object: from the simplistic but very effective PI to the more complex LQG which gives good results in the case of noisy visual measurements. However, the dynamics of the manipulator are not taken into account.
In [25] , Wilson et al. use an extended Kalman filter to estimate the optimal measurements for a 5 DOF position-based visual servoing running at 61 Hz. The target, rather complex with respect to the sampling rate, is a 3 dimensional object with 5 holes. In this work the dynamics of the manipulator are not considered.
In [1] , Allen et al. present a position-based system for tracking and grasping moving objects that is robust with respect to image noise. Non linear filtering is used in order to accurately estimate and predict the position of the moving target before the final grasping. Again, dynamical effects of the manipulator are not considered.
In [13] , Hashimoto et al. describe a 6 DOF image-based visual servoing with a LQ state feedback controller where the states are the coordinates of the target points. They note that the proposed linearized time-invariant MIMO model of the system is uncontrollable because the states are linked together due to the rigidity constraint of the target. Therefore, a controllable/uncontrollable mode decomposition is proposed and a proof of asymptotic stability is given. The robot is assumed to be a perfect Cartesian motion device.
In this work, we tackle the difficult problem of high speed visual servoing of a 6 DOF robot. To do so, we propose a dynamic model of the 6 DOF visual servo loop. The robot and part of the controller is modeled as a Virtual Cartesian Motion Device (VCMD) (cf. Hutchinson et al. [14] ). The linear model of the dynamics assumes that the joints are controlled by joint-level velocity servo loops as it is classically done for industrial robots. No joint-level position servo loops are used within the visual loop, so it is a direct visual servoing system as defined by Sanderson et al. [23] .
The control strategy for the visual loop, is based on the Generalized Predictive Controller (GPC) that was introduced by Clarke et al. [4] . This controller is optimal with respect to the model that we propose in the sense that it minimizes the tracking error on a finite receding horizon. The predictive feature of the GPC can be used to improve accuracy along trajectories in Cartesian space by using informations on the future reference signal increments.
The control scheme that we propose is independent of the method used to estimate the measurement from the image. Both image-based (2D) and position-based (3D) approaches can be used for our purpose.
The effectiveness of our control strategy is successfully validated by simulations and with experiments on a 6 DOF industrial robot. We use a high speed camera that achieves a sampling rate of 120 Hz for the visual controller. In our experiments, the delays due to image transfer and image processing are drastically reduced by precise synchronization of the visual controller with the video signal. This paper is divided into four sections. A linearized model of the visual loop is proposed in section 1.
The estimation of the measurement by a position-based or an image-based method is described in section 2. Section 3 presents the control strategy and gives an introduction to Generalized Predictive Control.
Finally, the experimental results are given in section 4. 
Modeling the visual servo loop
We assume that the task is referenced with respect to an object that is located in the workspace of the robot. In an eye-in-hand configuration, it is assumed that the object lays in the camera field of view so that it can always be seen as the task is executed.
Let R o be a frame of reference attached to the object, R c a frame of reference attached to the camera and R n a frame of reference rigidly linked to the object (see figure 1 ) so that the transformation between R n and R o is constant. The position of R n with respect to R o is chosen so that when R c = R n , the camera is in the so-called nominal position with respect to the object.
Let p be the pose of R c with respect to R n expressed in R n . The task is defined as a function vector, p * (t), that gives the reference p * for the pose vector p at time t. A trajectory for the camera and the end-effector with respect to the object can be defined this way in Cartesian space. We present a similar modeling approach in [11] . In this work, we study the problem of a 6-DOF following task of an unknown 3-D profile using the GPC's predictive feature.
In section 1.1, we propose a linearized MIMO model of the transfer matrix betweenṗ * and p. This transfer matrix, that includes the dynamics of the velocity controlled robot, is called the Virtual Cartesian
Motion Device (VCMD) (see [12] ). We also take into account the dynamics introduced by the camera and the image acquisition. This is done in section 1.2 where a simplified model of the transfer matrix between p andp that includes the dynamics of the image acquisition process is presented.
Model of the VCMD

Definition of the Jacobian J c
Let M bn be the homogeneous transformation between R b , the frame attached to the base of the robot, and R n , the frame that is rigidly linked to the object. Let M bc be the homogeneous transformation between R b and R c , the frame attached to the camera. This transformation is a function of q, the joint coordinates, and is obtained through the computation of the kinematic model of the robot. The matrix M nc is the homogeneous transformation between R n , the nominal position of R c , and R c . This transformation depends on the position of the camera defined by q and on the position of the object in the workspace defined by M bn :
This transformation could be also estimated from the vision system by using a pose reconstruction algorithm.
Let us define T 6 = [t 1 ...t 6 ] T , as the transformation that converts a homogeneous matrix into 6 Cartesian coordinates. Then,
The 3 elementary rotations that we choose in our experiments are roll, pitch and yaw (see [7] ). Other elementary rotations could be used as well. So p is a function of q and M bn . Thenṗ is given by:
where J c is the Jacobian matrix (function of q and M bn ) defined as follows:
and δ n in (3) is an appropriately defined vector expressing the effect of the motion of the object onṗ (i.e., δ n = 0 if M bn is constant). Hereafter, δ n will be considered as a perturbation in the visual servoing loop.
To compute the Jacobian J c using partial derivative of T 6 with respect to q, M bn must be known.
This can be achieved by estimating M nc with the vision system and using (1).
Model of the robot dynamics
The model of the robot dynamics is nonlinear. Some of the major nonlinearities are due to the effects of the gravity and to the change of the joint inertia. Other nonlinearities like Coriolis and centrifugal forces are significant only when the robot moves at high speed.
We assume here that the joints velocities are controlled by low-level servo loops. This feature is available on almost all the industrial manipulators. A gravity compensation might be also implemented.
In our approach, we linearize the model of the velocity controlled robot by considering that the non-linear effects such as Coulomb's friction, Coriolis, centrifugal and gravitational torques act like load perturbations and are rejected to a large extent by the PI controllers of the joint velocity loops.
Only the inertia matrix D(q) is nonlinear in this simplified model. Since the inertia of the joints are varying only slowly with the position q of the robot, we consider that this matrix is constant around a given position of the robot. Furthermore, for a serial robot, the change of the inertia is significant only for the first joints which are the heaviest. So, the velocity controlled robot can be modeled by a transfer matrix F (s) that is valid around the current position q of the robot:
Since F (s) is not identical for each position of the robot, at this point, one can already state that a gain scheduling strategy should be considered for the visual loop.
Our assumption are validated on a 6 DOF freedom industrial robot. The transfer matrix F (s) is identified for a given position of the robot (see figure 15 ). For each joint, a Pseudo-Random Binary Sequence (PRBS) is applied as velocity reference signalq * , while the output, i.e, the velocity of the identified joint, is acquired by a digital scope at the sampling rate of 1ms. These data are used to identify the system with order 4 transfer functions that fit the real manipulator very well despite its nonlinearities as shown on figure 4. These identification results validate our model simplifications. Cartesian space with J c . The measurementp given by the visual sensor is the estimated value of p. So, an integral action must be added in the model to obtain p fromṗ.
Linearized discrete time model of the VCMD
The VCMD is nonlinear since J c and the model of the robot dynamics are functions of q. In practice, the working configuration of the robot is kept far from the singularities of J c . In such a configuration, J c changes slowly with q. Furthermore, the model of the robot dynamics also varies slowly with q (and only for the first joints), all the more since the joints' velocities are controlled by internal feedback loops.
Therefore, it is possible to linearize the VCMD in an area around the position q of the robot where the model of the robot dynamics and J c can be seen as constant. Nevertheless, if the robot displacements are important, a gain scheduling strategy will be required with multiple models around different positions (see e.g. [3] ).
Let H(z) be the discrete transfer matrix of the VCMD. Then, it holds that:
where Z symbolizes the z-transform.
Model of the image acquisition process
The dynamics introduced by the camera are mainly delays. They are due to the integration of the light in the CCD cells and to the time needed to transmit the image from the camera to the frame grabber and from the frame grabber to the computer's memory. values by configuring the electronic shutter of the camera. A short integration time is required when the scene is changing quickly in order to avoid a blurred image. But in order to achieve the best S/N ratio, T i is often set to T f , the frame duration (Assuming that the image is not interlaced, the acquisition rate of the camera is 1/T f images/s). In the following discussion, we will assume that T i = T f .
After a time T f , the integration is frozen by transferring the electrical charges from the CCD cells to shifting registers (one for each row). Then, these registers are sequentially emptied to produce the analog video signal (see e.g. [6] , for a more complete description of the CCD sensor). The analog video signal of the image number n is transmitted while the image number n − 1 is integrated. The duration of this transmission is a bit less than T f .
To determine the instant when the image is sampled we proceed this way: if the scene is moving during the accumulation of the charges, then the objects in the image are stretched in the direction of the displacement. If we assume that the features used are the centers of mass of the objects (this is often the case in high-speed visual servoing), then feature extraction gives positions in the image that correspond approximately to the scene at time T f /2. Consequently, we assume that the mean sampling instant of an image which is integrated during T f is located at the middle of the charge accumulation duration, so
The sampling period of the visual loop controller starts at the middle of the charge accumulation period, so at T f /2. One can notice that when a new sampling period of the visual servo loop starts, only half of the image has been acquired in the frame grabber's memory. So, in the worst case, the image processing can only be performed in the second half of the sampling period.
But if the image processing must be made on the whole image, i.e. the areas of interest are uniformly distributed, then it can firstly start on the upper half part of the image (the image is acquired vertically from top to bottom) while the other part is being acquired. We use this strategy in our experiments to minimize the delay due to image acquisition and image processing : the delay is only one sampling period (see figure 7) , and it can be modeled by the discrete transfer function z −1 .
There is a second sampling period delay in the visual servoing loop due to the computation of the control signals. Indeed, the control signals are computed after the image processing and are sent to the joint velocity loops at the beginning of the next sampling period. This delay can also be modeled by the transfer function z −1 .
In conclusion, the acquisition and image processing of the visual measurement yields a delay of 2 sampling periods. The first delay is due to the transmission of the image and so is located in the feedback of the visual servo loop. The second delay is due to the computation of the control inputs and so is located after the controller in the block-diagram model of the visual servo loop (see figure 8 ).
Estimation of the measurement
The estimated valuep of the parameter p is extracted from the visual measurement. Two methods are generally used for this purpose:
• The 3D (or position-based) method: the geometric configuration of the features on the object of interest must be known in order to reconstruct the pose between the camera and this object with a single image.
• The 2D (or image-based) method: no model of the object is required. Only the current image of the object and the image of the object when the camera is in the desired position are necessary.
Our approach is mainly position-based since the reference p * and the measurementp of the visual loop are pose coordinates.
However, an image Jacobian could be used to estimatep from image features only, without any knowledge on the scene other than an estimation of its depth. This method is discussed in section 2.2.
Note that there exist also other strategies combining both approaches (see e.g. [17] ).
The 3D method
Let M co be the homogeneous transformation between R c , the frame attached to the camera, and R o , the frame attached to the object of interest (see figure 1) . Various model-based methods can be used to estimate this transformation (see, e.g. [24, 8] ). These methods require a model of the object's geometry.
The position of the frame R n with respect to the object is initialized at the beginning of the visual servoing. So M no , the homogeneous transformation between R n and R o is known and constant. LetM nc be the estimated homogeneous transformation between R n and R c :
Then,p is derived fromM nc :p
The 2D method
The relationship betweenḞ, the velocity of the features coordinates in the image andṙ, the velocity screw of the camera frame is given by:ṙ
where J + v is the pseudo-inverse of the image Jacobian (see e.g. [14] ). Furthermore, the velocity screw,ṙ, andṗ, the velocity of the pose vector
with:
where n c R c is the rotation of R n with respect to R c expressed in R c (see [7] ): 
If we assume that p is small (in a target tracking task p * = 0), then, according to (10) and (12):
so that, from (9):ṗ
Let F 0 be the feature vector of the reference image (i.e. the image when p = 0) and let F be the feature vector of the current image. Then, using a first order approximation:
where O (F − F 0 ) 2 is a second order error term.
Finally, the measurementp in the visual loop can be derived from 2D informations through the
whereĴ + v is the estimated value of J + v (i.e., the computation of J + v requires some calibration parameters of the camera and some depth information that are not precisely known).
Equation (16) is an approximation that can be very coarse if p is too large. So, the 2D method described here is only well suited for a target tracking task (p * = 0) or for small displacements around the nominal position (p * small).
Controlling the visual loop
In section 1, we propose a linearized Multi-Input Multi-Output (MIMO) model for a 6 DOF robot used in a visual loop. Since this model is valid only around a given position q of the robot, we need a controller that can be updated in real time in order to take easily into account the model variations.
We choose the Generalized Predictive Controller for some of its major advantages:
• It can be easily updated in real-time
• It is optimal for trajectory tracking on a finite receding horizon.
• The algorithm is numerically stable even for high-order models.
• The predictive feature can be used to improve accuracy along trajectories in Cartesian space.
• It can be used with multivariable systems.
In this section, we briefly describe the Generalized Predictive Control approach. For more information, the reader can refer, e.g., to [4, 3, 2, 22, 9].
Generalized Predictive Control
The Generalized Predictive Controller was introduced by Clarke et al. in 1987 (see [4] ). The GPC is based on the minimization of a cost function J over a finite receding horizon:
with N u < N 2 and ∆u (t+jTe) = u (t+jTe) − u (t+(j−1)Te) = 0 ∀j ≥ N u where λ is a positive scalar and N 1 , N 2 and N u are positive integers defined as follows:
• N 1 is the minimum costing horizon,
• N 2 is the maximum costing horizon,
• N u is the control horizon,
• λ weights the relative importance of the control energy,
• T e is the sampling time.
For an m-input p-output multivariable process, u t , y t and r t are respectively the m × 1 control input vector, the p × 1 output vector and the p × 1 reference vector at time t. This controller is "Predictive" because it takes into account the future references. Indeed, the minimization of equation (17) The computation of the output predictions supposes the knowledge of a model of the system that is in the ARIMAX form (see [16] ):
where:
• {ξ(t)} is the disturbance process with E{ξ(t)} = 0,
• A and C are p × p monic polynomial matrices where C can be used to model a colored noise. To simplify the problem, we consider that C = c(q −1 )I p×p where c is a monic polynomial.
• B is a p × m polynomial matrix.
• The operator ∆ is defined as ∆ = 1 − q −1 .
The polynomial matrices A, B, C are respectively of order na, nb and nc:
where d is a positive integer representing the delay of the system. The operator ∆(q −1 ) allows the rejection of constant perturbations and is equivalent to the introduction of an integral action in the controller. The multivariable version of the GPC is detailed in [3] .
ARIMAX MIMO model of the visual loop
In the particular case of our system, the references r (t+N1) , ..., r (t+N2) in (17) are the future values of p * , the measurement y t , is equal top, and u t is the current value of the control vectorṗ * .
From section 1, the open loop transfer matrix G(z) of the visual loop, so thatp = G(z)ṗ * , is given by:
Furthermore, we make the assumption that F (s) is diagonal, i.e., we neglect the cross-couplings between the joints of the robot. This is a reasonable assumption around a particular position q due to the decoupling effect of the joint-level velocity loops. Therefore, (
and G(z) can be rewritten as follows:
Then, the deterministic part of the ARIMAX model (18) is given by:
Therefore, the polynomial matrices A and B are equal to:
If large displacements are realized, a gain scheduling strategy should be implemented. This gain scheduling strategy consists in re-computing at each sampling instant the model of the VCMD (A(z −1 ) and Figure 9 : Experimental setup. Figure 9 gives an overview of the experimental setup. The robot is a SCEMI 6P01 (GEC-ALSTHOM) manipulator with 6 rotational joints (see figure 15 ) and mechanical gravity compensation.
Simulations and experiments
Experimental setup
The robot controller was developed on a RT-linux system. When the visual servoing is active, the controller is switched in a slave mode. In this mode, the 6 joint position loops are disabled and the controller sends directly the control signals provided by the vision system to the joint-level analog velocity loops. It also sends back to the vision system the updated joint positions through the serial link.
The vision system defines the sampling rate of the vision loop by sending to the controller a synchronization signal through the serial link at the desired rate, i.e. 120 Hz. This signal is sent every time the line in the middle of the image has been acquired (see section 1.2). The vision system is the main element in the control loop. It performs image acquisition, image processing and it controls the loop. We use a PC with a Pentium II 450 CPU to this purpose.
The frame grabber is from Imaging Technologies (ICPCI). It is plugged in a PCI slot of the vision system. It has a high-speed acquisition module (AM-FA) that can acquire a video signal with up to 50
MHz pixel clock.
The camera mounted on the end-effector is a JAI M30 high-speed CCD camera that is able to acquire 120 non-interlaced black and white images per second. At this frame rate, the resolution is limited to 640 × 240 pixels.
The target used in these experiments is constituted by a white A4 sheet of paper with 8 black dots printed on it. The features are voluntarily kept simple enough to be detected very quickly in our experiments. Indeed, with a sampling rate of 120 Hz, image transfer, image processing and control must not take more than 8.33 ms. In our experiments, all these tasks take about 5 ms. In the experiments that follow, the visual measurementp is estimated with the 2D method. The image Jacobian is updated at each sampling instant and the depth needed for its computation is approximated by a constant mean value for all the dots of the target.
Responses to a step displacement of the target
In practice, it is impossible to make a perfect step displacement of the target. But, by adding a step function to the measurement, it is possible to simulate such a displacement.
In this section, we compare, for the 6 degrees of freedom, the responses of the visual loop controlled by the GPC to the responses of the same loop controlled by a standard Proportional-Integral-Derivative (PID) controller. The PID is tuned to reach the best trade-off between performance and stability.
The tuning parameters of the GPC are the following: N 1 = 4, N 2 = 12, N u = 3 and λ = 0.001. They are the same for all the experiments that we made (see [22] for further information about GPC tuning methods).
A step function is added to the three translational and rotational coordinates ofp with an amplitude of respectively 1 cm and 0.05 rad. Figure 10 shows the experimental responses. Table 1 gives the 5% settling times of experimental and simulated responses. Table 1 : 5% settling time for a step displacement of the target Figure 10 shows responses for independent step displacements of the target about each of the 6 DOF.
The performance of the GPC is also better for simultaneous steps about 2 or more DOF. Figure 11 shows the response for two simultaneous step displacements of the target about T x and θ r .
Response to a large displacement of the target
For this experiment, the target is mounted on a Cartesian robot that makes a linear displacement in the workspace of the 6 DOF robot (see figure 12 ). The linear path has a length of 0.3 m and can be divided in 3 stages : a linear acceleration (0.5 m/s 2 ) followed by a displacement at constant velocity (0.3 m/s) followed by a linear deceleration (-0.5 m/s 2 ).
When comparing the error plots with GPC and PID control, one can see that the maximum error with PID control (12 mm) is 3 times larger than the one with GPC. Furthermore, the error with the GPC is symmetrical with respect to zero while the error with the PID is always in the same direction.
Note that since the 6 DOF robot makes a significant displacement in this experiment when following the target, the GPC could be updated at each sampling instant to take into account the changes in the model G(z) and yield better results. However, for this experiment, the GPC was calculated only once, at the initial position of the target showing in this manner the robustness of the GPC approach.
Response to a step reference
In this section, the reference signal of the visual loop, p * , is varying according to a step function whose amplitude is 1 cm and 0.05 rad respectively for the translational and rotational coordinates. The target stays at the same place and the camera makes the step around its nominal position. Figure 13 shows the experimental responses. Since the change of the reference signal is known in advance, the predictive feature of the GPC can be used to minimize the quadratic error of the response.
This yields a faster response that can start before the reference step.
MIMO vs. SISO control
The GPC is optimally tuned with respect to the model of the visual loop where the transfer matrix of the VCMD, H(z), is a MIMO block. By removing all the terms of H(z) that are not on the diagonal, we could obtain a simplified SISO model of the VCMD. This is equivalent to the assumption that there is no cross-coupling between the 6 DOF (like when, e.g., the dynamics of the 6 velocity loops are identical).
Then, the GPC computed from this simplified model of the loop is equivalent to 6 SISO independent GPC, each controlling one degree of freedom. Figure 14 shows the difference between MIMO and SISO control when doing a step displacement in the x direction (p * is a step function) and measuring the resulting perturbations on the depth, T z , and on the pitch angle, θ p . A displacement along the x axis of the camera is the most pathological case for cross-coupling effects, since such a displacement involves the simultaneous rotation of three joints (see The result was predictable, however, it gives an idea of the benefit that can be expected when using MIMO control for a 6 DOF visual servoing.
Furthermore, we observed another difference between MIMO and SISO control during the practical experiments: the control loop is much more sensitive to pixel noise in SISO mode yielding a "shakier" behavior of the robot than in MIMO mode. 
Trajectory following in Cartesian space
In this experiment, the reference p * is varying so that the camera describes a trajectory around the nominal position. Figure 16 describes the response to a trajectory that is a 2cm × 2cm square, parallel to the image plane. The following speed along this square is 5 cm/s. Since this trajectory is known in advance, the N 2 future reference increments are used by the GPC to improve the accuracy (see section 3.2).
The response with Generalized Predictive Control is compared to the response with PID control and feed-forward action. The feed-forward action adds to the control signal the derivative of the reference signal. Figure 16 shows that predictive control drastically improves the accuracy of the trajectory following task.
Gain scheduling
The MIMO model of the VCMD is valid around a given position q of the robot. In our previous experiments, the GPC is computed only once at the initialization of the visual loop. So, the control is optimal around the initial position of the robot. The experiments described in the previous sections are made around this initial position, in order to have an optimal tuning of the visual loop.
On figure 15 , the robot is in the so-called position A. Position B is defined so that the last joint of the robot makes an angle of 45 degrees with respect to position A.
In the experiment shown on figure 17 , the GPC is calculated at position A and the experiment (a step perturbation on T y ) is performed at position B. A second experiment is made at position B with the GPC calculated at position B. So, in the second experiment, the GPC is well tuned with respect to the model of the VCMD whereas in the first experiment it is detuned. This demonstrates the validity of the proposed model for the robot and the visual servoing loop.
Furthermore, this justifies the need for periodically updating the GPC with a gain scheduling strategy when the robot makes large displacements.
To illustrate the benefit that a real-time update of the GPC could yield, we have studied in simulation an industrial robotic task which consists in following an object put on a conveyor belt while executing a task with respect to this object. The motion of the object is a translation at the constant velocity of 20 cm/s and the robotic task consists in following a 4cm × 4cm square around the nominal position at the constant velocity of 50 cm/s (see figure 19 ). Figure 20 compares the response of a GPC that is updated at each sampling time to the response of a GPC that is calculated only once: at the beginning of the experiment. It clearly shows the improved accuracy of the task when updating the GPC.
Due to a lack of computational power, we could not test this on our experimental setup. Indeed, the real-time update of the GPC requires at least 20 times the available processing power. This could be achieved in the future on a more powerful platform. 
Conclusion
When the sampling frequency of a visual servo loop increases, it becomes necessary to take into account the dynamics of the manipulator in the synthesis of the controller. We propose in this work a linearized model of the dynamics for a 6 DOF velocity controlled industrial robot and a 6 DOF visual loop.
A Generalized Predictive Control strategy is chosen where the controller is optimally tuned with respect to the model that we propose. The GPC is compared to a standard PID controller with feedforward action. Experiments show that the GPC yields always a larger bandwidth than the PID. This validates also the modeling assumptions made in this work.
When future reference increments are known in advance, the predictive feature of the GPC is used to improve the accuracy. This is validated in real experiments by comparing the response of the GPC to the response of a non-predictive controller.
The proposed model of the visual loop is multivariable and a MIMO version of the GPC is used.
Practical experiments show that multivariable control yields better rejection of perturbations and crosscouplings than SISO control.
While the number of robots continues to rise, especially in factory settings, the lack of effective sensory capability has excluded robots from many areas where the work environment and object placement cannot be closely controlled. A high speed visual servo system combining a fast image sampling rate together with a closely calibrated visual loop controller can markedly improve the precision and the versatility of 6 DOF industrial manipulators. For example, the proposed method could be used to precisely execute a task with respect to a moving object placed on a conveyor belt.
In this work, we assume that the robot joints velocities are controlled by internal feedback loops yielding a linearized and decoupled model of the joints. But, in order to improve the bandwidth of the visual loop, torque control should also be considered. However, in this case, the model of the robot cannot be linearized anymore, even around the current working position. Then, other type of approaches will be needed.
