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We study the process of Stimulated Raman Adiabatic Passage (STIRAP) under the influence of
a non-trivial solid-state environment, particularly the effect of two-level fluctuators (TLFs) as they
are frequently present in solid-state devices. When the amplitudes of the driving-pulses used in
STIRAP are in resonance with the level spacing of the fluctuators the quality of the protocol, i.e.,
the transferred population decreases sharply. In general the effect can not be reduced by speeding
up the STIRAP process. We also discuss the effect of a structured noise environment on the process
of Coherent Tunneling by Adiabatic Passage (CTAP). The effect of a weakly structured environment
or TLFs with short coherence times on STIRAP and CTAP can be described by the Bloch-Redfield
theory. For a strongly structured environment a higher-dimensional approach must be used, where
the TLFs are treated as part of the system.
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I. INTRODUCTION
Much of the recent excitement in low-temperature
device research, for example the growing field of cir-
cuit quantum electrodynamics1–5, centers around map-
ping quantum optics concepts to solid-state systems. An
example to be discussed in the present work is Stimulated
Raman Adiabatic Passage (STIRAP), a quantum control
scheme to transfer population between two levels in an
adiabatic rotation via a third level. It has been widely
studied in the field of quantum optics, its advantage ly-
ing in the robustness against external perturbations and
imperfections in the control pulses6. STIRAP, therefore,
has also been proposed for achieving single-qubit rota-
tions in quantum information experiments7. Specific pro-
tocols were discussed for superconducting qubits, charge
qubits8, phase qubits9 and the quantronium10,11. Ex-
periments on electromagnetically induced transparency
and the formation of a dark state, both effects closely
related to STIRAP, have also been performed 12–14. A
related scheme called Coherent Tunnelling by Adiabatic
Passage (CTAP) exists for three neighbouring quantum
dots15 where the tunnel matrix elements themselves are
modulated to achieve an adiabatic transition.
The description of decoherence, both in quantum op-
tics and circuit QED systems, is frequently based on a
master equation approach as described by the Lindblad
form. This formulation is sufficient for the structure-
less environment which the vacuum provides in quan-
tum optics, however, the solid-state environment can be
much more complicated. In addition to the effects of
the electric circuit, typically dominated by an Ohmic re-
sponse, experiments displayed strong signatures of low-
frequency or 1/f noise16. This background noise may be
described by a bath of independent two-level-fluctuators
(TLFs)17,18, however, recent work on qubits demon-
strated the coupling to individual TLFs19. Qubits have
be used to detect and manipulate them20,21, yet their
true microscopic nature is still unknown21. The pres-
ence of TLFs in a solid-state environment requires more
complex models than are possible with the conventional
Lindblad treatment.
In this paper we study how decoherence effects from a
structured environment influence the efficiency, i.e., the
transferred population, in the STIRAP process. When
analysing these problems we compare different theoret-
ical approaches. We start with a short review what is
known about the effect of noise on the STIRAP protocol
as long as it is treated by a master equation with Lind-
blad damping terms. Next we introduce the model with
TLFs and show how a weakly structured noise environ-
ment can be treated by the Bloch-Redfield equation for
the three-level system. For a strongly structured noise
environment, e.g., due to TLFs with long life times, the
analysis of a higher-dimensional system formed by the
three-level system and the TLFs is needed.
We arrive at the following conclusions: As long as the
dissipation arises due to wide-band noise its effect can
be reduced by using strong driving pulses. The situation
changes for a structured bath, e.g., due to the presence of
TLFs. If TLFs couple to the three-level system the trans-
ferred population decreases sharply when the amplitude
of the driving-pulses used in STIRAP coincides with the
level spacing of the fluctuator. In general this effect can
2not be reduced by speeding up the STIRAP process. For
an efficient STIRAP protocol the driving pulse amplitude
must be chosen sufficiently low or, as long as the rotat-
ing wave approximation remains valid, high compared to
the TLF frequency. In a final section we study how the
transferred population in a CTAP process is affected by
a TLF coupling to the barrier-tunnelling amplitudes.
II. STIRAP WITH LINDBLAD DAMPING
In this section we discuss the effects of noise on the
STIRAP process in the frame of a master equation with
Lindblad damping terms. As long as this description
is valid, it turns out to be advantageous to use strong
driving pulses for the STIRAP protocol. In subsequent
sections we will generalize the analysis to the case where
the environmental bath is structured and the Lindblad
theory is no longer sufficient.
Usually STIRAP is performed in a Λ-system consist-
ing of two low-energy levels, |0〉 and |1〉, and one at high-
energy, |2〉. The energy of |0〉 is set to zero and those
of |1〉 and |2〉 are ∆ and ǫ, respectively. Ideally the
energy gap ∆ is small compared to ǫ. In the STIRAP
process two coupling-pulses, modulated with amplitudes
Ω0(t) and Ω1(t), are applied in resonance with the energy
difference between level |2〉 and the two low-lying levels
|0〉 and |1〉, respectively. In order to transfer population
from the state |0〉 to |1〉, the two pulses are applied in
counter-intuitive order, namely first the pulse Ω1(t) and
then Ω0(t). A sketch of the three-level-system with the
coupling-pulses is shown in Figure 1.
The STIRAP protocol is known to be robust
against detuning of the coupling-pulses from the |0〉-|2〉-
transition and the |1〉-|2〉-transition, as long as there is
two-photon-resonance and both coupling-pulses are de-
tuned by the same frequency ∆tp. Here for simplicity we
only consider full resonance since the main effect we are
interested in, the effect of a two-level-fluctuator is not
qualitatively altered in the case of two-photon-resonance
as will be explain below.
Below we assume the coupling-pulse amplitudes Ω0(t)
and Ω1(t) to have Gaussian profiles. Both pulses are
applied on the time scale T . The coupling-pulse Ω0(t)
is applied after the pulse Ω1(t) with a delay of τ . The
whole STIRAP process is assumed to take place in the
time span 0 ≤ t ≤ Tmax. Specifically, we will assume for
the numerical simulations22
Ω0/1(t) = Ωmax exp
{
−
[(
t− Tmax2
)
∓ T4
]2
T 2
}
(1)
with cut-offs for t < 0 and t > Tmax, and we choose
T =
√
2
10 Tmax. The pulse sequence is shown in Figure 1.
In the interaction picture, after the rotating wave ap-
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FIG. 1. (a) and (b): The STIRAP process involves steering
the population within a three-state system (states 0, 1 and 2)
using applied laser (or microwave) driving fields with a time
dependent Rabi frequency Ω0(t) and Ω1(t). In a solid state
environment, the three-level system can couple to non-trivial
environmental modes stemming from two-level solid-state de-
fects. This effect can be modelled in two alternative ways
(illustrated conceptually here, via explicitly treating the co-
herent defects in the environment (a) or via an effective spec-
tral model using Bloch-Redfield theory (b). While the former
is ‘exact’, it is computationally expensive. The later scales
better but is only applicable in certain parameter regimes.
(c): In order to realize the STIRAP protocol, the effective
Rabi frequency of the driving pulses must be varied as a func-
tion of time, plotted here for the counter-intuitive pulse se-
quence.
proximation (RWA) the Hamiltonian reduces to
HS(t) =

 0 0 Ω0(t)0 0 Ω1(t)
Ω0(t) Ω1(t) 0

 . (2)
Its eigenstates are traditionally called bright states (|+〉,
|−〉) and dark state |ds〉. The latter is a superposition of
the states |0〉 and |1〉,
|ds〉 = cosΘ |0〉+ sinΘ |1〉, (3)
with angle Θ = arctan (Ω1(t)/Ω0(t)), which reduces to
Θ = 0 for Ω0 = 0 but Ω1 6= 0 and to Θ = π/2 for Ω1 =
0 but Ω0 6= 0, i.e., for the counter-intuitive order used
in STIRAP the angle Θ changes from 0 to π/2 and, as
long as the adiabaticity condition23 is met, all population
originally prepared in state |0〉 is transferred to state |1〉.
The effect of dissipation on the STIRAP process has
been modelled in the past by a Lindblad form for the
3master equation8,9,
ρ˙ = −i[H, ρ] + L(ρ) (4)
L(ρ) =
∑
α
Γα[LαρL
†
α −
1
2
{L†αLα, ρ}] , (5)
where {Lα} is an orthonormal set of operators and the
Γα denote the relaxation and dephasing rates
24. Exten-
sions to account for the effects of driving on these rates
were discussed in Ref. 25. In addition, solid state systems
frequently are coupled to a structured noise environment
due to the presence of strongly coupling two-level fluc-
tuators. In general their effect can not be modelled by
the Lindblad equation acting on the three-level-system
alone.
In the STIRAP process the adiabatic rotation depends
on the phase coherence between the states |0〉 and |1〉.
Therefore even pure dephasing causes population to de-
cay from the dark state to the bright states, and as a
result it is not transferred to the final state. Although a
background bath can also lead to direct relaxation pro-
cesses we consider in this paper a background that only
causes dephasing. As long as the destructive effect of
background dephasing can be described by a constant
rate, it can be reduced by performing the STIRAP pro-
cess faster. It becomes negligible if Tmax ≪ 1/Γα for
all dephasing rates in the Lindblad equation. The adia-
baticity condition imposes a further constraint between
the strength of the coupling-pulses Ωmax and the dura-
tion of the process22, Ωmax ·Tmax ≫ 1. Hence the quality
of the STIRAP in the presence of background dephas-
ing effects can be improved by reducing the process time
Tmax and simultaneously increasing Ωmax.
The connection between the parameters of Gaussian
coupling-pulses and the success rate of STIRAP in the
case of pure dephasing has been studied by Ivanov et al.22
and Yatsenko et al.26. They showed that, as long as the
adiabaticity condition is satisfied and the RWA is valid,
the population lost from STIRAP depends exponentially
on the length T of the pulses and the timescale is set
by the dephasing rates, i.e., the transferred population
is maximised by decreasing T . They further found for
each given coupling-pulse amplitude a lower bound for
T 22. Below this bound the adiabaticity condition is no
longer fulfilled and the population transfer breaks down.
The lower bound decreases with increasing strength of
the driving pulses.
In conclusion, as long as the noise can be described by
the Lindblad equation, due to the flexibility of the driving
pulses in STIRAP, it is possible to achieve a high-quality
STIRAP process even in the presence of dephasing. For
this reason one should choose the laser pulses as strong
as possible while staying in the regime of the RWA. We
will see that this is no longer the case for a structured
environment.
III. STRUCTURED BATH
A. Model with TLF
For solid-sate quantum systems the noise environment
frequently is structured due to the presence of two-level
fluctuators (TLFs)20,21,27,28. In these cases, the Lindblad
form described above is not sufficient. To proceed we
can treat the TLF explicitly as a part of the larger quan-
tum system to be studied. Alternatively, we can derive
from the appropriate system-bath model the correspond-
ing Bloch-Redfield equation29. This approach has been
used to study pure dephasing by Shi et al.30. In what
follows we will compare the two approaches.
Environmental TLFs are regularly observed in exper-
iments on low-temperature electrical circuits, although
their precise microscopic origin is not yet clear. In the
context of superconducting qubits, several models for
TLFS have been proposed which all fit the experimen-
tal data to a greater or lesser extent. Various models
are summarised in Ref.21 for the case of a phase-qubit,
including bistable lattice defects, charge traps and spin
impurities. A possible source of TLFs which could be
present in all superconducting qubits are two-level tun-
neling systems19, bistable lattice defects in the Joseph-
son junctions of the qubit. In this work we use a gen-
eral model of TLFs as a quantum two level systems that
can couple transversally and longitudinally to the three-
level-system of interest. This model has been compared
directly to experimental observations21,31 and therefore
we need not consider the exact microscopic nature of the
TLF.
We consider a quantum three-level system coupled to
a two-level fluctuator, and both coupled to independent
baths B1 and B2, respectively. We do not assume a
specific form for the baths B1 and B2 but assume that
they are generic background baths that lead to constant
relaxation and dephasing rates on the three-level-system
and the TLF as is described in more detail below. The
Hamiltonian of the three-level-system, the TLF and their
coupling in the presence of generic background baths is
given by
H(t) = HS(t) +Hint(t) +HTLF +HB1 +HB2
HTLF = −
ω0
2
τz . (6)
The Hamiltonian of the driven three-level system HS(t)
has been introduced above, eqn.(2). The TLF is de-
scribed by HTLF and it is assumed to couple transver-
sally to the |0〉 ↔ |1〉 transition, i.e., in the interaction
picture, where the driving terms acquire phase factors
e±i∆t, within the rotating wave approximation the cou-
pling term is given by
Hint = g

 0 τ−e−i∆t 0τ+ei∆t 0 0
0 0 0

 .
(7)
4To simplify the notation we define new coupling-
operators
τ˜±(t) = τ±e±i∆t . (8)
The background baths and couplings to the three-level
system and the TLF, described by HB1 and HB2, cause
dissipation which we assume is unstructured. Accord-
ingly they can be characterized by Lindblad terms with
relaxation and dephasing rates. In the following, for sim-
plicity we ignore pure dephasing and assume low temper-
atures, i.e., we take only the relaxation from the fluctu-
ator state | ↑〉 to | ↓〉 with rate Γ↓ into account. Fur-
thermore we assume that the direct coupling between
the background-bath HB1 and the three-level-system is
so weak that it can be ignored. Even if this was not
the case, the coupling to HB1 would only decrease the
effectiveness of STIRAP and not alter the qualitative be-
haviour that arises from the coupling to the TLF.
The equation of motion of the density matrix ρ thus
reduces to a 6-dimensional system, which can be solved
numerically. Results will be presented below and com-
pared to other approaches. The analysis can be extended
to account for more than one TLF, however, with grow-
ing number the numerical analysis quickly becomes in-
tractable. Other approaches, such as the Bloch-Redfield
approach, provide an alternative.
B. Bloch-Redfield Approach
In the Bloch-Redfield approach the degrees of free-
dom of the baths, in the present case including those
of the TLF, are traced out of the equation of motion
for the density matrix of the system29. The characteris-
tics of this bath are contained in the spectral function,
i.e., the Fourier-transformed correlation functions of the
coupling-operators,
Cτ˜−τ˜+(ω) =
∫ ∞
−∞
dt eiωt〈τ˜−(t)τ˜+(0)〉 . (9)
The relevant frequencies are the differences between the
time-dependent eigenvalues of HS(t),
ωij(t) = Ej(t)− Ei(t) . (10)
As usual the master equation for the time evolution of
the matrix elements of the density matrix can be written
in the eigenbasis of the system Hamiltonian,
ρ˙mn − i(Em − En)ρmn =
∑
n′m′
Rnmn′m′ρn′m′ , (11)
with relaxation and dephasing described by the ten-
sor Rnmn′m′ . However, for the driven system consid-
ered here, the eigenbasis, i.e., the energies Em(t) and
Rnmn′m′(t) also depend on time.
Since the construction of the tensor Rnmn′m′(t) at ev-
ery timestep of a numerical simulation would be very
time-consuming we use another form for the equation of
motion,
ρ˙ = −i [HS(t), ρ] + Lback(ρ) + LTLF(ρ) , (12)
with the Lindblad term Lback(ρ) responsible for the ef-
fects of the background bath given in equation eq.(5)
where in the case of pure relaxation considered here the
prefactor of only one Lα is nonzero, Γ↓ with L↓ = τ− .
The effect of the TLF is contained in
LTLF(ρ) = −
1
4
[
|1〉〈0| α+10(t) ρ− α
+
10(t) ρ |1〉〈0|
+ρ α−01(t) |0〉〈1| − |0〉〈1| ρ α
−
01(t)
]
α±kl(t) = V (t)
[
ξkl(t) ◦ Cτ˜−τ˜+ (±ω(t))
]
V −1(t)
ξkl(t) = V −1(t)|l〉〈k|V (t) . (13)
where ◦ denotes element-wise matrix multiplication
([A ◦B]ij = Aij · Bij), Cτ˜−τ˜+ (ω(t)) is a matrix defined
by,
[Cτ˜−τ˜+ (ω(t))]ij = Cτ˜−τ˜+ (ωij(t)) , (14)
and V (t) diagonalizes the Hamiltonian,
V −1(t)HS(t)V (t) =
√
Ω20(t) + Ω
2
1(t)

 −1 0 00 0 0
0 0 1


. (15)
If we were to allow two-photon-resonance, all eigenen-
ergies would be shifted by ∆tp and we would
need to make the substitution
√
Ω20(t) + Ω
2
1(t) →√
1
2∆
2
tp +Ω
2
0(t) + Ω
2
1(t). Similarly, the form of the cou-
pling operators changes in the eigenbasis of the Hamilto-
nian. This shows that two-photon-resonance would only
change the frequency range of the spectral function which
is scanned by the system during the STIRAP process. If
TLFs are present in both frequency ranges the results are
only changed quantitatively and not qualitatively.
The spectral functions of the coupling-operators of a
single TLF can be obtained from the quantum regres-
sion theorem29,32, and in the interaction picture takes
the Lorentzian shape
Cτ˜−τ˜+(ω) =
8g2Γ↓
(Γ↓)2 + 4(ω − (ω0 −∆))2
. (16)
The width of the peak in the spectral function is given
by the rate Γ↓. If several TLFs are present that do not
couple to each other, the spectral function of the ensem-
ble of TLFs is given by the sum of the spectral functions
of the individual TLFs. Therefore we start by consider-
ing only one TLF coupling to the three-level system and
discuss the case of several TLFs later. As the time scale
set by the rate Γ↓ for a certain TLF becomes equal to the
timescale of the coherent time evolution of the system,
5the Markov approximation can no longer be applied and
the TLF must be treated as part of the system. Such a
non-Markovian behaviour has been studied by Kamleit-
ner et al.33 in CTAP systems.
We now compare the time evolution of the system
during the STIRAP process obtained from the Bloch-
Redfield approach with that obtained from the exact re-
sult of a numerical simulation of the six-dimensional sys-
tem, formed by the three level system and the two-level
fluctuator.
The equation of motion of the density matrix of the
six-dimensional problem is given by,
ρ˙6 = −i [H6, ρ6] + Γ↓[L↓,6 ρ6 L
†
↓,6 −
1
2
{L†↓,6 L↓,6, ρ6}] .
(17)
The Hamiltonian H6 contains the three-level system, the
TLF and their coupling,
H6 =


−ω02 0 0 0 0 0
0 +ω02 g 0 0 0
0 g −∆− ω02 0 0 0
0 0 0 −∆+ ω02 0 0
0 0 0 0 ǫ− ω02 0
0 0 0 0 0 ǫ+ ω02


(18)
The six-dimensional operator in the Lindblad part of the
equation of motion is
L↓,6 = I3 ⊗ τ− =


0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0

 . (19)
IV. RESULTS AND COMPARISON
During the STIRAP process the Hamiltonian HS(t)
changes adiabatically, and so do the system eigenvalues.
Consequently, also the strength of decoherence changes,
since it is determined by the spectral function evaluated
at the differences of the eigenvalues,
ω12(t) =
√
Ω20(t) + Ω
2
1(t) . (20)
The decoherence strength thus depends on the frequency
interval covered by the applied pulses. It becomes strong,
when the energy difference eq.(20) is brought into res-
onance with the TLF’s frequency ω0. The scenario is
illustrated in Figure 2 for varying strength of Ωmax.
If the amplitudes are smaller than ω0, the TLF remains
off-resonance during the whole STIRAP process, and the
decoherence it introduces is weak. When the maximal
difference between the eigenvalues of HS(t) is resonant
with the TLF, the decoherence reaches its highest value.
If the coupling-pulse amplitude is increased further, the
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FIG. 2. The time-dependent difference of the eigenvalues of
HS(t) during STIRAP compared to the spectral function of
a TLF with resonance frequency ω0, shown in the right-hand
panel. With increasing maximum pulse strength a resonance
is reached.
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FIG. 3. The evolution of the population in the dark
state during a STIRAP process, as obtained from the Bloch-
Redfield approach, is plotted for three different pulse ampli-
tudes. For weak pulses the decoherence is weak during the
whole time, and most of the populations stays in the dark
state. For Ωmax = ω0 the system gets in resonance with the
TLF during the STIRAP sequence, and the population in the
dark state decreases sharply. If the coupling-pulse amplitude
is increased further the sharp loss of population starts earlier
but lasts for a shorter time, so that a higher fraction of the
population remains in the dark state.
resonance no longer occurs at the maximal difference of
the eigenvalues, the system spends less time in resonance
with the noise source, and the overall decoherence of the
whole process is reduced. The resulting time evolutions
of the population of the dark state for three regimes of
pulse amplitudes are illustrated in Figure 3.
In the case shown in Figure 4, the coupling between
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obtained from the six-dimensional simulation, are plotted for
weak damping of the TLF (Γ↓ = 0.0007ω0). At the beginning
of the STIRAP sequence when the TLF and the system are off
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population oscillates coherently between the dark and lower
lying bright state. The oscillations stop when the system and
TLF are again off resonance.
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FIG. 5. The transferred population during a STIRAP pro-
cess is plotted as a function of Ωmax. The results of the Bloch-
Redfield approach for small Γ↓ (Γ↓ = 0.067ω0) and large Γ↓
(Γ↓ = 0.33ω0) are plotted with a dashed line and a solid
line, the result of an exact treatment of the TLF for small
Γ↓ (Γ↓ = 0.067ω0) is drawn with crosses, and the one for
large Γ↓ (Γ↓ = 0.33ω0) with circles. The result of the semi-
classical approach for small Γ↓ (Γ↓ = 0.067ω0) is drawn with
a diamond shapes.
TLF and background bath is so weak that the total sys-
tem, formed by the three-level-system and the TLF, have
a high degree of coherence. In this case the population
does not decay from the dark state to the lower lying
bright state. Instead we see coherent oscillations between
the two states when the system is in resonance with the
TLF. As the dephasing rate Γ↓ is small compared to the
inverse timescale of the coherent evolution of the system
the TLF has to be treated as part of the system. The
ratio between the population in the two states at the end
of the sequence depends predominantly on the coupling
strength between system and TLF and the time while
system and TLF are in resonance.
Figure 5 shows how the transferred population de-
creases as one approaches the resonance, and how it re-
covers as Ωmax is further increased. In this figure we
also compare results obtained from an exact treatment
of the TLF and those from the Bloch-Redfield approach.
They deviate for weak damping, as the effects of the TLF
on the system can no longer be described by a Marko-
vian part in the equation of motion containing only the
spectral function of the TLF. They coincide for stronger
damping when the timescale of relaxation of the TLF is
smaller than the timescale of the coherent evolution of
the TLF, and the Markov approximation in the deriva-
tion of the Bloch-Redfield equation is justified.
In the strong damping limit, the effect on the trans-
ferred population during STIRAP can be described with
a semi-classical approximation. We denote the proba-
bility of the system to be in the dark state with pds(t).
The transferred population is given by pds(Tmax). We as-
sume that the interaction with the TLF will only lead to
relaxation from states with high energy to lower energy
states, since Γ↑ = 0. In the adiabatic basis, we obtain
a time-dependent relaxation rate Γds(t) from the dark
state to the bright state |−〉 which yields the differential
equation p˙ds(t) = Γds(t)pds(t). The rate Γds(t) can be
approximated by
Γds(t) = g
2Cτ˜−τ˜+ [E1(t)− E2(t)] . (21)
The time evolution of pds(t) is given by
pds(t) = e
−A(t)
A(t) = g2
∫ t
0
Γ↓
Γ2↓ + 4
(√
Ω20(t
′) + Ω21(t′)− ω0
)2 dt′ .
(22)
This simplified model reproduces the result of the Bloch-
Redfield approach qualitatively as seen in Figure 5.
The predicted dips in the transferred population could
be detected by measuring the transferred population in a
series of STIRAP experiments with different pulse ampli-
tudes, provided that the dips corresponding to individual
TLFs are distinguishable. However, for the parameters
of TLFs and qubits as observed in experiments16,20,21,34
one obtains broad dips. In addition, we only obtain sharp
dips in a parameter regime where the Bloch-Redfield ap-
proach no longer quantitatively reproduces the result of
an exact treatment of the two-level fluctuator. If the
system couples to several TLFs with different frequen-
cies the dips in the transferred population merge and
the transferred population just decreases with increasing
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FIG. 6. Transferred population as a function of the coupling-
pulse strength for two different spectral functions. One
Lorentzian spectral function corresponding to a single TLF,
the second spectral function models the effect of several TLFs.
The transferred population recovers from a dip with growing
pulse amplitudes if the spectral function decays to zero for
higher frequencies, as it is the case for a Lorentzian. In the
case of the spectral function that is a superposition of the
Lorentzians of several TLFs, little population is transferred
once the coupling strength has reached the threshold of the
lowest TLF resonance frequency.
coupling-pulse strength. Figure 6 shows the transferred
population for such a dense distribution of TLFs. This
limits the possibility of improving the STIRAP process
in the presence of background dephasing by reducing the
process time and increasing Ωmax.
For an efficient implementation of STIRAP in a sys-
tem with a small number of TLFs one has to avoid using
pulse amplitudes in the vicinity of their frequencies. The
intervals to avoid depend on the exact form of the spec-
tral function and the coupling-pulses. However, as a rule
of thumb one should avoid a frequency region of two to
three times the width Γ of the Lorentzian peak in the
spectral function.
V. CTAP IN THE PRESENCE OF TLFS
In a system consisting of three quantum dots a transfer
protocol similar to STIRAP, called coherent tunnelling
by adiabatic passage (CTAP), has been proposed15,33.
The system consists of three potential wells arranged in
a line and separated by controllable potential barriers.
Varying the barrier tunneling rates in an analogous way
to STIRAP allows an electron to be adiabatically steered
from the first to last well without populating the central
well. The position of the electron in the three quantum
dots corresponds to the three basis states |0〉, |2〉, and
|1〉 (arranged in this order for similarity with the STI-
RAP notation). An illustration of the CTAP system is
shown in Figure 7. The tunneling-matrix-elements be-
2 10
TLF
FIG. 7. The three states used in the coherent tunnelling by
adiabatic passage (CTAP) correspond to an electron located
in one of three neighbouring quantum dots. The TLF is as-
sumed to couple to the time dependent tunneling amplitude
which corresponds to the coupling-pulse in STIRAP.
tween the quantum dots can be tuned by varying the
height of the energy barrier between the quantum dots
by applying a gate voltage. We use Gaussian modula-
tions of the tunnelling-matrix-elements which correspond
to the microwave coupling-pulses. CTAP has also been
studied in Bose-Einstein condensates35 and has recently
been experimentally demonstrated using multi-core opti-
cal fibres36.
In the STIRAP process the microwave coupling-pulses
are assumed to be fully coherent. In CTAP, however,
a noisy environment, e.g., TLFs could modify the time-
dependent tunnelling-rates between the quantum dots.
Hence the pulse amplitudes Ω0/1(t) controlling the tran-
sitions between the dot 0 and 2, or 2 and 1, acquire extra
fluctuating terms, δΩ0/1(t). While this picture fixes the
coupling terms in the basis of the three dot levels, it
could be either longitudinal (diagonal) of transverse (off-
diagonal) in the eigenbasis of the TLF. We will see that
the two types of coupling cause qualitatively different be-
haviour and allow for both, writing δΩi(t) = g
x,z
i τx,z. If
for simplicity we assume that all three states of the quan-
tum dots are energetically degenerate, the noise on the
coupling-pulses takes the form
HSB =

 0 0 gx,z1 τx,z0 0 gx,z2 τx,z
gx,z1 τx,z g
x,z
2 τx,z 0

 . (23)
For the present example we assume that the relaxation
rates Γ↓ and Γ↑ of the TLF are equal, which corresponds
to a high-temperature environment.
First we consider the case of longitudinal coupling.
With a pure τz coupling we obtain from the quantum
regression theorem the spectral function
Cτzτz(ω) =
8(gz1)
2Γ↓ · Γ↑
(Γ↓ + Γ↑)3 + (Γ↓ + Γ↑) · ω2
. (24)
It is peaked around zero frequency, and its resonance
condition does not depend on the eigenfrequency of the
fluctuator. The TLF is in resonance with the difference
between the eigenvalues of HS(t) at the beginning and at
the end of the pulse sequence seen in Figure 2. Therefore,
in this case, the strength of decoherence is not increased
as the difference between the eigenvalues of HS(t) be-
comes resonant with the TLF. Only the decreasing of the
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FIG. 8. The transferred population is plotted over the
coupling-pulse amplitude for a CTAP process where the TLF
couples to the coupling-pulse amplitude between states |0〉
and |2〉. Different cases of mixed coupling with the σx-τz
coupling amplitude g · cos(φ) and σx-τx coupling amplitude
g · sin(φ) are plotted. Γ↓ and Γ↑ are assumed to be equal.
process time Tmax has an effect on the transferred pop-
ulation as it shortens the time during which the system
suffers from strong decoherence.
The transferred population increases with decreasing
process time. One should also note that the efficiency
of CTAP is poor for this configuration since the strong
decoherence at zero frequency is always present. This is
equivalent to the ubiquitous low frequency noise seen in
many solid-state systems.
A qualitatively different behaviour emerges in the pres-
ence of transverse coupling. With the assumption that
there is no relaxation rate from | ↓〉 to | ↑〉 in the TLF (
Γ↑ = 0), the spectral function of the τx operators is the
same as that of τ−τ+,
Cτx,τx(ω) = Cτ−τ+(ω) . (25)
As the spectral function is the same, the behaviour is
similar to a TLF that couples transversally to the bare
energy levels of the system. We obtain a result that is
only quantitatively but not qualitatively different from
the behaviour seen in Figure 5. Results of a simulation of
a CTAP process with generalised system-TLF coupling,
HSB = g [sin(φ)τx + cos(φ)τz ] (|0〉〈2|+ |2〉〈0|) ,
(26)
are shown in Figure 8. Here we see the smooth transition
from the behaviour which is pure dephasing to that which
displays TLF resonance effects.
VI. CONCLUSION
We analysed the effect of damping on the STIRAP pro-
tocol in situations where the environment is dominated
by TLFs. In this case the environment is structured and
an approach based on a master equation with Lindblad
damping terms acting on the three-level-system alone is
not sufficient. We compared two approaches to account
for the structured environment: (i) the Bloch-Redfield
theory for a three-dimensional system where we account
for the effects of the structured environment beyond
simple relaxation and dephasing rates by a frequency-
dependent spectral function, and (ii) a higher dimen-
sional approach where the TLFs of the environment are
treated as part of the system. Generally speaking we can
say that the Bloch-Redfield approach works well in the
case of a weakly structured environment where the peaks
around the TLF frequencies in the spectral function are
broad, whereas one has to use the higher dimensional
approach for more coherent TLFs.
Due to the time-dependence of the Hamiltonian in STI-
RAP the system is sensitive to the spectral function of
the environment over a wide frequency interval. As a con-
sequence, for a dense distribution of TLFs, the effects of
decoherence on the STIRAP process can not be reduced
by accelerating the STIRAP process. In the presence of
only few TLFs one has to avoid using pulse amplitudes
in the vicinity of the TLF resonance frequencies. This
problem is more severe for the CTAP protocol, as envi-
ronmental fluctuators may also couple to the tunnelling-
matrix-elements between the quantum dots.
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