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Abstract
Let X (t), t ≥ 0, X (0) = 0, be a Le´vy process with a spectral Le´vy measure ρ. Assuming that∫ 1
−1 |x |ρ(dx) <∞ and the right tail of ρ is light, we show that in the presence of the Brownian component
P
(
sup
0≤t≤1
X (t) > u
)
∼ P (X (1) > u)
as u →∞, while in the absence of a Brownian component these tails are not always comparable.
c© 2009 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of finding asymptotics of the probabilities P(supt∈T X (t) > u) as u → ∞,
where X (t) is a stochastic process, is a classical one. It was intensively studied, but many
unsolved questions still remain.
In what follows T = [0, 1] and X (t) is a Le´vy process, X (0) = 0. Its characteristic function
is given by the well known Le´vy–Khintchine formula
E exp (is X (t)) = exp (tψ(s)) ,
where
ψ(s) = −ibs − σ
2s2
2
+
∫ ∞
−∞
(
eisx − 1− isx1(|x | ≤ 1)
)
ρ(dx). (1.1)
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Here b ∈ R, σ ≥ 0 and ρ is a Borel measure such that ∫∞−∞min{1, x2}ρ(dx) < ∞ (the Le´vy
measure).
One of the approaches to the mentioned problem is to establish the relation
P
(
sup
0≤t≤1
X (t) > u
)
∼ a P (X (1) > u) as u →∞, (1.2)
where a is a constant. Then the Le´vy–Khintchine formula allows one to derive the asymptotics
of the right hand side probabilities by powerful analytical tools.
The first result of type (1.2) is the Le´vy theorem, which states that for the Brownian motion
B(t), t ≥ 0 the following holds:
P
(
sup
0≤t≤1
B(t) > u
)
= 2P (B(1) > u) (1.3)
for all u > 0. During recent years (1.2) was established for various classes of Le´vy processes
(see [1–4,9–11]). One of the methods used in these studies is to represent the process in the
form X (t) = Y (t) + Z(t), where Y (t) and Z(t) are independent, Z(t) is a compound Poisson
process and Y (t) is a Le´vy process for which E exp(c|Y (t)|) < ∞ for each c > 0. Assuming
the distribution of the jumps of Z(t) to be heavy, (subexponential or exponential), one first
establishes (1.2) for this process. Such distributions possess the following property: if X and
Y are independent random variables, the tail of X is heavy and P(Y > u) = o(P(X > u)) as
u →∞, then P(X + Y > u) ∼ bP(X > u) as u →∞, where b is a constant. Using it, one can
pass from Z(t) to X (t) (see, for example, [4,10] and references therein).
But such an approach does not work if jumps have a light tail in the sense of [3]. So, other
methods are called for.
In what follows C denotes a generic constant whose value may vary from line to line. As
usual, FY stands for the distribution of a random variable Y . Throughout the paper {Xk}∞k=1 are
iid random variables, Sk = X1 + · · · + Xk, k ≥ 1, S0 = 0.
2. Results
We can write X (t) = σ B(t) + X˜(t), where X˜(t) is a Le´vy process independent of the
Brownian motion B(t). In the case ρ(R) < ∞ the process X˜(t) is compound Poisson with
drift, and
X (t) = σ B(t)+ Z(t)− bt, t ≥ 0, (2.1)
where Z(t) is a compound Poisson process with the parameter λ = ρ(R). It means that
Z(t) =
N (t)∑
k=1
Xk, (2.2)
where N (t) is a Poisson process with parameter λ independent of iid random variables {Xk}∞k=1
(the jumps of the process).
In what follows we assume that the process X˜(t) has bounded variation on finite intervals. It
is well known that it holds iff∫ 1
−1
|x |ρ(dx) <∞, (2.3)
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and then the exponent in the Le´vy–Khintchine formula for X˜(t) has the form
ψ(s) = −ibs +
∫ ∞
−∞
(
eisx − 1
)
ρ(dx) (2.4)
(see [6], Ch. 6). Dividing (−∞,∞) \ {0} into the parts A1 = (−∞,−)⋃(δ,∞), A2 = (0, δ)
and A3 = (−, 0), where  and δ are positive constants, and denoting by ρi the restriction of ρ
on Ai , we can write X˜(t) = ∑3i=1 X i (t), where the Le´vy processes on the right hand side are
independent. Since ρ(A1) < ∞, the process X1(t) is compound Poisson with a drift. Because
of (2.3), the processes X2(t) and −X3(t) are subordinators, i.e. Le´vy processes with increasing
paths. So, under condition (2.3)
X (t) = σ B(t)+ Z(t)+ Y (t)− V (t)− bt, (2.5)
where Z(t) is compound Poisson, Y (t) and V (t) are subordinators, and the processes on the right
hand side are independent.
We say that the distribution of a random variable X has a light right tail if one of the following
conditions holds:
P(X1 > u) > 0 for all u > 0 and lim
u→∞
P(X1 > u)
P(X1 + X2 > u) = 0, (2.6)
where X1 and X2 are independent copies of X , or
X ≤ A a.s. and P(X > α) > 0 (2.7)
for positive constants A and α.
It is known that X has a light tail if and only if X+ := max{X, 0} has it (see [3], Lemma 2).
In what follows we assume that
ρ((0,∞)) > 0. (2.8)
Clearly, it implies ρ((a,∞)) > 0 for some positive a. The second assumption is: for some a > 0
the distribution function Fρ(x) = 1− ρ((max{x, a},∞))
ρ((a,∞)) has a light tail. (2.9)
Our main result is the following
Theorem 2.1. Let (2.3), (2.8) and (2.9) hold and σ > 0 in (2.5). Then for each b ∈ R
lim
u→∞
P
(
sup
0≤t≤1
X (t) > u
)
P(X (1) > u)
= 1. (2.10)
In the case σ = 0 and ρ(R) <∞ the process is compound Poisson with drift. It is known that
(2.10) holds for such processes with b ≤ 0, but this limit does not always exist if b > 0 (see [3]).
Our next result gives a condition under which this relation holds for process (2.5) in the absence
of a Brownian component.
Assume that P(X > u) > 0 for all u > 0 and
lim
u→∞
P(X > u + a)
P(X > u)
= 0 for a constant a > 0. (2.11)
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For independent copies X1 and X2 of X we have P(X1+X2 > u) ≥ P(X1 > u−a)P(X2 > a),
which implies (2.6). Hence the right tail of X is light.
If the tail of X is given in the form
1− FX = exp
(
−
∫ u
0
h(v)dv
)
, u > u0, (2.12)
where u0 ≥ 0 is a constant and h is a positive function on (u0,∞) such that
h(v)→∞ as v→∞, (2.13)
then (2.11) holds and, therefore, X has a light tail.
Theorem 2.2. Assume (2.3) holds, σ = 0 in (2.5), and the function Fρ from (2.9) can be
represented in the form (2.12) with (2.13). Assume also that the function h is continuous,
increasing and satisfies the following condition: for each w > 0 there is v0(w) such that
h(v + w) ≤ exp
(
wh(v)
8
)
(2.14)
for v > v0(w). Then (2.10) holds for each b ∈ R.
Condition (2.14) means that the function h(v) cannot grow too fast as v → ∞. If h(v) =
exp(g(v)) and g(v + w) ≤ C(w)g(v) for positive v and w, then (2.14) holds. For example, it
holds for h(v) = exp(vc), h(v) = vc, and h(v) = [log(v+ 1)]c, where c is a positive constant. It
can be easily verified that the normal distribution satisfies (2.12)–(2.14). Therefore, (2.10) holds
for compound Poisson processes with normal jumps and negative drifts.
Remark 2.3. After establishing relation (2.10), it is natural to ask how to find asymptotics of the
tail of X (1). We do not address this issue here. For some relevant results see, for example [1,5,7].
As was shown in [3], relation (1.2) does not hold if X (t) is a compound Poisson process with
negative drift and jumps having a lattice distribution bounded from above. The following result
states that the condition of boundedness can be omitted.
Theorem 2.4. Let (2.1) hold with σ = 0 and jumps Xk having a lattice distribution with a
minimal step a. Assume that
P(X1 > na) > 0 for all n ∈ N and lim
n→∞
P(X1 > (n + 1)a)
P(X1 > na)
= 0. (2.15)
Then for each b > 0
lim sup
u→∞
P
(
sup
0≤t≤1
X (t) > u
)
P(X (1) > u)
= ∞ (2.16)
and
lim inf
u→∞
P
(
sup
0≤t≤1
X (t) > u
)
P(X (1) > u)
= 1. (2.17)
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Remark 2.5. One can obtain a lattice distribution by a “discretization”. Namely, for a random
variable X and a fixed a > 0 put
X (a) =
∞∑
n=−∞
naI(na≤X<(n+1)a).
Assume now that the distribution of the jumps Xk satisfies (2.12)–(2.14). Denote by X
(a)
k the
discretizations of Xk , and by Z (a)(t) the corresponding compound Poisson process given by
(2.2). Let b > 0. Then for the process X (t) = Z(t) − bt we have (2.10), while for the process
X (a)(t) = Z (a)(t)− bt relations (2.16) and (2.17) hold. For example, this is true if the jumps Xk
are normal.
The situation is different when the tail of jumps is “heavy”, i.e. if
lim
u→∞
P(X1 > u + a)
P(X1 > u)
= 1
for any a > 0. It is known that under this assumption (2.10) holds for the process X (t) (see [11]).
Because in this case the tail of “discretized” jumps X (a)k is also heavy, (2.10) holds for the process
X (a)(t) = Z (a)(t)− bt also.
Remark 2.6. Theorems 2.1 and 2.4 show that sometimes the process Z(t)− bt with a light tail
of jumps does not satisfy (1.2), while for the process (2.1) with the σ > 0 relation (2.10) holds.
Such a “pacifying” effect of the Brownian motion is unexpected and new.
But if the tail of jumps is not light, adding a Brownian component may produce the opposite
effect, which shows our last result. Clearly, if the jumps of Z(t) are positive, then its supremum
over [0, 1] is Z(1), so Z(t) satisfies (2.10).
Theorem 2.7. There is a compound Poisson process Z(t) with positive jumps such that for the
process (2.1) with σ > 0 and b = 0
lim sup
u→∞
P
(
sup
0≤t≤1
X (t) > u
)
P(X (1) > u)
> 1 (2.18)
and
lim inf
u→∞
P
(
sup
0≤t≤1
X (t) > u
)
P(X (1) > u)
= 1. (2.19)
Remark 2.8. When the jumps of a compound Poisson process Z(t) have a light tail, the
probability P(Z(1) > u) is the sum of the infinite series in which none of the summands is
dominated (see Lemma 3.3 below). In the heavy tail case the situation is different: all members
of the sum are of the same order of decay. So, in the light tail case one has to deal with the
whole series. This is a feature of this case, and it leads to technical difficulties, especially when
a Brownian component is added. To be presented more transparently, the proofs are divided into
a number of steps.
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3. Auxiliary statements
Here we prove some statements that are used later.
Lemma 3.1. Let Z and W be random variables, P(Z > u) > 0 and P(W > u) > 0 for all
positive u, and one of the following conditions holds:
lim
u→∞
P(Z > u)
P(W > u)
= 1, (3.1)
or
lim
u→∞
P(Z > u)
P(W > u)
= 0. (3.2)
Let a random variable Y satisfy condition (2.11). If Y is independent of Z and W , then
lim
u→∞
P(Y + Z > u)
P(Y +W > u) = 1
if (3.1) holds, and
lim
u→∞
P(Y + Z > u)
P(Y +W > u) = 0
if (3.2) holds.
Proof. If (3.1) holds, then for a fixed  > 0 we can find u0 > 0 such that
P(Z > u) ≤ (1+ )P(W > u)
for all u ≥ u0. Hence
P(Y + Z > u) ≤ (1+ )
∫ u−u0
−∞
P(W > u − t)FY (dt)+ P(Y > u − u0)
≤ (1+ )P(Y +W > u)+ P(Y > u − u0).
We also have P(Y +W > u) ≥ P(Y > u − u0 − a)P(W > u0 + a). From here and (2.11)
lim sup
u→∞
P(Y + Z > u)
P(Y +W > u) ≤ (1+ ).
But by the same method
lim sup
u→∞
P(Y +W > u)
P(Y + Z > u) ≤ (1+ ).
Letting  → 0 we get the first required relation. The second one can be obtained similarly. 
Lemma 3.2. Let random variables {Xk}∞k=1 and Y be independent. Assume that the tail of Xk is
light and Y satisfies (2.11). Assume also that a ≤ α in case (2.7), where a is the constant from
(2.11). Then
lim
u→∞
P(Y + Sk > u)
P(Y + Sk+1 > u) = 0
for all k = 1, 2, . . . .
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Proof. First we consider case (2.6). Then, according to Lemma 4 from [3]
lim
u→∞
P(Sk > u)
P(Sk+1 > u)
= 0 (3.3)
and Lemma 3.1 leads to the required conclusion.
Turn to case (2.7). Then Sk ≤ Ak and
P(Y + Sk > u) =
∫ Ak
−∞
P(Y > u − t)FSk (dt),
P(Y + Sk+1 > u) =
∫ Ak
−∞
P(Y + X1 > u − t)FSk (dt).
We have P(Y + X1 > u − t) ≥ P(Y > u − t − a)P(X1 > a), and P(X1 > a) > 0 because
a ≤ α. It follows from this estimate and (2.11) that for a fixed  > 0 there is u0 > 0 such that if
u − t > u0, then
P(Y > u − t)
P(Y + X1 > u − t) ≤ .
But in the last integrals t ≤ Ak < u − u0, i.e. u − t > u0 for u large enough. For such u
P(Y + Sk > u)
P(Y + Sk+1 > u) ≤ .
Letting u →∞ and then  → 0 we obtain the lemma. 
The next lemma demonstrates another feature of the light tail distributions.
Lemma 3.3. Let the tail of Xk be light, and denote by Z the corresponding compound Poisson
random variable with parameter λ. Assume V and Y are independent of {Xk}, and Y satisfies
(2.11). Then for any k = 1, 2, . . .
P(Sk > u) = o(P(Z > u + V )) as u →∞, (3.4)
and
P(Y + Sk > u) = o(P(Y + Z > u + V )) as u →∞. (3.5)
Proof. We have for any k and m
eλP(Z > u + V ) ≥ λ
k+m+1
(k + m + 1)! P(Sk+m+1 > u + V )
≥ λ
k+m+1
(k + m + 1)! P(Sk+1 > u)P(Sm > V ).
Choosing m under the condition P(Sm > V ) > 0 and using (3.3) we get (3.4), which together
with Lemma 3.1 implies (3.5). 
The next statement plays an important role in the proof of Theorem 2.1.
Lemma 3.4. Assume random variables X and Y are independent and Y is symmetric. Then
P(X + |Y | > u) = 2P(X + Y > u)− P(X > u + |Y |)
for all u > 0.
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Proof. We have
P(X + |Y | > u) = P(X + Y > u)+ P(X + Y ≤ u, X + |Y | > u) = P(X + Y > u)
+ P(X > u, X + Y ≤ u)+ P(X ≤ u, X + Y ≤ u, X + |Y | > u).
Because of symmetry and independence
P(X > u, X + Y ≤ u) = P(X > u, Y ≤ u − X) = P(X > u, Y ≥ X − u).
By the same reasons
P(X ≤ u, X + Y ≤ u, X + |Y | > u) = P(X ≤ u, Y ≤ u − X, |Y | > u − X)
= P(X ≤ u, Y ≤ u − X, −Y > u − X) = P(X ≤ u, Y > u − X)
= P(X ≤ u, X + Y > u) = P(X + Y > u)− P(X > u, X + Y > u).
Inserting the last two relations in the first one we get
P(X + |Y | > u) = 2P(X + Y > u)+ P(X > u, Y ≥ X − u)
− P(X > u, Y > u − X)
= 2P(X + Y > u)− P(X > u, u − X < Y < X − u).
Since the last probability is
P(X > u, |Y | < X − u) = P(X > u + |Y |),
the lemma follows. 
The following lemma will allow us to reduce the proofs of Theorems 2.1 and 2.2 to the case
of processes for which (2.5) holds with Y = 0.
Lemma 3.5. Let
X (t) = X1(t)+ Y (t), (3.6)
where Le´vy processes X1(t) and Y (t) are independent, Y (t) is a subordinator with Le´vy measure
ρ2 such that ρ2((a2,∞)) = 0, where a2 > 0 is a constant. Assume that ρ1((a1,∞)) > 0 for
a1 > a2, where ρ1 is the Le´vy measure of X1(t). Assume also that X1(t) satisfies (2.10). Then
this relation holds for the process X (t).
Proof. Since Y (t) is a subordinator,
P
(
sup
0≤t≤1
X (t) > u
)
≤ P
(
sup
0≤t≤1
X1(t)+ Y (1) > u
)
≤
∫ u−A
−∞
P
(
sup
0≤t≤1
X1(t) > u − v
)
FY (1)(dv)+ P(Y (1) > u − A), (3.7)
where A is a positive constant. Because X1(t) satisfies (2.10), for a fixed  > 0 there is A such
that the integral does not exceed
(1+ )P(X1(1)+ Y (1) > u) = (1+ )P(X (1) > u).
It is well known that the conditions ρ1((a1,∞)) > 0 and ρ2((a2,∞)) = 0 for a1 > a2 imply
P(Y (1) > u − A) = o (P(X1(1) > u))
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for any positive A as u →∞ (see [8]). From here and (3.7)
lim sup
u→∞
P
(
sup
0≤t≤1
X (t) > u
)
P(X (1) > u)
≤ (1+ )
for each  > 0, and the lemma follows. 
The following lemma gives an asymptotic representation for the tail of the supremum of the
process Z(t) − V (t) − bt , where b ≥ 0. Denote by Γk, k ≥ 1, the arrival times of Z(t) and put
Γ0 = 0. Let
τ = max{k : Γk < 1}. (3.8)
Lemma 3.6. Let V (t) be a subordinator independent of the compound Poisson process Z(t).
If the jumps Xk of Z(t) have a light tail, then for any b ≥ 0
P
(
sup
0≤t≤1
[Z(t)− V (t)− bt] > u
)
∼ P(Z(1)− V (Γτ )− bΓτ > u) as u →∞.
Proof. The proof is similar to the proof of Theorem 1 of [3]. We have
P
(
sup
0≤t≤1
[Z(t)− V (t)− bt] > u
)
≤ P
(
sup
Γτ≤t≤1
[Z(t)− V (t)− bt] > u
)
+ P
(
sup
0≤t<Γτ
[Z(t)− V (t)− bt] > u
)
.
The first probability on the right hand side is P(Z(1)− V (Γτ )− bΓτ > u), because V (t)+ bt
is an increasing process and Z(Γτ ) = Z(1). Further,
P
(
sup
0≤t<Γτ
[Z(t)− V (t)− bt] > u
)
≤
∞∑
k=2
k−1∑
n=1
P (Sn > u + V (Γn)+ bΓn, Γk < 1 ≤ Γk+1) := W (u). (3.9)
We show that
lim
u→∞
W (u)
P(Z(1)− V (Γτ )− bΓτ > u) = 0, (3.10)
which yields the lemma.
As in [3], p. 150, we can write
P(Z(1)− V (Γτ )− bΓτ > u) = λe−λ
∞∑
k=1
∫ 1
0
(λt)k−1
(k − 1)! P(Sk > u + V (t)+ bt)dt (3.11)
and
W (u) = λe−λ
∞∑
k=1
∫ 1
0
(
eλ(1−t) − 1
) (λt)k−1
(k − 1)! P(Sk > u + V (t)+ bt)dt. (3.12)
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Fix 0 < a < 1 and represent the integrals in the last sum as sums of integrals over (0, a) and
(a, 1). Denote these integrals by Uk,a(u) and Vk,a(u). Then
W (u) = λe−λ
( ∞∑
k=1
Uk,a(u)+
∞∑
k=1
Vk,a(u)
)
.
Clearly
λ
∞∑
k=1
Uk,a(u) ≤
∞∑
k=1
(aλ)k
k! P(Sk > u),
and because the process V (t)+ bt is increasing,
P(Z(1)− V (Γτ )− bΓτ > u) > P(V (1)+ b ≤ A)e−λ
∞∑
k=1
λk
k! P(Sk > u + A)
where a positive constant A is chosen under the condition P(V (1)+ b ≤ A) > 0. Now we apply
Lemma 5 from [3] and conclude that
∞∑
k=1
Uk,a(u) = o (P(Z(1)− V (Γτ )− bΓτ > u))
as u →∞.
Relations (3.11) and (3.12) yield
λe−λ
∞∑
k=1
Vk,a(u) ≤ (eλ(1−a) − 1)P(Z(1)− V (Γτ )− bΓτ > u).
So,
lim sup
u→∞
W (u)
P(Z(1)− V (Γτ )− bΓτ > u) ≤ (e
λ(1−a) − 1).
Letting a→ 1 we come to (3.10). 
The following lemma shows: what is a main part of the sum (3.11)? Let
m = min{k : P(Sk > b) > 0}, (3.13)
and
ak = max
{
1− (m + 1) log k
k
, 0
}
. (3.14)
Put
Q(u) = P (Z(1)− V (Γτ )− bΓτ > u,Γτ ≤ aτ ) . (3.15)
Lemma 3.7. If Xk have a light tail, then for any b ≥ 0
lim
u→∞
Q(u)
P(Z(1)− V (1)− b > u) = 0. (3.16)
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Proof. It can be easily verified that
Q(u) = λe−λ
∞∑
k=1
∫ ak
0
(λt)k−1
(k − 1)! P(Sk > u + V (t)+ bt)dt. (3.17)
Fix an index M and denote by QM (u) the sum of these summands over k ≤ M . Let Q(M)(u) =
Q(u)− QM (u). Then, because V (1)+ b ≥ 0,
QM (u) ≤ e−λ
M∑
k=1
λk
k! P(Sk > u),
and Lemma 3.3 yields
lim
u→∞
QM (u)
P(Z(1) > u + V (1)+ b) = 0.
Further, denoting
δ(k, u) = λ
∫ ak
0
(λt)k−1
(k−1)! P(Sk > u + V (t)+ bt)dt
λk+m
(k+m)! P(Sk+m > u + V (1)+ b)
,
we see that
Q(M)(u)
P(Z(1) > u + V (1)+ b) ≤ supk>M δ(k, u).
Choose m under the condition P(Sm > V (1)+ b) > 0. Then
δ(k, u) ≤
(λak )k
k! P(Sk > u)
λk+m
(k+m)! P(Sk > u)P(Sm > V (1)+ b)
= (k + 1) · · · (k + m)a
k
k
λm P(Sm > V (1)+ b) .
So,
lim sup
u→∞
Q(u)
P(Z(1)− V (1)− b > u) = lim supu→∞
Q(M)(u)
P(Z(1)− V (1)− b > u)
≤ sup
k>M
(k + 1) · · · (k + m)akk
λm P(Sm > V (1)+ b) .
According to (3.14), (k + 1) · · · (k + m)akk → 0 as k → ∞. Letting M → ∞ we come to
(3.16). 
We also will use the following well known estimate for the normal distribution. If Y is normal
with mean zero and variance one, then for all x > 1
1√
2pi
(
1
x
− 1
x3
)
exp
(
− x
2
2
)
≤ P(Y > x) ≤ 1√
2pi
1
x
exp
(
− x
2
2
)
. (3.18)
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4. Proof of Theorem 2.1
Lemma 3.5 shows that it is enough to prove the theorem for the process of type (2.5) with
Y (t) = 0. If b < 0, then
P
(
sup
0≤t≤1
X (t) > u
)
≤ P
(
sup
0≤t≤1
[σ B(t)+ Z(t)− V (t)] > u + b
)
. (4.1)
So, (2.10) for b = 0 implies the same relation for b < 0. Hence, we may assume b ≥ 0 in what
follows. Without loss of generality σ = 1.
Let τ be given by (3.8). Then
P
(
sup
0≤t≤1
X (t) > u
)
≤ P
(
sup
0≤t<Γτ
X (t) > u
)
+ P
(
sup
Γτ≤t≤1
X (t) > u
)
:= A(u)+ C(u).
The theorem will follow from the next two equalities:
lim
u→∞
C(u)
P(X (1) > u)
= 1 (4.2)
and
lim
u→∞
A(u)
P(X (1) > u)
= 0. (4.3)
4.1. Proof of (4.2)
Let B˜(t) be a Brownian motion independent of X (t). We have
C(u) = P
(
sup
Γτ≤t≤1
[
B(Γτ )+ Sτ − V (t)− bt + B˜(t − Γτ )
]
> u
)
≤ P (B(Γτ )+ Sτ − V (Γτ )− bΓτ + |B˜(1− Γτ )| > u) ,
because the process V (t) + bt is increasing, and because Le´vy formula (1.3) can be written in
the form
sup
0≤t≤1
B(t)
d= |B(1)|. (4.4)
Applying Lemma 3.4 conditionally on Γτ and taking into account the relations
B(Γτ )+ B˜(1− Γτ ) d= B(1) and Sτ = Z(Γτ ) = Z(1),
we conclude that
C(u) ≤ 2P (B(1)+ Z(1) > u + V (Γτ )+ bΓτ )
− P (B(Γτ )+ Z(1) > u + V (Γτ )+ bΓτ + |B˜(1− Γτ )|) . (4.5)
To obtain (4.2) it is enough to prove the following.
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Lemma 4.1. For each b ≥ 0:
lim inf
u→∞
P
(
B(Γτ )+ Z(1) > u + V (Γτ )+ bΓτ + |B˜(1− Γτ )|
)
P(B(1)+ Z(1) > u + V (1)+ b) ≥ 1, (4.6)
and
lim sup
u→∞
P(B(1)+ Z(1) > u + V (Γτ )+ bΓτ )
P(B(1)+ Z(1) > u + V (1)+ b) ≤ 1. (4.7)
Proof of (4.6). We have
P
(
B(Γτ )+ Z(1) > u + V (Γτ )+ bΓτ + |B˜(1− Γτ )|
)
≥ P (B(Γτ )+ Z(1) > u + V (1)+ b + |B˜(1− Γτ )|) .
Writing probabilities in the numerator and denominator as integrals with respect to the distribu-
tion of V (1) and taking into account that V (1) ≥ 0 we conclude that
P
(
B(Γτ )+ Z(1) > u + V (1)+ b + |B˜(1− Γτ )|
)
P(B(1)+ Z(1) > u + V (1)+ b)
≥ inf
v≥0
P
(
B(Γτ )+ Z(1) > u + v + b + |B˜(1− Γτ )|
)
P(B(1)+ Z(1) > u + v + b) .
So, it is enough to establish (4.6) for V (t) = 0 and b = 0, which we will assume in what follows.
Step 1. Fix a δ ∈ (0, 1). There is a positive constant D such that
P(|B(1)| < D) > 1− δ.
Since
B˜(1− t) d= √1− t B(1), 0 < t < 1,
we get for each t ∈ (0, 1) and k ∈ N
P
(
B(t)+ Sk > u + |B˜(1− t)|
)
≥ P
(
B(t)+ Sk > u + D
√
1− t
)
P
(
|B˜(1− t)| < D√1− t
)
≥ (1− δ)P
(
B(t)+ Sk > u + D
√
1− t
)
.
Integrating with respect to Γ -densities and summing up over k’s we obtain
P(X (Γτ ) > u + |B˜(1− Γτ )|)
≥ (1− δ)e−λ
∞∑
k=1
λk
(k − 1)!
∫ 1
0
P
(
B(t)+ Sk > u + D
√
1− t
)
tk−1dt
= (1− δ)P(X (Γτ ) > u + D
√
1− Γτ ) := (1− δ)H(u). (4.8)
It is enough to show that for each D > 0
lim inf
u→∞
H(u)
P(X (1) > u)
≥ 1. (4.9)
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Step 2. From now on α is a positive constant for which
P(X1 > α) > 0, (4.10)
and a is a constant such that
a > max
{
1,
1
α
}
. (4.11)
Clearly if V (t) = 0 and b = 0, then
P(X (1) > u) = e−λP(B(1) > u)+ e−λ
∞∑
k=1
λk
k! P(B(1)+ Sk > u). (4.12)
For a fixed T ∈ N and u > 0, where 2 ≤ T < au, we divide N into three parts:
N1(T, u) = {k : k ≤ T }, N2(T, u) = {k : T < k ≤ [au]}, (4.13)
N3(T, u) = {k : k > [au]}.
Using (4.12) and denoting by Gi (u), i = 1, 2, 3, the sums of summands over Ni (T, u) we may
write
P(X (1) > u) = e−λP(B(1) > u)+ G1(u)+ G2(u)+ G3(u). (4.14)
It follows from Lemma 3.2 that for each T ∈ N
lim
u→∞
e−λP(B(1) > u)+ G1(u)
P(X (1) > u)
= 0. (4.15)
Now we show that
lim
u→∞
G3(u)
P(X (1) > u)
= 0. (4.16)
Indeed, according to the Stirling formula
G3(u) ≤ λ
[au]+1
([au] + 1)! = exp (−a(u log u)(1+ g(u))) ,
where g(u)→ 1 as u →∞.
On the other hand, for
k(u) = max
{
[u],
[u
α
]}
we have, once again applying the Stirling formula,
P(X (1) > u) ≥ e−λ λ
k(u)
k(u)! P(B(1)+ Sk(u) > u)
≥ e−λ λ
k(u)
k(u)! P(B(1) > 0)P(X j > α, 1 ≤ j ≤ k(u))
= exp C (−k(u) log k(u)(1+ g1(u))) ,
where, as above, g1(u)→ 1 as u →∞. According to (4.11)
k(u) ≤ u max
{
1,
1
α
}
< au,
and (4.16) follows from here and the last two estimates.
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So, for each T ∈ N
lim
u→∞
G2(u)
P(X (1) > u)
= 1. (4.17)
Step 3. Here we represent G2(u) as a sum of two quantities, such that the first of them is small
relative to P(X (1) > u). Denote
ga(k, u) = u − a log(min{k, u}) (4.18)
and
I (k, u) = P (B(1)+ Sk > u, Sk ≤ ga(k, u)) . (4.19)
Put
G21(u) = e−λ
[au]∑
k=T+1
λk
k! I (k, u), G22(u) = G2(u)− G21(u). (4.20)
Proposition 4.2. For u > T the following inequality holds:
G21(u)
P(X (1) > u)
≤ 2aCe
α2/2
λP(X1 > α)
T 1−αa, (4.21)
where C is an absolute constant.
Proof. We have, using (4.12),
G21(u)
P(X (1) > u)
≤ max
T+1≤k≤au
λk
k! I (k, u)
λk+1
(k+1)! P(B(1)+ Sk+1 > u)
= max
T+1≤k≤au
(k + 1)I (k, u)
λP(B(1)+ Sk+1 > u) . (4.22)
Further,
P(B(1)+ Sk+1 > u) ≥ P(B(1)+ Sk > u − α)P(X1 > α),
which yields
I (k, u)
P(B(1)+ Sk+1 > u) ≤
1
P(X1 > α)
I (k, u)
P(B(1)+ Sk > u − α)
≤ 1
P(X1 > α)
∫ ga(k,u)
−∞ P(B(1) > u − y)FSk (dy)∫ ga(k,u)
−∞ P(B(1) > u − y − α)FSk (dy)
≤ 1
P(X1 > α)
max
y≤ga(k,u)
P(B(1) > u − y)
P(B(1) > u − y − α) .
If y ≤ ga(k, u), then u − y ≥ u − ga(k, u) = a min{log k, log u}. Since k, u > T , we obtain
using (3.18) and elementary computations,
P(B(1) > u − y)
P(B(1) > u − y − α) ≤ C exp
(
−α(u − y)+ α
2
2
)
≤ Ceα2/2 exp (−αa min{log k, log u}) ,
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where C is a constant independent of k and u. Because αa > 1, this inequality jointly with
previous ones gives us (4.21). 
Step 4. Define
J (k, u) = e−λ λ
k
(k − 1)!
∫ 1
0
P
(
B(t)+ Sk > u + D
√
1− t, Sk > ga(k, u)
)
tk−1dt. (4.23)
The following statement is the main part of our proof.
Proposition 4.3. For each  ∈ (0, 1) and D > 0 there are T0 ∈ N and u0 > 0 such that
γk(u) := J (k, u)e
λk!
P(B(1)+ Sk > u, Sk > ga(k, u))λk > 1−  (4.24)
for all k > T0 and u > u0.
Proof. We can write
J (k, u) = e−λ λ
k
(k − 1)!
∫ ∞
ga(k,u)
∫ 1
0
P
(
B(t) > u − y + D√1− t
)
tk−1dt FSk (dy)
and
P(B(1)+ Sk > u, Sk > ga(k, u)) =
∫ ∞
ga(k,u)
P (B(1) > u − y) FSk (dy),
which yields that
γk(u) ≥ k min
y>ga(k,u)
∫ 1
0 P
(
B(t) > u − y + D√1− t) tk−1dt
P(B(1) > u − y) . (4.25)
We estimate the expression on the right hand side dividing the area [ga(k, u),∞) into three
parts: [ga(k, u), u − β), [u − β, u + β1) and [u + β1,∞), where positive constants β and β1
will be chosen later. We also denote by γ (1)k (u), γ
(2)
k (u) and γ
(3)
k (u) the minima over these parts
correspondingly.
Case 1: ga(k, u) ≤ y < u − β. We assume β > 1. Estimate (3.18) implies that
ν(t, u − y) := P
(
B(t) > u − y + D√1− t)
P(B(1) > u − y)
≥ β
β + D
(
1− 1
β2
)
exp
(
(u − y)2
2
− (u − y + D
√
1− t)2
2t
)
= β
2 − 1
β(β + D) exp
(
− (u − y)
2(1− t)
2t
− (u − y)D
√
1− t
t
− D
2(1− t)
2t
)
.
Fix b > 0. If 1− bk < t < 1, then
ν(t, u − y) ≥ β
2 − 1
β(β + D) exp
(
− (u − y)
2b
2(k − b) −
D(u − y)√bk
k − b −
D2b
2(k − b)
)
.
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Denoting
ξb(x) = exp
(
−a
2b(log x)2
2(x − b) −
a
√
bD
√
x log x
x − b −
bD2
2(x − b)
)
(4.26)
and taking into account that β < u − y < a log(min{k, u}), we obtain
ν(t, u − y) ≥ β
2 − 1
β(β + D) ξb (min{k, u}) .
Restriction of the area of integration in (4.25) to 1− bk ≤ t < 1 yields
γ
(1)
k (u) ≥
[
1−
(
1− b
k
)k]
β2 − 1
β(β + D) ξb (min{k, u}) . (4.27)
Case 2: u − β ≤ y < u + β1. Now for 1− bk ≤ t < 1∣∣∣∣∣u − y + D
√
1− t√
t
− (u − y)
∣∣∣∣∣ ≤ max{β, β1} b2k (1− bk )3/2 + D
√
b
k
:= χb(k). (4.28)
Hence
ν(t, u − y) ≥ P (B(1) > u − y + χb(k))
P(B(1) > u − y) = 1−
∫ u−y+χb(k)
u−y e
−t2/2dt∫∞
u−y e−t
2/2dt
≥ 1− χb(k)∫∞
β
e−t2/2dt
= 1− χb(k)√
2pi P(B(1) > β)
because u − y < β. From here, as above
γ
(2)
k (u) ≥
[
1−
(
1− b
k
)k](
1− χb(k)√
2pi P(B(1) > β)
)
. (4.29)
Case 3: y ≥ u + β1. Now
γ
(3)
k (u) ≥ k
∫ 1
0
P(B(t) > −β1 + D)tk−1dt.
Choose β1 > D. Then
P(B(t) > −β1 + D) = P
(
B(1) >
−β1 + D√
t
)
> P(B(1) > −β1 + D)
for all 0 < t < 1. Hence
γ
(3)
k (u) ≥ P(B(1) > −β1 + D). (4.30)
Now we are able to finish the proof of the proposition. Fix δ ∈ (0, 1) and choose b > 0 such
that e−b < δ, and k0 ∈ N for which
1−
(
1− b
k
)k
> (1− δ)2 for k > k0.
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Now choose β under the condition
β2
β(β + D) > 1− δ.
According to (4.26), ξb(x) → 1 as x → ∞ for each b > 0. Hence, for the chosen b there is
u0 > 0 such that ξb(min{k, u}) > 1− δ if min{k, u} > u0. So, (4.27) implies
γ
(1)
k (u) > (1− δ)4 for k > max{k0, u0} and u > u0.
Further, (4.30) allows us to find β1 such that γ
(3)
k (u) > (1−δ). According to (4.29) and (4.28) for
the chosen b, β and β1 there exists k1 > k0 such that γ
(2)
k (u) > (1− δ)3 for all k > k1. Finally,
γk(u) ≥ min
{
γ
(1)
k (u), γ
(2)
k (u), γ
(3)
k (u)
}
> (1− δ)4
for k > T0 = max{k1, u0} and u > u0, and the required statement follows. 
Corollary 4.4. Let
H22(u) =
[au]∑
k=T+1
J (k, u). (4.31)
For each  > 0 there are T0 ∈ N and u0 > T0/a such that
H22(u)
G22(u)
> 1− 
for all u > u0 and T0 ≤ T < [au].
Step 5. Now we can prove (4.9). Indeed, (4.14) allows us to write
H(u)
P(X (1) > u)
≥ H22(u)
P(X (1) > u)
= H22(u)
G22(u)
× 1
G21(u)
G22(u)
+ 1 ×
1
e−λP(B(1)>u)+G1(u)
G2(u)
+ 1+ G3(u)G2(u)
.
Fix  ∈ (0, 1). Applying Corollary 4.4 we see that the first fraction on the right hand side is
greater than 1−  for u > u0 and T0 ≤ T < [au], where u0 and T0 are constants. It follows from
(4.21), (4.20) and (4.17) that there is T1 ∈ N such that G21(u)/G22(u) <  for u > T1. Now
choose T > max{T0, T1}. For such T , according to (4.15) and (4.16), there is u1 > 0, au1 > T ,
such that [e−λP(B(1) > u)+ G1(u)]/G2(u) <  and G3(u)/G2(u) <  for u > u1. So,
H(u)
P(X (1) > u)
>
1− 
(1+ )(1+ 2)
for u > max{T, u0, u1}. Letting u →∞ and then  → 0 we get (4.9). 
Proof of (4.7). Put
Q˜(u) = P (B(1)+ Z(1) > u + V (Γτ )+ bΓτ ,Γτ ≤ aτ ) , (4.32)
R(u) = P (B(1)+ Z(1) > u + V (Γτ )+ bΓτ )− Q˜(u),
where the numbers ak are defined by (3.14).
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Let Q(u) be given by (3.15). Denote C = limu→−∞ Q(u) and F(u) = 1 − C−1 Q(u). Let
W be a random variable with the distribution function F , independent of B(1). It can be easily
verified, using formulas for Γ -densities, that P(B(1) + W > u) = C−1 Q˜(u). Now (3.16) and
Lemma 3.1 imply that
Q˜(u) = o (P(B(1)+ Z(1) > u + V (1)+ b)) (4.33)
as u →∞.
Next we show that
lim sup
u→∞
R(u)
P(B(1)+ Z(1) > u + V (1)+ b) ≤ 1. (4.34)
Fix a constant a > 0 and denote
R1(u) = P (B(1)+ Z(1) > u + V (Γτ )+ bΓτ ,Γτ > aτ ,
Sτ > u + V (Γτ )− a log τ) , (4.35)
R2(u) = R(u)− R1(u).
Estimate for R1(u). We show here that
lim sup
u→∞
R1(u)
P(B(1)+ Z(1) > u + V (1)+ b) ≤ 1. (4.36)
As above, one can easily check the formula
R1(u) = λe−λ
∞∑
k=1
∫ 1
ak
(λt)k−1
(k − 1)!
× P(B(1)+ Sk > u + V (t)+ bt, Sk > u + V (t)− a log k)dt, (4.37)
which yields
R1(u) ≤ e−λ
∞∑
k=1
λk
k! P(B(1)+ Sk > u + V (ak)+ bak, Sk > u + V (ak)− a log k). (4.38)
On the other hand, denoting by V˜ (t) an independent copy of V (t), we get
P(B(1)+ Z(1) > u + V (1)+ b) = e−λP(B(1) > u + V (1)+ b)
+ e−λ
∞∑
k=1
λk
k! P(B(1)+ Sk > u + V (ak)+ V˜ (1− ak)+ b).
Further, EV (t) = t EV (1), which yields P(V (t) > s) ≤ t EV (1)/s. So, we see that
P
(
V˜ (1− t) ≤ 1
log2 k
)
> 1− (1− t)(log2 k)EV (1) ≥ 1− C log
3 k
k
(4.39)
for ak ≤ t < 1. Hence
P(B(1)+ Z(1) > u + V (1)+ b) ≥ e−λP(B(1) > u + V (1)+ b)
+ e−λ
∞∑
k=1
λk
k! P
(
B(1)+ Sk > u + V (ak)+ 1
log2 k
+ b
)(
1− C log
3 k
k
)
. (4.40)
560 M. Braverman / Stochastic Processes and their Applications 120 (2010) 541–573
Denote
γk(u) = P(B(1)+ Sk > u + V (ak)+ akb, Sk > u + V (ak)− a log k)
P(B(1)+ Sk > u + V (ak)+ b + 1/ log2 k)
. (4.41)
Representing the probabilities in this fraction as integrals with respect to FSk × FV (ak ), we obtain
the estimate
γk(u) ≤ sup
y>u+v−a log k
v≥0
P(B(1) > u + v + akb − y)
P(B(1) > u + v + b − y + 1/ log2 k) . (4.42)
Step 1. Fix  > 0 and choose A > 0 such that
x−1
x−1 − x−2 =
x
x − 1 < 1+ 
for x > A. Then, using (3.18) we see that if y < u + v − A, then
P(B(1) > u + v + akb − y)
P(B(1) > u + v + b − y + 1/ log2 k)
≤ (1+ )2 exp
(
− (u + v + akb − y)
2
2
+ (u + v + b − y + 1/ log
2 k)2
2
)
= (1+ )2 exp
(
[b(1− ak)+ 1/ log2 k](u + v − y)+ (b + 1/ log
2 k)2 − (akb)2
2
)
.
Because u + v − y < a log k and 1 − ak ≤ mk−1 log k, we conclude that there is an index k0
such that for k > k0 and u > 0
γ
(1)
k (u) := sup
u+v−A>y>u+v−a log k
v≥0
P(B(1) > u + v + akb − y)
P(B(1) > u + v + b − y + 1/ log2 k) ≤ (1+ )
3. (4.43)
Step 2. If y > u + v − A, then, denoting for simplicity w = u + v, we get
P(B(1) > w + akb − y)
P(B(1) > w + b − y + 1/ log2 k) = 1+
∫ w+b−y+1/ log2 k
w+ak b−y e
−x2/2dx∫∞
w+b−y+1/ log2 k e−x
2/2dx
≤ 1+ b(1− ak)+ 1/ log
2 k∫∞
A+b+1/ log k e−x
2/2dx
.
So, we can find k1 such that for a chosen A the last expression is less than 1 +  for k > k1.
Therefore, according to (4.43), for the given  > 0 there is an index k2 such that γk(u) < (1+)3
for all k > k2 and u > 0.
Step 3. Now we use (4.40). Choose k3 under the condition
1− C log
3 k
k
> 1− 
for k > k3, and put k4 = max{k2, k3}. Denote by R˜1(u) the sum of summands from (4.37) over
k > k4. Then (4.38), (4.40) and (4.41) yield
lim sup
u→∞
R˜1(u)
P(B(1)+ Z(1) > u + V (1)+ b) ≤
(1+ )3
1−  . (4.44)
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We have
R1(u)− R˜1(u) ≤ e−λ
k4∑
k=1
λk
k! P(B(1)+ Sk > u),
and Lemma 3.3 yields
lim
u→∞
R1(u)− R˜1(u)
P(B(1)+ Z(1) > u + V (1)+ b) = 0.
Now (4.36) follows from here and (4.44).
Estimate for R2(u). Here we show that
lim
u→∞
R2(u)
P(B(1)+ Z(1) > u + V (1)+ b) = 0. (4.45)
Denote
gk(u, t) = P(B(1)+ Sk > u + V (t)+ bt, Sk ≤ u + V (t)− a log τ). (4.46)
Then
R2(u) = λe−λ
∞∑
k=1
∫ 1
ak
(λt)k−1
(k − 1)!gk(u, t)dt. (4.47)
As above, let V˜ (t) be an independent copy of V (t). Since V˜ (1 − t) ≤ V (1), then for each
k,m and 0 < t < 1 we have
P(B(1)+ Sk+m > u + V (1)+ b)
≥ P(B(1)+ Sk > u + V (t)+ bt − 1)P(Sm > V˜ (1)+ b + 1).
Choosing m such that P(Sm > V˜ (1)+ b + 1) > 0, we get for each t ∈ (ak, 1)
νk(u, t) :=
(λt)k−1
(k−1)! gk(u, t)
λk+m
(k+m)! P(B(1)+ Sk+m > u + V (1)+ b)
≤ (k − 1) · · · (k + m)
λm+1 P(Sm > V˜ (1)+ b + 1)
× P(B(1)+ Sk > u + V (t)+ bt, Sk ≤ u + V (t)− a log k)
P(B(1)+ Sk > u + V (t)+ bt − 1) .
Once again representing the probabilities as integrals with respect to FSk × FV (t) we see that
νk(u, t) ≤ Ckm sup
y≤u+v−a log k
v>0
P(B(1) > u + v − y + bt)
P(B(1) > u + v − y + bt − 1) := Ck
mµk(u, t).
Using (3.18) we can find an index k1 such that for k > k1
µk(u, t) ≤ 2 exp
(
−(u + v − y + bt)+ 1
2
)
≤ 2e1/2 exp (−a log k) = 2e1/2k−a,
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because u + v − y + bt > a log k. So νk(u, t) ≤ Ckm−a for k > k1. We may choose a > m.
Then
λe−λ
∞∑
k=k1+1
∫ 1
ak
(λt)k−1
(k−1)! gk(u, t)dt
P(B(1)+ Z(1) > u + V (1)+ b) ≤ Ck
m−a
1
for u > 0. As above, Lemma 3.3 implies that the sum over k ≤ k1 of the summands from (4.47)
is o(P(B(1)+ Z(1) > u + V (1)+ b)) as u →∞. Therefore
lim sup
u→∞
R2(u)
P(B(1)+ Z(1) > u + V (1)+ b) ≤ Ck1
m−a,
and letting k1 →∞ we obtain (4.45).
Now (4.34) follows from (4.35), (4.36) and (4.45), and (4.32)–(4.34) yield (4.7). 
4.2. Proof of (4.3)
Because
sup
0≤t<Γτ
X (t) ≤ sup
0≤t≤1
B(t)+ sup
0≤t<Γτ
[Z(t)− V (t)− bt] ,
we get, once again using Le´vy formula (4.4) and Lemma 3.4,
A(u) ≤ 2P
(
B(1)+ sup
0≤t<Γτ
[Z(t)− V (t)− bt] > u
)
.
Applying (3.9), (3.10) and Lemma 3.1 we see that A(u) = o(P(B(1) + Z(1) > u + V (Γτ ) +
bΓτ )), which together with (4.7) yields (4.3).
5. Proof of Theorem 2.2
As above, Lemma 3.5 allows us to prove the theorem only for processes of type (2.5) with
Y (t) = 0. Taking into account (4.1) we may assume b ≥ 0.
According to Lemma 3.6 it is enough to show that
lim
u→∞
P(Z(1) > u + V (Γτ )+ bΓτ )
P(X (1) > u)
= 1. (5.1)
Because the function h is increasing and continuous, there exists the inverse function h−1. Put
for s > 1
ψ(s) = h−1
(
4
b
log s
)
, (5.2)
and denote
I1(k, u) = λe−λ
∫ 1
ak
(λt)k−1
(k − 1)! P(Sk > u + V (t)+ bt, Sk−1 ≤ u + V (t)− ψ(k))dt, (5.3)
I2(k, u) = λe−λ
∫ 1
ak
(λt)k−1
(k − 1)!
× P(Sk > u + V (t)+ bt, u + V (t)− ψ(k) ≤ Sk−1 ≤ u + V (t))dt, (5.4)
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and
I3(k, u) = λe−λ
∫ 1
ak
(λt)k−1
(k − 1)! P(Sk > u + V (t)+ bt, Sk−1 > u + V (t))dt, (5.5)
where the numbers ak are defined by (3.14). Taking into account (3.11), (3.15) and (3.17) we see
that
P(Z(1) > u + V (Γτ )+ bΓτ ) = Q(u)+
3∑
j=1
∞∑
k=1
I j (k, u). (5.6)
We proceed by estimating each sum on the right hand side.
Estimate for the sum
∑∞
k=1 I1(k, u). Here we show that
lim
u→∞
∞∑
k=1
I1(k, u)
P(X (1) > u)
= 0. (5.7)
The following lemma is the first step in the proof.
Lemma 5.1. There is an index k0 such that for k > k0, u > 0 and each t ∈ (ak, 1)
γ (k, u, t) := P(Sk > u + V (t)+ bt, Sk−1 ≤ u + V (t)− ψ(k))
P(Sk+1 > u + V (1)+ b) ≤
C
k2
,
where C is independent of these parameters.
Proof. As above, P(Sk+1 > u+V (1)+b) ≥ P(Sk > u+V (t))P(X1 > V (1)+b), and because
the random variable X1 is unbounded from above, P(X1 > V (1)+ b) > 0. So,
γ (k, u, t) ≤ P(Sk > u + V (t)+ bt, Sk−1 ≤ u + V (t)− ψ(k))
P(Sk > u + V (t))P(X1 > V (1)+ b) .
Writing the probabilities as integrals with respect to FSk−1 × FV (t) we obtain
γ (k, u, t) ≤ 1
P(X1 > V (1)+ b) supy≤u+v−ψ(k)
v>0
P(X1 > u + v + bt − y)
P(X1 > u + v − y) .
Because u + v − y > ψ(k) > 0, we may apply (2.12). Hence
P(X1 > u + v + bt − y)
P(X1 > u + v − y) = exp
(
−
∫ u+v+bt−y
u+v−y
h(s)ds
)
≤ exp (−bth(u + v − y)) ,
and h(u + v − y) > h(ψ(k)) = 4 log k/b. It follows from (3.13) that ak = 1− 2 log kk > 12 for k
large enough, and, therefore, bth(u + v − y) ≥ bakh(u + v − y) ≥ 2 log k. Hence, we come to
the required estimate. 
Proof of (5.7). The last lemma yields that there is an index k0 such that for k > k0 and u > 0
λ
∫ 1
ak
(λt)k−1
(k−1)! P(Sk > u + V (t)+ bt, Sk−1 ≤ u + V (t)− ψ(k))dt
λk+1
(k+1)! P(Sk+1 > u + V (1)+ b)
≤ C
k
.
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So, for each M > k0
∞∑
k=M
I1(k, u)
P(X (1) > u)
≤ C
M
.
Applying Lemma 3.3 and letting M →∞ we obtain (5.7). 
Estimate for the sum
∑∞
k=1 I2(k, u). Here we show that
lim sup
u→∞
∞∑
k=1
I2(k, u)
P(X (1) > u)
≤ 1. (5.8)
As above, we first prove the following lemma.
Lemma 5.2. Fix  > 0. Then there is an index k1 such that for k > k1, u > 0 and t ∈ [ak, 1]
β(k, u, t) := P(Sk > u + V (t)+ bt, u + V (t)− ψ(k) ≤ Sk−1 ≤ u + V (t))
P(Sk > u + V (1)+ b) ≤ 1+ .
Proof. Using (4.39) we get
β(k, u, t) ≤ 1
1− C log3 kk
× P(Sk > u + V (t)+ bt, u + V (t)− ψ(k) ≤ Sk−1 ≤ u + V (t))
P(Sk > u + V (t)+ b + 1/ log2 k)
, (5.9)
which, as above, yields
β(k, u, t) ≤ 1
1− C log3 kk
sup
u+v−ψ(k)≤y<u+v
v>0
P(X1 > u + v + bt − y)
P(X1 > u + v + b − y + 1/ log2 k)
.
According to (2.12)
P(X1 > u + v + bt − y)
P(X1 > u + v + b − y + 1/ log2 k)
= exp
(∫ u+v+b−y+1/ log2 k
u+v+bt−y
h(s)ds
)
= exp
(
[b(1− t)+ 1/ log2 k]h(α(u + v, y, t))
)
,
where u + v + bt − y < α(u + v, y, t) < u + v + b − y + 1/ log2 k. Since y > u + v − ψ(k),
we have u + v + b − y + 1/ log2 k < ψ(k)+ b + 1/ log2 k, and (2.14) implies
h(α(u + v, y, t)) ≤ h(ψ(k)+ b + 1/ log2 k) = h
(
h−1
(
4 log k
b
)
+ (b + 1/ log2 k)
)
≤ exp
(
b + 1/ log2 k
8
× 4 log k
b
)
≤ k2/3
for k large enough. Since ak ≤ t < 1, we see, taking into account (3.14) that
[b(1− t)+ 1/ log2 k]h(α(u + v, y, t)) ≤ C log k
k
k2/3.
This estimate yields the lemma. 
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Proof of (5.8). Fix  > 0. Then it follows from (5.4) and Lemma 5.2 that there is an index
k1 such that
∑∞
k=k1+1 I2(k, u) ≤ (1 + )P(X (1) > u). Using Lemma 3.3 once again we get
(5.8). 
Estimate for the sum
∑∞
k=1 I3(k, u). Here we show that
lim
u→∞
∞∑
k=1
I3(k, u)
P(X (1) > u)
= 0. (5.10)
Clearly
I3(k, u) ≤ e−λ λ
k
k! P(Sk−1 > u + V (ak)),
and for any positive A
P(Sk−1 > u + V (ak)) = P(Sk−1 > u + V (ak), Sk−2 ≤ u + V (ak)− A)
+ P(Sk−1 > u + V (ak), Sk−2 > u + V (ak)− A)
:= α(k, u)+ β(k, u).
As in (5.9)
α(k, u)
P(Sk > u + V (1)+ b)
≤ 1
1− C log3 kk
P(Sk−1 > u + V (ak), Sk−2 ≤ u + V (ak)− A)
P(Sk > u + V (ak)+ b + 1/ log2 k)
,
and representing the probabilities as integrals with respect to FSk−2 × FV (ak ) we get
α(k, u)
P(Sk > u + V (1)+ b) ≤ supy<u+v−A
v>0
P(X1 > u + v − y)
P(X1 + X2 > u + v − y + b + 1/ log2 k)
.
But because P(X1 + X2 > u + c) ≥ P(X1 > u − a)P(X2 > a + c), relation (2.11) implies
lim
u→∞
P(X1 > u)
P(X1 + X2 > u + c) = 0 (5.11)
for any c > 0. So, for a fixed  > 0 we can choose A big enough such that
α(k, u)
P(Sk > u + V (1)+ b) ≤ ,
and, therefore,
lim sup
u→∞
e−λ
∞∑
k=2
λk
k! α(k, u)
P(X (1) > u)
≤ . (5.12)
Further, β(k, u) ≤ P(Sk−2 > u + V (ak)− A), which yields
∞∑
k=1
λk
k! β(k, u) ≤
1
P(X1 > V (1)+ b + A)
∞∑
k=1
λk
k! P(Sk−1 > u + V (1)+ b).
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Fix an index M and denote by G1(u) and G2(u) the sums over k ≤ M and k > M of the
elements of the last sum respectively. Then, as above G1(u) = o(P(X (1) > u)) as u → ∞,
and G2(u) ≤ eλP(X (1) > u)/(M + 1). From here ∑∞k=1 λkk! β(k, u) = o(P(X (1) > u)), which
together with (5.12) yields
lim sup
u→∞
∞∑
k=1
I3(k, u)
P(X (1) > u)
≤ .
Letting  → 0 we come to (5.10).
Proof of (5.1). Relations (5.6)–(5.8) and (5.10) jointly with Lemma 3.7 imply that
lim sup
u→∞
P(Z(1) > u + V (Γτ )+ bΓτ )
P(X (1) > u)
≤ 1.
Because the process V (t)+ bt is increasing, we have
P(Z(1) > u + V (Γτ )+ bΓτ ) ≥ P(Z(1) > u + V (1)+ b) = P(X (1) > u),
and (5.1) follows. 
6. Proof of Theorem 2.4
First we prove the following statement which is of independent interest.
Proposition 6.1. If for Xk , condition (2.11) holds, then it also holds for the corresponding
compound Poisson random variable Z with parameter λ.
The proof is based on the next lemma.
Lemma 6.2. Assume Xk satisfy (2.11). Then for each  > 0 there is B > 0 such that
P(Sk > u + a) ≤ P(Sk > u)+ P(Sk−1 > u)P(X1 > B)
for all k ≥ 3 and u > 0.
Proof. Fix A > 0. Then
P(Sk > u + a) ≤
∫ u−A
−∞
P(X1 > u + a − t)FSk−1(dt)+ P(Sk−1 > u − A).
Because of (2.11), there is A0 > 0 such that P(X1 > u + a − t)/P(X1 > u − t) < /2 for all
A > A0 and t < u − A. Then
P(Sk > u + a) ≤ 2 P(Sk > u)+ P(Sk−1 > u − A). (6.1)
Now fix A > A0. We have for a positive B:
P(Sk−1 > u − A) ≤
∫ u−B
−∞
P(X1 > u − A − t)FSk−2(dt)+ P(Sk−2 > u − B). (6.2)
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Further, P(X1 + X2 > u − t) ≥ P(X1 > u − t − 2A)P(X1 > 2A), and t ≤ u − B im-
plies u − A − t ≥ B − A. Hence, once again applying (2.11), we can choose B so large that
P(X1 > u − A − t)/P(X1 + X2 > u − t) < /2 if t ≤ u − B. Therefore,∫ u−B
−∞
P(X1 > u − A − t)FSk−2(dt) ≤

2
∫ ∞
−∞
P(X1 + X2 > u − t)FSk−2(dt)
= 
2
P(Sk > u).
Since P(Sk−2 > u − B) ≤ P(Sk−1 > u)/P(X1 > B), the lemma follows from here, (6.2) and
(6.1). 
Proof of Proposition 6.1. According to Lemma 6.2, for a fixed  > 0 there is B > 0 such that
P(Z > u + a) ≤ e−λ
[
λP(S1 > u + a)+ λ
2 P(S2 > u + a)
2!
]
+ e−λ
∞∑
k=3
λk P(Sk > u)
k! +
e−λ
P(X1 > B)
∞∑
k=3
λk P(Sk−1 > u)
k! . (6.3)
We show first that the last sum is o(P(Z > u)) as u →∞. To this end, fix an index m > 3. Then
ψ(u) :=
∞∑
k=3
λk P(Sk−1 > u)
k! ≤
m∑
k=3
λk P(Sk−1 > u)
k!
+ 1
m + 1
∞∑
k=m+1
m + 1
k
λk P(Sk−1 > u)
(k − 1)! .
Taking into account (3.3) we see that
lim sup
u→∞
ψ(u)
P(Z > u)
≤ λe
λ
m + 1 ,
and letting m →∞ we come to the required conclusion.
Now, (6.3) and (3.3) yield that
lim sup
u→∞
P(Z > u + a)
P(Z > u)
≤ 
for each  > 0. So, the proposition follows. 
Proof of Theorem 2.4. The proof is a word for word repetition of the proof of Theorem 2
from [3]. To obtain formula (32) from this paper one should use Proposition 6.1. 
7. Proof of Theorem 2.7
Let {Xk}∞k=1 be iid random variables taking values n!, n = 1, 2, . . ., such that
P(X1 = n!) = 1
(e − 1)n! . (7.1)
Denote by Z(t) a compound Poisson process with parameter λ = 1 and the jumps Xk . It will
be shown below that (2.18) holds for the sequence un = n! and (2.19) holds for the sequence
un = n · n!.
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7.1. Estimates for sums
Here we obtain asymptotics for probabilities P(Sk + B(1) > n!) and P(Sk + B(1) > n · n!)
as n→∞.
Lemma 7.1. For 2 ≤ k ≤ n
P(Sk + B(1) > n!) = k P(X1 = n!)
∫ ∞
−∞
P(Sk−1 > −t)φ(t)dt + α(k, n)
(n + 1)! ,
where φ is a (0, 1)-normal density function and sup2≤k≤n |α(k, n)| <∞.
Proof. We represent the considered probability as
P(Sk + B(1) > n!) =
(∫ 0
−∞
+
∫ n
0
+
∫ ∞
n
)
P(Sk > n! − t)φ(t)dt
:= I1 + I2 + I3, (7.2)
and start with the integral I1. Assume first that k = n. The condition
max{X1, . . . , Xn} ≤ (n − 1)!
implies Sn ≤ n! − t for t ≤ 0. Hence,
P(Sn > n! − t) = P (Sn > n! − t, max{X1, . . . , Xn} ≥ n!)
= P (Sn > n! − t, exactly one of X1, . . . , Xn is not less than n!)
+ P (Sn > n! − t, at least two of X1, . . . , Xn are not less than n!)
:= p + q.
Since Xk are iid random variables,
p = n P (Sn > n! − t, X1 ≥ n!,max{X2, . . . , Xn} ≤ (n − 1)!)
= n P (Sn > n! − t, X1 = n!)− n P (Sn > n! − t, X1 = n!,max{X2, . . . , Xn} ≥ n!)
+ n P (Sn > n! − t, X1 ≥ (n + 1)!,max{X2, . . . , Xn} ≤ (n − 1)!)
:= n(p1 − p2 + p3).
Obviously, p1 = P(X1 = n!)P(Sn−1 > −t), and according to (7.1),
p2 ≤ P(X1 = n!)P (max{X2, . . . , Xn} ≥ n!) ≤ C 1n!
n − 1
n!
and
p3 ≤ P(X1 ≥ (n + 1)!) ≤ C1
(n + 1)! .
It is clear that
q ≤ n2 [P(X1 ≥ n!)]2 ≤ C2[(n − 1)!]2 .
From here
I1 = n P(X1 = n!)
∫ 0
−∞
P(Sn−1 > −t)φ(t)dt + O
(
1
(n + 1)!
)
. (7.3)
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Turn now to the integral I2. For 0 < t < n
P(Sn > n! − t) = P (Sn > n! − t, max{X1, . . . , Xn} ≥ n!)
+ P (Sn > n! − t, max{X1, . . . , Xn} ≤ (n − 1)!)
:= p˜ + q˜,
and by the same reasons as above p˜ = n P(X1 = n!)P(Sn−1 > −t)+ O (1/(n + 1)!) . Further,
q˜ = P(Sn > n! − t, X1 = · · · = Xn = (n − 1)!)
+ P (Sn > n! − t,max{X1, . . . , Xn} = (n − 1)!, min{X1, . . . , Xn} ≤ (n − 2)!)
+ P (Sn > n! − t,max{X1, . . . , Xn} ≤ (n − 2)!) := q˜1 + q˜2 + q˜3.
If max{X1, . . . , Xn} = (n − 1)! and min{X1, . . . , Xn} ≤ (n − 2)!, then
Sn ≤ (n − 1) · (n − 1)! + (n − 2)! = n! − (n − 2) · (n − 2)! < n! − t
for t < n. So, q˜2 = 0. By similar reasons q˜3 = 0 and
q˜1 ≤ [P(X1 = (n − 1)!)]n .
Hence
I2 = n P(X1 = n!)
∫ n
0
P(Sn−1 > −t)φ(t)dt + O
(
1
(n + 1)!
)
.
Since
I3 = O
(
exp
(
−n
2
2
))
= o
(
1
(n + 2)!
)
(7.4)
the last relations and (7.2) yield the lemma for k = n.
The case 2 ≤ k < n is treated in a similar way. 
Remark 7.2. The same reasons give us
P(S1 + B(1) > n!) = P(X1 = n!)+ O
(
1
(n + 1)!
)
. (7.5)
Lemma 7.3. For 2 ≤ k ≤ n
P(Sk + B(1) > n · n!) = k P(X1 = (n + 1)!)+ β(k, n)
(n + 2)! ,
where sup2≤k≤n |β(k, n)| <∞.
Proof. Since the conditions max{X1, . . . , Xn} = n! and min{X1, . . . , Xn} ≤ (n − 1)! imply
Sn ≤ (n − 1)n! + (n − 1)! = n · n! − (n − 1)(n − 1)! < n · n! − n, then for t < n
P(Sn > n · n! − t) = P (Sn > n · n! − t, X1 = · · · = Xn = n!)
+ P (Sn > n · n! − t, max{X1, . . . , Xn} ≥ (n + 1)!) .
From here, as in the proof of the previous lemma,
P(Sn > n · n! − t) = n P(X1 = (n + 1)!)P(Sn−1 > −n! − t)+ O
(
1
(n + 2)!
)
,
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because n · n! − (n + 1)! = −n!. In the case 2 ≤ k < n we get similarly for t < n
P(Sk > n · n! − t) = k P(X1 = (n + 1)!)P(Sk−1 > −n! − t)+ µ(k, n, t)
(n + 2)! , (7.6)
where sup2≤k<n ;t<n |µ(k, n, t)| <∞. These equalities and (7.4) give us
P(Sk + B(1) > n · n!) = k P(X1 = (n + 1)!)
∫ ∞
−∞
P(Sk−1 > −n! − t)φ(t)dt
+ µ˜(k, n)
(n + 2)! (7.7)
and sup2≤k≤n |µ˜(k, n)| <∞. Since Xk are positive, we have for t > −n!
P(Sk−1 > −n! − t) = 1. (7.8)
Hence, the last integral is∫ −n!
−∞
P(Sk−1 > −n! − t)φ(t)dt + P(B(1) > −n!) = 1+ o
(
1
(n + 3)!
)
.
From here and the previous relations the lemma follows. 
Remark 7.4. In the same way we obtain
P(S1 + B(1) > n · n!) = P(X1 = (n + 1)!)P(B(1) > −n!)+ O
(
1
(n + 2)!
)
= P(X1 = (n + 1)!)+ O
(
1
(n + 2)!
)
. (7.9)
7.2. Estimates for X (1)
Here we find asymptotics for the probabilities P(X (1) > n!) and P(X (1) > n · n!).
Lemma 7.5. The following holds:
P(X (1) > n!) = P(X1 = n!)
n∑
k=2
Ik + O
(
1
(n + 1)!
)
, (7.10)
where
Ik = 1e(k − 1)!
∫ ∞
−∞
P(Sk−1 > −t)φ(t)dt. (7.11)
Proof. We can write the considered probability as a sum of three sums:
P(X (1) > n!) = e−1 [P(B(1) > n!)+ P(S1 + B(1)) > n!]
+ e−1
n∑
k=2
P(Sk + B(1) > n!)
k! + e
−1
∞∑
n+1
P(Sk + B(1) > n!)
k! ,
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and (7.5) implies that the first sum is O (1/(n + 1)!). The same is true for the third sum. As for
the second one, Lemma 7.1 yields that it is
P(X1 = n!)
n∑
k=2
1
e(k − 1)!
∫ ∞
−∞
P(Sk−1 > −t)φ(t)dt + O
(
1
(n + 1)!
)
and (7.10) follows. 
Lemma 7.6. The following relation holds:
P(X (1) > n · n!) = P(X1 = (n + 1)!)+ O
(
1
(n + 2)!
)
. (7.12)
Proof. We can write, using (7.9) and Lemma 7.3,
P(X (1) > n · n!) = e−1 P(B(1) > n · n!)+ P(X1 = (n + 1)!)e−1
n∑
k=1
1
(k − 1)!
+ e−1 P(Sn+1 > n · n!)
(n + 1)! + O
(
1
(n + 2)!
)
.
Since the condition max{X1, . . . , Xn+1} ≤ (n− 2)! implies Sn+1 ≤ (n+ 1)(n− 2)! < n · n!, we
see that
P(Sn+1 > n · n!) = P (Sn+1 > n · n!, max{X1, . . . , Xn+1} ≥ (n − 1)!)
≤ C(n + 1)
(n − 1)! . (7.13)
So, the required relation follows. 
7.3. Proof of (2.18)
We have
P
(
sup
0≤t≤1
X (t) > n!
)
≥ P(X (1) > n!)+ P(X (1) ≤ n!, X (Γτ−1) > n!), (7.14)
where τ is given by (3.8). Further,
pk(n!) := P(τ = k, X (1) ≤ n!, X (Γk−1) > n!)
= P (τ = k, Sk + B(1) ≤ n!, Sk−1 + B(Γk−1) > n!) .
Because B(t) is symmetric and independent of Z(t),
pk(n!) ≥ 12 P (τ = k, Sk + B(Γk−1) ≤ n!, Sk−1 + B(Γk−1) > n!) :=
1
2
qk(n!). (7.15)
Elementary calculations give us
qk(n!) = 1e(k − 2)!
∫ 1
0
P (Sk + B(y) ≤ n!, Sk−1 + B(y) > n!) yk−1(1− y)dy.
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Assume now that 3 ≤ k ≤ n. The same reasons as above and the well known formula for the
density of B(y) imply
qk(n!) = (k − 1)P(X1 = n!) 1e(k − 2)!
×
∫ 1
0
[∫ ∞
−∞
P(Sk−1 ≤ −t, Sk−2 > −t) 1√
2piy
e−
t2
2y dt
]
yk−1(1− y)dy
+ ν(k, n)
(n + 1)! := (k − 1)P(X1 = n!)Jk +
ν(k, n)
(n + 1)! , (7.16)
where sup3≤k≤n |ν(k, n)| < ∞. Because the jumps Xk are positive, the inner integral coincides
with the integral over (−∞,−1), and it is positive. So,
Jk > 0 for all k ≥ 3 (7.17)
and (7.14) and (7.15) imply
P
(
sup
0≤t≤1
X (t) > n!
)
≥ P(X (1) > n!)+ 1
2
P(X1 = n!)
n∑
k=3
(k − 1)Jk
+O
(
1
(n + 1)!
)
. (7.18)
According to (7.11),
∑∞
k=2 Ik ≤ 1. From here, (7.18), (7.1), (7.10) and (7.17)
lim inf
n→∞
P
(
sup
0≤t≤1
X (t) > n!
)
P(X (1) > n!) ≥ 1+
1
2
∞∑
k=3
(k − 1)Jk
∞∑
k=2
Ik
> 1,
and (2.18) follows.
7.4. Proof of (2.19)
Using (4.4) and the positivity of Z(t) we may write
P
(
sup
0≤t≤1
X (t) > n · n!
)
≤ P (Z(1)+ |B(1)| > n · n!) . (7.19)
Applying (7.6) and (7.8) we see that for 2 ≤ k ≤ n and 0 < t < n
P (Sk > n · n! − t) = k P(X1 = (n + 1)!)+ α˜(k, n, t)
(n + 2)!
and sup2≤k≤n;0<t<n |˜α(k, n, t)| < ∞. Integrating with respect to the distribution of |B(1)| and
using (7.4) imply for 1 ≤ k ≤ n:
P (Sk + |B(1)| > n · n!) = k P(X1 = (n + 1)!)+ O
(
1
(n + 2)!
)
. (7.20)
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The same reasons as in the proof of (7.13) yield P (Sn+1 > n · n! − t) ≤ C/(n − 2)! for
0 < t < n. Applying (7.4) we conclude that
P (Sn+1 + |B(1)| > n · n!) = O
(
1
(n − 2)!
)
.
From here and (7.19)
P
(
sup
0≤t≤1
X (t) > n · n!
)
≤ P(X1 = (n + 1)!)
n∑
k=1
1
e(k − 1)! + O
(
1
(n + 2)!
)
,
and (7.12) and (7.1) imply that
lim sup
n→∞
P
(
sup
0≤t≤1
X (t) > n · n!
)
P (X (1) > n · n!) ≤ 1.
So, (2.19) follows.
Remark 7.7. According to (7.1), the jumps Xk of the compound Poisson process Z have an
infinite mean. But one can consider jumps with the distribution
P(X1 = n!) = C(v)
(n!)v , n = 1, 2, . . . ,
where v is a positive constant and C(v) is the corresponding norming constant. Now jumps have
finite moments of the orders less than v, and almost the same proof gives Theorem 2.7.
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