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In this paper we will discuss a possible way of handling data obtained 
from measurements of positive quantities. For example, frequently measured 
quantities that are positive (we actually mean nonnegative) include: the 
intensity distribution of a spectrum, the density of a photographic plate, and 
the concentrations in a chemist’s mixture. It is the whole process of extracting 
information from the obtained data that we shall call reconstruction. Further 
we shall consider the difficulty in performing the reconstruction due to the 
simultaneous influence on the measurements by: 
1. The transformation of the measured quantities generally brought 
about by the measuring instrument, e.g., the diffraction of a spectrum caused 
by a positive slit width in the spectrograph. 
2. Random errors. 
We shall assume that the distribution of the errors belongs to a specified 
class, which includes the normal distribution, and we shall use the maximum 
likelihood method in order to estimate the desired quantities. 
Our method employs the information of positivity to decrease the dele- 
terious influence of the random errors, and, of course, it produces a positive 
solution to the reconstruction problem. (If the positivity condition is neglected, 
the maximum likelihood approach leads to ordinary least square theory, 
giving reconstructed quantities whose positivity is not guaranteed.) 
In the first section we make a preliminary mathematical formulation of 
the problem without taking into account the random errors. In the second 
section we consider the random errors and make a mathematical-statistical 
formulation. In Section III we prove the existence of a solution to the problem 
* The problem considered in this paper has been formulated by Hans Ridstrijm 
and the work has been done in cooperation with him. The Swedish Natural Science 
Research Council has partly sponsored the work. 
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formulated and also give a condition for uniqueness of this solution. L\‘e also 
examine the nature of the solutions. In Section I\- we consider a special 
case and in Sections \,’ and \-I we give some simple examples and concluding 
remarks. 
I. R~ATHE~UATICAL FOR~IULATION OF THE RECONSTRUCTION PROBLEM 
In this section we shall make a preliminary mathematical formulation of 
a reconstruction problem, which is purely deterministic and does not take 
into account the presence of random errors. The restricting assumptions 
made hereby will be justified in six remarks after the formulation: 
A bounded positive measure p is to be found satisfying the following 
integral equation of the first kind: 
where g(u) corresponds to the data obtained from the measurement, and 
k(t, U) is a known function describing the properties of the measuring 
instrument. 
The measure p is assumed to be a Radon measure over R”. (Rm could be 
replaced by any locally compact space, but we see no reason to be so general 
in this context. Cf. Bourbaki [I, Chap. III, 2, 21.) We shall assume that, for 
each u, K(t, U) is a continuous function with compact support in Rm, and that 
the set U of parameter values u is finite. 
REMARK 1.1. Since integration is a linear operation, it is only reconstruc- 
tion problems in connection with linear instruments that can be formulated 
as (1). For nonlinear instruments, one often knows exactly how the nonline- 
arity influences the data. Then one can eliminate this nonlineatiry before or. 
after the reconstruction, making formulation (1) applicable even in this case. 
REMARK 1.2. Solutions of a more general kind than measures, namely, 
distributions might be conceived. According to Schwartz [2, 1.4), positive 
distributions are positive measures, so that an extension to distributions 
would give nothing new. 
REMARK 1.3. To make numerical treatment of the data possible, they 
must be available in digital form and thus consist of afinite number of digits. 
It is consequently sufficient to consider a parameter set U = {~+}r$~~~, 
and in reality the integral equation is n functional equations: 
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which for the sake of simplicity we will write 
J- k,(t) d/L(t) = (kj, CL) = gi (1 <i d 4. 
REMARK 1.4. For physical reasons, measuring instruments must corre- 
spond to functions K,(t) with compact support, and the restriction of the 
solution p to the union of the supports of the n functions ki must be bounded. 
REMARK 1.5. The restriction to instruments corresponding to continuous 
functions might seem embarrassing. It is, however, just in connection with 
such instruments that reconstruction is difhcult. An integral equation of 
the first kind with discontinuities in the kernel might by differentiation 
be converted to one of the second kind, which is usually easier to solve. 
We will outline an example of this and thereby omit some of the assumptions 
introduced in the main problem, namely the positivity and the finiteness 
of the number of measurements. 
Consider the convolution equation: 
with k as in Fig. 1. 
k*cL=g, 
k 
f 
FIG. 1 
By interpreting the quantities in the equation as distributions we can take 
derivatives: 
where SB is the Dirac-measure in the point p. 
If p has compact support, say in (0, A), we have for the restriction p1 
of /L to (0, OL): 
P’r=g;+&*P)I=g’ 
that is, ~1 = g’ in (0, a). 
For the restriction 1-I* of p to (01, 2c~) we have 
~,r=g;,+(s,*~),,=g;,+s,*~~=g;+s,*g;. 
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In the same way the whole solution of the equation can be written out expli- 
citly. 
REMARK I .6. \\-e can use formulation (I) even when we want to determine 
a quantity that is not defined on R”‘, but on a set T that can be embedded 
in Rm. Then, it is only the restriction of k(t, u) to T that must be defined and 
continuous (cf. Example 5). 
II. PRACTICAL ~VEASUREMENTS WITH RANDOM ERRORS 
As the data are known to be generated by a positive quantity, there ought 
to exist a positive measure p, such that (Ai, CL) equals di for (1 < j < n), 
where {dj} are the observed data. Unfortunately, errors of various kinds 
interfere in practical measurements, so that probably no positive p exists 
satisfying (K,, p) = d, (1 < j < n). To cope with this situation, we intro- 
duce quantities {X:j}i<j<n such that 
(kj, /JCL; + -Yj = dj (1 <j < n). (3) 
If the errors are of a systematic kind it might be possible to calculate {x,}~~~<~ 
and find a positive solution to (3). Usually, ~~~~~~~~~~ are random variables 
with a more or less well-known distribution, and we reformulate our 
reconstruction problem as follows: 
(Fl) Given the observed data {dl}14jGn, find the most probable bounded 
positive measure CL. 
For the moment, we assume that the errors {Xj}i<j<~~ arenormally distributed 
with zero means and nonsingular covariance matrix M. (In the Appendix 
we put forward a conceivable physical background to this hypothesis about 
the errors.) 
The probability density function for the normal distribution is 
f(f) = const. exp (- QfTA[), 
where A = (Uij) = M-l is the positive definite inverse of the positive 
definite matrix M. (Cf., for instance, [3, pp. 310-3111.) 
Following the “maximum likelihood method” way of reasoning, we state 
that the most likely p is the one which maximizesf(x), that is, minimizes 
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Hence, we are directed to the following formulation of the reconstruction 
problem: 
(F2) Find a bounded positive measure p, minimizing the positive definite 
quadratic expression Q(p). 
Note: Cf. Remark 2.1 on other assumptions concerning the distribution 
of the errors, which also lead to the formulation (F2). 
A positive measure p is (by definition) bounded if there exists a constant C 
such that 
In the numerical execution of a reconstruction by our method, it will be 
obvious presently that a value of C is used. Consequently this value must be 
chosen in advance (before p is known), and this must be done carefully, 
for the solution obtained will in many cases satisfy 
s dp = C. 
In some applications, the best value of C is known. This is the case, for 
instance, when the concentrations of the components in a mixture are 
sought, as, evidently, the sum of the relative concentrations will not exceed 
one. In other applications where it is hard to give a value for C in advance, 
there is generally no doubt about the existence of a bounding constant. In 
these cases it may be necessary to perform the calculation for several values 
of C and select one of the obtained “solutions” by other means. 
It might be mentioned that when reconstructing a spectrum one often has a 
good idea of the size of C though not an exact knowledge of its value. This is 
so because the value of the integral f dp corresponds to the total amount 
of radiation that has entered the spectrograph during the exposure. Knowing 
the properties of the radiation source, we can calculate a value for j dp which, 
being based on measurements, has random errors, and so should be handled 
in the same way as the other data. If we can assume that the error in the 
calculated value of j dp is normally distributed, it could conveniently be 
added to the other data by writing (cf. (3)) 
and at the same time increasing the covariance matrix by one row and one 
column. Then, the constant C should be given a value several times greater 
than d,,,. 
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For simplicity, we will in the sequel assume that the problems considered 
are normalized so that C’ = 1. \\-e write 
where e is thought to be a continuous function that is equal to 1 in a neigh- 
borhood of the support of the measures considered. 
The final mathematical formulation of the reconstruction problem con- 
sidered will be: 
(F3) Find a positive measure p over R” with total mass at most one 
((e, p) < l), minimizing the positive definite quadratic expression 
where k, are given continuous functions with compact support in R” and 
aif and dj are given constants. 
REMARK 2.1. Our assumption of normal distribution of the errors is 
actually unnecessarily restrictive. In fact, the reasoning leading from the 
formulation (Fl) to (F2) is valid for any probability density of the form 
f(x) = gw-4, 
where A is a strictly positive definite (n x n)-matrix andg(t) (0 < t < + m) 
is a monotonically decreasing function of t satisfying 
I ‘mtn~“g(t) dt < + 00. ‘0 
To see this, we note that the monotonic decreasing nature of g implies that 
f(x) is a maximum when xr4.r = Q(p) is a minimum as in the text above. 
A simple calculation shows that the finiteness of the integral is the condition 
for the existence of a covariance matrix M = (mr3), so the only thing that 
remains to be shown is that M = const. -4-l. We have 
mij = .I xjxj g(x=Ax) dx, 0-m dxn 
As A is a positive definite matrix there exists a nonsingular matrix B = (b,J 
satisfying BTAB = I, that is, -4-r = BBT. Using the coordinate trans- 
formation x = By we get; 
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Since g(zy%) is an even function of each yD all integrals with k # r vanish 
and we get 
rnij = detB 2 b&, j yi g (2,:) dy, ..* dy%. 
k=l p=1 
Here, the integrals have a fixed value independent of k, so we obtain 
mij = const. (BBT),i = const. (A-l)ij. 
REMARK 2.2. We can define a seminorm p on the space of measures A 
by putting 
The inequality p(p) < 1 then defines a neighborhood of the origin in the 
weak* topology for A. (This topology is defined as the smallest that makes 
the linear forms {f, p) continuous for all continuous functions f with com- 
pact support in Rm.) 
If there exists a (not necessarily positive) measure V, such that 
we can write 
(k, v) = di (1 < i < n), 
m = P(P - 4 
We can define two measures TV and X as being equivalent if p(p - A) = 0. 
The solution of our reconstruction problem (as in (F3)) will only be deter- 
mined modulo this equivalence relation, and it can be shown that all positive 
TV minimizing Q(,u) = p+ - V) belong to the same equivalence class. 
III. THE EXISTENCE, UNIQUENESS, AND STRUCTURE OF SOLUTIONS 
TO THE RECONSTRUCTION PROBLEM 
The proofs of the theorems in this paragraph will be geometrical. Consider 
the following subsets of Rn: 
1. V = {x : x = (k,(t), ..e, k,(t)); t E A”} 
where kj (1 < j < n) are continuous functions with compact support in R”. 
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2. The convex hull of 1.: 
K = ).Y : s = 2 h,(k,(t,), .“, h,(t,)); A, -3 0; 2 A, = 1; 
1=0 ,=o 
where ti (0 < i ,< n) are points in R”I. 
3. W = {x : x = ((h,, ,u), ..., /h,, p)); dp 3 0; <e, p\ < I} where 
Kj (1 <j < n) are the same functions as in the definition of V (and A). 
Observe first that the condition <e, p) < 1 in the definition of W can be 
replaced by (e, p ) = 1 as superfluous mass can be placed outside the 
supports of kj (1 <j < ~2). 
The set I’ is a compact subset of R” because it is a continuous image of 
the compact union of the supports of the functions kj. It is well-known 
(see for instance [4, p. 221) that the convex hull of a compact set in Rn is 
compact, so K is compact and consequently closed. 
The closed convex hull (K) of 57 can also be defined as the intersection 
of all closed halfspaces that contain I’. The center of gravity of every positive 
unit mass spread out on I’ is also contained in all the said halfspaces. However, 
the set of all such centers of gravity is exactly the set W, implying W C K. 
Conversely, every point in K is the center of gravity of a positive unit 
mass distribution on I7 consisting of n + 1 point-masses (Dirac measures) 
hi, which implies K C IV. 
The above discussion can thus be summarized as follows. 
THEOREM 1. W equals K, which is a convex and compact subset of R*. 
From the definition of Wand Theorem 1 it follows immediately that solving 
the geometrical problem (F4) below is equivalent to solving (F3). 
(F4) Find the minimum of 
Q(Z) = $2 ail(di - Zi)(dj - Zj) 
t=lJ=l 
forz=(zr, . . ..z.)EK 
THEOREM 2. There exists a unique point c E K that minimizes Q(z). 
PROOF: The existence of a minimizing c E K follows from the compactness 
of K. To prove the uniqueness, consider the set 
B= (x:xERn;Q(x)<q} 
where 4 is the minimum of Q(Z) for z E K. As Q is a positive definite quadratic 
form, B is an ellipsoid. Two cases may occur: 
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1. d E K. In this case we have min Q = q = 0 only for the point c = d. 
2. d 4 K. In this case the minimum will be attained for points z in the 
contact set between the convex sets K and B. As the frontier of an ellipsoid 
contains no straight line segments the contact set consists of only one point. 
Q.E.D. 
REMARK 3.1. According to the above argument, every point z E K corre- 
sponds to a positive measure with total mass at most one, so the existence 
of a solution to (F4) follows from Theorem 2. There can, however, exist 
several such measures corresponding to the same point c E K. 
REMARK 3.2. Putting 
we obtain a norm for Rn. If ~1 is a measure on Rm we denote by x(p) the point 
(0% PL), ..., (k,, CL)) E Rn (cf. the definition of W). The seminorm p(p) then 
satisfies 
P(P) = I I 44 I I, 
and we have 
Q(P) = II d - 4~) I/‘. 
REMARK 3.3. The nonlinear operator P : d -+ c is uniformly continuous. 
PROOF: If x1 and x2 are two points in R”, Cheney and Goldstein [5], for 
instance, show that 
II PXI - px, II G II Xl - x2 IL 
where I] 11 stands for the norm defined above. As this norm corresponds 
to the natural topology in R” the proof is complete. 
Speaking statistically, the point c obtained in the reconstruction is an 
estimate for a true point y corresponding to the sought measure. The in- 
equality in remark 3.3. makes it possible to estimate the accuracy in the 
determination of c. Writing E for the mathematical expectation, we have: 
THEOREM 3. If y E K is the point that corresponds to the true measure, 
we have 
E II c - Y II2 B E II d - Y 112, 
where 11 (1 stands for the norm dejined in Remark 3.2. 
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PROOF: Using Remark 3.3. and the fact that t’;l = y we get 
Squaring and taking expectations we obtain the result. Q.E.D. 
Note 1. L\‘e always have 
E II c - E(c) )I2 GE 11 c-y I12. 
Note 2. A calculation for normally distributed d gives 
E ]I d - y 1 I2 = n(= the dimension of the space). 
THEOREM 4. In the class of positive measures with total mass not exceeding 
one there exists an element p that minimizes Q(p) and consists of n or fewer 
point masses (Dirac measures). 
PROOF: The existence of a minimizing p is already proved in Theorem 2 
(remark). It remains to be proved that the unique minimum point c E K 
can be written as a convex combination of at most n points in V* According 
to a well known theorem (cf. [4, p. 351) every point in the convex hull of a 
set V C Rn, having not more than n components, can be written as a convex 
combination of Y < n points in V. Since K is the convex hull of V the theorem 
will be proved if we can show that V has not more than n components. In 
fact V is connected, because it is a continuous image of the whole of P. 
Q.E.D. 
REMARK 3.4. From Theorem 2 we know that the sets K and B have only 
one point, c, in common. Let P, be the intersection between V and the unique 
(cf. the proof of Theorem 2) hyperplane through c that separates the sets 
K and B. If the points in PC are linearly independent (which is the case 
only when there are at most n points in P,) the barycentric representation 
of c is unique, which implies that the corresponding measure TV is uniquely 
determined. 
However, uniqueness of p does not imply linear independence of the points 
in P,, since the situation may be as in the following example: Let PC consist 
of x1, x2, and one point xs on the open line segment joining x1 and xa. If 
c = xi, its barycentric coordinates are uniquely determined, although there 
is certainly a linear dependence between xi, x2, and xa. 
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IV. A SPECIAL CASE 
We shall consider the situation when some of the functions ki are equal: 
THEOREM 5. Assume that 
k - k - . . . = k,, P+l - 9+2 - 
and that the covariance matrix M satisfies the two conditions 
(1) E(d,2) = mJi = u2 for (p < j < n) 
E(d,d,) = milt = r for (p < j f k < n). 
(II) E(d,d,) = m,j = mi (independent of j) for (1 < i < p), (p < j $ n) 
(These conditions imply that the last n-p measurements interfere with each 
other in a symmetric way and with the first p measurements in a similar way.) 
Then, the solution of the n-dimensional problem in (F4) is obtained from 
the solution c* of the (p + 1)-d imensional problem (F5) below by putting 
Ci = C: (1 < i < P) 
C * D+l = cD+$ = -** = c, = l&l. 
(F5) Find the minimum of 
for z = (q, z2, .o*, zDtI) E K* 
where 
xs = di (1 < i <P) 
X IT+1 -!-2d, 
n - P j&p+1 
* 
%+1*,+1 = 2 2 aii 
t=p+lj=p+l 
338 
and 
PHILIP 
Is* = )x : .z = 2 A,(k,(t,), ‘.., k,_,(t,));A, 0; $A( = I{. 
1=n 2=0 
For the proof we need a lemma. 
LEMMA. If a matrix AI has all inverse and satis$es the conditions (I) an’d 
(II), then the inverse -q = AI-l has the properties: 
(1) Ujj = const. = a! (p < j < Pi) 
a,,=const. -/3 (p<j#k<n) 
(2) aLj = a, (independent of j) (1 < i < p), (p <j < n). 
PROOF: The matrix M is not altered when two of its last n-p rows and 
(for the symmetry) the corresponding columns are interchanged. Consequent- 
ly, the inverse A of M must possess the same invariance property, proving 
the lemma. 
PROOF OF THEOREM 5: The assumption 
k - k Dfl - ... = 4, 9x2 
implies that the set K, defined in paragraph 3, lies in the (p + l)-dimensional 
subspace E C Rn that is defined by the equations 
xv+1 = xv+2 = ..’ = x,. 
We shall show that the problem (F4) of finding a point z E K, minimizing 
11 z - d 1 I, then can be divided into two consecutive problems: 
1. TofindxEEminimizing IIx-ddjl. 
2. TofindzEKCEminimizing)/z-.x1(. 
To justify this division we introduce the inner product (x, y) = xTAy7 
corresponding to the norm 11 I I. We have 
11 z - d [I2 = /) z - x (I2 + )( x - d )I2 + 2(2 - x, x - d). 
Now, it is well-known that the point N E E minimizing II x - d 11 satisfies 
(Z - x, x - d) = 0 for all z E E, and so we have 
II x - d II2 = II z - x II2 + II x - d II27 
implying 
rn& 11 z - d )I2 = z$ 1) z - x II2 + II .x - d l12. 
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This formula shows that the same value of the minimum is obtained by the 
two steps as by direct calculation. As the minimizing point c E K is unique 
(Theorem 2) the division is justified. 
Now we turn to the first step: 
Rlinimizellz--d/l for ZEE. 
As we mentioned above the point x is uniquely determined by the following- 
equations 
(x - d)TAz = 0 for all a E E. 
Writing out the consequences of these equations explicitly and using the 
relations (1) and (2), which are valid according to the lemma, we obtain 
xi = di (1 <i,<P), 
xi = --?Y- 2 dk 
n - P h.=p+1 
(P <.i < 4. 
(Cf. the formulation of the theorem.) 
The next step is to find z E K minimizing 11 z - x 11 . We have 
S = 11 Z - X 11’ = 2 2 Ujt(Zj - LTj)(Zj - Xj), 
i=l 3=1 
and can introduce 
X p+l = x9+2 = .*. = xn = y 
x p+l = ZPf2 = ..’ = x, = u. 
Using (1) and (2) and the following definition 
a= 2 a,j=or+(n+P--)P 
k=p+1 
we can write 
S = 2 2 U,j(Zj - Xj)(Zj - Xj) + 2(U - Y) 2 (n - P) ai(zi - xi) 
i=l j=l i=l 
+ (n -8 a@ - d2. 
Employing the definition of the (p + 1) x (p + 1)-matrix A* = (UC) in 
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the formulation of the theorem and the relations (1) and (2) and putting 
zD+l for u we have 
s =p. 
To complete the proof, we notice that the mapping c* + c in the formulation 
puts K* in a biunivoque correspondence with K. Q.E.D. 
REMARK 5.1. The most natural way to obtain A* is not from A as above, 
but rather to determine it as the inverse of the covariance matrix M* = (mg) 
for the random variables 
We have 
* mi, = mi3 (1 \<i,i<PP) 
and can calculate the rest of the elements of M* with the aid of the condi- 
tions (I) and (II): 
* mi*D+l = E(xg) = & $ E(didj) = mi (1 d i \(P) 
j--P+1 
m,*,l,,+l = W2) =(n ! pJ2 =g ,=$ -Wj4) = $--+ a2 + n i” ’ 7. 
, P+lk P+l 
Example. Suppose n = 3, p = 1 and 
A = M-1 = f i 
4 -2 -2 
-zj--'T---l . 
-2 1 5 
Calculating M* from M and A* from A we get 
It is easily verified that A* is the inverse of M*. 
REMARK 5.2. Of course the process of uniting data from measurements 
with identical k, described in this section can be repeated if there is more 
than one group of identical A,. 
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V. EXAMPLES 
ExampEe 1. We wish to determine a positive measure ~1 on the real axis 
(m = l), with (e, CL) < 1, and we have made two measurements (n = 2). 
Let k,(t) = s;‘” t 1 0<t<?7 otherwise 
k,(t) = 
sin (t - n/2) 42 6 t < Ln 
2 
0 otherwise 
::+ 
N/2 lT 
FIG. 2 
Let !m = *$ (Xi - dd2. 
Figure 3 is obtained in Rn = R2 if d $ K. 
FIG. 3 
Here, the set V (defined in the beginning of Section III) is a closed 
curve and K is the set bounded by T’. As d I$ K, the point c lies on the bound- 
ary of K, that is in v”, so the solution consists of one single point-mass. 
242 PHILIP 
\5’e obtain the point c directly from the diagram: 
It corresponds to a unit point-mass in t = (77/2) + arctan (d,/d,). 
Example 2. Enlarge Example 1 by assuming one more measurement 
(n = 3) so that 
\sin (t - 7r) 
w = ,(-J 
n-<t<2n 
otherwise 
Q(z) = 2 (zl - d,)n 
2=i 
We obtain Fig. 4. Here, the closed convex hull K of V is no longer only 
a plane set bounded by I’. The point c in the diagram lies on the boundary of 
K but is not a point in V; thus the solution consists of more than one mass- 
point. 
FIG. 4 
Example 3. Extend Example 1 by assuming one more measurement 
(n = 3) made with K, = k, and let 
Q(x) = 2 (zi - dd2, 
i=l 
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Suppose that dT = (0.5, 0.8, 1.0). The point c is on the curve V (Fig. 5) 
and can be described by a parameter t: 
c1 = sin t 
ce = cg = - cos t. 
I 
FIG. 5 
We get 
Q = (0.5 - sin t)2 + (0.8 + cos t)2 + (1.0 + cos t)2, 
Putting dQ/dt = 0, we obtain the following equation for t: 
0.5 cos t + 1.8 sin t + cos t sin t = 0 
(The solution is t = 151.5”) 
Now, we wish to apply the method described in Section V, to take together 
the data from the measurements 2 and 3. First, we calculate 
Xl = dl = 0.5 
x2 = & (d, + d3) = 0.9, 
The minimization of 
Q* = (0.5 - sin t)* + 2(0.9 + cos t)2 
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then leads to the equation 
1 d0” 
- - h = 
2 dt 
0.5 cos f + 1.8 sin 1 - cos f sin i! = 0, 
which is the same as above. 
Example 4. Let Y,V = 1, n = 3 and k, be according to Fig. 6. If dr is 
small Fig. 7 is obtained. Here we see that there are several mass distributions 
on the interval (2 < t < 3) all having c as center of gravity. (cf. Remark 3.4.) 
t 
;+ 
0 2 3 4 
FIG. 6 
FIG. 7 
Example 5 (cf. Section I, Remark 6) We wish to determine the relative 
concentrations {xi}rdl G8 of s components in a mixture. We cannot measure 
the values of xi directly, but we can obtain the values of certain linear forms 
of them and thus write a system of equations as follows: 
Kx = d, 
RECONSTRUCTIONFROM MEASUREMENTS 345 
where K is a (n x s)-matrix, x = (xi, ..., x,)’ represents the relative concen- 
trations and d = (4, “‘, d,f represents the data obtained. As we must 
assume the existence of random errors we cannot hope to find Y satisfying 
both the equations above and 
(e, X) = 2 Xi < 1; Jci > 0. 
I=1 
Assuming the measurements have normally distributed random errors, with 
means zero known covariance matrix and describing the unknown concentra- 
tions by a measure 
/..L = f; Xi& 
i=l 
where ai are Dirac-measures at, for instance, the integers 1 < i < s on the 
real axis, we can formulate our problem (almost) as (F3) by letting the 
functions kj take the values 
k,(i) = kji 
where kji are the elements of the matrix K. The only difference from (F3) 
in the formulation above is the need of the additional condition that the 
support of the solving measure must be the integers 1 < i < S. This condi- 
tion is numerically easy to handle. 
VI. CONCLUSIONS 
The fact that measurements generally suffer from random errors makes it 
necessary to use statistical terms in the formulation of a reconstruction 
problem as (Fl). Further, one has to realize that no solution can be obtained 
without a hypothesis on how the errors enter into the measurements. The 
hypothesis used in the formulation of (F2) is simple, but no doubt it can be 
employed in connection with many real problems. 
There is no reason to make more or less justified guesses about the form of 
the solution of a reconstruction problem. Every assumption that the solution 
is a finite sum of functions from a particular system of functions is an un- 
justified guess. The reason for an assumption of this kind is generally a 
wish to obtain a “well-behaved” solution, and all the restricting conditions 
introduced in connection with such an assumption are all too easily disregar- 
ded. Instead, it should be pointed out that the solution of a reconstruction 
problem, as it is formulated in (Fl) and (F2), is not in general a conti- 
nuous function, but a measure consisting of discrete point masses. If from 
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physical reasons, the quantity to be determined is known to be a function 
satisfying some regularity conditions, the calculation is in any case begun 
by solving a well defined reconstruction problem as (F3), based on a finite 
number of measured data. The obtained solution, thereafter, can be changed, 
by numerical or graphical methods, to become a physically satisfactory 
solution. No longer is there any reason to make unjustified changes of the data 
before the reconstruction. A procedure that is improper from this point of 
view is to fit a curve to the data in diagram, and then pick values, perhaps 
more than the number of measurements, from the curve as data for the 
numerical reconstruction. 
APPENDIX 
Here we wish to justify the hypothesis about the errors used in the formula- 
tion (F3). To this end we shall outline a simple but illustrative example 
of a measuring arrangement, which produces errors of the type assumed in 
(F3). The measuring arrangement is assumed to consist of a number of 
“boxes,” each performing a linear transformation to its input: 
/L*(t) cpw 
f(t,s) = 
measured quantity 
h(s,u) 
d(u) 
data 
FIG. 8 
Here, t(s) is a Gaussian stochastic process with mean zero and covariance 
qm c-(t)) = 45 t). 
The transformations performed by the boxes will be described by the follow- 
ing formulas; 
These formulas may easily be generalized so as to be applicable to measuring 
instruments corresponding to more boxes than in the example. 
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Formally combining the expressions above, we get 
44 = j.j &, u)f(t, s) ds Q(t) + j 4,~) t(s) ~3. (4) 
The second integral is stochastic (cf. [6, 1.3.1) and in the first, one integration 
is with respect to the Radon measure /.L. 
For every fixed value uj (1 <i < n) of II, introduce 
Xj = 
s 
h(s, uj) s(s) ds (1 <<i < n) 
which become normal random variables with zero means and covariance 
matrix (qj): 
= II h(s, ui) h(t, uj) r(s, t) ds dt. 
By also introducing 
& 4 = I&, u)f(t, 4 ds 
we can write (4) as follows 
dj = d(uj) = j K(t, ui) dp(t) + Xj (1 <j < 4. (5) 
If the formal operations performed can be justified, thus attributing a 
meaning to the expressions (5), we have in these expressions a formulation 
conforming with (3). 
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