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Рассматривается простейшая модель эшелонированной системы про-
тивовоздушной обороны (ПВО). Дополнительно к предыдущей рабо-
те авторов на эту тему учитываются вероятности обстрела цели на
каждом рубеже, определяемые исходя из модели системы массового
обслуживания (СМО) с отказами. Количество каналов определяется
числом средств ПВО, назначенных для действия на данном рубеже и
их канальностью (по целям). Это позволяет избавиться от зон нечув-
ствительности ранее предложенной кусочно-линейной (по средствам)
модели определения вероятности обстрела в тех областях, где она по-
стоянна. Известно, что полученная вероятность обстрела, выражаемая
формулой Эрланга, аппроксимируется отношением двух нормальных
функции распределения. В результате модель становится нелинейной,
что отражает объективно нелинейный характер процесса преодоления
эшелонированной ПВО.
Ключевые слова: дискретное оптимальное управление, условия диф-
ференцируемости критерия, сопряженная система, структура градиен-
та критерия, осреднение правых частей системы, структура производ-
ных осредненных функций, комбинированный метод проекции градиен-
та и метод Поляка, рандомизация комбинированного метода градиент-
ного спуска, стохастический градиент осредненной задачи, сходимость
рандомизированной процедуры почти наверное.
Вестник ТвГУ. Серия: Прикладная математика. 2015. № 4. С. 65–83.
Введение
Рассматривается простейшая модель эшелонированной системы противовоз-
душной обороны (ПВО) на заданном направлении. Эта модель представляет собой
частный случай задачи дискретного оптимального управления (ОПУ) терминаль-
ного типа и может быть решена методом градиентного спуска. Главной проблемой
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является недифференцируемость липшицевых функций в правых частях уравне-
ния движения и их производных по совокупности переменных, что делает некор-
ректным использование классических результатов о дифференцируемости терми-
нального критерия и построения его градиента на основе сопряженной системы.
В предыдущей работе авторов было предложено использовать процедуру
осреднения функций в правых частях уравнения движения по совокупности пере-
менных в малой окрестности, радиус которой ℎ считается малым параметром. В
результате указанные функции становятся дифференцируемыми по совокупности
переменных и для решения полученной аппроксимирующей задачи можно исполь-
зовать метод градиентного спуска. Критерий полученной задачи аппроксимирует
исходный критерий с точностью 𝑂(ℎ) и, следовательно, полученная таким образом
задача аппроксимирует исходную задачу по значению с такой же точностью. Для
того, чтобы избежать вычисления интегралов от правых частей системы пред-
ложенную процедуру рекомендовалось рандомизировать, вводя в правую часть
основной и сопряженной системы соответствующие случайные возмущения по со-
вокупности аргументов. По вычислительной сложности предложенный метод сто-
хастического градиентного спуска будет эквивалентен методу градиентного спуска
для исходной задачи, но в отличие от него корректен.
В настоящей работе дополнительно учитываются вероятности обстрела цели
на каждом рубеже, определяемые исходя из модели системы массового обслу-
живания (СМО) с отказами. Количество каналов определяется числом средств
ПВО, назначенных для действия на данном рубеже и их канальностью (по це-
лям). Это позволяет избавиться от зон нечувствительности ранее предложенной
кусочно-линейной (по средствам) модели определения вероятности обстрела в тех
областях, где она постоянна. Известно, что полученная вероятность обстрела, вы-
ражаемая формулой Эрланга, аппроксимируется отношением двух нормальных
функции распределения. В результате модель становится нелинейной, что отра-
жает объективно нелинейный характер процесса преодоления эшелонированной
ПВО.
1. Постановка общей задачи управления эшелонированной ПВО
Пусть 𝑇нал – общая продолжительность налета, 𝑥𝑡 – количество средств воз-
душного нападения (СВН) противника, прорвавшихся к 𝑡−му рубежу эшелониро-
ванной ПВО на заданном направлении, 𝑡 = 0, 1, ..., 𝑇 − 1. Далее, пусть 𝑢𝑡 – число
средств ПВО, которые действуют по противнику на 𝑡-м рубеже обороны,
𝑇−1∑︁
𝑡=0
𝑢𝑡 6 𝑈, (1)
где 𝑈 – общее количество однородных в простейшем случае средств ПВО.
Предположим, что каждое средство ПВО может действовать только на одном
рубеже и воздействовать лишь по одной цели, и обратно – на каждую цель на дан-
ном рубеже может назначаться только одно средство ПВО (одноканальность по
целям). Более сложные случаи, когда одно средство ПВО может действовать по
нескольким целям (многоканальность по целям), на нескольких рубежах и по од-
ной цели может назначаться несколько средств ПВО, предполагается рассмотреть
в последующих работах.
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Пусть 𝜏 𝑡ц – среднее время цикла стрельбы одного средства ПВО для обстрела
цели на 𝑡−ом рубеже. Тогда плотность стрельбы есть величина 𝜇𝑡 = 1/𝜏 𝑡ц. Обозна-
чим через 𝜆𝑡 = 𝑥𝑡/𝑇нал – соответствующую плотность потока целей на 𝑡−ом рубе-
же, а через 𝛼𝑡 = 𝜆𝑡/𝜇𝑡 = 𝑥𝑡𝜏
𝑡
ц/𝑇нал = 𝑥𝑡/𝑟𝑡 – их отношение. Здесь 𝑟𝑡 = 𝑇нал/𝜏
𝑡
ц –
предельное количество воздействий по противнику одним средством ПВО. Тогда
вероятность обстрела 𝑃 0𝑡 одного СВН на 𝑡-ом рубеже может при обычных предпо-
ложениях пуассоновости всех потоков событий может быть получена по формуле
Эрланга для 𝑢𝑡-канальной СМО с отказами [9]:
𝑃 0𝑡 =
𝑅(𝑢𝑡 − 1, 𝛼𝑡)
𝑅(𝑢𝑡, 𝛼𝑡)
.
Здесь
𝑅(𝑛, 𝛼) =
𝑚∑︁
𝑘=0
𝛼𝑘
𝑘!
𝑒−𝛼
есть функция Пуассоновского распределения, табулированная в [9]. При 𝛼 > 20
функцию 𝑅(𝑚,𝛼) можно аппроксимировать нормальной функцией распределения
[9]:
𝑅(𝑚,𝛼) ≈ Φ *
(︂
𝑚 + 0, 5− 𝛼√
𝛼
)︂
,
где
Φ * (𝑥) = 1√
2𝜋
𝑥∫︁
−∞
𝑒−
1
2 𝑡
2
𝑑𝑡 (2)
есть функция нормального распределения, табулированная в [9].
Отсюда получаем следующую приближенную формулу для вероятности об-
стрела одной цели на 𝑡−ом рубеже в стохастической модели СМО (далее для
краткости – стохастической модели):
𝑃 0𝑡 = 𝑃
0
𝑡 (𝑥𝑡, 𝑢𝑡) ≈ Φ *
(︃
𝑢𝑡 − 0, 5− 𝑥𝑡/𝑟𝑡√︀
𝑥𝑡/𝑟𝑡
)︃
/Φ *
(︃
𝑢𝑡 + 0, 5− 𝑥𝑡/𝑟𝑡√︀
𝑥𝑡/𝑟𝑡
)︃
. (3)
В отличие от исходной формулы Эрланга, аппроксимирующая функция опреде-
лена для нецелых значений 𝑢𝑡 и непрерывно дифференцируема по 𝑢𝑡, что будет
важно дальше при построении градиентных методов оптимизации.
Величина 𝛼𝑡 = 𝑥𝑡/𝑟𝑡 имеет смысл минимального количества средств ПВО на
𝑡−ом рубеже, при котором все цели будут обстреляны.
Для сравнения в предыдущей работе была фактически получена формула для
вероятности обстрела одной цели на 𝑡−ом рубеже в общей детерминированной
модели (далее для краткости – детерминированной модели):
𝑃 0𝑡 = 𝑃
0
𝑡 (𝑥𝑡, 𝑢𝑡) = min(1,
𝑟𝑡𝑢𝑡
𝑥𝑡
) = min(1,
𝑢𝑡
𝛼𝑡
𝑡). (4)
Пример 1. Предположим, что 𝛼𝑡 = 20, то есть нужно не меньше 20 средств ПВО,
чтобы все цели были обстреляны в детерминированной модели. Спрашивается, ка-
кова при этом будет вероятность обстрела в стохастической модели 𝑛−канального
СМО? Некоторое представление об указанных вероятностях дает Таблица 1.
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Таблица 1: Вероятность обстрела
в стохастической модели 𝑛−канального СМО
количество средств ПВО 𝑢𝑡 0 3 5 10 20 ∞
𝑃 0𝑡 в стохастической модели 0 0,00 0,26 0,55 0,85 1
𝑃 0𝑡 в детерминированной модели 0 0,15 0,25 0,50 1,00 1
Видно, что при 𝑛 = 20 вероятность обстрела будет монотонной, не выпуклой и
не вогнутой функцией от количества средств ПВО 𝑢𝑡.
Возвратимся к простейшей модели СМО системы эшелонированной ПВО.
Среднее число средств, преодолевших 𝑡−й рубеж, можно определить теперь по
формуле:
𝑥0 = 𝑋,𝑥𝑡+1 = 𝑥𝑡(1− 𝑝𝑡𝑃 0𝑡 (𝑥𝑡, 𝑢𝑡)) ≈
≈ 𝑥𝑡
(︂
1− 𝑝𝑡Φ *
(︂
𝑢𝑡−0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂
/Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂)︂
, 𝑡 = 0, 1, ..., 𝑇 − 1, (5)
где 𝑋 – общее количество однородных в простейшем случае СВН противника,
действующих на данном направлении.
Обозначим функцию в правой части полученного уравнения через 𝐹𝑡(𝑥𝑡, 𝑢𝑡).
Здесь 𝑝𝑡 – вероятность поражения средства воздушного нападения противника
одним воздействием 𝑡-м рубеже, 𝑞𝑡 = 1− 𝑝𝑡 – соответствующая вероятность непо-
ражения. Требуется так распределить средства ПВО по рубежам, чтобы миними-
зировать количество 𝑥𝑇 средств воздушного нападения (СВН) противника, пре-
одолевших все рубежи обороны на данном направлении.
Такие задачи преодоления противовоздушной обороны с использованием функ-
ций минимума для вероятности обстрела типа (4) впервые были поставлены в [1].
Именно в [1] изучалась задача распределения ресурсов по направлениям на одном
рубеже обороны, которую в наших обозначениях можно поставить следующим
образом. Требуется минимизировать общее количество прорвавшихся СВН про-
тивника:
𝑇−1∑︁
𝑡=0
max {0, 𝑥𝑡 − 𝑝𝑡𝑢𝑡}
по всевозможным распределениям [𝑢𝑡] средств ПВО по направлениям, удовлетво-
ряющих условию (1). Здесь 𝑥𝑡 > 0 – количество СВН противника, действующих
на направлении 𝑡 = 0, 1, ..., 𝑇 − 1, так что выполняется условие:
𝑇−1∑︁
𝑡=0
𝑥𝑡 = 𝑋,
где 𝑋 – общее количество СВН противника.
Для этой задачи в [1] вычислены соответствующие минимакс и максимин, пред-
ставляющие собой гарантированные результаты сторон и получены условия ин-
формированности сторон, при которых минимакс будет решением двусторонней
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игры двух лиц. Это условие состоит в том, что противник еще до удара знает рас-
пределение средств ПВО по направлениям, а оборона будет иметь информацию о
распределении СВН противника лишь с началом и в ходе удара. В этих условиях
противнику выгодно сосредоточить все силы на наименее защищенном направле-
нии, а обороне – распределить их возможно более равномерно по направлениям.
Задача оптимального управления (ОПУ) (1), (5) уточняет описанную задачу
распределения ресурсов обороны на заданном направлении по рубежам и исполь-
зует более адекватную нелинейную модель СМО (3) для определения вероятности
обстрела цели на каждом рубеже.
2. Дальнейшая формализация задачи
Введем искусственную фазовую переменную 𝑥0𝑡 = 𝑢𝑡 с начальным условием:
𝑥00 = 0, (6)
и уравнением движения:
𝑥0𝑡+1 = 𝑥
0
𝑡 + 𝑢𝑡, 𝑡 = 0, ..., 𝑇 − 1, (7)
тогда ограничение (1) превращается в фазовое ограничение:
0 6 𝑥0𝑇 6 𝑈. (8)
Критерием служит терминальный функционал:
𝐼 ([𝑢𝑡]) = Ф(𝑥𝑇 ) = −𝑥𝑇 → max, (9)
который следует максимизировать по всевозможным управлениям
[𝑢𝑡] = (𝑢0, 𝑢1, ..., 𝑢𝑇−1), 𝑢𝑡 ∈ 𝑉𝑡 = [0, 𝑣𝑡] , 𝑡 = 0, 1, ..., 𝑇 − 1. (10)
Поставленная простейшая задача управления системой эшелонированной ПВО
(5)-(10) является терминальной задачей дискретного оптимального управления
с фазовым ограничением (8). Фазовые ограничения считаются тяжелыми для по-
строения численным методов оптимизации. Поэтому мы предпочитаем смотреть
на нее как на конечномерную задачу математического программирования. К полу-
ченной задаче математического программирования можно применить метод обоб-
щенных градиентов [3] типа Поляка [5], который легко справляется со сложными
ограничениями типа неравенств. В свою очередь условия дифференцируемости и
вид градиента критерия (9) мы возьмем с учетом специфики его определения в
задачах дискретного ОПУ [6].
Задача дискретного оптимального управления (ОПУ), частным случаем ко-
торой является простейшая задача управления эшелонированной системой ПВО,
может быть записана в виде:
𝐼 ([𝑢𝑡]) =
𝑇−1∑︀
𝑡=0
𝐹 0𝑡 (𝑥𝑡, 𝑢𝑡) + Φ(𝑥𝑇 ) → max;
𝑥𝑡+1 = 𝐹𝑡(𝑥𝑡, 𝑢𝑡), 𝑡 = 0, 1, ..., 𝑇 − 1;𝑥0 = 𝑎;
𝑥𝑡 ∈ 𝐸𝑛, [𝑢𝑡] = (𝑢0, 𝑢1, ..., 𝑢𝑇−1), 𝑢𝑡 ∈ 𝑉𝑡 ⊂ 𝐸𝑟,
𝑡 = 0, 1, ..., 𝑇 − 1;𝐹𝑡 = (𝐹 11 , ..., 𝐹𝑛𝑡 ).
(11)
70 ПЕРЕВОЗЧИКОВ А.Г., ЛЕСИК И.А., ЯНОЧКИН И.Е.
Функции Φ, 𝐹𝑡, 𝐹
0
𝑡 , 𝑡 = 0, 1, ..., 𝑇 − 1, в общем случае предполагаются непрерывны-
ми вместе со своими производными по 𝑥, 𝑢, множества допустимых управляющих
воздействий 𝑉𝑡- выпуклы, замкнуты и ограничены. Кроме того функции 𝐹𝑡 пред-
полагаются липшицевыми по совокупности переменных в области определения с
единой константой 𝐿 > 0.
3. Метод градиентного спуска для решения поставленной задачи
Введем функцию Гамильтона:
𝐻𝑡(𝑥𝑡, 𝜓𝑡, 𝑢𝑡) = ⟨𝜓𝑡, 𝐹𝑡(𝑥𝑡, 𝑢𝑡)⟩ , (12)
где 𝜓𝑡 ∈ 𝐸𝑛 – сопряженные переменные, ⟨., .⟩ – скалярное произведение векторов
в 𝐸𝑛.
Введем сопряженную систему:
𝜓𝑡−1 =
𝜕𝐻𝑡(𝑥𝑡, 𝜓𝑡, 𝑢𝑡)
𝜕𝑥
, 𝑡 = 𝑇 − 1, ..., 1;𝜓𝑇−1 = 𝜕Φ(𝑥𝑇 )
𝜕𝑥
. (13)
Через 𝐿𝑇2 [0, 𝑇 ] обозначим гильбертово пространство вектор-функций дискретной
переменной [𝑢𝑡] = (𝑢0, 𝑢1, ..., 𝑢𝑇−1) со скалярным произведением и нормой, задан-
ными, соответственно, формулами:
⟨[𝑢𝑡] , [𝑣𝑡]⟩𝐿2 =
𝑇−1∑︁
𝑡=0
⟨𝑢𝑡, 𝑢𝑡⟩𝐸𝑟 ; ‖[𝑢𝑡]‖ =
(︃
𝑇−1∑︁
𝑡=0
|𝑢𝑡|2𝐸𝑟
)︃1/2
.
Тогда при сделанных предположениях критериальная функция в (11) непрерывна
и дифференцируема в норме 𝐿𝑇2 [0, 𝑇 ], причем ее градиент 𝐼
′ ([𝑢𝑡]) представляется
в виде [6]:
𝐼 ′ ([𝑢𝑡]) = {𝐻 𝑡𝑢 (𝑥𝑡, 𝜓𝑡, 𝑢𝑡), 𝑡 = 0, 1, ..., 𝑇 − 1} ∈ 𝐿𝑇2 [0, 𝑇 ], (14)
где 𝑥𝑡, 𝜓𝑡 – решения основной и сопряженной системы, соответствующие выбран-
ному управлению [𝑢𝑡].
В частности для простейшей модели системы эшелонированной ПВО имеем:
𝐹 0𝑡 = 0;
Φ ≡ −𝑥𝑇 ;
𝑥𝑡 ∈ 𝐸1, 𝑢𝑡 ∈ 𝐸1;𝑉𝑡 = [0, 𝑣𝑡] ⊂ 𝐸1;
𝑡 = 0, 1, ..., 𝑇 − 1.
Функция Гамильтона будет иметь вид:
𝐻𝑡(𝑥𝑡, 𝜓𝑡, 𝑢𝑡) = 𝜓𝑡𝐹𝑡(𝑥𝑡, 𝑢𝑡) =
= 𝜓𝑡𝑥𝑡
(︂
1− 𝑝𝑡Φ *
(︂
𝑢𝑡−0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂
/Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂)︂
, 𝑡 = 0, 1, ..., 𝑇 − 1.
Сопряженная система будет иметь вид:
𝜓𝑡−1 =
𝜕𝐻𝑡(𝑥𝑡, 𝜓𝑡, 𝑢𝑡)
𝜕𝑥
= 𝜓𝑡𝐹𝑡𝑥(𝑥𝑡, 𝑢𝑡) =
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= 𝜓𝑡
(︂
1− 𝑝𝑡Φ *
(︂
𝑢𝑡−0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂
/Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂)︂
+
+ 𝜓𝑡𝑝𝑡
2
√
2𝜋𝑥𝑡/𝑟𝑡
{︁[︂
𝑒−
(𝑢𝑡−0.5−𝑥𝑡/𝑟𝑡)2
2𝑥𝑡/𝑟𝑡 (𝑢𝑡 − 0, 5 + 𝑥𝑡/𝑟𝑡)Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂]︂
−
−
[︂
Φ *
(︂
𝑢𝑡−0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂
𝑒−
(𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡)2
2𝑥𝑡/𝑟𝑡 (𝑢𝑡 + 0, 5 + 𝑥𝑡/𝑟𝑡)
]︂}︁
/
(︂
Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂)︂2
.
Компоненты градиента (14) имеют вид:
𝐻𝑡𝑢(𝑥𝑡, 𝜓𝑡, 𝑢𝑡) = 𝜓𝑡𝐹𝑡𝑢(𝑥𝑡, 𝑢𝑡) =
= − 𝜓𝑡𝑥𝑡𝑝𝑡√
2𝜋𝑥𝑡/𝑟𝑡
{︁[︂
𝑒−
(𝑢𝑡−0.5−𝑥𝑡/𝑟𝑡)2
2𝑥𝑡/𝑟𝑡 Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂]︂
−
−
[︂
Φ *
(︂
𝑢𝑡−0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂
𝑒−
(𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡)2
2𝑥𝑡/𝑟𝑡
]︂}︁
/
(︂
Φ *
(︂
𝑢𝑡+0,5−𝑥𝑡/𝑟𝑡√
𝑥𝑡/𝑟𝑡
)︂)︂2
.
(15)
3.1 Комбинированный метод проекции градиента и Поляка
Этот метод формально применяется к задаче на минимум, поэтому изменим
знак критерия (9) на противоположный. Имея градиент (15), для решения про-
стейшей задачи можно теперь воспользоваться комбинированным методом проек-
ции градиента и Поляка [4] с программным шагом:
𝑢𝑡(𝑘 + 1) =
{︂
𝑃 (𝑢𝑡(𝑘)− 𝑎𝑘𝐻𝑢𝑡(𝑥𝑡(𝑘), 𝜓𝑡(𝑘), 𝑢𝑡(𝑘)), 𝐺(𝑢(𝑘)) 6 0;
𝑃 (𝑢𝑡(𝑘)− 𝑎𝑘𝐺𝑢𝑡(𝑢(𝑘));𝐺(𝑢(𝑘)) > 0; ; 𝑡 = 0, ..., 𝑇 − 1,
𝑘 = 1, 2, ...
(16)
где 𝑘 – номер шага; 𝑎𝑘 = 𝐷𝑘
−𝑠 – программный шаг метода, 1/2 < 𝑠 < 1, – пара-
метр, например 𝑠 = 3/4; 𝐷 – характерный размер множества допустимых решений
задачи, например оценка диаметра; 𝐺(𝑢) =
𝑇−1∑︀
𝑡=0
𝑢𝑡 − 𝑈 – функция в ограничении
(1) задачи; 𝐺𝑢 = (𝐺𝑢0 , ..., 𝐺𝑢𝑇−1) – ее градиент;
𝑃 (𝑢𝑡) =
{︂
𝑢𝑡, 𝑢𝑡 > 0,
0,
= max(𝑢𝑡; 0) (17)
– оператор проектирования на неотрицательный луч пространства управляющих
воздействий 𝑢𝑡. Предполагается для простоты, что 𝑣𝑡 = ∞ в (11). В общем случае
необходимо проектировать на отрезок [0, 𝑣𝑡].
Пример 2. Сделать два шага метода Поляка для начального управления 𝑢𝑡(1) ≡ 8,
считая, что 𝑥0 = 17, 27;𝑇 = 3;𝐷 = 𝑈 = 24; 𝑝𝑡 = 0, 7; 𝑏𝑡 = 1 и решается задача
минимизации критерия 𝐼 ([𝑢𝑡]) = 𝑥𝑇 . Решение представлено в Таблице 2.
4. Устойчивость задачи дискретного ОПУ
Введем функции:
𝐹 0(𝑈, 𝑢) = 𝐼 ([𝑢𝑡]) ;𝑢 = [𝑢𝑡] ;
𝐹 1(𝑈, 𝑢) =
𝑇−1∑︀
𝑡=0
𝑢𝑡 − 𝑈 ;
𝐹 𝑗(𝑈, 𝑢) = −𝑢𝑗−2; 𝑗 = 2, ..., 𝑇 + 1,
(18)
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Таблица 2: Решение задачи из Примера 2
№ t 0 1 2 Примечания
1 𝑢𝑡(1) 8 8 8 𝑢𝑡(1) ≡ 8;𝐺(𝑢(1)) 6 0
?¯?𝑡− -2,35 -0,98 0,69 ?¯?
𝑡
− = (𝑢𝑡 − 0, 5− 𝑥𝑡/𝑟𝑡)/
√︀
𝑥𝑡/𝑟𝑡
Φ*− 0,0095 0,1635 0,7549 Φ
*
− = Φ * (?¯?𝑡−)
?¯?𝑡+ -2,11 -0,67 1,10 ?¯?
𝑡
+ = (𝑢𝑡 + 0, 5− 𝑥𝑡/𝑟𝑡)/
√︀
𝑥𝑡/𝑟𝑡
Φ*+ 0,0175 0,2514 0,8643 Φ
*
+ = Φ * (?¯?𝑡+)
2 𝑥𝑡 17,27 10,71 5,83 𝑥𝑡+1 = 𝑥𝑡(1− 𝑝𝑡Φ*−/Φ*+)
𝑝𝑡 0,62 0,54 0,39 𝑝𝑡 = 1− 𝑝𝑡Φ*−/Φ*+
(?¯?𝑡−)
2 5,53 0,96 0,48 (?¯?𝑡−)
2 = (𝑢𝑡−0, 5−𝑥𝑡/𝑟𝑡)2/(𝑥𝑡/𝑟𝑡)
𝑢𝑡− -9,77 -3,21 1,67 𝑢
𝑡
− = 𝑢𝑡 − 0, 5− 𝑥𝑡/𝑟𝑡
𝑒𝑡− 0,06 0,62 0,79 𝑒
𝑡
− = exp(−1/2(?¯?𝑡−)2)
(?¯?𝑡+)
2 4,45 0,46 1,22 (?¯?𝑡+)
2 = (𝑢𝑡+0, 5−𝑥𝑡/𝑟𝑡)2/(𝑥𝑡/𝑟𝑡)
𝑢𝑡+ -8,77 -2,21 2,67 𝑢
𝑡
+ = 𝑢𝑡 + 0, 5− 𝑥𝑡/𝑟𝑡
𝑒𝑡+ 0,11 0,80 0,54 𝑒
𝑡
+ = exp(−1/2(?¯?𝑡+)2)
3 𝜓𝑡 0,16 0,39 1,00
𝜓𝑡−1 = 𝜓𝑡[𝑝𝑡 + 𝑝𝑡/(2
√︀
2𝜋𝑥𝑡/𝑟𝑡)×
×{𝑒𝑡−?¯?𝑡−Φ*+ − Φ*−𝑒𝑡+?¯?𝑡+}/(Φ*+)2
4 𝐻𝑡𝑢 -0,02 -0,07 -0,12
𝐻𝑡𝑢 = −𝜓𝑡𝑥𝑡𝑝𝑡/(2
√︀
2𝜋𝑥𝑡/𝑟𝑡)×
×{𝑒𝑡−Φ*+ − Φ*−𝑒𝑡+}/(Φ*+)2
5 ?¯?𝑡(2) 8,565 9,7185 10,935 ?¯?𝑡(2) = 𝑢𝑡(1)− 𝑎1𝐻𝑡𝑢
6 𝑢𝑡(2) 8,565 9,7185 10,935 𝑢𝑡(2) = max(𝑢𝑡(1); 0);𝐺(𝑢(2) > 0
7 𝐺𝑢𝑡 1 1 1 𝐺𝑢𝑡 ≡ 1
8 ?¯?𝑡(3) -5,71 -4,55 -3,34 ?¯?𝑡(3) = 𝑢𝑡(2)− 𝑎2𝐺𝑢𝑡
9 𝑢𝑡(3) 0,00 0,00 0,00 𝑢𝑡(3) = max(𝑢𝑡(2); 0);𝐺(𝑢(3) 6 0
и рассмотрим функцию минимума со связанными переменными:
𝑞(𝑈) = min
𝑢∈𝑊 (𝑈)
𝐹 0(𝑈, 𝑢), (19)
где
𝑊 (𝑈) =
{︀
𝑢 ∈ 𝐸𝑇 ⃒⃒𝐹 𝑗(𝑈, 𝑢) 6 0, 𝑗 = 1, 2, ..., 𝑇 + 1 = 𝑙}︀ ,
на множестве:
𝑍 = [0, 𝑉 ] ;𝑉 > 0.
Тогда множество 𝑍 ⊂ 𝐸1 будет регулярно в смысле [10], множества 𝑍,𝑊 (𝑈), 𝑈 ∈ 𝑍
– ограничены, функции 𝐹 𝑗 непрерывны вместе с 𝐹 𝑗𝑈 , 𝐹
𝑗
𝑢 на 𝑍
′×𝐸𝑇 , 𝑗 = 0, 1, ..., 𝑙,где
𝑍 ′ ⊃ 𝑍- некоторое ограниченное открытое множество. Для 𝑗 = 0 непрерывность
𝐹 𝑗𝑈 , 𝐹
𝑗
𝑢 по совокупности переменных следует из дифференцируемости по 𝑢 кри-
терия в поставленной задаче дискретного ОПУ и независимости его от 𝑈 . Для
остальных 𝑗 это видно непосредственно из определения (18).
Кроме того выполнено условие регулярности [11]:
𝐹 𝑗𝑢(𝑈, 𝑢), 𝑗 ∈ 𝐽0(𝑈, 𝑢) – линейно независимы при любых 𝑈 ∈ 𝑍 ′, 𝑢 ∈ ?˜?0(𝑈). (20)
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Здесь обозначено:
𝐽𝜏 (𝑈, 𝑢) =
{︀
𝑗 ∈ 𝐽 ⃒⃒𝐹 𝑗(𝑈, 𝑢) > −𝜏 }︀ ; 𝜏 > 0; 𝐽 = {1, 2, ..., 𝑙} ;
?˜?𝛾(𝑈) =
{︂
𝑢 ∈𝑊 (𝑈)
⃒⃒⃒⃒
𝐹 0(𝑈, 𝑢) 6 min
𝑢∈𝑊 (𝑈)
𝐹 0(𝑈, 𝑢) + 𝛾
}︂
; 𝛾 > 0.
Функция 𝐹 0(𝑈, 𝑢) – дифференцируема и следовательно липшицева на ограничен-
ном множестве 𝑍 ′, а точечно-множественное отображение 𝑊 (𝑈) непрерывно по
Хаусдорфу на 𝑍 ′, что проверяется непосредственно из его определения. В этих
условиях из результатов [11] следует существование производной по любому на-
правлению 𝑒 ∈ 𝐸𝑇 функции связанного минимума 𝑞 на 𝑍 ′, причем:
𝜕𝑞(𝑈)
𝜕𝑒
= min ⟨𝑔, 𝑒⟩
𝑔∈𝐺(𝑈)
, (21)
где
𝐺(𝑈) = 𝑐𝑜
{︁
𝑔 ∈ 𝐸1
⃒⃒⃒
𝑔 = 𝐹 0𝑈 (𝑈, 𝑢) + 𝐴 * (𝑈, 𝑢)𝐹 0𝑢(𝑈, 𝑢), 𝑢 ∈ ?˜?0(𝑈)
}︁
, (22)
𝑐𝑜 – замыкание выпуклой оболочки множества, * – знак сопряжения, 𝐴(𝑈, 𝑢) :
𝐸1 → 𝐸𝑇 – произвольный линейный оператор (матрица при фиксированных ба-
зисах в 𝐸1 и 𝐸𝑇 ), удовлетворяющий равенству:
𝐹 𝐽0*𝑈 (𝑈, 𝑢) + 𝐹
𝐽0*
𝑢 (𝑈, 𝑢)𝐴(𝑈, 𝑢) = 0. (23)
Здесь
𝐽𝜏 = 𝐽𝜏 (𝑈, 𝑢), 𝐹
𝐽𝜏 (𝑈, 𝑢) =
(︀
𝐹 𝑗(𝑈, 𝑢), 𝑗 ∈ 𝐽𝜏 (𝑈, 𝑢)
)︀
.
Формула (21) позволяет исследовать устойчивость задачи дискретного ОПУ по
значению. В [12] было установлено дополнительно к (21), что при сделанных пред-
положениях функция связанного минимума (19) является квазивогнутой, то есть
обратной к регулярной по Кларку [10] липшицевой функцией, и (22) представляет
собой точное выражение для ее квазидифференциала (множества ее обобщенных
градиентов – квазиградиентов).
Из условия (20) следует, что векторы (∇𝐹 𝑗(𝑈, 𝑢), 𝑗 ∈ 𝐽0(𝑈, 𝑢)) линейно незави-
симы при любых 𝑈 ∈ 𝑍 ′, 𝑢 ∈ ?˜?0(𝑈). Тогда в качестве оператора 𝐴 можно взять,
например, оператор [12]:
𝐴 * (𝑈, 𝑢) = −𝐹 𝐽0𝑈
[︀
𝐹 𝐽0*𝑢 𝐹
𝐽0
𝑢
]︀−1
𝐹 𝐽0*𝑢 . (24)
Пример 3. Вычислить оператор 𝐴 по формуле (24) и соответствующий ему ква-
зиградиент в формуле (22), считая, что 𝑇 = 2, для двух случаев 𝑎)𝐽0(𝑈, 𝑢) =
{1, 3} , 𝑏)𝐽0(𝑈, 𝑢) = {1} .
Решение. В этом случае градиенты функций (18) в ограничениях задачи (19) име-
ют вид:
∇𝐹 1 = (−1, 1, 1)*;∇𝐹 2 = (0,−1, 0)*;∇𝐹 3 = (0, 0,−1) * .
Оператор 𝐴 по формуле (24) в случае а) равен:
𝐴 * (𝑈, 𝑢) = −(−1, 0)
[︂(︂
1 + 0
1− 1
)︂*(︂
1 + 0
1− 1
)︂]︂−1(︂
1 + 0
1− 1
)︂*
=
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= − (−1, 0)
(︂
+2− 1
−1 + 1
)︂−1(︂
1 + 1
0− 1
)︂
=
= −(−1, 0)
(︂
11
12
)︂(︂
1 + 1
0− 1
)︂
= −(−1, 0)
(︂
1 + 0
1− 1
)︂
= −(−1, 0) = (1, 0).
Cоответствующий ему квазиградиент в формуле (22) имеет вид:
𝑔 = 𝐹 0𝑈 (𝑈, 𝑢) + 𝐴 * (𝑈, 𝑢)𝐹 0𝑢(𝑈, 𝑢) = 0 + (1, 0)
(︂
𝐻0𝑢
𝐻1𝑢
)︂
= 𝐻0𝑢.
Оператор 𝐴 по формуле (24) в случае b) равен:
𝐴 * (𝑈, 𝑢) = −(−1)
[︂(︂
1
1
)︂*(︂
1
1
)︂]︂−1(︂
1
1
)︂*
= − (−1) (2)−1 (1, 1) =
= −(−1) (1/2) (1, 1) = 12 (1, 1).
Cоответствующий ему квазиградиент в формуле (22) имеет вид:
𝑔 = 𝐹 0𝑈 (𝑈, 𝑢) + 𝐴 * (𝑈, 𝑢)𝐹 0𝑢(𝑈, 𝑢) = 0 +
1
2
(1, 0)
(︂
𝐻0𝑢
𝐻1𝑢
)︂
=
1
2
𝐻0𝑢 +
1
2
𝐻1𝑢.
5. Задача синтеза группировки ПВО по направлениям
Пусть все параметры, переменные и функции поставленной задачи дискрет-
ного ОПУ группировкой ПВО на данном направлении 𝑘 = 0, 1, ...,𝐾 − 1 имеют
дополнительно соответствующий верхний индекс.
Далее, пусть
𝐾−1∑︁
𝑘=0
𝑈𝑘 6 𝑉,𝑈𝑘 > 0, 𝑘 = 0, 1, ...,𝐾 − 1, (25)
где 𝑉 – общее количество однородных в простейшем случае средств ПВО группи-
ровки, а 𝑈𝑘 – их количество на 𝑘-м направлении.
Введем функции:
𝑃 1(𝑈) =
𝐾−1∑︀
𝑘=0
𝑈𝑘 − 𝑉 ;
𝑃 𝑖(𝑈) = −𝑈 𝑖−2; 𝑖 = 2, ...,𝐾 + 1;
𝑃 (𝑈) = max
𝑖=1,...,𝐾+1
𝑃 𝑖(𝑈).
(26)
Тогда функция 𝑃 : 𝐸𝐾 → 𝐸1 тоже будет очевидно липшицевой и квазивыпуклой,
то есть регулярной по Кларку [10] . Последнее означает, что она дополнительно
дифференцируема по направлениям 𝑒 ∈ 𝐸𝐾 , причем справедлива формула:
𝜕𝑃 (𝑈)
𝜕𝑒
= max
𝑟∈𝜕𝑃 (𝑈)
⟨𝑟, 𝑒⟩ ,
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где 𝜕𝑃 (𝑈) – дифференциал Кларка (множество квазиградиентов) липшицевой
функции 𝑃 (.) в точке 𝑈 , которое для функции конечного максимума имеет вид
[10]:
𝜕𝑃 (𝑈) = 𝑐𝑜
{︀
𝑟 ∈ 𝐸𝐾 ⃒⃒𝑟 = 𝑃 𝑖𝑈 (𝑈), 𝑖 ∈ 𝐼0(𝑈)}︀ . (27)
Здесь обозначено:
𝐼𝜈(𝑈) =
{︀
𝑖 ∈ 𝐼 ⃒⃒𝑃 𝑖(𝑈) > −𝜈 }︀ ; 𝜈 > 0; 𝐼 = {1, 2, ...,𝐾 + 1} .
Рассмотрим задачу синтеза (в смысле [13]) группировки ПВО:
𝑄(𝑈) = max
𝑘=0,..,𝐾−1
𝑞𝑘(𝑈𝐾) → min,
𝑈∈Ω
(28)
где 𝑞𝑘(𝑈𝑘) – функция связанного минимума (19) определенная для каждого на-
правления 𝑘 = 0, 1, ...,𝐾, а Ω – множество решений системы неравенств (25), ко-
торое можно представить в форме:
Ω =
{︀
𝑈 = (𝑈0, ..., 𝑈𝐾−1) ∈ 𝐸𝐾 |𝑃 (𝑈) 6 0}︀ . (29)
Очевидно, что ограниченное и замкнутое множество Ω, заданное условиями (25),
удовлетворяет условию регулярности на границе:
0 /∈ 𝜕𝑃 (𝑈).
Замечание 1. Для того, чтобы гарантированный результат обороны представлял
минимаксимин (28), достаточно [1] лишь условий информированности сторон, со-
гласно которым оборона знает общее число СВН 𝑋 (см. (5)) на театре военных
действий, но не знает на каком направлении противник будет прорывать оборону
и вынуждена равномерно распределять свои силы по направлениям. Зато может
оптимально организовать эшелонированную оборону на каждом направлении в
расчете на известное максимальное количество средств 𝑋, которые могут на нем
действовать. При этом нападение знает распределение средств ПВО по направле-
ниям и рубежам и прорывает оборону всеми силами 𝑋 на одном, наиболее слабом
направлении.
6. Сглаживание задачи синтеза
Функции 𝑞𝑘(𝑈) = 𝑞𝑘(𝑈𝑘) при сделанных предположениях будут липшецевыми
функциями от 𝑈 в некоторой замкнутой окрестности Ω¯ множества Ω с некоторой
константой 𝐿 > 0, но вообще говоря, не дифференцируемыми. Поэтому вместе с
(28) рассмотрим сглаженную задачу:
𝑄ℎ(𝑈) = max
𝑘=0,..,𝐾−1
𝑞𝑘ℎ(𝑈
𝐾) → min
𝑈∈Ω
. (30)
Величина ℎ > 0 задает точность аппроксимации функции 𝑞𝑘(𝑈𝑘) ее осредненной
функцией:
𝑞𝑘ℎ(𝑈
𝑘) =
∫︁
𝐸1
𝑞𝑘(𝑈𝑘 + ℎ𝜌)𝜔1 (|𝜌|) 𝑑𝜌. (31)
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Ядро осреднения здесь определяется, например, по формуле [4]:
𝜔1 (|𝜌|) =
{︂
2−1, 𝜌 ∈ 𝑂1,
0, 𝜐 /∈ 𝑂1. (32)
Здесь
𝑂1 =
{︀
𝜌 ∈ 𝐸1 ||𝜌| 6 1}︀ . (33)
Известно [4], что осредненная функция от липшицевой функции будет дифферен-
цируемой и справедлива оценка:⃒⃒
𝑞𝑘ℎ(𝑈)− 𝑞𝑘(𝑈)
⃒⃒
6 𝐿ℎ,𝑈 ∈ Ω¯, (34)
откуда следует, что
|𝑄ℎ(𝑈)−𝑄(𝑈)| 6 𝐿ℎ,𝑈 ∈ Ω¯. (35)
Последнее влечет за собой неравенство:⃒⃒⃒⃒
min
𝑈∈Ω
𝑄ℎ(𝑈)− min
𝑈∈Ω
𝑄(𝑈)
⃒⃒⃒⃒
6 𝐿ℎ, (36)
то есть решение задачи (30) аппроксимирует решение задачи (28) (по значению)
с точностью 𝐿ℎ. Поэтому зафиксируем достаточно малое ℎ > 0 и далее будем
рассматривать только аппроксимирующую задачу (30).
В результате осреднения функции 𝑞𝑘ℎ(𝑈
𝑘) становятся дифференцируемыми по
𝑈𝑘, причем производные от средних функций равны среднему от производных:
𝑞𝑘ℎ𝑈 (𝑈
𝑘) =
∫︁
𝐸1
𝑞𝑘𝑈 (𝑈
𝑘 + ℎ𝜌)𝜔1 (|𝜌|) 𝑑𝜌. (37)
Замечание 2. Заметим, что производные от липшицевых функций под инте-
гралами здесь существуют почти всюду и измеримы по теореме Радемахера и,
следовательно, интегрируемы в силу ограниченности соответствующей констан-
той Липшица 𝐿 > 0. В точках дифференцируемости они совпадают с обоб-
щенными квазиградиентами (22) квазивогнутой функции минимума со связан-
ными переменными (19), которые будут в этом случае единственными. Поэтому
𝑔𝑘(𝑈𝑘 + ℎ𝜌𝑘) ∈ 𝐺𝑘(𝑈𝑘 + ℎ𝜌𝑘) будет стохастическим градиентом (в смысле [4])
дифференцируемой функции 𝑞𝑘ℎ(𝑈
𝑘) в точке 𝑈𝑘. Здесь 𝜌𝑘 – очередная независи-
мая случайная реализация случайной величины (с.в.), равномерно распределен-
ной (р.р.) на отрезке [−1, 1]. Это связано с тем, что множество точек 𝑈𝑘 +ℎ𝜌𝑘 для
которых множество квазиградиентов 𝐺𝑘(𝑈𝑘 + ℎ𝜌𝑘) (22) квазивогнутой функции
минимума со связанными переменными (19) не единственно совпадает с множе-
ством точек недифференцируемости функции 𝑞𝑘(𝑈𝑘)[10] и, следовательно, имеет
меру нуль на отрезке [−1, 1]. И в частности не имеет значения, какой именно обоб-
щенный квазиградиент из множества 𝐺𝑘(𝑈𝑘 + ℎ𝜌𝑘) в этом случае выбрать.
Известно [14], что при сделанных предположениях функция максимума 𝑄ℎ(𝑈)
будет квазивыпуклой, причем ее дифференциал Кларка (множество обобщенных
квазиградиентов) определяется формулой:
𝜕𝑄ℎ(𝑈) = 𝑐𝑜
{︁
∇𝑞𝑘ℎ(𝑈), 𝑘 ∈ ?˜?0(𝑈)
}︁
, (38)
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где
?˜?𝜀(𝑈) =
{︂
𝑘 ∈ {0, ...,𝐾 − 1}
⃒⃒⃒⃒
𝑞𝑘ℎ(𝑈) > max
𝑘=0,...,𝐾−1
𝑞𝑘ℎ(𝑈)− 𝜀
}︂
, 𝜀 > 0. (39)
Здесь
∇𝑞𝑘ℎ(𝑈) = 𝑞𝑘ℎ𝑈 (𝑈𝑘)𝑒𝑘, (40)
где {𝑒𝑘, 𝑘 = 0, ...,𝐾 − 1} – фиксированный ортонормированный базис в 𝐸𝐾 .
Замечание 3. Таким образом, в качестве обобщенных градиентов в методе о.г.с.
можно брать любую выпуклую комбинацию градиентов (40):
𝑔(𝑈) =
∑︁
𝑘∈?˜?0(𝑈)
𝜆𝑘𝑞
𝑘
ℎ𝑈 (𝑈
𝑘)𝑒𝑘.
Наибольший интерес представляет метод скорейшего спуска, когда движение
осуществляется по направлению обратному к ближайшему к нулю обобщенному
градиенту. Крайние точки (40) дифференциала Кларка лежат на осях и отсекают
на них величины:
𝑎𝑘 = 𝑞
𝑘
ℎ𝑈 (𝑈
𝑘) < 0, 𝑘 ∈ ?˜?0(𝑈). (41)
В этом случае можно найти ближайший к нулю обобщенный градиент
𝑔 * (𝑈) =
∑︁
𝑘∈?˜?0(𝑈)
𝜆*𝑘𝑎𝑘𝑒𝑘, (42)
в аналитическом виде. Действительно, уравнение в отрезках соответствующей ги-
перплоскости, содержащей дифференциал Кларка, будет иметь вид:∑︁
𝑘∈?˜?0(𝑈)
𝑈𝑘/𝑎𝑘 = 1.
Соответствующее нормальное уравнение плоскости записывается в виде:∑︁
𝑘∈?˜?0(𝑈)
𝑈𝑘𝑛𝑘 − 1/
√︃ ∑︁
𝑘∈?˜?0(𝑈)
1/𝑎2𝑘 = 0,
где
𝑛𝑘 =
1
𝑎𝑘
/
√︃ ∑︁
𝑘∈?˜?0(𝑈)
1/𝑎2𝑘, 𝑘 = 0, ...,𝐾 − 1,
есть координаты нормали:
𝑛 =
∑︁
𝑘∈?˜?0(𝑈)
𝑛𝑘𝑒𝑘.
Теперь расстояние от начала координат до соответствующей гиперплоскости рав-
но:
𝜌 = 1/
√︃ ∑︁
𝑘∈?˜?0(𝑈)
1/𝑎2𝑘,
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а искомая ближайшая точка имеет вид:
𝑔 * (𝑈) = 𝜌𝑛 =
∑︁
𝑘∈?˜?0(𝑈)
𝑒𝑘
𝑎𝑘
/
∑︁
𝑘∈?˜?0(𝑈)
1
𝑎2𝑘
.
Это означает, что весовые коэффициенты угловых точек равны соответственно:
𝜆*𝑘 =
1
𝑎2𝑘
/
∑︁
𝑘∈?˜?0(𝑈)
1/𝑎2𝑘, 𝑘 ∈ ?˜?0(𝑈), (43)
то есть обратно пропорциональны квадратам величин производных 𝑎𝑘 =
𝑞𝑘ℎ𝑈 (𝑈
𝑘) < 0, 𝑘 ∈ ?˜?0(𝑈).
В [14] (см. также [16],[17]) было показано, что в методе обобщенного градиент-
ного спуска (о.г.с.) для решения задачи (30) множество обобщенных градиентов
𝜕𝑄ℎ(𝑈)на 𝑠−м шаге можно заменить множеством:
𝜕(𝜀)𝑄ℎ(𝑈) = 𝑐𝑜
{︁
∇𝑞𝑘ℎ(𝑈), 𝑘 ∈ ?˜?𝜀(𝑈)
}︁
, (44)
при 𝜀 = 𝜀𝑠 → +0 без потери сходимости метода (по значению) к стационарному
множеству задачи (30):
𝐴ℎ0 (0) = {𝑈 ∈ Ω |0 ∈ 𝐿(𝑈)} ,
где
𝐿(𝑈) =
{︂
𝑐𝑜[𝜕𝑄ℎ(𝑈) ∪ 𝜕𝑃 (𝑈), 𝑈 ∈ 𝐹𝑟Ω,
𝜕𝑄ℎ(𝑈), 𝑈 ∈ 𝐼𝑛𝑡Ω. (45)
Замечание 4. Если в (39) заменить усредненные функции 𝑞𝑘ℎ(𝑈) на не усреднен-
ные 𝑞𝑘(𝑈), чтобы избежать вычисления интегралов, то мы тем самым добав-
ляем к 𝜀 ошибку 𝐿ℎ, то сходимость (по значению) будет иметь место лишь к
𝐿ℎ−стационарному множеству задачи (30):
𝐴ℎ𝐿ℎ(0) =
{︁
𝑈 ∈ Ω
⃒⃒⃒
0 ∈ 𝐿(𝐿ℎ)(𝑈)
}︁
,
где
𝐿(𝐿ℎ)(𝑈) =
{︂
𝑐𝑜[𝜕(𝐿ℎ)𝑄ℎ(𝑈) ∪ 𝜕𝑃 (𝑈), 𝑈 ∈ 𝐹𝑟Ω,
𝜕(𝐿ℎ)𝑄ℎ(𝑈), 𝑈 ∈ 𝐼𝑛𝑡Ω. (46)
Если градиенты (40) вычисляются с конечной погрешностью ∆, то алгоритм о.г.с.
будет сходится (по значению) к (𝐿ℎ,∆)−стационарному множеству задачи (30):
𝐴ℎ𝐿ℎ(∆) =
{︁
𝑈 ∈ Ω
⃒⃒⃒
0 ∈ 𝐵Δ(𝐿(𝐿ℎ)(𝑈))
}︁
,
где 𝐵Δ(.) – замкнутая ∆-окрестность множества.
Под сходимостью по значению функции 𝑄ℎ(.) последовательности {𝑈𝑠} в 𝐸𝐾
к множеству 𝐴 ⊂ 𝐸𝐾 или 𝑄ℎ(.)-притяжением {𝑈𝑠} к 𝐴 [15] будем понимать вы-
полнение следующих свойств {𝑈𝑠} по отношению к 𝑄ℎ(.) и 𝐴:
1. 𝑄𝐻(𝑈𝑠) → 𝑄ℎ(𝐴) =
{︀
𝑄 ∈ 𝐸1 |𝑄 = 𝑄ℎ(𝑈), 𝑈 ∈ 𝐴
}︀
;
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2. для любой точки 𝑄 ∈ 𝑙𝑡 {𝑄ℎ(𝑈𝑠} существует подпоследовательность {𝑈𝑠𝑘}
последовательности {𝑈𝑠}, для которой 𝑄ℎ(𝑈𝑠𝑘) → 𝑄 и 𝑈𝑠𝑘 → 𝐴 при 𝑠→ +∞;
3. для любой подпоследовательности {𝑈𝑠𝑘} последовательности {𝑈𝑠}, удовле-
творяющей условию:
lim
𝑘→+∞
𝑄ℎ(𝑈𝑠𝑘) = lim inf
𝑠→+∞ 𝑄ℎ(𝑈𝑠)
или условию:
lim
𝑘→+∞
𝑄ℎ(𝑈𝑠𝑘) = lim sup
𝑠→+∞
𝑄ℎ(𝑈𝑠),
справедливо включение 𝑙𝑡 {𝑈𝑠𝑘} ⊆ 𝐴.
Здесь 𝑙𝑡 {𝐴𝑠} =
{︀
𝑈 ∈ 𝐸𝐾 |∃ {𝑈𝑠} : 𝑈𝑠 ∈ 𝐴𝑠𝑠 = 1, 2, ..., 𝑈𝑠 → 𝑈
}︀
– верхний то-
пологический предел последовательности множеств {𝐴𝑠} в 𝐸𝐾 .
7. Итерационный метод решения задачи синтеза
Для решения полученной аппроксимирующей задачи можно использовать ме-
тод обобщенного градиентного спуска. Критерий полученной задачи аппрокси-
мирует исходный критерий с точностью 𝐿ℎ при сделанных предположениях и,
следовательно, полученная таким образом задача аппроксимирует исходную за-
дачу по значению с такой же точностью. Для того, чтобы избежать вычисления
интегралов предложенную процедуру следует рандомизировать, вводя случайные
возмущения 𝜌𝑘 по совокупности аргументов 𝑈𝑘, 𝑘 = 0, ...,𝐾 − 1.
Для решения задачи (30) рассмотрим следующий стохастический метод типа
Поляка [5]:
𝑈1 ∈ Ω;𝑈𝑠+1 = 𝑈𝑠 − 𝜇𝑠𝑛𝑠, 𝑠 = 1, 2, .... (47)
Здесь 𝑈1 – произвольное первое приближение к решению, 𝑛
𝑠 – единичный вектор,
определяемый равенством:
𝑛𝑠 =
𝑛𝑠
‖𝑛𝑠‖ ;𝑛𝑠 =
{︂
𝑔𝑠, 𝑃 (𝑈𝑠) 6 0,
𝑝𝑠, 𝑃 (𝑈𝑠) > 0,
(48)
где
𝑔𝑠 = 𝑔 * (𝑈𝑠 + ℎ𝜌𝑠) =
∑︁
𝑘∈?^?0(𝑈𝑠)
𝜆*𝑘𝑔
𝑘(𝑈𝑠 + ℎ
𝑘
𝑠)𝑒𝑘; (49)
𝜆*𝑘 = 1/𝑎
2
𝑘/
∑︁
𝑘∈?^?0(𝑈𝑠)
1/𝑎2𝑘, 𝑘 ∈ ?ˆ?0(𝑈𝑠); (50)
𝑎𝑘 = 𝑔
𝑘(𝑈𝑘𝑠 + ℎ𝜌
𝑘) ∈ 𝐺𝑘(𝑈𝑘𝑠 + ℎ𝜌𝑘𝑠), 𝑘 ∈ ?ˆ?0(𝑈𝑠); (51)
?ˆ?0(𝑈𝑠) =
{︂
𝑘 ∈ {0, ...,𝐾 − 1}
⃒⃒⃒⃒
𝑞𝑘(𝑈𝑠) > max
𝑘=0,...,𝐾−1
𝑞𝑘(𝑈𝑠)− 𝜀
}︂
, 𝜀 > 0, (52)
𝑝(𝑈𝑠) ∈ 𝜕𝑃 (𝑈𝑠), 𝑠 = 1, 2, .... (53)
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Здесь 𝐺𝑘(.) – точечно-множественные отображения, определенные в (22) для каж-
дого направления 𝑘 = 0, 1, ...,𝐾 − 1, 𝜌𝑠 = (𝜌0𝑠, ..., 𝜌𝐾−1𝑠 ) - вектор, компоненты кото-
рого 𝜌𝑘𝑠 представляют собой независимые наборы независимых реализаций с.в. 𝜌
р.р. на 𝑂1 = [−1, 1].
Параметры алгоритма подчиним условиям:
𝜇ы → +0,
∞∑︁
𝑠=1
𝜇𝑠 = ∞,
∞∑︁
𝑠=1
𝜇2𝑠 <∞. (54)
В силу сделанных предположений имеют место включения:
𝑀(𝑔𝑠 |𝜌1, 𝑈1; ...; 𝜌𝑠, 𝑈𝑠 ) ∈ 𝐵Δ(𝜕(𝐿ℎ)𝑄ℎ(𝑈𝑠)), 𝑠 = 1, 2, .... (55)
Обозначим через B множество борелевских подмножеств 𝑂𝐾 =
𝐾−1⊗
𝑘=0
𝑂1 и положим
𝜈 = 2−𝐾𝑑𝜌, где 𝑑𝜌 – лебегова мера на 𝑂𝐾 . Обозначим:
Γ =
∞⊗
𝑠=1
𝑂𝐾 ,A =
∞⊗
𝑠=1
B,P =
∞⊗
𝑠=1
𝜈.
Из (55) в силу результатов [14] вытекает следующая теорема сходимости.
Теорема 1. При сделанных предположениях случайная реализация {𝑈𝑠} ал-
горитма с вероятностью единица (P−п.н.) 𝑄ℎ(.)-притягивается к некоторой
𝑄ℎ(.)-связной компоненте (𝐿ℎ,∆)−стационарному множеству задачи (30).
Из результатов [15] следует, что для выпуклых задач 𝑄ℎ(.)−притяжение в
утверждении теоремы можно заменить обычной сходимостью.
Заключение
В настоящей работе дополнительно к предыдущим работам авторов на эту тему
учитываются вероятности обстрела цели на каждом рубеже, определяемые исхо-
дя из модели системы массового обслуживания (СМО) с отказами. В результате
функции в правых частях уравнения движения системы становятся дифферен-
цируемыми. Это позволяет непосредственно использовать градиент критерия в
соответствующей задаче управления без ее предварительного усреднения.
На основе полученной таким образом задачи управления ставится минимакси-
минная задача синтеза системы по направлениям возможного действия воздушно-
го противника и предлагается стохастический метод обобщенного градиента для
ее решения типа метода Поляка [5], хорошо справляющегося со сложными огра-
ничениями типа неравенств.
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The general model of the echeloned Air Defense is regarded. In addition to
our previous work on this subject we consider probability of firing the target
on each turn, determined on the model queuing system with refusals. The
number of channels is determined by the number of air defense systems,
designated to act on their turn and their channel targets. It gets rid of dead
zones of the previously proposed piecewise-linear model for determining the
probability of fire in the areas where it is constant. It is known that the
resulting probability of firing expressed by Erlang formula is approximated
by the ratio of two normal distribution functions. As a result, the model
becomes nonlinear, reflecting objectively the nonlinear nature of the process
of overcoming echeloned Air Defense.
Keywords: discrete optimal control, conditions for the differentiability
of criterion, adjoint system, structure of criterion gradient, averaging of
the right parts of the system, combined method of gradient projection
and Polyak method, randomization of the combined method of gradient
descent, stochastic gradient of averaged problem, the convergence almost
surely randomized procedure.
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