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Abstract
It is shown that from some solutions of generalized Knizhnik-Zamolodchikov equations
one can construct eigenfunctions of the Calogero-Sutherland-Moser Hamiltonians with ex-
change terms, which are characterized by any given permutational symmetry under particle
exchange. This generalizes some results previously derived by Matsuo and Cherednik for
the ordinary Calogero-Sutherland-Moser Hamiltonians.
2
1 Introduction
Recently, much attention has been paid to the Calogero-Sutherland-Moser (CSM) integrable
systems [1], [2], [3] both in field-theoretical and in condensed-matter contexts. They are
indeed relevant to several apparently disparate physical problems, such as fractional statis-
tics and anyons [4], spin chain models [5], soliton wave propagation [6], two-dimensional
nonperturbative quantum gravity and string theory [7], and two-dimensional QCD [8].
Such one-dimensional integrable systems consist of N nonrelativistic particles interact-
ing through two-body potentials of the inverse square type and its generalizations, and are
related to root systems of AN−1 algebras [9]. Their spectra and wave functions can be
obtained by simultaneously diagonalizing a set of N commuting first-order differential op-
erators, first considered by Dunkl in the mathematical literature [10], and later rediscovered
by Polychronakos [11] and Brink et al [12]. The use of Dunkl operators leads to Hamilto-
nians with exchange terms, related to the spin generalizations of the CSM models [13].
Dunkl operators are rather similar [14] to the differential operators of the Knizhnik-
Zamolodchikov (KZ) equations, which first appeared in conformal field theory [15]. Mat-
suo [16] and Cherednik [17] proved that from some solutions of the KZ equations, one can
construct wave functions for the (ordinary) CSM systems. Such relations between KZ equa-
tions and CSM systems were then exploited by Felder and Veselov [18] to provide a natural
interpretation for the shift operators of the latter.
The purpose of the present paper is to extend Matsuo and Cherednik results to some
CSM models with exchange terms. In the following section, we review generalized KZ equa-
tions. Then, in section 3, we establish new links between some of their solutions and wave
functions of corresponding CSM models with exchange terms. Finally, section 4 contains
the conclusion.
2 Generalized Knizhnik-Zamolodchikov equations
Let us consider a system of N first-order partial differential equations of the type
∂iΦ =

∑
j 6=i
(
fij(xi − xj)P
(ij) + c T (ij)
)
+ λ(i)

Φ i = 1, 2, . . . , N (1)
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where Φ = Φ(x1, x2, . . . , xN ) takes values in the tensor product V ⊗ V ⊗ · · · ⊗ V = V
⊗N
of some N -dimensional vector space V , fij(xi − xj) is a function of xi − xj , and c is a
complex parameter. Equation (1) also contains three operators P (ij), T (ij), and λ(i), defined
as in ref. [18], i.e., λ(i) is the operator in V ⊗N acting on the ith factor as the diagonal
matrix λ = diag(λ1, . . . , λN) and identically on all other factors, P is the permutation:
P (a⊗ b) = b⊗ a, T is the following operator on V ⊗ V :
T =
∑
k>l
(Ekl ⊗Elk − Elk ⊗Ekl) (2)
where Ekl denotes the N × N matrix with entry 1 in row k and column l and zeroes
everywhere else, and P (ij) and T (ij) are the corresponding operators in V ⊗N acting only
on the ith and jth factors. When λi = c = 0, and fij(xi − xj) = k(xi − xj)
−1, the set
of equations (1) coincides with that derived by Knizhnik and Zamolodchikov in conformal
field theory [15]. We shall therefore refer to (1) as generalized KZ equations.
Let us consider the case where Φ has the form
Φ =
∑
σ∈SN
Φσeσ eσ = eσ(1) ⊗ eσ(2) ⊗ · · · ⊗ eσ(N) (3)
where SN is the symmetric group, and ek denotes a column vector with entry 1 in row k
and zeroes everywhere else. The operators P (ij), T (ij), and λ(i) transform the components
Φσ into Φσ◦pij , τ
(ij)
σ Φσ◦pij , and λσ(i)Φσ, respectively, where pij ∈ SN is the transposition of i
and j, and τ (ij)σ ≡ sgn(σ(i)− σ(j)) satisfies the relations
τ (ij)σ = −τ
(ij)
σ◦pij
= −τ (ji)σ τ
(ik)
σ◦pij
= τ (jk)σ τ
(kl)
σ◦pij
= τ (kl)σ
τ (ij)σ τ
(ik)
σ + τ
(jk)
σ τ
(ji)
σ + τ
(ki)
σ τ
(kj)
σ = 1 (4)
for any i 6= j 6= k 6= l. Hence, for such functions Φ, equation (1) is equivalent to the set of
equations
∂iΦσ =
∑
j 6=i
(
fij(xi − xj) + c τ
(ij)
σ
)
Φσ◦pij + λσ(i)Φσ i = 1, 2, . . . , N (5)
where σ is an arbitrary permutation of SN .
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The integrability conditions of (5), i.e., ∂j∂iΦσ = ∂i∂jΦσ for any i, j = 1, 2, . . ., N , and
any σ ∈ SN , are satisfied if and only if
fij(xi − xj) = −fji(xj − xi) (6)
fij(xi − xj)fjk(xj − xk) + fjk(xj − xk)fki(xk − xi) + fki(xk − xi)fij(xi − xj) = −c
2 (7)
for any i, j, k = 1, 2, . . ., N , such that i 6= j 6= k. By taking (6) into account, eq. (7) can
be rewritten as
fij(u)fjk(v)− fik(u+ v) [fij(u) + fjk(v)] = −c
2. (8)
It is enough to consider the latter for 1 ≤ i < j < k ≤ N , since the relations corresponding
to different orderings of i, j, k directly follow from them.
Equation (8) looks like a functional equation first considered by Sutherland [2], and
solved by Calogero [19] through a small-x expansion. By using a similar procedure, all the
solutions of (8) that are odd and meromorphic in a neighbourhood of the origin can be
easily derived. Denote by F (u) and G(u) the functions
F (u) =


kω cothωu if c2 = k2ω2 > 0
k/u if c2 = 0
kω cotωu if c2 = −k2ω2 < 0
(9)
and
G(u) =
{
kω tanhωu if c2 = k2ω2 > 0
−kω tanωu if c2 = −k2ω2 < 0
(10)
where ω ∈ R+. For any N ≥ 3 and c2 6= 0, one finds that equation (8) has two and only
two types of odd, meromorphic solutions, namely
fij(u) = fji(u) = F (u) 1 ≤ i < j ≤ N (11)
and
fij(u) = fji(u) =
{
F (u) if 1 ≤ i < j ≤ N1 or N1 + 1 ≤ i < j ≤ N
G(u) if 1 ≤ i ≤ N1 and N1 + 1 ≤ j ≤ N
(12)
where in (12), N1 may take any value in the set {1, 2, . . . , N −1}. Moreover, for any N ≥ 3
and c2 = 0, equation (8) has one and only one odd, meromorphic solution, given by (11).
Both solutions (11) and (12) are well known and describe either particles of the same type
or of two different types [19].
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It should be noted that equation (8) also has some singular solutions, such as
fij(u) = fji(u) = c sgn(u) = c [θ(u)− θ(−u)] 1 ≤ i < j ≤ N (13)
where θ(u) denotes the Heaviside function.
3 Solutions of Calogero-Sutherland-Moser models with
exchange terms
From a set of N ! functions Φσ(x1, . . . , xN), σ ∈ SN , satisfying equation (5), one can con-
struct in general N ! functions ϕ[f ]rs (x1, . . . , xN), defined by
ϕ[f ]rs =
∑
σ∈SN
V [f ]rs (σ)Φσ (14)
where [f ] ≡ [f1f2 . . . fN ] runs over all N -box Young diagrams, r and s label the standard
tableaux associated with [f ], arranged in lexicographical order, and V [f ]rs (σ) denotes Young’s
orthogonal matrix representation of SN [20]. Such functions ϕ
[f ]
rs satisfy the system of
equations
∂iϕ
[f ]
rs =
∑
j 6=i
fij
∑
t
ϕ
[f ]
rt V
[f ]
ts (pij)− c
∑
j 6=i
∑
t
(∑
σ
τ (ij)σ V
[f ]
rt (σ)Φσ
)
V
[f ]
ts (pij)
+
∑
σ
λσ(i)V
[f ]
rs (σ)Φσ i = 1, 2, . . . , N. (15)
In deriving (15), use has been made of the first of the following representation properties
of V [f ]rs (σ),
V [f ]rs (σ ◦ σ
′) =
∑
t
V
[f ]
rt (σ)V
[f ]
ts (σ
′) V [f ]rs (1) = δr,s (16)
and of the first equality in (4).
From (15), it results that
∂2iiϕ
[f ]
rs =
∑
j 6=i
(∂ifij)
∑
t
ϕ
[f ]
rt V
[f ]
ts (pij) +
∑
j 6=i
fij
∑
t
(
∂iϕ
[f ]
rt
)
V
[f ]
ts (pij)
−c
∑
j 6=i
∑
t
(∑
σ
τ (ij)σ V
[f ]
rt (σ)∂iΦσ
)
V
[f ]
ts (pij) +
∑
σ
λσ(i)V
[f ]
rs (σ)∂iΦσ. (17)
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By using (4), (5), (15), and (16) again, and by summing over i, we obtain the following
result for the Laplacian of ϕ[f ]rs ,
∆ϕ[f ]rs = ϕ
[f ]
rs

∑
i,j
i 6=j
(f 2ij − c
2) +
∑
i
λ2i


+
∑
t
ϕ
[f ]
rt

∑
i,j
i 6=j
(∂ifij)V
[f ]
ts (pij) +
∑
i,j,k
i 6=j 6=k
fijfikV
[f ]
ts (pik ◦ pij)


− c
∑
σ
∑
t
V
[f ]
rt (σ)

 ∑
i,j,k
i 6=j 6=k
(
fijτ
(ik)
σ + fikτ
(kj)
σ
)
V
[f ]
ts (pik ◦ pij)

Φσ
+
∑
σ
∑
t
V
[f ]
rt (σ)

∑
i,j
i 6=j
(λσ(i) + λσ(j))fijV
[f ]
ts (pij)

Φσ
+ c2
∑
σ
∑
t
V
[f ]
rt (σ)

 ∑
i,j,k
i 6=j 6=k
τ (ik)σ τ
(kj)
σ V
[f ]
ts (pik ◦ pij)

Φσ
− c
∑
σ
∑
t
V
[f ]
rt (σ)

∑
i,j
i 6=j
(λσ(i) + λσ(j))τ
(ij)
σ V
[f ]
ts (pij)

Φσ. (18)
We shall now proceed to evaluate the various terms on the right-hand side of (18).
As
pik ◦ pij = pij ◦ pjk = pjk ◦ pik (19)
the last part of the second term becomes
∑
i,j,k
i 6=j 6=k
fijfikV
[f ]
ts (pik ◦ pij)
=
∑
i,j,k
i<j<k
(fijfik + fjkfji + fkifkj)
(
V
[f ]
ts (pik ◦ pij) + V
[f ]
ts (pij ◦ pik)
)
= c2
∑
i,j,k
i<j<k
(
V
[f ]
ts (pik ◦ pij) + V
[f ]
ts (pij ◦ pik)
)
(20)
where in the last step we used the integrability conditions (6) and (7) of (5). By apply-
ing (19) again, the summation over i, j, k in the third term on the right-hand side of (18)
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can be rewritten as
∑
i,j,k
i 6=j 6=k
(
fijτ
(ik)
σ + fikτ
(kj)
σ
)
V
[f ]
ts (pik ◦ pij)
=
∑
i,j,k
i<j<k
((
(fij + fji)τ
(ik)
σ + (fjk + fkj)τ
(ji)
σ + (fki + fik)τ
(kj)
σ
)
V
[f ]
ts (pik ◦ pij)
+
(
(fij + fji)τ
(jk)
σ + (fjk + fkj)τ
(ki)
σ + (fki + fik)τ
(ij)
σ
)
V
[f ]
ts (pij ◦ pik)
)
(21)
and therefore vanishes owing to the antisymmetry of fij in i, j, as shown in (6). The same
is true for the summations over i, j in the fourth and sixth terms as a consequence of the
antisymmetry of fij and τ
(ij)
σ , respectively. Finally, by successively using (19) and (4), the
summation over i, j, k in the fifth term becomes
∑
i,j,k
i 6=j 6=k
τ (ik)σ τ
(kj)
σ V
[f ]
ts (pik ◦ pij)
=
∑
i,j,k
i<j<k
((
τ (ji)σ τ
(ik)
σ + τ
(kj)
σ τ
(ji)
σ + τ
(ik)
σ τ
(kj)
σ
)
V
[f ]
ts (pik ◦ pij)
+
(
τ (ki)σ τ
(ij)
σ + τ
(ij)
σ τ
(jk)
σ + τ
(jk)
σ τ
(ki)
σ
)
V
[f ]
ts (pij ◦ pik)
)
= −
∑
i,j,k
i<j<k
(
V
[f ]
ts (pik ◦ pij) + V
[f ]
ts (pij ◦ pik)
)
. (22)
By putting all results together, the Laplacian of ϕ[f ]rs takes the simple form
∆ϕ[f ]rs =

∑
i,j
i 6=j
(
f 2ij(xi − xj) + (∂ifij(xi − xj))Kij − c
2
)
+
∑
i
λ2i

ϕ[f ]rs (23)
where Kij = Kji, 1 ≤ i < j ≤ N , are some operators, whose action on ϕ
[f ]
rs is defined by
Kijϕ
[f ]
rs =
∑
t
ϕ
[f ]
rt V
[f ]
ts (pij). (24)
Let us emphasize that equation (23) is valid for any function ϕ[f ]rs constructed from any
solution of (5) via transformation (14).
In the special cases where [f ] = [N ] or [1N ], since V [N ](pij) = −V
[1N ](pij) = 1, the
operatorsKij behave as I or−I, respectively. Hence ϕ
[N ] =
∑
σ Φσ and ϕ
[1N ] =
∑
σ(−1)
σΦσ,
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where (−1)σ is the parity of permutation σ, are eigenfunctions of the operators −∆ +∑
i 6=j
(
f 2ij ± ∂ifij − c
2
)
, where the upper (resp. lower) sign corresponds to the former (resp.
latter). For fij given in (11), these fit essentially the Matsuo [16] and Cherednik [17] results.
In the mixed symmetry cases where [f ] 6= [N ], [1N ], the operators Kij have a nontrivial
effect on the functions ϕ[f ]rs . Provided the latter satisfy the conditions
ϕ[f ]rs (x1, . . . , xj , . . . , xi, . . . , xN)
=
∑
t
ϕ
[f ]
rt (x1, . . . , xi, . . . , xj, . . . , xN)V
[f ]
ts (pij) 1 ≤ i < j ≤ N (25)
which amount to
Φσ(x1, . . . , xj , . . . , xi, . . . , xN)
= Φσ◦pij (x1, . . . , xi, . . . , xj, . . . , xN ) 1 ≤ i < j ≤ N (26)
for any σ ∈ SN , the operators Kij may be interpreted as permutation operators acting on
the variables xi and xj ,
Kijxj = xiKij Kijxk = xkKij k 6= i, j. (27)
It remains to examine under which conditions equation (5) admits solutions satisfying
(26). This is readily done by differentiating both sides of (26) with respect to xk and
using (5) to calculate the derivatives. Equations (5) and (26) are found compatible if and
only if all functions fij(u), i 6= j, coincide, hence in cases such as (11) and (13). For the
former choice, equation (23) becomes

−∆+ ω2∑
i,j
i 6=j
(cschω(xi − xj))
2 k(k −Kij) +
∑
i
λ2i

ϕ[f ]rs = 0 (28)
in the hyperbolic case (c2 > 0); similar results are obtained in the rational (c2 = 0) and
trigonometric (c2 < 0) cases. Hence, we did prove that from any solution of type (3), (26) of
the KZ equations (1), with fij given in (11), we can obtain eigenfunctions ϕ
[f ]
rs of the CSM
Hamiltonians [1], [2], [3] with exchange terms [13], which are characterized by any given
permutational symmetry [f ] under particle coordinate exchange. To obtain wave functions
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describing an N -boson (resp. N -fermion) system, it only remains to combine ϕ[f ]rs with a
spin function transforming under the same (resp. conjugate) irreducible representation [f ]
(resp. [f˜ ]) under exchange of the spin variables. A similar result is valid for the Hamiltonian
with delta-function interactions [21], corresponding to the functions fij given in (13).
As a last point, we would like to mention that when restricting ourselves to solutions
satisfying (26) or
KijΦ = P
(ij)Φ 1 ≤ i < j ≤ N (29)
with Kij defined in (27), equations (5) and (1) become equivalent to
∂iΦσ =

∑
j 6=i
(
f(xi − xj) + c τ
(ij)
σ
)
Kij + λσ(i)

Φσ i = 1, 2, . . . , N (30)
and
∂iΦ =

∑
j 6=i
(
f(xi − xj) + c Tˆ
(ij)
)
Kij + λ
(i)

Φ i = 1, 2, . . . , N (31)
respectively. In (31), Tˆ (ij) is an operator whose action on functions (3) is given by
Tˆ (ij)Φ =
∑
σ
τ (ij)σ Φσeσ. (32)
The corresponding operator Tˆ on V ⊗ V may be taken as
Tˆ =
∑
k>l
(Ekk ⊗ Ell −Ell ⊗Ekk) . (33)
4 Conclusion
In the present paper, we did move one step further towards a deeper understanding of the
interplay between integrable systems and KZ equations (and, therefore, conformal models).
We did indeed show that the Matsuo and Cherednik results can be generalized to provide
wave functions, characterized by any given permutational symmetry, for some CSM models
with exchange terms, once solutions of the corresponding KZ equations are known. Such
models include the spin generalizations of the original Calogero and Sutherland models, as
well as that with δ-function interactions.
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Some interesting open questions are whether similar results may also hold true for elliptic
CSM models and for integrable models related to root systems of algebras different from
AN−1. The use of methods similar to those employed in ref. [22] to construct generalizations
of Dunkl operators might prove to be helpful in finding proper answers.
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