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INTRODUCTION 
Volterra integral equations arise in a wide variety of mathematical, scien- 
tific, and engineering problems. One such problem is the solution of 
parabolic differential equations with initial boundary conditions [ 1, p. 681. 
Another application deals with the temperature in nuclear reactors [ 1, 
Chap. IV, Sect. 81 where the delayed neutron is ignored. For more physical 
applications of Volterra integral equations see the references in [2]. Many 
physical problems are better represented by a Volterra functional integral 
equation rather than a Volterra integral equation; that is, the problem has 
a delay built in which cannot be ignored [3-51. 
A considerable amount of work has been done on functional differential 
equations ([6] and references contained there); that is, ordinary differential 
equations which have terms which depend on the history of the solution, 
including optimization problems [ 71. Numerical solutions of functional 
differential equations are derived in [8, 91 and in other papers. There is 
also a large body of work dealing with numerical solutions of Volterra 
integral equations without delay (see, e.g., [ 10, 11 I). However, very little 
work has been done with numerical solutions of Volterra integral equations 
with a delay. In [12] a numerical solution of Volterra integral equations 
with a constant delay was considered while in [ 131 a Volterra integral 
equation with a nonconstant delay was considered. 
In this paper we consider the numerical solution of nonlinear Volterra 
integral equations with a solution dependent delay. In Section 1 we prove 
existence and uniqueness of solutions for the equation considered as well as 
a priori boundedness of the solution. In Section 2 we define a numerical 
solution and prove that the numerical solution converges to the solution of 
the integral equation. In Section 3 we discuss several practical methods for 
computing the numerical solution of Section 2. In Section 4 we supply 
some numerical examples. 
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1. EXISTENCE AND UNIQUENESS 
In this section we give existence and uniqueness theorems for solutions of 
equations of the form 
Y(X) =f(x) + J-; H( x> I, y(t), Y(t- t(.!J(t)))) & O<x<a. (l.la) 
Y(X) = g(x), -T,dX<O. (l.lb) 
where t,, and a are positive constants. 
Equation (l.la) is a nonlinear Volterra integral equation with a delay 
which depends on the solution. 
The space in which we will prove existence and uniqueness is 
cZ[ - tO, a], the space of all GI Holder continuous functions, 0 6 a < 1, on 
C-b a]. This space is a Banach space with norm 
l/Y II c= = ~~~~~<u I Y(X)1 + sup I Y(X1)-YW 
/Xi -%I1 
(1.2) 
‘I.-q E c - rw] 
where ye C”[ -zO, a]. 
We will use the following assumptions on g, T, and H. 
(Al) g(O)=,{(O) and ge CX[ -rO, O],$IZ C’[O, a]. 
642) g’(O) =f’(O) + H(O, W(O), g( -G-(O)))) 
(A3) -r,<x-z(u)<x for all x20, and all UER, 
where II2 is the reals. 
(A4) r is continuous on R 
(A5) The function H(x, t, :, :) is integrable with respect to t and 
Lipschitz with respect o x. That is, for every real u and u there is a L(u, u), 
a nonnegative and continuous function, such that 
lH(x,t t, u, u)- H(x,, t, u, u)l dL(u, 0)1x,--A. 
(A6) The function H(x, t, U, u) satisfies a Lipschitz condition with 
respect o u and u. That is, there are constants LI and Lz such that 
I wx, 6 UI 9 u,)-H(x, t, ~2302)l GL, Iu,--u2I +L2 Iu, -021 
We will also need the following sets 
D= {sEC”[-rO,a]ls(x)rg(x)for -r,dxdO}, (1.3) 
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and for each r > 0, 
B,= {sECOL[-T~, all Ilsllcadr). (1.4) 
E,=B,nD. (1.5) 
For the set D it is easy to show 
Remark 1. The set D is closed and convex in the space c[ - tO, a]. 
Using Remark 1, it is then easy to see that, for r sufficiently large, E,. is not 
empty and E, is convex, bounded, and closed in C’[ -z,,, a]. 
We define the operator T on E, as follows: 
Let y E E, and 
(T~)x=f(x)+ j) x, t,y(t),y(t-z(y(t))))dt, 06x<a, (1.6a) 
(Ty)x=g(x), -~,6x<O. (1.6b) 
We first show existence and uniqueness of the solution to (1.1) in 
C”[ - rO, a] for the case tl = 0. We will need the following lemmas. 
LEMMA 1.1. Suppose (Al ), (A3)-(A6) hold and that CI = 0. Then the 
range of the operator T is a subset of E, for r sufficiently large and a suf- 
ficiently small. 
Proof Since we consider CI = 0 it is clear from assumptions (Al ), 
(A3)-(A5) that TYG D. We will show that TYE B,. 
Consider 
~l7yliioSmax{~~~~~~/(“)+j~~(x,~.~~),y(~-~(y(r)))d~~. 
sup 
-rg<x<u 
I ,(-)I} 
<m-ix 
i 
sup If(x)I 
O<X<O 
+ sup 
lj 
x~(.u,~,O,O)-~(x,~,~(~),~(~-~(~(~))))d~ 
o<x<o 0 
+ sup 
/I 
x Wx, t, 0, 0) dt , SUP I g(x)1 . (1.7) 
O<x<a 0 --rgCx<a 
From assumptions (Al), (A3)-(A6), there is an m such that 
m= max H(x, t, 0,O) dt < co (1.8) 
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and 
II TyIIdmax {Ilflle+4~, II AIfl+L2 II ~?I/eu)+w II gllc~) 
< max {/IfII~+~L,~+~L~+m, II R//PI}. ( 
Let r be large enough so that 
1.9) 
and 
or 
II g/Ic”<r (l.lOa) 
II f I/ c~~ + aL, r + aL,r + m -c r, (l.lOb) 
r>max 
i 
II gllr0, 
II f//el+m 
1 - a(L, + L2) 1 
(1.11) 
and let a be such that 
1 
O<a<----- 
L, + L,’ 
(1.12) 
From (l.lOa)-( 1.12), we can conclude that Ty E E,, completing the proof. 
LEMMA 1.2. Under the assumptions of Lemma 1.1, the operator T is con- 
tinuous and compact. 
Proof We first show that T is compact. From Lemma 1.1 T is bounded. 
Let y E E, and let xl 3 x2 > 0. Consider 
+ i‘” I wx,, t> y(t), y(t- z(y(t))))l dt 
Yl 
+I,” Im,, 4 Y(f), r(t - t(y(t)))) 
- Wx,, t, y(t), y(t- ~(ytt))))l dt. (1.13) 
The fact that y E E,, assumptions (Al), (A3)-(AS), and the fact that f is a 
continuous function on a closed interval imply that there are numbers 
6,, 6,, and 6,>0 such that for Ix, -x2( <6,, the first term of (1.13) is less 
than ~/3, for 1 x, - x2 I < 6,) the second term of (1.13) is less than a/3, and 
for Ix,-x21 <b3, the third term of (1.13) is less than ~/3. Hence, for 
I x1 - x2 I < 6 = min(b,, &, 6,) 
I(T~)x,-(Ty)x,l<&. (1.14) 
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For x1 <x2 < 0 the proof is obvious and for x1 < 0 < x2 we can follow the 
proof of the first case. Hence, T is a compact operator. 
We now show that T is continuous. Let yk E E, and yk +y. Since TE, is 
compact, there exists a subsequence Ty,, which converges to y as j + co. 
That is, 
?ib) =i’i?- f(x) + jz ff(x, t, yk,bh yk,(f - $yk,(t)))) df . 1 (1.15) 0 
Using the Lebesgue dominated convergence theorem and the fact that 
-)?k, -+ JJ and 5( yk,) + r(y), We have 
Y(X) =f(x) + j.' Wx, t, y(t), At - T(Y(~)))) dt = (TY) x (1.16) 
0 
for a b x 2 0. Equation (1.16) is also clearly true for - ~~ 6 x 6 0. 
Since any subsequence of { Ty,} converges to the same limit y, we con- 
clude that { Tyk} converges to (Ty) and T is continuous. 
As a result of Lemmas 1.1, 1.2, and a Schauder fixed point theorem, we 
have 
THEOREM 1.1. Suppose that (Al), (A3t(A6) are satisfied. Then the 
integral equation (1.1) has a solution y on [0, a] where a satisfies (1.12) and 
y E E, where r satisfies ( 1.11). 
From Theorem 1.1 the existence of a continuous solution is guaranteed 
while conditions (Al ) and (A5) imply that a solution of (1.1) will satisfy a 
Lipschitz condition. That is, y E cl[ - ro, a] for a = 1. 
Uniqueness is discussed in 
THEOREM 1.2. Suppose the assumptions of Theorem 1.1 hold. Suppose 
also 
(A7) t satisfies a uniform Lipschitz condition with Lipschitz constant 
LT. 
Then the integral equation (1.1) has a unique solution y ,for - ~~ < x 6 a 
where a satisfies (1.12) and 
(L, + L2J2 a2 - a(( II f II + m) L, L, + 2(L, + L2)) + 1 > 0 (1.17) 
and y E E, for r satisfying ( 1.11) and 
r< 
1 -a(L, + L*) 
aL,L, ’ 
(1.18) 
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Z’ in addition to the above, 11 g 11 > (11 f II + m)/( 1 - CW), then there exists CI 
unique solution to (1.1) on the interval [-to, a] where a satisfies (1.12), 
(1.17), and also 
O<a< 
1 
L, + L, + II g II L,L 
(1.19) 
andyEE,for r satisfying (1.11) and (1.18). 
The proof can be obtained easily by using the Lipschitz conditions on H 
and z and from the fact that any two solutions are identical in [ - zO, 01. 
The existence and uniqueness can be extended beyond C-r,,, a] if H and T 
are uniformly Lipschitz, by an extension process. 
In many applications the function H(x, t, y(t), ,v(t - z( y(t)))) has the 
form 
H(x, t, y(t), At- T(At)))) = Qx, t) 4x3 t> y(t), A- T(At)))) 
so that equations (l.la) and (1.1 b) take the form 
Y(X) =f(x, + j-‘ 0, t) 4x, t, y(t), At - T(y(t)))) & O<x<a (1.20a) 
0 
Y(X) = g(x), -r,<x<o. ( 1.20b) 
Assume (Al), (A3), (A7), and h satisfies (A6) and (A5) (we can assume 
. : is continuous with respect o t), and that k(x, t) satisfies the tg;;;;n’s’ .T 1 
(A8) for fixed X, k(x, t) E L’[O, a], 
(A9) j; k(x, t) dt is Lipschitz with respect o x for 0 < x < a. 
Then from the results of this section, it is easily seen that (1.20a), ( 1.20b) 
has a unique solution satisfying a Lipschitz condition for a satisfying ( 1.12) 
and (1.17). 
2. CONVERGENCE 
In this section we consider a numerical scheme for approximating 
solutions to Eq. (1.20). We prove that solutions to the numerical scheme 
converge to the solution of the integral equation. 
To approximate the solution of Eqs. (1.20a) and (1.20b) we consider 
uniform partitions {t,,,} for the intergal [0, a] and the approximation 
t)y(t)dtz -f wjfi(x) Yttj,n)2 
j=O 
(2.1) 
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where k + and k - are, respectively, the positive and negative parts of k. 
The functions wj; and wj; are 2n + 2 numerical weight functions satisfying 
(AlO) wj;(x) E R[O, a]. 
(All) w,:(x)>O, w&(t,, n)=O and w,:(x)=0 for x>tj,,. 
(A12) lim,, ~ ll@‘(x, WtP-C;=, w,~(x).Y(tj,n)ll =O for YE 
cco, al. 
Here R[O, a] is the space of Reimann integrable functions defined on 
[0, a] and I/. 11 denotes the supremum norm on C[O, a]. 
We now let 
Wj,JX) = y;(x) - w,,(x) (2.2) 
so that lim, _ o. llj;k(x, WW-C,“= 0 wj,,,(x) Y( tj,n) I/ = 0 for Y E C[O, a]. 
We also assume 
(A131 C~=O Wi,n(X) h(x, ti,n, ~(t,,n)> ~(ti,n-7(~(tj,n)))) + f; k(x, t) 
h(x, t, s(t), s(t - z(s(t)))) dt as n + cc and for 0 <x 6 a, where S(X) is the 
solution of (1.20a) and (1.20b). 
To find an approximate solution for Eqs. (1.20a) and (1.20b) we replace 
them with the equations 
J,,(X) =fCx) + jj wj(x) h(x9 tj,n, S~(t,,n), 
j=O 
S&n - 7b,&J)) for O<x<a (2.3a) 
and 
s,,(x) = g(x) for -7,<x<o. (2.3b) 
We will say that the solution s,(x) of (2.3a) and (2.3b) converges to s(x) 
on [0, a] if 
lim sup (Is,(x)-.r(x)I)=O. 
n-m o<.r<u 
For convenience, we will drop the IZ subscript from t and w throughout the 
remainder of this section. 
The following lemma follows easily from its hypotheses. 
LEMMA 2.1. Suppose that k(x, t) satisfies (A8) and (A9). Then for E > 0 
there exists a 6 = J(E) such that for all 0 <CL, <a, <x<a, with O< ~1~ - 
~1, <<6 we have 
5 ” I k(x, t)I dt < E. XI 
The numerical weight functions w,(x) satisfy an analog of Lemma 2.1. 
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For a partition {t,}:= , we will use the notation [c, d], or [c, d), for the 
set of integers j such that zj E [c, d] or t, E [c, d), respectively. 
Using Lemma 2.1 of [ 141 one can show 
LEMMA 2.2. Suppose (A8)-(A12) are satisfied. Then for each E > 0, there 
exist points O=p, < ..’ <pRCI:) = a and an N = N(E) such that for all n > N, 
1 I w,(x)1 <E for i=O, l,..., R(E)- 1 (2.4) 
I E CP,,P, f II” 
uniformly for x E [0, a]. 
COROLLARY 2.3. Suppose (A8)-(A12) are satisfied. Then for each E > 0 
there is an N such that for all n 3 N, x E [0, a], and 0 <j< n, we have 
I wj(x)l < &. 
THEOREM 2.4. Assume (Al), (A3), and (A5)-(A12) are satisfied. Then 
I s,(x) - s(x)1 6 QMR, (2.5) 
where M, = 4 and M, is defined by the recurance relation 
M =4+(2r-$f 
r3 6 r-1 
f or r = 2, 3,..., R (2.6) 
and 
Q=oz’t4u [;W, )hb, t, s(t), s(t-+(t))))dt . . 
-,co wj(x) h( x9[,Y s(tj)2 s(t,-z(s(t,)))) . (2.7) 
ProoJ: We prove this result on the intervals [p,- I, pj], j = 1,2 ,..., R, by 
induction. We first show (2.5) for j= 1. Let E(X) =s,(x)-s(x) and 
iE Cpo, ~~1,. Then 
E(X)= i W,(X) h(X, lj, S,(tj)t Sn(fj-‘(‘n(tj)))) 
,=o 
- s ?(x, t) h(x, t, s(t), s(t -z(s(t)))) dt 0 
(2.8) 
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or 
j=O 
- h(X? tj, @,h s(t,- Mt,))))l 
- 
D 
X4x, t) W, t, 4th s(t - Mt)))) df 
0 
-,go wj(x) h( x, tj, s(fj), s(tj-Tz(s(fj)))) 1 . 
From assumption (A6), 
Is(x)l 6 Ll C I wJ(x)l Isn(tj)-s(fj)l 
j=O 
+ L2,:o I wj(x)l Isn(tj-r(sn(tj))-s(zj-T(s(tj)))l 
+ Q(x), 
where Q(x) is the absolute value of the second term, Now consider 
L2 i Iwj(x)l Is,(tj-Z(S,(cj)))--(tj--(S(tj)))l 
j=O 
d L2 i I wj(x)l IE(tj-T(Sn(tj)))l 
/=O 
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(2.9) 
(2.10) 
+L2 i Iwj(x)l IS(tj--(S,(ti)))--(t,--(S(tj)))l. (2.1l) 
j=O 
From Theorem 1.2, there is a unique solution to the integral equation and 
(Al) and (A5) imply that the solution satisfies a Lipschitz condition. 
Moreover, from condition (A7), 5 also satisfies a Lipschitz condition and 
therefore, from (2.11) 
L2 i Iwj(x)l Is,(tj-~(S,(tj)))--(tj-t(S(cj)))l 
j=O 
d L*LSLz C Iwj(x)l e(tj)l 
j=O 
+L2 Jt IWj(X)IIE(tj-T(Sn(~j)))l~ 
J=o 
(2.12) 
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where L, and L, are the Lipschitz constants for r and s, respectively. 
Therefore (2.10) and (2.12) imply 
IE(x)l 6 Ll j$o I wj(x)l ISn(z~j-S(tJ)l + L*L*L, i I wj(X)l I&(tf)l 
j=O 
+ L* C I w/(x) I l &(lj- t(S,( lj))) l + Q(X). (2.13) 
J=o 
We define 
llEIli~su~{IE(X)I~XE[fi~~~til}~ (2.14a) 
IIEIli=max{II&Jlj:O~j~ij. (2.14b) 
It is clear from A3 that for n sufliciently large, 
ti-T(U)<lJ- , for all u E R. (2.15) 
From (2.14) and (2.15) and (2.13) we obtain 
IE(x)l G LI,i, Iwj(x)l lIEllj+ L2LsLr i Iwj(x)l IIEllj 
j=O 
or 
+ L, C I wj(X) I II E Ill + Q(x) 
,=o 
(2.16) 
I&(X)1 d(LI+L2L.~L~) suP 2 Iwj(x)l /IElI, 
X t CPo.PI 1 j = 0 
1-l 
+JL xG~~p,, jFo Iwj(x)l lIEllj+ suP Qtx)’ C2’17) 
r E CPO.PI I 
From Corollary 2.3 we can choose n sufficiently large to insure that 
sup (l-(L,+L,L,L,)Iw,(x)I)-‘<2. (2.18) 
*t CPll.Pll 
From (2.17), (2.18) and the definitions (2.14a) and (2.14b) we have 
l-1 
IIElliG C 2 llEllj+2Q, 
where 
(2.19a) 
Q= sup Q(x) 
X‘s CO.al 
(2.19b) 
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and 
+L*~ye~~p,, (:!I lwj(x)l). (2.20) 
Using Lemma 2.2 and the Linz lemma [lS] we obtain xi=; aii<$ and 
(2.21) 
completing the first part of the proof. 
Now assume that 
IIUiGM,Q (2.22) 
for in [JJ-~,PJ~ and I= 1, 2 ,..., r - 1. The M, are defined recursively in 
(2.6). We will show that (2.22) holds for f= r. Arguing as in (2.13) we 
obtain the following inequality for i E [ prp,, p,], 
r-- 1 
I E(X)1 G (L, + JLJcA) 1 c I~,(X)II/4lI+ c 
i= 1 1~ CP,-I.P,~~ 1s c/b I.Prl. 
l,,(,,llrl,) 
+L* 
[I 
i 1 Iw(x)l I4t,-+,(t,)))l 
j= 1 /e.Sl, 
+ c IWl(X)l I4tl-+n(f)))l 
/ES* I + Q(x), (2.23) 
where Srj= {ZE [pj_,,p,],: t,--r(s,(t,))d~,~,, 16i) and Sz= {Idi: 
t, - t(~,( tr)) > p,- I }. From Lemma 2.2, for n sufficiently large 
sup c 
x (E CP,-l.P,ln 
Iw,b)I~8(L,+;,L L ]y&> 
s T 
(2.24) 
where V= min(L, + L,L,L,, L,). Using the notation of (2.14a), (2.14b), 
and (2.19a) we obtain the following 
( 
r-1 
l4x)l d(L,+L,LL) c sup c I w,(x)l IIEII, 
j=l X /E CP,- M,l. 
+sup c Iwrb)l ll4L) 
1s CPrml.Prln 
409’ I I ? 2-16 
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++ sup c IWl(X)l ;r; Is(t,--(s,(t,)))l 
x Ic C& IJQln 
+ L, sup 1 I Wl(X)l sup I s(t,- r(s,(t,))) 
x IESZ lsS* 
+ Q. (2.25) 
Using (2.14a) and (2.14b) again, and (2.22) we have 
[ 
r-l 
IIEII,G(L, fLL,L) 1 sup c I w,(x)l M, 
/=l x /t CP,-I.P,ln 
+ sup c 
.‘I 1s CPr-1.Prln 
I w,(x)1 llill/] 
+L c sup c IW~(X)III~ll,L, 
/=I x ‘i-l</+1 
+&sup 1 I~,(x)IllEll,+Q. 
Y l/-l >Pr I 
(2.26) 
We can justify inequality (2.26) as follows. The first and second terms come 
from (2.22) and the notation of (2.14a) and (2.14b). In the third term the 
sum could actually be on fewer points, such as t, - z(s,(t,)) < t,- 1 and 
t,- i >p,- , . In this case this point will appear in the fourth sum. Since //Eli, 
is monotonically increasing with respect to j we can therefore replace this 
value by a greater value in the fourth sum, thus showing the validity of the 
right-hand side. Since the right-hand side is independent of x we therefore 
have the validity of inequality (2.26). 
It is clear from (2.6) that IV,> 0 for all j 3 1 and monotonicly increasing. 
Therefore, 
c I WI(X) I 
y (t ri+l.P,in 
+ sup c 
-x /t rPr-l.Prln 
I w,(x)l II a] 
-t-&M,-IQ i sup c Iw,(x)l 
j-1 X rl<P,-, 
+&sup c Iw,(x)IlId,+Q 
x II-I>Pr I 
(2.27) 
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where 
16 CL, + JL~sL) sup 1 I w,(x)l 
V, .x /E CPr-l.Prln 
I<4 (2.29) +&sup c lw,(x) 
i f/Z-P,-l,/<i 
Now using the Linz lemma [ 151, we obtain 
where T = Q + (r - 1) M, . , Q + ( rQMr ~ , /8 ). Therefore, 
and the theorem is proved. 
From Theorem 2.4 we conclude immediately 
THEOREM 2.5. Assume (Al), (A3), (A5)-(A12) are satisfied. Then 
lim sup (IS,(X)-x(x)/)=0. 
n-a O<r<a 
Moreover, from the proof of Theorem 2.4 we have 
(2.30) 
COROLLARY 2.6. Assume that (Al ), (A3), and (A5)-(A12) are satisfied. 
Then the rate of convergence is O(Q), that is, 
SUP (IS,(X)--S(x)II=WQ,. 
3. NUMERICAL METHODS 
To solve Eq. (1.20) we replace it with the system of equations 
Sn(X)=f(X)+ C "'i(X)h(x, tj,S,(fj),S,(tj-z(S"(tj)))). 
;=o 
(3.1) 
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If hypotheses (Al), (A3), and (A5)-(A12) are satisfied, then 
sup sup (Is,(x)--(x)1)=0 by Theorem 2.5. 
* 0 < .x < a 
The system above is highly nonlinear and it is not possible to find a 
reasonable finite system of equations which could be solved to produce a 
solution. Instead, we consider an iteration scheme to solve for {~~(r,)};=~. 
We first choose nodes (t,};=, uniformly on [0, a] with n large enough 
to ensure 
t,-7(u) < tj- 1 for all u E R. (3.2) 
We set s,(t,) =f(t,) = g( to) and proceed to compute s,( t, ) as follows: 
From (3.1) we have 
hl(t1) =./It,) + wo(t,) Ml,, to, s,(to), &(b, - 7M~o)))) 
Let 4tl 1 =f(tl I+ wolf, 1 h(r,, to, s,(to), s,(fo - 4s,(to)))). Since s,(f,) is 
known and to - z(s,(t,)) < 0 we can use s,(t, - r(s,(t,))) =g(to - r(s,(r,))) 
to compute sz(ti). 
Assuming we have computed sk(t,), let sl”(tl)=sH(t,)+w,(t,)h(t,, 
t,sL(t,), ~fi(t, -s(sf,(t,)))). Again since t, -r(s!,(tl))<to=O, by (3.2), we 
can use g(ti - 7(s!,(tl))) for sL(t, - z(sL(t,))) and I!,+’ can be computed. 
We let s,(tl) = lim,, ~ sL(t,). 
Let us assume that {~~(t,)},<,~ have been computed. To extend the 
solution to t, we again consider the iteration scheme 
“1+ ‘Ct],) = s~(tj~) + wjo(t,“) 
’ h(tjo, *m? st(tjo), SL(t,, - 7(st(tjo)))), (3.3) 
where 
'jl(',o) =f(fjcb) + C wj(tjo) 
i=O 
' h('.ju9 ',T 'n(<,)? sn(zj- 7(sn(rjo)))). (3.4) 
The problem with this scheme is that, while {s,J~~)}~<~~ are assumed 
known, tj- 7(s,(tj)) is generally not a node and so s,(ti - 7(s,(r,))) must be 
approximated using the known node values {s,J t,)},<,,. Further, if 
{S!r(t,)li<n are known, we must still find some way to approximate 
si(r,,-7r(s~(tj~))). 
We solve the first of these problems by changing our induction 
hypothesis, assuming that not only {~,(t~)),~,~ are known, but also 
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{s~Ctj-~(s~(fj)))}j<j~ are known. From (3.2) and the discussion of the 
computation of s,(t, ), we have no problem with s,(t, - r(s,(t,)). 
To approximate sfi( tj,, - r(sfi( tjO))) we note that tj,, - z(sL(t,,)) E [0, tjoP i) 
by (3.2). We can therefore use the known values (.Y,,(z~)}~~,~ and
{s,Ctj-rCs,Ctj)))}j<jo to approximate s!,( cjO - z(sfi( tjO))). In the numerical 
examples in $4 we used the following two methods for approximating 
sL(t, - z(sL(tjO))), one based on the iteration scheme of (3.3) and (3.4) and 
the other based on cubic spline interpolating functions. 
Method 1. If {~,,(t~)}~,, and {.s,,(tj- t(.~,,(t~)))}~<~,, are known, then 
Eq. (3.1) gives us a formula for s,(x) for any x 6 t,,- , . Since 
tj~-T(sL(f,~)) < ljo- 1 by (3.2), we can use (3.1) to approximate 
JL(tjo-z(S!z(tjo))) with s,(~,,--r(d(~j,))). 
Method 1 has the advantage of being relatively quick, and we know that 
it will converge to the solution of the original equation from the theorems 
of Section 2. It does, however, tend to compound round-off error and so we 
considered another interpolation scheme which should be more accurate. 
Method 2. We introduce mesh points { tj>y= in on [ -rO, 0] and use a 
cubic spline to interpolate the values {s,(ti)}~:ln. As each sk(zj,) is com- 
puted, a new spline, interpolating {s,(t,)}:“?, and sL(t,,) is computed and 
its values at x = rj, - z(si( tj,,)) is used to approximate $(tj,, - r(sft( rjO))). 
Whichever method is used, we take s,(z,,,) = lim,, J3 sl(t,,,) and then 
approximate s,(tjO - r(s,( tj,))) using the chosen interpolation scheme. 
To completely specify a numerical scheme we must, in addition to 
specifying the method of computing t,, - r(si(t,,)), also specify the 
numerical weight functions {w,(x)}. The weight functions chosen will 
depend, more or less, on the nature of the function H(x, t, U, u) and its 
decomposition 
H(x, t, u, u) = k(x, t) h(x, t, u, 0). 
In the following section we consider two different examples whose decom- 
positions necessitate different kinds of weight functions. 
4. NUMERICAL EXAMPLES 
We consider two examples. 
EXAMPLE 1. 
f(x)+h 3t(y(t)+Af-z(At))))dt for x30 
for x<O. 
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where 
and 
z(u) = e ’ + 0.01 for u~iw 
f(x)=x-ju’3t(t+p(t))dt, 
where 
p(t) = 
i 
0 if t-z(t)<O, 
t-t(t) if t-z(t)>O. 
This problem has s(t) as solution where 
i 
0 
s(t)= t 
if t < 0, 
if t 2 0. 
Let k(x, t) = 3t and h(x, t, u, o) = u + u. Then 
H(x, t, u, u) = k(x, t) h(x, t, u, II). 
In an example of this type, where both k and h are defined and integrable 
throughout the interval [0, a], we can use any simple integration technique 
to approximate the integral 
I ’ k(x, t) h(x, t, u, u) dt 0 (4.1) 
as long as the weight functions implicity defined by the integration techni- 
que satisfy the hypotheses (AlOt(A13). For this example we used 
Simpson’s Rule with a corresponding linear piece on [0, t] when necessary. 
We also used Simpson’s three-eights rule with an appropriae quadratic or 
pair of quadratic approximations on the left-hand end of the partition 
{t,},“= I when necessary. The results on the interval [0, l] for n = 10 and 
n = 100 are given in Tables I and II. Iteration was halted when 
Isy(tj)-S;(tj)I < 10 9. 
All computations were performed in double precision on Oakland Univer- 
sity’s Honeywell Level 68DPSl under the Multics operating system. 
Answers are truncated to 9 digits. 
For our second example we consider the heat equation 
u,(x, t) = ~,,(X, t) for x>O, t>O (4.2) 
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TABLE I 
Solutions to Example 1 using Method 1 
tl= 10 ~=I00 
No. of No. of 
I Y(f) iterations I ).(I) iterations 
Simpson’s rule 
o.oooo 0.000000000 
0.1000 0.100507614 
0.2000 0.2000207 18 
0.3000 0.300545906 
0.4000 0.400090252 
0.5000 0.500643964 
0.6000 0.601997152 
0.7000 0.704315209 
0.8000 0.806905152 
0.9000 0.916194867 
1.0000 1.036604078 
Three-eighths 
o.oooo O.OOOOOOOOO 
0.1000 0.100507614 
0.2000 0.2000207 18 
0.3OQO 0.300019177 
0.4000 0.400024411 
0.5000 0.500024904 
0.6000 0.602123965 
0.7000 0.700233666 
0.8ooO 0.805186337 
0.9000 0.913885320 
l.OWO 1.032820597 
0 o.oooo 0.OQ- 
6 0.1000 0.10OOOoo05 
6 0.2000 0.20OOOOO20 
7 0.3000 0.3OOOOOO48 
7 0.4000 0.40ooooO90 
9 0.5000 0.500000151 
9 0.6000 0.600003015 
11 0.7000 0.700043221 
10 0.8000 0.8003 18097 
11 0.9ooo 0.901184121 
9 1.0000 1.003321163 
0 0.0000 o.mooo0 
6 0.1000 0.100000000 
6 0.2000 0.2OOOOOwO 
7 0.3000 0.300000000 
7 0.4000 0.40oooooO0 
8 0.5000 0.50OoOOoO0 
10 0.6000 0.600020167 
9 0.7OQO 0.700068979 
IO 0.8000 0.800396263 
10 0.9000 0.901239442 
9 1.0000 1.003522417 
0 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
0 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
with boundary conditions 
(4.3a) 
(4.3b) 
where G(u, u) is continuous in both variables and denotes the rate of flow 
of heat from x0 at temperature u to the end of the rod at temperature u. 
Note the delay in (4.3b); the rate of flow at time t depends on the tem- 
perature at x at some earlier time t - T. Such a situation might occur if the 
reaction of a thermostat was delayed. Standard techniques applied to find a 
solution of the above problem for x fixed at x0, that is, to solve for y(t) = 
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TABLE II 
Solutions to Example 1 using Method 2 
il= 10 Pl=lOO 
No. of No. of 
I A0 iterations 1 v(r) iterations 
Simpson’s rule 
0.0000 0.000000000 
0.1000 0.100507614 
0.2w 0.2OCQ20718 
0.3000 0.300545906 
0.4OcQ 0.400090252 
0.5ooo 0.500643964 
0.6000 0.601361876 
0.7000 0.702392784 
0.8CQO 0.802387872 
0.9000 0.905015244 
1.0000 1.006487016 
Three-eighths 
0.0000 0.000000000 
0.1000 0.100507614 
0.2000 0.200020718 
0.3000 0.300019177 
0.4000 0.4000244 11 
0.5000 0.500024904 
0.6000 0.601436817 
0.7000 0.697473168 
0.8000 0.800164063 
0.9000 0.900401861 
1.0000 1.000474828 
0 0.0000 O.OOOOOOOOO 
6 0.1000 O.lOoOOOO05 
6 0.2000 0.2tXnXloO20 
7 0.3000 0.300000048 
7 0.4000 0.40OOOOo90 
9 0.5000 0.5OOOOO151 
9 0.6000 0.600001259 
II 0.7ooo 0.700002023 
10 0.8000 0.800003 199 
12 0.9000 0.900005039 
11 1.0000 l.OOOOO8198 
0 0.0000 O.OOoOOtMOO 
6 0.1000 0.100000000 
6 0.2000 0.200000000 
7 0.3000 0.300000000 
7 0.4000 0.400000000 
8 0.5000 0.500000000 
10 0.6000 0.600018670 
10 0.7c00 0.700024973 
10 0.8000 0.800034779 
11 0.9000 0.900050046 
11 1.oooo 1.000075679 
0 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
0 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
u(x,, I), subject to the constraint that y(t) =g(t) for t < 0, lead to Volterra 
functional integral equations of the form 
Y(t) = 
f(r)+Sf,k(t-a)G(y(a-?), cp(a))da for t>O (44) 
g(t) for t<O, ’ 
where the kernel k(t - a) is of the form 
We therefore considered an example of this form where the answer was 
known. 
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EXAMPLE 2. 
where G(u, v) = u- v, q(t) = 1, T(U) is as in Example 1, 
and 
1 0 dt)= [t-z(t2)]2 for t-7(t2)<0 for t - z( t2) > 0. 
TABLE III 
Solutions to Example 2 using Method 1 
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n= 10 n=loo 
t Y(f) Iterations t Y(f) Iterations 
q=2 o.oooo 0.000000000 0 0.0000 
0.2000 0.04OOOOOOO 2 0.2000 
0.4000 0.16OOOOOOO 2 0.4000 
0.6000 0.36OOOOOO0 2 0.6000 
0.8000 0.644399435 9 0.8000 
1.0000 1.011256792 12 Loo00 
1.2000 1.446823980 11 1.2000 
1.4000 1.974380612 12 1.4000 
1.6000 2.573330831 12 1.6OCKI 
1.8CQO 3.259040943 16 1.8000 
2.0000 4.021918185 14 2.0000 
q=3 o.oooo 0.000000000 
0.2000 0.04OOOOOOO 
0.4000 0.16OOOOOOO 
0.6000 0.36OOOOOO0 
0.8000 0.644399435 
mloo 0.998994447 
1.2000 1.437950810 
1.4000 1.957875710 
1.6000 2.557217035 
1.8OCQ 3.237215583 
2.0000 3.996483416 
0 o.oooo 
2 0.2000 
2 0.4000 
2 0.6000 
9 0.8000 
11 1.0000 
11 1.2000 
10 1.4000 
12 1.6ooo 
13 1.8000 
14 2.OOoO 
0.000000000 0 
0.04OOOOOO0 2 
0.16OOOOOOO 2 
0.36OOOOOO0 2 
0.640000493 6 
1 .OOOOO3274 7 
1.440011221 7 
1.960018008 7 
2.56002353 1 6 
3.240030147 6 
4.000037960 5 
0.000000000 0 
0.04OOOOOOO 2 
0.16OOOOOO0 2 
0.36OOOOOOO 2 
0.63999999 1 6 
0.999999799 7 
1 !.I40000079 7 
1.96OOOOOOl 7 
2.%OOOOO65 6 
3.240000154 6 
4.OOOOQO225 5 
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The solution is the function s where 
s(x) = 
i 
x2 forx>O 
0 for x < 0. 
To solve this equation we use Atkinson’s technique [16] and replace 
G( ~(t - z( y( t))), q(t)) with the piecewise Lagrange polynomial of degree q 
or less on the interval in question. We then evaluate the integral 
j; MO/,/~) dt exactly. Explicit formulas for the weight functions 
thus generated can be found in [ 171. Tables III and IV give results of solv- 
ing this equation using methods 1 and 2 with values of 2 and 3 for q. In 
both of these examples we used the delay function 
r(t)=e ‘+O.Ol 
TABLE IV 
Solutions to Example 2 using Method 2 
n= 10 n=lOfl 
t Y(O Iterations f Y(f) Iterations 
q=2 o.oooo 0.000000000 
0.2000 0.04Oooooo0 
0.4ooo 0.16OOOOoO0 
0.6000 0.36OOOOWO 
0.8000 0.644302496 
1.0000 1.011883947 
1.2000 1.44662374 1
1.4000 1.971946504 
1.6000 2.512416221 
1.8000 3.258742832 
2.0000 4.020172390 
q=3 o.oocKl 0.000000000 
0.2000 0.04OOOOOOO 
0.4000 0.16ocwoOo 
0.6000 0.36cmooOO 
0.8000 0.644302496 
1.0000 0.999487795 
1.2000 1.439439543 
1.4000 1.959310875 
1.6000 2.558831504 
1.8OW 3.239054741 
2.oooo 3.998334158 
0 
2 
2 
2 
9 
12 
11 
12 
12 
15 
15 
0 
2 
2 
2 
9 
11 
I1 
11 
12 
13 
15 
0.0000 0.000000000 
0.2ooa 0.04OOOOOOO 
0.4ONl 0.16OOOOOO0 
0.6000 0.36OOOOOOO 
O.SooO 0.640000891 
1 .oOcO 1000003576 
1.2000 1.440011622 
1.4000 1.960020565 
1.6000 2.560026407 
1.8000 3.240033318 
2.0000 4.000043067 
6 
6 
5 
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The function t - z(t) has one root, between 0.5 and 0.6 and the effect of the 
delay on the numerical solutions can be observed in Tables I and II. 
Similarly t - r(t2) = 0 for a value of t between 0.6 and 0.7 and the effects of 
the delay can be seen in Tables III and IV. 
For Example 1, method 2, using cubic spline interpolation is clearly 
more accurate. For Example 2, method 1 seems to be more accurate but 
only marginally so. In terms of actual CPU time, method 2 was faster than 
method 1 and seemed to be more stable (the cubic version of method 1 
blew up on [0, 33 with n = 100). In general then, we recommend method 2. 
For problems similar to Example 1, the quadratic integration techniques 
(Simpson’s Rule) appears more accurate than the cubic (three-eights rule) 
which might be expected considering the error terms for these two 
integration tehniques. For problems similar to Example 2, the cubic 
integration technique is more accurate. We recommend that the choice of 
integration technique be based on the type of problem considered. 
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