Abstract-Optimization under multiple linear constraints is important for practical systems with individual power constraints, per-antenna power constraints, and/or interference constraints as in cognitive radios. While for single-user multiple-input multiple-output (MIMO) channel transmitter optimization, no one uses general purpose convex programming because water-filling is optimal and much simpler, it is not true for MIMO multiaccess channels (MAC), broadcast channels (BC), and the nonconvex optimization of interference networks because the traditional water-filling is far from optimal for networks. We recently found the right form of water-filling, polite water-filling, for capacity or achievable regions of the general MIMO interference networks, named B-MAC networks, which include BC, MAC, interference channels, X networks, and most practical wireless networks as special cases. In this paper, we extend the polite water-filling results from a single linear constraint to multiple linear constraints and use weighted sum-rate maximization as an example to show how to design high efficiency and low complexity algorithms, which find optimal solution for convex cases and locally optimal solution for nonconvex cases. Several times faster convergence speed and orders of magnitude higher accuracy than the state-of-the-art are demonstrated by numerical examples.
the optimal input structure has been open and directly applying the traditional water-filling is far from optimal [3] [4] [5] .
In [6] , we recently found the right form of water-filling for general interference networks, named B-MAC networks, for practically important achievable rate regions. In a B-MAC network [6] , [7] , each transmitter may send independent data to multiple receivers and each receiver may collect independent data from multiple transmitters. Thus, it is a combination of multiple interfering BCs, from transmitter point of view, and MACs, from receiver point of view. It includes BC, MAC, interference channels, X channels [8] , X networks [9] , and most practical wireless networks, such as cellular networks, WiFi networks, DSL, as special cases. The new water-filling is named polite water-filling because it strikes an optimal balance between reducing interference to others and maximizing a link's own rate. The polite water-filling is satisfied by all Pareto optimal input, not only by the sum-rate optimal input, of the achievable rate regions of the B-MAC networks, including the MAC/BC capacity regions as special cases, under a single linear constraint. It can be exploited to design higher efficiency and lower complexity algorithms for all related network optimization problems, e.g., those in [6] and [7] .
In this paper, we extend the polite water-filling results from a single linear constraint to multiple linear constraints and use it to design highly efficient algorithms for weighted sum-rate maximization under multiple linear constraints (WSRM_MLC) in MIMO B-MAC networks. The weights can be used to prioritize different users' rate or to control fairness among users.
Multiple linear constraints appears in systems with individual power constraints, per-antenna power constraints, and/or interference constraints as in cognitive radios. The extension is nontrivial and the proof uses a different approach than that in [6] . We adopt the same achievable scheme as in [6] , [7] , which assumes Gaussian input and that each signal is decoded by no more than one receiver. It is optimal for MIMO MAC/BC and includes most practical interference management techniques as special cases, such as 1) spatial interference reduction through beamforming matrices without interference cancellation, which automatically becomes spatial interference alignment at high SNR [8] , [10] , [11] ; 2) some combination of interference cancellation using dirty paper coding (DPC) [12] at transmitters and MMSE plus successive interference cancellation (SIC) at receivers 1 ; and 3) transmitter cooperation, where a transmitter cancel another transmitter's signal using DPC when another transmitter's signal is available through, e.g., an optical link between them. 1 Certain combinations of DPC and SIC may result in partial cancellation and thus, are not included.
1053-587X/$26.00 © 2011 IEEE Our algorithms for B-MAC networks take advantage of the optimal input structure relative to the achievable regions and thus have much lower complexity and higher performance than the start-of-the-art algorithms. A generalized water-filling is proposed in [13] to maximize the rate for a single-user MIMO channel under multiple linear constraints. Applying the polite water-filling of this paper to the single-user case recovers the generalized water-filling. Furthermore, the polite water-filling reveals more structure of the optimal solution by identifying in [13] as the colored noise covariance matrix of the reverse link. For the single-user case with the same simulation parameters as in Appendix III of [13] , our algorithms are 6-20 times faster than the generalized water-filling (GWF) algorithm in [13] (whose Matlab script is available at http://www.ee.ucr.edu/~yhua/GWF.pdf) due to more efficient Lagrange multiplier update. For the special cases of MIMO BC and MAC, WSRM_MLC has been studied based on duality and general purpose convex programming [14] [15] [16] . In [15] , WSRM_MLC is solved for MIMO BC by a two-loop algorithm, where the inner loop maximizes the Lagrange function for fixed Lagrange multipliers via standard convex programming, while the outer loop minimizes the Lagrange function via a subgradient algorithm [17] . Efficient interior point methods have been applied for multiple-input single-output (MISO) BC, where the advantage is that the primary variables and Lagrange multipliers are searched jointly [16] , [18] . Because the above approaches do not exploit the optimal input structure, they have the following disadvantages.
1) The complexity is high.
2) The accuracy and convergence speed are relatively low.
3) It is difficult to generalize these approaches to general B-MAC networks where the problem is likely to be nonconvex. 4) It is hard to extend these approaches to distributed algorithms. In contrast, our algorithms impose the optimal input structure at each iteration, resulting in lower complexity, several times faster convergence speed, and orders of magnitude higher accuracy than the state-of-the-art. They work for the general nonconvex cases to find locally optimal solution and are easy for distributed implementation [7] . The insight will help design distributed/centralized algorithms for many other network optimization problems.
The rest of the paper is organized as follows. Section II defines the achievable scheme and formulates the problem. The optimal polite water-filling structure for WSRM_MLC is derived in Section III. Section IV presents the polite water-filling based algorithms together with the optimality analysis for iTree networks, a subclass of the B-MAC networks that possesses promising properties for further study. The performance of the algorithms is verified by simulation in Section V. Section VI concludes.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a generalized one-hop MIMO interference network named a MIMO B-MAC network [6] , [7] , where each transmitter may have independent data for different receivers and each receiver may want independent data from different transmitters. There are data links. Assume the set of physical transmitter labels is and the set of physical receiver labels is . Define transmitter of link as a mapping from to link 's physical transmitter label in . Define receiver as a mapping from to link 's physical receiver label in . For example, in a 2-user MAC, the sets are , . And the mappings could be , , , . The numbers of antennas at and are and respectively. The received signal at is (1) where is the transmit signal of link and is assumed to be circularly symmetric complex Gaussian; is the channel matrix between and ; and is a circularly symmetric complex Gaussian noise vector with nonsingular covariance matrix . To handle a wide range of interference cancellation, we define a coupling matrix as a function of the interference cancellation scheme [6] , [7] . It specifies whether interference is completely cancelled or treated as noise: if , after interference cancellation, still causes interference to , and otherwise, , where is the element of row and column in . The coupling matrices valid for the results of this paper are those for which there exists a transceiver scheme such that each signal is decoded (and possibly cancelled) by no more than one receiver. For example, in a BC (MAC) employing DPC (SIC) where the link is the one to be encoded (decoded), the coupling matrix is given by and . For general B-MAC networks, certain combinations of DPC and SIC are also allowed as discussed in [6] .
We give the achievable rate. Note that by definition. The interference-plus-noise covariance matrix of the link is (2) where is the covariance matrix of . We denote all the covariance matrices as Then the achievable rate of link is given by a function of and [19] 
The paper considers the weighted sum-rate maximization problem under multiple linear constraints with a fixed coupling matrix : (4) where is the weight for link ; 's are positive semidefinite matrices and . To avoid infinite transmit power and/or infinite capacity for all realizations of , the matrix is assumed to be nonsingular for each . We focus on a fixed coupling matrix . The optimization of the coupling matrix , or equivalently, the optimization of the encoding order in DPC and decoding order in SIC is discussed in [6] .
The structure of the optimal solution relies on a rate duality between the forward and reverse links of a MIMO B-MAC network [6] , which is reviewed as follows. Let (5) denote a network where the channel matrices are ; the input covariance matrices must satisfy a single linear constraint ; and the covariance matrix of the noise at the receiver of link is . Then, the dual network or reverse links is defined as (6) where denotes the corresponding terms in the reverse links. The coupling matrix for the reverse links is the transpose of that for the forward links. The interference-plus-noise covariance of reverse link is (7) and the rate of reverse link is . The rate duality says that the sets of all achievable rates in the forward and reverse links are the same. The covariance transformation from the forward input covariance matrices to the reverse ones is calculated from the MMSE receive beams and power allocation that makes the SINRs of the forward and reverse links equal, where such power allocation is obtained by the SINR duality, e.g., [20] . The covariance transformation achieves equal or higher rates than the forward links under the same value of linear constraint . The details of the rate duality and covariance transformation can be found in [6] and [21] .
III. POLITE WATER-FILLING UNDER MULTIPLE LINEAR CONSTRAINTS
In this section, we derive the structure of the optimal solution of problem (4) . We first give Lemma 1 which says that there exist Lagrange multipliers such that the optimal solution satisfies the KKT conditions. Then we prove that the solutions of the KKT conditions have a polite water-filling structure.
The Lagrange function of problem (4) is (8) where the Lagrange multipliers are associated with the multiple linear constraints; and with are the matrix Lagrange multipliers associated with the positive semidefiniteness constraints on 's. Using the enhanced Fritz John necessary conditions in [22, Sec. 5.2] , it can be proved that the optimal solution must satisfy the KKT conditions as stated in the following lemma.
Lemma 1: If is an optimal solution for problem (4), it must satisfy the KKT conditions, i.e., there exist Lagrange multipliers and such that (9) for all and , where and is the interference-plus-noise covariance matrix of forward link resulted from . Let be a solution of the KKT conditions in (9) with , as the optimal Lagrange multipliers. We show that must possess a polite water-filling structure. For convenience, define for some constant and define . It follows from that also satisfies the linear constraint . By the rate duality in [6] , the noise covariance matrix of reverse link is given by . Assume defined below is used as the reverse link input covariance matrices: (10) Note that is not necessarily the covariance transformation of . Then the first KKT condition can be rewritten as (11) where is the interferenceplus-noise covariance matrix of reverse link . The following lemma states that is nonsingular with probability one. Lemma 2: For any link , the reverse interference-plus-noise covariance matrix resulted from in (10) is nonsingular with probability one if all of the following assumptions are satisfied: 1) in problem (4), the sum of the constraint matrices is nonsingular; 2) the channel matrices are randomly generated from a continuous distribution. Proof: It can be verified that satisfies the KKT conditions of the convex optimization problem (12) and thus is an optimal solution of this problem. Consider the case that the nonzero eigenvectors of do not belong to the subspace spanned by the nonzero eigenvectors of , which occurs with probability one due to the second assumption in the lemma. If is singular, it can be proved that the maximum of problem (12) is infinite, which implies that achieves an infinite capacity for link . Since this is impossible according to the first assumption, the probability that is nonsingular must be one.
Therefore, we focus on the case when is nonsingular. The singular case will be solved in Remark 1. Define and respectively be the equivalent channel and the equivalent input covariance matrix for link . Then (11) can be rewritten as (13) which is the KKT condition of a single-user MIMO channel optimization problem. Since the solution of (13) is unique and is given by the water-filling over with as the water-filling level [2] , [6] , [19] , the following theorem is proved.
Theorem 1: For each , perform the thin SVD on the equivalent channel as , where , and . If satisfies the KKT conditions in (9) with the Lagrange multipliers , it must have a polite water-filling structure, i.e., the equivalent input covariance matrix is a water-filling over as follows: (14) where is a scaling factor and can be any positive number without affecting the values of ; ; is given in (10); and . Furthermore, .
Note that the proof of Theorem 1 does not require that defined in (10) must be the covariance transformation of . However, the following theorem proved in Appendix A states that the in (10) is actually the covariance transformation of . Theorem 2: If satisfies the KKT conditions in (9) with the Lagrange multipliers , then for any scaling factor and ,
is the covariance transformation of as in Definition 4 of [6] , when the reverse link noise covariance matrices are given by . Furthermore, possesses the polite water-filling structure, i.e., for each reverse link , the reverse equivalent input covariance matrix is a water-filling over as where and are defined in Theorem 1.
Remark 1: When is singular, we give a polite water-filling structure for a subspace. Since satisfies (11), it is also the optimal solution of problem (12) . Denote the nonzero eigenvectors of . Because the rate of link is assumed to be finite, the nonzero eigenvectors of must belong to the subspace spanned by . Therefore, it will not lose optimality to restrict the transmit vectors to be in the subspace spanned by , i.e., to require , where is a positive semidefinite matrix. Thus, one can substitute for , left multiply (11) by , and right multiply (11) by to obtain an equivalent problem with equivalent channel and nonsingular . Consequently, the corresponding solution possesses the polite water-filling structure in (14) with and replaced by .
IV. ALGORITHMS
In this section, we design several polite water-filling based algorithms for problem (4) . We first present the simpler case of a subclass of B-MAC networks, the interference tree (iTree) networks, with a concave objective function. Then we design improved algorithms which can also find good solutions for general nonconvex B-MAC networks. For practical implementation, Algorithm P2L in Table II combined with Algorithm PPM  in Table I is a good choice for iTree networks with concave objective function, while for general B-MAC networks, the best is Algorithm PSL1 given at the end of Section IV-B.
A. Algorithms for iTree Networks With Concave Weighted Sum-Rate Functions
iTree networks defined in [6] is a natural extension of MAC and BC. We review its definition below.
Definition 1: A B-MAC network with a fixed coupling matrix is called an Interference Tree (iTree) Network if after interference cancellation, the links can be indexed such that any link is not interfered by the links with smaller indices.
An iTree network is different from a network whose channel gains has a tree topology. For example, a BC (MAC) which has tree topology is not an iTree network if DPC (SIC) is not employed, while a BC (MAC) employing DPC (SIC) is an iTree network.
Two examples of iTree networks with concave weighted sumrate functions are 1) a MAC with the decoding order equal to the ascending order of the weights and 2) a two-user channel ( ) specified by the following conditions [6] : a) the channel matrices and are invertible and satisfy ; b) the weights satisfy . Using duality, the algorithms in this section can also be applied to the dual of such networks, e.g., MIMO BC. The optimal polite water-filling structure in Theorem 1 suggests a two-loop iterative algorithm to solve problem (4), where the inner loop forces the input covariance to satisfy the optimal structure for fixed 's via iterative polite water-filling, while the outer loop adjusts 's such that all the linear constraints in (4) are satisfied.
For iTree networks with concave weighted sum-rate functions, it can be verified that the solution of the inner loop satisfies the KKT conditions of the following convex weighted sum-rate maximization problem under a single linear constraint:
and (15) where , and thus is the optimal solution of this problem. A minor modification of the algorithms in [6] for sum power constraint and white noise can be used to solve the inner-loop problem in (15) . Two algorithms in [6] are reviewed below.
1) Algorithm P1: It only works for iTree networks with concave weighted sum-rate functions. It is based on covariance transformation and polite water-filling, and is shown in [6] to converge to the optimal solution. 2) Algorithm PP: It is designed for general B-MAC networks and each iteration is simply a polite water-filling in the forward links followed by a polite water-filling in the reverse links. The modification of Algorithm PP is referred to as Algorithm PPM and is given in Table I . We also obtain Algorithm P1M, which is modified from Algorithm P1 by replacing all the identity covariance matrices of the white noise in the forward and reverse links by and , respectively, and by replacing all the sum power constraints with linear constraints. Note that similar to Algorithm P1, Algorithm P1M solves an equivalent problem of the original one in (15) . The equivalent problem involves with identical networks and their subnetworks and thus there are more than one linear constraints in the algorithm. The details of Algorithm P1M is given in [21] . In practice, Algorithm PPM is a better choice because it has lower complexity, while Algorithm P1M is more of theoretical value because it can be shown to monotonically converge to the optimal solution.
We give two algorithms to update 's in the outer loop. For the first update, it can be shown by a proof similar to the one in [14] that the optimal solution of problem (4) is the optimal solution of problem (15) with which minimizes as follows: (16) Because is convex, the subgradient algorithm in [17] is guaranteed to converge to the optimal solution of problem (16) . It can be shown that is a subgradient of at point [14] , where is the solution of problem (15) with and can be found by, e.g., Algorithm P1M or PPM. Then is updated by the subgradient algorithm as (17) where denotes the step size of the subgradient algorithm.
We also propose the second update of simply as
The reason of considering this update is as follows. The insight obtained from Theorem 1 is that the Lagrange multipliers of the multiple linear constraints can be interpreted as reverse link transmit powers as follows. Assume there are additional virtual receivers in the forward links and the channel matrix from to the virtual receiver satisfies . Then, the constraint in problem (4) can be interpreted as an interference constraint to the virtual receiver. In the reverse links, the virtual receivers become virtual transmitters. If we use as the input covariance matrix for the virtual transmitter, where can be interpreted as the reverse power, the covariance of the interference from all the virtual transmitters to the reverse link is , which is exactly the covariance matrix of the colored noise of reverse link . As implied by Theorem 1, restricting the interference to the virtual receivers can be achieved by pre-whitening the channel with reverse link interference-plus-noise covariance matrix as in the following two steps. First, in , the multiplication of reduces the channel gain in the interfering directions so that in , less power will be filled in these directions. Second, in , the power to the interfering directions is further reduced by the multiplication of . This observation suggests an intuitive update of the reverse power as in (18) , which increase (decrease) when the total interference to the directions alignment to exceeds (is less than) . Simulations show that the update in (18) usually works better than the subgradient algorithm. As for complexity, both updates are very simple. They only require scalar operations. Since Algorithm P2L usually converges faster with update (18), the overall complexity of the algorithm using update (18) is expected to be lower than that using the subgradient update.
The overall two-loop algorithm is summarized in Table II and is referred to as Algorithm P2L (Polite Water-Filling Based 2-Loop). Because Algorithm P1M only changes the white noise and sum power constraints in Algorithm P1 to colored noise and linear constraints, and the duality also holds for colored noise and linear constraint, Theorem 12 in [6] is true for Algorithm P1M, i.e., it converges monotonically to the optimal solution of the inner-loop problem in (15) . Combining with the optimality of the subgradient algorithm for the outer loop [17] , the following theorem is proved.
Theorem 3: For iTree networks with concave weighted-sum rate functions, Algorithm P2L converges to the optimal solution of problem (4) , providing that in Step 1, Algorithm P1M is used to solve the inner problem in (15) , and in Step 2, the subgradient algorithm is used to update . Remark 2: If in Step 1, we use Algorithm PPM and in Step 2, we use the update in (18), Algorithm P2L is still observed in the simulations to converge to the optimal solution without known exception.
B. Algorithms for General B-MAC Networks
Algorithm P2L with Algorithm PPM in the inner loop may be used in more general B-MAC networks. But there are cases that it does not converge to the optimum. Such cases may occur when the optimal solution happens to minimize the weighted sum-rate under the single linear constraint , where 's are the optimal Lagrange multipliers and . In this case, the inner loop tend to diverge from the optimum even with a small disturbance because Algorithm PPM almost always converges to a local maximum of the weighted sum-rate function under the single linear constraint. The following is such an example.
Example 1: Consider a sum-rate maximization problem under individual power constraints for a two-user SISO interference channel with all channel gains equal to 1, (19) where is the transmit power. The optimal solution is and and the optimal Lagrange multipliers are and . It can be shown that the optimal solution of problem (19) happens to be the optimal solution of the following sum-rate minimization problem: (20) Algorithm PSL: To avoid possible divergence from the optimum caused by the inner-loop iterations in the nonconvex cases, we designed a single-loop algorithm called Algorithm PSL (polite Water-Filling Based Single-Loop). It has three steps as summarized in Table IV: Step 1) Update the Lagrange multipliers .
Step 2) Update the forward link input covariance . Step 3) Update the reverse link input covariance . For convenience, the following presentation is in order of Step 2, 1, 3.
Step 2: For fixed and , the update of is as follows. Calculate from (2) using the current input covariance . Obtain from and as (21) Then perform the thin SVD . Finally, the is updated as , where is given by 2 (22) The update in (22) is based on the polite water-filling structure in Theorem 1 where the scaling factor is fixed as 1. 2 The notation 6 6 6
is defined only for simplifying the presentation of the algorithm.
Step 1: For fixed and , the in (22) The algorithm is referred to as Algorithm L and is summarized in Table III . Algorithm L must converge when the linear constraints are decoupled, i.e.,
. An example that , is the -user interference channel with individual power constraints.
Theorem 4: If , Algorithm L converges to a solution of (23) On the other hand, we must have because is a strictly increasing function of . Therefore, it is true that . According to the above, the sequence monotonically decreases as goes to infinity and is lower bounded by 0. Then, it must converge to a fixed point. At the fixed point, it can be proved by contradiction that one of the following must be true: 1) and 2) and . Similarly, if initially, the sequence will converge to 1. In any case, we can obtain using (22) after convergence. If , then
. If and , then . The above proof indicates that Algorithm L may still converge even when is not satisfied. In all simulations we conducted, Algorithm L is observed to always converge to the solution of (23).
Step 3: Finally, for fixed and , update the reverse link input covariance . First, and are calculated respectively from (2) and (21) using current , and .
Then perform the thin SVD . Finally, is updated as (27) where (28) and is chosen such that
The above update is justified by the following. 1) It is based on the reverse link polite water-filling structure in Theorem 2. By Theorem 2, at the stationary point where (4)) satisfies the KKT conditions, the corresponding covariance transformation is given by (27) with so that the reverse polite water-filling level equal to the forward one in (22); on the other hand, satisfies by the rate duality in [6] . However, unless the algorithm already converged to a stationary point, letting in (27) may not satisfy . Therefore, is modified as in (28) to balance between making the reverse and forward polite water-filling level equal and satisfying . 2) Simulations show that the convergence behavior of Algorithm PSL with update (28) is much better than that using the update or the update , and as the iterations go on, will get closer and closer to 1 and finally converges to 1.
3) The following theorem proves that if Algorithm PSL converges (but convergence to a stationary point is not required), will indeed converge to 1. Theorem 5: As long as Algorithm PSL converges, given by (28) must be equal to 1, which is the same as the forward polite water-filling level in (22) .
The proof is given in Appendix B. To achieve a faster initial convergence speed, the initial is calculated from the initial according to the optimal structure in Theorem 1 as follows: (29) We summarize Algorithm PSL in Table IV . It can be viewed as an iterative method to solve the KKT conditions in (9) . In each iteration, the and are updated to satisfy all the KKT conditions, where in , the terms are replaced by and is fixed as that in the previous iteration. Finding the convergence conditions of Algorithm PSL is left for future work. Some initial results are given in Theorem 6 below. In all simulations conducted for MIMO MAC/BC, Algorithm PSL is observed to have a faster convergence speed than the state-of-the-art algorithms in [14] [15] [16] , and [18] . It also converges quickly for most general B-MAC networks simulated. One exception is the very strong interference channel. To eval-uate the convergence performance for this case, define the convergence ratio as the probability that the algorithm converges with a single random initial point. Even for the very strong interference channel, two good convergence properties of Algorithm PSL are observed in the simulations: 1) the convergence ratio is high and 2) it always converges after few trials to find a good initial point.
Theorem 6: If Algorithm PSL converges, the solution of the algorithm satisfies the KKT conditions in (9) , and thus is a stationary point of problem (4) .
Furthermore, Algorithm PSL must converge to a stationary point under the following two assumptions: A1) In Step 1, Algorithm L converges to a solution of (23) . A2) In Step 2, if does not satisfy the polite water-filling structure in Theorem 1, then the Lagrange function with fixed is strictly increased by the update in (22) , where is defined as
Proof: The first part of Theorem 6 is proved in [21] . The proof for the second part is as follows. Note that is forced to satisfy the linear constraints after one iteration of the algorithm. Therefore, we can assume that satisfies all these linear constraints at the beginning of Step 2. Let denote the updated input covariance matrices in (22) . Then it follows from A1) that . Since by A2), we have , i.e., the weighted sum-rate is monotonically increased after each iteration of the algorithm. Since the weighted sum-rate is upper bounded under the linear constraints, Algorithm PSL must converge to a fixed point. At the fixed point, if does not satisfy the polite water-filling structure in Theorem 1, then the weighted sum-rate will be strictly increased by the algorithm according to A2), which contradicts the assumption of fixed point. Combining the above fact and A1), it can be shown that this fixed point must be a stationary point using a proof similar to that of Theorem 13 in [6] .
The conditions for A1) to hold has been provided in Theorem 4. Finding the conditions for A2) to hold is left for future work. However, for iTree networks, we have designed a sequential update method in [23] to strictly increase when the polite water-filling structure in Theorem 1 is not satisfied. In this method, the update of the input covariance of each forward link is the same as that in (22) . The main difference is that the reverse link input covariance matrices are obtained by the covariance transformation rather than the reverse link polite water-filling. Therefore, the update in Step 2 can be viewed a modification of the sequential update method in [23] .
In Algorithm PSL, we use the reverse link polite water-filling rather than covariance transformation to update due to the following reasons: 1) The covariance transformation has higher complexity than polite water-filling [6] and 2) simulations show that the convergence behavior of using reverse link polite water-filling is better than that of using covariance transformation.
Algorithm PSL1: In practice, it is not necessary to wait for the convergence of Algorithm L in each iteration of Algorithm PSL. To reduce the complexity, we propose Algorithm PSL1 by a minor modification of Algorithm PSL as follows:
1) When updating in Step 1 of Algorithm PSL, we only run Algorithm L for one iteration. 2) When calculating the using (22) in Step 2, we change the calculation of from to , where is given in (30) later.
3) The calculation of in (27) is changed from to . We describe the second modification in detail. Because Algorithm L may not converge after one iteration, if in Step 2, the is still calculated from (22) with as the polite waterfilling level, the linear constraints may be severely violated. On the other hand, the linear constraint can be satisfied with equality if for , the polite water-filling level of is set as , where is chosen to satisfy as in Step 2 of Algorithm L. To balance all the linear constraints, in Algorithm PSL1, the polite water-filling level is set as , where
and . The effect of the linear constraint is reflected in the term which is equal to zero if because in this case, the linear constraint is not activated. The term or is used to gradually pull the in (30) to be 1 after convergence.
In the simulations, Algorithm PSL1 is observed to have nearly the same performance as PSL.
C. Complexity Analysis
We give a brief analysis to show the complexity order per iteration of the proposed algorithms. For Algorithm P2L, each iteration is always referred to as an inner iteration. The main computation complexity lies in the SVD and matrix inverse operations in the polite water-filling procedure. Note that both operations are performed over the matrices whose dimensions are equal to the number of the transmit or receive antennas at each node and are not increased with the number of transmission links . This, however, is not true for generic optimization methods. We use the order of the total number of SVD and matrix inverse operations to measure the complexity.
• For Algorithm P2L with Algorithm PPM in the inner-loop, the complexity order of the polite water-filling procedure to update 's and 's is in each iteration.
• For Algorithm PSL, the complexity order of each iteration of Algorithm L in Step 1 is and is upper bounded by because the polite water-filling is performed for links. The polite waterfilling procedure in Step 2 has a complexity order of . The complexity order of Step 3 is . The overall complexity depends on the iteration number of Algorithm L.
• Similarly, for Algorithm PSL1, the complexity order of each iteration is and is upper bounded by . For comparison, we also give the complexity order of three important algorithms in literature.
• The subgradient algorithm in [14] and [15] : It is a twoloop algorithm designed for MIMO BC/MAC. The outerloop problem is solved by the subgradient algorithm, and the inner-loop problem is solved by the interior point algorithm [24] . The complexity order per inner iteration is [24] and is much higher than that of Algorithm P2L. It is also more complex than PSL1 when .
• The infeasible start Newton algorithm in [16] and [18] :
The infeasible start Newton algorithm was first sketched in [25] for the case of per-antenna power constraint and then the details was given in [16] and [18] for the case of multiple linear constraints in MISO BC. In each iteration, the order of the number of matrix multiplications is , where is the number of transmit antennas. Each iteration also requires a matrix inverse operation. The complexity is much higher than that of Algorithm P2L or PSL1 because in MISO case, the channel matrices reduce to vectors, and the SVD in Algorithm P2L or PSL1 reduces to vector normalization.
• Global Gradient Projection (GP) algorithm in [26] : The Global GP finds a stationary point for sum-rate maximization of MIMO interference channel with individual power constraints . It is based on the gradient projection (GP) method in [27] . Both the matrix inverse operations in the calculation of the gradient and the SVD operations in the projection of 's onto the constraint set have a complexity order of . Furthermore, it requires a linear search in each step, where the calculation of the sum-rate in each round of the search has a complexity order of . Therefore, the overall complexity order is more than , while the complexity order of Algorithm PSL1 for this special case is . In practice, Algorithm PSL1 is a good choice because its performance is similar to Algorithm PSL but the complexity is much lower. For iTree networks with concave objective function, Algorithm P2L with Algorithm PPM in the inner-loop is also a good choice.
V. SIMULATION RESULTS
In this section, the performance of the proposed algorithms are demonstrated by simulation. Block fading channel is assumed and the channel matrices are independently generated by , where has zero-mean i.i.d. Gaussian entries with unit variance and 's are average channel gains. We let dB except for Fig. 6 . For weighted sum-rate, the weights are uniformly chosen between 0.8 and 1.2. For Algorithm P2L, Algorithm PPM is used in the inner loop. To evaluate the convergence performance, we define the term as the residual error. For performance evaluation in nonconvex cases, we define pseudo global optimum as the best solution of the algorithm with many random initial points.
We first demonstrate the superior convergence speed of the proposed algorithms for a three-user MISO BC with four transmit antennas and one receive antenna at each user. All simulation parameters are set the same as those in [16, Fig. 2] for comparison with the infeasible start Newton algorithm in [16] . Because the residual error is invalid for the infeasible start Newton algorithm and the optimal solution in [16, Fig. 2 ] satisfies all the constraints with equality, we define the term as the constraint error for convergence comparison. The sum-rate and constraint error versus the number of iterations are plotted in Fig. 1. In Fig. 2 , we compare the asymptotic convergence speed, or accuracy, in terms of sum rate error in logarithmic scale. The proposed algorithms converge much faster and are 4 to 7 orders of magnitude more accurate than the infeasible start Newton algorithm. Among the proposed algorithms, Algorithm PSL and PSL1 converges faster than Algorithm P2L. In Fig. 3 , the weighted sum-rate and residual error versus the number of iterations are plotted for a ten-user MIMO BC with 8 transmit antennas and two receive antennas at each user. The same linear constraints as in Fig. 1 are considered, but the interference directional vectors 's are changed to random unit vectors. Algorithm PSL and PSL1 still converge quickly to the optimal solution.
In Figs. 4-6 , the convergence and sum-rate performance of Algorithm PSL, PSL1 and the Global GP algorithm in [26] are compared for -user interference channels (IFCs) with three antennas at each node. Individual power constraints are considered. Fig. 4 plots the sum-rate versus the number of iterations for and , respectively. The moderate interference regime is considered where 0 dB . Algorithm PSL and PSL1 converge 8 times faster than the Global GP. When , the Global GP converges to a much lower sum-rate compared to PSL and PSL1. This is because letting more users to transmit simultaneously will cause more interference among them and thus in the optimal solution, it is likely that some users should transmit at less or zero power, while the Global GP always let . In Fig. 5 , we compare the accuracy, defined as the errors (in logarithmic scale) from the stationary point that the algorithm converges to. Algorithm PSL and PSL1 are observed to have five orders of magnitude higher accuracy than the Global GP, which shows another advantage of exploiting the optimal polite waterfilling structure. Note that although Algorithm PSL1 has lower sum-rate error than PSL for five users, we can not conclude that PSL1 is better than PSL for this case because the individual power constraints may not be satisfied during the iterations of PSL1. In this particular case, the sum-rate after each iteration of Algorithm PSL/PSL1 is always lower than the optimal sumrate. However, the sum power after each iteration of Algorithm PSL1 slightly exceeds the power constraint, leading to a lower sum-rate error at the cost of a higher residual error. The influence of interference strength is shown in Fig. 6 , where 0 dB and dB , . The pseudoglobal optimum of Algorithm PSL1 is also given for comparison. The average sum-rate of PSL1 is almost the same as PSL and is higher than the Global GP. The sum-rate gap between PSL1 and the Global GP increases with the number of users or . The gap between the pseudo global optimum and PSL1 is small for low or moderate interference regime and becomes larger for strong interference regime. Overall, Algorithm PSL1/PSL with a single initial point achieves a good solution. The simulated convergence ratio of PSL/PSL1 under different interference strength is listed in Table V for . For , nonconvergence case was never observed. The convergence ratio is observed to decrease with . It is not surprising that Algorithm PSL has a higher convergence ratio than PSL1. Even for the strong interference regime, the convergence ratio of the proposed algorithms is still high and the algorithms always converge after a few trials to find a good initial point.
In summary, for interference channel with individual power constraints, Algorithm PSL1 has similar complexity but superior performance and convergence speed compared to the Global GP.
Algorithm PSL/PSL1 can be used to solve more general problems than those in [15] , [16] , and [26] . For example, consider a 3-user interference channel with individual power constraints and an interference constraint . Each node is equipped with three antennas. Fig. 7 plots the weighted sum-rate and residual error versus the number of iterations. The weighted sum-rate of both algorithms converges quickly to a stationary point. The residual error of Algorithm PSL becomes zero after one iteration. For Algorithm PSL1, the residual error also converges quickly to zero.
VI. CONCLUSION
We extend the polite water-filling results from the case of a single linear constraint to multiple linear constraints and use it to design highly efficient algorithms for weighted sum-rate maximization under multiple linear constraints in the generalized MIMO interference networks, named MIMO B-MAC networks. The algorithms have much faster convergence speed, higher accuracy, and lower complexity than the state-of-the-art [14] [15] [16] , [18] for BC/MAC. The algorithms also far outperform the gradient projection based algorithm in [26] , which only works for sum-rate maximization of interference channel with individual power constraints. Furthermore, our algorithms can be easily modified for distributed implementation due to the single-user view of the polite water-filling [6] , [7] .
Fixed channel matrices are considered in this paper. A better performance may be achieved by joint optimization over multiple MIMO channels in both spatial and temporal domains as shown in [28] . The algorithms in the paper can be easily extended to solve the problems considered in [28] for slow block fading channels by considering parallel B-MAC networks. Then, the polite water-filling will be across users, space (antennas), time, and frequency. For weighted sum-rate maximization, the Lagrange multipliers are chosen such that the average power (linear) constraints across time/frequency are satisfied. For problem (4) in [28] , where the power constraint is averaged within a block and all the channel matrices are assumed to be known, such can be directly calculated using Algorithm L. When the power constraint is averaged over many blocks (i.e., long term average power constraint) and the channel distribution is known, such can be obtained by off-line algorithms. Otherwise, can be adaptively adjusted to satisfy the long-term average power constraints. The algorithms in the paper can not be directly used to solve the problems for fast fading channels where the transmitters only know the channel statistics. We will study this case in future work.
APPENDIX

A. Proof of Theorem 2
For simplicity of notations, we omit the upper-script . Pre and post whitening the channel ( ) to obtain an equiv- , where can be viewed as the equivalent transmit power and is the equivalent transmit vector; and . It is easy to verify that 's are the MMSE receivers for the forward equivalent channel and , , achieves the same set of SINRs in the equivalent channels and respectively, which implies that satisfies the definition of the covariance transformation of in [21] .
B. Proof of Theorem 5
Theorem 5 can be proved by contradiction. Suppose , i.e., , after convergence. Let . Decompose and to beams as , where is the transmit power and is the normalized transmit vector with as the normalization factor; and , where and with as the normalization factor. Assume and are used as the receive vectors for the forward and reverse links, respectively. Then the equivalent noise levels for the stream of the forward and reverse link are respectively given by and . It can be verified that the SINRs achieved in the reverse links are strictly larger than that achieved in the forward links due to , while the forward power satisfies and the reverse power satisfies (this is because ), which is impossible according to Lemma 2 and Theorem 1 in [20] . Similarly, it can be proved that is also impossible and thus must hold, i.e., after convergence.
