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INTRODUCTION
Soient p un nombre premier, Zp l’anneau des entiers p-adiques, Qp le corps des nombres
p-adiques et K un sur-corps value´ complet de Qp. Soit C(Zp,K) l’alge`bre de Banach des
fonctions continues de Zp a` valeurs dans K munie de la norme de la convergence uniforme.
En 1958 K. Mahler construit une base orthonormale de C(Zp,K), forme´e des fonctions
binomiales Bn, telles que B0 = 1 et Bn(x) =
x(x− 1) . . . (x− n+ 1)
n!
, ∀n ≥ 1. Toute
fonction f ∈ C(Zp,K) s’e´crit de fac¸on unique comme se´rie uniforme´ment convergente
f =
∑
n≥0
anBn, an ∈ K, lim
n→+∞ an = 0 [25] (voir aussi [26]). Ce de´veloppement en se´rie est
appele´ de´veloppement de Mahler de f .
En 1990, L. Van Hamme retrouve la description des ope´rateurs line´aires continus sur
l’alge`bre des fonctions continues de Zp a` valeurs dans K, qui commutent avec l’ope´rateur
de translation τ1 de´fini par τ1(f)(x) = f(x + 1) [46]. Ces ope´rateurs ne sont autres que
les ope´rateurs aux diffe´rences. L. Van Hamme utilise ces ope´rateurs pour construire de
nouvelles bases de l’alge`bre des fonctions continues de C(Zp,K).
Conside´rons Vq, le sous-groupe compact multiplicatif du groupe des unite´s Up de Zp
engendre´ par q, ou` q est un e´le´ment de Up non racine de l’unite´. Soit C(Vq,K) l’alge`bre de
Banach des fonctions continues de Vq a` valeurs dansK munie de la norme de la convergence
uniforme. A. Verdoodt continue les travaux de L. Van Hamme, en remplac¸ant le groupe
Zp par le sous-groupe Vq de Up et l’ope´rateur de translation par les ope´rateurs Tq ou Dq,
ou` Tq et Dq sont de´finis respectivement par Tq(f)(s) = f(qs) et Dq(f)(s) =
f(qs)− f(s)
qs− q
[53]. Ainsi, en 1994, elle donne une description des ope´rateurs qui commutent avec Tq
(resp. avec Dq). Comme L. Van Hamme, elle utilise ces ope´rateurs pour construire de
nouvelles bases orthonormales de C(Vq,K) [51] (voir aussi [53]).
En prenant un e´le´ment q ∈ K tel que |q−1| < 1, K. Conrad donne un q-de´veloppement
analogue a` celui de K. Mahler. Plus pre´cise´ment, pour toute fonction f ∈ C(Zp,K) et
pour tout x ∈ Zp, on a f(x) =
∑
n≥0
anCn,q(x), avec an ∈ K, lim
n→+∞ an = 0 et
Cn,q(x) =
(
x
n
)
q
=
(qx − 1) . . . (qx−n+1 − 1)
(qn − 1) . . . (q − 1) , lorsque q est non racine de l’unite´ et ou`
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qx =
∑
n≥0
(q − 1)nBn(x) [4]. Ce de´veloppement est appele´ q-de´veloppement de Mahler
et la suite (Cn,q)n≥0 est appele´ q-base de Mahler. Nous replac¸ons cet article de K.
Conrad dans la perspective des travaux de L. Van Hamme [44] et de A. Verdoodt [51] sur
l’espace C(Vq,K) des fonctions continues de Vq a` valeurs dans K ou`, cette fois-ci, Vq est
le sous-groupe du groupe des unite´s de K engendre´ par q.
Nous allons nous interesser a` plusieurs espaces d’endomorphismes line´aires continus de
l’espace de Banach C(Zp,K). Ces espaces sont construits a` partir de certains ope´rateurs
de ”base” dans l’alge`bre de Banach L
(C(Zp,K)) des endomorphismes line´aires continus
de C(Zp,K), comme les ope´rateurs aux q-diffe´rences ∆(n)q et la q-de´rivation de Jackson ∇q.
Les ∆(n)q sont de´finis par ∆ = ∆
(1)
q = τ1−id, ∆(n)q = (τ1−id)◦(τ1−qid)◦· · ·◦(τ1−qn−1id),
pour n ≥ 1 et ∆(0)q = id.
La q-de´rivation de Jackson ∇q est quant a` elle de´finie en posant pour f ∈ C(Zp,K),
x ∈ Zp, ∇q(f)(x) = f(x+ 1)− f(x)(q − 1)qx et les puissances de ∇q par ∇
n
q = ∇q ◦∇n−1q , ∀n ≥ 1
et ∇0q = id.
On a l’ope´rateur Zq de multiplication par qx de´fini par Zq(f)(x) = qxf(x) et ses ite´re´s,
Znq = Zq ◦ Zn−1q . Alors, par substitution, on a Qn(Zq) =
(Zq − id) . . . (Zq − qn−1id)
(qn − 1) . . . (qn − qn−1) ,
∀n ≥ 1 et Q0(Zq) = id, les Qn e´tant les polynoˆmes Qn(s) = (s− 1) . . . (s− q
n−1)
(qn − 1) . . . (qn − qn−1) , pour
n ≥ 1, Q0(s) = 1.
On de´signe par W (Zp,K) le commutant de τ1 dans L
(C(Zp,K)): Q est un e´le´ment
de W (Zp,K) si et seulement si Q ◦ τ1 = τ1 ◦ Q. C’est une sous-alge`bre ferme´e unitaire
de L
(C(Zp,K)). Ses e´le´ments sont appele´s ope´rateurs aux diffe´rences finies. La norme de
L
(C(Zp,K)) est donne´e par ‖Q‖ = sup
‖f‖6=0
‖Q(f)‖
‖f‖ , pour tout Q ∈ L
(C(Zp,K)).
Rappelons que tout ope´rateur Q ∈ W (Zp,K) s’e´crit sous forme d’une se´rie simplement
uniforme´ment convergente Q =
∑
n≥0
bn∆n, en d’autres termes pour toute fonction continue
f , la se´rie
∑
n≥0
bn∆n(f) converge uniforme´ment et Q(f) =
∑
n≥0
bn∆n(f), avec sup
n≥0
|bn| < +∞
et l’on montre que ‖Q‖ = sup
n≥0
|bn| [7]. De la meˆme manie`re, tout ope´rateur Q ∈W (Zp,K)
peut se mettre sous forme d’une se´rie Q =
∑
n≥0
bn∆(n)q , telle que pour toute fonction con-
tinue f , la se´rie
∑
n≥0
bn∆(n)q (f) converge uniforme´ment, bn ∈ K et Q(f) =
∑
n≥0
bn∆(n)q (f);
de plus ‖Q‖ = sup
n≥0
|bn|.
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On de´signe aussi par Dq(Zp,K) le commutant de ∇q dans L
(C(Zp,K)). Les e´le´ments
de Dq(Zp,K) sont appele´s ope´rateurs de Jackson . Tout e´le´ment R ∈ Dq(Zp,K) peut
s’e´crire sous forme d’une se´rie R =
∑
n≥0
bn∇nq , telle que pour toute fonction continue f ,
la se´rie
∑
n≥0
bn∇nq (f) converge uniforme´ment, bn ∈ K et R(f) =
∑
n≥0
bn∇nq (f); de plus
‖R‖ = sup
n≥0
|bn| |q − 1|−n.
Soit Γq(Zp,K) la sous-alge`bre ferme´e de L
(C(Zp,K)) engendre´e par Zq. Les e´le´ments
de Γq(Zp,K) sont les ope´rateurs de multiplication par une fonction continue. On voit que
pour tout entier positif n, Qn(Zq) est l’ope´rateur de multiplication par la fonction continue
Cn,q, ou` (Cn,q)n≥0 est la q-base de Mahler. On montre que tout e´le´ment R de Γq(Zp,K)
s’e´crit sous forme de se´rie simplement uniforme´ment convergente R =
∑
n≥0
bnQn(Zq), avec
lim
n→+∞ bn = 0 et ‖R‖ = supn≥0 |bn|. En d’autres termes, la suite (Qn(Zq))n≥0 est une base
orthonormale de Γq(Zp,K). Ecrit sous cette forme, l’ope´rateur R est l’ope´rateur de multi-
plication par la fonction continue
∑
n≥0
bnCn,q. On a R(C0,q) =
∑
n≥0
bnCn,q. En fait Γq(Zp,K)
est isome´triquement isomorphe a` C(Zp,K).
Associons a` tout e´le´ment q ∈ K, non racine de l’unite´, tel que |q − 1| < 1,
l’application εq : Zp −→ Vq de´finie par εq(x) = qx. C’est un isomorphisme topologique
de groupes compacts totalement discontinus. Il vient que l’application ε˜q de C(Vq,K)
dans C(Zp,K), de´finie en posant, pour g ∈ C(Zp,K), ε˜q(g) = g ◦ εq, est un isomorphisme
isome´trique d’alge`bres de Banach. Il envoie donc toute base orthonormale (resp. orthog-
onale) de C(Vq,K) sur une base orthonormale (resp. orthogonale) de C(Zp,K). En parti-
culier, il envoie la base de Van Hamme (Qn)n≥0 sur la base orthonormale (Qn ◦ εq)n≥0 de
C(Zp,K), les e´le´ments Qn de cette base e´tant de´finis par Qn(s) = (s− 1) . . . (s− q
n−1)
(qn − 1) . . . (qn − qn−1) ,
∀n ≥ 0. Cette base (Qn ◦ εq)n≥0 n’est autre que la base (Cn,q)n≥0 donne´e par K. Conrad
dans [4]. Ce qui nous permet, au Chapitre 1, de faire le lien entre les travaux de K. Conrad
et ceux de L. Van Hamme et A. Verdoodt.
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Les fonctions x −→ qjx
sont line´airement inde´pendantes, ce qui est une conse´quence du Lemme 1.0.7. Nous ap-
pelons q-polynoˆme de q-degre´ n, toute fonction h ∈ C(Zp,K) pouvant s’e´crire sous la
forme h(x) =
n∑
j=0
ajq
jx, avec an 6= 0 et suite q-polynomiale, toute suite de q-polynoˆmes
(hn)n≥0 tels que pour tout n ≥ 0, hn est de q-degre´ n et h0 = 1.
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Nous allons, comme dans le calcul ombral classique, e´tablir une correspondance bijec-
tive entre la classe de suites q-polynomiales (hn)n≥0, telles que
hn(x+ y) =
n∑
s=0
q−s(n−s)q(n−s)xhs(x)hn−s(y), ∀n ≥ 0, x, y ∈ Zp, qui sont des bases ortho-
normales de l’alge`bre des fonctions continues C(Zp,K) et la classe d’ope´rateurs line´aires
Q =
∑
i≥1
bi∆(i)q , tels que ‖Q‖ = |b1| = 1 (voir le corollaire 1 du The´ore`me 2.1.7).
De meˆme, nous e´tablissons une correspondance bijective entre une classe de suites q-
polynomiales, qui sont des bases orthogonales de C(Zp,K) et la classe d’ope´rateurs line´aires
R =
∑
i≥1
bi∇iq, tels que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1 (voir le corollaire du The´ore`me 2.2.3).
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. La relation de commutation
∇qτ1 = qτ1∇q nous permet de re´aliser le plan quantique a` deux ge´ne´rateurs, sous une
forme concre`te d’une alge`bre d’ope´rateurs qu’on note Pq. La famille (τ i1∇jq)i≥0,j≥0 est
une base du K-espace vectoriel Pq. En de´signant par P(n)q le sous-espace de Pq engendre´
par les e´le´ments homoge`nes de degre´s n, on obtient une graduation sur Pq. La famille
(τ i1∇n−iq )0≤i≤n est une base orthogonale de P(n)q . Soit R =
n∑
i=0
m∑
j=0
τ i1∇iq un e´le´ment de
Pq, pour tout q-polynoˆme hn de q-degre´ n, R(hn) est de q-degre´ ≤ n. En d’autres ter-
mes, l’espace des q-polynoˆmes est invariant par Pq. On montre que l’espace des fonctions
strictement diffe´rentiables et celui des fonctions continues restrictions de fonctions analy-
tiques sont invariants par tout e´le´ment R de Pq.
On obtient e´galement la re`gle de commutation ∇qZq = qZq∇q + id. Ce qui nous permet
d’avoir une re´alisation concre`te Aq de l’alge`bre de Weyl quantique a` deux ge´ne´rateurs
comme espace d’ope´rateurs line´aires continus. La famille
(
Qi(Zq)∇jq
)
i≥0,j≥0
est une
famille orthogonale dans L
(C(Zp,K)). On obtient alors une description, sous forme de
se´ries convergentes, de la sous-alge`bre ferme´e de L
(C(Zp,K)) engendre´e par Zq et ∇q.
Des conditions portant sur les coefficients du de´veloppement de Mahler, pour qu’une
fonction continue de Zp dans K, soit strictement diffe´rentiable sont bien connues [33]. Si
f =
∑
n≥0
anBn, an ∈ K, est le de´veloppement de Mahler de f , alors f est strictement
diffe´rentiable si et seulement si lim
n→+∞n |an| = 0. Nous trouvons, dans le quatrie`me
chapitre, des conditions similaires sur les coefficients du q-de´veloppement Mahler pour
qu’une fonction f =
∑
n≥0
bnCn,q ∈ C(Zp,K) soit strictement diffe´rentiable sur Zp, d’abord
lorsque q est non racine de l’unite´ (The´ore`me 4.1.1), ensuite lorsque q est une racine prim-
itive de l’unite´ d’ordre une puissance pN de p (The´ore`me 4.1.2). Ces conditions sont a`
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comparer avec celle obtenue par A. Verdoodt dans sa the`se [52] ( voir aussi [54]). Dans
le cas ou` q est tel que |q − 1| < |p| 1p−1 , on obtient une base orthonormale de l’espace
des fonctions strictement diffe´rentiables sur Zp (voir le corollaire 1 du The´ore`me 4.1.1).
Nous donnons dans la dernie`re partie de ce chapitre, la somme inde´finie et l’inte´grale de
Volkenborn des fonctions de classe C1 en fonction du q-de´veloppement de Mahler.
La plupart des re´sultats qui suivent ont e´te´ annonce´s au Se´minaire de The´orie des Nom-
bres et d’Analyse du Laboratoire de Mathe´matiques de l’Universite´ Blaise Pascal [40], [41],
a` la 8e Confe´rence d’Analyse Fonctionnelle p-adique a` Clermont Ferrand du 5 au 9 juillet
2004 [38], a` Mali Symposium on Applied Sciences a` Bamako du 2 au 5 aouˆt 2004 [39] et
au Colloque du Re´seau Africain de Ge´ome´trie et Alge`bre Applique´es au De´veloppement
du 18 au 25 novembre 2005 a` Bamako [41].
La deuxie`me partie du Chapitre 2 est publie´e dans Contemporary Mathematics - Vol.
384 (2005) - p. 335-351 et la premie`re partie sera publie´e dans ”Journal of Analysis”. Une
re´daction de la deuxie`me partie du Chapitre 4 va paraˆıtre dans ”Afrika Matematika”
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Conventions Ge´ne´rales et Notations
Dans toute la suite:
• Zp est l’anneau des entiers p-adiques
• Qp est le corps des nombres p-adiques
• K est un sur-corps value´ complet de Qp
• q est un e´le´ment de K tel que |q − 1| < 1.
• Vq est l’adhe´rence de l’ensemble {qn, n ∈ Z} dans le groupe des unite´s UK de K.
• C(Zp,K) est l’alge`bre de Banach des fonctions continues de Zp a` valeurs dans K
• C(Vq,K) est l’alge`bre de Banach des fonctions continues de Vq a` valeurs dans K.
• Bn(x) = x(x− 1) . . . (x− n+ 1)
n!
.
• Cn,q(x) = Cn(x) =
(
x
n
)
q
=
(qx − 1) . . . (qx − qn+1)
(qn − 1) . . . (qn − qn−1) , lorsque q est non racine de l’unite´.
• L(C(Zp,K)) est l’alge`bre des endomorphismes line´aires continus de l’espace des fonc-
tions continues de Zp dans K.
• W (Zp,K) est l’alge`bre des ope´rateurs aux diffe´rences finies.
• Dq(Zp,K) est l’alge`bre des ope´rateurs de Jackson.
• Γq(Zp,K) est l’alge`bre des ope´rateurs de multiplication par une fonction continue,
adhe´rence de la sous-alge`bre engendre´e par Zq.
• Pq est l’alge`bre du plan quantique engendre´e par τ1 et ∇q.
• P̂q est l’adhe´rence de Pq.
• Aq est l’alge`bre de Weyl quantique engendre´e par Zq et ∇q et Âq est l’adhe´rence de Aq.
• On note Q1Q2 la compose´e Q1 ◦Q2 de deux ope´rateurs Q1 et Q2.
• Par convention on pose
∏
∅
= 1 et
∑
∅
= 0.
• On dit qu’une suite de polynoˆmes (hn)n≥0 est une suite polynomiale si h0 = 1 et pour
tout n ≥ 1, hn est de degre´ n.
• Une suite polynomiale (hn)n≥0 est dite de type binomial si hn(x+y) =
∑
i+j=n
hi(x)hj(y),
∀n ≥ 0, x, y ∈ Zp.
• Nous appelons q-polynoˆme de q-degre´ n, toute fonction h ∈ C(Zp,K) pouvant s’e´crire
sous la forme h(x) =
n∑
j=0
ajq
jx, avec an 6= 0; q e´tant un e´le´ment de K non racine de l’unite´.
Les fonctions qjx sont line´airement inde´pendantes (c’est une conse´quence du Lemme 1.0.7.
• Une suite de q-polynoˆmes (hn)n≥0 telle que h0 = 1 et pour tout n ≥ 1, hn est de q-degre´
n est appele´e suite q-polynomiale.
• On appelle suite de type q-binomial toute suite q-polynomiale (hn)n≥0 telle que
hn(x+ y) =
∑
i+j=n
qj(x−i)hi(x)hj(y), ∀n ≥ 0, x, y ∈ Zp.
CHAPITRE 1
1. Quelques bases orthonormales dans C(Zp, K)
Soit K est un sur-corps value´ complet de Qp et q un e´le´ment de K tel que |q − 1| < 1, dans
ce chapitre, nous faisons le lien entre les travaux de L. Van Hamme et de A. Verdoodt sur
l’alge`bre de Banach des fonctions continus de Vq a` valeurs dans K et ceux de K. Conrad
sur l’alge`bre C(Zp,K) des fonctions continues de Zp a` valeurs dans K.
De´finition 1.0.1. Soit K un corps value´ ultrametrique complet, de valeur absolue non
trivial | |. Une norme ultrame´trique sur un K-espace vectoriel E est une application
‖ ‖ : E −→ R+ telle que
(1) ‖v‖ = 0⇐⇒ v = 0
(2) ‖av‖ = |a| ‖v‖ ∀a ∈ K, v ∈ E
(3) ‖v + w‖ ≤ max(‖v‖ , ‖w‖) ∀v, w ∈ E (ine´galite´ triangulaire forte ou
ultrame´trique).
On dit alors que l’espace vectoriel (E, ‖ ‖) est ultranorme´ et lorsqu’il est complet, on dit
que c’est un K-espace de Banach ultrame´trique.
Nous rappelons ici quelques proprie´te´s classiques desK-espaces de Banach ultrame´triques,
qui nous seront d’un usage fre´quent.
Proprie´te´s 1.0.1. Soit K un corps value´ ultrametrique complet et soit (E, ‖ ‖) un K-
espace de Banach ultrame´trique.
P.1: Soient v, w ∈ E tels que ‖v‖ 6= ‖w‖, alors ‖v ± w‖ = max(‖v‖ , ‖w‖).
P.2: Soit (vj)1≤j≤n une suite de E, on a
n∑
j=1
vj = 0 =⇒ ∃i, j, i 6= j / ‖vi‖ = ‖vj‖.
P.3: Une suite (vn)n≥1 de E est de Cauchy si et seulement si lim
n→+∞ ‖vn − vn+1‖ = 0.
P.4: Soit (vn)n≥1 une suite de E, si lim
n→+∞ vn = v 6= 0, alors il existe n0, tel que
‖vn‖ = ‖v‖, ∀n ≥ n0.
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P.5: Si E est de Banach, une se´rie
∑
n≥1
vn converge dans E si et seulement si
lim
n→+∞ vn = 0.
De´finition 1.0.2. Soient K un corps value´ ultrame´trique complet et E un K-espace de
Banach ultrame´trique.
Une famille (ei)i∈I d’e´le´ments de E est appele´e base orthogonale de E si et seulement si
tout e´le´ment v de E s’e´crit sous la forme v =
∑
i∈I
aiei, avec ai ∈ K, ∀i ∈ I, lim
i∈I
aiei = 0
et ‖v‖ = sup
i∈I
|ai| ‖ei‖.
De plus, si ‖ei‖ = 1, ∀i ∈ I, alors on dit que (ei)i∈I est une base orthonormale de E.
Lemme 1.0.1 (Bases orthonormales proches).
Soient K un corps value´ ultrame´trique complet, V un K-espace de Banach posse´dant une
base orthonormale (en)n≥0. Soit (e′n)n≥0 une suite dans V , telle que sup
n≥0
∥∥en − e′n∥∥ < 1,
alors (e′n)n≥0 est une base orthonormale de V .
De´monstration. Voir [5] Corollary 5.3 et [4] Lemma 3.2. 
Nous rappelons ici le the´ore`me principal sur la base de Mahler.
The´ore`me 1.0.1. Soit K un sur-corps value´ complet de Qp. Posons B0(x) = 1 et
Bn(x) =
x(x− 1) . . . (x− n+ 1)
n!
=
(
x
n
)
, ∀n ≥ 1. Alors la suite (Bn)n≥0 est une base
orthonormale de C(Zp,K).
Le de´veloppement de toute fonction continue f ∈ C(Zp,K) s’obtient sous la forme
f =
∑
n≥0
∆n(f)(0)Bn, ou` ∆ est l’ope´rateur line´aire de´finie par ∆(f)(x) = f(x+1)− f(x),
x ∈ Zp.
De´monstration.
On renvoie a` [1], [25], [26] et [33]. Rappelons simplement que l’une des de´monstrations
consiste a` montrer que, pour tout f ∈ C(Zp,K), on a lim
n→+∞∆
n(f) = 0. 
Soit K un sur-corps value´ complet de Qp. Notons Λ = {a ∈ K/ |a| ≤ 1} l’anneau de
valuation de K et M = {a ∈ K/ |a| < 1}, l’ide´al maximal de Λ.
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Lemme 1.0.2. La valeur absolue de Zp est normalise´e de telle sorte que |p| = p−1.
(i) Les racines de l’unite´ dans K qui sont re´duites a` 1 dans le corps re´siduel Λ/M sont
exactement les racines de l’unite´ d’ordre une puissance de p dans K.
(ii) Soit q une racine primitive de l’unite´ d’ordre une puissance pN > 1, c’est-a`-dire
qp
N
= 1 et qk 6= 1, ∀1 ≤ k < pN , alors |q − 1| = p−
1
pN−1(p−1) ≥ p −1p−1 .
Les racines de l’unite´ dans K forment un ensemble discret.
(iii) Pour q ∈ K, la suite 1, q, q2, . . . , peut eˆtre prolonge´e en une fonction continue qx
pour x ∈ Zp si et seulement si |q − 1| < 1. Dans ce cas qx =
∑
n≥0
(q − 1)n
(
x
n
)
et
|qx − 1| ≤ |q − 1| < 1.
(iv) Si |q − 1| < 1 et x 6= 0, alors qx = 1 si et seulement si q est une racine primitive de
l’unite´ d’ordre une puissance pN de p et x ∈ pNZp.
De´monstration.
(i) Puisque K est un sur-corps value´ de Qp, le corps re´siduel K = Λ/M est de carac-
te´ristique p. Soit a un entier premier a` p. Si x ∈ K est une racine a-ie`me de l’unite´
distincte de 1 et congrue a` 1( mod M), comme 1 + x + · · · + xa−1 = 0, on aurait
0 = 1¯ + x¯+ · · ·+ x¯a−1 = 1¯ + · · ·+ 1¯ = a¯. Ce qui est absurde.
Si q est une racine de l’unite´ d’ordre apb dans K distincte de 1 et congrue a`
1( mod M), alors qpb est une racine de l’unite´ d’ordre a congrue a` 1( mod M). Il
vient que qp
b
= 1.
(ii) Rappelons que pour tout entier positif `, on a
∣∣∣∣(p`k
)∣∣∣∣ = |p|`|k| , pour 1 ≤ k ≤ p`, avec
|p|`
|k| ≤ |p|, pour 1 ≤ k ≤ p
` − 1.
Soit q une racine de l’unite´ d’ordre pN . Montrons que |q − 1| < 1.
Puisque qp
N
= 1, alors q¯p
N − 1¯ = 0 dans K¯. Donc (q¯− 1¯)pN = 0 et q¯ = 1¯, c’est-a`-dire
|q − 1| < 1.
Posons ζ = qp
N−1
, alors ζp = 1 et |ζ − 1| < 1. On a
0 =
ζp − 1
ζ − 1 =
p∑
k=1
(
p
k
)
(ζ − 1)k−1 = p+
p−1∑
k=2
(
p
k
)
(ζ − 1)k−1 + (ζ − 1)p−1, ou encore
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(ζ − 1)p−1 = −p−
p−1∑
k=2
(
p
k
)
(ζ − 1)k−1.
Comme
∣∣∣∣∣
p−1∑
k=2
(
p
k
)
(ζ − 1)k−1
∣∣∣∣∣ ≤ max2≤k≤p−1
∣∣∣∣(pk
)∣∣∣∣ |ζ − 1|k−1 ≤ |p| |ζ − 1| < |p|, on a
|ζ − 1|p−1 = |p| et |ζ − 1| = |p| 1p−1 .
Posons maintenant γ = q − 1. On a |γ| = |q − 1| < 1 et
ζ − 1 = (γ + 1)pN−1 − 1 =
pN−1−1∑
k=1
(
pN−1
k
)
γk + γp
N−1
. Mais∣∣∣∣∣∣
pN−1−1∑
k=1
(
pN−1
k
)
γk
∣∣∣∣∣∣ ≤ max1≤k≤pN−1−1 |p|
pN−1
|k| |γ|
k ≤ |p| max
1≤k≤pN−1−1
|γ|k = |γ| |p| < |p| ≤
≤ |p| 1p−1 = |ζ − 1|. Ainsi,
∣∣∣γpN−1∣∣∣ =
∣∣∣∣∣∣ζ − 1−
pN−1−1∑
k=0
(
pN−1
k
)
γk
∣∣∣∣∣∣ = |ζ − 1| et
|γ| = |ζ − 1|
1
pN−1 = |p|
1
pN−pN−1 .
Soient q et q′ deux racines distinctes de l’unite´ dans K, alors |q − q′| ≤ 1. Ou bien
|q − q′| = 1, ou bien |q − q′| = |q/q′ − 1| < 1 et on de´duit de (i) que q/q′ est une
racine de l’unite´ d’ordre une puissance de p dans K. On a |q − q′| ≥ p −1p−1 . Donc les
racines de l’unite´ dans K forment un ensemble discret.
(iii) Soit q ∈ K, si la suite m −→ qm se prolonge en une fonction continue sur Zp, alors
on a lim
`→+∞
qp
`
= 1 et il existe `0 tel que
∣∣∣qp`0 − 1∣∣∣ < 1. Ainsi, d’une part |q| = 1 et
d’autre part qp
`0 est congru a` 1 modulo M, d’ou` l’on de´duit |q − 1| < 1.
Re´ciproquement si |q − 1| < 1, alors la se´rie de fonction εq(x) =
∑
n≥0
(q − 1)nBn(x)
converge uniforme´ment sur Zp. La fonction continue εq est telle que
εq(m) =
m∑
n=0
(q − 1)n
(
m
n
)
= qm. On posera aussi εq(x) = qx.
(iv) Soit q ∈ K, tel que |q − 1| < 1. Notons que (qx)y = qxy, ∀x, y ∈ Zp.
Posons x = apN , a 6= 0. Si qx = 1, on a (qpN )a = 1 et qpN = ((qpN )a)a−1 = 1.
Re´ciproquement, si q est une racine d’ordre pN de l’unite´, alors pour x = apN , avec
a 6= 0, on a qx = (qpN )a = 1. 
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De´finition 1.0.3. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. La suite de
fonctions (qjx)j≥0 est line´airement inde´pendante sur K (voir Lemme 1.0.7).
On appelle q-polynoˆme de q-degre´ n toute fonction h, continue de Zp dans K, pouvant
s’e´crire sous la forme h(x) =
n∑
j=0
ajq
jx, avec an 6= 0. Dans ce cas, le coefficient an est
appe´le´ coefficient dominant du q-polynoˆme h.
Une suite de q-polynoˆmes (hn)n≥0 telle que h0 = 1 et pour tout n ≥ 0, hn est de q-degre´
n est appele´e suite q-polynomiale.
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Posons (m)q = q
m − 1
q − 1 , pour
m ∈ N. On de´duit du Lemme 1.0.2 (iii) que la fonction qui a` m fait correspondre (m)q se
prolonge en une fonction continue x −→ (x)q sur Zp si et seulement si |q − 1| < 1. Dans
ce cas, on a (x)q =
qx − 1
q − 1 =
∑
n≥1
(q − 1)n−1
(
x
n
)
si q 6= 1 et (x)1 = x.
Soient K un corps value´ complet et X un espace compact. Rappelons que la norme
sur l’espace des fonctions continues de X a` valeurs dans K est la norme de la convergence
uniforme ‖f‖ = ‖f‖∞ = sup
x∈X
|f(x)|, pour toute fonction continue f .
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Conside´rons le sous-groupe ferme´
Vq du groupe des unite´s de K engendre´ par q. Notons que Vq est e´gal a` l’adhe´rence de
{qn, n ≥ 0}.
Soit (Qn)n≥0 la suite de fonctions continues de´finies sur Vq par Q0(s) = 1 et
Qn(s) =
(s− 1)(s− q) . . . (s− qn−1)
(qn − 1) . . . (qn − qn−1) , ∀n ≥ 1, s ∈ Vq. On de´finit les ope´rateurs line´aires
continus D(n)q par D
(0)
q = id et D
(n)
q = (Tq − id) . . . (Tq − qn−1id), ∀n ≥ 1.
On verifie par re´currence que D(j)q (Qn)(s) = q−j(n−j)sjQn−j(s), ∀0 ≤ j ≤ n− 1.
En particulier D(n)q (Qn)(s) = sn, ce qui implique que D
(j)
q (Qn)(s) = 0, ∀j ≥ n+ 1.
The´ore`me 1.0.2 (Base de Van Hamme). Soit q ∈ K, non racine de l’unite´, tel que
|q − 1| < 1. La suite polynomiale (Qn)n≥0 est une base orthonormale de l’espace de Ba-
nach ultrame´trique C(Vq,K) des fonctions continues de Vq a` valeurs dans K.
Pour tout e´le´ment f ∈ C(Vq,K), on a f =
∑
n≥0
anQn, avec an ∈ K, lim
n→+∞ an = 0 et
‖f‖ = sup
n≥0
|an|; de plus an = D(n)q (f)(1).
De´monstration. (Voir [11] Theorem 1).
Les de´monstrations donne´es par L. Van Hamme et A. Verdoodt pour q ∈ Zp se trans-
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posent ici sans difficulte´. Notons qu’une de´monstration directe consiste a` montrer que
pour f : Vq −→ K continue, la suite (D(n)q (f))n≥0 converge uniforme´ment vers ze´ro.
Une autre de´monstration utilise un the´ore`me de Y. Amice, base´ sur le the´ore`me de
Weierstrass-Kaplansky. 
• Conside´rons l’ensemble Ep = {x ∈ K / |x| < p
−1
p−1 }. On sait que la se´rie de fonctions
expp(x) =
∑
n≥0
xn
n!
converge dans K si et seulement si x ∈ Ep, on dit que expp est
l’exponentielle p-adique.
De meˆme, la se´rie de fonctions logp(x) =
∑
n≥1
(−1)n−1 (x− 1)
n
n
converge dans K si et seule-
ment si |x− 1| < 1. On dit que logp est le logarithme p-adique. Remarquons que pour
|q − 1| < 1, on a lim
x→0
qx − 1
x
= logp(q).
Remarque 1.0.1. Soit q ∈ K, tel que |q − 1| < 1, alors Vq ⊂ 1 +M.
Notons que Vq est fini lorsque q est une racine de l’unite´.
Lemme 1.0.3. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
L’application εq : Zp −→ Vq de´finie par εq(x) = qx =
∑
n≥0
(q − 1)nBn(x) est un isomor-
phisme de groupes topologiques.
De plus, si |q − 1| < |p| 1p−1 , alors Vq ⊂ 1+Ep et pour tout x ∈ Zp, on a qx = expp(x logp(q)).
De´monstration.
Soit q ∈ K, non racine de l’unite´, tel que q ≡ 1( mod M). Soit x, x′ ∈ Zp, on a
εq(x+ x′) = qx+x
′
= qxqx
′
= εq(x)εq(x′). Il vient que εq est un morphisme de groupes de
Zp dans Vq.
On voit aussitoˆt par la de´finition de Vq que εq est surjectif. On de´duit du Lemme 1.0.2 (iii)
que εq est injectif.
On de´duit du fait que Zp est compact que εq est bi-continue. C’est donc un isomorphisme
de groupes topologiques et Vq est un groupe compact.
De plus comme Vq ⊂ 1+M, posant logq =
logp
logp(q)
, on voit que la restriction de logq a` Vq
est l’isomorphisme re´ciproque de εq.
Supposons |q − 1| < p− 1p−1 , on de´duit encore du Lemme 1.0.2 (iii) que
|qx − 1| ≤ |q − 1| < p− 1p−1 , ∀x ∈ Zp. Donc Vq ⊂ 1 + Ep. Posons s = qx, x ∈ Zp, on a
logp(s) = logp(qx) = x logp(q) et εq(x) = qx = expp(logp(qx)) = expq(x logp(q)). 
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Pour q non racine de l’unite´, on note ϕq l’isomorphisme re´ciproque de εq, qui coincide
avec la restriction a` Vq de logq =
logp
logp(q)
. Notons que εq ◦ ϕq = idVq et ϕq ◦ εq = idZp .
The´ore`me 1.0.3. Soient ε˜q : C(Vq,K) −→ C(Zp,K) et ϕ˜q : C(Zp,K) −→ C(Vq,K)
les morphismes d’alge`bres de´finis par ε˜q(g) = g ◦ εq, ∀g ∈ C(Vq,K) et ϕ˜q(f) = f ◦ ϕq,
∀f ∈ C(Zp,K). Alors ε˜q et ϕ˜q sont des isomorphismes isome´triques d’alge`bres de Banach
re´ciproques l’un de l’autre.
De plus, pour tout j ≥ 0, on a ∆(j)q = ε˜q ◦D(j)q ◦ ϕ˜q et D(j)q = ϕ˜q ◦∆(j)q ◦ ε˜q.
De´monstration. On ve´rifie aussitoˆt que ε˜q et ϕ˜q sont des morphismes d’alge`bres. En
utilisant l’associativite´ de la composition des fonctions continues on a, pour f ∈ C(Zp,K),
ε˜q(ϕ˜q(f)) = ϕ˜q(f) ◦ εq = f ◦ ϕq ◦ εq = f et de la meˆme manie`re si g ∈ C(Vq,K), on a
ϕ˜q(ε˜q(g)) = ε˜q(g)◦ϕq = g◦εq ◦ϕq = g. Il vient que ε˜q et ϕ˜q sont des bigections re´ciproques
l’une de l’autre. De plus on a ‖ε˜q(g)‖ = sup
x∈Zp
|g ◦ εq(x)| = sup
s∈Vq
|g(s)| = ‖g‖ et de meˆme
‖ϕ˜q(f)‖ = ‖f‖. D’ou` ε˜q et ϕ˜q sont des isome´tries.
Soient f une fonction continue de Zp dans K et x ∈ Zp, on a
ε˜q ◦ Tq ◦ ϕ˜q(f)(x) = Tq ◦ ϕ˜q(f)(qx) = ϕ˜q(f)(qx+1) = f(ϕq(qx+1)) = f(x + 1) = τ1(f)(x),
c’est-a`-dire ε˜q ◦ τq ◦ ϕ˜q = τ1.
Pour tout entier k ≥ 0, on a
ε˜q ◦ (Tq − qkid) ◦ ϕ˜q = ε˜q ◦ Tq ◦ ϕ˜q − qkε˜q ◦ ϕ˜q = τ1 − qkid, ainsi
ε˜q ◦D(j)q ◦ ϕ˜q =
[
ε˜q ◦ (Tq− id) ◦ ϕ˜q
]
◦
[
ε˜q ◦ (Tq− qid) ◦ ϕ˜q
]
◦ · · · ◦
[
ε˜q ◦ (Tq− qj−1id) ◦ ϕ˜q
]
=
= (τ1 − id) ◦ (τ1 − qid) ◦ · · · ◦ (τ1 − qj−1id) = ∆(j)q .
Re´ciproquement, on aD(j)q = ϕ˜q◦∆(j)q ◦ε˜q et τq = ϕ˜q◦τ1◦ε˜q. 
Remarque 1.0.2. De fac¸on ge´ne´rale, soient X et Y deux espaces compacts. Si
ε : X −→ Y est un isomorphisme de X sur Y , alors l’application ε˜ : C(Y,K) −→ C(X,K)
de´finie par ε˜(g) = g ◦ ε, ∀g ∈ C(Y,K), est un isomorphisme isome´trique d’alge`bres de
Banach.
Corollaire. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Alors, la suite de
fonctions (ε˜q(Qn))n≥0 est une base orthonormale de C(Zp,K).
De plus, pour x ∈ Zp, on a ε˜q(Qn)(x) = Qn(qx) = (q
x − 1) . . . (qx − qn−1)
(qn − 1) . . . (qn − qn−1) .
• Dans toute la suite, on note Cn = Cn,q = ε˜q(Qn).
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Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1, rappelons que, pour m un entier
positif, (m)q =
qm − 1
q − 1 . On pose (m)q! = (m)q(m− 1)q . . . (1)q, pour m ≥ 1 et (0)q! = 1.
On a, pour m ≥ n, ε˜q(Qn)(m) = Cn,q(m) = (q
m − 1)(qm − q) . . . (qm − qn−1)
(qn − 1) . . . (qn − qn−1) =
=
(qm − 1)(qm−1 − 1) . . . (qm−n+1 − 1)
(qn − 1) . . . (q − 1) =
(m)q(m− 1)q . . . (m− n+ 1)q
(n)q . . . (1)q
=
(m)q!
(m− n)q!(n)q! .
Ce qui est analogue au coefficient binomial
(
m
n
)
=
m!
(m− n)!n! =
m(m− 1) . . . (m− n+ 1)
n!
.
Les Cn,q(m) sont appele´s, les coefficients q-binomiaux et par analogie aux coefficients bi-
nomiaux, on les note souvent
(
m
n
)
q
. De meˆme, le q-polynoˆme Cn,q est appele´ le n-ie`me
q-polynoˆme q-binomial.
N.B: Soit n un entier positif, on remarque que
(
m
n
)
q
= 0, ∀0 ≤ m < n et(−m
n
)
q
= (−1)nq−n(n−1)2 −nm
(
m+ n− 1
n
)
q
, ∀m ≥ 0. En particulier, pour tout entier
positif n, on a
(−1
n
)
q
= (−1)nq−n(n+1)2 .
Lemme 1.0.4. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Pour tout n ≥ 0 et
tout m ≥ 1, on a Cn,q(m+ 1) = qnCn,q(m) + Cn−1,q(m) = Cn,q(m) + qm−n+1Cn−1,q(m).
De´monstration.
-(a)- Pour m < n − 1, on a Cn,q(m + 1) = Cn,q(m) = Cn−1,q(m) = 0 et il n’y a rien a`
de´montrer.
-(b)- Pourm = n−1, on a Cn,q(m+1) = qm+1−nCn−1,q(m) = Cn−1,q(m) = 1 et Cn,q(m) =
0.
-(c)- Pour m ≥ n, on a Cn,q(m+ 1) = (q
m+1 − 1)(qm+1 − q) . . . (qm+1 − qn−1)
(qn − 1) . . . (qn − qn−1) =
=
qm+1 − qn + qn − 1
qn − 1 Cn−1,q(m) =
(qm+1 − qn)(qm − 1) . . . (qm − qn−2)
(qn − 1)(qn−1 − 1) . . . (qn−1 − qn−2) +Cn−1,q(m)
= qn
(qm − 1) . . . (qm − qn−2)(qm − qn−1)
(qn − 1)(qn − q) . . . (qn − qn−1) + Cn−1,q(m) = q
nCn,q(m) + Cn−1,q(m).
De meˆme, Cn,q(m+ 1) = Cm+1−n,q(m+ 1) = qm+1−nCm+1−n,q(m) + Cm−n,q(m) =
= Cn,q(m)+ qm+1−nCn−1,q(m). 
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Corollaire. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Soient m et n
deux entiers positifs, tels que m ≥ n, le coefficient q-binomial Cn,q(m) =
(
m
n
)
q
est un
polynoˆme en q, a` coefficients entiers, de degre´ n(m − n), de terme constant 1 et de co-
efficient dominant 1, c’est-a`-dire que le coefficient du terme de degre´ n(m−n) est e´gal a` 1.
De´monstration. Pour tout entier m ≥ 2, on a(
m
1
)
q
=
qm − 1
q − 1 = q
m−1 + qm−2 + · · ·+ q + 1 et
(
m
2
)
q
=
(qm − 1)(qm−1 − 1)
(q2 − 1)(q − 1) .
Ou bien m est pair et m = 2t, t ∈ N. Dans ce cas
(
m
2
)
q
=
q2t − 1
q2 − 1
q2t−1 − 1
q − 1 =
=
( t−1∑
j=0
q2j
)(2t−2∑
i=0
qj
)
qui est un polynoˆme en q, a` coefficients entiers de degre´
4t− 4 = 2(m− 2), de terme constant 1 et de coefficient dominant 1.
Ou bienm est impair avecm = 2t+1, t ∈ N et
(
m
2
)
q
=
q2t − 1
q2 − 1
q2t+1 − 1
q − 1 =
( t−1∑
j=0
q2j
)( 2t∑
i=0
qj
)
qui est aussi un polynoˆme de degre´ 4t− 2 = 2(m− 2), a` coefficients entiers, de terme con-
stant et de coefficient dominant 1.
Par double re´curence, on suppose que
(
m− 1
n
)
q
et
(
m− 1
n− 1
)
q
sont des polynoˆmes en q a`
coefficients entiers, de degre´s respectifs n(m−1−n) et (n−1)(m−n), de termes constants
et de coefficients dominants 1. Puisque
(
m
n
)
q
= qn
(
m− 1
n
)
q
+
(
m− 1
n− 1
)
q
, on voit par
re´currence que
(
m
n
)
q
est un polynoˆme en q a` coefficients entiers, de plus ce polynoˆme est de
degre´ n(m−n) et de terme constant et coefficient dominant 1. 
Nous avons l’analogue suivant a` la formule de Chu-Vandermonde.
The´ore`me 1.0.4. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
(i) On a ∀x, y ∈ Zp, Cn,q(x+ y) =
n∑
j=0
qj(y−n+j)Cj,q(x)Cn−j,q(y).
(ii) Soient q1 et q2 deux e´le´ments de K, non racines de l’unite´, tels que |q1 − 1| < 1 et
|q2 − 1| < 1, alors ‖Cn,q1 − Cn,q2‖ < |q1 − q2|.
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De´monstration.
(i) Soit n ≥ 0 un entier fixe´ et soient m et s deux entiers. Montrons que
Cn,q(m+ s) =
n∑
j=0
qj(m−n+j)Cj,q(s)Cn−j,q(m).
Pour n = 0, il n’y a rien a` de´montrer.
Supposons que n est un entier ≥ 1. Nous avons de´montre´ au Lemme 1.0.4, que
Cn,q(m+ 1) = Cn,q(m) + qm−n+1Cn−1,q(m). On en de´duit que
Cn,q(m+ 2) = Cn,q(m+ 1) + qm−n+2Cn−1,q(m+ 1) =
= Cn,q(m) + qm−n+1Cn−1,q(m) + qm−n+2Cn−1,q(m) + q2(m−n+2)Cn−2,q(m) =
= Cn,q(m) + (2)qqm−n+1Cn−1,q(m) + q2(m−n+2)Cn−2,q(m).
Par re´currence sur s, supposons que pour tout n ≥ 1,
Cn,q(m+ s− 1) =
n∑
j=0
qj(m−n+j)Cj,q(s− 1)Cn−j,q(m).
On a Cn,q(m+ s) = Cn,q(m+ s− 1) + qm+s−nCn−1,q(m+ s− 1) =
=
n∑
j=0
qj(m−n+j)Cj,q(s−1)Cn−j,q(m)+qm+s−n
n−1∑
j=0
qj(m−n+j+1)Cj,q(s−1)Cn−1−j,q(m) =
=
n∑
j=0
qj(m−n+j)Cj,q(s− 1)Cn−j,q(m) +
n∑
j=1
qs−jqj(m−n+j)Cj−1,q(s− 1)Cn−j,q(m) =
= Cn,q(m) +
n∑
j=1
(Cj,q(s− 1) + qs−jCj−1,q(s− 1))qj(m−n+j)Cn−j,q(m) =
=
n∑
j=0
qj(m−n+j)Cj,q(s)Cn−j,q(m).
Par continuite´, on a (i).
(ii) Soient q1 et q2 deux e´le´ments non racines de l’unite´ de K, tels que |q1 − 1| < 1 et
|q2 − 1| < 1. Soit n un entier positif fixe´. On sait, pour tout entier positif m < n,
que
(
m
n
)
q1
=
(
m
n
)
q2
= 0.
Pour tout entier m ≥ n, on de´duit du corollaire du Lemme 1.0.4 que(
m
n
)
q1
−
(
m
n
)
q2
=
n(m−n)∑
k=1
am,n(k)(qk1 − qk2 ), avec am,n(k) ∈ Z, ∀1 ≤ k ≤ n(m− n).
Donc, pour tout enier m ≥ 0, on a
∣∣∣∣∣
(
m
n
)
q1
−
(
m
n
)
q2
∣∣∣∣∣ ≤ |q1 − q2| et en passant a` la
limite on obtient |Cn,q1(x)− Cn,q2(x)| ≤ |q1 − q2|, ∀x ∈ Zp. 
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Remarque 1.0.3. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN . Conside´rons
qα = q + pαa, |a| ≤ 1, α e´tant un entier > 0. Alors |qα − 1| < 1 et lim
α→+∞ qα = q. De plus
qα est non racine de l’unite´.
Soient α un entier > 0 et n un entier positif fixe´. Soit m ≥ n un entier, sachant que
Cn,q′(m) =
n(m−n)∑
k=0
a
(n,m)
k q
′k est un polynoˆme en q′ a` coefficients entiers, les quantite´s
Cn,qα(m) et Cn,q(m) sont bien de´finies. Comme au The´ore`me 1.0.4 (ii), on obtient pour
tout α > 0 et tous entiers m et n, Cn,q(m) − Cn,qα(m) =
n(m−n)∑
k=1
a
(n,m)
k (q
k − qkα). On en
de´duit que |Cn,q(m)− Cn,qα(m)| ≤ |q − qα|. Puisque la suite (qα)α>0 converge vers q, on
obtient la convergence uniforme sur N de Cn,qα vers Cn,q. Comme l’ensemble N des entiers
positifs est dense dans Zp, on a par prolongement par continuite´ la convergence uniforme
sur Zp de Cn,qα vers une fonction continue que nous noterons encore Cn,q et dont la re-
striction a` N donne la quantite´ Cn,q(m) =
n(m−n)∑
k=0
a
(n,m)
k q
k, pour tout entier positif m ≥ n
et Cn,q(m) = 0, pour tout entier positif m < n. De plus ‖Cn,q − Cn,qα‖ ≤ |q − qα| < 1,
∀α > 0. D’ou` l’on de´duit que le The´ore`me 1.0.4 reste vrai lorsque q est une racine primi-
tive de l’unite´ d’ordre pN . 
Lemme 1.0.5. Soit q ∈ K, une racine primitive de l’unite´ d’ordre une puissance pN de
p.
(i) Soient m,n ∈ Z, avec n ≥ 0, on a CnpN ,q(mpN ) =
(
m
n
)
.
(ii) Soient m,n ∈ Z, avec n ≥ 0, 0 ≤ r, s < pN , on a
CpNn+s,q(p
Nm+ r) =
(
m
n
)(
r
s
)
q
.
De´monstration. Conside´rons la suite qα = q + apα, avec |a| ≤ 1 et α > 0. Alors qα
est non racine de l’unite´ d’ordre pN et lim
α→+∞ qα = q.
• On a
(
mpN
npN
)
qα
=
npN−1∏
j=0
qmp
N
α − qjα
qnp
N
α − qjα
=
n−1∏
i=0
pN−1∏
r=0
qmp
N
α − qip
N+r
α
qnp
N
α − qipN+rα
=
n−1∏
i=0
qmp
N
α − qip
N
α
qnp
N
α − qipNα
×
×
n−1∏
i=0
pN−1∏
r=1
qmp
N
α − qip
N+r
α
qnp
N
α − qipN+rα
=
n−1∏
i=0
q
(m−i)pN
α − 1
q
(n−i)pN
α − 1
×
n−1∏
i=0
pN−1∏
r=1
qmp
N
α − qip
N+r
α
qnp
N
α − qipN+rα
.
Or lim
α→+∞
q
(m−i)pN
α − 1
q
(n−i)pN
α − 1
= lim
α→+∞
(
(qp
N
α )m−i−1 + · · ·+ qp
N
α + 1
)
(qp
N
α − 1)(
(qp
N
α )n−i−1 + · · ·+ qpNα + 1
)
(qp
N
α − 1)
=
m− i
n− i .
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D’autre part, pour 1 ≤ r ≤ pN − 1, on a lim
α→+∞
qmp
N
α − qip
N+r
α
qnp
N
α − qipN+rα
=
zr − 1
zr − 1 = 1. D’ou`
lim
α→+∞
(
mpN
npN
)
qα
=
n−1∏
i=0
m− i
n− i =
m(m− 1) . . . (m− n+ 1)
n(n− 1) . . . (1) =
(
m
n
)
.
•• Pour tout r ≥ 0, on a
(
mpN + r
npN
)
qα
=
(qmp
N+r
α − 1) . . . (qmp
N+1
α − 1)
(qmp
N+r−npN
α − 1) . . . (qmpN−npN+1α − 1)
(
mpN
npN
)
qα
et lim
α→+∞
(
mpN + r
npN
)
qα
=
(zr − 1) . . . (z − 1)
(zr − 1) . . . (z − 1)
(
m
n
)
=
(
m
n
)
.
D’autre part, on a
(
mpN + r
npN + s
)
qα
=
(qmp
N+r
α − 1) . . . (qmp
N+r−s+1
α − 1)
(qnp
N+s
α − 1) . . . (qnpN+1α − 1)
(
mpN + r − s
npN
)
qα
et lim
α→+∞
(
mpN + r
npN + s
)
qα
=
(qr − 1) . . . (qr−s+1 − 1)
(qs − 1) . . . (q − 1)
(
m
n
)
=
(
r
s
)
q
(
m
n
)
. 
Remarque 1.0.4. Soit q ∈ K, une racine primitive pN -ie`me de l’unite´. Soient
x = pNz(x) + l(x) ∈ Zp et n = m(n)pN + r(n). Par continuite´ on a
Cn,q(x) = Cr(n),q(l(x))Bm(n)(z(x)).
Lemme 1.0.6. Soit n un entier naturel et soient (ai)1≤i≤n et (bi)1≤i≤n deux familles finies
dans une alge`bre de Banach ultrame´trique E, telles que ‖ai‖ ≤ 1, ‖bi‖ ≤ 1, ∀1 ≤ i ≤ n.
Alors ‖a1 . . . an − b1 . . . bn‖ ≤ max
1≤i≤n
‖ai − bi‖.
De´monstration. Par re´currence
Pour n = 2, on a a1a2 − b1b2 = (a1 − b1)a2 + b1(a2 − b2). Donc
‖a1a2 − b1b2‖ ≤ max(‖a1 − b1‖ , ‖a2 − b2‖).
Supposons que ‖a1 . . . an − b1 . . . bn‖ ≤ max
1≤i≤n
‖ai − bi‖. Alors on a
‖a1 . . . anan+1 − b1 . . . bnbn+1‖ = ‖(a1 . . . an − b1 . . . bn)an+1 + b1 . . . bn(an+1 − bn+1)‖ ≤
≤ max(‖a1 . . . an − b1 . . . bn‖ , ‖an+1 − bn+1‖) ≤ max
1≤i≤n+1
‖ai − bi‖. 
Corollaire. Soient q1 et q2 deux e´le´ments de K tels que max(|q1 − 1| , |q2 − 1|) < 1.
Alors, pour tout j ≥ 0 et pour tout n ≥ 0, on a
∥∥∥∆(j)q1 −∆(j)q2 ∥∥∥ ≤ |q1 − q2| et∥∥∥∆(j)q1 (Cn,q1)−∆(j)q2 (Cn,q2)∥∥∥ ≤ |q1 − q2|.
De´monstration. En effet soient q1 et q2 deux e´le´ments de K tels que |q1 − 1| < 1 et
|q2 − 1| < 1. Pour tout k ≥ 0, on a
∥∥τ1 − qk1 id∥∥ ≤ 1 et ∥∥τ1 − qk2 id∥∥ ≤ 1.
D’autre part, pour tout j ≥ 0, on a
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∥∥∥∆(j)q1 −∆(j)q2 ∥∥∥ =
∥∥∥∥∥
j−1∏
k=0
(τ1 − qk1 id)−
j−1∏
k=0
(τ1 − qk2 id)
∥∥∥∥∥. On de´duit du Lemme 1.0.6 que∥∥∥∆(j)q1 −∆(j)q2 ∥∥∥ ≤ max
0≤k≤j−1
∥∥∥(τ1 − qk1 id)− (τ1 − qk2 id)∥∥∥ = max
0≤k≤j−1
∣∣∣qk1 − qk2 ∣∣∣ ≤
≤ |q1 − q2| < 1.
Pour tous entiers positifs n et j, on a
∆(j)q1 (Cn,q1)−∆(j)q2 (Cn,q2) = ∆(j)q1 (Cn,q1 − Cn,q2) + (∆(j)q1 −∆(j)q2 )(Cn,q2). On en de´duit que∥∥∥∆(j)q1 (Cn,q1)−∆(j)q2 (Cn,q2)∥∥∥ ≤ max(‖Cn,q1 − Cn,q2‖ ,∥∥∥∆(j)q1 −∆(j)q2 ∥∥∥) ≤
≤ |q1 − q2| < 1. 
Lemme 1.0.7. Soit q ∈ K, tel que |q − 1| < 1.
• Pour k ≥ j ≥ 1, on a ∆(j)q (qkx) =
(j−1∏
`=0
(qk − q`)
)
qkx et pour tout j ≥ k + 1, on a
∆(j)q (qkx) = 0.
•• On a ∆(j)q (Cn,q)(x) = qj(x+j−n)Cn−j,q(x), ∀j ≤ n et ∆(j)q (Cn,q)(x) = 0, ∀j ≥ n+ 1.
De´monstration.
-(1)- Supposons q non racine de l’unite´.
• On a ∆(qkx) = qk(x+1) − qkx = (qk − 1)qkx.
Supposons que ∆(j)q (qkx) =
(j−1∏
`=0
(qk − q`)
)
qkx. On obtient
∆(j+1)q (qkx) = (τ1 − qj)
((j−1∏
`=0
(qk − q`)
)
qkx
)
=
(j−1∏
`=0
(qk − q`)
)
(qk(x+1) − qjqkx) =
=
(j−1∏
`=0
(qk − q`)
)
(qk − qj)qkx =
( j∏
`=0
(qk − q`)
)
qkx. On en de´duit que
∆(k)q (qkx) =
(k−1∏
`=0
(qk−q`)
)
qkx. Donc ∆(k+1)q (qkx) =
(k−1∏
`=0
(qk−q`)
)
(qkqkx−qkqkx) = 0
et pour tout j ≥ k + 1, ∆(j)q (qkx) = 0.
•• Soit n un entier positif fixe´, on a ∆(0)q (Cn,q)(x) = Cn,q(x) et
∆(1)q (Cn,q)(x) = Cn,q(x+ 1)− Cn,q(x). Puisque Cn,q(x+ 1) =
qx+1 − 1
qn − 1 Cn−1,q(x) et
Cn,q(x) =
qx−n+1 − 1
qn − 1 Cn−1,q(x), alors
∆(1)q (Cn,q)(x) =
qx+1 − qx−n+1
qn − 1 Cn−1,q(x) = q
x+1−nCn−1,q(x).
Supposons par re´currence que ∆(j)q (Cn,q)(x) = q
j(x+j−n)Cn−j,q(x), j < n. Alors on
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a, ∆(j+1)q (Cn,q)(x) = (τ1 − qjid)
(
qj(x+j−n)Cn−j,q(x)) = qj(x+j+1−n)Cn−j,q(x+ 1)−
− qj(x+j+1−n)Cn−j,q(x) = qj(x+j+1−n)∆(1)q (Cn−j,q)(x) =
= qj(x+j+1−n)qx+j+1−nCn−j−1,q(x) = q(j+1)(x+j+1−n)Cn−j−1,q(x).
En particulier ∆(n)q (Cn,q)(x) = q
nx. Donc ∆(n+1)q (Cn,q)(x) = q
n(x+1) − qnqnx = 0 et
∆(j)q (Cn,q)(x) = 0, ∀j ≥ n+ 1.
-(2)- Soit q ∈ K, une racine primitive de l’unite´ d’ordre une puissance pN de p. Con-
side´rant la suite (qα)α>0, avec qα = q + apα, |a| ≤ 1, on a, pour tout j ≥ 0 et tout
n ≥ 0, lim
α→+∞∆
(j)
qα (Cn,qα) = ∆
(j)
q (Cn,q) et
∥∥∥∆(j)qα −∆(j)q ∥∥∥ ≤ |qα − q| < 1.
Il vient que, pour tout entier n fixe´ et pour toute fonction continue f ,
lim
α→+∞∆
(n)
qα (f) = ∆
(n)
q (f). D’ou` l’on de´duit les formules du lemme pour q racine de
l’unite´. 
N.B.: Notons que
j−1∏
`=0
(qk − q`) = (q − 1)jq j(j−1)2 (k)q . . . (k − j + 1)q.
Proposition 1.0.1. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN . Soient m et
r deux entiers positifs, on a ∆(mp
N+r)
q = ∆
(r)
q ◦ (∆(p
N )
q )m.
De´monstration. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN . On a
∆(p
N )
q = (τ1 − id) . . . (τ1 − qpN−1id) et ∆(p
N+1)
q = ∆
(pN )
q ◦ (τ1 − qpN id) = ∆ ◦∆(p
N )
q .
Supposons par re´currence que ∆((m−1)p
N )
q = (∆
(pN )
q )m−1. On obtient alors
∆(mp
N )
q = ∆
((m−1)pN )
q (τ1 − q(m−1)pN id) . . . (τ1 − qmpN−1id) =
= (∆(p
N )
q )m−1(τ1 − id) . . . (τ1 − qpN−1id) = (∆(p
N )
q )m. Ainsi, on a
∆(mp
N+r)
q = ∆
(mpN )
q (τ1−qmpN id) . . . (τ1−qmpN+rid) = (∆(p
N )
q )m(τ1−id) . . . (τ1−qr−1id) =
= ∆(r)q ◦ (∆(p
N )
q )m. 
The´ore`me 1.0.5 (q-analogue au The´ore`me de Mahler - K. Conrad).
Soit q ∈ K tel que |q − 1| < 1. Toute fonction continue f ∈ C(Zp,K) admet un unique
de´veloppement sous la forme f =
∑
n≥0
anCn,q, an ∈ K et lim
n→+∞ an = 0, avec
an = ∆
(n)
q (f)(0) =
n∑
k=0
(−1)kq k(k−1)2 Ck,q(n)f(n− k).
De plus ‖f‖ = sup
n≥0
|an|, en d’autres termes (Cn,q)n≥0 est une base orthonormale de
C(Zp,K).
Ce de´veloppement unique est appele´ le q-de´veloppement de Mahler de f .
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De´monstration. Soit f ∈ C(Zp,K), alors f ◦ ϕq ∈ C(Vq,K) et on de´duit du
The´ore`me 1.0.2 que f ◦ ϕq =
∑
n≥0
D(n)q (f ◦ ϕq)(1)Qn.
-(a)- Supposons q non racine de l’unite´.
On a ∆(j)q (f)(0) = ε˜q ◦D(j)q ◦ ϕ˜q(f)(0) = D(j)q (f ◦ ϕq)(1). Soit x ∈ Zp, on a
f(x) = ε˜q(f ◦ ϕq)(x) = (f ◦ ϕq)(qx) =
∑
n≥0
D(n)q (f ◦ ϕq)(1)Qn(qx) =
=
∑
n≥0
ε˜q◦D(n)q ◦ϕ˜q(f)(0)Cn(x) =
∑
n≥0
∆(n)q (f)(0)Cn(x). Ce de´veloppement est unique
car celui de f ◦ ϕq l’est dans C(Vq,K).
Puisque ∆(n)q = (τ1 − id) . . . (τ1 − qn−1id), on a ∆(n)q =
n∑
k=0
(−1)kq k(k−1)2 Ck(n)τn−k1 .
En effet, ∆(2)q = τ21 − (2)qτ1 + qid et ∆(3)q = (τ21 − (2)qτ1 + qid)(τ1 − q2id) =
= τ31 − (3)qτ21 ++q(3)qτ1 − q3id =
3∑
k=0
(−1)kq k(k−1)2 Ck(3)τ3−k1 .
Par re´currence, on voit que ∆(n)q =
n∑
k=0
(−1)kq k(k−1)2 Ck(n)τn−k1 .
On en de´duit que an = ∆
(n)
q (f)(0) =
n∑
k=0
(−1)kq k(k−1)2 Ck(n)τn−k1 (f)(0) =
=
n∑
k=0
(−1)kq k(k−1)2 Ck(n)(f)(n− k).
-(b)- Supposons que q est une racine primitive de l’unite´ d’ordre pN et conside´rons une
suite (qα)α qui converge vers q. Soit n un entier positif, comme ci-dessus, on obtient
‖Cn,qα − Cn,q‖ ≤ |qα − q| et
∥∥∥∆(n)qα −∆(n)q ∥∥∥ ≤ |qα − q|. On en de´duit que, pour tout
n ≥ 0, lim
α→+∞Cn,qα = Cn,q et limα→+∞∆
(n)
qα (f)(0) = ∆
(n)
q (f)(0).
Soit f ∈ C(Zp,K), puisque qα est non racine de l’unite´, pour tout x ∈ Zp, on a
f =
∑
n≥0
aα,nCn,qα , avec aα,n = ∆
(n)
qα (f)(0). Par passage a` la limite, on obtient
f = lim
α→+∞
∑
n≥0
∆(n)qα (f)(0)Cn,qα =
∑
n≥0
∆(n)q (f)(0)Cn,q.
D’autre part, comme (Cn,qα)n≥0 est une base orthonormale de C(Zp,K) et pour tout
n ≥ 0, on a ‖Cn,qα − Cn,q‖ ≤ |qα − q| < 1, on de´duit du Lemme 1.0.1 que (Cn,q)n≥0
est une base orthonormale de C(Zp,K). 
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Proposition 1.0.2. Soient f et g deux fonctions continues de Zp dans K de q-de´veloppements
f =
∑
k≥0
akCk,q et g =
∑
k≥0
bkCk,q.
(i) Pour tout n ≥ 0, on a ∆(n)q (fg) =
n∑
k=0
Ck,q(n)∆(k)q (f)τ
k
1∆
(n−k)
q (g).
(ii) Pour tous m ≥ 0 et n ≥ m, on a ∆(n)q (Cm,qf)(0) = Cm,q(n)
m∑
k=0
qk(n−m)Ck,q(m)an−k
et ∆(n)q (Cm,qf)(0) = 0, ∀n < m.
De´monstration. Puisque τ1(fg) = τ1(f)τ1(g), on a ∆(fg) = τ1(f)τ1(g)− fg =
= (τ1 − id)(f)τ1(g) + f(τ1 − id)(g) = ∆(f)τ1(g) + f∆(g). De meˆme, on a
∆(2)q (fg) = (τ1− qid)(∆(f)τ1(g)+f∆(g)) = (τ1− id)(τ1(f))τ21 (g)+ τ1(f)(τ1− id)(τ1(g))−
−q(∆(f)τ1(g) + f∆(g)) = (τ1 − id)(τ1 − qid)(f)τ21 (g) + q∆(f)τ1(τ1 − id)(g) +
+ (τ1− id)(f)(τ1− id)(τ1(g))+ f(τ1− id)(τ1− qid)(g) = ∆(2)q (f)τ21 (g)+ (2)q∆(f)τ1∆(g)+
+f∆(2)q (g).
Par re´currence, supposons que ∆(n)q (fg) =
n∑
k=0
Ck,q(n)∆(k)q (f)τ
k
1∆
(n−k)
q (g). On a
∆(n+1)q = (τ1 − qnid)
( n∑
k=0
Ck,q(n)∆(k)q (f)τ
k
1∆
(n−k)
q (g)
)
=
=
n∑
k=0
Ck,q(n)∆(k)q τ1(f)τ
k+1
1 ∆
(n−k)
q (g)− qn
n∑
k=0
Ck,q(n)∆(k)q (f)τ
k
1∆
(n−k)
q (g) =
=
n∑
k=0
Ck,q(n)∆(k)q (τ1 − qkid)(f)τk+11 ∆(n−k)q (g) +
+
n∑
k=0
Ck,q(n)∆(k)q (f)τ
k
1 q
k(τ1 − qn−kid)∆(n−k)q (g) =
= ∆q(n+ 1)(f)τn+11 (g)+
n∑
k=1
(Ck−1,q(n)+qkCk,q(n))∆(k)q (f)τ
k
1∆
(n+1−k)
q (g)+f∆
(n+1)
q (g) =
=
n+1∑
k=0
Ck,q(n+ 1)∆(k)q (f)τ
k
1∆
(n+1−k)
q (g).
On de´duit de (i) que ∆(n)q (Cm,qf) =
n∑
k=0
Ck,q(n)τk1∆
(n−k)
q (f)(x)∆
(k)
q (Cm,q) et
∆(n)q (Cmf)(0) =
n∑
k=0
Ck,q(n)τk1∆
(n−k)
q (f)(0)∆
(k)
q (Cm,q)(0). Or ∆
(k)
q (Cm,q)(0) = 0, ∀k 6= m
et ∆(m)q (Cm,q)(0) = 1. Donc, pour n < m, on a ∆
(n)
q (Cm,q)(0) = 0 et pour n ≥ m, on a
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∆(n)q (Cm,qf)(0) = Cm,q(n)∆
(n−m)
q (f)(m) = Cm,q(n)
∑
k≥0
ak∆n−mq (Ck,q)(m). On de´duit du
Lemme 1.0.7 que ∆(n)q (Cm,qf)(0) = Cm,q(n)
∑
k≥n−m
akq
(n−m)(n−k)Ck−n+m,q(m) =
= Cm,q(n)
m∑
k=0
an−m+kq(n−m)(m−k)Ck,q(m) = Cm,q(n)
m∑
k=0
an−kqk(n−m)Ck,q(m). 
Corollaire. Soit f une fonction continue de Zp a` valeurs dans K et soit
f =
∑
n≥0
anCn,q son q-de´veloppement de Mahler. Soit m un entier positif, on a
Cm,q.f =
∑
n≥0
(
Cm,q(n)
m∑
k=0
qk(n−m)Ck,q(m)an−k
)
Cn,q.
Lemme 1.0.8. Soit q ∈ K, tel que |q − 1| < 1.
(i) Si x = pnu, avec u une unite´ de Zp, alors |(x)q| = |(pn)q| ≤ max(|q − 1|n , p−n) < 1.
(ii) Si |q − 1| < p− 1p−1 , alors |(x)q| = |x|, ∀x ∈ Zp.
(iii) Si q est une racine primitive de l’unite´ d’ordre une puissance pN de p, alors
|p|N−1 ≤ |(x)q| ≤ |q − 1|, ∀x ∈ Zp \ {0}.
De´monstration.
(i) Soit x = pnu, on a (x)q = (pn)q(u)qpn et (u)qpn =
(qp
n
)u − 1
qpn − 1 =
= u +
∑
i≥2
(
u
i
)
(qp
n − 1)i−1. Puisque
∣∣∣∣∣∣
∑
i≥2
(
u
i
)
(qp
n − 1)i−1
∣∣∣∣∣∣ ≤ ∣∣qpn − 1∣∣ < 1, on a∣∣(u)qpn ∣∣ = |u| = 1. Donc |(x)q| = |(pn)q|.
D’autre part, (pn)q = (p)q(pn−1)qp = (p)q(p)qp . . . (p)qpn−1 et
(p)q =
qp − 1
q − 1 = p +
p∑
k=2
(
p
k
)
(q − 1)k−1. D’ou` |(p)q| ≤ max(|q − 1| , p−1) < 1.
Puisque
∣∣∣qpi − 1∣∣∣ < 1, ∀0 ≤ i ≤ n − 1, on a ∣∣∣(p)qpi ∣∣∣ ≤ max(∣∣∣qpi − 1∣∣∣ , p−1). Donc
|(pn)q| =
n−1∏
i=0
∣∣∣(p)qpi ∣∣∣ ≤ max(|q − 1|n , p−n) < 1.
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(ii) Si |q − 1| < p− 1p−1 , alors
∣∣∣qpi − 1∣∣∣ < p− 1p−1 et ∣∣∣∣∣
p∑
k=2
(
p
k
)
(qp
i − 1)k−1
∣∣∣∣∣ < |p|, ∀i ≥ 0.
Donc
∣∣∣(p)qpi ∣∣∣ = |p| et pour x = pnu ou` u est un e´le´ment unite´ de Zp, on a
|(x)q| = |(pn)q| =
n−1∏
i=0
∣∣∣(p)qpi ∣∣∣ = |p|n = |pnu|.
(iii) Supposons que q est une racine primitive de l’unite´ d’ordre une puissance pN de p.
Soit x = z(x)pN+l(x), 1 ≤ l(x) ≤ pN−1, on a (x)q = q
z(x)pN+l(x) − 1
q − 1 =
ql(x) − 1
q − 1 =
= (l(x))q. On pose l(x) = upn, u e´tant un entier premier a` p, alors on a n ≤ N − 1.
Comme en (i), on a |(x)q| = |(l(x))q| = |(pn)q| ≤ max(|q − 1|n , |p|n). Puisque q est
racine de l’unite´ d’ordre pN , on de´duit du Lemme 1.0.2 (ii) que |q − 1| ≥ |p| 1p−1 ≥ |p|.
Donc |(x)q| ≤ |q − 1|n ≤ |q − 1|.
D’autre part, on a (pN−1)q = (pN−n−1)qpn (pn)q et
∣∣(pN−1)q∣∣ ≤ |(pn)q|. Mais q est
une racine de l’unite´ d’ordre pN , donc qp
N−1
est une racine de l’unite´ d’ordre p, avec∣∣∣qpN−1 − 1∣∣∣ = |p| 1p−1 et |q − 1| = |p| 1(p−1)pN−1 . Ainsi∣∣(pN−1)q∣∣ = |p| pN−1−1(p−1)pN−1 ≥ |p|N−1. D’ou` |p|N−1 ≤ |(x)q| ≤ |q − 1|. 
Soient n ≥ 1 un entier et k(n) l’entier tel que pk(n) ≤ n < pk(n)+1. On a l’ine´galite´∣∣∣∣(xn
)
−
(
y
n
)∣∣∣∣ ≤ pk(n) |x− y|, ∀x, y ∈ Zp ([33] Proposition 47.4). Pour q ∈ K, tel que
|q − 1| < 1, on a les ine´galite´s analogues suivantes:
Lemme 1.0.9. Soit n = a0+ · · ·+ak(n)pk(n) le de´veloppement en base p de l’entier positif
n; on a pk(n) ≤ n < pk(n)+1.
Soit q ∈ K, |q − 1| < 1.
(i) Si q est non racine de l’unite´, alors |Cn,q(x)− Cn,q(y)| ≤
∣∣∣(pk(n))q∣∣∣−1 |(x− y)q|.
(ii) Si q est une racine primitive de l’unite´ d’ordre une puissance pN de p (N ≥ 0), alors
|Cn,q(x)− Cn,q(y)| ≤ |x− y|max(pN−1, pk(n)).
De´monstration.
(i) Soit x = y + z un e´le´ment de Zp. On de´duit du The´ore`me 1.0.4 (i), que
Cn,q(x)− Cn,q(y) =
n∑
j=0
q(n−j)(y−j)Cn−j,q(y)Cj,q(z)− Cn,q(y) =
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=
n∑
j=1
q(n−j)(y−j)Cn−j,q(y)Cj,q(z) =
n∑
j=1
q(n−j)(y−j)
(z)q
(j)q
Cn−j,q(y)Cj−1,q(z−1). Ce qui
entraˆıne |Cn,q(x)− Cn,q(y)| ≤ |(z)q| max
1≤j≤n
|(j)q|−1 .
Supposons 0 ≤ j = pmv ≤ n, avec v premier a` p, on a |(j)q| = |(pm)q|. Puisque
pk(n) ≤ n < pk(n)+1, alors m ≤ k(n) et max
1≤j≤n
|(j)q|−1 = max
0≤m≤k(n)
|(pm)q|−1.
Or
∣∣(pk(n))q∣∣ = ∣∣(pm)q(pk(n)−m)qpm ∣∣ ≤ |(pm)q|, ∀m ≤ k(n). Donc
|Cn,q(x)− Cn,q(y)| ≤ |(x− y)q| max
0≤m≤k(n)
|(pm)q|−1 ≤ |(x− y)q|
∣∣∣(pk(n))q∣∣∣−1.
(ii) Supposons q racine de l’unite´ d’ordre pN . Soit n = m(n)pN + r(n), on obtient
pk(n)−N ≤ m(n) ≤ pk(n)−N+1. Soient x = z(x)pN + l(x) et y = ζ(y)pN + l(y), on
a, ou bien l(x) = l(y) et |x− y| = ∣∣(z(x)− ζ(y))pN ∣∣ ≤ |p|N , ou bien l(x) 6= l(y) et
|x− y| = |l(x)− l(y)|, car |p|N < |p|N−1 ≤ |l(x)− l(y)|.
Donc max(
∣∣(z(x)− ζ(y))pN ∣∣ , |l(x)− l(y)|) = |x− y|. On a
Cn,q(x)− Cn,q(y) =
(
Bm(n)(z(x))−Bm(n)(ζ(y))
)
Cr(n),q(l(x)) +
+Bm(n)(ζ(y))
(
Cr(n),q(l(x))− Cr(n),q(l(y))
)
. Donc
|Cn,q(x)− Cn,q(y)| ≤ max
(∣∣Bm(n)(z(x))−Bm(n)(ζ(y))∣∣ , ∣∣Cr(n),q(l(x))− Cr(n),q(l(y))∣∣).
On de´duit de la Proposition 47.4 de [33] que∣∣Bm(n)(z(x))−Bm(n)(ζ(y))∣∣ .5 ≤ pk(n)−N |z − ζ| = pk(n) ∣∣zpN − ζpN ∣∣ ≤ pk(n) |x− y|.
D’autre part
∣∣Cr(n),q(l(x))− Cr(n),q(l(y))∣∣ ≤ |l(x)− l(y)| ∣∣∣(pk(r(n)))q∣∣∣−1 ≤
≤ |l(x)− l(y)| ∣∣(pN−1)q∣∣−1 ≤ |l(x)− l(y)| pN−1 ≤ |x− y| pN−1. Donc
|Cn,q(x)− Cn,q(y)| ≤ |x− y|max(pN−1, pk(n)). 
N.B.: Si |q − 1| < p− 1p−1 , alors on a |Cn,q(x)− Cn,q(y)| ≤ pk(n) |x− y|.
CHAPITRE 2
2. Ope´rateurs aux diffe´rences et q-bases de C(Zp, K)
Soient K un sur-corps value´ complet de Qp et C(Zp,K) l’alge`bre de Banach des fonc-
tions continues de Zp dans K. Soit τ1, l’opre´rateur line´aire continu de´fini sur C(Zp,K)
par τ1(f)(x) = f(x + 1), ∀f ∈ C(Zp,K), ∀x ∈ Zp. Plus ge´ne´ralement, les ope´rateurs
de translations τy sont de´finis, pour y ∈ Zp par τy(f)(x) = f(x + y). Nous appelons
ope´rateurs aux diffe´rences finies les endomorphismes line´aires continus Q de C(Zp,K), tels
que Q ◦ τ1 = τ1 ◦ Q. L’ensemble W (Zp,K) des ope´rateurs aux diffe´rences finies est une
sous-alge`bre ferme´e de l’alge`bre L
(C(Zp,K)) des endomorphismes line´aires continus de
C(Zp,K).
Conside´rons l’ope´rateur ∆ = τ1 − id. On a ∆(B0) = 0 et ∆(Bn) = Bn−1, ∀n ≥ 1. Les
puissances de ∆ sont de´finies successivement par ∆n = ∆◦∆n−1. On sait que tout e´le´ment
Q de W (Zp,K) admet un de´veloppement en se´rie simplement uniforme´ment convergente
Q =
∑
n≥0
bn∆n, avec ‖Q‖ = sup
n≥0
|bn| < +∞ et bn = Q(Bn)(0). Ce de´veloppement de Q
est donc lie´ a` la base de Mahler. On obtient ici un autre de´veloppement des e´le´ments de
W (Zp,K) lie´ a` la q-base de Mahler. Ce de´veloppement nous permet aussi d’e´tablir une
bijection entre une classe de bases orthonormales et une classe d’ope´rateurs aux diffe´rences
finies.
Conside´rons la q-de´rivation de Jackson, ∇q de´finie sur C(Zp,K) par
∇q(f)(x) = f(x+ 1)− f(x)(q − 1)qx , ∀f ∈ C(Zp,K), x ∈ Zp. On appelle ope´rateurs de Jackson
les ope´rateurs line´aires continus R tels que R ◦ ∇q = ∇q ◦ R. On de´signe par Dq(Zp,K),
la sous-alge`bre ferme´e de L
(C(Zp,K)) forme´e des ope´rateurs de Jackson. Tout ope´rateur
R de Dq(Zp,K) admet un de´veloppement en se´rie simplement uniforme´ment convergente.
Comme pour les ope´rateurs aux diffe´rences, ce de´veloppement est lie´ a` la base orthogo-
nale de C(Zp,K) forme´e de la suite de fonction Fn,q = (q − 1)nq
n(n−1)
2 Cn,q. Cela nous
permet e´galement d’e´bablir une bijection entre une classe de bases orthogonales et une
classe d’ope´rateurs de Jackson.
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2.1 q-Bases orthonormales et ope´rateurs aux diffe´rences
Soient K un sur-corps value´ complet de Qp et C(Zp,K) l’alge`bre de Banach des fonctions
continues de Zp a` valeurs dans K. Soit C(Zp,K)′ l’espace de Banach dual de C(Zp,K)
identifie´ a` l’espace des mesures borne´es sur Zp a` valeurs dans K. Si µ ∈ C(Zp,K)′, on a
‖µ‖ = supn≥0 |< µ,Bn >|.
De plus, l’espace des mesures borne´es C(Zp,K)′ muni du produit de convolution, tel que
< µ?ν, f >=
∫ ∫
Zp f(x+y)dµ(x)dν(y) est une alge`bre de Banach unitaire d’unite´ ε0, telle
que pour toute fonction f ∈ C(Zp,K), ε0(f) = f(0).
Conside´rons l’application line´aire continue θ de L
(C(Zp,K)) dans C(Zp,K)′ qui a`
l’endomorphisme line´aire continu u, associe la forme line´aire continue θ(u) = ε0 ◦ u. Il
devient clair que ‖θ(u)‖ ≤ ‖u‖. On note θ1 la restriction de θ a` W (Zp,K).
Associons a` µ ∈ C(Zp,K)′ l’e´le´ment ϕ(µ) =
∑
n≥0
< µ,Bn > ∆n de W (Zp,K), on
de´finit ainsi un isomorphisme isome´trique d’alge`bres de Banach unitaires de C(Zp,K)′
sur W (Zp,K) tel que ϕ ◦ θ1 = id et θ1 ◦ ϕ = id ( voir [6], [7], [8] et [46]).
Soit K  X = {S =
∑
n≥0
anX
n ∈ K[[X]] / ‖S‖ = sup
n≥0
|an| < +∞} l’alge`bre des
se´ries formelles a` coefficients borne´s munie de la norme ‖S‖ = sup
n≥0
|an|.
On obtient e´galement un isomorphisme isome´trique entre les alge`bres de BanachW (Zp,K)
et K  X  en associant a` l’ope´rateur aux diffe´rences finies Q =
∑
n≥0
an∆n, la se´rie
formelle SQ =
∑
n≥0
anX
n et a` la se´rie formelle S =
∑
n≥0
bnX
n, l’ope´rateur QS =
∑
n≥0
bn∆n.
Ainsi, les alge`bres W (Zp,K), C(Zp,K)′ et K  X  sont isome´triquement isomorphes.
Puisque la norme de K  X  est multiplicative, celle de W (Zp,K) est aussi multiplica-
tive (voir le Corollaire du The´ore`me 3 de [7] et aussi le Theorem 13.10 de [14]).
La boule unite´ ferme´e de l’alge`bre K  X  est e´gale a` l’anneau Λ[[X]] des se´ries
formelles a` coefficients dans l’anneau des entiers Λ de K.
La proposition suivante nous sera utile.
Proposition 2.1.1. Soit Q =
∑
n≥0
bn∆n ∈ W (Zp,K). Alors Q est inversible si et seule-
ment si ‖Q‖ = |b0| 6= 0.
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De´monstration. Voir [7] Corollaire du The´ore`me 3.
La de´monstration repose essentiellement sur le fait queK  X  est de norme multiplica-
tive et que Λ[[X]], la boule unite´ deK  X  est un anneau local. 
De´finition 2.1.1. On dit qu’une suite de polynoˆmes (hn)n≥0 est une suite polynomiale si
h0 = 1 et pour tout n ≥ 1, hn est de degre´ n.
Une suite polynomiale (hn)n≥0 est dite de type binomial si et seulement si
hn(x+ y) =
∑
i+j=n
hi(x)hj(y), ∀n ≥ 0, x, y ∈ Zp.
Dans [44], L. Van Hamme donne une de´monstration du the´ore`me suivant.
The´ore`me 2.1.1. Soit Q =
∑
n≥1
bn∆n un ope´rateur aux diffe´rences finies tel que
‖Q‖ = |b1| = 1. Alors, il existe une unique suite polynomiale de type binomial (hn)n≥0
telle que h0 = 1, Q(hn) = hn−1 et hn(0) = 0 pour tout n ≥ 1.
De plus, toute fonction continue f admet un de´veloppement en se´rie uniforme´ment con-
vergente f =
∑
n≥0
Qn(f)(0)hn, avec ‖f‖ = sup
n≥0
|Qn(f)(0)|.
B. Diarra donne une re´ciproque au The´ore`me 2.1.1 ( voir [7]).
The´ore`me 2.1.2. Soient K un sur-corps value´ complet de Qp et soit (hn)n≥0 une suite de
polynoˆmes de type binomial qui est une base orthonormale de C(Zp,K). Alors, il existe un
ope´rateur aux diffe´rences finies Q ∈W (Zp,K), unique tel que Q(hn) = hn−1, ou` h−1 = 0
et Q =
∑
n≥1
bn∆n, avec ‖Q‖ = |b1| = 1.
Ainsi, une bijection est e´tablie entre les bases orthonormales de type binomial (hn)n≥0
et les ope´rateurs aux diffe´rences Q =
∑
n≥0
bn∆n, tels que ‖Q‖ = |b1| = 1.
The´ore`me 2.1.3. Soit Q ∈ W (Zp,K) un ope´rateur aux diffe´rences finies, alors Q a un
unique de´veloppement en se´rie simplement uniforme´ment convergente Q =
∑
n≥0
bn∆(n)q ,
bn ∈ K, c’est-a`-dire que pour toute fonction continue f : Zp −→ K, la se´rie
∑
n≥0
bn∆(n)q (f)
converge uniforme´ment et Q(f) =
∑
n≥0
bn∆(n)q (f).
De plus, bn = Q(Cn,q)(0) et ‖Q‖ = sup
n≥0
|bn|, ou` (Cn,q)n≥0 est la q-base de Mahler.
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De´monstration. On pourra trouver une de´monstration de ce the´ore`me dans [8].
Plus pre´cise´ment, si Q commute avec τ1, alors il commute avec tout autre ope´rateur de
translation τx, x ∈ Zp: pour f ∈ C(Zp,K), y ∈ Zp, on a τx(f)(y) = f(x + y). Comme
f =
∑
n≥0
∆(n)q (f)(0)Cn,q ( The´ore`me 1.0.5), on obtient Q(f) =
∑
n≥0
∆(n)q (f)(0)Q(Cn,q).
DoncQ(f)(x+y) = τx◦Q(f)(y) = Q(τx(f))(y) =
∑
n≥0
∆(n)q (f)(x)Q(Cn,q)(y). Posant y = 0,
on obtient Q(f)(x) =
∑
n≥0
Q(Cn,q)(0)∆(n)q (f)(x). Rappelons que ∆
(n)
q (f) converge uni-
forme´ment vers 0, comme |Q(Cn,q)(0)| ≤ ‖Q‖, on voit que l’on a la convergence uniforme
Q(f) =
∑
n≥0
Q(Cn,q)(0)∆(n)q (f). De plus ‖Q‖ = sup
n≥0
|Q(Cn,q)(0)|. 
The´ore`me 2.1.4. Soit Q =
∑
n≥0
bn∆(n)q ∈ W (Zp,K), Q est inversible si et seulement si
‖Q‖ = |b0| 6= 0.
De´monstration. Par de´finition, on a ∆(n)q = (τ1 − id) ◦ · · · ◦ (τ1 − qn−1id) =
= ∆ ◦ (∆− (q − 1)id) ◦ · · · ◦ (∆− (qn−1 − 1)id)= n∑
m=1
an,m∆m, ou` an,n = 1,
an,1 = (−1)n−1(q − 1)n−1(n− 1)q! et pour 1 ≤ m ≤ n, on a
an,m = (−1)n−m
∑
1≤i1<···<in−m≤n−1
n−m∏
`=1
(qi` − 1). Donc |an,m| ≤ |q − 1|n−m, ∀1 ≤ m ≤ n
et lim
n→+∞ |an,m| = 0 pour m fixe´ . Puisque ∆
(n)
q =
n∑
m=1
an,m∆m, avec lim
n→+∞ |an,m| = 0 et
sup
n≥0
|bn| < +∞, la se´rie
∑
n≥m
bnan,m converge. D’ou` l’on de´duit que
Q = b0 +
∑
n≥1
bn∆(n)q = b0 +
∑
n≥1
bn
n∑
m=1
an,m∆m = b0 +
∑
m≥1
(∑
n≥m
bnan,m
)
∆m =
∑
m≥0
αm∆m,
avec α0 = b0 et αm =
∑
n≥m
bnan,m, ∀m ≥ 1. Nous avons |αm| ≤ sup
n≥m
|bn| < +∞ et
‖Q‖ = sup
m≥0
|αm|.
On de´duit de la Proposition 2.1.1 que Q est inversible si et seulement si
‖Q‖ = |α0| = |b0| 6= 0. 
N.B. De plus Q est bijectif et isome´trique si et seulement si ‖Q‖ = |b0| = 1. Dans ces
conditions Q envoie une base orthonormale sur une autre.
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Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Rappelons qu’un q-polynoˆme
de q-degre´ n est une fonction continue h, telle que h(x) =
n∑
k=0
akq
kx, avec an 6= 0. Notons
que h peut aussi s’e´crire sous la forme h =
n∑
k=0
bkCk,q, avec bk ∈ K et bn 6= 0.
De´finition 2.1.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Une suite de
q-polynoˆmes (hn)n≥0 est dite q-polynomiale si h0 = 1 et pour tout n 6= 0, hn est de
q-degre´ n.
Lemme 2.1.1. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Soit Q =
∑
i≥1
bi∆(i)q
tel que ‖Q‖ = |b1|. Si h est un q-polynoˆme de q-degre´ n ≥ 1, alors Q(h) est aussi un
q-polynoˆme de q-degre´ n.
De´monstration. Prouvons le pour h(x) = qnx, n ≥ 1.
Pour 1 ≤ i ≤ n, on a ∆(i)q (qnx) =
i−1∏
`=0
(qn−q`)qnx et ∆(i)q (qnx) = 0, ∀i ≥ n+1 (Lemme 1.0.7).
Donc Q(qnx) =
( n∑
i=1
bi
i−1∏
`=0
(qn − q`)
)
qnx. On a
n∑
i=1
bi
i−1∏
`=0
(qn − q`) = (qn − 1)
(
b1 +
n∑
i=2
bi
i−1∏
`=1
(qn − q`)
)
, avec |bi|
i−1∏
`=1
∣∣∣qn − q`∣∣∣ < |bi| ≤ |b1|,
pour i ≥ 2. D’ou`
∣∣∣∣∣
n∑
i=1
bi
i−1∏
l=0
(qn − ql)
∣∣∣∣∣ = |qn − 1| |b1|. Puisque q est non racine de
l’unite´, |qn − 1| |b1| 6= 0 et Q(qnx) est un q-polynoˆme de q-degre´ n. Le lemme suit par
line´arite´. 
Proposition 2.1.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit
Q =
∑
i≥1
bi∆(i)q tel que ‖Q‖ = |b1|. Il existe une unique suite q-polynomiale (hn,q)n≥0, telle
que Q(hn,q)(x) = q1−nqxhn−1,q(x), hn,q(0) = 0 si n ≥ 1.
De´monstration. On de´duit du Lemme 2.1.1 que Q(qnx) = βn(q)qnx, avec
βn(q) =
n∑
i=1
bi
i−1∏
`=0
(qn−q`) ∈ K. Puisque q est non racine de l’unite´, βn(q) 6= 0, pour n ≥ 1
et β0(q) = 0.
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Supposons h0,q, h1,q, . . . , hn−1,q, (n ≥ 1) de´ja` construits. On de´termine
hn,q(x) =
n∑
j=0
dn,j(q)qjx. Puisque hn,q est de q-degre´ n ≥ 1, on de´duit du Lemme 2.1.1 que
Q(hn,q) est un q-polynoˆme de q-degre´ n. On a
Q(hn,q)(x) =
n∑
j=0
βj(q)dn,j(q)qjx = q1−nqxhn−1,q(x) = q1−n
n−1∑
j=0
dn−1,j(q)q(j+1)x =
= q1−n
n∑
j=1
dn−1,j−1(q)qjx. Donc, par identification, on obtient βj(q)dn,j(q) = q1−ndn−1,j−1(q),
∀1 ≤ j ≤ n, d’ou` l’on de´duit que dn,j(q) = q
1−ndn−1,j−1(q)
βj(q)
, ∀1 ≤ j ≤ n. Puisque
0 = hn,q(0) =
n∑
j=0
dn,j(q), on obtient dn,0(q) = −
n∑
j=1
dn,j(q). Donc hn,q est bien construit et
est unique. 
Lemme 2.1.2 (Ann Verdoodt). Soit K un corps value´ ultrame´trique complet et soit
(E, ‖ ‖) un K-espace de Banach. On suppose que E contient une base orthonormale
de´nombrable (en)n≥0. Soit (e′n)n≥0 une suite dans E, telle que e′n =
n∑
j=0
αn,jej, αn,j ∈ K,
n = 0, 1, . . . ; 0 ≤ j ≤ n. Alors les proprie´te´s suivantes sont e´quivalentes:
(i) La suite (e′n)n≥0 est une base orthonormale de E.
(ii) Pour n ≥ 0, on a ‖e′n‖ = 1, |αn,n| = 1
(iii) Pour n ≥ 0 et pour tout j tel que 0 ≤ j ≤ n, on a |αn,j | ≤ 1, |αn,n| = 1.
De´monstration.
-(a)- Tout d’abord, montrons que (i) est e´quivalent a` (ii).
• Supposons que (e′n)n≥0 est une base orthonormale de E. Alors ‖e′n‖ = 1 et puisque
(en)n≥0 est une base orthonormale de E, on voit que
|αn,n| ≤ max
0≤j≤n
|αn,j | =
∥∥e′n∥∥ = 1.
D’autre part, comme (e′n)n≥0 est une base orthonormale de E, il existe une suite
(dn,i)0≤i≤n dans K telle que en =
n∑
i=0
dn,ie
′
n et 1 = ‖en‖ = max
0≤i≤n
|dn,i|. Donc
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|dn,n| ≤ 1. De plus en =
n∑
i=0
dn,i
i∑
j=0
αi,jej =
n∑
j=0
( n∑
i=j
dn,iαi,j
)
ej . Donc dn,nαn,n = 1.
Puisque |dn,n| ≤ 1 et |αn,n| ≤ 1, on obtient |dn,n| = |αn,n| = 1.
•• Re´ciproquement, supposons que ‖e′n‖ = 1 et |αn,n| = 1, pour tout n ≥ 0. Soit
hm =
m∑
k=0
dke
′
k. Montrons que ‖hm‖ = max
0≤k≤m
|dk|. Il est e´vident que
‖hm‖ ≤ max
0≤k≤m
|dk|.
Montrons, par re´currence descendante que max
0≤k≤m
|dk| ≤ ‖hm‖. On a
hm =
m∑
k=0
dke
′
k =
m∑
k=0
dk
k∑
j=0
αk,jej =
m∑
j=0
( m∑
k=j
dkαk,j
)
ej . Donc
‖hm‖ = max
0≤j≤m
∣∣∣∣∣∣
m∑
k=j
dkαk,j
∣∣∣∣∣∣ = max
(
max
0≤j≤m−1
∣∣∣∣∣∣
m∑
k=j
dkαk,j
∣∣∣∣∣∣ , |dmαm,m|
)
et
|dmαm,m| = |dm| ≤ max
0≤j≤m
∣∣∣∣∣∣
m∑
k=j
dkαk,j
∣∣∣∣∣∣ = ‖hm‖.
D’autre part hm − dme′m =
m−1∑
k=0
dke
′
k =
m−1∑
k=0
dk
k∑
j=0
αk,jej =
m−1∑
j=0
(m−1∑
k=j
dkαk,j
)
ej =
=
m−2∑
j=0
(m−1∑
k=j
dkαk,j
)
ej + dm−1αm−1,m−1em−1. Donc |dm−1| ≤ ‖hm‖.
Supposons alors que max
1≤k≤m
|dk| ≤ ‖hm‖. Comme hm −
m∑
k=1
dke
′
k = d0e
′
0, on obtient
|d0| =
∥∥d0e′0∥∥ ≤ max(‖hm‖ , max
1≤k≤m
|dk|) = ‖hm‖ et ‖hm‖ = max
0≤k≤m
|dk|. En d’autres
termes (e′n)n≥0 est une famille orthonormale E. Comme e′n ∈
n⊕
j=0
K.ej pour tout
n ≥ 0, en peut s’e´crire sous la forme en =
n∑
k=0
βn,ke
′
k, avec |βn,k| ≤ 1, ∀0 ≤ k ≤ n.
Soit v =
∑
n≥0
anen ∈ E, avec lim
n→+∞ an = 0; on a v =
∑
n≥0
n∑
k=0
anβn,ke
′
n. Comme
sup
n≥k
|an| |βn,k| ≤ sup
n≥k
|an|, on a lim
k→+∞
∣∣∣∣∣∣
∑
n≥k
anβn,k
∣∣∣∣∣∣ ≤ limk→+∞ supn≥k |an| = limn→+∞ |an| = 0.
Donc v =
∑
k≥0
(∑
n≥k
anβn,k
)
e′k =
∑
k≥0
bke
′
k, avec bk =
∑
n≥k
anβn,k, lim
k→+∞
|bk| = 0 et
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‖v‖ = sup
k≥0
|bk|. D’ou` (e′n)n≥0 est une base orthonormale de E.
-(b)- Montrons maintenant que (ii)⇐⇒ (iii).
Supposons que ‖e′n‖ = 1 et αn,n = 1, ∀n ≥ 0. Mais alors (e′n)n≥0 est une base
orthonormale de E, ainsi pour tout n ≥ 0, ‖e′n‖ = max
0≤j≤n
|αn,j | = 1. Donc, pour tout
j, 0 ≤ j ≤ n, |αn,j | ≤ 1.
Re´ciproquement si |αn,j | ≤ 1 et |αn,n| = 1, ∀n ≥ 0, 0 ≤ j ≤ n, alors
‖e′n‖ = max
0≤j≤n
|αn,j | = 1, ∀n ≥ 0. 
On a la q-version suivante au The´ore`me 2.1.1.
The´ore`me 2.1.5. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
Soit Q =
∑
i≥1
bi∆(i)q ∈W (Zp,K), tel que ‖Q‖ = 1 = |b1|.
(i) Il existe une unique suite q-polynomiale (hn,q)n≥0, telle que
Q(hn,q)(x) = q1−nqxhn−1,q(x), hn,q(0) = 0 si n ≥ 1. Cette suite est une base ortho-
normale de C(Zp,K).
(ii) Si f est un e´le´ment de C(Zp,K), alors f peut s’e´crire sous une forme unique de
se´rie uniforme´ment convergente f =
∑
n≥0
dn(q)hn,q, avec ‖f‖ = sup
n≥0
|dn(q)| et
dn(q) = q
n(n−1)
2 (q−xQ)n(f)(0), ou` q−xQ est l’ope´rateur line´aire continu de´fini par
(q−xQ)(f)(x) = q−xQ(f)(x).
De´monstration. Supposons donc q non racine de l’unite´ tel que |q − 1| < 1. Dans
ces conditions, la de´monstration est essentiellement la meˆme que celle donne´e par A.
Verdoodt dans [51] et [52]. Par souci d’eˆtre complet, nous donnons ici une de´monstration
plus explicite, la condition |q − 1| < 1 e´tant fort utile.
-(a)- L’existence et l’unicite´ de´coulent de la Proposition 2.1.2. Nous avons a` montrer que
la suite (hn,q)n≥0 est une base orthonormale de C(Zp,K).
Posons hn,q =
n∑
j=0
an,j(q)Cj,q. En vertu du Lemme 2.1.2, il suffit de montrer que
|an,j(q)| ≤ 1 et |an,n(q)| = 1.
Pour n = 0, on a h0,q(x) = 1 et a0,0(q) = 1.
Soit n ≥ 1, supposons par re´currence que |an−1,j(q)| ≤ 1 et |an−1,n−1(q)| = 1. On a
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Q(hn,q) =
n∑
j=0
an,j(q)Q(Cj,q) =
n∑
j=1
an,j(q)
j∑
i=1
biq
i(i−j)qixCj−i,q (Lemme 1.0.7). Par
substitution dans le Lemma 2 de [44], on obtient
Ck,q(x) =
k∑
s=0
(−1)k+s
(k)q!(q − 1)k q
s(s−2k+1)
2
(
k
s
)
q
qsx. Donc
Q(hn,q)(x) =
n∑
j=1
j∑
i=1
j−i∑
s=0
(−1)j−i+sq s(s−2(j−i)+1)2
(
j − i
s
)
q
qi(i−j)an,j(q)bi
(j − i)q!(q − 1)j−i q
(i+s)x.
Posons i+ s = m, on obtient 0 ≤ s = m− i ≤ j − i et i ≤ m ≤ j. On en de´duit que
Q(hn,q)(x) =
n∑
j=1
j∑
i=1
j∑
m=i
(−1)j+mq (m−i)(m−i−2(j−i)+1)2
(
j − i
m− i
)
q
qi(i−j)an,j(q)bi
(j − i)q!(q − 1)j−i q
mx =
=
n∑
m=1
n∑
j=m
m∑
i=1
q
(m−i)(m+i−2j+1)
2
(
j − i
m− i
)
q
(−1)j+mqi(i−j)bi
(j − i)q!(q − 1)j−ian,j(q)q
mx.
D’autre part q1−nqxhn−1,q(x) =
n−1∑
j=0
q1−nan−1,j(q)
j∑
s=0
(−1)j+s
(j)q!(q − 1)j q
s(s−2j+1)
2
(
j
s
)
q
q(s+1)x.
Donc q1−nqxhn−1,q(x) =
n∑
m=1
n∑
j=m
q1−n
(−1)j+mq (m−1)(m−2(j−1))2
(j − 1)q!(q − 1)j−1
(
j − 1
m− 1
)
q
an−1,j−1(q)qmx.
Par identification des coefficients, on obtient pour m ≥ 1,
n∑
j=m
m∑
i=1
(−1)j+mqi(i−j)
(j − i)q!(q − 1)j−i q
(m−i)(m+i−2j+1)
2
(
j − i
m− i
)
q
bian,j(q) =
=
n∑
j=m
q1−n
(−1)j+mq (m−1)(m−2(j−1))2
(j − 1)q!(q − 1)j−1
(
j − 1
m− 1
)
q
an−1,j−1(q).
• Pourm = n, on a an,n(q)
n∑
i=1
biq
−(n−i)(n+i−1)
2
(n− i)q!(q − 1)n−i =
q
−n(n−1)
2
(n− 1)q!(q − 1)n−1an−1,n−1(q).
Il vient que an,n(q)
n∑
i=1
(n− 1)q!(q − 1)n−1
(n− i)q!(q − 1)n−i biq
−(n−i)(n+i−1)
2 q
n(n−1)
2 = an−1,n−1(q), ou
encore an,n(q)
n∑
i=1
q
i(i−1)
2
i−1∏
`=1
(qn−`− 1)bi = an−1,n−1(q). Notons que, pour tout i ≥ 1,
le coefficient q
i(i−1)
2
i−1∏
`=1
(qn−` − 1) de bi est un polynoˆme en q de degre´ n(i − 1). De
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plus, on a
∣∣∣∣∣
n∑
i=2
q
i(i−1)
2
i−1∏
`=1
(qn−` − 1)bi
∣∣∣∣∣ < max2≤i≤n |bi| ≤ |b1|. Donc
∣∣∣∣∣b1 +
n∑
i=2
q
i(i−1)
2
i−1∏
`=1
(qn−` − 1)bi
∣∣∣∣∣ = |b1| = 1. (∗)
On en de´duit que |an,n(q)| = |an−1,n−1(q)| = 1.
•• Supposons maintenant que, pour k + 1 ≤ j ≤ n, on ait |an,j(q)| ≤ 1.
Puisque q−x
n∑
j=0
an,j(q)Q(Cj,q)(x) = q1−nhn−1,q(x) est un q-polynoˆme de q-degre´
n− 1, avec ‖hn−1,q‖ = 1, on voit que
k∑
j=1
an,j(q)Q(Cj,q)(x) = q1−nqxhn−1,q(x) −
n∑
j=k+1
an,j(q)Q(Cj,q)(x) = qxgn,k(x), ou`
gn,k est un q-polynoˆme de q-degre´ k−1 tel que ‖gn,k‖ ≤ 1. Posant gn,k =
k−1∑
j=0
αn,k(j)Cj,q,
on voit que |αn,k(j)| ≤ 1, ∀0 ≤ j ≤ k − 1. On obtient comme ci-dessus
k∑
j=1
an,j(q)Q(Cj,q)(x) =
k∑
m=1
k∑
j=m
m∑
i=1
(−1)j+mq (m−i)(m+i−2j+1)2
(j − i)q!(q − 1)j−i
(
j − i
m− i
)
q
qi(i−j)bian,j(q)qmx
et qxgn,k(x) =
k∑
m=1
k∑
j=m
(−1)j+m q
(m−1)(m−2(j−1))
2
(j − 1)q!(q − 1)j−1
(
j − 1
m− 1
)
q
αn,k(j − 1)qmx.
Donc an,k(q)
k∑
i=1
(k − 1)q!(q − 1)k−1
(k − i)q(q − 1)k−i q
−(k−i)(k+i−1)
2 bi = q
(k−1)(2−k)
2 αn,k(k − 1). Comme
ci-dessus, on voit que an,k(q)
k∑
i=1
q
i(i−1)
2
i−1∏
`=1
(qk−`− 1)bi = qk−1αn,k(k− 1). On de´duit
de (*) que l’on a |an,k(q)| = |αn,k(k − 1)| ≤ 1.
-(b)- Il est e´vident que q−xQ est line´aire et que ‖q−xQ‖ = ‖Q‖ = 1.
Soit f une fonction continue de Zp dans K. Puisque (hn,q)n≥0 est une base ortho-
normale de C(Zp,K), on a un de´veloppement de f sous la forme f =
∑
n≥0
dn(q)hn,q,
dn(q) ∈ K, avec lim
n→+∞ dn(q) = 0 et ‖f‖ =
∑
n≥0
|dn(q)|.
De plus, (q−xQ)(f)(x) =
∑
n≥1
q1−ndn(q)q−xqxhn−1,q(x) =
∑
n≥1
q1−ndn(q)hn−1,q(x) et
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(q−xQ)k(f)(x) =
∑
n≥k
q
k(k+1)
2
−kndn(q)hn−k,q(x). Donc (q−xQ)k(f)(0) = q
−k(k−1)
2 dk(q)
et dk(q) = q
k(k−1)
2 (q−xQ)k(f)(0). 
De´finition 2.1.3. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit
Q =
∑
i≥1
bi∆(i)q ∈W (Zp,K), tel que ‖Q‖ = 1 = |b1|.
La suite q-polynomiale (hn,q)n≥0 obtenue dans le The´ore`me 2.1.5 est appele´e suite de q-
polynoˆmes basiques associe´e a` Q.
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Nous avons rappele´ ci-dessus
qu’un q-polynoˆme h de q-degre´ n peut s’e´crire sous la forme h =
n∑
k=0
bkCk,q, avec bk ∈ K
et bn 6= 0.
Si q est une racine primitive de l’unite´ d’ordre pN , la notion de q-polynoˆme pose un
proble`me. En effet, la fonction continue qui a` x associe qx est localement constante. Pour
tout entier positif n, e´crit sous la forme n = m(n)pN + r(n), on a qnx = qr(n)x. Dans
ce cas, les fonctions continues h pouvant s’e´crire sous la forme h =
n∑
k=0
bkCk,q, bk ∈ K et
bn 6= 0, ne sont pas force´ment des q-polynoˆmes. Nous donnons donc une autre de´finition
a` ce type de fonctions dans le cas ou` q est une racine de l’unite´.
De´finition 2.1.4. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN .
On appelle q-quasi-polynoˆme de degre´ n, toute fonction continue h pouvant s’e´crire
sous la forme h =
n∑
k=0
akCk,q, avec ak ∈ K et an 6= 0.
Une suite de q-quasi-polynoˆmes (hn)n≥0, telle que h0 = 1 et pour tout n ≥ 0, hn est de
degre´ n est appele´e suite q-quasi-polynomiale.
De´finition 2.1.5. Soit q ∈ K, tel que |q − 1| < 1. On appelle suite de type q-
binomial toute suite q-polynomiale (resp. q-quasi-polynomiale) (hn)n≥0, telle que
hn(x+ y) =
n∑
s=0
q−s(n−s)q(n−s)xhs(x)hn−s(y), ∀n ≥ 0, x, y ∈ Zp.
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Corollaire. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
Soit Q ∈W (Zp,K) satisfaisant aux conditions du The´ore`me 2.1.5. La suite de q-polynoˆmes
basiques (hn,q)n≥0 associe´e a` Q est de type q-binomial.
De´monstration. En effet, la proprie´te´ est vraie pour n = 0 et pour n = 1, car
h0,q = C0,q et h1,q peut s’e´crire sous la forme h1,q = aC1,q. Supposons la proprie´te´ vraie
pour hn−1,q. On a Q(τx(hn,q))(y) = τx(Q(hn,q))(y) = q1−nqx+yhn−1,q(x+ y). Ainsi
Q(τx(hn))(y) =
n−1∑
s=0
q−s(n−s)q(n−s)xhs(x)q1−n+sqyhn−1−s(y) =
=
n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)Q(hn−s,q)(y) = Q
( n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)hn−s,q
)
(y).
Donc Q
(
τxhn,q −
n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)hn−s,q
)
(y) = 0 et
τx(hn,q)(y)−
n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)hn−s,q(y) = c(x), ou` c(x) ne de´pend que de x.
On a τx(hn,q)(y) = hn,q(x+ y) =
n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)hn−s,q(y) + c(x).
Donc hn,q(x) = τx(hn,q)(0) =
n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)hn−s,q(0)+c(x) = hn,q(x)+c(x) et
c(x) = 0. 
Nous avons un e´nonce´ e´quivalent au The´ore`me 2.1.5 lorsque q est une racine de l’unite´.
Plus pre´cisement, on a:
The´ore`me 2.1.6. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN .
Soit Q =
∑
i≥1
bi∆(i)q ∈ W (Zp,K), tel que ‖Q‖ = 1 = |b1|. Il existe une unique suite q-
quasi-polynomiale (hn,q)n≥0, telle que Q(hn,q)(x) = q1−nqxhn−1,q(x), hn,q(0) = 0 si n ≥ 1.
Cette suite est une base orthonormale de C(Zp,K).
De´monstration. Supposons que q est une racine primitive de l’unite´ dordre pN .
Conside´rons la suite (qα)α>0 de´finie par qα = q + apα, |a| ≤ 1. On sait que qα est non
racine de l’unite´ tel que |qα − 1| < 1 et lim
α→+∞ qα = q. On a vu que limα→+∞∆
(i)
qα = ∆
(i)
q .
Conside´rons la suite d’ope´rateurs line´aires continus (Qα)α>0 de´finie par Qα =
∑
i≥1
bi∆(i)qα .
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On a ‖Qα‖ = sup
i≥0
|bi| = |b1|. Comme ‖Q−Qα‖ =
∥∥∥∥∥∥
∑
i≥1
bi(∆(i)q −∆(i)qα )
∥∥∥∥∥∥ ≤
≤ sup
i≥1
|bi|
∥∥∥∆(i)q −∆(i)qα∥∥∥ ≤ |b1| |q − qα|, on a limα→+∞Qα = Q.
D’autre part il existe une unique suite qα-polynomiale (hn,qα)n≥0, telle que
Qα(hn,qα)(x) = q1−nα qxαhn−1,qα(x), hn,qα(0) = 0 si n ≥ 1 qui est une base orthonormale de
C(Zp,K). Puisque (Cn,qα)n≥0 est une base orthonormale de C(Zp,K), pour tout n ≥ 1,
hn,qα admet le qα-de´veloppement hn,qα =
n∑
k=1
an,k(qα)Ck,qα .
Montrons que lim
α→+∞hn,qα existe. Pour cela, puisque pour tout entier ` ≥ 0, on a
C`,q = lim
α→+∞C`,qα , il suffit de montrer que, pour 1 ≤ k ≤ n, la limite limα→+∞ an,k(qα)
existe dans K.
On a h0,qα = 1 et h1,qα = a1,1(qα)C1,qα , avec |a1,1(qα)| = 1. Comme Q(h1,qα) = h0,qα = 1,
on obtient a1,1(qα) =
1
b1
.
Soit h2,qα = a2,1(qα)C1,qα + a2,2(qα)C2,qα le qα-de´veloppement de h2,qα . Puisque
Qα(h2,qα) = qxαq
−1
α h1,qα , on voit que a2,2(qα) =
a1,1(qα)
b1 + qα(qα − 1)b2 =
1
b1(b1 + qα(qα − 1)b2)
et a2,2(qα) =
−b2
b21(b1 + qα(qα − 1))
. D’ou` l’on de´duit l’existence de la limite
h2,q = lim
α→+∞h2,qα .
Supposons que, pour 1 ≤ t ≤ n − 1, la limite lim
α→+∞ht,qα = ht,q existe dans C(Zp,K).
On de´duit de la de´monstration du The´ore`me 2.1.5 que an,n(qα) =
an−1,n−1(qα)
vn,n(qα)
, avec
vn,n(qα) =
n∑
i=1
q
i(i−1)
2
α
i−1∏
`=1
(qn−`α − 1)bi et on voit que |vn,n(qα)| = 1. De plus
an,n(qα) =
n∏
`=1
1
v`,`(qα)
et lim
α→+∞ an,n(qα) = an,n(q) existe avec |an,n(q)| = 1.
Supposons que, pour k + 1 ≤ j ≤ n, la limite lim
α→+∞ an,j(qα) = an,j(q) existe. Posant
qxαgn,k,α(x) = q
1−n
α q
x
αhn−1,qα(x) −
n∑
j=k+1
an,j(qα)Qα(Cj,qα)(x) = q
x
α
k−1∑
j=0
dn,k(qα, j)Cj,qα(x),
sachant, par hypothe`se de re´currence que les suites des coefficients (an−1,i(qα))α>0 des
fonctions hn−1,qα convergent, on voit que les limites lim
α→+∞ dn,k(qα, j) = dn,k(q, j) et
lim
α→+∞ gn,k,α = gn,k existent. De plus, comme |dn,k(qα, j)| ≤ 1, ∀0 ≤ j ≤ k − 1, on a
|dn,k(q, j)| ≤ 1, ∀0 ≤ j ≤ k − 1.
On de´duit encore de la de´monstration du The´ore`me 2.1.5 que an,k(qα) =
qk−1α dn,k(qα, k − 1)
vn,k(qα)
,
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avec vn,k(qα) =
k∑
i=1
q
i(i−1)
2
α
i−1∏
`=1
(qk−`α − 1)bi. On a |vn,k(qα)| = 1. De plus
lim
α→+∞ vn,k(qα) = vn,k(q) existe avec |vn,k(q)| = 1. Donc la limite
lim
α→+∞ an,k(qα) = an,k(q) =
qk−1dn,k(q, k − 1)
vn,k(q)
existe et est telle que |an,k(q)| ≤ 1. D’ou`
l’on de´duit que, pour 1 ≤ j ≤ n, la limite lim
α→+∞ an,j(qα) = an,j(q) existe avec |an,j(q)| ≤ 1.
Posons h0,q = 1 et hn,q =
n∑
j=0
an,j(q)Cn,q. Alors hn,q est la limite uniforme de la suite
(hn,qα)α≥1 et l’on a, pour n ≥ 0, ‖hn,q‖ = 1 et |an,n(q)| = 1. Il vient que (hn,q)n≥0 est une
suite q-quasi-polynomiale telle que hn,q(0) = 0, ∀n ≥ 1.
Soit f une fonction continue de Zp dans K. On a les de´veloppements uniforme´ment
convergents f =
∑
n≥0
q
n(n−1)
2
α (q−xα Qα)
n(f)(0)hn,qα . Puisque lim
α→+∞ q
−x
α Qα = q
−xQ et
lim
α→+∞hn,qα = hn,q, on obtient par passage a` la limite le de´veloppement uniforme´ment con-
vergent f = lim
α→+∞
∑
n≥0
q
n(n−1)
2
α (q−xα Qα)
n(f)(0)hn,qα =
∑
n≥0
q
n(n−1)
2 (q−xQ)n(f)(0)hn,q, avec
‖f‖ = sup
n≥0
∣∣(q−xQ)n(f)(0)∣∣, c’est-a`-dire que la suite (hn,q)n≥0 est une base orthonormale
de C(Zp,K).
On de´duit de la relation Qα(hn,qα)(x) = q1−nα qxαhn−1,qα , ∀n ≥ 0, x ∈ Zp que
Q(hn,q)(x) = lim
α→+∞Qα(hn,qα)(x) = limα→+∞ q
1−n
α q
x
αhn−1,qα(x) = q
1−nqxhn−1,q(x). 
N.B. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN . Soit Q =
∑
i≥1
bi∆(i)q ∈
W (Zp,K), tel que ‖Q‖ = 1 = |b1|. Comme la suite q-polynomiale du The´ore`me 2.1.5, la
suite q-quasi-polynomiale (hn,q)n≥0 obtenue dans le The´ore`me 2.1.6 est appele´e suite de
q-quasi-polynoˆmes basiques associe´es a` Q.
Corollaire. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN . Soit
Q ∈ W (Zp,K) satisfaisant aux conditions du The´ore`me 2.1.6. La suite de q-quasi-
polynoˆmes basiques (hn,q)n≥0 associe´e a` Q est de type q-binomial, c’est-a`-dire que (hn,q)n≥0
est une suite q-quasi-polynomiale telle que hn,q(x+y) =
n∑
s=0
q−s(n−s)q(n−s)xhs,q(x)hn−s,q(y),
∀n ≥ 0, x, y ∈ Zp.
De´monstration. La de´monstration est la meˆme que celle du Corollaire du
The´ore`me 2.1.5. 
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Remarque 2.1.1. Si une suite q-polynomiale ( resp. q-quasi-polynomiale) (hn)n≥0 est de
type q-binomial, alors hn(0) = 0, ∀n ≥ 1.
De´monstration. En effet, puisque h1(x + y) = qyh1(x) + h1(y), pour y = 0 on a
h1(x) = h1(x)+h1(0). Donc h1(0) = 0. De meˆme h2(x+y) = q2yh2(x)+q−1qyh1(y)h1(x)+
+h2(y). Donc h2(x) = h2(x + 0) = h2(x) + q−1h1(0)h1(x) + h2(0) = h2(x) + h2(0) et
h2(0) = 0.
Supposons, par re´currence, que h1(0) = h2(0) = · · · = hn−1(0) = 0. Puisque
hn(x+y) =
n∑
s=0
q−s(n−s)q(n−s)yhs(y)hn−s(x), on obtient hn(x) =
n∑
s=0
q−s(n−s)hs(0)hn−s(x) =
= hn(x)+
n−1∑
s=1
q−s(n−s)hs(0)hn−s(x)+hn(0). Puisque, pour 1 ≤ s ≤ n− 1, hs(0) = 0, on a
hn(x) = hn(x)+hn(0). Donc hn(0) = 0. 
On a la re´ciproque suivante aux The´ore`mes 2.1.5 et 2.1.6.
The´ore`me 2.1.7. Soit q ∈ K tel que |q − 1| < 1.
Soit (hn,q)n≥0 une base orthonormale de C(Zp,K) telle que pour tout n, hn,q est un q-
polynoˆme (q-quasi-polynoˆme) de q-degre´ (degre´) n et h0,q(x) = 1. Si (hn,q)n≥0 est de
type q-binomial, alors il existe un unique ope´rateur Q =
∑
i≥1
bi∆(i)q ∈ W (Zp,K), tel que
‖Q‖ = 1 = |b1| et Q(hn,q)(x) = q1−nqxhn−1,q(x), avec la convention que h−1,q = 0.
De´monstration. Soit f ∈ C(Zp,K), on a le de´veloppement f =
∑
n≥0
anhn,q, avec
‖f‖ = sup
n≥0
|an|. La se´rie de fonctions
∑
n≥1
anq
1−nhn−1,q(x) converge dans C(Zp,K).
Posons Q(f)(x) = qx
∑
n≥1
anq
1−nhn−1,q(x) = qx
∑
n≥0
an+1q
−nhn,q(x). On de´finit ainsi un en-
domorphisme line´aire duK-espace vectoriel C(Zp,K) tel queQ(hn,q)(x) = qxq1−nhn−1,q(x).
Pour tout x ∈ Zp, on a |Q(f)(x)| =
∣∣∣∣∣∣
∑
n≥0
an+1q
−nhn,q(x)
∣∣∣∣∣∣. Il vient que
‖Q(f)‖ =
∥∥∥∥∥∥
∑
n≥0
an+1q
−nhn,q
∥∥∥∥∥∥ = supn≥0 |an+1| ≤ ‖f‖. On en de´duit que Q est continu.
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Comme ‖Q(hn,q)‖ = ‖hn−1,q‖ = 1, ∀n ≥ 1, on voit que ‖Q‖ = 1.
L’ope´rateur line´aire continu Q est uniquement de´termine´ par les images
Q(hn,q)(x) = qxq1−nhn−1,q(x) prises sur la base orthonormale (hn,q)n≥0.
Soient x, y ∈ Zp, on a τx◦Q(hn,q)(y) = τx(q1−nqyhn−1,q)(y) = q1−nqx+yhn−1,q(x+y) =
=
n−1∑
s=0
q−s(n−s)q(n−s)xhs,q(x)q1−n+sqyhn−1−s,q(y) = Q
( n∑
s=0
q(n−s)(x−s)hs,q(x)hn−s,q
)
(y) =
= Q ◦ τx(hn,q)(y). On obtient τx ◦Q = Q ◦ τx et Q ∈W (Zp,K).
Posons Q =
∑
i≥0
bi∆(i)q . On a 0 = Q(h0,q) = b0h0,q = b0. Puisque h1,q = aC1,q, avec
|a| = 1, on voit que Q(h1,q)(x) = ab1∆(C1,q)(x) = ab1qx. D’autre part,
Q(h1,q)(x) = qxh0,q(x) = qx. Donc ab1 = 1 et b1 = a−1. On en de´duit que ‖Q‖ = 1 = |b1|
et le the´ore`me est de´montre´. 
Remarque 2.1.2. Notons que lorsque q est non racine de l’unite´, on peut obtenir par
re´currence les coefficients du de´veloppement Q =
∑
i≥1
bi∆(i)q de Q.
De´monstration. En effet, posant h1 = aC1,q, avec |a| = 1, on a
qx = Q(h1)(x) = b1∆(h1)(x) = qxb1a. Donc ab1 = 1 et b1 =
1
a
.
Supposons avoir de´termine´ b1, b2, . . . , bn−1. Conside´rons le de´veloppement
hn(x) =
n∑
j=0
an,jq
jx de hn. On de´duit de la Proposition 2.1.2 que an,nβn = q1−nan−1,n−1,
ou` βn =
n∑
i=1
bi
i−1∏
`=0
(qn − q`). Donc βn = q1−nan−1,n−1
an,n
et
bn =
n−1∏
`=0
(qn−q`)−1
(q1−nan−1,n−1
an,n
−
n−1∑
i=1
bi
i−1∏
`=0
(qn−q`)
)
. 
Corollaire 1. Soit q ∈ K, tel que |q − 1| < 1.
Il y a une correspondance bijective entre l’ensemble des ope´rateurs line´aires continus
Q =
∑
i≥1
bi∆(i)q , tels que ‖Q‖ = 1 = |b1| et l’ensemble des suites q-polynomiales (q-quasi-
polynomiales) de type q-binomial qui sont des bases orthonormales de C(Zp,K).
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Exemples:
(i) Conside´rons l’ope´rateur Q = ∆(1)q = ∆, on voit que b1 = 1 et bn = 0, ∀n 6= 1. Les
q-polynoˆmes (q-quasi-polynoˆmes) hn,q sont donne´s par hn,q = Cn,q.
(ii) Soit (hn,q)n≥0 la suite de´finie par hn,q = qnCn,q. L’ope´rateur Q est donne´ par
Q = q−1∆. De fac¸on ge´ne´rale, si hn,q = αjnCn,q, l’ope´rateur associe´ est Q = α−j∆.
Corollaire 2. Soit q ∈ K, tel que |q − 1| < 1.
Soit Q = ∆+α∆(2)q , avec |α| ≤ 1 et soit (hn,q)n≥0 la suite de q-polynoˆmes ( resp. q-quasi-
polynoˆmes) basiques associe´e a` Q, avec hn,q(x) =
n∑
j=0
an,jq
jx. Alors
hn,q(x) =
n∑
i=1
( n∑
j=i
an,j
i−1∏
`=0
(qj − q`)
)
Ci,q(x).
De plus si q est non racine de l’unite´, on a
an,j = q
j(j−2n+1)
2 an−j,0
j∏
k=1
(qk − 1)−1(1 + α(qk − q))−1, pour j ≥ 1 et
n∑
j=0
an,j = 0.
De´monstration. En effet, puisque qjx =
∑
i≥0
∆(i)q (q
jx)(0)Ci,q(x) =
= 1 +
j∑
i=1
i−1∏
`=0
(qj − q`)Ci,q(x),∀j ≥ 1, on a hn,q(x) =
n∑
j=0
an,jq
jx = an,0 +
n∑
j=1
an,j +
+
n∑
j=1
j∑
i=1
an,j
i−1∏
`=0
(qj − q`)Ci,q(x) =
n∑
i=1
n∑
j=i
an,j
i−1∏
`=0
(qj − q`)Ci,q(x).
D’autre part, si q est non racine de l’unite´, on de´duit de la relation an,j =
q1−nan−1,j−1
βj
que an,j =
q1−nq2−nan−2,j−2
βjβj−1
. Par re´currence, on a an,j = q
j(j−2n+1)
2 an−j,0
j∏
k=1
β−1k . Mais
βk =
k∑
m=1
bm
m−1∏
`=0
(qk − q`).
Ici, b1 = 1, b2 = α et bk = 0, ∀k ≥ 3. Donc βk = (qk − 1) + α(qk − 1)(qk − q) =
= (qk−1)(1+α(qk−q)) et an,j = q
j(j−2n+1)
2 an−j,0
j∏
k=1
(qk−1)−1(1+α(qk−q))−1, ∀j ≥ 1. 
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Nous avons ici les premiers termes de la suite (hn,q)n≥0 donne´e dans le Corollaire 2,
lorsque q est non racine de l’unite´:
(i) a1,1 =
a0,0
q − 1 =
1
q − 1 et a1,0 = −a1,1 =
−1
q − 1. Donc h1,q(x) =
qx − 1
q − 1 = C1,q(x).
(ii) a2,1 =
q−1a1,0
q − 1 =
−q−1
(q − 1)2 ,
a2,2 =
q−1a1,1
(q2 − 1)(1 + α(q2 − q)) =
q−1
(q − 1)(q2 − 1)(1 + α(q2 − q)) ,
a2,0 = −a2,1 − a2,2 = q−1
( 1
(q − 1)2 −
1
(q − 1)(q2 − 1)(1 + α(q2 − q))
)
.
Donc h2,q =
(−q−1
q − 1 +
q−1
(q − 1)(1 + α(q2 − q))
)
C1,q +
1
1 + α(q2 − q)C2,q
=
1
1 + α(q2 − q)(−αC1,q + C2,q).
On obtient e´galement,
(iii) h3,q =
1
(1 + α(q2 − q))(1 + α(q3 − q))(α
2q−1(2)qC1,q − αq−1(2)qC2,q + C3,q).
(iv) h4,q =
(α2q−3(2)q(1 + α(q4 − q)) + α2q−2(3)q)(−αC1,q + C2,q)
(1 + α(q2 − q))2(1 + α(q3 − q))(1 + α(q4 − q))
+
−αq−2(3)qC3,q + C4,q
(1 + α(q2 − q))(1 + α(q3 − q))(1 + α(q4 − q)) . . . .
Proposition 2.1.3. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
Soit Q =
∑
i≥1
bi∆(i)q ∈ W (Zp,K) tel que ‖Q‖ = 1 = |b1| et soit h(x) =
n∑
j=0
ajCj,q un
q-polynoˆme de q-degre´ n ≥ 1, avec |aj | ≤ 1 et |an| = 1. Alors Q(h)(x) = qxq1−nr(x), ou`
r =
n−1∑
j=0
djCj,q est tel que ‖r‖ = 1 = |dn−1|.
De´monstration. Soit h =
n∑
j=0
ajCj,q, alors Q(h)(x) =
n∑
j=0
ajQ(Cj,q)(x) =
=
n∑
j=1
aj
j∑
i=1
biq
ixqi(i−j)Cj−i,q(x) = qxq1−n
n∑
j=1
aj
j∑
i=1
biq
(i−1)xqn−1+i(i−j)Cj−i,q(x).
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Posons r =
n∑
j=1
aj
j∑
i=1
biq
(i−1)xqn−1+i(i−j)Cj−i,q. On voit que r est de q-degre´ n− 1. On a
‖Q(h)‖ = ∥∥q1−nqxr∥∥ = ‖r‖ et ‖r‖ ≤ 1. Soit r = n−1∑
j=0
djCj,q, on obtient |dj | ≤ 1. Il suffit
de montrer que |dn−1| = 1.
Comme dans la de´monstration du The´ore`me 2.1.5, on obtient
an
n∑
i=1
q
i(i−1)
2
i−1∏
`=1
(qn−`−1)bi = dn−1. On de´duit de (*) que 1 = |an| = |dn−1|. 
Proposition 2.1.4. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN .
Soit Q =
∑
i≥1
bi∆(i)q ∈ W (Zp,K), tel que ‖Q‖ = 1 = |b1| et soit h =
n∑
j=0
ajCj,q un q-quasi-
polynoˆme de degre´ n ≥ 1, avec |aj | ≤ 1 et |an| = 1. Alors Q(h)(x) = qxq1−nr(x), ou`
r =
n−1∑
j=0
djCj,q est tel que ‖r‖ = 1 = |dn−1|.
De´monstration. Supposons que q est une racine primitive de l’unite´ dordre pN .
Conside´rons la suite (qα)α>0 de´finie par qα = q + apα, |a| ≤ 1. Rappelons que qα est non
racine de l’unite´ tel que |qα − 1| < 1 et lim
α→+∞ qα = q.
Soit h =
n∑
j=0
ajCj,q. Puisque (Cn,qα)n≥0 est une base orthonormale de C(Zp,K), h admet
le qα-de´veloppement h =
n∑
j=0
∆(j)qα (h)(0)Ck,qα . De plus aj = limα→+∞∆
(j)
qα (h)(0).
Conside´rons la suite d’ope´rateurs line´aires continus (Qα)α>0 de´finie par Qα =
∑
i≥1
bi∆(i)qα .
On a ‖Qα‖ = sup
i≥0
|bi| = |b1| = 1 et lim
α→+∞Qα = Q.
D’autre part, pour tout α > 0, il existe un qα-polynoˆme rα de qα-degre´ n − 1, tel que
rα =
n−1∑
j=0
dj,αCj,qα , ‖rα‖ = 1 = |dn−1,α| et Qα(h)(x) = q1−nα qxαrα(x). On voit alors comme
dans la de´monstration du The´ore`me 2.1.6 que la limite r = lim
α→+∞ rα existe. On obtient
r =
n−1∑
j=0
∆(j)q (r)(0)Cj,q, avec ‖r‖ = limα→+∞ |dn−1,α| = 1 =
∣∣∣∆(n−1)q (r)(0)∣∣∣ et
Q(h)(x) = q1−nqxr(x). 
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Corollaire. Soit q ∈ K, tel que |q − 1| < 1.
Soit (hn,q)n≥0 une suite de q-polynoˆmes (q-quasi-polynoˆmes), telle que pour tout n ≥ 0,
hn,q est de q-degre´ (degre´) n (h0,q n’est pas ne´cessairement e´gal a` 1); qui est une base
orthonormale de C(Zp,K) et soit Q =
∑
i≥1
bi∆(i)q ∈ W (Zp,K), tel que ‖Q‖ = 1 = |b1|.
Alors il existe une suite de q-polynoˆmes (q-quasi-polynoˆmes) (rn,q)n≥0, telle que pour tout
n ≥ 0, rn,q est de q-degre´ (degre´) n et Q(hn,q)(x) = q1−nqxrn−1,q(x), ∀n ≥ 1.
De plus la suite (rn,q)n≥0 est une base orthonormale de C(Zp,K).
De´monstration. C’est une conse´quence imme´diate du Lemme 2.1.2 et des Proposi-
tion 2.1.3 et 2.1.4. 
Lemme 2.1.3. Soit q ∈ K, tel que |q − 1| < 1.
Soit Q =
∑
i≥1
bi∆(i)q ∈W (Zp,K) tel que ‖Q‖ = 1 = |b1|. Alors
(q−xQ)n ◦ τy = τy ◦ (q−(x+y)Q)n, ou` q−xQ est l’ope´rateur line´aire de´fini par
(q−xQ)(f)(x) = q−xQ(f)(x).
De´monstration. Soit f une fonction continue de Zp a` valeurs dans K, alors
((q−xQ) ◦ τy)(f)(x) = (q−x−y+yτy ◦Q)(f)(x) = τy(q−x−y)(τy ◦Q)(f)(x) =
= (τy ◦ (q−x−yQ))(f)(x). Donc (q−xQ) ◦ τy = τy ◦ (q−(x+y)Q).
Par re´currence, supposons que (q−xQ)n ◦ τy = τy ◦ (q−(x+y)Q)n (n ≥ 1). On obtient
(q−xQ)n+1 ◦ τy = (q−xQ) ◦ τy ◦ (q−(x+y)Q)n = τy ◦ (q−(x+y)Q)(q−(x+y)Q)n =
= τy ◦ (q−(x+y)Q)n+1. 
The´ore`me 2.1.8. Soit q ∈ K, tel que |q − 1| < 1.
Soit Q =
∑
i≥1
bi∆(i)q ∈ W (Zp,K) tel que ‖Q‖ = 1 = |b1| et soit U ∈ W (Zp,K). Alors U
s’e´crit sous forme de se´rie simplement uniforme´ment convergente
U =
∑
n≥0
q
n(n−1)
2 U(hn,q)(0)(q−xQ)n, ou` (hn,q)n≥0 est la suite de q-polynoˆmes (q-quasi-
polynoˆmes) basiques associe´e a` Q.
De´monstration. Soit f une fonction continue de Zp dans K. On a
f(x+ y) = τx(f)(y) =
∑
n≥0
q
n(n−1)
2 (q−yQ)n(τx(f))(0)hn,q(y) =
=
∑
n≥0
q
n(n−1)
2 τx((q−x−yQ)n(f))(0)hn,q(y) =
∑
n≥0
q
n(n−1)
2 (q−x−yQ)n(f)(x)hn,q(y).
On obtient U(f)(x+ y) = U(τx(f))(y) =
∑
n≥0
q
n(n−1)
2 U(hn,q)(y)(q−x−yQ)n(f)(x).
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Donc U(f)(x) =
∑
n≥0
q
n(n−1)
2 U(hn,q)(0)(q−xQ)n(f)(x) et U =
∑
n≥0
q
n(n−1)
2 U(hn,q)(0)(q−xQ)n.
Notons que q−xQ /∈W (Zp,K). 
Remarque 2.1.3. Le The´ore`me 2.1.8 est une q-version du fait que si V =
∑
n≥1
bn∆n est tel
que ‖V ‖ = |b1|, alors tout e´le´ment U de W (Zp,K) se met sous forme de se´rie simplement
uniforme´ment convergente U =
∑
n≥0
U(en)(0)V n, ou` (en)n≥0 est la suite de polynoˆmes
basiques associe´e a` V .
2.2 q-Bases orthogonales et ope´rateurs de Jackson
Soient K un sur-corps value´ complet de Qp et C(Zp,K) l’alge`bre de Banach des fonctions
continues de Zp dans K. Soit q ∈ K, tel que |q − 1| < 1. Nous allons de´finir l’analogue
de la de´rivation de Jackson que nous de´signons par le meˆme nom. La q-de´rivation de
Jackson sur C(Zp,K) est l’ope´rateur line´aire ∇q de´fini par ∇q(f)(x) = f(x+ 1)− f(x)(q − 1)qx ,
pour f ∈ C(Zp,K), x ∈ Zp.
Conside´rons la suite q-polynomiale (resp. q-quasi-polynomiale) (Fn,q)n≥0 de´finie par
Fn,q = (q−1)nq
n(n−1)
2 Cn,q, ∀n ≥ 0, ou` (Cn,q)n≥0 est la q-base de Mahler. La suite (Fn,q)n≥0
est une base orthogonale de l’espace de Banach des fonctions continues C(Zp,K). De plus
‖Fn,q‖ = |q − 1|n, ∀n ≥ 0. On a ∇q(Fn,q) = Fn−1,q, ∀n ≥ 0, avec la convention F−1,q = 0
et toute fonction continue f se met sous forme unique de se´rie uniforme´ment convergente
f =
∑
n≥0
∇nq (f)(0)Fn,q, avec ‖f‖ = sup
n≥0
∣∣∇nq (f)(0)∣∣ |q − 1|n.
Nous avons de´fini les ope´rateurs de Jackson comme e´tant des endomorphismes line´aires
continus R de C(Zp,K), tels que R◦∇q = ∇q ◦R. Il devient clair que l’ensemble Dq(Zp,K)
des ope´rateurs de Jackson est une sous-alge`bre ferme´e de l’alge`bre de Banach L
(C(Zp,K))
des endomorphismes line´aires continus de C(Zp,K). Pour tout ope´rateur de Jackson R,
on montre que la suite ((q− 1)−nR(Fn,q)(0))n≥0 est borne´e. Cela nous permet, comme au
paragraphe pre´ce´dent, d’e´crire R sous une forme unique de se´rie simplement uniforme´ment
convergente R =
∑
n≥0
R(Fn,q)(0)∇nq . Ce de´veloppement est analogue a` celui donne´ par L.
Van Hamme sur les ope´rateurs aux diffe´rences finies (cf. [44] et aussi [52]). Nous allons
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e´tablir une correspondance bijective entre une classe de bases orthogonales et une classe
d’ope´rateurs de Jackson.
Comme pour l’alge`breW (Zp,K) des ope´rateurs aux diffe´rences finies, nous allons montrer
que l’alge`bre Dq(Zp,K) est isome´triquement isomorphe a` l’alge`bre K  X  des se´ries
formelles a` coefficients borne´s. Donc la norme de Dq(Zp,K) est multiplicative.
Rappelons que la boule unite´ ferme´e de l’alge`bre K  X  est e´gale a` Λ[[X]], l’anneau
des se´ries formelles a` coefficients dans l’anneau des entiers Λ de K.
Dans les e´nonce´s de`s que l’on e´crira q-quasi-polynoˆme, q-quasi-polynomial ou
degre´, sans autre pre´cision, il s’agira du cas ou` q est une racine de l’unite´.
Proprie´te´s 2.2.1. Soit q ∈ K, tel que |q − 1| < 1.
(i) Pour k ≥ j ≥ 1, on a ∇jq(qkx) = (k)q(k−1)q . . . (k−j+1)qq(k−j)x et ∇kq (qkx) = (k)q!.
Pour j ≥ k + 1, on a ∇jq(qkx) = 0.
(ii) Pour j ≤ k, on a ∇jq(Ck,q) = (q − 1)−jq
j(j+1)
2
−jkCk−j,q et ∇jq(Ck,q) = 0, pour j > k.
(iii) On a ∇jq(Fn,q) = Fn−j,q, si j ≤ n et ∇jq(Fn,q) = 0, si j > n. En particulier
∇nq (Fn,q) = 1.
De´monstration. Par re´currence.
(i) On a ∇q(qkx) = q
kx+k − qkx
(q − 1)qx =
(qk − 1)qkx
(q − 1)qx = (k)qq
(k−1)x.
On de´duit donc, par re´currence, que
∇jq(qkx) = (k)q(k − 1)q . . . (k − j + 1)qq(k−j)x, pour k > j ≥ 1.
De plus ∇kq (qkx) = (k)q . . . (k − k + 1)qq(k−k)x = (k)q! et ∀j ≥ k + 1, ∇jq(qkx) = 0.
(ii) Soit x ∈ Zp. On a ∇q(Ck,q)(x) = Ck,q(x+ 1)− Ck,q(x)(q − 1)qx =
q1−kqxCk−1,q(x)
(q − 1)qx =
= (q − 1)−1q1−kCk−1,q(x).
Par re´currence, on voit que ∇jq(Ck,q) = (q − 1)−jq
j(j+1)
2
−jkCk−j,q, pour 1 ≤ j < k.
Donc ∇kq (Ck,q) = (q − 1)−kq
k(k+1)
2
−k2 = (q − 1)−kq k(k+1−2k)2 =
= (q−1)−kq−k(k−1)2 . D’ou` l’on de´duit que∇k+1q (Ck,q) = 0 et ∀j ≥ k+1, ∇jq(Ck,q) = 0.
(iii) Il suffit de montrer que ∇q(Fn,q) = Fn−1,q. Or
∇q(Fn,q) = (q − 1)nq
n(n−1)
2 ∇q(Cn,q) = (q − 1)nq
n(n−1)
2 (q − 1)−1q1−nCn−1,q =
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= (q−1)n−1q n(n−1)2 − 2(n−1)2 Cn−1,q = (q−1)n−1q
(n−1)(n−2)
2 Cn−1,q = Fn−1,q. 
Remarque 2.2.1. Soit k = s(k)pN + r(k) un entier positif. Notons que si q ∈ K est une
racine primitive de l’unite´ d’ordre pN , alors ∇jq(qkx) = 0, pour tout j > r(k).
De´monstration. En effet, si q est racine primitive de l’unite´ d’ordre pN , pour tout
j ≥ 0, on a (k)q . . . (k − j + 1)q = (r(k))q . . . (r(k)− j + 1)q. Il vient que
(r(k))q . . . (r(k) − j + 1)q = 0, ∀j > r(k). D’ou` l’on de´duit que ∇jq(qkx) = 0, pour tout
j > r(k). 
Remarque 2.2.2. On a ‖∇q‖ = |q − 1|−1.
De´monstration. En effet, soit f ∈ C(Zp,K), x ∈ Zp, on a
∇q(f)(x) = q−x(q − 1)−1∆(f)(x) et ‖∇q‖ = |q − 1|−1. 
• Rappelons que pour toute fonction continue f ∈ C(Zp,K), on a
lim
n→+∞
∥∥(q − 1)n∇nq (f)∥∥ = 0. En effet, on sait que ∆(n)q (f)(x) = q n(n−1)2 (q−1)nqnx∇nq (f)(x),
(voir [51] Lemma 1 (iii)), ainsi
∥∥∥∆(n)q (f)∥∥∥ = ∥∥(q − 1)n∇nq (f)∥∥. On de´duit alors de la Propo-
sition 2 de [11] que 0 = lim
n→+∞
∥∥∥∆(n)q (f)∥∥∥ = limn→+∞∥∥(q − 1)n∇nq (f)∥∥.
On voit aussitoˆt que la se´rie de fonctions a` deux variables
∑
n≥0
Fn(x)∇nq (f)(y) converge
uniforme´ment.
On de´signe par cq l’application ”coproduit” de C(Zp,K) dans C(Zp × Zp,K) qui a` toute
fonction continue f : Zp −→ K associe la fonction continue cq(f) : Zp × Zp −→ K, telle
que cq(f)(x, y) =
∑
n≥0
Fn,q(x)∇nq (f)(y). On ve´rifie aussitoˆt que cq est line´aire.
Proprie´te´s 2.2.2. Soit f une fonction continue e´le´ment de C(Zp,K). On a les proprie´te´s
suivantes:
(i) cq(Fn,q)(x, y) =
n∑
s=0
Fs,q(x)Fn−s,q(y)
(ii) cq est line´aire isome´trique telle que cq(f)(x, y) = cq(f)(y, x).
(iii) cq(f)(x, 0) = cq(f)(0, x) = f(x).
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De´monstration.
(i) En effet, pour x, y ∈ Zp, on a cq(Fn,q)(x, y) =
n∑
s=0
Fs,q(x)∇sq(Fn,q)(y) =
=
n∑
s=0
Fs,q(x)Fn−s,q(y) (Proprie´te´ 2.2.1 (iii)).
De plus cq(Fn,q)(x, y) =
n∑
s=0
Fs,q(x)Fn−s,q(y) =
n∑
s=0
Fs,q(y)Fn−s,q(x) = cq(Fn,q)(y, x).
(ii) Par de´finition de cq, on a pour toute fonction continue f ∈ C(Zp,K):
cq(f)(x, y) =
∑
n≥0
Fn,q(x)∇nq (f)(y). Ainsi |cq(f)(x, y)| ≤ sup
n≥0
|Fn,q(x)|
∣∣∇nq (f)(y)∣∣ ≤
≤ sup
n≥0
‖Fn,q‖
∥∥∇nq (f)∥∥ ≤ (sup
n≥0
‖Fn,q‖
∥∥∇nq ∥∥) ‖f‖ = ‖f‖ et l’on de´duit que
‖cq(f)‖ = sup
(x,y)
|cq(f)(x, y)| ≤ ‖f‖.
D’autre part, comme cq(f)(0, x) =
∑
n≥0
Fn,q(0)∇nq (f)(x) = ∇0q(f)(x) = f(x), on a
|f(x)| = |cq(f)(0, x)| ≤ ‖cq(f)‖, donc ‖f‖ ≤ ‖cq(f)‖. En conclusion, on voit que
‖cq(f)‖ = ‖f‖.
Soit f =
∑
n≥0
anFn,q une fonction continue e´le´ment de C(Zp,K). Puisque cq est
line´aire continu, on obtient cq(f)(x, y) =
∑
n≥0
ancq(Fn,q)(x, y) =
∑
n≥0
ancq(Fn,q)(y, x) =
= cq(f)(y, x). 
Rappelons que C(Zp,K)⊗̂C(Zp,K) est isome´triquement isomorphe a` C(Zp×Zp,K) (cf.
[8] 1 et 3 ). Soit R ∈ L(C(Zp,K)), nous lui associons l’ope´rateur line´aire continu id ⊗ R
de´fini sur C(Zp×Zp,K) par (id⊗R)(f⊗g)(x, y) = f(x)R(g)(y), ∀f, g ∈ C(Zp,K); x, y ∈ Zp.
Lemme 2.2.1. Soit R ∈ L(C(Zp,K)). On a R ◦∇q = ∇q ◦R⇐⇒ cq ◦R = (id⊗R) ◦ cq.
De´monstration. Supposons que ∇q ◦R = R ◦ ∇q, alors on a
(cq◦R)(f)(x, y) = cq(R(f))(x, y) =
∑
s≥0
Fs,q(x)(∇sq◦R)(f)(y) =
∑
s≥0
Fs,q(x)(R◦∇sq)(f)(y) =
= (id⊗R)
(∑
s≥0
Fs,q∇sq(f)
)
(x, y) =
(
(id⊗R) ◦ cq
)
(f)(x, y).
Re´ciproquement, supposons que cq ◦R = (id⊗R) ◦ cq. On obtient
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(cq ◦ R)(f)(x, y) =
∑
s≥0
Fs,q(x)(∇sq ◦ R)(f)(y) =
∑
s≥0
Fs,q(x)(R ◦ ∇sq)(f)(y), ∀x, y ∈ Zp.
Puisque (Fs,q)s≥0 est une base orthogonale, on a (∇sq ◦R)(f)(y) = (R ◦∇sq)(f)(y), ∀s ≥ 0,
∀y ∈ Zp. Donc∇sq◦R = R◦∇sq, ∀s ≥ 0, en particulier∇q◦R = R◦ ∇q. 
De´finition 2.2.1. Soit q ∈ K, tel que |q − 1| < 1.
Les suites q-polynomiales (q-quasi-polynomiales) (hn)n≥0 telles que
cq(hn)(x, y) =
n∑
s=0
hs(x)hn−s(y), ∀n ≥ 0, x, y ∈ Zp seront appele´es suites de type cq-
binomial, ou` suites aux q-puissances divise´es.
Remarque 2.2.3. Soit q ∈ K, tel que |q − 1| < 1.
Si une suite q-polynomiale (q-quasi-polynomiale) (hn)n≥0 est de type cq-binomial, alors
hn(0) = 0, ∀n ≥ 1.
De´monstration. En effet, cq(h1)(x, y) = h1(x) + h1(y) (car h0(x) = h0(y) = 1).
Donc h1(x) = cq(h1)(x, 0) = h1(x) + h1(0). D’ou` h1(0) = 0. Supposons, pour n ≥ 1, que
h1(0) = · · · = hn−1(0) = 0. Puisque cq(hn)(x, y) =
n∑
s=0
hs(x)hn−s(y), on a
hn(x) = cq(hn)(x, 0) =
n∑
s=0
hs(x)hn−s(0) = hn(0)+hn(x). Donc hn(0) = 0. 
The´ore`me 2.2.1. Soit q ∈ K, tel que |q − 1| < 1.
Soit R ∈ Dq(Zp,K), alors R a un de´veloppement unique en se´rie simplement uniforme´ment
convergente R =
∑
n≥0
bn∇nq , bn ∈ K. De plus, bn = R(Fn,q)(0) et ‖R‖ = sup
n≥0
|bn| |q − 1|−n.
De´monstration. (Voir Proprie´te´s 2.2.2.)
Soit R ∈ Dq(Zp,K). Puisque lim
n−→+∞
∥∥(q − 1)n∇nq (f)∥∥ = 0 , on a
(id⊗R)(cq(f))(x, y) = (id⊗R)
∑
n≥0
∇nq (f)(x)Fn,q(y) =
∑
n≥0
(∇nq f)(x)R(Fn,q)(y). On de´duit
de Proprie´te´s 2.2.2 et du Lemme 2.2.1 queR(f)(x) = cq(R(f))(x, 0) = (id⊗R)(cq(f))(0, x) =
= (id⊗R)
(∑
n≥0
Fn,q∇nq (f)
)
(0, x) = (id⊗R)
(∑
n≥0
∇nq (f)Fn,q
)
(x, 0) =
∑
n≥0
∇nq (f)(x)R(Fn,q)(0)
=
∑
n≥0
R(Fn,q)(0)∇nq (f)(x) =
(∑
n≥0
R(Fn,q)(0)∇nq
)
(f)(x).
Puisque |R(Fn,q)(0)|
∥∥∇nq ∥∥ ≤ ‖R(Fn,q)‖∥∥∇nq ∥∥ ≤ ‖R‖ ‖Fn,q‖∥∥∇nq ∥∥ = ‖R‖, ∀n ≥ 0, on ob-
tient lim
n→+∞ |R(Fn,q)(0)|
∥∥∇nq (f)∥∥ = limn→+∞ |R(Fn,q)(0)| |q − 1|−n ∥∥(q − 1)n∇nq (f)∥∥ ≤
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≤ ‖R‖ lim
n→+∞
∥∥(q − 1)n∇nq (f)∥∥ = 0. Donc R est e´gal a` la somme simplement uniforme´ment
convergente
∑
n≥0
R(Fn,q)(0)∇nq et ‖R‖ ≤ sup
n≥0
|R(Fn,q)(0)|
∥∥∇nq ∥∥.
D’autre part, pour tout n ≥ 0, on a |R(Fn,q)(0)|
∥∥∇nq ∥∥ ≤ ‖R‖. Ainsi
sup
n≥0
|R(Fn,q)(0)|
∥∥∇nq ∥∥ ≤ ‖R‖ et ‖R‖ = sup
n≥0
|R(Fn,q)(0)|
∥∥∇nq ∥∥. 
Corollaire. Les alge`bres de Banach Dq(Zp,K) et K  X  sont isome´triquement
isomorphes.
De´monstration. Soit R =
∑
n≥0
bn∇nq un ope´rateur de Jackson, on a
R =
∑
n≥0
bn
(q − 1)n
(
(q − 1)∇q
)n =∑
n≥0
an
(
(q − 1)∇q
)n, avec an = bn(q − 1)n et on de´duit du
The´ore`me 2.2.1 que ‖R‖ = sup
n≥0
|bn| |q − 1|−n = sup
n≥0
|an|.
Conside´rons l’application φ de K  X  dans Dq(Zp,K), qui a` toute se´rie formelle a`
coefficients borne´s S =
∑
n≥0
anX
n associe l’unique ope´rateur de Jackson
φ(S) = RS =
∑
n≥0
an
(
(q − 1)∇q
)n. On voit que, φ est line´aire, tel que pour tout
S ∈ K  X , ‖φ(S)‖ = ‖S‖.
Re´ciproquement, a` tout ope´rateur de Jackson R =
∑
n≥0
an
(
(q − 1)∇q
)n, on peut associer
la se´rie formelle a` coefficients borne´s SR =
∑
n≥0
anX
n. D’ou` l’on de´duit que les alge`bres de
Banach Dq(Zp,K) et K  X  sont isome´triquement isomorphes.
En particulier Λ[[(q−1)∇q]] est isome´triquement isomorphe a` Λ[[X]]. 
N.B. On de´duit du Theorem 13.10 de [14] (voir aussi le Corollaire du The´ore`me 3 de
[7]) que la norme sur K  X  est multiplicative. On en de´duit que celle de Dq(Zp,K)
est aussi multiplicative.
Proposition 2.2.1. Soit q ∈ K tel que |q − 1| < 1 et soit R =
∑
n≥0
bn∇nq ∈ Dq(Zp,K).
Alors R est inversible si et seulement si ‖R‖ = |b0| 6= 0.
De´monstration. Soit K[[X]] (resp. Λ[[X]]) l’alge`bre des se´ries formelles sur K (resp.
Λ). Soit S =
∑
n≥0
anX
n une se´rie formelle sur Λ. Alors S est inversible si et seulement si
2.2. q-Bases orthogonales et ope´rateurs de Jackson 59
S(0) = a0 /∈M, c’est-a`-dire |S(0)| = 1.
Puisque Λ[[(q − 1)∇q]] est isomt´riquement isomorphe a` Λ[[X]], il vient que
R =
∑
n≥0
bn∇nq =
∑
n≥0
bn(q − 1)−n(q − 1)n∇nq ∈ Λ[[(q − 1)∇q]] est inversible si et seulement
si b0 est inversible dans Λ.
Supposons que ‖R‖ = sup
n≥0
∣∣(q − 1)−nbn∣∣ = |b0| 6= 0, on obtient |(q − 1)−nbn| ≤ |b0| , ∀n ≥ 0
et
∣∣(q − 1)−nbnb−10 ∣∣ ≤ 1, ∀n ≥ 0. Donc b−10 R = 1 +∑
n≥1
b−10 (q − 1)−nbn(q − 1)n∇nq ∈
Λ[[(q − 1)∇q]] et b−10 R est inversible dans Λ[[(q − 1)∇q]], donc R est inversible dans
Dq(Zp,K).
Re´ciproquement, si R =
∑
n≥0
bn∇nq ∈ Dq(Zp,K) est inversible, il existe
T =
∑
n≥0
dn∇nq ∈ Dq(Zp,K) tel que R ◦ T = id. Donc id = R ◦ T =
∑
n≥0
( ∑
i+j=n
bidj
)
∇nq =
= b0d0 +
∑
n≥1
( ∑
i+j=n
bidj
)
∇nq . On obtient b0d0 = 1 et
n∑
j=0
bn−jdj = 0, ainsi b0 = d−10 et
(q − 1)−nbn = −b0
n∑
j=1
(q − 1)−(n−j)bn−j(q − 1)−jdj . Puisque ‖R‖ = sup
n≥0
∣∣(q − 1)−nbn∣∣ ,
‖T‖ = sup
n≥0
∣∣(q − 1)−ndn∣∣ (The´ore`me 2.2.1) et ‖R ◦ T‖ = ‖R‖ ‖T‖, on de´duit que∣∣(q − 1)−ibi∣∣ ∣∣(q − 1)−jdj∣∣ ≤ ‖R‖ ‖T‖ = ‖R ◦ T‖ = 1, ∀i, j ≥ 0. Donc∣∣(q − 1)−nbn∣∣ = |b0|
∣∣∣∣∣∣
n∑
j=1
(q − 1)−nbn−jdj
∣∣∣∣∣∣ ≤ |b0| max1≤j≤n
∣∣∣(q − 1)−(n−j)bn−j∣∣∣ ∣∣(q − 1)−jdj∣∣ ≤
≤ |b0| ‖R‖ ‖T‖ = |b0|. D’ou` |(q − 1)−nbn| ≤ |b0| , ∀n ≥ 0 et ‖R‖ = sup
n≥0
∣∣(q − 1)−nbn∣∣ =
= |b0| 6= 0. 
Remarque 2.2.4. Si le corps K est alge`briquement clos, on voit que Dq(Zp,K) est
isome´triquement isomorphe a` l’alge`bre des fonctions analytiques borne´es sur le disque
ouvert D−(0, |q − 1|−1).
Lemme 2.2.2. Soit R =
∑
i≥1
bi∇iq, avec b1 6= 0. Si h est un q-polynoˆme (q-quasi-polynoˆme)
de q-degre´ (degre´) n ≥ 1, alors R(h) est un q-polynoˆme (q-quasi-polynoˆme) de q-degre´
(degre´) n− 1.
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De´monstration. Prouvons le pour h = Fk,q, avec k ≤ n.
On a R(Fk,q) =
∑
i≥1
bi∇iq(Fk,q) =
k∑
i=1
bi∇iq(Fk,q) =
k∑
i=1
biFk−i,q. Puisque b1 6= 0, alors
R(Fk,q) est un q-polynoˆme ( q-quasi-polynoˆme) de q-degre´ (degre´) k−1. Le Lemme suit par
line´arite´. 
Proposition 2.2.2. Soit q ∈ K, tel que |q − 1| < 1.
Soit R =
∑
i≥1
bi∇iq, avec ‖R‖ = |b1| |q − 1|−1 = |q − 1|−1. Alors il existe une unique suite
q-polynomiale (q-quasi-polynomiale) (hn,q)n≥0, telle que R(hn,q) = hn−1,q, hn,q(0) = 0,
∀n ≥ 1.
De plus (hn,q)n≥0 est de type cq-binomial.
De´monstration. On a R(Fn,q) =
n∑
i=1
biFn−i,q =
n−1∑
k=0
bn−kFk,q et h0,q = 1.
Supposons avoir de´ja` construit les q-polynoˆmes (q-quasi-polynoˆme) h0,q, h1,q, . . . , hn−1,q
(n ≥ 1). Determinons hn,q =
n∑
j=1
an,jFj,q.
Puisque hn,q est de q-degre´ (degre´) n ≥ 1, on de´duit du Lemme 2.2.2 que R(hn,q) est un
q-polynoˆme (q-quasi-polynoˆme) de q-degre´ (degre´) n− 1. On a
R(hn,q) =
n∑
j=1
an,jR(Fj,q) =
n∑
j=0
an,j
j−1∑
k=0
bj−kFk,q =
n−1∑
k=0
( n∑
j=k+1
an,jbj−k
)
Fk,q.
Supposons que R(hn,q) = hn−1,q =
n−1∑
k=0
an−1,kFk,q, on obtient
n−1∑
k=0
( n∑
j=k+1
an,jbj−k
)
Fk,q =
n−1∑
k=0
an−1,kFk,q. Donc
n∑
j=k+1
an,jbj−k = an−1,k, ∀0 ≤ k ≥ n− 1.
Pour k = n− 1, on a an,nb1 = an−1,n−1 et an,n = 1
b1
an−1,n−1.
Supposons que, pour 0 ≤ k < n, les an,n, an,n−1, . . . , an,k+2 sont de´ja` de´termine´s, alors
n∑
j=k+1
an,jbj−k = an−1,k et an,k+1 =
1
b1
(an−1,k −
n∑
j=k+2
an,jbj−k). Donc, pour n > k ≥ 1,
an,k =
1
b1
(an−1,k−1 −
n∑
j=k+1
an,jbj−k+1) et an,n =
an−1,n−1
b1
.
D’ou` l’existence et l’unicite´ de hn,q.
Montrons que (hn,q)n≥0 est de type cq-binomial.
En effet, la proprie´te´ est vraie pour h0,q.
Pour h1,q, on a cq(h1,q)(x, y) = F0,q(x)h1,q(y) + F1,q(x)∇q(h1,q)(y). Puisque
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1 = h0,q(y) = R(h1,q)(y) = b1∇q(h1,q)(y), on voit que b−11 = b−11 R(h1,q)(y) = ∇q(h1,q)(y).
Donc cq(h1,q)(x, y) = F0,q(x)h1,q(y)+b−11 F1,q(x) et h1,q(x) = cq(h1,q)(x, 0) = F0,q(x)h1,q(0)+
+b−11 F1,q(x) = b
−1
1 F1,q(x). On en de´duit que cq(h1,q)(x, y) = h0,q(x)h1,q(y)+h1,q(x)h0,q(y).
Supposons que cq(hj,q)(x, y) =
j∑
s=0
hs,q(x)hj−s,q(y), ∀0 ≤ j ≤ n− 1. On obtient
(id⊗R)(cq(hn,q))(x, y) = cq ◦R(hn,q)(x, y) = cq(hn−1,q)(x, y) =
n−1∑
s=0
hs,q(x)hn−1−s,q(y) =
=
n−1∑
s=0
hs,q(x)R(hn−s,q)(y) =
n∑
s=0
hs,q(x)R(hn−s,q)(y) = (id⊗R)
( n∑
s=0
hs,q(x)hn−s,q(y)
)
.
Il vient que cq(hn,q)(x, y) =
n∑
s=0
hs,q(x)hn−s,q(y). 
Lemme 2.2.3. Soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K) tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1.
On pose R = ∇q ◦ P , ou` P =
∑
i≥1
bi∇i−1q =
∑
i≥0
bi+1∇iq. Soit R′ =
∑
i≥1
ibi∇i−1q , (la se´rie
formelle de´rive´e de R). Alors P et R′ sont des isome´tries bijectives telles que |b1| = 1.
De´monstration. Il suffit de montrer que ‖P‖ = ‖R′‖ = |b1| = 1.
Puisque |q − 1|−1 = |q − 1|−1 |b1| ≥ |q − 1|−i |bi| , ∀i > 1, on obtient
1 = |b1| ≥ |q − 1|−(i−1) |bi| ≥ |i| |q − 1|−(i−1) |bi| , ∀i > 1. Donc ‖P‖ = ‖R′‖ = |b1| = 1.
Pour le reste de la de´monstration, on peut se re´fe´rer a la de´monstration de [7] Lemme 1.
En effet, les normes des re´ciproques e´tant telles que
∥∥P−1∥∥ = 1 = ∥∥R′−1∥∥, on voit que P
et R′ sont isome´triques. 
The´ore`me 2.2.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
Soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1.
(i) Il existe une suite unique q-polynomiale (hn,q)n≥0 de type cq-binomial, telle que
R(hn,q) = hn−1,q. Cette suite est une base orthogonale de C(Zp,K), telle que
‖hn,q‖ = |q − 1|n , ∀n ≥ 0.
(ii) Pus pre´cisement, si f est un e´le´ment de C(Zp,K), alors f admet un de´veloppement
unique, uniforme´ment convergent de la forme f =
∑
n≥0
dnhn,q, dn = Rn(f)(0), avec
‖f‖ = sup
n≥0
|Rn(f)(0)| |q − 1|n.
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De´monstration.
(i) L’existence et l’unicite´ de la suite ont e´te´ de´montre´es. Nous avons donc a` montrer
que (hn,q) est une base orthogonale C(Zp,K).
Montrons que la suite (hn,q)n≥0 est orthogonale. Pour cela, il suffit de montrer que
∀a0, . . . , an ∈ K, |aj | ‖hj,q‖ ≤
∥∥∥∥∥
n∑
s=0
ashs,q
∥∥∥∥∥ , ∀0 ≤ j ≤ n. Puisque
n∑
s=0
ashs,q(0) = a0h0,q(0) = a0h0,q(x), x ∈ Zp, on a |a0| ‖h0,q‖ ≤
∥∥∥∥∥
n∑
s=0
ashs,q
∥∥∥∥∥.
Supposons que |aj | ‖hj,q‖ ≤
∥∥∥∥∥
n∑
s=0
ashs,q
∥∥∥∥∥ , ∀0 ≤ j ≤ n− 1. On obtient
n∑
s=0
ashs,q −
n−1∑
s=0
ashs,q = anhn,q et |an| ‖hn,q‖ =
∥∥∥∥∥
n∑
s=0
ashs,q −
n−1∑
s=0
ashs,q
∥∥∥∥∥ ≤
≤ max
(∥∥∥∥∥
n∑
s=0
ashs,q
∥∥∥∥∥ ,
∥∥∥∥∥
n−1∑
s=0
ashs,q
∥∥∥∥∥) =
∥∥∥∥∥
n∑
s=0
ashs,q
∥∥∥∥∥. D’ou` (hn,q)n≥0 est orthogonale.
Puisque, pour tout n ≥ 0, chaque hn,q est un q-polynoˆme de q-degre´ n, la suite
(hn,q)n≥0 est une base de l’espace des q-polynoˆmes. Comme (hn,q)n≥0 est une famille
orthogonale engendrant un sous-espace dense dans C(Zp,K), c’est une base ortho-
gonale de C(Zp,K).
Calculons maintenant ‖hn,q‖.
Soit R = P ◦ ∇q. On de´duit du Lemme 2.2.3 que P est une isome´trie bijective .
Soit hn,q =
n∑
j=1
an,jFj,q. On a ‖hn,q‖ = max
1≤j≤n
|an,j | |q − 1|j .
Puisque hn−1,q = R(hn,q) = P ◦ ∇q(hn,q), on a ‖hn−1,q‖ = ‖P ◦ ∇q(hn,q)‖ =
= ‖∇q(hn,q)‖ =
∥∥∥∥∥∥
n∑
j=1
an,jFj−1,q
∥∥∥∥∥∥ = max1≤j≤n |an,j | |q − 1|j−1 =
= |q − 1|−1 max
1≤j≤n
|an,j | |q − 1|j = |q − 1|−1 ‖hn,q‖. Donc |q − 1| ‖hn−1,q‖ = ‖hn,q‖.
Par re´currence, on obtient ‖hn,q‖ = |q − 1|n.
(ii) Soit f ∈ C(Zp,K). Puisque (hn,q)n≥0 est une base orthogonale de C(Zp,K), f admet
le de´veloppement f =
∑
j≥0
djhj,q, avec ‖f‖ = sup
j≥0
|dj | |q − 1|j . On a R(hj,q) = hj−1,q
R2(hj,q) = R(hj−1,q) = hj−2,q. De proche en proche, on obtient Rn(hj,q) = hj−n,q,
pour n ≤ j et Rj(hj,q) = h0,q = 1. Donc Rj+1(hj,q) = 0 et Rn(hj,q) = 0, pour
n ≥ j + 1. D’ou` l’on de´duit que Rn(f) =
∑
j≥0
djR
n(hj,q) =
∑
j≥n
djhj−n,q =
= dn +
∑
j≥n+1
djhj−n,q et Rn(f)(0) = dn. 
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De´finition 2.2.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. La suite de
type cq- binomial (hn,q)n≥0 construite dans le The´ore´me 2.2.2 est appele´e suite de q-
polynoˆmes basiques de type cq-binomial associe´e a` R.
Nous avons ici une re´ciproque au The´ore`me 2.2.2.
The´ore`me 2.2.3. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit (hn,q)n≥0
une suite q-polynomiale de type cq-binomial qui est une base orthogonale de C(Zp,K),
telle que ‖hn‖ = |q − 1|n , ∀n ≥ 0. Alors il existe un unique ope´rateur de Jackson
R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1, R(hn,q) = hn−1,q,
∀n ≥ 1 et R(h0,q) = 0.
De´monstration. Soit f ∈ C(Zp,K), on pose f =
∑
n≥0
anhn,q, avec ‖f‖ = sup
n≥0
|an| ‖hn,q‖.
Soit R(f) =
∑
n≥1
anhn−1,q. On a R(hn,q) = hn−1,q et R(f) =
∑
n≥0
an+1hn,q. Donc R est
line´aire tel que ‖R(f)‖ = sup
n≥1
|an| |q − 1|n−1 = sup
n≥1
|an| |q − 1|n |q − 1|−1 ≤ |q − 1|−1 ‖f‖.
Comme, pour tout n ≥ 1, R(hn,q) = hn−1,q, on obtient
|q − 1|n−1 = ‖hn−1,q‖ = ‖R(hn,q)‖ ≤ ‖R‖ ‖hn,q‖ = ‖R‖ |q − 1|n. Donc |q − 1|−1 ≤ ‖R‖ et
‖R‖ = |q − 1|−1.
Montrons que (id⊗R) ◦ cq = cq ◦R.
Soient x, y ∈ Zp, alors pour tout entier ∀n ≥ 1, on a
cq(R(hn,q))(x, y) = cq(hn−1,q)(x, y) =
n−1∑
s=0
hs,q(x)hn−1−s,q(y) =
n−1∑
s=0
hs,q(x)R(hn−s,q)(y) =
=
n∑
s=0
hs,q(x)R(hn−s,q)(y) =
(
(id⊗R) ◦ cq
)
(hn,q)(x, y).
Donc cq ◦R = (id⊗R) ◦ cq, R ◦ ∇q = ∇q ◦R et R ∈ Dq(Zp,K).
Soit R =
∑
i≥0
bi∇iq et h1,q = αF1,q. On a |q − 1| = ‖h1,q‖ = |α| |q − 1|, c’est-a`-dire que
|α| = 1 et 0 = R(h0,q) = b0h0,q = b0.
D’autre part, puisque 1 = R(h1,q) = b0h1,q+b1α∇q(F1,q) = b1α, on voit que |b1| = 1. Donc
‖R‖ = |q − 1|−1 = |q − 1|−1 |b1|. 
Les The´ore`me 2.2.2 et 2.2.3 admettent des analogues, lorsque q est une racine primitive
de l’unite´ d’ordre pN .
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The´ore`me 2.2.4. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN .
Soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1. Alors il existe
une suite unique q-quasi-polynomiale (hn,q)n≥0 de type cq-binomial, telle que
R(hn,q) = hn−1,q. Cette suite est une base orthogonale de C(Zp,K), telle que
‖hn,q‖ = |q − 1|n , ∀n ≥ 0.
De´monstration. C’est la meˆme que celle du The´ore`me 2.2.2. 
N.B. Comme pour le cas q non racine de l’unite´, la suite de type cq- binomial (hn,q)n≥0
construite dans le The´ore´me 2.2.4 est appele´e suite de q-quasi-polynoˆmes basiques
de type cq-binomial associe´e a` R.
Nous avons la re´ciproque suivante au The´ore`me 2.2.4 dont la de´monstration est la
meˆme que celle du The´ore`me 2.2.3.
The´ore`me 2.2.5. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN et soit (hn,q)n≥0
une suite q-quasi-polynomiale de type cq-binomial qui est une base orthogonale de C(Zp,K),
telle que ‖hn‖ = |q − 1|n , ∀n ≥ 0. Alors il existe un unique ope´rateur de Jackson
R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1, R(hn,q) = hn−1,q,
∀n ≥ 1 et R(h0,q) = 0.
Corollaire. Soit q un e´le´ment de K, tel que |q − 1| < 1.
Il y a une correspondance bijective entre l’ensemble des ope´rateurs de Jackson
R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tels que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1 et l’ensemble des
suites q-polynomiales lorsque q est non racine de l’unite´ (resp. q-quasi-polynomiales
lorsque q est une racine de l’unite´) de type cq-binomial (hn,q)n≥0 de C(Zp,K) qui sont des
bases orthogonales telles que ‖hn,q‖ = |q − 1|n , ∀n ≥ 0. 
Exemples:
(i) Conside´rons l’ope´rateur R = ∇q, c’est-a`-dire, le cas ou` b1 = 1 et bn = 0, ∀n 6= 1.
Les q-polynoˆmes (q-quasi-polynoˆmes) hn,q sont donne´s par hn,q = Fn,q.
(i) Soit α ∈ K. Si la suite de type cq-binomial est telle que hn,q = αjnFn,q, ∀n ≥ 0,
alors l’ope´rateur R est R = α−j∇q.
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Lemme 2.2.4. Soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1 et
soit (hn,q)n≥0 la suite de q-polynoˆmes (q-quasi-polynoˆmes ) basiques cq-binomial associe´e
a` R. Soit R = P ◦ ∇q et soit R′ =
∑
i≥1
ibi∇i−1q , la se´rie formelle de´rive´e de R.
Alors hn,q = R′ ◦ P−n−1(Fn,q), ∀n ≥ 0.
De´monstration. Voir la de´monstration du Lemme 1 de [7]. 
SoitR =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1. Le Lemme 2.2.4
permet d’obtenir explicitement la suite de q-polynoˆmes (q-quasi-polynoˆmes) basiques de
type cq-binomial associe´e a` R.
Exemple: Soit q un e´le´ment de K, tel que |q − 1| < 1 et soit R = ∇q + α∇2q , avec
|α| ≤ |q − 1|. On a ‖R‖ = |q − 1|−1.
Soit R = ∇q ◦ P , alors P = 1 + α∇q, P−n−1 = (1 + α∇q)−n−1 =
=
∑
k≥0
(−1)k
(
n+ k
k
)
αk∇kq et R′ = 1 + 2α∇q.
Posons hn,q = R′ ◦ P−n−1(Fn,q). On obtient
hn,q = (1 + 2α∇q) ◦
(∑
k≥0
(−1)k
(
n+ k
k
)
αk∇kq
)
(Fn,q) =
=
∑
k≥0
(−1)k
(
n+ k
k
)
αk∇kq (Fn,q) +
∑
k≥0
2(−1)k
(
n+ k
k
)
αk+1∇k+1q (Fn,q) =
=
n∑
k=0
(−1)k
(
n+ k
k
)
αkFn−k,q +
n−1∑
k=0
2(−1)k
(
n+ k
k
)
αk+1Fn−k−1,q =
=
n∑
k=0
(−1)k
(
n+ k
k
)
αkFn−k,q +
n∑
k=1
2(−1)k−1
(
n+ k − 1
k − 1
)
αkFn−k,q =
= Fn,q +
n∑
k=1
(−1)k
((n+ k
k
)
− 2
(
n+ k − 1
k − 1
))
αkFn−k,q =
= Fn,q +
n∑
k=1
(−1)kn− k
k
(
n+ k − 1
k − 1
)
αkFn−k,q.
On de´duit du Lemme 2.2.4 que l’on obtient ainsi la suite de q-polynoˆmes (q-quasi-polynoˆmes)
basiques de type cq-binomial associe´e a` R = ∇q + α∇2q .
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The´ore`me 2.2.6. Soit q ∈ K, tel que |q − 1| < 1. Soit (hn,q)n≥0 une suite de q-polynoˆmes
(q-quasi-polynoˆmes), telle que pour tout n ≥ 0, hn,q est de q-degre´ (degre´) n, avec
‖hn,q‖ = |q − 1|n et soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 = |b1| |q − 1|−1.
Si la suite (hn,q)n≥0 est une base orthogonale de C(Zp,K), alors il existe une suite de q-
polynoˆmes (q-quasi-polynoˆmes) (rn,q)n≥0, telle que pour tout n ≥ 0, rn,q est de q-degre´
(degre´) n, avec ‖rn,q‖ = |q − 1|n et R(hn,q) = rn−1,q, ∀n ≥ 1.
De plus la suite (rn,q)n≥0 est une base orthogonale de C(Zp,K).
De´monstration. Soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q − 1|−1 =
= |b1||q − 1|−1 et soit (hn,q)n≥0 une suite de q-polynoˆmes (q-quasi-polynoˆmes), telle que
pour tout n ≥ 0, hn,q est de q-degre´ ( degre´) n, avec ‖hn,q‖ = |q − 1|n; qui est une base
orthogonale de C(Zp,K). Alors la suite ((q − 1)−nhn,q)n≥0 est une base orthonormale de
C(Zp,K). Rappelons que la suite (Fn,q)n≥0 est une base orthogonale de C(Zp,K), telle que
pour tout entier positif n, ‖Fn,q‖ = |q − 1|n. Il vient donc que la suite ((q − 1)−nFn,q)n≥0
est une base orthonormale de C(Zp,K).
Soit hn,q =
n∑
j=0
ajFj , le de´veloppement de hn,q dans la base (Fn,q)n≥0. On de´duit de Pro-
prie´te´s 2.2.1 que R(hn,q) =
n∑
j=1
aj
j∑
i=1
biFj−i,q =
n∑
j=1
j−1∑
i=0
ajbj−iFi,q =
n−1∑
i=0
n∑
j=i+1
ajbj−iFi,q.
Posant rn−1,q = R(hn,q), on voit que rn−1,q est un q-polynoˆme (resp. q-quasi-polynoˆme)
de q-degre´ (resp. degre´) n− 1, car anb1 6= 0.
De plus, on a ‖rn−1,q‖ = max
0≤i≤n−1
∣∣∣∣∣∣
n∑
j=i+1
ajbj−i
∣∣∣∣∣∣ |q − 1|i =
=
(
max
0≤i≤n−2
∣∣∣∣∣∣
n∑
j=i+1
ajbj−i
∣∣∣∣∣∣ |q − 1|i , |an| |q − 1|n−1
)
.
D’autre part, on a (q − 1)−nhn,q =
n∑
j=0
(q − 1)−n+jaj
(
(q − 1)−jFj,q
)
.
Puisque les suites ((q−1)−nhn,q)n≥0 et ((q−1)−nFn,q)n≥0 sont des bases orthonormales de
C(Zp,K), on de´duit du Lemme 2.1.2 que
∣∣(q − 1)−n+jaj∣∣ ≤ 1, ∀0 ≤ j ≤ n et |an| = 1. On
obtient donc
∥∥(q − 1)−n+1rn−1,q∥∥ = max( max
0≤i≤n−2
|q − 1|−n+1+i
∣∣∣∣∣∣
n∑
j=i+1
ajbj−i
∣∣∣∣∣∣ , 1). Comme
max
0≤i≤n−2
|q − 1|−n+1+i
∣∣∣∣∣∣
n∑
j=i+1
ajbj−i
∣∣∣∣∣∣ ≤ max0≤i≤n−2 maxi+1≤j≤n ∣∣(q − 1)−n+jaj∣∣ ≤ 1, il vient que∥∥(q − 1)−n+1rn−1,q∥∥ = 1 = ∣∣((q − 1)−nan)((q − 1)−1b1)∣∣. D’ou l’on de´duit que la suite
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((q−1)−nrn,q)n≥0 est une base orthonormale de C(Zp,K) et alors la suite (rn,q)n≥0 est une
base orthogonale de C(Zp,K). De plus on a ‖rn,q‖ = |q − 1|n, ∀n ≥ 0. 
The´ore`me 2.2.7. Soit R =
∑
i≥1
bi∇iq ∈ Dq(Zp,K), tel que ‖R‖ = |q− 1|−1 = |b1||q− 1|−1
et soit U ∈ Dq(Zp,K). Alors U =
∑
n≥0
U(hn,q)(0)Rn, ou` la suite (hn,q)n≥0 est la suite de
q-polynoˆmes (q-quasi-polynoˆmes ) basiques de type cq-binomial associe´e a` R.
De´monstration. Soit f =
∑
n≥0
dnhn,q(x) ∈ C(Zp,K), x, y ∈ Zp, alors
cq(f)(x, y) =
∑
n≥0
dncq(hn,q)(x, y) =
∑
n≥0
dn
n∑
s=0
hs,q(x)hn−s,q(y) =
=
∑
n≥0
dn
n∑
s=0
hs,q(x)Rs(hn,q)(y) =
∑
s≥0
hs,q(x)
∑
n≥s
dnR
s(hn,q)(y) =
=
∑
s≥0
hs,q(x)
∑
n≥0
dnR
s(hn,q)(y) =
∑
s≥0
hs,q(x)Rs
(∑
n≥0
dnhn,q
)
(y) =
∑
s≥0
hs,q(x)Rs(f)(y).
Comme cq(f)(x, y) = cq(f)(y, x), on a
cq(f)(x, y) =
∑
s≥0
hs,q(y)Rs(f)(x) =
∑
s≥0
Rs(f)(x)hs,q(y).
Ainsi
(
(id⊗ U) ◦ cq
)
(f)(x, y) =
∑
n≥0
Rn(f)(x)U(hn,q)(y) =
∑
n≥0
U(hn,q)(y)Rn(f)(x).
Il vient que U(f)(x) = cq(U(f))(x, 0) =
(
(id⊗U)◦ cq
)
(f)(x, 0) =
∑
n≥0
U(hn,q)(0)Rn(f)(x).
D’ou l’on de´duit que U =
∑
n≥0
U(hn,q)(0)Rn. 
N.B. Ce the´ore`me, comme quelques uns des re´sultats ci-dessus sur les ope´rateurs de
Jackson, a` rapprocher du The´ore`me 2.1.8 est l’analogue d’un the´ore`me du calcul ombral
classique.
CHAPITRE 3
3. L’alge`bre du plan quantique et l’alge`bre de Weyl
quantique
Soient K un sur-corps value´ complet de Qp et q ∈ K, non racine de l’unite´, tel que
|q − 1| < 1. Soient τ1, ∇q et Zq les ope´rateurs de´finis, pour f ∈ C(Zp,K), x ∈ Zp, par
τ1(f)(x) = f(x + 1), ∇q(f)(x) = f(x+ 1)− f(x)(q − 1)qx et Zq(f)(x) = q
xf(x). On obtient les
relations de commutations ∇q ◦ τ1 = qτ1 ◦ ∇q et ∇q ◦ Zq = qZq ◦ ∇q + id.
Le plan affine est connu comme e´tant une alge`bre libre engendre´e par deux variables
x et y, soumises a` la re`gle de commutation ordinaire donne´e par yx = xy.
Conside`rons a` present la re`gle de commutation donne´e par yx = qxy.
Soit K < x, y >, l’alge`bre libre engendre´e par x et y, c’est-a`-dire l’alge`bre des polynoˆmes
non commutatifs en x et y. De´signons par Iq, l’ide´al bilate`re de K < x, y > engendre´ par
yx− qxy. Le plan quantique est de´fini comme e´tant l’alge`bre quotient
Kq[x, y] = K < x, y > /Iq.
Soit Pq l’alge`bre d’ope´rateurs engendre´e par τ1 et ∇q. On obtient un isomorphisme de
Kq[x, y] sur Pq qui, a` la classe de x associe τ1 et a` la classe de y associe ∇q. Ainsi, on
peut re´aliser le plan quantique comme e´tant une alge`bre d’ope´rateurs line´aires continus.
De meˆme, conside´rant la relation de commutation yx = qxy+1, on de´finit l’alge`bre de
Weyl quantique comme e´tant l’alge`bre quotient K < x, y > /Jq, ou` Jq est l’ide´al bilate`re
engendre´ par yx− qxy − 1.
Soit Aq l’alge`bre d’opre´rateurs line´aires continus engendre´e par Zq et ∇q. Alors Aq est
isomorphe a` K < x, y > /Jq.
Dans ce chapitre, nous nous intere´sserons a` l’alge`bre du plan quantique et l’alge`bre
de Weyl quantique sous la forme d’alge`bres d’ope´rateurs. Nous supposons que q est non
racine de l’unite´.
Pour alle´ger les notations, nous posons ici Cn,q = Cn les e´le´ments de la q-base de Mahler.
On note Q1Q2 la compose´ Q1 ◦Q2 de deux ope´rateurs Q1 et Q2.
N.B. Par convention on pose
∏
∅
= 1 et
∑
∅
= 0.
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3.1 L’alge`bre du plan quantique
Soit Pq l’alge`bre des ope´rateurs line´aires continus engendre´e par τ1 et ∇q et soit P̂q son
adhe´rence dans l’alge`bre L
(C(Zp,K)) des endomorphismes line´aires continus de C(Zp,K).
Rappelons que W (Zp,K) est l’alge`bre des ope´rateurs aux diffe´rences finies, c’est-a`-dire
les ope´rateurs line´aires continus commutant avec τ1. L’alge`bre des ope´rateurs de Jackson,
ou encore l’alge`bre des ope´rateurs line´aires continus commutant avec ∇q est de´signe´e par
Dq(Zp,K). Les alge`bres d’ope´rateursW (Zp,K) et Dq(Zp,K) sont des sous-alge`bres de P̂q.
Soient τ i1 et ∆
(i)
q les ope´rateurs line´aires continus de´finis respectivement, pour i ≥ 0
par τ i1 = τ1◦τ i−11 et ∆(i)q = (τ1−id)◦(τ1−qid)◦· · ·◦(τ1−qi−1id). On pose τ01 = ∆(0)q = id.
Les ope´rateurs de Jacksons ∇jq sont e´galement de´finis par ∇0q = id et pour j > 0
∇jq = ∇q ◦ ∇j−1q . On a les proprie´te´s suivantes:
Proprie´te´s 3.1.1. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Par convention,
on pose
−1∏
`=0
. = 1.
(i) On a ∇qτ1 = qτ1∇q. Plus ge´ne´ralement, on a ∇jqτ i1 = qijτ i1∇jq, ∀i ≥ 0, j ≥ 0 et
∇jq∆(n)q = qnj
(
n∑
s=0
αn,s(j)∆(n−s)q
)
∇jq, ou` αn,0(j) = 1 et
αn,s(j) = q−s(j−1)
(
n
s
)
q
s−1∏
`=0
(qj − q`), ∀1 ≤ s ≤ n.
De meˆme, ∆(n)q ∇jq = q−nj∇jq
n∑
k=0
βn,k(j)∆(n−k)q , ou` βn,0(j) = 1 et
βn,k(j) = (−1)k
(
n
k
)
q
k−1∏
`=0
(qj+` − 1), ∀1 ≤ k ≤ n.
(ii) Soit n un entier positif. On a
τ i1∇jq(Cn) = (q − 1)−jq
j(j+1)
2
−jn
n−j∑
s=0
q(n−j−s)(i−s)
(
i
s
)
q
Cn−j−s,
∀i ≥ 0, 0 ≤ j ≤ n et τ i1∇jq(Cn) = 0, ∀i ≥ 0, j > n.
(iii) Soit (piq,n)n≥0 la famille de q-polynoˆmes de´finies, pour x ∈ Zp, par piq,0(x) = 1 et
piq,n(x) = (x)q(x− 1)q . . . (x− n+ 1)q, ∀n ≥ 1. On a
∇jq(piq,n) = q−j(n−1)
j−1∏
`=0
(qn − q`).piq,n, ∀j ≤ n et ∇jq(piq,n) = 0, ∀j > n.
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De´monstration. Par re´currence:
(i) Soit f ∈ C(Zp,K), on a
∇qτ1(f)(x) = τ1(f)(x+ 1)− τ1(f)(x)(q − 1)qx =
f(x+ 2)− f(x+ 1)
(q − 1)qx et
τ1∇q(f)(x) = f(x+ 2)− f(x+ 1)(q − 1)qx+1 . Donc qτ1∇q(f)(x) = ∇qτ1(f)(x).
De plus ∇2qτ1 = ∇q∇qτ1 = ∇q(qτ1∇q) = q2τ1∇2q .
Par re´currence sur j, supposons que ∇jqτ1 = qjτ1∇jq. On obtient
∇j+1q τ1 = ∇q(qjτ1∇jq) = qj+1τ1∇j+1q et ∇jqτ21 = q2jτ21∇jq.
Supposons maintenant que ∇jqτ i1 = qijτ i1∇jq. On obtient alors
∇jqτ i+11 = qijτ i1∇jqτ1 = q(i+1)jτ i1∇jq.
Montrons par re´currence que ∇jq∆(n)q = qnj
j∑
s=0
αn,s(j)∆(n−s)q ∇jq, avec αn,0(j) = 1 et
αn,s(j) = q−s(j−1)
(
n
s
)
q
s−1∏
`=0
(qj − q`), ∀1 ≤ s ≤ n.
On de´duit aussitoˆt de la relation ∇qτ1 = qτ1∇q que
∇q∆(n)q = (qτ1 − id)(qτ1 − qid) . . . (qτ1 − qn−1id)∇q =
= qn−1(τ1 − id)(τ1 − qid) . . . (τ1 − qn−2id)(qτ1 − qnid+ qnid− id)∇q =
=
(
qn∆(n)q + qn−1(qn − 1)∆(n−1)q
)∇q.
On obtient ∇2q∆(n)q = ∇q
(
qn∆(n)q + qn−1(qn − 1)∆(n−1)q
)∇q =
= q2n
(
∆(n)q + q
−2(qn − 1)
(
2
1
)
q
∆(n−1)q + q
−3(qn − 1)(qn−1 − 1)
(
2
2
)
q
∆(n−2)q
)∇2q .
Par re´currence sur j, supposons que ∇jq∆(n)q = qnj
j∑
s=0
αn,s(j)∆(n−s)q ∇jq. On obtient
∇j+1q ∆(n)q = qnj
j∑
s=0
αn,s(j)qn−s∆(n−s)q ∇j+1q +
+ qnj
j∑
s=0
αn,s(j)qn−s−1(qn−s − 1)∆(n−s−1)q ∇j+1q =
= qn(j+1)
(
∆(n)q +
j∑
s=1
q−sαn,s(j)∆(n−s)q +
j∑
s=1
q−s(qn−s+1 − 1)αn,s−1(j)∆(n−s)q +
+ q
−j(j+1)
2
j∏
`=0
(qn−` − 1)∆(n−j−1)q
)
∇j+1q .
Comme
(
j
s
)
q
s−1∏
`=0
(qn − q`) =
(
n
s
)
q
s−1∏
`=0
(qj − q`), on voit que
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q−sαn,s(j)+q−s(qn−s+1−1)αn,s−1(j) = q−sj
((j
s
)
q
−qj−s
(
j
s− 1
)
q
) s−1∏
`=0
(qn−q`) =
= q−sj
(
j + 1
s
)
q
s−1∏
`=0
(qn − q`) = αn,s(j + 1).
D’ou` l’on de´duit que ∇j+1q ∆(n)q = qn(j+1)
j+1∑
s=0
αn,s(j + 1)∆(n−s)q ∇j+1q .
D’autre part, pour n > j, on a
n−1∏
`=j
(qj − q`) = 0. Ainsi, on obtient
∇jq∆(n)q = qnj
n∑
s=0
αn,s(j)∆(n−s)q ∇jq.
De la meˆme manie`re, on montre que ∆(n)q ∇jq = q−nj∇jq
n∑
k=0
βn,k(j)∆(n−k)q , avec
βn,0(j) = 1 et βn,k(j) = (−1)k
(
n
k
)
q
k−1∏
`=0
(qj+` − 1), ∀1 ≤ k ≤ n.
(ii) Elle de´coule de Proprie´te´s 2.2.2 et du The´ore`me 1.0.4.
(iii) Puisque piq,n = (n)q!Cn, on de´duit de (ii) que
∇jq(piq,n) = (n)q!(q − 1)−jq
j(j+1)
2 q−jnCn−j = (q − 1)−jq
j(j−2n+1)
2
j−1∏
`=0
(n− `)q · piq,n =
= q−j(n−1)
j−1∏
`=0
(qn−q`).piq,n, ∀j ≤ n et∇jq(piq,n) = 0, ∀j > n. 
The´ore`me 3.1.1. La suite (τ i1∇jq)i≥0,j≥0 est une base de Pq. Cette suite n’est pas
une famille orthogonale dans l’espace de Banach des endomorphismes line´aires continus
L
(C(Zp,K)).
De´monstration. Il est e´vident, par la de´finition, que la suite (τ i1∇jq)i,j est un syste`me
ge´ne´rateur de Pq. Montrons que (τ i1∇jq)i,j est un syste`me libre. Soit Q =
n∑
i=0
m∑
j=0
bi,jτ
i
1∇jq
un e´le´ment de Pq.
Pour k ≥ m, on a Q(Ck)(x) =
n∑
i=0
m∑
j=0
(q − 1)−jq j(j+1)2 −jkbi,jCk−j(x+ i).
Supposons Q = 0, comme Cn+m−j(i) = 0 pour i < n ou j < m et Cn(n) = 1, on obtient
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Q(Cn+m)(0) = (q − 1)−mq
m(m+1)
2
−m(n+m)bn,m = 0. Donc bn,m = 0.
D’autre part, on a Q(Cn+m)(1) = (q − 1)−mq
−m(2n+m−1)
2 bn−1,m +
+ (q − 1)1−mq−(m−1)(2n+m)2 bn,m−1 = 0.
De meˆme, on a Q(Cn+m−1)(0) = (q − 1)−mq
−m(2n+m−3)
2 bn−1,m +
+ (q − 1)1−mq−(m−1)(2n+m−2)2 bn,m−1 = 0.
Il vient que Q(Cn+m−1)(0) − qmQ(Cn+m)(1) = −(q − 1)2−mq
−(m−1)(2n+m−2)
2 bn,m−1 = 0.
D’ou` l’on de´duit que bn,m−1 = 0 et bn−1,m = 0.
Supposons que, pour tous entiers positifs i et j, tels que i+j > 1, on ait bi,j = 0. On obtient
alors Q = b0,0 + b1,0τ1 + b0,1∇q = 0. Ce qui entraˆıne, Q(C1)(0) = b1,0 + b0,1(q − 1)−1 = 0
et Q(C2)(1) = b1,0 + b0,1(q − 1)−1q−1 = 0. On en de´duit que
Q(C1)(0)−Q(C2)(1) = b0,1(q − 1)−1(1− q−1) = 0. Donc b0,1 = 0 et b1,0 = 0.
On conclut que la famille (τ i1∇jq)i≥0,j≥0 est libre.
• La famille (τ i1∇jq)i≥0,j≥0 n’est pas orthogonale. En effet, conside´rons
Q = id+ (p− 1)τ1 − (q − 1)(p− 1)∇q.
On a Q(Cn)(x) = Cn(x) + (p− 1)Cn(x+ 1)− (p− 1)(q − 1)(q − 1)−1q1−nCn−1(x) =
= (1− qn + pqn)Cn(x) + (p− 1)(1− q1−n)Cn−1(x).
On obtient, pour tout entier n positif,
‖Q(Cn)‖ ≤ max(|p| , |qn − 1| ,
∣∣qn−1 − 1∣∣) ≤ max(|p| , |q − 1|).
D’autre part, on a Q(C0) = pC0 et Q(C2) = (1− q2 + pq2)C2 + (p− 1)(1− q−1)C1.
On en de´duit que |p| = ‖Q(C0)‖ ≤ ‖Q‖ et
∣∣q−1 − 1∣∣ = |q − 1| ≤ ‖Q(C2)‖ ≤ ‖Q‖.
Donc ‖Q‖ = max(|p| , |q − 1|) < max(1, |p− 1| ‖τ1‖ , |(q − 1)(p− 1)| ‖∇q‖) = 1. 
Remarque 3.1.1. Soit Qn,m =
n∑
i=0
m∑
j=0
ai,jτ
i
1∇jq ∈ Pq, on de´duit de Proprie´te´s 3.1.1 (ii)
que si h est un q-polynoˆme de q-degre´ n, alors Qn,m(h) est un q-polynoˆme de q-degre´ ≤ n.
Proposition 3.1.1. Soit P(n)q le sous-espace de Pq de´fini par
P(n)q = {Q(n) ∈ Pq, Q(n) =
n∑
i=0
bi,n−iτ i1∇n−iq }. Alors P(n)q est un espace de dimension finie
n+ 1 et la famille (τ i1∇n−iq )0≤i≤n est une base orthogonale de P(n)q .
De plus, la famille (P(n)q )n≥0 de´finit une graduation de l’alge`bre Pq.
De´monstration. On a
∥∥∥Q(n)∥∥∥ ≤ max
0≤j≤n
|bn,j | |q − 1|−j .
Puisque Q(n)(C0)(x) = bn,0τn1 (C0)(x) = bn,0, on obtient |bn,0| ≤ ‖Qn‖. D’autre part, on a
(Q(n) − bn,0id)(C1)(x) = bn,1τn−11 ∇q(C1)(x) = bn,1(q − 1)−1. Ainsi∣∣bn,1(q − 1)−1∣∣ ≤ max(‖Qn‖ , |bn,0|) = ∥∥Q(n)∥∥.
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De proche en proche, on voit que max
0≤j≤n−1
|bn,j | |q − 1|−j ≤
∥∥∥Q(n)∥∥∥.
Comme Q(n) −
n−1∑
j=0
bn,jτ
n−j
1 ∇jq = bn,n∇nq , on obtient
|bn,n| |q − 1|−n ≤ max(
∥∥∥Q(n)∥∥∥ , max
0≤j≤n−1
|bn,j | |q − 1|−j) =
∥∥∥Q(n)∥∥∥. D’ou` l’on de´duit que∥∥∥Q(n)∥∥∥ = max
0≤j≤n
|bn,j | |q − 1|−j .
Soit (P(n)q )n≥0 la suite de sous-espaces de Pq telle que, pour tout n ≥ 0,
P(n)q = {Q(n) ∈ Pq, Q(n) =
n∑
i=0
bi,n−iτ i1∇n−iq }. On obtient alors Pq =
⊕
n≥0
P(n)q .
En effet soit Q =
n∑
i=0
m∑
j=0
bi,jτ
i
1∇jq un e´le´ment de Pq. On peut e´crire Q sous la forme
Q =
n+m∑
k=0
Q(k), ou` Q(k) =
∑
i+j=k
bi,jτ
i
1∇jq, ∀0 ≤ k ≤ n + m. Pour tout entier k tel que
0 ≤ k ≤ n+m, on a Q(k) ∈ P(k)q .
D’autre part, soient Q(s) =
s∑
i=0
bi,s−iτ i1∇s−iq un e´le´ment de P(s)q et Q(t) =
t∑
j=0
bj,t−jτ
j
1∇t−jq
un e´le´ment de P(t)q . On obtient Q(s)Q(t) =
s∑
i=0
t∑
j=0
bi,s−ibj,t−jqj(s−i)τ
i+j
1 ∇s+t−(i+j)q ∈
P(s+t)q . D’ou` l’on de´duit que la famille (P(n)q )n≥0 de´finit une structure de graduation sur
Pq. 
The´ore`me 3.1.2. Le centre Z(Pq) = {u ∈ Pq/ u ◦ v = v ◦ u, ∀v ∈ Pq, } est re´duit aux
scalaires. En d’autres termes Z(Pq) = K.id.
De´monstration. Soit u =
n∑
i=0
m∑
j=0
bi,jτ
i
1∇jq ∈ Z(Pq). On a τ1 ◦ u = u ◦ τ1. Donc
n∑
i=0
m∑
j=0
bi,jq
jτ i+11 ∇jq =
n∑
i=0
m∑
j=0
bi,jτ
i+1
1 ∇jq. On obtient
n∑
i=0
m∑
j=0
(qj − 1)bi,jτ i+11 ∇jq = 0. Il
vient que, pour tous entiers i et j positifs, (qj − 1)bi,j = 0. Comme q est non racine de
l’unite´, pout tout j > 0, on a qj − 1 6= 0. Donc bi,j = 0, ∀j ≥ 1 et u =
n∑
i=0
bi,0τ
i
1.
D’autre part, par hypothe`se, u◦∇q = ∇q ◦u et donc
n∑
i=0
bi,0τ
i
1◦∇q =
n∑
i=0
bi,0q
iτ i1◦∇q. D’ou`
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l’on de´duit, pour tout i > 0, que bi,0 = 0 et u = b0,0. 
On de´signe par K{∆} la sous-alge`bre de W (Zp,K) de´finie par
K{∆} = {Q =
∑
n≥0
an∆(n)q / limn→+∞ an = 0} et par K{∇q} la sous-alge`bre de Dq(Zp,K)
de´finie par K{∇q} = {R =
∑
n≥0
bn∇nq / limn→+∞ |bn|
∣∣∇nq ∣∣ = 0}. Notons que ce sont des
sous-alge`bres ferme´es et la suite (∆(n)q )n≥0 (resp. (∇nq )n≥0 ) est une base orthonormale
(resp. orthogonale ) de K{∆} (resp. K{∇q}). Les sous-alge`bres ferme´es K{∆} et K{∇q}
sont contenues dans l’adhe´rence P̂q de Pq.
Soient K{∆}{∇q} et K{∇q}{∆} les sous-alge`bres de P̂q de´finies respectivement par
K{∆}{∇q} = {R =
∑
j≥0
aj(∆)∇jq, aj(∆) ∈ K{∆} / lim
j→+∞
‖aj(∆)‖
∥∥∇jq∥∥ = 0} et
K{∇q}{∆} = {Q =
∑
`≥0
b`(∇q)∆(`)q , b`(∇q) ∈ K{∇q} / lim
`→+∞
‖b`(∇q)‖ = 0}.
The´ore`me 3.1.3. Les sous-alge`bres K{∆}{∇q} et K{∇q}{∆} de P̂q sont e´gales.
De´monstration. Soit R =
∑
j≥0
aj(∆)∇jq ∈ K{∆}{∇q}, on a aj(∆) ∈ K{∆} et
lim
j→+∞
‖aj(∆)‖
∥∥∇jq∥∥ = 0. Donc aj(∆) s’e´crit sous la forme aj(∆) = ∑
i≥0
aj(i)∆(i)q , avec
lim
i→+∞
aj(i) = 0 et ‖aj(∆)‖ = sup
i≥0
|aj(i)|. On obtient 0 = lim
j→+∞
‖aj(∆)‖
∥∥∇jq∥∥ =
= lim
j→+∞
sup
i≥0
|aj(i)|
∥∥∇jq∥∥. Donc, pour tout i ≥ 0, lim
j→+∞
|aj(i)|
∥∥∇jq∥∥ = 0 et∑
j≥0
aj(i)∇jq ∈ K{∇q}. Il vient que R =
∑
j≥0
∑
i≥0
aj(i)∆(i)q ∇jq est une famille sommable.
D’autre part, ∆(i)q ∇jq = q−ij∇jq
i∑
k=0
βi,i−k(j)∆(k)q , avec βi,i(j) = 1 et
βi,i−k(j)(−1)i−k
(
i
k
)
q
i−k−1∏
`=0
(qj+` − 1), ∀0 ≤ k ≤ i− 1.
Donc R =
∑
j≥0
∑
i≥0
q−ijaj(i)
i∑
k=0
βi,i−k(j)∇jq∆(k)q .
Comme lim
k→+∞
∣∣∣∣∣∣
∑
i≥k
q−ij(−1)i−k
(
i
k
)
q
i−k−1∏
`=0
(qj+` − 1)aj(i)
∣∣∣∣∣∣ ≤ limk→+∞ supi≥k |aj(i)| = 0. On
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voit que R =
∑
j≥0
∑
k≥0
∑
i≥k
q−ijβi,i−k(j)aj(i)∇jq∆(k)q .
Pour k ≥ j, on a
∥∥∥∥∥
(
i
k
)
q
i−k−1∏
`=0
(qj+` − 1)aj(i)∇jq∆(k)q
∥∥∥∥∥ ≤ |aj(i)|. Donc, pour tout j ≥ 0, on
a lim
k→+∞
sup
i≥k
∥∥∥q−ijβi,i−k(j)aj(i)∇jq∆(k)q ∥∥∥ = lim
i→+∞
|aj(i)| = 0. Il vient que
lim
k→+∞
sup
j≥0
sup
i≥k
∥∥∥q−ijβi,i−k(j)aj(i)∇jq∆(k)q ∥∥∥ = 0 et lim
k→+∞
∥∥∥∥∥∥
∑
j≥0
∑
i≥k
q−ijβi,i−k(j)aj(i)∇jq
∥∥∥∥∥∥ = 0.
On en de´duit que R =
∑
k≥0
bk(∇q)∆(k)q , avec lim
k→+∞
‖bk(∇q)‖ = 0,
ou` bk(∇q) =
∑
j≥0
∑
i≥k
q−ijβi,i−k(j)aj(i)∇jq, avec lim
j→+∞
∣∣∣∣∣∣
∑
i≥k
q−ijβi,i−k(j)aj(i)
∣∣∣∣∣∣ ∥∥∇jq∥∥ = 0 et
βi,i−k(j) = (−1)i−k
(
i
k
)
q
i−k−1∏
`=0
(qj+` − 1), ∀0 ≤ k ≤ i− 1 (βi,i(j) = 1).
On a donc de´montre´ que R ∈ K{∇q}{∆}.
De la meˆme manie`re, conside´rons Q =
∑
m≥0
bm(∇q)∆(m)q ∈ K{∇q}{∆}, avec
lim
m→+∞ ‖bm(∇q)‖ = 0 et bm(∇q) ∈ K{∇q}. Pour tout entier m positif, bm(∇q) admet le
de´veloppement bm(∇q) =
∑
k≥0
bm(k)∇kq , avec lim
k→+∞
|bm(k)|
∥∥∥∇kq∥∥∥ = 0 et
‖bm(∇q)‖ = sup
k≥0
|bm(k)|
∥∥∥∇kq∥∥∥. Puisque 0 = limm→+∞ ‖bm(∇q)‖ = limm→+∞ supk≥0 |bm(k)|
∥∥∥∇kq∥∥∥ ≥
≥ lim
m→+∞ supk≥0
|bm(k)|, on voit que, pour tout k ≥ 0, lim
m→+∞ |bm(k)| = 0.
Par hypothe`se, pour tout entier m positif, bm(∇q) ∈ K{∇q}. Il vient que, pour tout entier
m positif, lim
k→+∞
|bm(k)|
∥∥∥∇kq∥∥∥ = 0 et lim
k→+∞
sup
m≥0
|bm(k)|
∥∥∥∇kq∥∥∥ = 0. D’ou` l’on de´duit que la
famille
∑
m≥0
∑
k≥0
bm(k)∇kq∆(m)q est sommable.
D’autre part, pour tous entiers positifs k etm, on a∇kq∆(m)q = qmk
(
m∑
s=0
αm,s(k)∆(m−s)q
)
∇kq ,
avec αm,s(k) = q−s(k−1)
(
m
s
)
q
s−1∏
`=0
(qk − q`). On en de´duit que
Q =
∑
m≥0
∑
k≥0
qmkbm(k)
(
m∑
s=0
αm,s(k)∆(m−s)q
)
∇kq =
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=
∑
k≥0
(∑
s≥0
∑
m≥s
qmkαm,m−s(k)bm(k)∆(s)q
)
∇kq =
∑
k≥0
dk(∆)∇kq , avec
lim
k→+∞
‖dk(∆)‖
∥∥∥∇kq∥∥∥ = 0, ou` dk(∆) =∑
s≥0
∑
m≥s
qmkαm,m−s(k)bm(k)∆(s)q et
lim
s→+∞
∣∣∣∣∣∣
∑
m≥s
qmkαm,m−s(k)bm(k)
∣∣∣∣∣∣ ≤ lims→+∞ supm≥s |bm(k)| = 0.
Ainsi, on a de´montre´ queQ ∈ K{∆}{∇q}. 
• Il serait interessant de voir si K{∆}{∇q} = K{∇q}{∆} est ferme´e dans P̂q, ce qui
revient a` dire qu’elle est e´gale a` P̂q.
• Soit Q un e´le´ment de Pq et soit g ∈ C(Zp,K), un proble`me qui se pose naturellement
est la re´solution de l’e´quation Q(f) = g, un autre est celui de l’e´tude du spectre de Q.
Nous allons nous inte´resser ici a` un exemple simple.
Lemme 3.1.1. Conside´rons l’e´le´ment Q = id+ (p− 1)τ1 − (q − 1)(p− 1)∇q de Pq. Soit
f : Zp −→ K une fonction continue de q-de´veloppement f =
∑
n≥0
anCn. Alors
Q(f) = pa0 +
∑
n≥1
(
an(1 + (p− 1)qn) + an+1(p− 1)(1− q−n)
)
Cn et
(Q− id)(f) = (p− 1)a0 + (p− 1)
∑
n≥1
(
qnan + an+1(1− q−n)
)
Cn.
De´monstration. En effet Q(f) = pa0 +
∑
n≥1
(1 + (p− 1)qn)anCn +
+
∑
n≥1
(p−1)(1−q1−n)anCn−1 = pa0+
∑
n≥1
(
(1+(p−1)qn)an+(p−1)(1−q−n)an+1
)
Cn. On en
de´duit que (Q−id)(f) = (p−1)a0+(p−1)
∑
n≥1
(
qnan+(1−q−n)an+1
)
Cn. 
N.B. Si h est un q-polynoˆme de q-degre´ m et de q-de´veloppement h =
m∑
n=0
anCn, on
obtient Q(h) = pa0+
m−1∑
n=1
(
(1+(p−1)qn)an+(p−1)(1−q−n)an+1
)
Cn+(1+(p−1)qmamCm
et (Q− id)(h) = (p− 1)a0 + (p− 1)
m−1∑
n=1
(
qnan + (1− q−n)an+1
)
Cn + (p− 1)qmamCm. En
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d’autres termes, l’espace des q-polynoˆmes P est stable par Q et Q− id. La restriction a` P
de Q− id est bijective et celle de Q l’est lorsque q /∈ {(1− p)−1n , n ≥ 1}.
Proposition 3.1.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < |p|. Conside´rons
l’e´le´ment Q = id+(p−1)τ1−(q−1)(p−1)∇q de Pq. Alors Q est une application bijective.
De´monstration. Tout d’abord montrons que Q est une application injective.
Soit f une fonction continue et soit f =
∑
n≥0
anCn son q-de´veloppement. Supposons que
Q(f) = 0, on de´duit du Lemme 3.1.1 que∑
n≥0
(
(1 + (p− 1)qn)an + (p− 1)(1− q−n)an+1
)
Cn = 0.
Pour tout entier n ≥ 0, on a |1− qn| ≤ |1− q| < |pqn| = |p|. Ainsi, on a
|1 + (p− 1)qn| = |p| 6= 0. Puisque (Cn)n≥0 est une base orthonormale de C(Zp,K), on a
(1 + (p− 1)qn)an + (p− 1)(1− q−n)an+1 = 0. Il vient que a0 = 0 et pout n ≥ 1,
an =
(p− 1)(q−n − 1)
1 + (p− 1)qn an+1. On en de´duit de proche en proche que
an = (p− 1)k
k−1∏
`=0
(q−n−` − 1)
1 + (p− 1)qn+`an+k, ∀k ≥ 1.
On vient de voir ci-dessus que pour tout entier m ≥ 1, on a |1 + (p− 1)qm| = |p|. Ainsi
|q−m − 1|
|1 + (p− 1)qm| =
|qm − 1|
|p| ≤ 1. D’ou` l’on de´duit que |an| =
k−1∏
`=0
∣∣q−n−` − 1∣∣
|1 + (p− 1)qn+`| |an+k| ≤
≤ |an+k|. Comme lim
k→+∞
|an+k| = 0, on voit que an = 0, ∀n ≥ 1. Donc Q est injective.
Montrons maintenant que Q est une application surjective.
Soit g une fonction continue de q-de´veloppement g =
∑
n≥0
dnCn. Supposons qu’il existe
une fonction continue f =
∑
n≥0
anCn, telle que Q(f) = g. On a
Q(f) =
∑
n≥0
[
(1 + (p − 1)qn)an + (p − 1)(1 − q−n)an+1
]
Cn. Comme par hypothe`se, f est
telle que Q(f) = g, on obtient a0 =
d0
p
et pour tout entier n ≥ 1, on a
(1 + (p− 1)qn)an + (p− 1)(1− q−n)an+1 = dn, d’ou` an = dn1 + (p− 1)qn +
+
(p− 1)(q−n − 1)
1 + (p− 1)qn an+1; comme an+1 =
dn+1
1 + (p− 1)qn+1 +
(p− 1)(q−n−1 − 1)
1 + (p− 1)qn+1 an+2, on
obtient an =
dn
1 + (p− 1)qn +
(p− 1)(q−n − 1)dn+1
(1 + (p− 1)qn)(1 + (p− 1)qn+1) +
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+
(p− 1)2(q−n − 1)(q−n−1 − 1)
(1 + (p− 1)qn)(1 + (p− 1)qn+1)an+2.
De proche en proche, on obtient, pour tout entier k ≥ 0,
an =
k∑
s=0
(p− 1)s
1 + (p− 1)qn
s−1∏
`=0
q−n−` − 1
1 + (p− 1)qn+`+1dn+s + (p − 1)
k
k∏
`=0
q−n−` − 1
1 + (p− 1)qn+`an+k+1,
avec la convention
−1∏
`=0
q−n−` − 1
1 + (p− 1)qn+`+1 = 1.
Puisque lim
n→+∞ dn = 0, on obtient lims→+∞
∣∣∣∣∣
s−1∏
`=0
q−n−` − 1
1 + (p− 1)qn+`+1dn+s
∣∣∣∣∣ ≤ lims→+∞ |dn+s| = 0.
Donc la se´rie
∑
s≥0
(p− 1)s
s−1∏
`=0
q−n−` − 1
1 + (p− 1)qn+`+1dn+s converge.
Comme, pour tout entier m ≥ 0, on a |1 + (p− 1)qm| = |p|, posant
an =
1
1 + (p− 1)qn
∑
s≥0
(p−1)s
s−1∏
`=0
q−n−` − 1
1 + (p− 1)qn+`+1dn+s, on obtient |an| ≤ |p|
−1 sup
s≥0
|dn+s|.
On en de´duit que lim
n→+∞ |an| = 0.
D’autre part, on ve´rifie que (1+(p−1)qn)an+(p−1)(1−q−n)an+1 = dn. Ainsi, la fonction
continue f =
∑
n≥0
anCn est telle queQ(f) = g. 
N.B. Un proble`me qui reste pose´ est de savoir si Q est une application bijective,
lorsque q ∈ K est tel que ” |p| ≤ |q − 1| < 1” et n’appartient pas a` {(1− p)−1n , n ≥ 1}.
Proposition 3.1.3. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Conside´rons
l’ope´rateur Q = id+(p−1)τ1−(q−1)(p−1)∇q. Alors Q− id est une application bijective.
De´monstration. Soit f une fonction continue et soit f =
∑
n≥0
anCn son q-de´veloppement.
Supposons que Q(f) = f , on de´duit du Lemme 3.1.1 que∑
n≥0
(
(p− 1)qn)an + (p− 1)(1− q−n)an+1
)
Cn = 0.
On obtient a0 = 0 et pout tout entier n ≥ 1, (p− 1)qnan+ (p− 1)(1− q−n)an+1 = 0, d’ou`
l’on a an =
(q−n − 1)an+1
qn
= q−2n(1− qn)an+1. Comme ci-dessus, on obtient
an =
k−1∏
`=0
q−2(n+`)(1−qn+`)an+k, ∀k ≥ 1. Ainsi, pour tout entier k ≥ 1, on a |an| ≤ |an+k|.
Comme lim
k→+∞
|an+k| = 0, on voit que an = 0, ∀n ≥ 1. D’ou` l’on de´duit que f = 0 et
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Q− id est injectif.
Montrons maintenant que Q− id est surjectif.
Soit g une fonction continue de q-de´veloppement g =
∑
n≥0
dnCn. Supposons qu’il existe
une fonction continue f =
∑
n≥0
anCn, telle que (Q− id)(f) = g. On obtient a0 = d0
p− 1 et
pour tout n ≥ 1, (p− 1)qnan + (p− 1)(1− q−n)an+1 = dn, il vient que
an =
dn
(p− 1)qn +
(q−n − 1)
qn
an+1. Par re´currence, on obtient, pour tout entier k ≥ 0,
an =
1
(p− 1)qn
k∑
s=0
s−1∏
`=0
q−n−` − 1
qn+`
dn+s +
k∏
`=0
q−n−` − 1
qn+`
an+k, avec la convention
−1∏
`=0
q−n−` − 1
qn+`
= 1. On ve´rifie facilement que la se´rie
1
(p− 1)qn
∑
s≥0
s−1∏
`=0
q−n−` − 1
qn+`
dn+s
converge. En effet, pour tout entier s ≥ 0, on a
∣∣∣∣∣
s−1∏
`=0
q−n−` − 1
qn+`
dn+s
∣∣∣∣∣ ≤ |dn+s|. Comme par
hypothe`se g est une fonction continue, on a lim
s→+∞ dn+s = 0.
Posant an =
1
(p− 1)qn
∑
s≥0
s−1∏
`=0
q−n−` − 1
qn+`
dn+s, on obtient |an| ≤ sup
s≥0
|dn+s| et
lim
n→+∞ |an| = 0. On ve´rifie d’autre part que (p−1)q
nan+(p−1)(1− q−n)an+1 = dn. Ainsi
f =
∑
n≥0
anCn est une fonction continue de Zp dans K, telle que (Q − id)(f) = g et on a
de´montre´ queQ−id est une application bijective. 
The´ore`me 3.1.4. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit
Q = id+ (p− 1)τ1− (q− 1)(p− 1)∇q un e´le´ment de Pq. Pour tout entier m ≥ 0, il existe
λm ∈ K et un q-polynoˆme h de q-degre´ m, tel que Q(h) = λmh.
De plus, pour tout m ≥ 0, λm = 1+ qm(p−1). En particulier λ0 = p. En d’autres termes,
l’ope´rateur Q posse`de des valeurs propres.
De´monstration. Soit h =
m∑
n=0
anCn un q-polynoˆme de q-degre´ m > 0. Supposons
qu’il existe un e´le´ment λm dans K tel que Q(h) = λmh, on voit que a0p = a0λ et
0 = am(λm − 1 − (p − 1)qm). Comme h est un q-polynoˆme de q-degre´ m > 0, on a
am 6= 0. Donc λm − 1− (p− 1)qm = 0 et λm = 1 + qm(p− 1).
D’autre part, on a (1+(p−1)qm)an = (1+(p−1)qn)an−(p−1)(q−n−1)an+1. On obtient
donc an+1 = q2n(qm−n−1)(qn−1)−1an. On voit que a0 = 0, a2 = q2(qm−1−1)(q−1)−1a1
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et a3 = q4(qm−2 − 1)(q2 − 1)−1a2 = q6(qm−1 − 1)(qm−2 − 1)(q − 1)−1(q2 − 1)−1a1. Par
re´currence sur n, on obtient an = qn(n−1)
n−1∏
`=1
(qm−` − 1)(q` − 1)−1a1, pour 2 ≤ n ≤ m et
am = qm(m−1)a1. D’ou` l’existence de h et de λm, pour m > 0.
Supposons que m = 0 et posons h = a 6= 0. On obtient Q(h) = a+ (p− 1)a = pa. Si
Q(h) = λ0h, on obtient 0 = (λ0− p)a. Donc λ0 = p. 
Remarque 3.1.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
Soit Q = id + (p − 1)τ1 − (q − 1)(p − 1)∇q un e´le´ment de Pq. Notons que si h est un
q-polynoˆme de q-degre´ m tel que Q(h) = (1 + (p− 1)qm)h, alors h est tel que
(Q−id)(h) = (p−1)qmh. On en de´duit que (Q−id) admet des valeurs propres et (p−1)qm
en est une.
• On a vu que l’ope´rateur particulier Q = id+(p−1)τ1− (q−1)(p−1)∇q laisse stable
l’espace des q-polynoˆmes.
On voit sans peine qu’en fait cet espace est stable par l’alge`bre Pq toute entie`re. Il y a
aussi quelqu’autres sous-espaces de fonctions continues qui sont invariants par Pq.
Soit f une fonction continue de Zp dans K et soit Φ1f la fonction des quotients
aux diffe´rences de´finie par Φ1f(x, y) =
f(x)− f(y)
x− y , pour (x, y) ∈ Zp × Zp\∆(Zp), ou`
∆(Zp) = {(x, x), x ∈ Zp}. Nous rappelons que f est strictement diffe´rentiable si et seule-
ment si Φ1f peut eˆtre prolonge´e en une fonction continue Φ˜1f : Zp × Zp −→ K.
The´ore`me 3.1.5. Soit f une fonction strictement diffe´rentiable de Zp dans K et soit
Qn,m =
n∑
i=0
m∑
j=0
bi,jτ
i
1∇jq ∈ Pq. Alors Qn,m(f) est strictement diffe´rentiable. En d’autres
termes, l’espace C1(Zp,K) des fonctions strictement diffe´rentiables est invariant par Pq.
De´monstration. On a Φ1(τ1(f))(x, y) =
f(x+ 1)− f(y + 1)
x− y = Φ1(f)(x+ 1, y + 1).
Donc si f est strictement diffe´rentiable, alors τ1(f) est strictement diffe´rentiable.
On voit sans peine que la fonction continue Iq de´finie par Iq(x) = q−x, est strictement
diffe´rentiable. Donc ∇q(f) = (q − 1)−1Iq.(τ1(f) − f), produit de fonctions strictement
diffe´rentiables est strictement diffe´rentiable. On en de´duit que pour i ≥ 0, j ≥ 0,
τ i1∇jq(f) est strictement diffe´rentiable. La somme finie Qn,m(f) de fonctions strictement
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diffe´rentiables, est strictement diffe´rentiable. 
De´finition 3.1.1. Soient K un corps value´ complet et L un sur-corps value´ complet de
K. Soit D une boule ouverte (resp. ferme´e) de K, on dit que la fonction
f : D −→ L est analytique s’ils existent a ∈ D et une suite (an)n≥0 dans L tels que
f(x) =
∑
n≥0
an(x− a)n, ∀x ∈ D. Ceci est alors vrai pour tout a ∈ D.
Soit f =
∑
n≥0
anBn une fonction continue de Zp dans K. On sait que f est la restriction
d’une fonction analytique si et seulement si
an
n!
tend vers 0 [33].
Soit K un sur-corps value´ complet de Qp et soit D+ = {x ∈ K/ |x| ≤ 1} la boule unite´
ferme´e de K. Alors Zp est contenu dans D+.
Soit A(D+,K) = {f(x) =
∑
n≥0
anx
n, an ∈ K, lim
n→+∞ an = 0} l’ensemble des fonctions
analytiques de D+ a` valeurs dans K. C’est une K-alge`bre de Banach pour la norme
‖f‖ = max
n≥0
|an| et la suite de fonctions (xn)n≥0 est une base orthonormale de A(D+,K).
Conside´rons la suite de polynoˆmes (pn(x))n≥0 ou` pn(x) = n!Bn(x) = x(x−1) . . . (x−n+1).
On sait que (pn(x))n≥0 est une base orthonormale de A(D+,K) (voir [33] Theorem 54.4
et aussi [28] 4.7 ).
The´ore`me 3.1.6. Soit q ∈ K, tel que |q − 1| < p− 1p−1 . Soit f : Zp −→ K une fonction
continue, conside´rons son q-de´veloppement f =
∑
n≥0
anCn dans la base (Cn)n≥0. Alors f
est la restriction a` Zp d’une fonction analytique si et seulement si
an
(n)q!
converge vers 0.
De´monstration. Soit f =
∑
n≥0
anCn ∈ C(Zp,K), on a
f(x) =
∑
n≥0
an
(n)q!
(x)q(x − 1)q . . . (x − n + 1)q. Puisque |q − 1| < p−
1
p−1 , la fonction
qx =
∑
n≥0
(q − 1)n
(
x
n
)
=
∑
n≥0
(q − 1)n
n!
pn(x) est analytique. On en de´duit que les fonctions
(x− j)q sont analytiques sur D+. De plus (x− j)q = q
x−j − 1
q − 1 =
∑
k≥1
(
x− j
k
)
(q−1)k−1 =
= (x − j) +
∑
k≥2
(q − 1)k−1
(
x− j
k
)
et (x − j)q − (x − j) =
∑
k≥2
(q − 1)k−1
(
x− j
k
)
. Donc
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‖(x− j)q − (x− j)‖ = sup
k≥2
|q − 1|k−1 = |q − 1| < 1. On de´duit du Lemme 1.0.6 que pour
tout n ≥ 1, ‖(x)q(x− 1)q . . . (x− n+ 1)q − x(x− 1) . . . (x− n+ 1)‖ ≤
≤ max
1≤j≤n−1
‖(x− j)q − (x− j)‖ < 1. Puisque
(
x(x−1) . . . (x−n+1)
)
n≥0
est une base or-
thonormale deA(D+,K), on de´duit du Lemme 1.0.1 que
(
(x)q . . . (x−n+1)q = piq,n(x)
)
n≥0
est une base orthonormale de A(D+,K). Ainsi f est la restriction d’un e´le´ment de
A(D+,K) si et seulement si lim
n→+∞
an
(n)q!
= 0. 
Proposition 3.1.4. Supposons que |q − 1| < |p| 1p−1 .
Soit Qn,m =
n∑
i=0
m∑
j=0
bi,jτ
i
1∇jq ∈ Pq. Si f =
∑
n≥0
anCn est la restriction a` Zp d’une fonction
analytique alors Qn,m(f) est la restriction a` Zp d’une fonction analytique.
De´monstration. Puisque f est la restriction a` Zp d’une fonction analytique, il existe
une suite (bn)n≥0 dans K telle que f(x) =
∑
n≥0
bnx
n. On obtient
τ1(f)(x) =
∑
n≥0
bn(x+ 1)n. Donc τ1(f) est la restriction a` Zp d’une fonction analytique.
D’autre part, puisque (piq,n)n≥0 est une base orthonormale de A(D+,K), f peut s’e´crire
sous la forme f =
∑
n≥0
dnpiq,n, avec dn =
an
(n)q!
et lim
n→+∞ dn = 0. Alors
∇q(f) =
∑
n≥0
dn∇q(piq,n) =
∑
n≥1
(n)q(q − 1)−1q1−ndnpiq,n−1 =
=
∑
n≥0
(n+1)q(q−1)−1q−ndn+1piq,n et
∣∣(n+ 1)q(q − 1)−1q−ndn+1∣∣ ≤ |q − 1|−1 |dn+1|. Ainsi
lim
n→+∞
∣∣(n+ 1)q(q − 1)−1q−ndn+1∣∣ = 0. Puisque (piq,n)n≥0 est une base orthonormale de
l’espace des fonctions analytiques sur D+, la fonction ∇q(f) est la restriction a` Zp d’une
fonction analytique. Nous en de´duisons, pour i ≥ 0, j ≥ 0, que τ i1∇jq(f) est analytique sur
Zp. DoncQn,m(f) est la restriction a` Zp d’une fonction analytique. 
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3.2 L’alge`bre de Weyl quantique
Soient K un sur-corps value´ complet de Qp et q ∈ K, non racine de l’unite´, tel que
|q − 1| < 1. Soient C(Zp,K) l’espace de Banach des fonctions continues de Zp a` valeurs
dans K et Zq l’operateur line´aire continu de´fini, pour f ∈ C(Zp,K), x ∈ Zp, par
Zq(f)(x) = qxf(x). On de´signe par Γq(Zp,K) la sous-alge`bre ferme´e de L
(C(Zp,K)) en-
gendre´e par Zq. Les e´le´ments de Γq(Zp,K) ne sont autres que les ope´rateurs obtenus par
multiplication par une fonction continue.
Soient τ1 l’ope´rateur de translation et∇q la q-de´rivation de Jackson, de´finis pour f ∈ C(Zp,K),
x ∈ Zp, par τ1(f)(x) = f(x+ 1) et ∇q(f)(x) = f(x+ 1)− f(x)(q − 1)qx . On a
∇q(Zq(f))(x) = q
x+1f(x+ 1)− qxf(x)
(q − 1)qx = (q − 1)
−1(qτ1(f)(x)− f(x)) et
Zq(∇q(f))(x) = q
x(f(x+ 1)− f(x))
(q − 1)qx = (q − 1)
−1(τ1(f)(x) − f(x)). On en de´duit que
∇qZq − qZq∇q = id et ∇qZq − Zq∇q = τ1.
Les ope´rateurs Zsq et Qs(Zq) sont de´finis respectivement, pour s ≥ 1, par
Zsq = Zq ◦ Zs−1q , Qs(Zq) =
(Zq − id) . . . (Zq − qs−1)
(qs − 1) . . . (qs − qs−1) et Z
0
q = Q0(Zq) = id.
On de´signe par Aq la sous-alge`bre de L
(C(Zp,K)) engendre´e par Zq et ∇q. En fait, Aq
est isomorphe a` l’alge`bre de Weyl quantique a` deux ge´ne´rateurs.
• On voit qu’avec les notations ci-dessus, Pq est une sous-alge`bre de Aq.
Nous allons donner une description effective de l’adhe´rence de Âq de l’alge`bre de Weyl
quantique dans L
(C(Zp,K)).
Lemme 3.2.1. Soit Iq l’application qui a` x associe Iq(x) = q−x. Alors Iq est une fonction
continue de q-de´veloppement Iq = C0 +
∑
n≥0
(−1)nq−n
n∏
`=1
(q` − 1)Cn.
De´monstration. Rappelons que la fonction εq qui a` x associe qx est une fonction
continue bijective qui ne s’annule pas sur Zp. Donc la fonction Iq =
1
εq
est une fonction
continue bijective sur Zp et pour tout x ∈ Zp, Iq(x) 6= 0.
Nous rappelons aussi que la suite d’ope´rateurs aux diffe´rences finies (∆(n)q )n≥0 est telle
que ∆(n)q = (τ1 − id) . . . (τ1 − qn−1id), pour n > 0 et ∆(0)q = id. On obtient par re´currence
∆(n)q (Iq) = (−1)nq−n
n∏
`=1
(q` − 1)Iq.
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En effet pour tout x ∈ Zp, on a ∆(1)q (Iq)(x) = q−x−1 − q−x = −q−1(q − 1)q−x et
∆(2)q (Iq)(x) = q−2(q − 1)(q2 − 1)q−x.
Supposons que ∆(n)q (Iq) = (−1)nq−n
n∏
`=1
(q` − 1)Iq. On obtient
∆(n+1)q (Iq)(x) = (−1)nq−n
n∏
`=1
(q` − 1)(q−x−1 − qnq−x) = (−1)n+1q−n−1
n+1∏
`=1
(q` − 1)q−x.
Il vient que ∆(n)q (Iq)(0) = (−1)nq−n
n∏
`=1
(q` − 1). D’ou` l’on en de´duit que
Iq =
∑
n≥0
∆(n)q (Iq)(0)Cn = C0 +
∑
n≥1
(−1)nq−n
n∏
`=1
(q` − 1)Cn. 
N.B. On de´duit du Lemme 3.2.1 que lim
n→+∞
n∏
`=1
(q` − 1) = 0.
Remarque 3.2.1. De fac¸on ge´ne´rale, pour tout entier m positif,
Imq = C0 +
∑
n≥1
(−1)nq−nm
n∏
`=1
(qm+`−1 − 1)Cn, avec lim
n→+∞
n∏
`=1
(qm+`−1 − 1) = 0.
De´monstration. Pour tout x ∈ Zp, Imq (x) = q−mx. Donc
∆(1)q (Imq )(x) = q
−mxq−m − q−mx = −q−m(qm − 1)q−mx. et
∆(2)q (Imq )(x) = q
−2m(qm − 1)(qm+1 − 1)q−mx.
Par re´currence sur n, supposons que ∆(n)q (Imq )(x) = (−1)nq−nm
n∏
`=1
(qm+`−1 − 1)Imq (x).
On obtient ∆(n+1)q (Imq )(x) = (−1)nq−nm
n∏
`=1
(qm+`−1 − 1)(q−mxq−m − qnq−mx) =
= (−1)n+1q−m(n+1)
n+1∏
`=1
(qm+`−1 − 1)q−mx.
On en de´duit que Imq = C0+
∑
n≥1
∆(n)q (I
m
q )(0)Cn = C0+
∑
n≥1
(−1)nq−nm
n∏
`=1
(qm+`−1− 1)Cn. 
Lemme 3.2.2. L’ope´rateur line´aire continu Zq est une isome´trie bijective.
De´monstration. Soient f une fonction continue de Zp dans K et x un e´le´ment de
Zp. On a |Zq(f)(x)| = |qxf(x)| = |f(x)|. On en de´duit que ‖Zq(f)‖ = ‖f‖ et Zq est
isome´trique. Donc Zq est injectif.
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Conside´rons l’ope´rateur de multiplication par Iq. Pour toute fonction continue f ,
on a Zq(Iq.f) = f et Iq.(Zq(f)) = f . Il vient que Zq est bijectif, d’ope´rateur re´ciproque
l’ope´rateur f −→ Iq.f . 
Proprie´te´s 3.2.1.
(i) Pour tout i ≥ 1, j ≥ 1, on a ∇jqZiq =
j∑
k=0
αi,j(k)Zi−kq ∇j−kq , ou`
αi,j(k) = q(i−k)(j−k)
k−1∏
`=0
(i− `)q
(
j
k
)
q
, ∀0 < k ≤ j et αi,j(0) = qij.
(ii) Pour tout i ≥ 1, j ≥ 1, on a ∇jqQi(Zq) =
j∑
k=0
k∑
s=0
βi,j(k, s)Qi−k(Zq)∇j−k+sq , ou`
βi,j(k, s) = q(i−k)(j−2k+s)q
s(s−1)−k(k−1)
2 (q − 1)s−k
(
k
s
)
q
(
j
k
)
q
; avec la convention
Qs(Zq) = 0, ∀s < 0.
(iii) Pour tout entier i ≥ 0 et toute fonction f ∈ C(Zp,K), on a Qi(Zq)(f) = Ci.f . En
d’autres termes, Qi(Zq) est l’ope´rateur de multiplication par la fonction continue Ci.
De´monstration. Par double re´currence sur i et j:
(i) Par re´currence sur i, montrons que ∇qZiq = qiZiq∇q + (i)qZi−1q .
On a ∇qZ2q = (qZq∇q + id)Zq = q2Z2q∇q + (2)qZq.
Supposons que ∇qZiq = qiZiq∇q + (i)qZj−1q .
On obtient ∇qZi+1q = (qiZiq∇q + (i)qZi−1q )Zq = qi+1Zi+1q ∇q + qiZiq + (i)qZiq =
= qi+1Zi+1q ∇q + (i+ 1)qZiq. Donc ∀i ≥ 1, ∇qZiq = qiZiq∇q + (i)qZi−1q .
D’autre part, ∇2qZiq = ∇q(qiZiq∇q + (i)qZi−1q ) = q2iZiq∇2q + qi−1(i)q(2)qZi−1q ∇q +
+(i)q(i− 1)qZi−2q .
Par re´currence sur j, supposons que ∇jqZiq =
j∑
k=0
αi,j(k)Zi−kq ∇j−kq , avec
αi,j(k) = q(i−k)(j−k)
k−1∏
`=0
(i− `)q
(
j
k
)
q
.
On obtient ∇j+1q Ziq =
j∑
k=0
qi−kαi,j(k)Zi−kq ∇j+1−kq +
j∑
k=0
(i−k)qαi,j(k)Zi−k−1q ∇j−kq =
= qi(j+1)Ziq∇j+1q +
j∑
k=1
(qi−kαi,j(k) + (i+ 1− k)qαi,j(k − 1))Zi−kq ∇j+1−kq +
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+ (i)q . . . (i− j)qZi−j−1q .
On a αi,j+1(0) = qi(j+1) et αi,j+1(j + 1) = (i)q . . . (i− j)q.
D’autre part, on voit que
qi−kαi,j(k) + (i+ 1− k)qαi,j(k − 1) = q(i−k)(j+1−k)
k−1∏
`=0
(i− `)q
(
j
k
)
q
+
+ q(i+1−k)(j+1−k)
k−1∏
`=0
(i− `)q
(
j
k − 1
)
q
=
= q(i−k)(j+1−k)
k−1∏
`=0
(i− `)q
((
j
k
)
q
+ qj+1−k
(
j
k − 1
)
q
)
= αi,j+1(k).
On en de´duit que ∇j+1q Ziq =
j+1∑
k=0
αi,j+1(k)Zi−kq ∇j+1−kq .
On a donc montre´ que ∇jqZiq =
j∑
k=0
αi,j(k)Zi−kq ∇j−kq .
(ii) Montrons, par re´currence sur i, que
∇qQi(Zq) = qiQi(Zq)∇q +Qi−1
(
∇q + q1−i(q − 1)−1id
)
. On a
∇qQ1(Zq) = 1
q − 1(qZq∇q + id−∇q) = qQ1(Zq)∇q +∇q + (q − 1)
−1id.
De la meˆme manie`re on obtient
∇qQ2(Zq) = q
−1
q2 − 1
(
qQ1(Zq)∇q +∇q + (q − 1)−1id
)
(Zq − qid) =
= q2Q2(Zq)∇q +Q1(Zq)(∇q + q−1(q − 1)−1id).
Supposons que ∇qQi(Zq) = qiQi(Zq)∇q +Qi−1(Zq)(∇q + q1−i(q − 1)−1id).
Puisque Qi+1(Zq) =
q−i
qi+1 − 1(Zq − q
iid), on obtient
∇qQi+1(Zq) = q
−i
qi+1 − 1∇qQi(Zq)(Zq − q
iid). Donc
∇qQi+1(Zq) = q
−i
qi+1 − 1
(
qiQi(Zq)∇q+Qi−1(Zq)
(∇q+q1−i(q−1)−1id)(Zq−qiid)) =
= qi+1Qi+1(Zq)∇q + 1
qi+1 − 1Qi(Zq)
(
qi(q − 1)∇q + id
)
+
+
(qi − 1)(q − 1)−1
qiqi+1 − 1 Qi(Zq)
(
qi(q − 1)∇q + id
)
.
On en de´duit que ∇qQi+1(Zq) = qi+1Qi+1(Zq)∇q +Qi(Zq)
(∇q + q−i(q − 1)−1id).
Par re´currence sur j, montrons que ∇jqQi(Zq) =
j∑
k=0
k∑
s=0
βi,j(k, s)Qi−k(Zq)∇j−k+sq ,
avec βi,j(k, s) = q(i−k)(j−2k+s)q
s(s−1)−k(k−1)
2 (q − 1)s−k
(
k
s
)
q
(
j
k
)
q
.
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On a ∇2qQi(Zq) = ∇q
(
qiQi(Zq)∇q +Qi−1(Zq)
(∇q + q1−i(q − 1)−1id)) =
= q2iQi(Zq)∇2q + qi−1(2)qQi−1(Zq)(∇2q + q1−i(q − 1)−1∇q) +
+Qi−2(Zq)
(∇2q + q1−i(2)q(q − 1)−1∇q + q3−2i(q − 1)−2id).
Supposons que ∇jqQi(Zq) =
j∑
k=0
k∑
s=0
βi,j(k, s)Qi−k(Zq)∇j−k+sq .
On obtient ∇j+1q Qi(Zq) =
j∑
k=0
k∑
s=0
βi,j(k, s)∇qQi−k(Zq)∇j−k+sq =
=
j∑
k=0
k∑
s=0
βi,j(k, s)qi−kQi−k(Zq)∇j+1−k+sq +
+
j∑
k=0
k∑
s=0
βi,j(k, s)Qi−k−1(Zq)
(∇q + qk+1−i(q − 1)−1id)∇j−k+sq .
Ainsi, on a∇j+1q Qi(Zq) = βi,j+1(0, 0)Qi(Zq)∇j+1q +
j∑
k=1
qi−kβi,j(k, 0)Qi−k(Zq)∇j+1−kq +
+
j∑
k=1
qi−kβi,j(k, k)Qi−k(Zq)∇j+1q +
j∑
k=1
k−1∑
s=1
(
βi,j(k, s)qi−k + βi,j(k − 1, s− 1) +
+ βi,j(k − 1, s)qk−i(q − 1)−1
)
Qi−k(Zq)∇j+1−k+sq +
+
j∑
s=1
(βi,j(j, s− 1) + βi,j(j, s)qj+1−i(q − 1)−1)Qi−1−j(Zq)∇sq +
+
j+1∑
k=1
βi,j(k−1, k−1)Qi−k(Zq)∇j+1q +
j+1∑
k=1
βi,j(k−1, 0)qk−i(q−1)−1Qi−k(Zq)∇j+1−kq .
Pour tous entiers k et s tels que 1 ≤ s ≤ k ≤ j + 1, on a
βi,j(k−1, s−1)+βi,j(k−1, s)qk−i(q−1)−1 = q(i+1−k)(j+1−2k+s)q
(s−1)(s−2)−(k−1)(k−2)
2 ×
× (q − 1)s−k
(
j
k − 1
)
q
(
k
s
)
q
.
On obtient donc βi,j(k, s)qi−k + βi,j(k − 1, s− 1) + βi,j(k − 1, s)qk−i(q − 1)−1 =
= q(i−k)(j+1−2k+s)q
s(s−2)−k(k−2)
2
(
k
s
)
q
((j
k
)
q
+ qj+1−k
(
j
k − 1
)
q
)
= βi,j+1(k, s).
De la meˆme manie`re, on obtient qi−kβi,j(k, k) + βi,j(k − 1, k − 1) = βi,j+1(k, k) et
qi−kβi,j(k, 0) + qk−i(q − 1)−1βi,j(k − 1, 0) = βi,j+1(k, 0).
On voit que βi,j(j, j) = αi,j+1(j + 1, j + 1) = 1 et βi,j(j, 0)qj+1−i = βi,j+1(j + 1, 0).
On voit e´galement que βi,j(j, s− 1) + βi,j(j, s)qj+1−i(q − 1)−1 = βi,j+1(j + 1, s− 1).
D’ou` l’on en de´duit que
∇j+1q Qi(Zq) =
j∑
k=0
βi,j+1(k, 0)Qi−k(Zq)∇j+1−kq +
j∑
k=1
k∑
s=1
βi,j+1(k, s)Qi−k(Zq)∇j+1−k+sq +
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+
j∑
s=0
βi,j+1(j + 1, s)Qi−1−j(Zq)∇sq +Qi−j−1(Zq)∇j+1q =
=
j+1∑
k=0
k∑
s=0
βi,j+1(k, s)Qi−k(Zq)∇j+1−k+sq .
(iii) Soit f : Zp −→ K une fonction continue. Puisque Zq(f)(x) = qxf(x), on a
(Zq − qkid)(f)(x) = (qx − qk)f(x), ∀k ≥ 0. Donc
Qi(Zq)(f)(x) =
(Zq − id) . . . (Zq − qi−2id)(Zq − qi−1id)(f)(x)
(qi − 1) . . . (qi − qi−1) =
=
(Zq − id) . . . (Zq − qi−2id)((qx − qi−1)f)(x)
(qi − 1) . . . (qi − qi−1) =
=
(Zq − id) . . . (Zq − qi−3id)((qx − qi−2)(qx − qi−1)f)(x)
(qi − 1) . . . (qi − qi−1) .
De proche en proche, on obtient
Qi(Zq)(f)(x) =
(qx − 1) . . . (qx − qi−1)f(x)
(qi − 1) . . . (qi − qi−1) = Ci(x)f(x). 
N.B. Puisque (i)q . . . (i− k + 1)q = 0 pour k > i, on obtient
j∑
k=i+1
k∑
s=0
βi,j(k, s)Qi−k(Zq)∇j−k+sq =
j∑
k=i+1
αi,j(k)Zi−kq ∇j−kq = 0, pour tout j > i.
Notons que pour tout i ≥ 0 et pour tout j ≥ 0, on a |αi,j(k)| ≤ 1, ∀0 ≤ k ≤ j et
|βi,j(k, s)| ≤ 1, ∀0 ≤ s ≤ k ≤ j.
Remarque 3.2.2. Conside´rons l’ope´rateur R =
m∑
n=0
bnQn(Zq); c’est l’ope´rateur de mul-
tiplication par la fonction continue h =
m∑
n=0
bnCn. En d’autres termes, si f : Zp −→ K est
une fonction continue, on a R(f) = h.f , avec h = Rn(C0).
Lemme 3.2.3. Les ope´rateurs line´aires continus Qn(Zq), n ≥ 0, sont isome´triques.
De plus (Qn(Zq))n ≥ 0 est une famille orthonormale dans L
(C(Zp,K)).
De´monstration. En effet, pour tout entier n ≥ 0 et pour toute fonction continue f ,
on a ‖Qn(Zq)‖ = sup
‖f‖6=0
‖Qn(Zq)(f)‖
‖f‖ ≤ sup‖f‖6=0
‖Cn‖ ‖f‖
‖f‖ = 1. D’autre part
‖Qn(Zq)(C0)‖ = ‖Cn‖ = 1. Donc ‖Qn(Zq)‖ = 1.
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Soit R =
m∑
n=0
bnQn(Zq), on de´duit de la Remarque 3.2.2, pour f : Zp −→ K continue, que
R(f) = h.f ou` h = R(C0). On obtient, d’une part, que
‖h‖ = ‖R(C0)‖ = max
0≤n≤m
|bn| ≤ ‖R‖. Mais ‖R(f)‖ = ‖h.f‖ ≤ ‖h‖ ‖f‖.
D’ou` l’on de´duit que ‖R‖ ≤ ‖h‖ et ‖R‖ = ‖h‖. 
Proposition 3.2.1. La sous-alge`bre ferme´e Γq(Zp,K) de L
(C(Zp,K)) engendre´e par Zq
est e´gale au sous-espace ferme´ des ope´rateurs de la forme R =
∑
n≥0
bnQn(Zq), tels que
lim
n→+∞ bn = 0.
De plus (Qn(Zq))n≥0 est une base orthonormale de Γq(Zp,K).
De´monstration. Conside´rons R =
∑
n≥0
bnQn(Zq), avec lim
n→+∞ bn = 0. On de´duit du
Lemme 3.2.3 que ‖R‖ = sup
n≥0
|bn|; donc W = {R =
∑
n≥0
bnQn(Zq) / lim
n→+∞ bn = 0} est un
sous-espace ferme´ de L
(C(Zp,K)) contenu dans Γq(Zp,K) et (Qn(Zq))n≥0 est une base
orthonormale de W . Puisque l’espace des polynoˆmes
m∑
n=0
bnQn(Zq) (en Zq) est dense dans
Γq(Zp,K), on obtient Γq(Zp,K) =W . 
The´ore`me 3.2.1. Les alge`bres Γq(Zp,K) et C(Zp,K) sont isome´triquement isomorphes.
De´monstration. Conside´rons l’application ϕ de C(Zp,K) dans Γq(Zp,K) qui a` toute
fonction continue f =
∑
n≥0
bnCn associe l’ope´rateur Rf = ϕ(f) =
∑
n≥0
bnQn(Zq).
Comme (Cn)n≥0 et (Qn(Zq))n≥0 sont des bases orthonormales de C(Zp,K) et de Γq(Zp,K)
respectivement, on voit que ϕ est un isomorphisme isome´trique d’espaces de Banach. De
plus, on a ϕ(f)(C0) = Rf (C0) =
∑
n≥0
bnCn = f et ϕ(f)(g) = Rf (g) = f.g. On en de´duit
aussitoˆt que ϕ(fh)(g) = (fh).g = f.(hg) = f.ϕ(h)(g) = ϕ(f)
(
ϕ(h)(g)
)
=
(
ϕ(f)◦ϕ(h))(g),
c’est-a`-dire ϕ(fh) = ϕ(f) ◦ ϕ(h). 
Soit R =
∑
n≥0
bnQn(Zq) un e´le´ment de Γq(Zp,K). Le the´ore`me suivant donne une con-
dition ne´cessaire et suffisante sur les coefficients bn de R pour que l’espace C1(Zp,K), des
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fonctions strictement diffe´rentiables de Zp dans K, soit stable par R. Nous donnerons une
de´monstration de ce the´ore`me dans le Chapitre 4.
The´ore`me 3.2.2. Soit R =
∑
n≥0
bnQn(Zq) un e´le´ment de Γq(Zp,K). Les proprie´te´s sui-
vantes sont e´quivalentes.
(i) L’ope´rateur R laisse invariant l’espace C1(Zp,K) des fonctions strictement diffe´ren-
tiables.
(i) lim
n→+∞n |bn| = 0 
Lemme 3.2.4. Pour tout ope´rateur R ∈ Γq(Zp,K), on a lim
m→+∞(q − 1)
m∇mq ◦R(f) = 0.
De´monstration. Soit f une fonction continue de Zp dans K. On sait que R(f) est
une fonction continue de Zp dans K. Comme, pour toute fonction continue g, on a
lim
m→+∞ |q − 1|
m
∥∥∇mq (g)∥∥ = 0, il vient que limm→+∞ |q − 1|m ∥∥∇mq (R(f))∥∥ = 0. 
Soit Aq la sous-alge`bre de L
(C(Zp,K)) engendre´e par Zq et ∇q. On de´signe par Âq
l’adhe´rence de Aq dans l’alge`bre de Banach L
(C(Zp,K)) des endomorphismes line´aires
continus de C(Zp,K).
Proposition 3.2.2. La sous-alge`bre Aq de L
(C(Zp,K)), en tant qu’espace vectoriel ad-
met (Ziq∇jq)i≥0,j≥0 comme base. C’est un mode`le de l’alge`bre de Weyl quantique a` deux
inde´termine´es.
De´monstration. Rappelons que ∇jq(Cn) = (q − 1)−jq
j(j+1)
2
−jnCn−j , ∀j ≤ n et
∇jq(Cn) = 0, ∀j > n (Lemme 1.0.7).
On de´duit de Proprie´te´s 3.2.1 que la famille (Ziq∇jq)i≥0,j≥0 est une famille ge´ne´ratrice de
Aq. Il reste donc a` montrer que (Ziq∇jq)i≥0,j≥0 est une famille libre.
Soit Rn,m =
m∑
j=0
n∑
i=0
bi,jZ
i
q∇jq ∈ Aq. Supposons que Rn,m = 0, on obtient
0 = Rn,m(C0)(x) =
n∑
i=0
bi,0q
ix.
D’autre part, on de´duit du Lemme 1.0.7 que, pour tout k ≥ 0, ∇kq (qkx) = (i)q! et
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∇kq (qix) = 0, pour tout i < k. On obtient donc 0 = ∇nq (Rn,m(C0)) = bn,0(n)q!. Comme
(n)q! 6= 0, on a bn,0 = 0. De proche en proche, on obtient bi,0 = 0, ∀0 ≤ i ≤ n. De la meˆme
manie`re, appliquant Rn,m a` C1, on obtient, bi,1 = 0, pout tous entier i, 0 ≤ i ≤ n. Ainsi,
en appliquant successivement Rn,m aux Cj , 0 ≤ j ≤ m, on voit que, pour tous entiers i et
j, tels que 0 ≤ i ≤ n et 0 ≤ j ≤ m, on a bi,j = 0.
D’ou` l’on de´duit que la famille (Ziq∇jq)i≥0,j≥0 est libre. 
On a un e´nonce´ meilleur que la Proposition 3.2.2.
Ce qui indique en contraste une diffe´rence majeure avec la re´alisation du plan quantique.
The´ore`me 3.2.3. La famille d’ope´rateurs line´aires continus (Qi(Zq)∇jq)i≥0,j≥0 est une
famille orthogonale dans L
(C(Zp,K)), telle que ∥∥∥Qi(Zq)∇jq∥∥∥ = |q − 1|−j, ∀i ≥ 0, ∀j ≥ 0.
C’est une base orthogonale de l’adhe´rence Âq dans L
(C(Zp,K)) de l’alge`bre de Weyl quan-
tique Aq.
De´monstration. Nous avons de´montrer au Chapitre 1 que
∇jq(Cn) = (q − 1)−jq
j(j+1)
2
−jnCn−j , ∀j ≤ n et ∇jq(Cn) = 0, ∀j > n (Lemme 1.0.7).
On obtient donc Qi(Zq)∇jq(Cn)(x) = (q − 1)−jq
j(j+1)
2
−jnCi(x)Cn−j(x), ∀n ≥ j et
Qi(Zq)∇jq(Cn)(x) = 0, ∀n < j. On en de´duit que
∥∥∥Qi(Zq)∇jq∥∥∥ ≤ 1|q − 1|j .
D’autre part Qi(Zq)∇jq(Cj)(i) = (q − 1)−jq−
j(j−1)
2 (Ci)(i) = (q − 1)−jq−
j(j−1)
2 . Donc
|q − 1|−j =
∣∣∣Qi(Zq)∇jq(Cj)(i)∣∣∣ ≤ ∥∥∥Qi(Zq)∇jq∥∥∥. On en de´duit que ∥∥∥Qi(Zq)∇jq∥∥∥ = 1|q − 1|j .
Montrons maintenant que (Qi(Zq)∇jq)i≥0,j≥0 est une famille orthogonale.
Conside´rons l’ope´rateur Rn,m =
m∑
j=0
n∑
i=0
bi,jQi(Zq)∇jq. On obtient
‖Rn,m‖ ≤ max
0≤j≤m
max
0≤i≤n
|bi,j |
∥∥Qi(Zq)∇jq∥∥ = max
0≤j≤m
max
0≤i≤n
|bi,j |
|q − 1|j .
Montrons que max
0≤j≤m
max
0≤i≤n
|bi,j |
|q − 1|j ≤ ‖Rn,m‖. On a Rn,m(C0) =
n∑
i=0
bi,0Ci. Puisque
(Cn)n≥0 est une base orthonormale de C(Zp,K), on a ‖Rn,m(C0)‖ = max
0≤i≤n
|bi,0| et
max
0≤i≤n
|bi,0| ≤ ‖Rn,m‖.
D’autre part, Rn,m −
n∑
i=0
bi,0Qi(Zq) =
m∑
j=1
n∑
i=0
bi,jQi(Zq)∇jq. Donc(
Rn,m −
n∑
i=0
bi,0Qi(Zq)
)
(C1) =
n∑
i=0
bi,1(q − 1)−1Ci et
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max
0≤i≤n
∣∣∣∣ bi,1q − 1
∣∣∣∣ =
∥∥∥∥∥(Rn,m −
n∑
i=0
bi,0Qi(Zq)
)
(C1)
∥∥∥∥∥ ≤ ‖Rn,m‖.
Supposons que max
0≤j≤m−1
max
0≤i≤n
|bi,j |
|q − 1|j ≤ ‖Rn,m‖. On obtient(
Rn,m −
m−1∑
j=0
n∑
i=0
bi,jQi(Zq)∇jq
)
(Cm) =
n∑
i=0
bi,m(q − 1)−mq−
m(m−1)
2 Ci et∥∥∥∥∥∥
(
Rn,m −
m−1∑
j=0
n∑
i=0
bi,jQi(Zq)∇jq
)
(Cm)
∥∥∥∥∥∥ = max0≤i≤n |bi,m| |q − 1|−m. Donc
max
0≤i≤n
|bi,m|
|q − 1|m ≤ ‖Rn,m‖. D’ou` max0≤j≤m max0≤i≤n
|bi,j |
|q − 1|j ≤ ‖Rn,m‖ et (Qi(Zq)∇
j
q)i≥0,j≥0 est
une base orthogonale de Aq. Comme Aq est dense dans Âq, il vient que (Qi(Zq)∇jq)i≥0,j≥0
est une base orthogonale de Âq. 
Notons que Âq, e´tant l’adhe´rence d’une sous-alge`bre est une sous-alge`bre ferme´e de
L
(C(Zp,K)).
Les e´le´ments deAq, a` l’instar de ceux de l’alge`bre deWeyl classique, peuvent s’interpre´ter
comme ope´rateurs q-diffe´rentiels. Quant aux e´le´ments de Âq, ils peuvent eˆtre vus comme
ope´rateurs pseudo-q-diffe´rentiels. Plus pre´cisement, on a:
Corollaire. Conside´rons, dans L
(C(Zp,K)) le sous-espace vectoriel
Γq(Zp,K){∇q} = {S =
∑
n≥0
Rn(Zq)∇nq , Rn(Zq) ∈ Γq(Zp,K),
lim
n→+∞ ‖Rn(Zq)‖ |q − 1|
−n = 0}. Alors Γq(Zp,K){∇q} = Âq.
De´monstration. Il est clair que Γq(Zp,K) est une sous-alge`bre ferme´e Âq. Con-
side´rons S =
∑
n≥0
Rn(Zq)∇nq ∈ Γq(Zp,K){∇q}. Pour tout entier n ≥ 0, Rn(Zq)∇nq est un
e´le´ment de Âq. Ainsi les sommes Sm =
m∑
n=0
Rn(Zq)∇nq sont des e´le´ment de Âq. Puisque
‖S − Sm‖ =
∥∥∥∥∥∥
∑
n≥m+1
Rn(Zq)∇nq
∥∥∥∥∥∥ ≤ supn≥m+1 ‖Rn(Zq)‖ |q − 1|−n, on a limm→+∞ ‖S − Sm‖ = 0
et S ∈ Âq.
Reciproquement, soit S =
∑
n≥0
∑
m≥0
bn,mQm(Zq)∇nq un e´le´ment de Âq. La famille
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(
bn,mQm(Zq)∇nq
)
n,m
e´tant sommable, sa limite est e´gale a` ze´ro suivant le filtre de Fre´chet
de N× N.
Pour tout nombre re´el ε > 0, il existe une partie finie Jε ⊂ N × N, tel que pour tout
(n,m) /∈ Jε, on a |bn,m| |q − 1|−n = ‖bn,mQm(Zq)‖
∥∥∇nq ∥∥ = ∥∥bn,mQm(Zq)∇nq ∥∥ < ε.
Posons mε = max{m ∈ N / (n,m) ∈ Jε} et nε = max{n ∈ N / (n,m) ∈ Jε}.
Fixons n dans N. Pour tout entier m > mε, on a (n,m) /∈ Jε et |bn,m| |q − 1|−n < ε.
On voit ainsi que lim
m→+∞ |bn,m| = 0. On de´finit donc un e´le´ment de Γq(Zp,K) en posant
Rn(Zq) =
∑
m≥0
bn,mQm(Zq).
De plus, on a ‖Rn(Zq)‖ |q − 1|−n = sup
m≥0
|bn,m| |q − 1|−n =
= max( max
0≤m≤mε
|bn,m| |q − 1|−n , sup
m>mε
|bn,m| |q − 1|−n).
Mais d’une part sup
m>mε
|bn,m| |q − 1|−n ≤ ε et d’autre part, pour n > nε, comme
(n,m) /∈ Jε, on a max
0≤m≤mε
|bn,m| |q − 1|−n < ε. Il vient que∥∥Rn(Zq)∇nq ∥∥ = sup
m≥0
|bn,m| |q − 1|−n ≤ ε de`s que n > nε.
En d’autres termes, lim
n→+∞Rn(Zq)∇
n
q = 0. On en de´duit que
S =
∑
n≥0
∑
m≥0
bn,mQm(Zq)∇nq =
∑
n≥0
Rn(Zq)∇nq ∈ Γq(Zp,K){∇q} et l’on a de´montre´ que
Γq(Zp,K){∇q} = Âq. 
CHAPITRE 4
4. Sur les fonctions strictement diffe´rentiables sur Zp
Soit K un sur-corps value´ complet de Qp. Soit f une fonction continue de Zp dans K et
soit Φ1f la fonction des quotients aux diffe´rences de´finie, pour x 6= y par
Φ1f(x, y) =
f(x)− f(y)
x− y . Rappelons que f est strictement diffe´rentiable si et seulement
si Φ1f peut eˆtre prolonge´es en une fonction continue Φ˜1f sur Zp × Zp. On de´signe par
C1(Zp,K) l’ensemble des fonctions strictement diffe´rentiables de Zp dans K. On de´finit
une norme ‖ ‖1 sur C1(Zp,K) en posant ‖f‖1 = max(‖f‖ , ‖Φ1f‖), ou` ‖ ‖ est la norme
de la convergence uniforme et ‖Φ1f‖ = sup
x 6=y
|Φ1f(x, y)|. De plus (C1(Zp,K), ‖ ‖1) est un
K-espace de Banach et meˆme une K-alge`bre de Banach.
Soit f =
∑
n≥0
anBn le de´veloppement de la fonction continue f : Zp −→ K dans la
base de Mahler (Bn)n≥0. On sait que f est strictement diffe´rentiable si et seulement si
lim
n→+∞n |an| = 0. On voit que ‖f‖1 = max(|f(0)| , ‖Φ1f‖).
Soit q ∈ K tel que |q − 1| < 1. Comme au Chapitre 3, nous posons Cn,q = Cn les
e´le´ments de la q-base de Mahler. Soit f =
∑
n≥0
anCn le q-de´veloppement de Maler de la
fonction f . Dans ce chapitre, nous donnons des conditions ne´cessaires et suffisantes sur les
coefficients an pour que f soit strictement diffe´rentiable. Nous verrons que ces conditions
sont e´quivalentes a` celle du de´veloppement dans la base de Mahler.
A cause de sa spe´cificite´, le cas q racine de l’unite´ ne´cessite un traitement particulier.
Nous rappelons que l’espace P des fonctions q-polynomiales est dense dans C(Zp,K),
lorsque q est non racine de l’unite´.
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4.1 Le cas q non racine de l’unite´
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Rappelons que, pour |q − 1| < 1, la
se´rie logp(q) =
∑
j≥1
(−1)j−1 (q − 1)
j
j
converge dans K, donc
∣∣logp(q)∣∣ ≤ max
j≥1
|q − 1|j
|j| .
On pose ρ = sup
j≥1
|q − 1|j
|j| .
Soit n un entier positif et soit n = a0+a1p+ · · ·+ak−1pk−1+akpk, son de´veloppement
en base p, avec ak 6= 0 et 0 ≤ ai ≤ p− 1. On a k(n) =
[ log(n)
log(p)
]
et n/p < pk(n) ≤ n.
Posons γ0 = 1 et γn = ak(n)pk(n), pour n ≥ 1; on a |γn| = |p|k(n).
Pour n ≥ 1, on pose δn = max
1≤j≤n
1
|qj − 1| . On a min1≤j≤n
∣∣qj − 1∣∣ = min
0≤s≤k(n)
∣∣qps − 1∣∣.
Or, pour 0 ≤ s ≤ k(n), on a qpk(n) − 1 = (qps)pk(n)−s − 1 = (qps − 1)
pk(n)−s∑
i=0
qip
s
et∣∣∣qpk(n) − 1∣∣∣ ≤ ∣∣qps − 1∣∣. On de´duit donc que min
1≤j≤n
∣∣qj − 1∣∣ = ∣∣∣qpk(n) − 1∣∣∣.
Conclusion: Pour n ≥ 1, δn = 1∣∣qpk(n) − 1∣∣ donc limn→+∞ δn = +∞.
De plus, si q est tel que |q − 1| < |p| 1p−1 (par exemple lorsque q ∈ 1+ pZp), on sait que
|qx − 1| = |q − 1| |x|, ∀x ∈ Zp. Donc min
1≤j≤n
∣∣qj − 1∣∣ = ∣∣∣qpk(n) − 1∣∣∣ = |q − 1| |p|k(n). D’ou`
δn =
1
|q − 1| |p|k(n)
=
1
|q − 1| |γn| .
Dans la suite de ce paragraphe, nous supposons que q est non racine de l’unite´.
De´finition 4.1.1. Soit X une partie non vide de K sans point isole´.
Conside´rons la fonction f : X −→ K. On dit que f est diffe´rentiable en a ∈ X si
lim
x→a
x 6=a
f(x)− f(a)
x− a = f
′(a) existe et f est diffe´rentiable sur X si elle est diffe´rentiable en
tout point x ∈ X.
Soit Φ1f la fonction des quotients aux diffe´rences de la fonction f de´finie sur X×X\∆(X)
par Φ1f(x, y) =
f(x)− f(y)
x− y , ou` ∆(X) = {(x, x), x ∈ X}. On dit que f est strictement
diffe´rentiable si Φ1f peut eˆtre prolonge´e en une fonction continue Φ˜1f sur X ×X.
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The´ore`me 4.1.1. ( W. H. Schikhof)
Soit f une fonction continue de Zp dans K et soit f =
∑
n≥0
anBn son de´veloppement de
Mahler.
(i) Alors f est strictement diffe´rentiable si et seulement si
lim
n→+∞n |an| = limn→+∞ |an| |γn|
−1 = 0.
(ii) Si f est strictment diffe´rentiable, alors ‖f‖1 = maxn≥0 |an| |γn|
−1.
(iii) La suite de fonctions (γnBn)n≥0 est une base orthonormale de C1(Zp,K).
De´monstration. Voir [33] Theorem 53.5. 
Nous allons montrer que pour le q-de´veloppement de Mahler, on a des resultats sem-
blables au The´ore`me 4.1.1.
Rappelons que l’on de´signe par εq la fonction continue de´finie de Zp dans K par
εq(x) = qx. On de´finit la fonction ψ par ψ(x) =
qx − 1
x
=
∑
n≥1
(q − 1)n
n
Bn−1(x− 1), pour
x 6= 0 et ψ(0) = logp(q).
Lemme 4.1.1. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1.
• La fonction ψ est une fonction continue de norme ‖ψ‖ = ρ.
De plus, la fonction εq est strictement diffe´rentiables, de de´rive´e ε′q = logp(q)εq.
•• Soit x et y deux e´le´ment de Zp, x 6= y. On a
Φ1Cn(x, y) = ψ(x− y)
n−1∑
s=0
q−s(n−s)
qn−1 − 1q
y(n−s)Cs(y)Cn−s−1(x− y − 1).
De´monstration. Montrons que ψ est une fonction continue de norme ‖ψ‖ = ρ.
Pour x 6= 0, on a ψ(x) = q
x − 1
x
=
∑
n≥1
(q − 1)n
n
Bn−1(x − 1). Rappelons que pour tout
entier positif k, on a Bk(−1) = (−1)k. On en de´duit que lim
x→0
qx − 1
x
= logp(q) et ψ est
continue.
De plus, puisque ψ(x + 1) =
∑
n≥0
(q − 1)n+1
n+ 1
Bn(x) et (Bn)n≥0 est une base orthonormale
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de C(Zp,K), on obtient ‖ψ‖ = sup
x∈Zp
|ψ(x+ 1)| = sup
n≥1
|q − 1|n
|n| = ρ. On en de´duit que, pour
tout x ∈ Zp, limz→x
y→x
εq(z)− εq(y)
z − y = limz→x
y→x
qyψ(z − y) = qx logp(q). Donc εq est strictement
diffe´rentiable de fonction de´rive´e ε′q = logp(q).εq.
Soit x et y deux e´le´ment de Zp, tels que x 6= y. On de´duit du The´ore`me 1.0.4 que
Cn(x)−Cn(y) = Cn(y+x−y)−Cn(y) =
n−1∑
s=0
q−s(n−s)qy(n−s)Cs(y)Cn−s(x−y). Pour l ≥ 1,
x, y ∈ Zp, x 6= y, on a Cl(x− y)
x− y =
qx−y − 1
x− y
1
ql − 1
(qx−y−1 − 1) . . . (qx−y−1 − ql−2)
(ql−1 − 1) . . . (ql−1 − ql−2) =
=
1
ql − 1ψ(x− y)Cl−1(x− y − 1). D’ou` l’on de´duit que Φ1Cn(x, y) =
Cn(x)− Cn(y)
x− y =
= ψ(x−y)
n−1∑
s=0
q−s(n−s)
qn−s − 1q
y(n−s)Cs(y)Cn−s−1(x−y− 1). 
Lemme 4.1.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit n un entier
positif, Cn est une fonction strictement diffe´rentiable de fonction de´rive´e
C ′n = logp(q)
n−1∑
s=0
(−1)n−s−1 q
−(n−s)(n+s−1)
2
qn−s − 1 q
x(n−s)Cs.
De´monstration. En effet, par de´finition C0(x) = 1 et pour n ≥ 1,
Cn(x) =
(qx − 1) . . . (qx − qn−1)
(qn − 1) . . . (qn − qn−1) . Donc Cn est strictement diffe´rentiable. Nous rappelons
que, pour tout entier k positif, Ck(−1) = (−1)kq
−k(k+1)
2 . En appliquant le Lemme 4.1.1, on
obtient C ′n(x) = logp(q)
n−1∑
s=0
(−1)n−s−1 q
−(n−s)(n+s−1)
2
qn−s − 1 q
x(n−s)Cs(x) = Φ˜1Cn(x, x). 
Lemme 4.1.3. Soit En l’espace vectoriel des q-polynoˆmes de q-degre´ ≤ n. La famille de
fonctions (q(n−s)xCs(x))0≤s≤n est une base orthonormale de En.
De plus, ‖C ′n‖ =
∣∣logp(q)∣∣ δn.
De´monstration. Pour 0 ≤ s ≤ n, on a ∥∥q(n−s)xCs∥∥ = ‖Cs‖ = 1.
Soit h(x) =
n∑
s=0
asq
(n−s)xCs(x), on a ‖h‖ ≤ max
0≤s≤n
|as|.
Montrons que max
0≤s≤n
|as| ≤ ‖h‖.
On a h(0) = a0 =⇒ |a0| = |h(0)| ≤ ‖h‖. De plus h(1) = a0 + qn−1a1. Donc
h(1)− a0 = a1qn−1 et |a1| =
∣∣a1qn−1∣∣ = |h(1)− a0| ≤ max(|h(1)| , |a0|) ≤ ‖h‖.
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Par re´currence, supposons que max
0≤s≤n−1
|as| ≤ ‖h‖. On a
h(x)−
n−1∑
s=0
asq
(n−s)xCs(x) = anCn(x) et
(
h−
n−1∑
s=0
asq
(n−s)xCs
)
(n) = anCn(n) = an.
Donc |an| ≤ max(‖h‖ , max
0≤s≤n−1
|as|) et ‖h‖ = max
0≤s≤n
|as|.
Puisque l’espace vectoriel En est de dimension n+1, il vient que (q(n−s)xCs)0≤s≤n est une
base orthonormale de En.
D’autre part, puisque C ′n(x) = logp(q)
n−1∑
s=0
(−1)n−s−1 q
−(n−s)(n+s−1)
2
qn−s − 1 q
(n−s)xCs(x), on voit
que ‖C ′n‖ =
∣∣logp(q)∣∣ max
0≤s≤n−1
∣∣∣∣∣q−(n−s)(n−s−1)/2qn−s − 1
∣∣∣∣∣ = ∣∣logp(q)∣∣ max1≤j≤n 1|qj − 1| = ∣∣logp(q)∣∣ δn. 
Lemme 4.1.4. La famille de fonctions (qixCj(x)Ci(y))i≥0,j≥0 est une base orthonormale
de l’espace C(Zp × Zp,K) des fonctions continues de Zp × Zp a` valeurs dans K.
De´monstration. Il est e´vident que, pour tout i, j ∈ N, sup
x,y
∣∣qixCj(x)Ci(y)∣∣ = 1. Soit
Un,m le sous-space des fonctions continues θ : Zp × Zp −→ K, telles que
θ(x, y) =
n∑
i=0
m∑
j=0
ai,jq
ixCj(x)Ci(y), ai,j ∈ K. On a ‖θ‖ ≤ max
0≤i≤n
0≤j≤m
|ai,j |.
Montrons que max
0≤i≤n
0≤j≤m
|ai,j | ≤ ‖θ‖. On a θ(0, 0) = a0,0 =⇒ |a0,0| ≤ ‖θ‖.
Supposons, par double re´currence que max
0≤i≤n
0≤j≤m−1
|ai,j | ≤ ‖θ‖ et max
0≤i≤n−1
|ai,m| ≤ ‖θ‖. On
obtient
(
θ −
n∑
i=0
m−1∑
j=0
ai,jq
ixCjCi −
n−1∑
i=0
ai,mq
ixCmCi
)
(x, y) = an,mqnxCm(x)Cn(y) et
(
θ −
n∑
i=0
m−1∑
j=0
ai,jq
ixCjCi −
n−1∑
i=0
ai,mq
ixCmCi
)
(m,n) = an,mqnm. Donc
|an,m| ≤ max(‖θ‖ , max≤i≤n
0≤j≤m−1
|ai,j | , max
0≤i≤n−1
|ai,m|) = ‖θ‖ et ‖θ‖ = max
0≤i≤n
0≤j≤m
|ai,j |. D’ou` l’on
de´duit que (qixCj(x)Ci(y))0≤i≤n,0≤j≤m est une base orthonormale de Un,m.
Puisque P est dense dans C(Zp,K) et C(Zp × Zp,K) est isome´triquement isomorphe a`
C(Zp,K)⊗̂C(Zp,K), l’espace Un,m est dense dans C(Zp × Zp,K). On en de´duit que
(qixCj(x)Ci(y))i≥0,j≥0 est une base orthonormale de C(Zp×Zp,K). 
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Remarque 4.1.1. Conside´rons l’ope´rateur ϑq de multiplication par qx de l’espace
C(Zp × Zp,K) de´fini, pour toute fonction continue f e´le´ment de C(Zp × Zp,K),
(x, y) ∈ Zp × Zp, par ϑq(f)(x, y) = qxf(x, y). Comme l’ope´rateur Zq de multiplica-
tion par qx dans l’espace de Banach C(Zq,K), l’ope´rateur ϑq est un automorphisme
line´aire isome´trique de l’espace de Banach C(Zp × Zp,K). On de´duit du Lemme 4.1.4,
que (q(i+1)xCj(x)Ci(y))i≥0,j≥0 est une base orthonormale C(Zp × Zp,K).
Lemme 4.1.5. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1, alors∣∣logp(q)∣∣ δn ≤ ‖Φ1Cn‖ ≤ ρδn.
De plus, si |q − 1| < |p| 1p−1 , on a ‖Φ1Cn‖ = |q − 1| δn = pk(n).
De´monstration.
• Comme ‖C ′n‖ =
∣∣logp(q)∣∣ δn ( Lemme 4.1.3), on voit que ∣∣logp(q)∣∣ δn ≤ ‖Φ1Cn‖.
D’autre part, on de´duit du Lemme 1.0.9 que |Φ1Cn(x, y)| ≤ |q
x−y − 1|
|x− y|
1∣∣qpk(n) − 1∣∣ ≤ ρδn.
•• Supposons que |q − 1| < |p| 1p−1 , puisque |(x− y)q| = |x− y| ( Lemme 1.0.8 (ii)), on
obtient
|qx−y − 1|
|x− y| =
|(x− y)q|
|x− y| |q − 1| = |q − 1|. D’ou` l’on de´duit que
‖Φ1Cn‖ = |q − 1| δn = |γn|−1 = pk(n). 
N.B.: Pour n ≥ 1, on a Cn(0) = 0, donc ‖Cn‖1 = ‖Φ1Cn‖. Notons que ‖C0‖1 = 1.
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. On pose m(ψ) = inf
x∈Zp
|qx − 1|
|x| .
On a 0 < m(ψ) ≤ ∣∣logp(q)∣∣.
The´ore`me 4.1.2. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit
f =
∑
n≥0
anCn ∈ C(Zp,K) le q-de´veloppement de la fonction f .
(i) Alors f est strictement diffe´rentiable si et seulement si lim
n→+∞ δn |an| = 0.
De plus, on a m(ψ) sup
n≥1
|an| δn ≤ ‖Φ1f‖ ≤ ρ sup
n≥1
|an| δn.
(ii) Si q est tel que |q − 1| < |p| 1p−1 , alors ‖Φ1f‖ = |q − 1| sup
n≥1
|an| δn = sup
n≥1
pk(n) |an| .
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De´monstration. Soit f =
∑
n≥0
anCn le q-de´veloppement de la fonction f . On de´duit
de la de´finition des quotients aux diffe´rences de la fonction f que
Φ1f(x, y) =
∑
n≥1
anΦ1Cn(x, y).
-(a)- Rappelons que pour n ≥ 1, la fonction Cn est strictement diffe´rentiable avec∥∥∥Φ˜1Cn∥∥∥ = ‖Φ1Cn‖ ≤ ρδn.
• Supposons que lim
n→+∞ |an| δn = 0. Puisque |an|
∥∥∥Φ˜1Cn∥∥∥ ≤ ρδn |an|, on obtient
lim
n→+∞ |an|
∥∥∥Φ˜1Cn∥∥∥ = lim
n→+∞ ρ |an| δn = 0 et la suite de fonctions
∑
n≥1
anΦ˜1Cn con-
verge uniforme´ment sur Zp × Zp vers une fonction continue dont la restriction a`
Zp × Zp \∆(Zp) est e´gale a` Φ1f . Donc f est strictement diffe´rentiable.
•• Reciproquement, supposons que f =
∑
n≥0
anCn soit strictement diffe´rentiable,
c’est-a`-dire que Φ1f peut s’e´tendre a` une fonction continue Φ˜1f sur Zp × Zp. Pour
x 6= y, on a Φ1f(x, y) =
∑
n≥1
an
n−1∑
s=0
q(y−s)(n−s)
qn−s − 1 ψ(x− y)Cs(y)Cn−s−1(x− y − 1) =
= ψ(x− y)
∑
s≥0
∑
t≥0
at+s+1q
−s(t+1)
qt+1 − 1 q
y(t+1)Cs(y)Ct(x− y − 1).
En particulier, pour y 6= −1, on a
Φ1f(x+ y + 1, x) = ψ(y + 1)
∑
s≥0
∑
t≥0
as+t+1q
−s(t+1)
qt+1 − 1 q
x(t+1)Cs(x)Ct(y).
Notons que la fonction continue ψ ne s’annule pas sur Zp. Donc
1
ψ(y + 1)
Φ˜1f(x+ y+ 1, x) est une fonction continue de Zp ×Zp dans K. Puisque la
famille de fonctions (qx(t+1)Cs(x)Ct(y))s≥0,t≥0 est une base orthonormale de
C(Zp × Zp,K) (Remarque 4.1.1), on obtient
1
ψ(y + 1)
Φ˜1f(x + y + 1, x) =
∑
s,t
bs,tq
x(t+1)Cs(x)Ct(y), avec lim
s+t→+∞ bs,t = 0 et
sup
(x,y)
∣∣∣∣ 1ψ(y + 1)Φ˜1f(x+ y + 1, x)
∣∣∣∣ = sup
s,t
|bs,t|.
D’autre part, pour y 6= −1, on a
1
ψ(y + 1)
Φ˜1f(x+ y + 1, x) =
∑
s≥0
∑
t≥0
as+t+1
qt+1 − 1q
(x−s)(t+1)Cs(x)Ct(y), il vient que
bs,t =
as+t+1q
−s(t+1)
qt+1 − 1 . On en de´duit que
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sup
(y,x)
∣∣∣∣ 1ψ(y + 1)Φ˜1f(x+ y + 1, x)
∣∣∣∣ = sup
s,t
∣∣as+t+1q−s(t+1)∣∣
|qt+1 − 1| =
= sup
n≥1
sup
s+t+1=n
|as+t+1|
|qt+1 − 1| = supn≥1 |an| sups+t+1=n
1
|qt+1 − 1| = supn≥1 |an| δn.
De plus, on a 0 = lim
s+t→+∞ |bs,t| = lims+t→+∞ maxs+t+1=n |bs,t| =
= lim
n→+∞ |an| maxs+t+1=n
1
|qt+1 − 1| = limn→+∞ |an| δn. Il vient que
sup
n≥1
|an| δn = sup
(y,x)
∣∣∣∣ 1ψ(y + 1)Φ˜1f(x+ y + 1, x)
∣∣∣∣ ≤ ∥∥∥∥ 1ψ
∥∥∥∥∥∥∥Φ˜1f∥∥∥ = ∥∥∥∥ 1ψ
∥∥∥∥ ‖Φ1f‖ .
Puisque la fonction continue ψ ne s’annule pas sur Zp, on voit que
m(ψ) = inf
x∈Zp
|ψ(x)| = min
x∈Zp
|ψ(x)| > 0. D’ou` l’on en de´duit que∥∥∥∥ 1ψ
∥∥∥∥ = sup
x∈Zp
1
|ψ(x)| =
1
inf
x∈Zp
|ψ(x)| =
1
m(ψ)
etm(ψ) sup
n≥1
|an| δn ≤ ‖Φ1f‖ ≤ ρ sup
n≥1
|an| δn.
-(b)- Supposons que |q − 1| < |p| 1p−1 , alors ∣∣logp(q)∣∣ = |q − 1|.
De plus, pour x ∈ Zp,
∣∣x logp(q)∣∣ < |p| 1p−1 et qx = exp(logp(qx)) = exp(x logp(q)).
On en de´duit que |qx − 1| = ∣∣exp(x logp(q))− 1∣∣ = ∣∣x logp(q)∣∣ = |x| ∣∣logp(q)∣∣. Ainsi
pour x 6= 0, on obtient |q
x − 1|
|x| =
∣∣logp(q)∣∣, et m(ψ) = ∣∣logp(q)∣∣ = |q − 1| = ρ. Donc
‖Φ1f‖ = |q − 1| sup
n≥1
|an| δn = sup
n≥1
pk(n) |an|. 
Corollaire 1. Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1 et soit f : Zp −→ K
une fonction continue de q-de´veloppement f =
∑
n≥0
anCn ∈ C(Zp,K). Alors f est stricte-
ment diffe´rentiable si et seulement si lim
n→+∞n |an| = 0.
De´monstration. On a ψ(pk(n)) =
qp
k(n) − 1
pk(n)
, ∀n ≥ 1 et
lim
n→+∞ψ(p
k(n)) = lim
n→+∞
qp
k(n) − 1
pk(n)
= logp(q). Puisque logp(q) 6= 0, il existe un entier n0 tel
que, pour tout entier n ≥ n0, on ait
∣∣∣qpk(n) − 1∣∣∣
|p|k(n)
=
∣∣logp(q)∣∣. Donc δn = 1∣∣qpk(n) − 1∣∣ =
=
pk(n)∣∣logp(q)∣∣ , ∀n ≥ n0. On de´duit du The´ore`me 4.1.2 que f est strictement diffe´rentiable
si et seulement si
1∣∣logp(q)∣∣ lim→+∞ |an| pk(n) = limn→+∞ δn |an| = 0. Ce qui e´quivaut a`
lim
n→+∞ p
k(n) |an| = 0 et a` lim
n→+∞n |an| = 0. 
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N.B.: Le Corollaire 1, qui est une q-version du The´ore`me 4.1.1, contient la condition
ne´cessaire donne´e par T. Kim et al. pour le cas ou` |q − 1| < |p| 1p−1 .
Corollaire 2. Soit f =
∑
n≥0
anCn une fonction continue. Si f est strictement diffe´rentiable,
alors f est telle que max(|a0| ,m(ψ) sup
n≥1
|an| δn) ≤ ‖f‖1 ≤ max(|a0| , ρ sup
n≥1
|an| δn).
De plus, si |q − 1| < |p| 1p−1 , on a ‖f‖1 = sup
n≥0
|an| |γn|−1. Dans ces conditions, posant
α0 = 1 et αn = (pk(n))q, pour n ≥ 1, la famille (αnCn)n≥0 devient une base orthonormale
de (C1(Zp,K), ‖ ‖1).
De´monstration. On de´duit du The´ore`me 4.1.2, que m(ψ) sup
n≥1
|an| δn ≤ ‖Φ1f‖ ≤
≤ ρ sup
n≥1
|an| δn. Donc max(|a0| ,m(ψ) sup
n≥1
|an| δn) ≤ ‖f‖1 ≤ max(|a0| , ρ sup
n≥1
|an| δn).
De plus, si |q − 1| < |p| 1p−1 , on obtient m(ψ) = |q − 1| = ρ et
max(|a0| , |q − 1| sup
n≥1
|an| δn) ≤ ‖f‖1 ≤ max(|a0| , |q − 1| sup
n≥1
|an| δn). Il vient que
‖f‖1 = max(|a0| , |q − 1| sup
n≥1
|an| δn) = max(|a0| , sup
n≥1
|an| |γn|−1) = sup
n≥0
|an| |γn|−1,
(γ0 = 1).
D’autre part, on a f =
∑
n≥0
an(αn)−1(αnCn). Puisque ‖Cn‖1 = |γn|−1 et |αn| =
∣∣(pk(n))q∣∣ =
=
∣∣pk(n)∣∣ = |γn|, on obtient ‖αnCn‖1 = |αn| ‖Cn‖1 = 1. On de´duit donc que
‖f‖1 = sup
n≥0
|an| |γn|−1 = sup
n≥0
|an| |αn|−1 et (αnCn)n≥0 est une base orthonormale de
C1(Zp,K). 
Remarque 4.1.2. On sait que l’ope´rateur de de´rivation est un ope´rateur line´aire et con-
tinu de C1(Zp,K) dans C(Zp,K). De plus, si f =
∑
n≥0
anCn est strictement diffe´rentiable,
on obtient f ′(x) =
∑
n≥0
anC
′
n(x) =
∑
n≥1
an logp(q)
n−1∑
s=0
q−s(n−s)
qn−s − 1q
x(n−s)Cs(x)Cn−s−1(−1).
Comme Ck(−1) = (−1)kq
−k(k+1)
2 , posant t = n− s− 1, on voit que
f ′ = logp(q)
∑
n≥1
an
∑
s+t+1=n
(−1)t q
−(t+1)(t+2s)/2
qt+1 − 1 q
x(t+1)Cs(x).
En particulier, f ′(0) = logp(q)
∑
t≥0
(−1)tat+1 q
−t(t+1)/2
qt+1 − 1 .
De fac¸on ge´ne´rale, pour m ∈ N, on a
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f ′(m) = logp(q)
m∑
s=0
(
m
s
)
q
∑
t≥0
(−1)tas+t+1 q
−(t+1)(t+2s−2m)/2
qt+1 − 1 .
D’autre part, K. Conrad donne dans [4] le q-de´veloppement de la fonction de´rive´e f ′ d’une
fonction diffe´rentiable f . Toute fonction strictement diffe´rentiable e´tant diffe´rentiable, ce
q-de´veloppement reste vrai pour les fonctions strictement diffe´rentiables.
• Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Soient f : Zp −→ K
une fonction continue et x un e´le´ment de Zp. Rappelons que l’ope´rateur Zq est de´fini
par Zq(f)(x) = qxf(x). Nous avons de´signe´ par Γq(Zp,K), la sous-alge`bre ferme´e de
l’alge`bre L
(C(Zp,K)) des endomorphismes line´aires continus de C(Zp,K) dans C(Zp,K),
engendre´e par Zq. Nous avons montre´ que tout e´le´ment R de Γq(Zp,K) s’e´crit sous
la forme d’une se´rie uniforme´ment convergente R =
∑
n≥0
bnQn(Zq), avec lim
n→+∞ bn = 0
et ‖R‖ = sup
n≥0
|bn|, les Qn(Zq) e´tant des polynoˆmes en Zq de´finis par, Q0(Zq) = id et
Qn(Zq) =
(Zq − id) . . . (Zq − qn−1id)
(qn − 1) . . . (qn − qn−1) , ∀n ≥ 1. Nous donnons ici une condition ne´cessaire
et suffisante, sur les coefficients bn pour qu’un e´le´ment R =
∑
n≥0
bnQn(Zq) ∈ Γq(Zp,K)
laisse invariant l’espace C1(Zp,K) des fonctions strictement diffe´rentiables de Zp dans K.
The´ore`me 4.1.3. Soit R =
∑
n≥0
bnQn(Zq) un e´le´ment de Γq(Zp,K). Les proprie´te´s sui-
vantes sont e´quivalentes.
(i) L’ope´rateur R laisse invariant l’espace C1(Zp,K) des fonctions strictement diffe´ren-
tiables de Zp dans K.
(ii) lim
n→+∞n |bn| = 0
De´monstration. Soit R =
∑
n≥0
bnQn(Zq) un e´le´ment de Γ(Zp,K). Supposons que
lim
n→+∞n |bn| = 0. Alors, la fonction continueR(C0) =
∑
n≥0
bnCn est strictement diffe´rentiable
de Zp dans K. Ainsi, si f : Zp −→ K est une fonction strictement diffe´rentiable,
R(f) = f.
∑
n≥0
bnCn = f.R(C0), produit de deux fonctions strictement diffe´rentiables est
strictement diffe´rentiable.
Re´ciproquement, supposons, pour toute fonction strictement diffe´rentiable f : Zp −→ K,
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queR(f) est strictement diffe´rentiable. AlorsR(C0) =
∑
n≥0
bnCn est strictement diffe´rentiable.
Donc lim
n→+∞n |bn| = 0. 
4.2 Le cas q racine de l’unite´ d’ordre pN
Dans ce paragraphe, nous supposons que q ∈ K est une racine primitive de l’unite´ d’odre
pN , N ≥ 1, c’est-a`-dire que q est une racine pN -ie`me de l’unite´ et pour tout entier k < pN ,
qk 6= 1. Dans ces conditions, on a |q − 1| < 1.
Rappelons que la suite associe´e a` q forme´e des fonctions Cn,q = Cn constituant une base
orthonormale de C(Zp,K) est telle que pour tout entier n = m(n)pN + r(n) et tout
x = z(x)pN + l(x) ∈ Zp, on a Cn,q(x) = Cn(x) = Cr(n),q(l(x)).Bm(n)(z(x)), ou` Bm(n) est
le m(n)-ie`me polynoˆme binomial usuel.
Comme pour le cas q non racine de l’unite´, les fonctions de la q-base de Mahler sont
strictement diffe´rentiables. Plus pre´cisement on a:
Lemme 4.2.1. Soit q ∈ K, une racine primitive de l’unite´ d’odre pN . Alors
pk(n) ≤ ‖Φ1Cn‖ ≤ max(pN−1, pk(n)).
De´monstration.
On de´duit du Lemme 1.0.9 (ii) que ‖Φ1Cn‖ ≤ max(pN−1, pk(n)).
D’autre part, on a Φ1Cn(y + pk(n), y) =
1
pk(n)
n∑
s=1
q−s(n−s)Cs(pk(n))qsyCn−s(y). On voit,
comme dans la de´monstration du Lemme 4.1.3, que la suite de fonctions (qsyCn−s)0≤s≤n
est une famille orthonormale dans C(Zp,K). On en de´duit que
sup
y∈Zp
∣∣∣Φ1Cn(y + pk(n), y)∣∣∣ = pk(n) sup
1≤s≤n
∣∣∣Cs(pk(n))∣∣∣ = pk(n), car pk(n) ≤ n et
Cpk(n)(p
k(n)) = 1. D’ou` le lemme. 
Lemme 4.2.2. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN .
(i) Soit n un entier < pN , alors la n-ie`me fonction continue Cn,q = Cn de la q-base de
Mahler est strictement diffe´rentiable de fonction de´rive´e C ′n e´gale a` ze´ro.
(ii) Si n est un entier ≥ pN , alors la fonction Cn est une fonction strictement diffe´rentiable.
De plus, si n = m(n)pN + r(n), avec m(n) ≥ 1, 0 ≤ r(n) ≤ pN − 1 et
x = z(x)pN + l(x) ∈ Zp, 0 ≤ l(x) ≤ pN − 1, la fonction de´rive´e C ′n de Cn est telle
que C ′n(x) =
1
pN
B′m(n)(z(x))Cr(n)(l(x)), ou` B
′
m(n) =
m(n)−1∑
i=0
(−1)m(n)−i−1
m(n)− i Bi.
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De´monstration. Soient x = z(x)pN + l(x), 0 ≤ l(x) ≤ pN − 1, y = ζ(y)pN + l(y),
0 ≤ l(y) ≤ pN − 1 et soit n = m(n)pN + r(n), 0 ≤ r(n) ≤ pN − 1. On obtient
x− y = (z(x)− ζ(y))pN + (l(x)− l(y)).
Il est clair que
∣∣(z(x)− ζ(y))pN ∣∣ = p−N |z(x)− ζ(y)| ≤ p−N et pour l(x) 6= l(y), on a∣∣pN−1∣∣ ≤ |l(x)− l(y)| et ∣∣(z(x)− ζ(y))pN ∣∣ < |x− y|, on en de´duit que, pour l(x) 6= l(y),
on a |x− y| = |l(x)− l(y)|.
(i) Pour 0 ≤ n < pN , m(n) = 0, r(n) = n et la fonction Cn est localement constant. De
plus Cn(x) = Cn(l(x)) et Cn(y) = Cn(l(y)). Donc Φ1Cn(z(x)pN , ζ(y)pN ) = 0.
Pour l(x) 6= l(y), on obtient ∣∣Φ1Cn(z(x)pN + l(x), ζ(y)pN + l(y))∣∣ = |Φ1Cn(l(x), l(y))| ≤
≤ 1|l(x)− l(y)| ≤ p
N−1.
Comme Cn(x) = Cn(y + x − y) =
n∑
s=0
q−s(n−s)qy(n−s)Cs(y)Cn−s(x − y) ( The´ore`me
1.0.4), on voit que Cn(x)− Cn(y) =
n−1∑
s=0
q−s(n−s)qy(n−s)Cs(y)Cn−s(x− y).
On en de´duit que
Φ1Cn(x, y) =
(ql(x)−l(y) − 1)
x− y
n−1∑
s=0
q(n−s)(l(y)−s)
qn−s − 1 Cs(l(y))Cn−s−1(l(x)− l(y)−1), ou en-
core Φ1Cn(x, y) = ψ(x− y)
n−1∑
s=0
q(n−s)(l(y)−s)
qn−s − 1 Cs(l(y))Cn−s−1(l(x)− l(y)− 1).
Donc pour l(x) = l(y), Φ1Cn(x, y) = 0. D’ou` l’on de´duit que C ′n = 0.
(ii) Soit n = m(n)pN + r(n), avec 0 ≤ r(n) ≤ pN − 1, m(n) ≥ 1 et soient
x = z(x)pN + l(x) ∈ Zp, y = ζ(y)pN + l(y) ∈ Zp, on obtient
Φ1Cn(x, y) =
1
(z(x)− ζ(y))pN + l(x)− l(y)
[(
Bm(n)(z(x))−Bm(n)(ζ(y))
)
Cr(n)(l(x))+
+Bm(n)(ζ(y))
(
Cr(n)(l(x))− Cr(n)(l(y))
)]
.
Pour l(x) = l(y), on a x− y = (z(x)− ζ(y))pN et
Φ1Cn(x, y) =
1
pN
Bm(n)(z(x))−Bm(n)(ζ(y))
z(x)− ζ(y) Cr(n)(l(x)) =
=
1
pN
Φ1Bm(n)(z(x), ζ(y))Cr(n)(l(x)).
D’ou` l’on de´duit aussitoˆt que C ′n(x) =
1
pN
B′m(n)(z(x))Cr(n)(l(x)), ou` B
′
m(n) est la
fonction de´rive´e deBm(n) etB′m(n) =
m(n)−1∑
i=0
(−1)m(n)−i−1
m(n)− i Bi. 
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Soit q ∈ K une racine primitive de l’unite´ d’ordre pN , nous avons ici un re´sultat sem-
blable au The´ore`me 4.1.1.
The´ore`me 4.2.1. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN et soit
f =
∑
n≥0
anCn ∈ C(Zp,K) le q-de´veloppement de f . Alors f est strictement diffe´rentiable
si et seulement si lim
n→+∞n |an| = 0.
De plus f ′(x) =
1
pN
∑
`≥0
(∑
j≥0
(−1)j
j + 1
a(j+1)pN+`
)
C`(x).
De´monstration. On a rappele´ ci-dessus que, pour tout entier positif
n = m(n)pN + r(n), 0 ≤ r(n) ≤ pN − 1 et pour tout x = pNz(x) + l(x) ∈ Zp,
0 ≤ l(x) ≤ pN−1, on a Cn(x) = Bm(n)(z(x))Cr(n)(l(x)). De plus, la fonction Cn est stricte-
ment diffe´rentiable, avec pk(n) ≤
∥∥∥Φ˜1Cn∥∥∥ = ‖Φ1Cn‖ ≤ max(pN−1, pk(n)) ≤ max(pN−1, n).
Soit f =
∑
n≥0
anCn ∈ C(Zp,K). On de´duit de la de´finition des quotients aux diffe´rences
de la fonction f , que l’on a Φ1f(x, y) =
∑
n≥1
anΦ1Cn(x, y).
-(a)- Supposons que lim
n→+∞n |an| = 0. Comme |an|
∥∥∥Φ˜1Cn∥∥∥ ≤ max(pN−1, n) |an| ≤ n |an|
pour n assez grand, on voit que lim
n→+∞ |an|
∥∥∥Φ˜1Cn∥∥∥ = lim
n→+∞n |an| = 0 et la se´rie
de fonctions
∑
n≥1
anΦ˜1Cn converge uniforme´ment sur Zp × Zp vers une fonction con-
tinue dont la restriction a` Zp × Zp \∆(Zp) est e´gale a` Φ1f . Donc f est strictement
diffe´rentiable.
-(b)- Reciproquement, supposons que f =
∑
n≥0
anCn soit strictement diffe´rentiable, c’est-
a`-dire que Φ1f peut s’e´tendre en une fonction continue Φ˜1f sur Zp×Zp. Conside´rons
un s fixe´, tel que 0 ≤ s ≤ pN − 1.
Pour x = z(x)pN + s et y = ζ(y)pN + s ∈ pNZp + s, on voit que
Φ1(x, y) =
1
pN
pN−1∑
r=0
∑
m≥1
ampN+rCr(s)
Bm(z(x))−Bm(ζ(y))
z(x)− ζ(y) =
=
1
pN
s∑
r=0
∑
m≥1
ampN+rCr(s)Φ1Bm(z(x), ζ(y)).
La fonction Φ1,sf(z, ζ) = Φ1f(s+ pNz, s+ pNζ) =
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=
1
pN
s∑
r=0
∑
m≥1
ampN+rCr(s)
Bm(z)−Bm(ζ)
z − ζ peut, elle aussi se prolonger en une fonc-
tion continue Φ˜1,sf sur Zp×Zp, qui en fait correspond a` la restriction de la fonction
continue Φ˜1f a` s+ pNZp × s+ pNZp.
On obtient sur Zp × Zp la fonction continue
Φ˜1,sf(z + ζ + 1, ζ) =
1
pN
s∑
r=0
∑
m≥1
ampN+rCr(s)
∑
i+j=m−1
1
j + 1
Bj(z)Bi(ζ) =
=
1
pN
∑
i,j
s∑
r=0
Cr(s)
a(i+j+1)pN+r
j + 1
Bj(z)Bi(ζ).
Puisque la famille de fonctions (z, ζ) → Bj(z)Bi(ζ) forme une base orthonormale
de l’espace des fonctions continues a` deux variables C(Zp × Zp,K), on obtient le
de´veloppement suivant dans cette base: Φ˜1,sf(z + ζ + 1, z) =
∑
i,j
bi,j(s)Bj(z)Bi(ζ),
avec lim
i+j→+∞
bi,j(s) = 0 et sup
(z,ζ)
∣∣∣Φ˜1,sf(z + ζ + 1, z)∣∣∣ = sup
i,j
|bi,j(s)|.
De plus bi,j(s) = p−N
s∑
r=0
Cr(s)
a(i+j+1)pN+r
j + 1
. Donc pout tout s, 0 ≤ s ≤ pN − 1, on
a 0 = pN lim
i+j→+∞
bi,j(s) = lim
i+j→+∞
s∑
r=0
Cr(s)
a(i+j+1)pN+r
j + 1
.
En particulier, pour s = 0, lim
i+j→+∞
0∑
r=0
Cr(s)
a(i+j+1)pN+r
j + 1
= lim
i+j→+∞
a(i+j+1)pN
j + 1
= 0.
Pour s = 1, on a 0 = lim
i+j→+∞
(
a(i+j+1)pN
j + 1
+
a(i+j+1)pN+1
j + 1
) = lim
i+j→+∞
a(i+j+1)pN+1
j + 1
.
Supposons, de proche en proche, que pour 0 ≤ r ≤ pN−2, on a lim
i+j→+∞
a(i+j+1)pN+r
j + 1
= 0.
Alors, pour s = pN − 1, on obtient
0 = lim
i+j→+∞
pN−1∑
r=0
Cr(pN − 1)
a(i+j+1)pN+r
j + 1
= lim
i+j→+∞
a(i+j+1)pN+pN−1
j + 1
.
Donc, pour tout entier r tel que 0 ≤ r ≤ pN − 1, on a
lim
m→+∞
∣∣ampN+r∣∣ .pk(m) = lim
m→+∞ maxi+j+1=m
∣∣∣a(i+j+1)pN+r∣∣∣
|j + 1| = 0.
Si n = m(n)pN + r(n), 0 ≤ r(n) ≤ pN − 1 est tel que m(n) ≥ 1, on obtient
n < p.pk(n) = pN+1.pk(m(n)).
Comme |an| ≤ max
0≤r≤pN−1
∣∣∣am(n)pN+r∣∣∣, on voit que
n |an| < p.pk(n) |an| ≤ pN+1 max
0≤r≤pN−1
pk(m(n))
∣∣∣am(n)pN+r∣∣∣ et lim
n→+∞n |an| = 0.
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De plus, si f est strictement diffe´rentiable, pour x = z(x)pN + l(x), on a
f ′(x) = Φ˜1f(x, x) =
pN−1∑
r=0
∑
m≥1
ampN+rCr(l(x))
B′m(z(x))
pN
. Comme
B′m(z(x)) =
∑
i+j=m−1
(−1)j
j + 1
Bi(z(x)), on voit que
f ′(x) =
1
pN
∑
i≥0
pN−1∑
r=0
∑
j≥0
(−1)j
j + 1
a(j+1)pN+ipN+rCipN+r(x).
Faisant le changement d’indices ipN + r = `, on obtient
f ′(x) =
1
pN
∑
`≥0
(∑
j≥0
(−1)j
j + 1
a(j+1)pN+`
)
C`(x). 
Remarque 4.2.1. Soit m un entier positif. On a
f ′(m) =
1
pN
m∑
`=0
(∑
j≥0
(−1)j
j + 1
a(j+1)pN+`
)
C`(m).
En particulier f ′(0) =
1
pN
∑
j≥0
a(j+1)pN
(−1)j
j + 1
=
1
pN
∑
j≥1
ajpN
(−1)j−1
j
.
Corollaire. Soit (αn)n≥0 une suite dans K telle que |αn| = ‖Φ1Cn‖, pour n ≥ 1 et
α0 = 1. Alors p1−N . sup
n≥0
|an| |αn| ≤ ‖f‖1 ≤ sup
n≥0
|an| |αn|.
De plus, pour N = 1, on a ‖f‖1 = sup
n≥0
|an| |αn|.
De´monstration. Rappelons que la norme de f ∈ C1(Zp,K) est donne´e par
‖f‖1 = max(‖f‖ , ‖Φ1f‖) = max(|f(0)| , ‖Φ1f‖) et ‖Φ1f‖ =
∥∥∥Φ˜1f∥∥∥ la norme uniforme de
Φ˜1f . Donc pour n ≥ 1, on a ‖Cn‖1 = max(|Cn(0)| , ‖Φ1Cn‖) = ‖Φ1Cn‖ et ‖C0‖1 = 1.
Nous rappelons e´galement que, pour n ≥ 1, on a pk(n) ≤ ‖Φ1(Cn)‖ ≤ max(pN−1, n).
Soit f =
∑
n≥0
anCn le q-de´veloppement de f . Alors, on a
lim
n→+∞ |an| |αn| = limn→+∞ |an| ‖Cn‖1 = 0. D’ou` l’on de´duit que la se´rie de fonction
f =
∑
n≥0
an(αn)(α−1n Cn) converge dans C1(Zp,K). D’autre part, on a
∣∣α−1n ∣∣ ‖Cn‖1 = 1.
Donc ‖f‖1 ≤ sup
n≥0
|an| |αn|.
Conside´rons un s fixe´, tel que 0 ≤ s ≤ pN − 1. Comme dans la de´monstration du
The´ore`me 4.2.1, on obtient sur Zp × Zp, la fonction continue
Φ˜1,sf(z + ζ + 1, ζ) =
1
pN
∑
i,j
s∑
r=0
Cr(s)
a(i+j+1)pN+r
j + 1
Bj(z)Bi(ζ).
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Pour s = 0, on obtient Φ˜1,0f(z+ ζ+1, ζ) =
1
pN
∑
i≥0
∑
j≥0
a(i+j+1)pN
j + 1
Bj(z)Bi(ζ). Il vient que
sup
(z,ζ)
∣∣∣Φ˜1,0f(z + ζ + 1, ζ)∣∣∣ = pN sup
i≥0
sup
j≥0
∣∣∣a(i+j+1)pN ∣∣∣ |j + 1|−1 =
= pN sup
m≥1
∣∣ampN ∣∣ sup
i+j+1=m
1
|j + 1| = supm≥1
∣∣ampN ∣∣ pk(m)+N = sup
m≥1
∣∣ampN ∣∣ ∣∣αmpN ∣∣. Donc
sup
m≥1
∣∣ampN ∣∣ ∣∣αmpN ∣∣ ≤ ∥∥∥Φ˜1f∥∥∥ = ‖Φ1f‖.
Supposons avoir de´montre´, de proche en proche, que pour 0 ≤ s ≤ pN − 2, on a
sup
0≤r≤s
sup
m≥1
∣∣ampN+r∣∣ ∣∣αmpN+r∣∣ ≤ ∥∥∥Φ˜1f∥∥∥. Comme ci-dessus, on obtient
sup
m≥1
∣∣ampN+pN−1∣∣ ∣∣αmpN+pN−1∣∣ = sup
(z,ζ)
∣∣∣Φ˜1,pN−1f(z + ζ + 1, ζ)− Φ˜1,pN−2f(z + ζ + 1, ζ)∣∣∣ ≤
≤
∥∥∥Φ˜1f∥∥∥. D’ou` l’on de´duit que sup
n≥pN
|an| |αn| ≤
∥∥∥Φ˜1f∥∥∥ et
p1−N sup
n≥pN
|an| |αn| ≤
∥∥∥Φ˜1f∥∥∥ = ‖Φ1f‖.
De plus, |a0| |α0| = |f(0)| ≤ ‖f‖1.
D’autre part, puisque pour 1 ≤ r ≤ pN−1, on a |αr| = ‖Φ1Cr‖ = sup
l(x) 6=l(y)
|Φ1Cr(l(x), l(y))| ≤
≤ pN−1, on voit que p1−N max
1≤r≤pN−1
|ar| |αr| ≤ max
1≤r≤pN−1
|ar| ≤ ‖f‖ ≤ ‖f‖1. D’ou` l’on
de´duit que p1−N sup
n≥0
|an| |αn| ≤ ‖f‖1 ≤ sup
n≥0
|an| |αn| et pourN = 1, on a sup
n≥0
|an| |αn| = ‖f‖1. 
4.3 Somme inde´finie et inte´grale de Volkenborn
De´finition 4.3.1. Soit f ∈ C(Zp,K), la somme inde´finie de f est l’unique fonction con-
tinue S(f), telle que S(f)(x+ 1)− S(f)(x) = f(x) et S(f)(0) = 0.
Une e´tude de´taille´e de la somme inde´finie a e´te´ faite dans [33]. Notons ici que si Bn
est le n-ie`me polynoˆme binomial, alors S(Bn) = Bn+1. Donc, si f =
∑
n≥0
anBn est le
de´veloppement de Mahler d’une fonction continue f : Zp −→ K, on a S(f) =
∑
n≥0
anBn+1
et ‖S(f)‖ = ‖f‖. Ainsi, l’endomorphisme line´aire S de C(Zp,K) est isome´trique.
Nous allons e´valuer la somme inde´finie de fonctions continues suivant le de´veloppement
dans la q-base de Mahler. Ce qui s’applique au calcul de l’inte´grale de Volkenborn des
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fonctions strictement diffe´rentiables.
Lemme 4.3.1. Soit q ∈ K, tel que |q − 1| < 1. Le q-de´veloppement de la fonction S(Cn)
est donne´ par S(Cn) =
∑
s≥n+1
(−1)s−n−1
s−1∏
`=n+1
(q` − 1)Cs, avec la convention
β∏
`=t
α` = 1,
pour t > β.
En outre, si q est une racine de l’unite´ d’ordre pN , pour n = m(n)pN + r(n),
m(n) ≥ 0, 0 ≤ r(n) ≤ pN−1, on obtient S(Cn) =
(m(n)+1)pN∑
s=n+1
(−1)s−n−1
s−n−1∏
l=1
(qs−l−1)Cs =
=
pN−r(n)∑
k=1
(−1)k−1
k−1∏
`=1
(qn+k−` − 1)Cn+k.
De´monstration. Rappelons que, pour tout entier positif s, on a
Cs(x+ 1) = qsCs(x) + Cs−1(x).
Soit S(Cn) =
∑
s≥0
bs(n)Cs le q-de´veloppement de Mahler de S(Cn). Alors
b0(n) = S(Cn)(0) = 0 et S(Cn)(x+ 1)− S(Cn)(x) =
=
∑
s≥1
bs(n)
(
Cs(x+ 1)− Cs(x)
)
=
∑
s≥1
bs(n)(qs − 1)Cs(x) +
∑
s≥0
bs+1(n)Cs(x) =
=
∑
s≥0
((qs − 1)bs(n) + bs+1(n))Cs(x).
Puisque S(Cn)(x + 1) − S(Cn)(x) = Cn(x), on obtient 0 = (qs − 1)bs(n) + bs+1(n),
pour s 6= n et bn+1(n) = 1 − (qn − 1)bn(n). Par re´currence, on voit que bs(n) = 0,
pour s ≤ n, bn+1(n) = 1 et pour s > n + 1, bs+1(n) = −(qs − 1)bs(n). D’ou` l’on
de´duit que bs(n) = (−1)s−n−1
s−1∏
`=n+1
(q` − 1) = (−1)s−n−1
s−n−1∏
`=1
(qs−` − 1), ∀s ≥ n + 1 et
S(Cn) =
∑
s≥n+1
(−1)s−n−1
s−1∏
`=n+1
(q` − 1)Cs =
∑
s≥n+1
(−1)s−n−1
s−n−1∏
`=1
(qs−` − 1)Cs.
De plus, si q est une racine de l’unite´ d’ordre pN , pour n = m(n)pN + r(n), m(n) ≥ 0,
0 ≤ r(n) ≤ pN −1 et s > n+1, on obtient
s−1∏
`=(m(n)+1)pN
(q`−1) = 0. On voit que bs(n) = 0
pour tout s > (m(n) + 1)pN . D’ou` l’on de´duit que
S(Cn) =
(m(n)+1)pN∑
s=n+1
(−1)s−n−1
s−n−1∏
l=1
(qs−l−1)Cs =
pN−r(n)∑
k=1
(−1)k−1
k−1∏
`=1
(qn+k−`−1)Cn+k. 
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Dans la suite, on pose par convention
β∏
l=t
αl = 1, pour t > β.
Corollaire.
Soit q ∈ K tel que |q − 1| < 1. Soient f une fonction continue de Zp dans K et
f =
∑
n≥0
anCn le q-de´veloppement de f . Soit S(f) la somme inde´finie de f . Par convention,
on pose
0∏
`=1
(qn−` − 1) = 1.
(i) Si q est non racine de l’unite´, alors S(f) =
∑
s≥1
s∑
k=1
(−1)k−1as−k
k−1∏
`=1
(qn−` − 1)Cs.
(ii) Si q est une racine primitive de l’unite´ d’ordre pN , alors
S(f) =
∑
n≥1
pN∑
k=1
(−1)k−1an−k
k−1∏
`=1
(qn−` − 1)Cn.
De´monstration.
(i) Supposons que q est non racine de l’unite´. Soit f une fonction continue et
f =
∑
n≥0
anCn le q-de´veloppement de f . Sachant que l’ope´rateur S est line´aire con-
tinu, on de´duit du Lemme 4.3.1 que
S(f) =
∑
n≥0
anS(Cn) =
∑
n≥0
an
∑
s≥n+1
(−1)s−n−1
s−1∏
`=n+1
(q` − 1)Cs =
=
∑
s≥1
s−1∑
n=0
an(−1)s−n−1
s−1∏
`=n+1
(q` − 1)Cs.
Posant s− n = k, on obtient S(f) =
∑
s≥1
s∑
k=1
as−k(−1)k−1
s−1∏
`=s−k+1
(q` − 1)Cs =
=
∑
s≥1
s∑
k=1
as−k(−1)k−1
k−1∏
`=1
(qs−` − 1)Cs.
(ii) Supposons que q est une racine primitive de l’unite´ d’ordre pN . Soit f une fonction
continue telle que f =
∑
m≥0
pN−1∑
r=0
ampN+rCmpN+r ∈ C(Zp,K). On de´duit encore du
114 4. Sur les fonctions strictement diffe´rentiables sur Zp
Lemme 4.3.1 que S(f) =
∑
m≥0
pN−1∑
r=0
ampN+rS(CmpN+r) =
=
∑
m≥0
pN−1∑
r=0
ampN+r
pN−r∑
k=1
(−1)k−1
k−1∏
`=1
(qmp
N+r+k−` − 1)CmpN+r+k.
Il vient que S(f) =
∑
n≥1
pN∑
k=1
an−k(−1)k−1
k−1∏
`=1
(qn−` − 1)Cn. 
Soit f une application de Zp dans K. On dit que f est Volkenborn inte´grable si la
limite lim
n→+∞ p
−n
pn−1∑
j=0
f(j) existe et l’on pose
∫
Zp
f(x)dx = lim
n→+∞ p
−n
pn−1∑
j=0
f(j) que l’on
de´signe comme l’inte´grale de Volkenborn de f .
Si de plus f est continue, on de´duit aussitoˆt de la de´finition de S(f) que l’on a
S(f)(pn) =
pn−1∑
j=0
f(j) et donc f est Volkenborn inte´grable si et seulement si lim
n→+∞ p
−nS(f)(pn)
existe.
On montre (cf. [33]) que si f est strictement diffe´rentiable, alors S(f) est strictement
diffe´rentiable. Dans ces conditions, f est Volkenborn inte´grable et
∫
Zp
f(x)dx = (S(f))′(0).
Ainsi, comme la somme inde´finie S, l’inte´grale de Volkenborn est line´aire et continue sur
l’espace des fonctions strictement diffe´rentiables.
The´ore`me 4.3.1 (Inte´grale de Volkenborn ).
Soit q ∈ K, non racine de l’unite´, tel que |q − 1| < 1. Soit f une fonction strictement
diffe´rentiable de C1(Zp,K) de q-de´veloppement f =
∑
n≥0
anCn. Alors∫
Zp
f(x)dx = logp(q)
∑
m≥0
m∑
k=1
(−1)m−k q
−m(m−1)
2
qm − 1
k−1∏
`=1
(qm−` − 1)am−k.
En particulier, pour tout entier n ≥ 0,∫
Zp
Cn(x)dx = (−1)n logp(q)
∑
m≥n+1
q−
m(m−1)
2
qm+1 − 1
m−1∏
`=n+1
(q` − 1).
De´monstration. Supposons q non racine de l’unite´. On de´duit du Lemme 4.3.1 et
de la Remarque 4.1.2 que
∫
Zp
Cn(x)dx = (S(Cn))′(0) =
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= (−1)n logp(q)
∑
m≥n+1
q
−m(m−1)
2
qm − 1
m−1∏
`=n+1
(q` − 1).
L’inte´grale de Volkenborn e´tant line´aire et continue sur l’espace de Banach des fonctions
strictement diffe´rentiables, on obtient
∫
Zp
f(x)dx =
∑
n≥0
an
∫
Zp
Cn(x)dx. D’ou` l’on de´duit
que
∫
Zp
f(x)dx = logp(q)
∑
n≥0
∑
m≥n+1
(−1)n q
−m(m−1)
2
qm − 1
m−1∏
`=n+1
(q` − 1)an =
= logp(q)
∑
m≥1
m−1∑
n=0
(−1)n q
−m(m−1)
2
qm − 1
m−n−1∏
`=1
(qm−` − 1)an.
Posant k = m− n, on obtient∫
Zp
f(x)dx = logp(q)
∑
m≥0
m∑
k=1
(−1)m−k q
−m(m−1)
2
qm − 1
k−1∏
`=1
(qm−`−1)am−k. 
N.B. On obtient l’inte´grale de Volkenborn e´value´e dans la base de Mahler en faisant
tendre q vers 1 dans les formules obtenues ci-dessus.
The´ore`me 4.3.2. Soit q ∈ K, une racine primitive de l’unite´ d’ordre pN et soit f une
fonction strictement diffe´rentiable de C1(Zp,K) de q-de´veloppement f =
∑
n≥0
anCn. Alors
∫
Zp
f(x)dx =
∑
m≥1
pN∑
k=1
(−1)m−k
mpN
ampN−k
k−1∏
l=1
(qmp
N−l − 1). Plus particulie`ment, posant pour
n entier positif, n = m(n)pN + r(n), avec m ≥ 0 et 0 ≤ r(n) ≤ pN − 1, on a∫
Zp
Cn(x)dx =
(−1)m(n)+r(n)
(m(n) + 1)pN
pN−r(n)−1∏
l=1
(q(m(n)+1)p
N−l − 1).
De´monstration. Supposons que q est une racine primitive de l’unite´ d’ordre pN . On
de´duit du The´ore`me 4.2.1 que C ′
mpN+r
(0) = 0, pour r 6= 0 et C ′
mpN
(0) =
(−1)m−1
mpN
.
Soit n = m(n)pN + r(n), 0 ≤ r(n) ≤ pN − 1, on de´duit du Lemme 4.3.1 que
S(Cn)′(0) = (−1)r(n)−1
pN−r(n)−1∏
`=1
(q(m(n)+1)p
N−` − 1)C ′(m(n)+1)pN (0) =
=
(−1)m(n)+r(n)
(m(n) + 1)pN
pN−r(n)−1∏
`=1
(q(m(n)+1)p
N−` − 1).
Soit f une fonction strictement diffe´rentiable, telle que f =
∑
m≥0
pN−1∑
r=0
ampN+rCmpN+r. Par
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line´arite´ de l’inte´grale de Volkenborn, on obtient∫
Zp
f(x)dx =
∑
m≥0
pN−1∑
r=0
(−1)m+r
(m+ 1)pN
pN−r(n)−1∏
`=1
(q(m+1)p
N−` − 1)ampN+r =
=
∑
m≥1
pN∑
k=1
(−1)m−k
mpN
k−1∏
l=1
(qmp
N−l − 1)ampN−k. 
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Re´sume´ 1
Re´sume´
Soient p un nombre premier, Zp l’anneau des entiers p-adiques, Qp le corps des nombres p-adiques
et K un sur-corps value´ complet de Qp. Soit C(Zp,K) l’alge`bre de Banach des functions continues
de Zp dans K munie de la norme de la convergence uniforme et soit q ∈ K tel que |q − 1| < 1.
K. Conrad e´tablit un q-analogue de la base de Mahler. A l’aide de ce de´veloppement, utilisant les
techniques de calcul ombral, nous e´tablissons une correspondance bijective, d’un coˆte´ entre une
classe de q-bases orthonormales de C(Zp,K) et une classe d’ope´rateurs commutant avec l’opre´rateur
de translation τ1 tel que τ1(f)(x) = f(x+ 1) et de autre part, entre une classe de q-bases orthog-
onales de C(Zp,K) et une classe d’ope´rateurs commutant avec la q-de´rivation de Jackson.
Nous obtenons une re´alisation du plan quantique et de l’alge`bre deWeyl quantique a` deux ge´ne´rateurs,
sous forme concre`te d’alge`bres d’ope´rateurs. Nous faisons quelques calculs de normes de ces
ope´rateurs et nous exhibons une famille orthogonale pour l’alge`bre de Weyl quantique.
Nous obtenons e´galement des conditions ne´cessaires et suffisantes sur les coefficients du de´veloppement
de Conrad pour qu’une fonction continue soit strictement diffe´rentiable, d’abord lorsque q est non
racine de l’unite´, ensuite lorsque q est une racine primitive de l’unite´ d’ordre une puissance pN de
p. Comme application nous donnons une q-expression de l’inte´grale de Volkenborn.
Abstract
Let p be a prime number, Zp the ring of the p-adic integers, Qp the field of the p-adic numbers
and K a complete valued field, extension of Qp. Let C(Zp,K) be the Banach algebra of continuous
functions from Zp to K equipped with the supremum norm. K. Conrad has given a q-analogue
of Mahler’s expansion for q ∈ K, |q − 1| < 1. We use the techniques of umbral calculus to estab-
lish a bijective correspondence, on one hand: between a class of continuous functions which are
orthonormal q-bases and a class of linear continuous operators which commute with τ1 such that
τ1(f)(x) = f(x + 1); on the other hand between a class of orthogonal q-bases of C(Zp,K) and a
class of linear continuous operators which commute with the Jackson q-derivation.
We give a realization of the quantum plane and Weyl quantum algebra of two generators, in the
form of concrete operators algebras. We do some calculus of norms of these operators and exhibit
an interesting orthogonal family for the quantum Weyl algebra.
We provide a necessary and sufficient conditions on the coefficients of the q-expansion for a con-
tinuous function to be strictly differentiable, first when q is not a root of unity and after when q is
a primitive pN -th root of unity. As an application we give a q-expansion of the Volkenborn integral.
