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Abstract:
This article presents the inverse of the kernel operator associated with the complete quadratic
Lyapunov-Krasovskii functional for coupled differential-functional equations when the kernel
operator is separable. Similar to the case of time-delay systems of retarded type, the inverse
operator is instrumental in control synthesis. Unlike the power series expansion approach used
in the previous literature, a direct algebraic method is used here. It is shown that the domain
of definition of the infinitesimal generator is an invariant subspace of the inverse operator if
it is an invariant subspace of the kernel operator. The process of control synthesis using the
inverse operator is described, and a numerical example is presented using the sum-of-square
formulation.
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1. INTRODUCTION
It is known that an accurate stability analysis using
the Lyapunov approach requires a complete quadratic
Lyapunov-Krasovskii functional. Such an approach was
first implemented in the form of the discretized Lyapunov-
Krasovskii functional method in Gu (1997), and a refined
version was presented in Gu (2001). In this method, the
kernel of the Lyapunov-Krasovskii functional is piecewise
linear. An alternative approach is the Sum-Of-Squares
(SOS) method presented in Peet et al. (2009). In the SOS
method, the kernel is polynomial. In both approaches,
the stability problem is reduced to a semi-definite pro-
gramming problem, or more specifically, a linear matrix
inequality problem.
For many practical systems, the number of state variables
with delays is very small compared with the total number
of state variables. For such systems, a special form of the
coupled differential-difference equation formulation, or its
generalized counterpart, the coupled differential-functional
equation formulation proves to be much more efficient
in numerical computation. The differential-difference for-
mulations can also model systems of neutral type. The
discretized Lyapunov-Krasovskii functional approach to
stability of differential-difference equations is documented
⋆ This work was supported by National Natural Science Foundation
of PR China under Grant 61374090, 61503189, the Natural Science
Foundation of Jiangsu Province under Grant BK20150926. This work
was also supported by NSF Grants 1538374, 1301660, 1301851
in Gu and Liu (2009), Gu (2010) and Li (2012), and the
SOS formulation can be found in Zhang et al. (2011).
Control synthesis based on complete quadratic Lyapunov-
Krasovskii functional stability conditions is still rare. An
early example is Fridman (2002), in which a more limited
class of Lyapunov-Krasovskii functional is used, and some
parameter constraints are imposed. Recently, a synthesis
based on the inverse of kernel operator associated with the
Lyapunov-Krasovskii functional for time-delay systems of
retarded type in the SOS formulation was developed in
Peet and Papachristodoulou (2009b) and Peet (2013).
This paper extends the method by Peet et al. to coupled
differential-functional equations. The inverse operator is
derived using direct algebraic approach rather than the
series expansion approach. The basic idea of such synthesis
is outlined as follows.
Consider the coupled differential functional equations
x˙(t) =Ax(t) + By(t− r) +
∫
0
−r
H(θ)y(t+ θ)dθ, (1)
y(t) =Cx(t) +Dy(t− r), (2)
where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n, H(θ) ∈ Rn×m,
D ∈ Rm×n, and r > 0 is time delay, Rn and Rm×n denote
the set of real vectors and matrices with m×n dimensions,
respectively. The initial conditions are defined as
x(0) = ψ ∈ Rn
y0 = φ ∈ PC(r,m),
where yτ represents a shift and restriction of y(t) defined
by yτ (θ) = y(τ + θ),−r ≤ θ ≤ 0, PC(r,m) represents the
set of piecewise continuous functions from [−r, 0] to Rm.
Let
Z := Rn × PC(r,m). (3)
The solutions to the system described by (1) and (2) may
be represented by a strongly continuous semigroup(C0-
semigroup) S : Z → Z,
z(t) = S(t − τ)z(τ). (4)
System (1)-(2) may be written as an abstract differential
equation on Z,
z˙ = Az, (5)
where A is the infinitesimal generator of the C0-semigroup
S. Then the stability of the system can be investigated
using a quadratic Lyapunov-Krasovskii functional
V (z) =< z,Pz >, (6)
where P is a self-adjoint operator, and 〈·, ·〉 represents
inner product. The system is stable if V (z) is positive
definite in some sense, and its derivative along the system
trajectory
V˙ (z) =< z, (PA+A∗P)z >
is negative definite in some sense, where A∗ is the adjoint
operator of A. Thus testing the stability of the system
can be accomplished by searching for a P which satisfies
the above conditions, and the problem can be reduced to
a semi-definite programming problem when the kernel of
the integral operator which defines P is restricted to be
either piecewise linear or polynomial because the operator
P appears linearly in V (z) and V˙ (z).
However, the situation is quite different for control synthe-
sis. Consider a system with input described by the abstract
differential equation
z˙ = Az + Fu. (7)
If we want to design a linear feedback control in the form
of
u = Kx, (8)
so that the closed-loop system is stable, and use the
Lyapunov-Krasovskii functional given in (6), then the
derivative becomes
V˙ (z) =< z, (PA+A∗P + PFK+ (PFK)∗)z > . (9)
Because we need to determine the feedback gain K in
addition to the operator P , V˙ (z) becomes a bilinear
function of the parameters. Determining the existence
of parameters to make V (z) positive definite and V˙ (z)
negative definite poses a formidable numerical problem,
for which there is not yet any established reliable method
to implement.
One solution to this difficulty is to make a variable
transformation
zˆ = Pz, (10)
and use new parameters
Q=P−1, (11)
Kˆ=KP−1 (12)
instead of P and K to express V and V˙ . It can be easily
obtained that
V (z) =< zˆ,Qzˆ >, (13)
V˙ (z) =< zˆ, (AQ+QA∗ + FKˆ + Kˆ∗F∗)zˆ >, (14)
which are linear with respect to the new parameters. Once
Q and Kˆ have been determined, the original parameters P
and K may be obtained by solving (11) and (12), at least
symbolically.
Critical to implementing the above idea is the inversion of
the linear operator P . Unfortunately, such an inversion is
not easy in general. It turns out that a relatively simple
expression for P−1 is possible when P is separable, as is
utilized in (Peet and Papachristodoulou , 2009b) to carry
out control synthesis for time-delay systems of retarded
type. In this paper, we present the inversion of P for
coupled differential-functional equations. Unlike the series
expansion method used in (Peet, 2013), a direct algebraic
approach is used here. Control synthesis is also described,
and a numerical example is presented to illustrate the
method.
2. PRELIMINARIES
Consider the coupled differential functional equations
given in (1) and (2).
Stability of such a system may be verified using a complete
Lyapunov-Krasovskii functional of the following form,
V (ψ, φ) = rψTPψ + 2rψT
∫ 0
−r
Q(η)φ(η)dη
+
∫ 0
−r
∫ 0
−r
φT (ξ)R(ξ, η)φ(η)dξdη
+
∫
0
−r
φT (η)S(η)φ(η)dη, (15)
where
P = PT ∈ Rn×n, (16)
Q(η) ∈ Rn×m, (17)
R(ξ, η) =RT (η, ξ) ∈ Rm×m, (18)
S(η) = ST (η) ∈ Sn, (19)
and Sn represents the set of symmetric matrices, the
superscript T denotes the transpose of a matrix or vector.
Lemma 1. (Gu and Liu, 2009; Li, 2012) System (1)-(2)
with ρ(D) < 1 is exponentially stable if there exists a
quadratic Lyapunov-Krasovskii functional from (15)-(19),
such that
ǫ||ψ||2 ≤ V (ψ, φ),
for some ǫ > 0, and its derivative along the system
trajectory
V˙ (ψ, φ)
, lim sup
t→0+
V (t, x(t, ψ, φ), yt(ψ, φ)) − V (ψ, φ)
t
satisfies
V˙ (ψ, φ) ≤ −ǫ||ψ||2,
where, ||ψ|| denotes 2-norm.
Define inner product on Z given in (3),
〈[
ψ1
φ1
]
,
[
ψ2
φ2
]〉
= rψT1 ψ2 +
∫ 0
−r
φT1 (s)φ2(s)ds.
For matrix P and matrix functions Q,R, S that satisfy
(16)-(19), we define the linear operator P : Z → Z
P
[
ψ
φ
]
=

 Pψ +
∫ 0
−r
Q(s)φ(s)ds
Π

 , (20)
where
Π = rQT (s)ψ +
∫ 0
−r
R(s, θ)φ(θ)dθ + S(s)φ(s).
Obviously, P is a bounded and self-adjoint linear operator
in view of (16)-(19), and the Lyapunov-Krasovskii func-
tional may be expressed as
V (ψ, φ) =
〈[
ψ
φ
]
,P
[
ψ
φ
]〉
.
As mentioned in Section 1, system (1)-(2) define a strongly
C0-semigroup S : Z → Z that satisfies (4). System (1)-(2)
may also be written as an abstract differential equation
(5) on Z.
Let the domain of definition of A be X . Then,
X :=
{[
ψ
φ
]
∈ Z
∣∣∣φ˙(s) ∈ C, φ(0) = Cψ +Dφ(−r)} ,
where C represents the set of continuous functions. It is of
interest in some cases to restrict P so that X is invariant
subspace of P ,
PX ∈ X. (21)
The specific conditions for such a P to satisfy is given in
the following.
Lemma 2. P satisfies (21) if and only if the following
conditions are satisfied,
rQT (0) + S(0)C = CP + rDQT (−r), (22)
R(0, s) = CQ(s) +DR(−r, s), ∀s, (23)
DS(−r) = S(0)D. (24)
Proof. Define h(s) = rQT (s)ψ +
∫ 0
−r
R(s, θ)φ(θ)dθ +
S(s)φ(s) and g = Pψ+
∫
0
−r
Q(s)φ(s)ds. Then, PX ∈ X is
equivalent to
h(0) = Cg +Dh(−r), (25)
for arbitrary
[
ψ
φ
]
∈ X , or
φ(0) = Cψ +Dφ(−r). (26)
Using (26), we have
h(0) = rQT (0)ψ + S(0)φ(0) +
∫
0
−r
R(0, θ)φ(θ)dθ
= rQT (0)ψ + S(0)Cψ +
∫ 0
−r
R(0, θ)φ(θ)dθ
+S(0)Dφ(−r)
= (rQT (0) + S(0)C)ψ +
∫ 0
−r
R(0, θ)φ(θ)dθ
+S(0)Dφ(−r) (27)
and
Cg +Dh(−r)
=CPψ +
∫
0
−r
CQ(s)φ(s)ds + rDQT (−r)ψ
+
∫ 0
−r
DR(−r, s)φ(s)ds+DS(−r)φ(−r)
= (CP + rDQT (−r))ψ +DS(−r)φ(−r)
+
∫ 0
−r
(CQ(s) +DR(−r, s))φ(s)ds (28)
The right sides of (27)-(28) are equal for arbitrary ψ and
φ if and only if (22)-(24) are satisfied.
Obviously, the above is generalization of Theorem 3 in Peet
(2016).
3. INVERSE OPERATOR
In this section, we will present an analytical expression for
the inverse of the operator P when it is separable. Similar
to Peet (2013), such an analytic expression for the inverse
operator can be used to expedite the construction of the
stabilizing controller in the controller synthesis problem.
Definition 1: An operator P defined in (20) is said to be
separable if
R(s, θ) = ZT (s)ΓZ(θ), (29)
Q(s) = HZ(s), (30)
for some constant matrices Γ = ΓT and H , and column
vector function Z(s).
Theorem 3. Assume P in (20) is separable. Then, provided
that all the inverse matrices below are well defined, its
inverse may be expressed as
P−1
[
ψ
φ
]
(s)
=


Pˆψ +
∫ 0
−r
Qˆ(θ)φ(θ)dθ
rQˆT (s)ψ + Sˆ(s)φ(s) +
∫
0
−r
Rˆ(s, θ)φ(θ)dθ

 , (31)
where
Rˆ(s, θ) = ZˆT (s)ΓˆZˆ(θ), (32)
Qˆ(θ) = HˆZˆ(θ), (33)
Sˆ(s) = S−1(s), (34)
Zˆ(s) = Z(s)S−1(s), (35)
Hˆ = −P−1HT, (36)
T = (I +KΓ− rKHTP−1H)−1, (37)
Pˆ = [I + rP−1HTKHT ]P−1, (38)
Γˆ = [rT THTP−1H − Γ](I +KΓ)−1, (39)
K =
∫
0
−r
Z(s)S−1(s)ZT (s)ds, (40)
and I denotes the identity matrix with appropriate dimen-
sion.
Proof. Let the operator defined by the right hand side of
(31) be denoted as Pˆ, then
PˆP
[
ψ
φ
]
(s) =
[
Λ1
Λ2
]
,
where
Λ1 =
∫
0
−r
(
PˆQ(θ) + Qˆ(θ)S(θ) +
∫
0
−r
Qˆ(ξ)R(ξ, θ)dξ
)
·φ(θ)dθ +
(
PˆP +
∫ 0
−r
rQˆ(θ)QT (θ)dθ
)
ψ,
Λ2 = r
(
QˆT (s)P + Sˆ(s)QT (s) +
∫
0
−r
Rˆ(s, θ)QT (θ)dθ
)
ψ
+Sˆ(s)S(s)φ(s) +
∫ 0
−r
(
rQˆT (s)Q(θ) + Sˆ(s)R(s, θ)
+Rˆ(s, θ)S(θ) +
∫
0
−r
Rˆ(s, ξ)R(ξ, θ)dξ
)
φ(θ)dθ.
Using (29)-(30) and (32)-(40), we obtain
PˆP + r
∫
0
−r
Qˆ(θ)QT (θ)dθ
= PˆP + rHˆKHT
= [I + rP−1H(I +KΓ− rKHTP−1H)−1KHT ]
−rP−1HTKHT
= I,
PˆQ(θ) + Qˆ(θ)S(θ) +
∫ 0
−r
Qˆ(ξ)R(ξ, θ)dξ
=
(
PˆH + Hˆ + HˆKΓ)Z(θ)
=
(
[I + rP−1HTKHT ]P−1H − P−1HT
−P−1HTKΓ
)
Z(θ)
=
[
P−1H + P−1HT (rKHTP−1H − I −KΓ)
]
Z(θ)
=
(
P−1H − P−1H
)
Z(θ)
= 0,
QˆT (s)P + Sˆ(s)QT (s) +
∫
0
−r
Rˆ(s, θ)QT (θ)dθ
= ZˆT (s)(HˆTP +HT + ΓˆKHT )
= ZˆT (s)
{
−T THTP−1P +HT
+[rT THTP−1H − Γ](I +KΓ)−1KHT
}
= ZˆT (s)
{
I − T T (I − rHTP−1H(I +KΓ)−1K)
−Γ(I +KΓ)−1K
}
HT
= ZˆT (s)
{
I − T T (I − rHTP−1HK(I + ΓK)−1)
−ΓK(I + ΓK)−1
}
HT
= ZˆT (s)
{
I − T T (I + ΓK − rHTP−1HK)(I + ΓK)−1
−ΓK(I + ΓK)−1
}
HT
= ZˆT (s)[I − (I + ΓK)−1 − ΓK(I + ΓK)−1]HT
= 0,
rQˆT (s)Q(θ) + Sˆ(s)R(s, θ) + Rˆ(s, θ)S(θ)
+
∫ 0
−r
Rˆ(s, ξ)R(ξ, θ)dξ
= ZˆT (s)(rHˆTH + Γ + Γˆ + ΓˆKΓ)Z(θ)
= ZˆT (s)
{
−rT THTP−1H + Γ
+[rT THTP−1H − Γ](I +KΓ)−1(I +KΓ)
}
Z(θ)
= ZˆT (s)
(
−rT THTP−1H + Γ+ rT THTP−1H
−Γ)Z(θ)
= 0.
Thus, we have shown
PˆP
[
ψ
φ
]
=
[
ψ
φ
]
, (41)
for all
[
ψ
φ
]
∈ Z. Similarly, we can show
PPˆ
[
ψ
φ
]
=
[
ψ
φ
]
. (42)
From (41) and (42), we conclude that Pˆ = P−1.
Theorem 4. If the separable operator P satisfies PX ∈ X ,
Then, P−1X ∈ X holds.
Proof. Let the linear operator P satisfy PX ∈ X . By
Lemma 2, this is equivalent to (22)-(24), from which, we
obtain
CP−1 = rS−1(0)(DZT (−r)− ZT (0))HTP−1
+S−1(0)C, (43)
CH = (ZT (0)−DZT (−r))Γ, (44)
S−1(0)D=DS−1(−r). (45)
Applying (43)-(45) to the operator P−1 defined in (31),
after tedious calculations, we can obtain the following
equation,
rQˆT (0)ψ + Sˆ(0)φ(0) +
∫ 0
−r
Rˆ(0, θ)φ(θ)dθ
= C
(
Pˆψ +
∫
0
−r
Qˆ(θ)φ(θ)dθ
)
+D
(
rQˆT (−r)ψ
+Sˆ(−r)φ(−r) +
∫ 0
−r
Rˆ(−r, θ)φ(θ)dθ
)
,
from which, we conclude that P−1X ∈ X .
4. CONTROLLER SYNTHESIS
In this section, we consider a control system as follows
x˙=Ax+By(t− r) + Fu(t), (46)
y(t) =Cx(t) +Dy(t− τ). (47)
Define the infinitesimal generator A as follows.(
A
[
x
yt
])
(s) =
[
Ax+ By(t− r)
d
ds
yt(s)
]
.
Likewise, we define the input operator F : Rq → X as
(Fu)(s) :=
[
Fu
0
]
.
We define the controller synthesis problem as the search for
matrices K0,K1 and matrix-valued function K2(s) such
that the System of Equations (46)- (47) is stable if
u(t) = K
[
x
yt
]
, (48)
where we define K : X → Rq as(
K
[
x
yt
])
(s)
=K0x(t) +K1y(t− r) +
∫
0
−r
K2(s)y(t+ s)ds. (49)
Before we give the main result of the section, we briefly
address SOS methods for enforcing joint positivity of
coupled multiplier and integral operators using positive
matrices. These methods have been developed in a series
of papers, a summary of which can be found in the survey
paper Peet (2014). Specifically, for matrix-valued functions
M(s), N(s, θ), we say that
{M,N} ∈ Ξ
if M and N satisfy the conditions of Theorem 8 in Peet
(2014). The constraint {M,N} ∈ Ξ can be cast as an LMI
using SOSTOOLS as described in Peet (2014) and this
constraint ensures that the operator P , defined as
P
[
ψ
φ
]
=


M11ψ +
∫
0
−r
M12(s)φ(s)ds
rMT21(s)ψ +
∫ 0
−r
N(s, θ)φ(θ)dθ +M22(s)φ(s)


is positive on X . Furthermore, we note that {M,N} ∈ Ξ
implies that P is separable and P =
∫
M11(s)ds and
S =M22 are invertible. We now state the main result.
Proposition 1: Let Z : R → Rq×n be an arbitrary
continuously differentiable function. Suppose there exist
matrices M0, M1, P = P
T , matrix-valued functions
M2(s), Q(s), R(s, θ), S(s) = S
T (s) ∈ Sn, and scalar
ǫ > 0 such that (22)-(24) are satisfied and the following
conditions hold
{T,R} ∈ Ξ, {−U,−V } ∈ Ξ,
where
T (s) =
[
P rQ(s)
rQT (s) S(s)
]
− ǫI, (50)
U(s) =


Γ + ǫI BS(−r) + FM1 +
1
r
CTS(0)D Υ
∗
−1
r
(S(−r)−DTS(0)D) 0
∗ ∗ S˙(s)

 ,
(51)
V (s, θ) =
d
ds
R(s, θ) +
d
dθ
R(s, θ), (52)
and ∗ denotes the corresponding symmetric part,
Γ = AP + PAT + r(BQT (−r) +Q(−r)BT )
+
1
r
CTS(0)C + FM0 +M
T
0 F,
Υ = r[Q˙(s) +BR(−r, s) +AQ(s) + FM2(s)].
Then System (46)-(47) is stabilizable with a controller of
the form (48). Furthermore, let Pˆ , Qˆ, Rˆ and Sˆ be as
defined in Theorem 3. Then if
u(t) = K0x(t) +K1y(t− r) +
∫
0
−r
K2(s)y(t+ s)ds,
where
K0 =M0Pˆ + rM1Qˆ
T (−r) + r
∫
0
−r
M2(s)Qˆ
T (s)ds,
(53)
K1 =M1Sˆ(−r), (54)
K2(s) =M0Qˆ(s) +M1Rˆ(−r, s) +M2(s)Sˆ(s)
+
∫
0
−r
M2(θ)Rˆ(θ, s)dθ, (55)
then the System (46)-(47) is stable.
Proof. Define
P
[
ψ
φ
]
=


Pψ +
∫ 0
−r
Q(s)φ(s)ds
rQT (s)ψ +
∫
0
−r
R(s, θ)φ(θ)dθ + S(s)φ(s)

 .
Then as per Lemma 2, P = P∗, P : X → X and P ≥ ǫI.
Furthermore, P is bounded and as per Theorem 3, the
inverse P−1 is defined as in (31) and is likewise bounded
and coercive with P−1 ≥ ǫ′I. Furthermore, from Theorem
4, P−1 : X → X and P−1 = P−∗. Now define the
Lyapunov functional
V =
〈[
ψ
φ(s)
]
,P−1
[
ψ
φ(s)
]〉
≥ ǫ′
∣∣∣∣
∣∣∣∣ ψφ(s)
∣∣∣∣
∣∣∣∣
2
for
[
ψ
φ(s)
]
∈ X . Since P−1 = P−∗,
〈[
ψ
φ(s)
]
,P−1A
[
ψ
φ(s)
]〉
+
〈
A
[
ψ
φ(s)
]
,P−1
[
ψ
φ(s)
]〉
=
〈
P−1
[
ψ
φ(s)
]
,APP−1
[
ψ
φ(s)
]〉
+
〈
APP−1
[
ψ
φ(s)
]
,P−1
[
ψ
φ(s)
]〉
.
Next, we note that if we define K as
(
K
[
x
yt
])
=K0x(t) +K1y(t− r) +
∫
0
−r
K2(s)y(t+ s)ds,
and M as
(
M
[
x
yt
])
=M0x(t) +M1y(t− r) +
∫ 0
−r
M2(s)y(t+ s)ds,
then K :=MP−1. We construct the controller
MP−1
[
x
y
]
=M0
(
Pˆ x+
∫
0
−r
Qˆ(θ)y(θ)dθ
)
+M1
(
rQˆT (−r)x+ Sˆ(−r)y(−r) +
∫
0
−r
Rˆ(−r, θ)y(θ)dθ
)
+
∫ 0
−r
M2(s)
(
rQˆT (s)x+ Sˆ(s)y(s)
+
∫ 0
−r
Rˆ(s, θ)y(θ)dθ
)
ds
=
(
M0Pˆ + rM1Qˆ
T (−r) + r
∫
0
−r
M2(s)Qˆ
T (s)ds
)
x
+M1Sˆ(−r)y(−r) +
∫ 0
−r
(
M0Qˆ(s) +M1Rˆ(−r, s)
+M2(s)Sˆ(s) +
∫ 0
−r
M2(θ)Rˆ(θ, s)dθ
)
y(s)ds
=K
[
x
y
]
.
Now we define a new state
[
ψˆ
φˆ(s)
]
= P−1
[
ψ
φ(s)
]
∈
X . Continuing, if u = K
[
x
yt
]
= KPP−1
[
x
yt
]
=
MP−1
[
x
yt
]
, then the closed-loop system is stable if V˙ <
0, where
V˙ =
〈[
ψˆ
φˆ(s)
]
,AP
[
ψˆ
φˆ(s)
]〉
+
〈
AP
[
ψˆ
φˆ(s)
]
,
[
ψˆ
φˆ(s)
]〉
+
〈
FM
[
ψˆ
φˆ(s)
]
,
[
ψˆ
φˆ(s)
]〉
+
〈[
ψˆ
φˆ(s)
]
,FM
[
ψˆ
φˆ(s)
]〉
.
To show that V˙ < 0, we examine AP and FM separately.
First, we have
AP
[
ψˆ
φˆ(s)
]
=
[
Ψ
Φ(s)
]
,
where
Ψ = APψˆ +
∫
0
−r
AQ(s)φˆ(s)ds+BrQT (−r)ψˆ
+BS(−r)φˆ(−r) +
∫ 0
−r
BR(−r, θ)φˆ(θ)dθ,
Φ(s) = rQ˙T (s)ψˆ + S˙(s)φˆ(s) + S(s)
˙ˆ
φ(s)
+
∫
0
−r
d
ds
R(s, θ)φˆ(θ)dθ.
Then,〈[
ψˆ
φˆ(s)
]
,AP
[
ψˆ
φˆ(s)
]〉
=
∫
0
−r
ψˆTΨds+
∫
0
−r
φˆT (s)Φ(s)ds
= rψˆTAPψˆ + r
∫ 0
−r
ψˆTAQ(s)φˆ(s)ds+ rψˆTBrQT (−r)ψˆ
+rψˆTBS(−r)φˆ(−r) + r
∫
0
−r
ψˆTBR(−r, θ)φˆ(θ)dθ
+
∫ 0
−r
rφˆT (s)Q˙T (s)ψˆds+
∫ 0
−r
φˆT (s)S˙(s)φˆ(s)ds
+
∫
0
−r
∫
0
−r
φˆT (s)
d
ds
R(s, θ)φˆ(θ)dsdθ
+
∫ 0
−r
φˆT (s)S(s)
˙ˆ
φ(s)ds
=
∫ 0
−r

 ψˆφˆ(−r)
φˆ(s)


T
Σ

 ψˆφˆ(−r)
φˆ(s)

 ds
+
∫
0
−r
∫
0
−r
φˆT (s)
d
ds
R(s, θ)φˆ(θ)dsdθ
+
∫ 0
−r
φˆT (s)S(s)
˙ˆ
φ(s)ds,
where
Σ =

AP + rBQT (−r) BS(−r) Θ0 0 0
rQ˙T (s) 0 S˙(s)

 ,
where Θ = r(AQ(s) +BR(−r, s)).
Since
[
ψˆ
φˆ(s)
]
∈ X , we have φˆ(0) = Cψˆ +Dφˆ(−r). Then,
∫ 0
−r
φˆT (s)S(s)
˙ˆ
φ(s)ds
= φˆT (0)S(0)φˆ(0)− φˆT (−r)S(−r)φˆ(−r)
−
∫
0
−r
φˆT (s)S˙(s)φˆ(s)ds −
∫
0
−r
˙ˆ
φT (s)S(s)φˆ(s)ds
=
1
2
(
φˆT (0)S(0)φˆ(0)− φˆT (−r)S(−r)φˆ(−r)
)
−
1
2
∫
0
−r
φˆT (s)S˙(s)φˆ(s)ds
=
1
2
∫
0
−r

 ψˆφˆ(−r)
φˆ(s)


T
Ω

 ψˆφˆ(−r)
φˆ(s)

 ds.
where
Ω =


1
r
CTS(0)C
1
r
(CTS(0)D) 0
1
r
(DTS(0)C) −
1
r
(S(−r)−DTS(0)D) 0
0 0 −S˙(s)

 .
Thus,
V˙ =
〈[
ψˆ
φˆ(s)
]
,AP
[
ψˆ
φˆ(s)
]〉
+
〈
AP
[
ψˆ
φˆ(s)
]
,
[
ψˆ
φˆ(s)
]〉
+
〈
FM
[
ψˆ
φˆ(s)
]
,
[
ψˆ
φˆ(s)
]〉
+
〈[
ψˆ
φˆ(s)
]
,FM
[
ψˆ
φˆ(s)
]〉
=
∫
0
−r

 ψˆφˆ(−r)
φˆ(s)


T
∆

 ψˆφˆ(−r)
φˆ(s)

 ds
+
∫ 0
−r
∫ 0
−r
φˆT (s)
(
d
ds
R(s, θ)
+
d
dθ
R(s, θ)
)
φˆ(θ)dsdθ,
where
∆ =


Γ BS(−r) + FM1 +
1
r
(CTS(0)D) Υ
∗ −
1
r
(S(−r)−DTS(0)D) 0
∗ ∗ S˙(s)

 .
From conditions (51)-(52), we have
V˙ < 0.
Therefore, the closed-loop System (46)-(47) is stable.
Remark 5. When F = 0 in System (46)-(47), we recover
the standard delay-differential framework studied in Peet
(2016) and Peet (2013):
x˙(t) =A0x(t) +
l∑
i=1
Aix(t− ri)
x(t) = φ(t).
The primary computational advantage of the differential-
difference framework over control of System (46)-(47) is
that we can replace Ai ∈ R
n×n with BC where B ∈ Rn×m
and C ∈ Rm×n and m is typically strictly less than n.
Because the dimension of the decision variables in the
optimization problem defined in this paper scale as n+2m
as opposed to 3n using the framework in Peet (2016) and
Peet (2013), the complexity of the resulting algorithm is
significantly reduced.
Remark 6. The feedback controller in (48) does not in-
clude delay in the input. However, the case of delay in the
input can also be treated using a different form of F . This
is left for future work.
Remark 7. Although not explicitly stated, in order to
use SOS to enforce the conditions of Theorem 3 and
Proposition 1, we choose our decision variables to be
polynomial and use SOSTOOLS and the Positivstellensatz
to enforce positivity/negativity on the interval [−r, 0]. This
approach is described in more detail in Peet (2016) and
Peet (2013).
In the following, we present a numerical example to
illustrate the controller obtained from the condition in
Proposition 1. We consider the following system with a
feedback controller as follows
x˙(t) =


0 0.5 0 0 0 0
−0.5 −0.5 0 0 0 0
0 1 0.1 1 0 0
0 0 −2 0.2 0 0
0 0 0 1 −2 0
0 0 0 0 0 −0.9

x(t)
+


0.5 0
0 0
0 0
0 0
0 0
0 1

 y(t− r) +


1
0
0
0
0
1

u(t), (56)
y(t) =
[
−0.2 0 0 0 0 0
0 0 0 0 0 1
]
x(t), (57)
where r = 1.6s. By using Proposition 1, together with
the tools of MuPad, Matlab, SOSTOOLS and polynomials
with degree 2, we obtain the controller
u(t) =


−1.874
2.232
−0.830
3.099
0.030
−1.033


T
x(t) +
[
−0.239
−0.343
]T
y(t− r)
+
∫ 0
−1.6
K2y(t+ s)ds, (58)
where
K2 =
[
−0.246 + 0.221s+ 0.122s2 − 0.012s3 − 0.032s4
0.238− 0.398s++0.007s2 + 0.037s3 + 0.010s4,
]T
.
Using Controller (58) coupled with System (56)-(57) we
simulate the closed-loop system, which is illustrated in
Fig.1.
5. CONCLUSIONS
In this paper, we have obtained an analytic formulation
for the inverse of jointly positive multiplier and integral
0 20 40 60 80 100
−4
−3
−2
−1
0
1
2
3
t/s
x
(t
)
Fig. 1. States of System (56)-(57) coupled with stabilizing
Controller from Prop. 1
operators as defined in Peet (2016). This formulation has
the advantage that it eliminates the need for either indi-
vidual positivity of the multiplier and integral operators
or the need to use a series expansion to find the inverse.
This inversion formula is applied to controller synthesis
of coupled differential-difference equations. The use of the
differential-difference formulation has the advantage that
the size of the resulting decision variables is reduced,
thereby allowing for control of systems with larger num-
bers of states. These methods are illustrated by designing
a stabilizing controller for a system with 6 states and 2
delay channels..
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