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Abstract 
The research question is to examine and predict project-related costs during the pre-
planning and post-cost-calculating phase. The aim of this thesis is to identify costs 
earlier, which means before or at the beginning of the product planning phase, and 
faster, although the documents are not yet complete and the product is not defined in 
detail. The objective of the thesis is oriented on short cost calculation systems where a 
few cost-relevant key figures can be used to predict manufacturing costs at the 
conceptual stage of the product when the costs can be still significantly affected. The 
research is conducted on the company ThyssenKrupp Drauz Nothelfer, Germany, a 
major supplier of production equipment for the automotive industry. 
The epistemology of the research is based on the process of data collection and resulted 
in an overall conceptual framework of the research exploration. The methodology 
employed a deductive top-down logical system that includes descending from the more 
general information of the theory to the hypothesis. 
Seventy-three projects have been analysed and evaluated regarding the thesis approach. 
The method involves the analysis of projects and existing documentation. The 
qualitative method was used in order to verify the research results. Several cost-relevant 
key figures were found from data already available at the conceptual design stage. The 
independent variables were also checked for correlation, analysed and data limited. 
From these parameters, two variables were emphasised, and with the help of the 
parametric method with regression analysis, an equation was formed. The results show 
that a significant linear relationship exists between these parameters and the 
manufacturing costs of the product. The stated regression equation can be used 
ii 
throughout the early planning phase of a project to set a budget for the ongoing planning 
process, or to optimise the costs of the product by running the model parallel to the 
planning process. 
iii 
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1 Chapter I: Introduction 
1.1 Background of the Research 
The motivation of estimating costs is reflected in decision making, cost management 
and budgeting. The primary focus of this thesis is on estimating cost to assist project 
planners, designers and decision makers to control cost during the early design phases 
of production equipment. The information about the future costs before the order is 
undertaken provides the opportunity to update the design by minimising costs or to 
quote a price to customers that will guarantee a profit. 
The research is conducted on the ThyssenKrupp Drauz Nothelfer Company, Germany. 
Group ThyssenKrupp is a multinational company with approximately 200,000 
employees worldwide. As part of the ThyssenKrupp Company, Drauz Nothelfer 
supplies production equipment for the automotive bodywork process chain. 
Projects are implemented between one year (smaller projects) and two years (larger 
projects). The costs can be calculated from 10 to 100 Million Euros. Every project 
considers a specific facility and production situation according to customer data and the 
boundaries of projects limited by the Drauz Nothelfer Company, and is therefore 
considered unique. 
The theme treats the issues in the body-in-white (BIW) area of production equipment. A 
usual project consists of seven overlapping process steps: 
1 Rough planning (production processes are roughly planned and structured) 
2 Detailed planning (production processes are planned and structured in detail) 
3 Computer-aided design engineering (CAD) 
4 . Component manufacturing and assembly of manufactured and purchased parts 
13 
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5 Line assembly (inside the company or at customer's site) and first tryout at 
customer's site 
6 Launching of the production equipment and pre-production tests at customer's site 
7 Buy-off at customer's site 
The existing cost estimation process within TK DN is a bottom-up cost calculation 
process and therefore demands a detailed project and process description. It is a 
resource-intensive and time-consuming process that generates high costs. 
The detailed cost estimation during the initial stages of project implementation is 
conducted, and these data are updated during the project, resulting in the final output, 
which is always very different from the planned figures. The process also demands a lot 
of time. That is why it would be very beneficial to implement a short calculation 
method during the rough planning stage. A cost calculation system and data analysis 
should also be developed. This will permit a somewhat accurate forecast after receiving 
the initial information from the customer. 
It is an especially acute problem for short calculation at the conceptual stage of the 
product when the costs can be still significantly affected (Ehrlenspie12007: p.1l). 
Figure 1.1 shows the cost schedule of the project costs during a typical course of the 
project. The possibility of influencing and establishing costs over the lifecyc1e of a 
product is one of the dilemmas of product development. As one of the main authors of 
cost-efficient design methods, Ehrlenspiel demonstrates that the design development is 
responsible for approximately 70 percent of the total product cost, whereas the cost for 
the design process is only approximately 9 percent of the total product cost. From the 
projects evaluated in TK DN, it can be confirmed that in the early stage of a project, 
where the influence on the total cost of a product is the highest, detailed product 
14 
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information is not completely available. Consequently, the possibility of performing 
accurate cost calculations is difficult. 
Product costs in [%J 
-22% 
- 38% 
•
costsset 
(established) 
Costs realized 
(Incurred) 
o~====~~~========~========~========~========,-
Sales 
Production Design Development 
Production 
planning 
Material 
costs 
Suppliers Administration 
Figure 1.1 Cost set and costs incurred in different departments 
Source: Ehrlenspiel (2007: 12) 
On the other hand, confidence about product costs is higher after design development, 
although this often leads to exceeding budget costs and therefore requiring 
reengineering and modification of the product design. The benefit for the TK DN cost 
calculation process is the possibility of influencing the product design during the rough 
planning phase or at the beginning of the detailed planning process. 
1.2 Rationales for the Research 
As decisions about the product are made during the product planning phase and costs 
are then calculated and forwarded to the customer, it is essential to aggregate cost 
15 
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information about the project as soon as possible at the beginning of the request for 
quotation (RFQ) phase to support the ongoing planning process. 
According to Veermani et al. (1996), order capture deals with activities, particularly 
responding to request for quotations (RFQs) from a customer, which eventually lead to 
receiving an order. 
The existing bottom-up cost calculation within ThyssenKrupp Drauz Nothelfer (TK 
DN), when costs are generated based on the bill of material (BOM), work schedules and 
other documents, does not support management needs. Rather, it requires an initial and 
then running cost calculation, concurrent with the project planning phase. The time 
required for the planning and cost estimation process, depending on the customer and 
the project, can vary between two and six months. That leads to the problem that the 
necessary loop feedback system during project planning, where possible deviations can 
be identified and corrected, is limited by the time required to prepare the response to the 
customer enquiry. 
There is no validation of accuracy of the existing TK DN cost calculation system yet 
due to the problem of comparability to executed projects and the number of product 
changes during execution. Moreover, up to 80 percent of the total project costs are 
purchased parts and services such as engineering, design, assembling. Therefore, they 
are subject to the market forces and negotiating skills of the Purchasing Department. 
Many procedures exist for the early identification of costs as there are many procedures 
of quick cost calculation systems based on different principles. One approach of the 
thesis is to evaluate a quick cost calculation system using cost drivers that represent cost 
parameters. The reliability of the quick cost calculation system investigated in the thesis 
could be tested by comparing it with executed project cost calculations. 
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1.3 Research Question 
The thesis is devoted to the efficient calculation of project costs at the conceptual stage 
during the tendering process or before project execution. The aim is to find key figures 
by analysing executed projects to predict project-related costs before the detailed 
calculation, and therefore to define targets for the planning and calculation process and 
support the project budgeting process. 
The research question involves anticipating and predicting project-related costs during 
the pre-planning and cost calculation phase (concept phase). The information is 
analysed from customer data, planning and cost calculation phases, and is then 
compared with the final outcomes from current projects. Data from customers is 
considered more appropriate for defining an efficient cost control system, as it is not 
affected by other planning assumptions. 
At ThyssenKrupp Drauz Nothelfer (TK DN), the bottom-up cost calculation system 
currently prevails. On one hand, it enables a detailed and accurate evaluation. On the 
other hand, it demands a lot of time and effort to collect and evaluate a lot of data 
during all of the project levels. As a result, it appears to be a resource- and cost-
intensive process. 
According to different ThyssenKrupp companies and their experience with mass 
production, many valid and reliable ratios are in use for daily activities. However, for 
products made according to a specific project, almost no reliable ratios exist. 
Many product and process changes occur during project execution due to design 
changes from the customer and optimisation. In the company, the number of production 
changes varies between 10 and 30 percent from the original design. The reason is that 
. developing .effective cost models for fulfilling customer enquiries is a very specific 
topic that not only applies to ThyssenKrupp. 
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1.4 Research Aims and Objectives 
Ideally, cost information should be generated at the conceptual phase before the start of 
the product planning phase by analysing customer information obtained with the request 
for quotation (RFQ). A request for quotation contains all of the information prepared for 
customer inquiries such as specifications, bill of material, workflow, cost sheets, and 
layouts. 
In the past years, many articles and books about cost calculation systems and their 
improvements have been written. In recent times and with the help of advanced 
computer techniques and IT-support, new principles like neural networks, feature-based 
modelling, fuzzy logic, and data mining have been developed to support cost 
forecasting. 
The aim of the thesis is to identify costs earlier, which means before or at the beginning 
of the product planning phase, and quicker, although the documents are not yet 
complete and the product is not defined in detail..A methodology that enables the 
calculation of costs early and accurately in comparison to the existing traditional 
bottom-up cost calculation process is highly demanded. However, no unique system of 
methods is available during the conceptual phase. Hence, different researchers use 
different terms such as quick, earlier, fast, short and rapid cost calculation. 
According to Ehrlenspiel et al. (2007), the advantages of knowing costs at the early 
stage of the cost calculation process are: 
18 
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• Supporting calculations for quotations on a bid 
• Continuous checking during product development to ensure the cost target is 
attained 
• Variant comparison, also for competing products (benchmarking) 
• Recognising potential for cost reduction 
• Checking and early estimating of supplier costs 
• Time guidelines for jobs during work schedule preparation 
From the experience in TK ON, the following benefits are also included: 
• Quicker feedback on customer changes concerning product or process 
• Detailed planning and design with efficient cost estimation 
• Earlier start of the negotiation and simultaneous engineering process with the 
customer 
• Support for target setting and the budgeting process for departments involved in 
the planning process, such as the design, electric, robotic, and mechanic 
department 
The possible accuracy of cost determination depends on tJ:e degree of familiarity with 
the product (Figure 1.2). Ehrlenspiel analysed different projects regarding their cost 
, calculation accuracy during different project steps. If a product is newly developed, the 
accuracy level is approximately +/-20 percent during the planning process. In addition, 
there is a strong tendency for the rising accuracy of cost calculations throughout the 
duration of the project. 
19 
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a) completley new development b) 60% existing parts 
40% new development 
~ 1 
[
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Figure 1.2 Accuracy of cost statements depends on the degree of familiarity with the 
product 
Source: Ehrlenspiel (2007: 426) 
The accuracy of the cost calculation can be further improved if the product is more well 
known or becomes a standard. Hence, only a part of the project is a completely new 
development, whereas other parts of the project are taken over from executed projects. 
Figure 1.2b a project examines a situation when only 40 percent of new development 
was investigated, and the results show a significant improvement of cost calculation 
accuracy. Why is this important for the thesis? As most of TK ON's products are 
variances and improvements of existing products with a high level of standardisation, 
the early availability of cost information can be accurate enough to take decisions. 
Within the cost estimation literature and different organization, many methods are used 
to predict costs before activities are executed. As a primary step to create a short 
calculation system, selection of the appropriate calculation method is undeltaken. 
The following objectives can be identified for supporting the aims of this thesis : 
20 
Chapter I: Introduction DBA: Peter Goeer 
a) Evaluation of existing cost calculation systems 
b) Choosing and defining analytical method for evaluating the cost of a product 
c) Data mining 
d) Practical application of the method to the cost estimation process 
The approach of the thesis is to analyse different cost calculation systems as a starting 
point of further discussion. The reliability of the quick cost calculation system 
investigated in the thesis can be compared to the existing cost calculations or executed 
projects, and is therefore valid. 
The projects can be divided into four main parts regarding costs: project management, 
mechanical, including internal and external assembling, electric, and miscellaneous. 
There is already a system in the company that enables employees collect the cost drivers 
applicable for all four levels and calculate the forecasted manufacturing costs. In the 
given research, the cost drivers will be chosen separately from customer information, 
especially from the information available at the early stage of a project. Additionally, 
the outputs of both the forecasts and already executed projects can be compared. 
The following objectives for the implementation of short/quick cost calculation system 
" 
should be considered when choosing the most applicable system from the manifold 
literature of different cost calculations systems. 
• . Sufficient data should be available at the conceptual project stage 
• The system should be applicable during conceptual project stage with less 
details 
• Cost information can be found in functional or physical characteristics of the 
product 
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• Allows to provide quick estimates 
• Applicable for complex products 
• Increasing level of project maturity during project development should not 
influence the cost calculation system 
• Easy to use also for non-technical experts 
• Transparent and reliable methodology 
• Applicable into TK DN planning software (if required) 
1.5 Structure of the Thesis 
The introduction describes the background of the research and identifies the research 
question, aims and objectives. The next part is devoted to the description of the TK DN 
Company and the cost estimation system within it. 
The production of body-in-white (BIW) manufacturing equipment is the sphere where 
quality and function is mostly defined by technical standards and specifications, and 
cost is the main driver for supplying decisions. In this concern, the literature review 
examines two main topics in detail, the methods of analysing data and cost estimation 
models, especially short or quick cost calculation systems. This will help the researcher 
choose an applicable cost model for the research and conduct the research regarding 
. short calculation methods based on existing project data like manufacturing data, cycle 
time, level of automation, and design. An examination of the previous and 
contemporary tendencies in cost estimation is also described to identify the most 
relevant means of application in the thesis. In addition, product design rationalisation 
methods such as value engineering, simultaneous engineering, concurrent engineering 
and des.ign for cost are described, followed by the chapter focused on research 
methodology. The plan for fulfilling the research questions involves the following: 
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a) Finding the most relevant key figures and parameters from data already available at 
the conceptual design stage. 
b) Choose the short cost calculation method from the short cost methods being 
investigated in the literature review. The parameters and method should be very 
effective when combined with the limited information available at the design stage 
of the projects. 
c) Time is needed to prepare a sufficient cross-sectional or longitudinal database 
The methodological plan is proposed as follows: 
The methodology involves the quantitative method. The instrument of quantitative 
method is the analysis of the projects and existing documentation devoted to them. The 
quantitative strategy refers to deductive logic reasoning. The aim of the study is to find 
the relevant key figures and parameters for short cost calculation at the conceptual stage 
and implement them in another applicable cost estimation model. The existing cost 
estimation methods and models should also be analysed, and one accessible model 
should be chosen. The qualitative method will be implemented in order to verify the 
research results compared to other projects and estimate the reliability of efficient cost 
controlling by conducting projects with the suggested tools, 
Epistemologically, the phenomenological approaches are based on a paradigm of 
personalknowledge and subjectivity, and they emphasise the importance of personal 
perspective and interpretation. 
The case study and analysis of the documentation can be chosen to fully reflect the 
research strategy. The study refers mostly to cross-sectional time orientation. The 
collection of information is conducted over a short period of time using mainly the data 
from previous or current projects. By differentiating by patterns of explanation, the 
23 
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study can refer to an analytical explanation for organizing the data into logical 
categories. A purposeful sampling is chosen for conducting the research as defining 
most relevant projects. Multiple case studies are also used for researching representative 
projects. The chosen projects should represent a sample frame to help uncover, confirm, 
or qualify the basic processes or constructs that underpin the study. When building 
theory from case studies, each case should be selected so that it either predicts similar 
results (a literal replication), or produces contrary results, but for predictable reasons (a 
theoretical replication). For example, a sample might be constructed of projects that 
have high and low performance on certain dimensions. The number of cases is limited 
to 73 projects available for investigation in TK DN. The sources of data in the case 
research include personal observation, surveys administered within the organisation, 
collection of objective data and the review of archival sources. 
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2 Chapter II: The ThyssenKrupp Drauz Nothelfer Company 
2.1 Background Data 
ThyssenKrupp Drauz Nothelfer supplies all the components in the bodywork process 
chain from a single source and offers a unique range of services. From vehicle 
development and prototype production to planning, design, manufacture, assembly and 
service, the company supplies complete production equipment solutions such as laser 
welding systems, forming technology, basic construction systems and assembly 
systems. ThyssenKrupp Drauz Nothelfer is able to assume overall responsibility for 
complete body-in-white from the concept right through to production. The basis of 
integrated product and manufacturing process development is reflected in simultaneous 
engineering (SE). In this process, ThyssenKrupp Drauz Nothelfer assumes 
responsibility for both the car body as a product (quality, cost, time) and for the 
manufacturing process in order to achieve the overall optimum. 
The range of production includes complete bodies, manufacture of steel and aluminium 
components for all interior and exterior areas of the body, and stamped parts for series 
production. 
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Figure 2.1 ThyssenKrupp Orauz Nothelfer form a part of the Automotive Solutions 
business unit 
Source: Available from www.thyssenkrupp.com. accessed 5 Sept. 2007 
The plant in Ravensburg has four production fields: tooling, body-in-white, assembly 
systems and laser welding production equipment. 
Body-in-white contains all service spectrums from joining various parts to assembling a 
complete car body. With different assembling technologies, TONK has a wide choice of 
thermo, mechanical and combined means such as seaming, gluing, MIGIMAG welding, 
spot welding, and laser welding. The flexible body framing equipment spreads from the 
standard framer, mega-framer to approximately eight different car types . 
The thesis treats the issues in the area of body-in-white (BIW) production equipment 
(Figure 2.2). BIW refers to the stage in automotive design or automobile manufacturing 
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in which the car body sheet metal (including doors, hoods, and deck lids) are assembled 
before the components (chassis, motor) and trim (windshields, seats, upholstery, 
electronics, etc.) are added. A BIW consists of the underbody, body sides (left and 
right), body framing (framing of body sides, underbody and roof) and closures. In 
manufacturing, the process technologies are machine tools, often computer controlled, 
which shape the metal welding parts together and assemble all the components to 
produce goods according to customer expectations. A typical BIW includes 
approximately 100 to 150 sheet metal parts, which are assembled at 80 to 120 assembly 
stations. A BIW assembly line normally has approximately 1500 to 2000 fixture 
locators and approximately 4000 welding spots. After assembly is finished, the door, 
hood, and deck lid panels are installed into the openings of a BIW. After the painting 
process, the windshield and backlight are installed into the appropriate openings. Figure 
2.2 depicts a body-in-white design model. It is important to decide which product of the 
body-in-white in the form of project data can be analysed in the thesis. The basic 
process of assembling a body-in-white follows different steps like: subassembling the 
underbody, body side frame and roof, which are than assembled to the complete body-
in-white. More detail in the form of a block layout used in the manufacturing process is 
shown in Figure 2.3. Fishbone design subassemblies are provided to the main assembly 
line, where the body-in-white is completed during different production steps. Most of 
the TK DN projects are subassemblies of the BIW, where TK DN delivers a part of the 
production equipment, for example, body-in-white production equipment. 
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Figure 2.2 body-in-white (BIW) and major closure panels (stream of variation modeling 
and analysis for multistage manufacturing processes). 
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Figure 2.3 Block layout of a multistage automotive body assembly process (stream of 
variation modelling and analysis for multistage manufacturing processes) 
Source: Jian S. (2007) 
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In product sectors such as the automotive industry where a large volume of products are 
manufactured, the cost of tooling can be a reason to justify design changes. That is why, 
as for a supplier like TK DN, it is very important to estimate the project expenses during 
the initial stage of the project. 
In brief, the cost calculation process for customers proceeds as follows. Upon the 
inquiry from the customer, the quotation is generated. If it results in an order, it is 
further developed. First, the Project Planning Department with the help of the Key 
Account Department ensures that all documents are available and performs a technical 
check on the basis of the documentation from the customer inquiry (RFQ): inquiry 
check, cost sheets, specifications, and guidelines. Then the Planning Department defines 
the project team and arranges the duties and deadlines. After that, the Planning 
Department begins to prepare tender documents, which consist of the manufacturing 
concept, working of the jobs, pricing, conducting a price-potential analysis, pricing, and 
preparation of the tender presentation. The manufacturing concept includes layouts, 
specifications, bill of quantity, time schedule, organisational chart, and sequence of 
operation diagrams, and results in a completed process review and working packages. 
Components are grouped in a joining sequence based on geometry (parts tree). With the 
availability of geometrical data, the joining sequence is generated and filed with support 
of software products like CAD 3-D-View and DMU-(Digital Mock-up) Navigator VS. 
The purpose of the layout creation is the precise geometrical representation of machines 
and equipment resulting from the process sequence. The layout presentation is created 
in AutoCAD or in Microstation HLS according to customer specifications. AutoCAD 
3D is a computer-aided design tool used in drafting disciplines such as architecture or 
engineering. AutoCAD is also used by graphic artists, 3D modellers, production artists, 
29 
Chapter II: The ThyssenKrupp Drauz Nothelfer Company DBA: Peter Goeer 
multimedia designers, etc. Figure 2.4 shows the typical layout of a BIW production line. 
The middle of the layout contains the main line, whereas the subassemblies are located 
on the left and right sight of the main line. Part of the customer request for quotation 
(RFQ) documents includes a rough planning layout, which is important information for 
the calculation process; the Planning Department needs to fit the production equipment 
within the given production area. 
Layout BlWShop 
oI~~ ThyssenKrupp Drauz Nothelfer 
TacIvloIogies 
Figure 2.4 Technical layout of the BIW Department 
Source: TK DN Project Documentation BIW Department 
In recent time, there has been a tendency to use software as support for the ongoing 
planning process. In TK DN, the Planning Depaltment uses CATIA software. CATIA is 
a computer-aided three-dimensional interactive application, which is referred to as 3D 
product lifecycle management software. CATIA supports mUltiple stages of product 
development. The stages range from conceptualisation, design (CAD), manufacturing 
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(CAM), and analysis (CAE). CA TIA offers an integrated suite of 3D design, styling, 
development, simulation, analysis, knowledge capture and manufacturing software 
tools. DMU Navigator is a digital design support using the Digital Mock-up (DMU) 
workbenches that can be applied by design engineers and manufacturing engineers who 
do not have a full installation of CATIA and need to create assemblies of DMU 
workbenches. The DMU Navigator workbench enables employees to build assemblies 
from large amounts of 3D data. 
If the thesis confirms the ability to generate cost information in an early stage of the 
project execution process, the next step is to integrate the generation of cost information 
into the planning software. This paper will return to this point when describing the latest 
planning software. 
The price estimation includes preparing the bill of quantity, price sheets, updated prices 
for purchasing parts, vendor preparation, hedge, hourly rate, etc., which results in the 
potential analysis and defining the sales price. After cost control tender, a customer 
specification and presentation is issued. Customers can then further revise the project, at 
which point the quotation is negotiated. If the order is accepted, an agreement on the 
objectives, potential analysis and budgeting is agreed. 
The detailed cost calculation process at the project planning stage is presented in the 
following diagrams (Figure 2.5). The source of this process workflow of the cost 
calculation process is the TK DN intranet, especially the part of the intranet where 
different TK DN specific workflows are stored in a database. This special workflow 
describes the cost calculation process from the customer request for quotation enquiry 
to the handover of the completed tender documents to the project team and upper 
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management. Why is the process important for the thesis? Firstly, it provides an 
overview of the complexity and operating expenses of generating a tender. Secondly, it 
is important to evaluate at which step of the process, the author can obtain information 
regarding the thesis approach of identifying costs earlier and quicker. 
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For example, the information taken from the customer in Part 1 is where the customer 
enquiry will be checked according to the company's technical information. A checklist 
will be generated to evaluate what kind of information is provided against the customer 
information. Information at this stage of the tendering process includes cost sheets, as 
well as technical and commercial specifications. All relevant TK ON departments like 
sales, purchasing, robotics, electrical, design, legal and project management are 
involved in the process verification their specific customer information. Only if all 
information is available will the process continue. Later in Part Two of the process, a 
rough manufacturing concept is prepared by the project planning department. The 
documents generated are also used for the evaluation of cost estimation relationships for 
early cost calculations. All data generated by the cost calculation process are beneficial, 
as cost calculations highly depend on historic data. 
The next chapter discusses the advantages and disadvantages of the remaining TK ON 
cost calculation process in regard to the thesis approach. 
2.2 Advantages & Disadvantages of Cost Methods Employed 
ThyssenKrupp Drauz Nothelfer (TK ON) uses a bottom-up cost calculation system. 
According to different ThyssenKrupp companies and their experience with mass 
production, many valid and reliable ratios are used in daily activities. However, for 
products made according to a specific project, almost no reliable ratios are available. 
Hence, the projects are undergoing different overlapping processes. 
Overhead costing is considered to be a general central costing procedure in the 
automotive and machine industry. Accumulating cost centres can be departments, 
shops, machines, machine groups, and workstations. In TK DN, it refers to workstations 
with different types of work framing, seaming, and machine hourly-rate accounting. 
Workstation costing is more widespread in the production sphere. A workstation cost 
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rate includes the production costs referring to the man or machine hours for the specific 
place of work. "The advantage of workstation costing as opposed to the usual type of 
differentiating overhead costing lies in that specific machine or machine groups that are 
treated as individual cost centers" (Ehrlenspiel, 2007: 411). 
The general cost accounting method that TK DN uses is an overhead calculation based 
on machine or production hours. The costs are distributed to the cost centres: general 
cost centres, production direct costs, production overhead costs, production main cost 
centres, material direct costs, process material costs, administrative cost centres, and the 
sales and distribution centres. In TK DN, there is no visible separation between direct 
and overhead costs. Direct costs are determined as the total number of machine hours 
multiplied by the machine cost per hour. Another peCUliarity of TK DN is the 
determination of purchasing costs to administrative costs. 
The project planning department provides the cost calculation for offers. At this stage, 
cost calculation is based on data from customers and can be used to identify the cost 
drivers for the short calculation method. The project planning department uses the 
parametric method based on physical figures - capacities, physical parameters, etc., and 
organisation-influencing variables such as lot production peCUliarities. Elements of the 
analogous method are also used. 
Many product and process changes occur during the project execution due to design 
changes from the customer and optimisation. In the company, the number of production 
changes varies between 10 and 30 percent from the original design. The reason is that 
developing effective cost models for fulfilling customer enquiries is a very particular 
topic that not only applies to ThyssenKrupp. Consequently, the calculation process can 
be desc~ibed as the following actual process: 
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1 Checking the information from the customer that accompanies the quotation 
2 Conceptual manufacturing process, planning and calculation 
3 Creation of cost/quantity structure (bill of material) 
4 Bottom-up calculation process with a combination of parametric and analogous 
methods 
The aim of the thesis is to include a short calculation based on customer information 
and data generated from the existing detailed calculation and executed projects into the 
cost calculation process in order to create a target setting for the concept design and 
planning stage before performing any detailed calculations. 
The rationale for the aim can be supported by implementing the following objectives: 
a) Appropriate projects based on product groups are collected. 
b) Manufacturing costs for each project are summarised. 
c) Cost drivers are identified and calculated. 
The following step is the identification of cost relations between dependent variables 
(costs) and independent variables (cost drivers). The study introduces cost models or 
formulas for calculating manufacturing costs. 
The usual cost calculation process at the conceptual stage can be presented as follows. 
First, all manufacturing costs are identified. Production costs are then subdivided into 
engineering, mechanical, electrical and other costs. The sum of the manufacturing costs 
determines the general production costs. In addition, a total of 16 percent of the sales 
and administration c~sts are developed. Then the pricing is calculated and the offer 
price is developed. 
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The manufacturing costs are based on work hours and hourly rate costs. The basis for 
the cost calculation is the spreadsheet integrated into the" calculation program. The 
calculation sheet is in data format and contains the different modules that correspond to 
the cost structure. From these numbers, the calculation program generates an internal 
cost structure with a predefined structure: 
• Engineering 
Project management 
Design 
Others 
• Mechanical 
Purchased parts 
Material 
Mechanical manufacturing 
Manual manufacturing 
Assembly and launch costs 
General costs 
• Electrical 
Design 
Material and purchased parts 
Manufacturing 
Assembly and launch costs 
Robcad and offline programming 
• Others 
Standby 
Spare parts 
Shipping and packaging 
Customer-specific items 
The manufacturing costs are summarised as the sum of the components specified in 
Table 2.1. Then the sales price is defined and the customer cost sheets are generated 
through the respective macros. Table 2.1 shows a typical cost calculation sheet of TK 
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ON, where the four major cost blocks are engineering (15%), mechanical (46%), 
electrical (28%) and other costs (11 %), for a total of 100% (total manufacturing costs). 
Table 2.1 Cost sheet calculating the manufacturing costs in TK DN 
Percentage of Manufacturing costs Hours Hourly costs Costs 
total cost [Euro] 
15% Engineering 
(7%) Project management 20472h 60 Eurolh 1.282.096 
(5%) Design 15868h 48 Eurolh 764.203 
Robcad incl. offline (3%) 9733h 55 Eurolh 535.315 
program 
Tech. 
0% 
Documentation 
914h 51 Eurolh 46.950 
46% Mechanical 
(2%) Material 294.640 
(7%) Purchasing parts 1.230.657 (negotiated) 
(15%) Purchasing parts 2.538.867 
(6%) Mechanical parts 19635h 54 Eurolh 1.058.075 
(3%) In-plant assembly 12301h 47 Eurolh 572.862 
(11%) Customer assembly 31107h 61 Eurolh 1.905.065 
28% Electrical 
(5%) Purchasing parts 816.467 (negotiated) 
(8%) Purchasing parts 1.349.381 
(1%) PM Electric 220.459h 60 Eurolh 13.227.540 
(3%) Design & 
documentation 
10239h 55 Eurolh 563.147 
(3%) Installation 9224h 49 Eurolh 448.693 
,. 
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Table 2.1 (cont.) Cost sheet calculating the manufacturing costs in TK DN 
(4%) Start-up 10340h 65 Eurolh 672.121 
(4%) Robot programming 10042h 65 Eurolh 652.740 
11% Other Costs 291.060 
(2%) Parts production 4620h 63 Euro/h 501.800 
(3%) Production control 7800h 64 Eurolh 59.368 
0% Spare parts 61.425 
0% Training 945h 65 Eurolh 84.100 
(1%) Transportation and 399.000 packaging 
(2%) Machining 5700h 70 Eurolh 0 
(1%) 24-hour hotline 95.064 
Robot removal and (2%) 
steel building 317.800 
Contribution 
part/purchased part 
100% calculation Euro 
MKI contribution 
59% 9.925.010 part 
MK2 purchased 
41% 6.786.352 
part 
Total 
manufacturing 16.711.361 
costs 
Sales and 
administrative 1,16 
costs 
Total costs 19.385.179 
Source: Project Documentation, Planning Department 
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As the thesis is focused on the short calculation of the customer data analysis, cost 
drivers for all components are chosen and limited. Customer information is the data that 
includes all information from the customer quotation. It is limited to the following 
items: cycle time, number of parts, number of welding points, MIGIMAG length, glue 
length, number of studs and nuts, length of the laser seam, number of robots, square 
meters, and the 3D information of components. The information can also be classified 
by the number of different car designs such as sedan, station wagon, off-road-vehicle 
and the number of direct workers. 
2.3 Product Rationalisation Methods Employed in TK DN 
Reducing costs in every single step of the product development process is an elementary 
task during product development. The aim of simultaneous engineering (called 
concurrent engineering in the United States) is to reduce the product development time 
and enhance collaboration between different disciplines in order to create higher-quality 
products at lower prices. 
The projects in TK DN are normally processed as simultaneous engineering (SE), 
projects in which TK DN is part of the customer's product development process. 
During the SE phase, TK DN has the following various duties: 
Development and optimisation of product manufacturability, which consists of on-
site support in terms of design for manufacturability (DFM) and design for assembly 
(DFA) 
Influence production engineering to reach process targets with respect to costs, 
timing and concepts (PDPD - process-driven product design) 
A ~oidance of product changes through early co-ordination 
43 
Chapter II: The ThyssenKrupp Drauz Nothelfer Company DBA: Peter Goeer 
TK DN representatives participate in the Production Development Team (PDT) 
meetings and all technical meetings 
Provide product / process status 
The linkage between the different aspects of the development process and engineering 
functions are established with the help of simulation tool . In TK DN, simulation is a 
process control achieved through mathematical methods and technical support, and it is 
aimed at improving the technical support of the projects. TK DN is currently using the 
process designer (Figure 2.6) to support the detailed planning process. 
Figure 2.6 Use of planning tools/process designer/virtual production (present author) 
Source: Screenshot of process designer tool developed for this research 
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Explanation of the different windows of the planning tool: 
1. Process operation time 
2. Assembly data, e.g. number of spot welds 
3. Resource tree, e.g. number of robots and clamps. 
4. Product tree 
5. Material tree (kind of material) 
6. 3D view of the production equipment 
7. Cost information of the production equipment 
The linkage between different engineering functions is important to enable 
communication and data, and therefore improve knowledge sharing. At the same time, 
the availability and accessibility of coherent information is ensured and the focus is on 
life cycle issues in the early design process. The process designer tool is new to TK DN. 
Nevertheless, in the future, it can be used to generate historical project data for the 
evaluation of cost estimate relationships. Billo et al. (1987) emphasised the use of 
engineering databases populated with geometric, physical, technological or further 
different engineering properties linked with cost information for supporting the 
planning process with sufficient cost information during product development. 
The supply of cost information during the early project planning phase is of great 
benefit. This is even more so if this information is integrated into the software and 
simultaneously made accessible for all parties involved in the planning process. 
The introduction of the TK DN Company helps one to understand the different aspects 
of the product development process within TK DN, where costs can be influenced and 
rationales made for the research, product spectrum and planning tools used in the 
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planning process. The information reflects what kind of data and when the data are 
implemented into the cost calculation process. It also evaluates how tenders are 
prepared and costs are calculated, and then tallied on a typical TK DN cost sheet. 
Finally, simultaneous engineering is used to reduce development time and influence 
costs regarding the overall project aim. The next chapter is devoted to the literature 
review. 
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3 Chapter III: Literature Review 
3.1 Chapter Overview 
In general, the literature was filtered according to the main approach of the thesis on 
quick cost calculation methods during the project planning phase and focused mostly on 
systems where cost drivers such as technical parameters can be used. 
Nevertheless, as the thesis deals with cost calculation methods, especially short and 
quick cost calculations methods at the conceptual stage of a project, it is important to 
know the basic cost classifications like direct / indirect costs and their nomenclature. 
The next paragraph answers the question: What is meant by short or quick cost 
calculation at the conceptual stage of a project? Different authors use different terms 
such as preliminary, short, quick, or rapid calculations. 
The main part of the work describes the various cost estimation methods and models, 
their grouping, advantages and disadvantages. Product design rationalisation techniques 
as an effective base to influence costs at the conceptual stage are identified at the end. 
3.2 Cost Classification 
This section includes a brief explanation of the cost categories used in the company. 
Costs can be classified according to various criteria. The types of costs described below 
are used for cost accounting. Cost accounting can be attached to post-calculation. The 
description includes direct and indirect costs, variable and fixed costs, non-recurring 
and recurring costs, manufacturing, and life cycle costs. 
3.2.1 Direct / indirect costs 
. Direct costs are allocated directly to a cost object, a product. Indirect costs, on the other 
hand, are costs that cannot be allocated directly to a cost object. Thus, indirect costs are 
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typically collected in cost centres and subsequently allocated to cost objects. Cost 
accounting is used for post-calculation, and as such, records the costs and allocates them 
to the cost objects. Whilst a variety of cost accounting methods are employed, they 
differ primarily with regard to time and scope. Job-lot order costing and costing based 
on the hourly rate for machines are utilised (Humphreys, 2004). 
Direct costs are typically charged directly to a given contract in the way 
that procured items can be easily associated with the bill of material 
(BOM) for a particular unit. Indirect costs are difficult to identify or to 
be associated with a given operation or outcome. This is accommodated 
by labelling such costs as overheads or a burden that is summed up and 
then spread over the enterprise as a whole. Indirect costs include the cost 
of electrical power, cleaning, building works, etc. (Curran et aI., 2004: 
496) 
Some examples of direct costs are materials, factory labour, engineering labour, tooling, 
machining, transportation, and packaging. Indirect costs refer to material overhead like 
handling, storage, transport, engineering overhead, and manufacturing overhead. 
Humphreys (2004) notes that modem technology tends to increase the share of indirect 
costs whilst the share of direct labour cost is declining, and the purpose of automation is 
to replace direct labour costs with the indirect cost of machines. 
In general, there is the tendency of the continuing rise in indirect costs and the higher 
non-recurring costs associated with reduced labour processes. The demand to reduce 
cost and lead time needs to be addressed at the conceptual engineering design phase. 
In order to survive in today's highly competitive marketplaces, the 
. companies have to offer a wide variety of products, which results in 
investing in advanced manufacturing systems (AMS). One effect of an 
AMS on costing is that the direct costs are greatly reduced and overhead 
costs increase. (Koonce et al, 2006: 46) 
Traditional estimation techniques give a poor indication of the actual overhead costs, 
. actual cost drivers, and actual manufacturing processes involved. Consequently, such 
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methods as activity-based costing (ABC), target costing, and life cycle costing were 
developed. 
There are several ways of total cost grouping. There is classification according to cost 
type: material costs, personnel costs, capital costs, etc. Then the costs are broken into 
direct and overhead costs as well as fixed and variable costs. Ehrlenspiel (2007) 
differentiates between direct and overhead costs. He also emphasises the following 
disadvantages of overhead costing for design: special designs require a large time 
expenditure in many overhead cost departments; too small cost reduction for products 
made in larger quantities by production changes; distortion of the influence of quantity, 
size and workstation costing (most applicable by using man-hours or machine utilisation 
duration as cost rates), process costing (activity-based costing), direct costing, and 
marginal costing. 
In summary, traditional cost calculation systems do not provide solutions for the 
problem of the allocation of rising indirect project costs. In TK DN, indirect costs like 
leasing costs are partially allocated within the project and partially summed up and 
dedicated to a cost centre, production area or a specific project. This often leads to 
confusion when calculating using historical project data because indirect costs can be 
unintentionally be allocated incorrectly. In recent times and with the help of business 
software, there is a tendency to use activity-based costing to lighten this increasing cost 
block of indirect costs. 
3.2.2 Manufacturing costs 
In the business dictionary 
(http://www.businessdictionary.comldefinition/manufacturing-cost.html, accessed 20 
August 2010), manufacturing costs are defined as direct material, direct labour and 
manufacturing overheads expended in the fabrication, assembly, and testing of an end 
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item. Production costs are incurred in the production processes. The total product costs 
comprise all of the manufacturing costs: production costs, product development, and 
process planning costs. Ehrlenspiel (2007: 5) provides the following definition of 
manufacturing costs, which: 
Consist of the material and production for the product. In addition, there 
are costs that cannot be directly assigned to the product manufacture 
(e.g., administrative costs). They are combined with the manufacturing 
costs to form the company's total costs. The total costs, in tum, 
contribute the lifecycle costs and are reflected in the product sales price. 
The achievable profit is equal to the difference between the selling price and the total 
manufacturing costs. 
3.2.3 Non-recurring and recurring costs 
A non-recurring cost refers typically to a capital expenditure that is 
incurred prior to the first unit of production and is an element of the 
development and investment costs that generally occurs only once in the 
life circle of a work activity or work output. (Curran, 2004: 495) 
Typically, this would include the initial engineering effort in design, jigs and tooling 
acquisition or upgrade, system testing and certification, and pre-production 
manufacturing costs such as planning. 
Recurring costs are ongoing costs that are proportionally incurred from 
the production of the first unit of output. These costs occur throughout a 
programme's life and arise due to the repetitive nature of: commercial 
procurement costs, production overhead costs, technical upgrade costs, 
etc. They are similar to variable costs as they vary as function of quantity 
acquired. (Curran et aI., 2004: 493) 
In TK DN, non-recurring costs include developing, designing a product or launching a 
project, which typically involve one-time costs, even though they must be considered in 
the cost calculation process. Recurring costs in TK DN are ones related to running a 
business, and are also referred to as operating costs. Operating costs are fixed costs plus 
variable costs. 
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3.2.4 Fixed and variable costs 
Fixed costs are costs that remain unchanged and independent of the enterprise 
performance. Variable costs are production costs that change when the rate of output is 
altered. Some examples of variable costs include labour and material costs, and 
machining expenditure. The actual ratio between direct and indirect costs has 
significantly changed due to the increased use of automatisation, and overhead currently 
constitutes the major share of total product costs. A more detailed method that meets 
this requirement is activity-based costing (ABC), which assumes that costs are caused 
by activities and that products consume those activities. Direct costing separates 
variable and fixed costs and can help employees to make various decisions: negotiating 
orders and contracts, using free capacity, product programming, and choosing the 
production process (Ehrlenspiel, 2007: 414). Marginal costing is used when direct 
costing is applied for earning to the profit or loss account. The margin can be described 
as the difference between the earnings and the variable costs (Ehrlenspiel, 2007). 
3.2.5 Life cycle costing 
A product's design not only determines its cost, manufacturability and 
the logistics required, but also its maintenance as well as ease and cost of 
disposal. With the growing awareness of environmental issues and laws, 
an organization has to account for not only the amount the end user will 
spend on the product's maintenance, but also the cost incurred for 
recycling and/or disposing the product. The estimation of the cost of the 
product, throughout its life cycle, is termed as Life Cycle Costs (LCC). 
Maintenance costs associated with a product are influenced by factors 
. such as the predicted durability of the product and the conditions under 
which the product is put into use by the end-user. Advances in recycling 
technology also impact the cost of recycling and disposal. It is often 
difficult to ascertain with precision these factors. (Koonce, 2007: 44) 
Layer et al. (2002) distinguish between product the creation, use and disposal phases of 
the product life cycle. Product creation is again split into product development, 
produttion planning, and production. 
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Cost accounting aggregates costs at different levels. Life cycle costs include all of the 
costs incurred through product creation, use, and disposal. Normally, TK DN as a 
supplier for production equipment does not consider the costs for use and disposal at the 
customer site, although the costs for maintenance and disposal can sometimes be higher 
than the sales price for the equipment. For approximately two years, some customers 
have handled a life cycle cost approach. Hence, the reliability, maintainability and 
flexibility of the production equipment become part of the purchase decision, and thus 
the quality and robustness of the equipment. For example, the supplier has to evaluate 
the service interval for his or her product and add the service costs to the manufacturing 
costs of the production line. Obviously, the customer purchase decision is based on the 
total cost of the product over its life time. A relatively new approach where the risk for 
exceeding the service costs is not assumed by the supplier, but rather the contractor. 
3.3 Conceptual Design & Short/Quick Cost Calculation Definition 
After asking some of the project leaders in TK DN what they understood by the 
conceptual stage of a project, everyone seemed to have their own definition of what the 
conceptual stage of a project needs to be. Even the literature, contains no common 
understanding of the definition of conceptual design. An effective conceptual product 
design is the precondition for a successful project. Iteratively, engineering loops are 
conducted to ultimately freeze the design starting with manufacturing and assembling 
the production line to finally starting the production phase of the product. 
Lukibanov (2000) describes conceptual manufacturing planning as a strategy for 
evaluating the conceptual design before detailed design efforts commence. Lukibanov 
also states (2000) that mathematical modeling, scheduling, operational research, and 
other quantitative methods are handicapped by the qualitative and incomplete nature of 
the accessible data. However, knowledge-intensive methods (knowledge-based systems, 
52 
Chapter III: Literature Review DBA: Peter Goeer 
hierarchical task networks) can utilise such qualitative data if a formalised body of 
expertise exists. Processing is based on the assumption that such expertise is available. 
Others consider conceptual design in the very first phase of a design where drawings are 
the primary focus, which are comprised of simple plans and sections. 
According to Hsu (1998), product design is an iterative, complex, decision-making 
engineering process. It usually starts with the identification of a need, proceeds through 
a sequence of activities to seek an optimal solution to the problem, and ends with a 
detailed description of the product. Generally, a design process consists of three phases. 
Phase 1 is the product design specification where information about the product is 
collected and defined in precise yet neutral terms. Issues addressed in a typical product 
design specification are performance, quality, reliability, safety, product life span, 
aesthetics, and ergonomics. Phase 2 is the conceptual design whose primary concern is 
the generation of physical solutions to meet the design specification. The final phase is 
the detailed design. In this phase, final decisions on the dimensions, arrangement and 
shapes of individual components and materials are made, with due consideration given. 
These are merely two out of a range of different definitions, and to judge them depends 
on where the conceptual design will be used and in what context. In TK ON, the order 
cost calculation process (Figure 2.5) also includes two phases. However, the first phase 
is completed by the customer, who provides the basic concept of the production line, 
including the technical specifications. In the next step, the concept is checked by the 
project planning department, and if complete, from the information a more matured 
. concept (according to Hsu (1998), Phase Two is prepared. For this thesis, the definition 
- of concept design depends on the mature concept design elaborated by TK ON during 
the company's cost calculation process. Consequently, the conceptual stage of a project 
in TK ON involves the phase where the tendering information arrives at TK ON and the 
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mature design concept is elaborated by the company. The definition is important 
because cost estimation relationships for short and quick cost calculations come from 
data resulting from this project phase. 
As the term "conceptual design" is not sufficiently defined, the terms "short cost 
calculations" and "quick cost calculations" are also not properly defined in the 
literature. 
Regarding the time of use, the German Industrial Standard (DIN 32992 Part 1) 
distinguishes three different calculation types: 
Pre-calculation 
Intermediate calculation 
Post -calculation 
Pre-calculation estimates the future costs before the actual production, and thus allows 
cost-based decision making. The costs may already be fixed, or, as is the case when 
calculating a bid, only roughly outlined. In contrast, post-calculation-as a method of 
cost accounting-determines the actual costs incurred, with these costs then serving as 
the base data for future pre-calculations. 
Ehrlenspiel (2007: 390) singles out preliminary calculation as a "determination of the 
.. probable costs of processing an order as a basis for preparation of the quotation price" 
andfollow-up calculation as a "determination of the real accrued costs of processing an 
order". Concurrent calculation is carried out during production. 
Bent et al. (1997) roughly divide cost estimation methods into two groups: conceptual 
and detailed. As Bent (1997: 22) states, "When there is a lack of time, it is probable that 
the early conceptual estimate would be a capacity cost or curve-type estimate for direct 
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costs, with indirect costs on a percentage basis". According to Bent (1997), estimating 
can be broken down into the following categories: 
I. Conceptual 
Proration, budget, approximate order of magnitude, etc 
Cost capacity curves 
Equipment ratio (curves) 
II. Detailed (quantity/unit job hours/unit costs) 
In practice, most estimates are composed of all or many of the above categories. 
According to the German Industrial Standard, DIN 32992 (Part 2), short calculations are 
simplified cost calculations that enable an employee to quickly submit relevant 
information about the costs for development, planning, assembling, etc .. Usually the 
time of offer preparation is very limited; the market drives companies to give customers 
the offers with all costs as soon as possible. A short calculation is conducted before a 
detailed calculation and before the offer is accepted, according to the company's 
existing cost calculation system, and it can differ from detailed calculation. The 
differences are the results of changes in the data from customers or inconsistencies due 
.. to simplification and the generalisation of data. The short calculation is limited by the 
specific company businesses, as it is based on cost drivers and statistics data. The basis 
for short calculation is a simple and quick manual system of relations between cost 
drivers and costs. The number and types of cost drivers can differ and are not 
-
necessarily focused on a specific formula. Short calculation is based on the acceptance 
that the costs of a related object are referred to already known costs from one or many 
objects. According to the German Industrial Standard, DIN 32992 Part 2, three groups 
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of methods can be summarised for short calculation: cost growth laws, analogous and 
parametric. 
Schottlander (2006: 17.1) denotes estimates as "the engines that generate revenue for a 
corporation ... estimates are the basis of a work structure ... after a project is awarded, the 
estimate is the marker, or measure that is used to track performance and cost". The 
Association for the Advancement of Cost Engineering (AACE) (Schotlander, 2006) 
divides estimates into five classes. Class 5 estimates are for a rough order of magnitude 
and have little or no information, with only 0 to 2 percent available. Class 4 are 
equipment factored estimates or parametric models, typically with 1 to 15 percent of 
information. The variance level for the four class ranges from -15 to -30 percent low, 
and +20 to +50 percent high, and is used for feasibility studies. Class 3 estimates are 
applied to budgets, authorisations or for control estimates, with a 10 to 40 percent 
information level. Class 2 estimates are used for cost control, bids and tendering offers, 
and information levels range from 30 to 70 percent. Class 1 is based on more 
information, usually 50 to 100 percent. 
In order to divide estimations into different classes, attempts to describe the level of 
accuracy are generally a good idea, since most customers expect a Class 1 estimate even 
if it only contains a rough production concept. TK DN bears a high risk based on 
incomplete tendering documentation when an order is placed. Typically, TK DN tries to 
avoid the risk by formulating exclusion clauses. However, given the bargaining power 
of TK DN customers (major automotive producer), these exclusions are normally 
ignored. It would be helpful if cost estimation was based on classes and the 
classification was part of the bidding process. 
As Cavalieri et al. (2004) state, it is only in the conceptual phases that the availability of 
the estimated production cost data is crucial, since most of the costs that will be 
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sustained in the following stages are implicitly determined by the choices made during 
the elaboration of the concept and the detailed design of the new product. 
Zaihirain et al. (2009) also mention that cost estimation can be done with a high degree 
of accuracy, but it takes too long. If it is done in a short period of time, the accuracy is 
usually quite poor. They describe a model for estimating partial process costs, which 
enables a cost estimate to be generated quickly with a certain degree of accuracy by 
utilising parametric techniques and part feature representation at an early order stage. 
Different authors combine the duration to calculate a product with the accuracy of the 
cost calculation, but what does this mean? A short or quick cost estimation is not 
necessarily less accurate. In the author's opinion, the accuracy level depend more on the 
chosen cost calculation method. For example, a bottom-up cost calculation obviously 
takes more time than a calculation that is intuitive and based on experienced project 
leaders and their past experience of very similar projects or historical data. 
The typical cost calculation process in TK DN starts after preparing a technical concept 
based on customer RFQ information. It is far more important for the accuracy and 
competitiveness of the offer to elaborate a sophisticated technical and cost-competitive 
concept than to attempt to increase the level of accuracy of the cost calculation. Hence, 
supplying the planning department with sufficient cost information during the planning 
process is one of the key approaches of the thesis. 
In order to choose one or more applicable cost estimation techniques, it is necessary to 
evaluate different cost calculations systems and methods. Therefore, the next chapter is 
devoted to the topic of cost calculation methods. 
57 
Chapter III: Literature Review DBA: Peter Goeer 
3.4 Cost Calculation Systems and Methods 
This chapter outlines several groupings proposed by various researchers, and the 
methods that are most well-known and relevant to the thesis are described in detail. The 
aim is to study the most important existing cost calculation models and choose the most 
applicable model for the thesis. The overview of product rationalisation techniques at 
the end of the chapter is important, as it identifies what kind of information is needed 
during the planning process when influence on cost is substantial. 
3.4.1 Classification of cost calculation systems 
Various researchers have identified different cost calculations methods and attempted to 
systematically group them based on different features. Cost estimation as a discipline is 
of great importance to any company in today's highly competitive global market. To 
stay in business, it is vital for any company to know their exact product costs. Accurate 
cost estimates are important for at least two reasons: first not to lose money if internal 
product costs are higher than the price obtained for the product, and second, to remain 
competitive enough to stay in business. Consequently, it is vital for TK DN to generate 
accurate cost estimates as early and quickly as possible at the beginning of the product 
development process. The advantages of knowing the costs in an early stage of the cost 
calculation process have been discussed in the previous chapters. The findings confirm 
the assumption that a wide range of cost calculation methods are available. 
Layer (2002) singles out qualitative and quantitative approaches and three main groups 
of quantitative approaches: statistical, analogous and generative-analytical (as indicated 
in Figure 3.1). He also reports that depending on the approach chosen, cost estimation 
provides either a qualitative or quantitative result. Qualitative approaches such as 
goodlbad, examples or heuristic rules illustrate whether anyone design alternative is 
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better or worse than another, but they do not specify the absolute value. Thus, they are 
not well suited if costs are to be transparently depicted or quantified. 
Cost Analysis 
.J 
I I 
Qualitative Quantitative 
Approach Approach 
I 
I I ~ 
Statistical models Analogues models Generative-analytical models 
Figure 3.1 Cost analysis structure 
Source: Layer et al. (2002: 500) 
Each of the three quantitative approaches uses a link between the product and product 
costs. Out of praxis, one can state that the qualitative approach, if, for example, supplied 
with cost information, can also specify the cost. Consequently, the cost analysis model 
of Layer can be criticised. Niazi (2006), for example, also distinguishes between 
qualitative and quantitative techniques. However, in his model, the analogous technique 
is grouped with the qualitative technique. 
Further in his work (Figure 3.2), he distinguishes between three quantitative approaches 
using product characteristics as input variables, and in return, he gets cost information. 
Other authors like Layer do not consider the complexity of the cost calculation process , 
which often combines different methods to generate cost information. In practice, a 
combination of analogous and generative-analytical methods is often used. 
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statistical model 
q L-1 ____ a_l_go_"_'th_m _ __ --' 
analogous model 
q LI ___ s_im_i_la_r_co_m_p_o_"_e"_t __ --' 
generative-analytical 
process plan 
Figure 3.2 Link between the product and product costs 
Source: Layer et al. (2002: 503) 
On the other hand, Curran et al. (2004) distinguish between relational and compilation 
costing systems, as indicated in Figure 3.3. They advocate a development of genetic 
causal cost theory. Technological cost methodologies are based on a wide range of 
principles, and the causality can be considered an important issue. A genetic causal 
approach can be used for assessing the scientific relevance of the applicability of the 
existing methods and models. 
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Costing 
Methodologies 
I 
I 
-.L 
Relational Compilational costing 
costing 
I ~ 
I ~ I I ~ -.L -.L I I I 
Neural Para- Physical Analogues Fuzzy Absorp- Bottom- Feature Activity Life-Net-
metric process costing Logic tion up Based based cycle 
works modeling Costing costing costing Costing costing 
I -.I ~ 
Case Based Scenario Based 
Reasoning Reasoning 
Figure 3.3 Costing methodologies 
Source: Curran (2004) 
Compilation costing aggregates various identified costs, whereas relational costing is 
based on the comparative relation of product-defining parameters. The first group 
includes activity-based costing, absorption costing (assigning cost according to 
resources utilised), bottom-up costing, life cycle costing, and feature-based costing. 
The second group includes physical process modelling (focusing on the time required to 
carry out the work), parametric, neural networks, analogues, fuzzy logic, and financial 
modelling (using a mathematical series for cost variance). 
On the other hand, Evans et al. differentiate between "black box" and "transparent" 
methods (Figure 3.4). The former describes methods where the reasons and conditions 
are not apparent or intuitive. Transparent box defines methods where the reasoning for 
the solution is apparent. The reasoning is not transparent with expert judgement because 
the mechanism that creates the estimate is undertaken based on the expelt's experience. 
Neural networks and parametric methods are distinguished from expert judgement, as 
the estimates are based on the statistical analysis of historic data. Methods such as 
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knowledge-based systems, case-based reasoning and group technology are referred to as 
analogical, as the cost is estimated based on the new case's similarity to previously 
encountered cases. 
[ Cost Estimation Methods 
I 
I I 
I Black Box Transparent Box 
I I 
I I -.l -.L 
[ Stati stical] [ Judg~;nt ] I Analog ical J [ Deta iled I 
I I 
----
I I I I I -.l -.l 
Neural Para- Group Case Knowledge Product Accumulation Based based Attitude Networks metric Technology ReasoninQ systems Based of the parts 
.J I 
I I 
-.l -.l I Feature J Function II Activity-based 
J I Generative Costing Costing Costing 
Figure 3.4 Classification of cost estimation methods (Cost estimation method selection: 
matching user requirements and knowledge availabi lity to methods) 
Source: Evans et al (http://wustww.cems.uwe.ac.uk/amrc/seeds/DavidEvans.htm 
(Accessed 25 August 2008) 
Evans et al. define detailed methods as the methods that calculate costs based on the 
summation of all of the elements that form the entire case. Function costing and feature 
costing are classified as "product attribute based", as these methods estimate the costs 
by the summation of two different kinds of product attributes of: features are 
characteristics of the element, and functions are tasks for which the element can be 
utilised. Activity-based costing and generative costing both estimate the cost summation 
of estimates of all parts that form the entire element being estimated. The two methods 
are distinguished from each other by the manner in which the overhead is allocated to 
the cost of the individual elements. 
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Evans' model can be criticised in many aspects. What he defines as a "black box", 
where reasons and conditions are not apparent, is not necessarily one. For example, 
statistical methods may be underlying a algorithm, which can be defined in detail. The 
conditions can also be defined, hence generated cost information is traceable. A 
parametric method like neural network is not necessarily a statistical method. The 
literature reveals a controversial debate over whether neural networks are related to data 
analysis. In general, statistics are concerned with data analysis, whereas in neural 
network terminology, a neural network is something that is inferred from the data or is 
not concerned with the data analysis like those models used in biological systems. At 
this stage, it is not clear which data analysis approach is the most applicable for this 
research. Therefore, the debate will be postponed. 
For the sake of completeness, Niazi's model of costing methodologies is given below. 
Niazi et al. (2006) propose the following division of qualitative and quantitative 
techniques (Figure 3.5): 
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methodologies 
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l Qualitative l Quantitative J Techniques Techniques 
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Figure 3.5 Costing methodologies 
Source: Niazi et al. (2006) 
Critically, it can be noted that Niazi, like some other authors, attempts to distinguish 
between qualitative and quantitative techniques. However, like Layer, it depends more 
on the argumentation of the author than on a reasonable logical system. 
Different authors like De Cos et al. (2007) distinguish different rapid cost estimation 
methods such as intuitive, variant-based models, parametric techniques and generative 
cost-estimating models. Intuitive models are often based on computer aids that help to 
reduce the time. Variant-based models consist of the use of similar previous estimations 
as a starting point for the new estimation. "The strength of this method relies on the use 
of previous real experiences of the company in the forecast of future manufacturing" 
(De Cos et al., 2007: 3). They also state that parametric techniques are most often used 
when only a few key pieces of data are known. These are mostly weight characteristics 
and design complexity. Parametric estimates are based on historical data and 
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mathematical expressions regarding cost. The implicit assumption of this approach is 
that the same forces that affected cost in the past will affect it in the future. "Generative 
cost estimation models are based on an assisted computing treatment of the piece shape 
with CAD-CAM techniques that result in an exhaustive parameterisation of the 
component" (De Cos et al., 2007: 3). It is critical if production technology or changes 
over time and historical data are not adapted to the new technology. This is can be seen 
as one of the major shortcomings if using historical data, and it needs consideration 
when building such models. 
Furthermore, Watson et al. (2006) distinguish two main approaches: cost estimation 
based on past experience, and generative cost estimation. They divide the generative 
estimating methods into rule-based costing, rough order magnitude (ROM), ratio 
estimating, parametric cost estimating, activity-based costing, and resource costing. The 
ROM or ratio estimating approach is a factor-based technique used to arrive at a 
preliminary cost estimate inexpensively and quickly. It is based on the application of a 
ratio-determined factor (Watson et al., 2006). ROMs are used, for example, to evaluate 
costs in projects according to their duration (interval of staff hours). Another example is 
to use the number of programmed lines of software code to generate the software costs. 
The initial review and cost estimate is called a rough order of magnitude. It is often used 
to obtain reliable information about cost. 
Chase (1999) describes time-cost models. These models attempt to develop a cost 
schedule for an entire project and to control expenditures during the project. The basic 
assumption in minimum-cost scheduling is a relationship exists between the activity 
completion time and cost of a project. On one hand, it costs money to expedite an 
activity; on the .other hand, it costs money to sustain the project. The costs associated 
with expediting activities are termed "direct activity costs", and they add to the direct 
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project costs. The costs associated with sustaining the project are termed "indirect 
projects costs": overhead, facilities, resource opportunity costs, penalty costs. Since 
direct activity costs and indirect projects costs are opposing and time-dependent, the 
scheduling problem essentially involves finding the project duration that minimises 
their sum, or in other words, finding the optimum point in a time-cost trade-off. 
Veermani (1997) identifies manufacturing cost estimation as a core part of request for 
Quotation (RFQ) processing. He states that the lack of rapid RFQ processing systems 
and the continued reliance by many companies on traditional, time-consuming RFQ 
processing procedures can be partly attributed to the commonly held belief regarding 
cost estimation. Every job is treated as unique and is given detailed attention for 
cost estimation. In the integrated RFQ processing framework, the cost estimation 
module will employ novel cost estimation methodologies that are capable of generating 
the manufacturing cost estimate both quickly and accurately, even for custom-made 
parts, on the basis of the product specifications and characteristics desired by the 
customer. 
Amongst the most common estimation approaches, Veermani (1997) mentions labour-
based, activity-based costing, and cost deployment. In the labour-based approach, the 
cost of manufacturing a part in this traditional cost accounting method is the sum of the 
material costs, direct labour costs (determined by the amount of time spent by operators 
to set up the machine at each operation and the run-time at each operation), and indirect 
costs (overhead). Typically, a standard overhead rate is computed by the company and 
applied to all of the products. 
As Veermani argues (1997), although numerous methodologies deal with cost, many of 
them hav~ been developed to deal with project and system development costs or design 
rationalisation as opposed to the estimation of manufacturing costs. Veermani (1997) 
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also considers the most promising approach to be parametric cost estimating. However, 
this approach needs to be tailored properly to suit the desired objective to ensure a rapid 
and accurate cost estimation. 
Veeramani (1997) lists several challenges associated with rapid cost estimation: 
Identifying significant cost-driving characteristics 
Inconsistencies in the manner in which certain data are collected and recorded 
Dependencies in the data that cannot be predicted 
Choice of performance measures to assess the model's effectiveness 
The statistical methods use historical data and empirical examinations, with the aim to 
gain information of product characteristics and costs. This means that innovative 
technologies and new insights cannot be added. In the automotive industry, especially in 
the body-in-white area, innovative technology shifts are rare; the underlying form of 
innovation is more a continuous process in which incremental steps lead to further 
development of the whole. Additionally, innovation in the automotive industry is in the 
form of a top-down approach, which means from the luxury cars to the smaller, more 
economical cars. Hence, there is enough time to adapt the statistical methods to the 
technology. 
Veermani (1997) classifies the methodologies for cost estimation according to the type 
of products manufactured by the vendor company: standard products, modified standard 
products, customer-made products. 
Each custom-made product can differ significantly from other custom-made products. 
However, a large majority of parts, although dissimilar in characteristics, follow a finite 
set of process routings, "standard routings". For each operation in the routing, a set of 
drivers influence the set-up time and run-time requirements associated with performing 
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the operation on the part. This cost estimation approach first examines routing similarity 
(a variant planning strategy), and after finding a standard routing, generates each 
operation's run-time and set-up time based on the product's characteristics (a generative 
planning strategy). This can be also referred to as a variant-generative approach for cost 
estimation. Models for customer-made products are built at the individual operation 
level, and for modified-standard products, the models are built at the product feature 
level. A modified standard product, by definition, is one that is a modified version of a 
standard product configuration obtained by changing certain permitted product 
characteristics. The modified standard products define a family of similar products 
having similar cost-driving characteristics. To produce each customer-modifiable and 
fixed feature, a set of manufacturing operations is required, and one can define the sets 
of fixed operations and modifiable operations. Each operation's resource requirement is 
governed by a set of product-related drivers. This can be used as a basis for developing 
a rapid cost estimation model for family products (Veermani, 1997). 
For the thesis approach, Veermani' s classification into standard products, modified 
standard products, and customer-made products is of great interest. In both the 
automotive and automotive supply industry, there is intense pressure to standardise 
products to significantly reduce costs. This supports the idea of using standard products 
and sharing them between different vehicles. In addition to a significant cost reduction, 
there is an improvement of the reliability and therefore quality of the product. 
As Layer (2002) argues and the findings in the literature confirm, most of the models 
and methods show considerable shortcomings with respect to the requirements 
manifested, and the problem of developing a new system still exists: 
A lacls: of accuracy exists. None of the aforementioned methods is able to determine 
the costs with the required accuracy. 
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In contrast to generative-analytical models, statistical and analogous models 
determine costs in a lump-sum fashion in the vast majority of cases. They are, in 
particular, not able to identify the cost-driving product characteristics of the 
products to be calculated because of an insufficient degree of detail and 
differentiation, thus they do not permit cost-based comparisons between alternative 
products. 
The integration of cost calculation in the product development process and the 
possibility of concurrent design use are not solved satisfactorily. 
Thus far, the product development process is only partially supported. Existing 
methods cover only part of the process, thus interrupting the cost calculation 
workflow. 
The increasing level of maturity during product development is not sufficiently 
considered. Not all of the required processes are taken into account, so the 
calculated costs end up being too low. 
Cost estimation using statistical and analogous models can only be carried out on 
the basis of historical data. Innovative technologies or new resources cannot be 
added. 
In rule-based systems, the acquisition and maintenance of knowledge is difficult. 
The experience and knowledge provided by experts does not carry enough 
influence. 
Layer (2002), for example, points out that complex parts, i.e. those for which it is not 
always possible to assign an operation unambiguously to a feature, are not sufficiently 
considered. 
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In general, the literature review of different cost structures, methodologies and 
classifications shows considerable shortcomings with respect to the conceptual and 
embodiment design. There is a tendency in cost calculation literature to focus only on 
one method, whereas the combination of different methods presumably could lead to a 
deeper understanding of cost calculation and more detailed information about the cost 
of a product. 
The next step of the thesis is to analyse existing literature in regard to the advantages 
and disadvantages of different cost calculation methods, and to discover which one or a 
combination of the different methods is most applicable for the thesis approach. 
3.4.2 Description of cost estimation methods 
Most ofthe models mentioned in Section 3.1.1. to 3.4.2 will be described below in 
detail. The gradation of the methods represents the description from more general to 
narrower groups. Bottom-up and bottom-down approaches as well as detailed, 
analogous and parametric differentiation also represent large groups that can be 
subdivided into other cost estimation methods. 
3.4.2.1 Detailed (general-analytical, generative approach) 
Layer (2002) has established that analytical approaches depict the relevant processes of 
product creation in detail and derive the costs incurred, aggregating them properly. The 
.. 
result of the analytical approach based on a generative process plan is a detailed and 
differentiated cost estimation that enables specific conclusions about the cost drivers to 
be drawn and alternatives for adjusting the product cost to be derived. Changes in 
boundary conditions s~ch as new manufacturing technology and new machines can be 
more easily considered, as the model used for calculation is newly generated. The 
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downside is that an enormous amount of data and information is needed. Thus, without 
computer support, this approach is extremely time-consuming and difficult to carry out. 
In the case of the engineering approach, the estimation is based on the detailed analysis 
of the manufacturing process and the product features. The estimated cost of the product 
is calculated in a very analytical manner, as the sum of its elementary components, 
constituted by the value of the resources used in each step of the production process 
(raw materials, components, labour, equipment, etc.). Therefore, this approach can only 
be used when all the characteristics of the production process and product are well 
defined. 
"AnalytiC method allows an evaluation of the cost of a product from a decomposition in 
elementary tasks and parts .. jt requires much time to gather all data" and is not 
applicable for quick evaluation at the conceptual stage (Farineau, 2001: 79). 
The accuracy of the analytical estimate depends on the level of detail that is considered. 
The disadvantage of this type of estimate is that the cost of doing detailed estimating is 
higher, and more time is necessary to produce the estimate (Newell, 2002). 
In the automotive industry, there is no particular preference for the cost estimation 
method. However, according to complicated and long-term projects, the 
analytical/generative approach dominates. This includes the detailed estimation of costs 
from the beginning to the end of the project, with an application of the cost analysis of 
requirement changes. Oduguwa et al. (2004) state that in the automotive sector, the 
combination of the matrix-based technique (attributes plus values), together with 
principles derived from the axiomatic design theory (connection of engineering design 
with cost information) and cost analysis of requirements change is applied. The 
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automotive industry has to estimate the cost of a product that includes significant 
amounts of new technology, which requires experience of previous projects and 
technology trends. As previously mentioned, the statement that the automotive industry 
includes significant amounts of new technology can be challenged. Although there are 
areas in a car where technical changes are higher like computer applications, this cannot 
be generalised. 
Advantages of the Technique 
Detailed, therefore able to form specific conclusions 
Changes can be easily considered 
New technologies can be easily implemented 
Limitations of the Technique 
Amount of data and information necessary for the estimation 
Time- and resource-consuming 
Details necessary to start the cost calculation process 
The main obstacle for the use regarding the thesis approach is the level of detailed 
information necessary to begin the estimation. Therefore, it will not be considered for 
. the evaluation of key figures for the prediction of project-related costs. 
3.4.2.2 Analogous technique 
"The analogous costing methodology is characterised by adjusting the cost of a similar 
product relative to differences between it and the target product" (Curran, 2004: 504). 
The effectiveness of this method heavily depends on the ability to correctly identify the 
differences between the two cases. There is an obvious risk in basing a single point 
estimate on one historical instance. However, it is a reasonable approach to estimate the 
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unit cost of a new product that does not incorporate very different design features. This 
method is less likely to overlook the impact of rapid technology changes when a 
parametric model needs updating (Curran et al., 2004). Analogous methods are defined 
as cost estimation using analogy reasons from functional or geometrical similarity to a 
similar cost structure with the term "similarity" describing the level of correspondence 
of the relevant characteristics. Information on the costs incurred during production is 
taken from post-calculation and existing data (Layer, 2002). 
Analogy-based techniques are also identified by Cavalieri et al. (2004). These 
techniques belong to the category of qualitative estimation methods. They are based on 
the definition and analysis of the degree of similarity between the new product and 
another one, which has been (or is being) already produced by the firm. The underlying 
concept is to derive the estimation from actual information regarding real products. 
However, many problems exist in the application of this approach due to: 
Difficulties in the operationalisation of the concept of "degree of similarity" 
Difficulty incorporating into this parameter the effect of technological progress and 
context factors 
This kind of technique is mainly adopted in the first phase of the development process 
. of a product because it enables obtaining a rough but reliable estimation of the future 
costs involved. In addition, case-based reasoning can be considered one of the 
applications of the analogical approach. 
In CBR (case-based reasoning), a case is a representation of an 
experience. Based on the specific criteria, cases are searched to find the 
ones that are most relevant to the current situation, and then retrieved. 
The system, or the user, evaluates the cases to determine the degree of 
modification required to adapt the previous case to the current one, 
which is then stored or learned by the system. (Koonce et al., 2006: 42) 
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Advantages of the Technique 
Rough but reliable estimation of costs possible, especially in cases with a high 
degree of standardisation and within product groups 
Quick (limited resources and time are needed) 
Easy to use when estimates are not to complex 
Limitations of the Technique 
Problem of bias 
Technological changes or innovations might be overseen or neglected 
Difficulty with complex products (risk of overlooking) 
For this thesis, the analogous technique can be implemented in the form of pre screening 
products or product groups that are underlying an almost similar geometry, such as the 
body side product group. It can be assumed that products belonging to a specific 
product group and having analogies in function or geometry have a similar cost 
structure. 
3.4.2.3 Parametric technique 
Parametric analysis uses cost drivers or cost estimation relationships and associated 
mathematical algorithm or logic to estimate costs. It requires historical cost data from 
which cost drivers can be derived. In parametric models, according to Cavalieri et al. 
(2004), the cost is expressed as an analytical function of a set of variables. These 
usually consist of certain product features (performances, morphological characteristics, 
type of materials used), which are supposed to mainly influence the final cost of the 
product (also known as "cost drivers"). These analytical functions are usually named 
"cost estimating relationships" (CERs), and they are built through the application of 
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statistical methodologies. They can be adopted during the development of new products 
and as a control during the implementation, thus providing a target for the final product 
cost. Although they are mainly used for estimating the cost of large projects such as in 
the aeronautical field, they are also effective for estimating the cost of those products 
where the cost drivers can be easily identified. A standard example of the parametric 
technique is certainly the work of Pierre Foussier (2006) From Product Description to 
Cost: A Practical Approach. According to him, the parametric technique tries to 
estimate directly from the product description or even from product specifications 
without having to prepare the operation sheets. The aim is to look for the cost drivers of 
the product, which can be functional or physical parameters, and to establish 
relationships between those cost drives and the cost. The complexity of the result 
depends on the number of cost-relevant product characteristics. By using statistical 
methods like regression analysis, historic data and empirical examinations can be 
evaluated with the objective of gaining information about the causal link between 
product characteristics and costs. As parametric analysis often accompanies statistical 
methods such as regression analysis, it is necessary to provide a more detailed 
explanation. Regression can be defined as a functional relationship between two or 
more correlated variables. It is used to predict one variable given the other. The 
relationship is usually developed from observed data, which should be plotted first to 
determine if they appear linear or parts of the data are linear. The general form of a 
simple linear regression line is y = a + f3x; + E;, where y is the value of the dependent 
variable that one is solving, x is the independent variable from the sample or population 
in question, a is the intercept, f3 is the slope, and E is the error term. Chase (1999) 
reports that linear regression is useful for the long-term forecasting of major 
occurrences and aggregate planning. The aforementioned general regression model 
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could fit the cost estimation method for TK DN, as the schema is simple and all 
necessary data can be found. Moreover, the impact of errors is included. The regression 
analysis helps to identify the influence of parameters on manufacturing costs, and the 
developed formulas and models can be easily repeated. However, one risk is not 
considering all important cost drivers, as the models are rather general. 
Chase (1999) also defines a casual relationship, where one occurrence causes another. 
The first step in causal relationship forecasting is to find those occurrences that are 
actually the causes. Another forecasting method is multiple regression analysis, in 
which a number of variables are considered, together with the effects of each on the 
item of interest. Forecasting by multiple regressions is appropriate when a number of 
factors influence a variable of interest. However, its difficulty lies in the mathematical 
computation (Chase, 1999). In addition to the advantages of the parametric, some 
limitations need to be considered according to the different literature. 
Advantages of the Technique 
Emphasises the influence of parameters to cost 
Repeatable and reliable if equation represents CER properly 
Enables quick estimates 
Easy to use, also for non-technical experts 
Limitations of the Technique 
May be too simplistic to consider all influences 
Omitted parameters might become important 
No sufficient data on which to build a reliable cost relationship 
Can be difficult to develop 
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CER might be associative, but not causative (lack of direct cause and effect 
relationship) (Curran et aI., 2004) 
According to the NASA Parametric Cost estimates Handbook, it can be added that a 
CER is an excellent (statistically sound) predictor if derived from a sound database, and 
it can be relied upon to produce quality estimates. On the other hand problems with the 
database may mean that a particular CER should not be used. Whilst the analyst 
developing a CER should validate that CER, it is the responsibility of any other user to 
validate the CER by reviewing the source documentation. 
Regarding the thesis approach, parametric method in combination with regression 
analysis enables cost estimators to provide quick estimates without much detailed 
information. If parameters can be found from customer requests for quotation 
information, they can also provide cost information at an early stage of the development 
process. 
3.4.2.4 Neural network technique 
Neural networks can be considered part of the detailed methodology. Cavalieri (2003) 
compared the results of the application of two different approaches, parametric versus 
neural network (NN), for estimating the manufacturing costs of brake disks in the 
automotive industry. He describes the implementation of the method as follows. First, 
. the product data and cost drivers are identified. Once the product cost drivers have been 
defined, it is necessary to evaluate the consistency of the available data, in terms of 
measurability, reliability and completeness (Le. real information content). In particular, 
concerning the last point, data may not be suitable or tum out to be insufficient for the 
purpose, which inevitably leads to recycles on the previous phases. They could also be 
redundant, which' causes inefficiencies. Once the statistical consistency of the sample 
set of data has been tested, statistical and linear regression models are used to determine 
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the one-to-one relationships between each of the selected cost drivers and the dependent 
variable (Le. the product cost). In order to complete the information provided by the 
linear regression model, a cost estimating relationship (CER) is developed, based on a 
regression model. The analytical expression also includes three corrective factors, 
which are mainly due to the fact that foundry activities can be performed in different 
production systems (both internal and of third parties). In the discussed case, artificial 
neural networks (ANN) represents a valid tool for identifying the transfer function of 
the analysed processes through an implicit link between the input value-the 
morphological and technological characteristics of the disk-and the output value, the 
cost. Regarding the specific neural architecture used, given the specific purposes of the 
application, the multilayer perception (MLP) has been preferred, since it usually leads 
to the most satisfactory result. 
The proper structure has been selected after testing more ANN configurations with 
different numbers of hidden layers, different numbers of neurons for each level, and 
different inter-unit connection mechanisms. The learning algorithm adopted is a typical 
one for this type of ANN: the back propagation algorithm with momentum and a flat 
spot elimination term. The set of patterns has been divided into two subsets: one has 
been used as a training set (in order to adjust the weight of the connections and store the 
knowledge), and the other has been used as a validation set to evaluate the responses of 
the net to unseen patterns (in order to evaluate the degree of generalisation). It is evident 
that the two-layer configuration performs better than the one-layer configuration. 
The parametric and ANN models have been tested and validated by comparing the 
results provided by these models with the actual costs of the twenty most relevant 
components (raw disks) purchased or manufactured by the firm. The most relevant point 
concerns the inherent logic of the two approaches: While the use of a parametric model 
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requires the specification of the analytical expression of the relationship that links input 
and output, this is not necessary with a neural network. Hence, the ANN is characterised 
by the possibility of autonomously determining the most appropriate form of the 
relationship. 
The impossibility of knowing the kind of relationship can be considered a limitation of 
the neural network approach, since it is unclear how the results are achieved. In other 
words, in the neural network approach, the object of analysis is treated as a "black 
box"; hence, it is impossible to assign a theoretical interpretation to the results provided 
by the tool, especially in the case of unpredicted or (at least intuitively) unjustified 
values. Another point that is often cited by the users of parametric models is the 
excellent (or at least satisfactory) quality/cost ratio. The strength of neural networks 
relates to their flexibility concerning the changes made to the structure of the analysed 
system once the development of the model is complete. For example, if the production 
process of the firm is modified through the implementation of new technologies, even 
though the parametric model must be completely revised and retested, using a neural 
network will be sufficient to conduct a new training program with a new set of data (the 
structure of the network may not even be modified). On the other hand, neural networks 
are completely data-driven: an adequate set of construction data is then required, while 
a CER for a parametric model can also be deduced from technical considerations on the 
production process and kind of resources used (as for the typical engineering estimating 
approach), provided that it can be subsequently validated. In the case study illustrated in 
the paper of Cavalieri, with respect to a parametric model, the ANN has shown better 
results in all the validation samples, and no significant variance problems (i.e. the 
dependence of the model on the data set used to construct it) have emerged. 
Furthermore, to foster the diffusion of this methodology, it is necessary to make it more 
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"transparent" to the analyst, by developing software tools that reproduce the behaviour 
of the network in a comprehensible, easy-to-use way (Cavalieri, 2004). One of the main 
disadvantages is that the ANN model demands a lot of the data. 
NNs (neural networks) are a viable alternative for predicting construction 
costs because this method mathematically describes the cost of a system 
as a function of the variables that have the most effect on the cost of that 
system. However, the NN approach is a black box technique and its 
knowledge acquisition process is very time-consuming.(Gwang-Hee et 
al., 2004: 1235). 
Zang et al. (1996) use feature-based cost estimation for packaging products in a neural 
network that can be trained to approximate the relationships between the cost-related 
features and product cost. The determination of the number of hidden layers and 
neurons in each hidden layer is achieved by trial and error based on the training and 
testing results of the network. The method shows considerable results comparing them 
with the company's current cost calculation method. Nevertheless, certain limitations 
exist concerning the use ofNN. 
The main obstacles of neural networks from TK DN's point of view are: 
1. Cost estimation relationship is not known; hence no theoretical analysis of the 
relationship is possible. There is no guarantee that the selected NN structure is 
the most appropriate for the case. 
2. Quantification of cost-related features is subjective 
3. Training the neural network requires a sufficient amount of historical data. In 
TK DN, the data are limited due to the fact that the company is not a series 
production supplier. 
4. If the production process is modified (e.g. new technologies), the NN requires 
new traini!lg. 
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5. NN works as a "black-box" and does not provide the means to guide the 
designer to better solutions. 
6. The NN model cannot deal with cost-related features beyond the training data. 
The limitations of the NN technique, especially points 1,3 and 5 are critically for the 
use and acceptance in TK DN. 
3.4.2.5 Methods using standard time data 
Using standard time data for cost calculations is a common older method used to 
evaluate costs, especially in series productions where many standard products are 
assembled. The MTM Method (Methods-Time Measurement) is well known and used 
in the industrial environment, especially for planning manual operational procedures. In 
approximately 1910, the American Frank Bunker Gilbreth investigated human work 
movements, which later led to the MTM Method. In particular for mass production, it is 
important to know how much time a worker needs to perform a definite manual 
operational procedure. Based on this information, improvements normally take place. 
Later in 1972, MOST (Maynard Operation Sequence Technique) was released in 
Sweden. MTM occurs at the basic motion element level of the work activity, whereas 
MOST also considers the work element level, involving the movements of objects like a 
tool or a part. In addition, it distinguishes between a general move, a controlled move 
and the tool use. Methods using standard time data are criticised for their tendency to 
disregard workers as human beings and use their specific knowledge as an expert. 
Nevertheless, different researchers have attempted to develop further methods using 
standard time for use in cost calculations systems. One example is the work of J. Jiao 
and M.M. Tseng (1999). This relates to this thesis because they attempted to find a way 
to adopt the ABC (activity-based costing) concept by using historical cost data to 
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calculate costs at the conceptual stage of a project at the early design stage. The work 
reported was generated from an industrial project at an electronic enterprise. In their 
work, they follow a pragmatic approach to product costing based on standard time 
estimation. The approach aims at rapid cost estimation without developing detailed 
process plans. Considering that a large majority of products follows a finite set of 
process routings, the pragmatic product costing approach (PPC) approach first extracts 
standard routings that are generic to all of the products according to historical 
production documents. The standpoint of the PPCis to utilise historical costing data. 
Every standard routing is associated with a set of design characteristics that can be 
employed to determine the possible standard routings applied to manufacturing a given 
product. These characteristics are referred to as cost-related design features (CDFs) and 
are treated as indexes to infer a "dummy process plan" for rapid cost estimation in the 
PPC approach. Then the Maynard Operation Sequence Technique (MOST) is employed 
to analyse each operation of standard routings to determine the associated standard time. 
Historical cost data are analysed to induce the relationships between the CDFs and 
standard time, namely, time estimation relationships (TERs). By allocating plantwide 
overhead costs to standard routings, the unit price of standard time is established to 
indicate cost estimation relationships (CERs). A library of material costs is also 
summarised from the existing products. In the production stage, CDFs are first induced 
from the schematic of a new design. Then a "dummy process plan'" for this design can 
be inferred and used to retrieve the associated TERs to determine its time estimate. 
Once a standard time has been estimated, CERs can be applied to compile the total 
product cost by adding the estimated material costs. The major drawback of Jiao and 
Tseng's work and the use of cost estimations based on standard time IS the complexity 
of the detailed deSIgn description and manufacturing knowledge required to evaluate the 
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standard routings for the cost calculation process. In TK DN, a considerable percentage 
of the products are purchased from external sources where no detailed information 
about manufacturing and standard time is available. The limitations of the technique do 
not support the application of this method regarding the thesis approach. 
3.4.2.6 Activity-based costing (ABC) 
In activity-based costing, activities or activity drivers within a company are first 
identified, and an average cost is associated with each activity. The product cost is then 
. calculated in terms of the average cost for each activity involved in the product's 
manufacture. Although ABC provides a more accurate picture of the actual cost to 
manufacture a product, determining appropriate activity drivers may not be easy. 
Furthermore, using the average cost per activity may not be a sufficient measure of 
determining the actual cost for use in competitive bidding (Veermani, 1997). Roy et al. 
(2005: 211) state that "the company uses activity-based techniques when the target and 
supplier quotes are disconnected". All information is stored in a database. Hence, every 
cost driver can be traced to its original figure. Cost drivers can also be defined as items 
that have a large effect on total work activity. According to Gunasekaran et al. (1999), 
costs in an ABC system are assigned to products using bases (cost drivers) that capture 
the underlying behaviour of the costs that are being assigned. They described the 
experiences of companies that have implemented activity-based costing. The major 
factors against the implementation are the tremendous implementation costs, the 
necessary restructuring of the cost calculation process, the investment in system 
maintenance, the increasing complexity of the cost calculation process, and the time-
and resource-consuming process. It is questionable whether the investments are 
compensated by the benefits. For the thesis approach, an activity-based costing system 
is not applicable due to the complexity and resources needed for implementation. 
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3.4.2.7 Target costing 
Target costing has a more than 40-year history in Japanese industry. In 1959, Toyota 
developed the preliminary target costing approach. Although many Japanese 
manufacturers use target costing, the system used at Toyota Motor Corporation is the 
oldest and considered by many to be the most technically advanced. This system 
supports the cost reduction process in the development and design phase of a new 
model, a full model change, or a minor model change. Accordingly, target-costing has 
multiple objectives of cost reduction, quality, assurance, and the timely introduction of 
new products into the market, and product development to attract customers (Howard, 
2005). 
Target costing can be used to reduce the overall cost of a product over its entire life 
cycle, with the help of production, engineering, research and design. Both life cycle and 
activity-based costing recognise that, in the typical modem factory, the avoidance of 
disruptive events such as machine breakdowns and quality control failures is of far 
greater importance than, for example, reducing the costs of raw materials. Activity-
based costing also deemphasises direct labor as a cost driver, and rather concentrates on 
activities that drive costs, such as the provision of a service or the production of a 
product component (Humphreys, 2004). 
Target costing in the "traditional' process ofthe economic-financial 
evaluation is conducted only after the concept definition phase (if not 
later). According to the target costing philosophy (particularly diffused 
in Japan automotive industry) the starting point consists in the 
determination of the estimated market price of the new product. .. This 
information, coupled with the expected (desired) profitability margin, 
leads to the identification of the sustainable production cost per unit. All 
the subsequent design and development phases must then be 'cost' 
driven (Le., all decisions must be made according to the final objective of 
meeting the target production cost). The overall production cost is then 
. divided into its components, and 'second level' target costs are then 
identified for all purchased parts and for internal conversion activities: in 
particular, the target purchase costs are discussed with all the suppliers, 
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in a rather classical bargaining approach aimed at price reduction. 
(Cavalieri et al., 2004: 168) 
In a fInn which adopts the target cost approach, the anticipated 
knowledge of the estimated future manufacturing costs is fundamental to 
understanding whether the target cost can really be reached or not 
(according to the gap between the target cost and the data resulting from 
the application of a cost estimation technique). "Moreover, if an 
assembler firm can make reliable predictions about the production costs 
of its suppliers (for purchased components), its bargaining power will be 
higher due to the reduction of information asymmetry. (Cavalieri et aI., 
2004: 168) 
Target costing is a philosophical approach used to link the costs for a product to market 
price conditions. It is far more effective to reduce the overall product cost than a cost 
estimation technique, and therefore is not considered in this work. 
3.4.2.8 Feature-based costing and function-based costing 
Feature-based costing and function-based costing can be referred to as analogous 
costing systems. Hicks (2002), for example, performs cost estimation for standard 
components and systems in the early phase of the design process, with the incorporation 
of a variety of costing techniques for different classes of engineering components within 
a system modelling tool. 
The aim of the feature-based approach is to assign costs to the features of 
a component; these costs include the necessary activities for manufacture 
and production. Nevertheless, even this leading technique focuses on 
developing costing techniques for manufactured components rather than 
standard components. (Hicks et al., 2002: 272) 
Layer (2002: 505) argues that the calculation process is split into the determination of 
key product characteristics with respect to costs, the search for similar products in post-
calculation, and the calculation of the new part based on one or more similar parts. Most 
manufactures have a lot o~ historical geometric data related to features that can be 
linked to technical specifications through functionality and performance. This means 
that the more features a product has, the more designing, manufacturing, and planning it 
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will require, which will be reflected in the life cycle costs (Curran et al., 2004). The 
method of function costing is also used for costing individual components. 
The method estimates relative cost of a particular component from 
specification of its function ... However, such technique are complicated, 
where the function of a component is not clearly defined, multiple 
functions are to be considered, or where a complex system is considered. 
(Hicks et aI., 2002: 272). 
In TK DN, feature-based costing can be implemented in the product development 
process. Incorporated in a planning tool such as Process Designer (Figure 2.7), it 
supports the detailed planning process with cost information. Nevertheless, the method 
requires that the product description be given in detail. Therefore, it does not seem 
applicable in the early stages of design or process development. 
3.5 Summary and Justification of Choice 
The aim of this thesis is to identify the project costs based on customer data as early as 
possible, which means at the conceptual stage where only requests for quotation 
documents are available and planning documents are not yet completed. Cost 
information should be quickly provided to internally support the project planning and 
budgeting process internally and externally to support the suppliers. An early or quick 
cost calculation accompanies an undeveloped design or a conceptual manufacturing 
plan. As Cavalieri et al. (2004) state and research confirms, it is only in the conceptual 
phases that the availability of the estimated production cost is crucial, since most of the 
costs that will be sustained in the following states are implicitly determined by the 
choices made during the elaboration of the concept and the detailed design of the new 
product. Finally, customers expect a quick response on cost information, and this 
,-
sometimes becomes the key to obtaining an order. The literature was filtered according 
to the thesis approach. For this purpose, different cost estimation methods were 
observed, and their advantages and disadvantages were evaluated. 
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From the extensive literature review of different cost estimation methods, the most 
applicable method or combination of methods should be chosen regarding the thesis' 
aims and objectives. The automatic cost generation of analytical models for complex 
parts is difficult, and has not yet been realised satisfactorily. In general, the literature 
review of different cost structures, methodologies and classifications shows 
considerable shortcomings with respect to the conceptual and embodiment design. 
There is a tendency in the cost calculation literature to focus only on one method, 
whereas the combination of different methods could presumably lead to a deeper 
understanding of cost calculation and more detailed information about the cost of a 
product. Additionally, most of the methods currently deployed do not consider that 
manufacturing technology is company-specific. Different researchers use different 
terms such as "preliminary" or "short" (Ehrlenspiel, 2007), "quick" or "rapid" (deeos, 
2007) cost calculation. Product design rationalisation techniques like value engineering, 
concurrent engineering, design for cost, or cost for design are developed to support the 
conceptual design with information about feasibility and manufacturability. All of the 
techniques require information about cost at the conceptual stage to support the 
development process. 
In Table 3.1 the most desirable objectives regarding the research aims and objectives 
are summed up and weighted against the different cost estimation methods. 
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Table 3.1 Objectives for the implementation of short/quick cost calculation system 
Objectives for the implementation of 
short/quick cost calculation system 
Sufficient data is available at 
conceptual project stage 
Applicable during conceptual project 
stage with less details 
Cost information can be found in 
functional or physical characteristics 
of the 
Allows to provide quick estimates 
Applicable for complex products 
Increasing level of maturity of project 
during project development isn't a 
Easy to use also for non-technical 
experts 
Transparent and reliable methodology 
Applicable into TK DN planning 
software 
Source: Developed for this research 
From the description of different cost estimation methods, the most applicable regarding 
the thesis approach is parametric estimating in combination with statistical methods 
such as regression analysis. Analogous technique can also be considered to distinguish 
between different products or product groups. In the next paragraph relevant literature 
of parametric estimating application using regression analysis is reviewed in more 
detail. From the literature review it also can be assumed that he identification and 
selection of input variables (cost drivers) is one of the key success factors for the 
performance of any cost model (Veermani 1997, Layer 2002, Cavalieri et al. 2004, 
Foussier 2006, Chase 1999 Rios et al. 2007, Curran et al. 2004). 
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3.5.1 Parametric estimating applications using regression 
According to Giampiero et al. (2007), parametric cost analysis was first introduced in 
the 1950s by the Rand Corporation, for use by the Department of Defense (DoD) to 
estimate the cost of aircraft. It is still used in this sector and documented by NASA in a 
Parametric Cost Estimating Handbook available on the Internet. However, in the 
automotive industry, parametric cost analysis is not widely used. Furthermore, in 
literature applications, the use of parametric estimating is rare. Watson et al. (2006) 
report that parametric estimating is a technique that uses validated cost estimating 
relationships (CERs) to estimate cost. They used the technique for the cost estimation of 
machined parts. Parametric cost models statistically estimate part costs based on the 
correlation between historical cost data and part properties that are considered to relate 
to the cost. Watson (2006) also states that product costs can be influenced by the 
following cost-driving product characteristics: geometry, which determines the material 
quantity and machining processes required, material,' production processes and 
resources, and production planning. The parametric method is based on multiple linear 
regression using an Excel statistic tool. 
Rios et al. (2007) define the term "design parameter" as any physical property whose 
value determines the functionality of the product (material, length, surface finish). They 
used the technique to estimate the cost of airplane structures based on material, weight 
and the length of an airplane. From the literature review, it can be assumed that 
especially in the aerospace industry, the use of parametric cost estimating combined 
with the linear regression method is a commonly used technique. Curran et al. (2004) 
also reviewed different aerospace engineering cost models. According to their work, 
parametric models can be easily and speedily used by engineers of varying experience 
and at a very early stage in the design process when there is little product definition. For 
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example, the engine fan of an airplane is reviewed and two cost drivers (fan diameter 
and weight) are identified as relevant to characterising cost, and with the help of a 
simple linear regression, a cost equation is evaluated. 
Stockton (1982) conducted a regression analysis within a UK crane manufacturer. 
"Multiple linear regression is basically an extension of simple linear regression and is a 
statistical technique used to establish the general relationship between a dependent 
variable and a number of independent variables (Stockton, 1982: 742). A linear model 
can be used either when it expresses the exact functional relationship between a 
dependent variable and its predictor variables, or when it is an acceptably accurate 
approximation of a more complex relationship, a nonlinear relationship. 
The advantage of using the regression technique is that if the model is 
assumed correct, it yields an unbiased and efficient estimate of the 
model's parameters with which to predict the value of the dependent 
variables given the values of the independent variables. However, 
because the regression cannot distinguish between a natural causal 
relationship between variables or one occurring by chance. It is essential 
to choose the predictor variables with care. (Stockton, 1982) 
He outlines that in the case study, the first step in the data collection process was to 
create the crane product structure down to the major component level. The judgement 
and experience of the estimator was then used to determine those components that had 
the greatest influence on the build time of each subassembly. Cavalieri (2003) 
developed a parametric model for the estimation of production costs in the automotive 
industry. He investigated brake disks and identified several cost drivers like the raw 
disk weight, type of material, geometric shape. He discovered that a significant linear 
relationship exists between the weight of the raw disk and the product cost. However, 
he also mentioned that the simple regression model needs to be completed by some 
others parameters to improve its performance. Gwang-Hee et al. (2004) examined the 
performance of three cost estimation models based on regression analysis, neural 
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networks, and case-based reasoning. Based on 530 projects of residential buildings, 
different cost drivers like floor area in square meter, number of stores, roof types, and 
project duration were identified. Regarding the accuracy of the estimation results, the 
time and accuracy tradeoffs and the clarity of the explanation of the parametric model 
based on multiple regression analysis was identified as the most effective model. In 
their work concerning quick cost estimation methods for early order stages, Zaihirain et 
al. (2009) presented a model for estimating part costs by utilising parametric techniques. 
The aim was to calculate part costs (sheet metal parts) by using cost influential factors 
such as material weight, dimensions, part weight, and number of operations. The 
methodology involves collecting historical data and relating it to the part to be estimated 
through the use of statistical methods. The entire database consists of 99 cases, and 
scatter diagrams are plotted to check the relationships of the factors with product cost. A 
mUltiple regression model was also built, and the overall significance of the model was 
tested via an F-test. The model was validated against one set of independent test data 
consisting of 34 produced parts. The mean absolute deviation is used as a performance 
measure to evaluate the stability of the select models. 
There are further applications of parametric method in combination with regression 
analysis that do not need to be considered here in detail because the procedures are 
similar. The aforementioned examples confirm the hypothesis of the thesis and the use 
of the parametric method in combination with regression analysis. The equations in 
parametric cost estimation are built on the cost estimation relationships that use 
variables to predict cost. Inductive and deductive approaches can be found in the 
reviewed literature for developing CERs. The most commonly used technique for 
modelling a CER is the least squares best fit model (LSBF) or simply, linear regression. 
Although in many cases of cost estimation the CERs are not necessarily linear, the least 
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squares best fit model is robust enough to overcome some deviation (Draper et aI., 
1981). The technique becomes quite complicated when the function of the relationship 
is not clearly defined or multiple functions are to be considered or a complete system is 
under investigation. (Hicks et al., 2002). 
A major risk in developing cost estimation relationships certainly lies in the validity of 
the data used. For example, is the data available, does the data reflect the CER, does the 
sample reflect the population, is the sample large enough (enough data points)? The 
sample size is an important factor that defines whether the widths of the confidence 
intervals are sufficiently narrow. Without an adequately large sample size, a research 
study may not reach sufficient statistical power to confirm the hypothesised effect. The 
power of a statistical test is the probability that the test will reject a false null, which is 
not the same as a Type II error. As power increases, the likelihood of a Type II error 
decreases. The probability of a Type II Error is referred to as the false negative rate (8), 
and the power is equal to 1- 8 (Cohen, 1988). Therefore, it is recommended to conduct 
an a priori sample size analysis before collecting data for the study. According to 
Cohen (1988), statistical power depends on three factors: the statistical significance 
criterion used in the text, the size of the difference (or the strength of the similarity) and 
sensitivity of the data. A significance criterion is a statement of how unlikely a result 
must be, if the null hypothesis is true, to be considered significant. The most commonly 
used criteria are 0.05 (5%, 1 in 20), 0.01(1 %, 1 in 100), and 0.001 (0.1 %, 1 in 1000). 
Calculating the power also requires specifying the effect size to be detected. The greater 
the effect size, the greater the power. Sensitivity can usually be increased by increasing 
the sample size. There are no formal standards for power; 0.08 is the standard for 
adequacy that is most often used. Sample size estimation is performed by researchers to 
obtain parameter estimates that are statistically significant. According to Kelley and 
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Maxwell (305: 2003), "Perfonning sample size planning may often be improved by 
planning sample sizes that lead to accurate parameter estimates, not merely statistically 
significant ones". Kelley and Maxwell also emphasise accuracy in parameter estimation 
(AIPE). The AIPE approach yields precise estimates of population parameters by 
providing necessary sample sizes in order for the likely widths of confidence intervals 
to be sufficiently narrow. This method also indicates that the width of the confidence 
interval will be no larger than the width specified. With regard to AIPE, all other things 
being equal, the narrower the confidence interval, the more certain one can be that the 
observed parameter estimate closely approximates the corresponding population 
parameter. According to Garson (2008), when the number of cases is small relative to 
the number of independent variables in regression, the researcher risks randomly 
finding significant b coefficients. 
All of these questions need to be answered before the model is built and tested. The 
main drawback of most of the papers is the lack of discussion about the potential risks 
and limitations in the use of parametric method in combination with regression analysis. 
This certainly needs to be discussed in more detail in the next chapter. An additional 
problem that is not adequately considered in the literature is that cost estimations 
generated from products with a high degree of standardisation need to be modified 
according to the new standard. 
3.5.2 Model building and regression analysis 
The model-building process in general is mostly defined from a specific product family 
or product. The base is reliable data originating from products manufactured by the 
company. The data include the functional and/or technical infonnation of the products 
and their costs. Product or product groups are homogeneous in various fonns. Statistical 
models are fonnulated based on relationships, connecting the cost of a product to one or 
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more technical or physical parameters. Cost equations are valid within the limits of the 
given part spectrum and technology used. 
Multiple linear regression is a method of analysis used to assess the strength of the 
relationship between each of a set of explanatory variables and a single response 
variable. Researchers should be aware that neither regression analysis nor correlation 
can prove causation - a commonly made mistake. According to Bohrnstedt & Knoke 
(1994) causation requires: 
1) An association 
2) Temporal priority 
3) The elimination of rival factors 
To be aware of the limitations and assumptions of linear regression analysis some of the 
effects need to be discussed before building a specific model. 
3.5.2.1 About causality in regression analysis 
Figure 3.6 Regression Analysis: A Path Model of a Regression Analysis 
Source: Adapted from Yaffee (2004) 
Effects are not always easy to define, and indirect or even spurious effects can 
sometimes occur. I~ a path analysis ~ is endogenous, which means that it is the 
outcome of several paths or effects, where the total effect is the sum of the direct effects 
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plus the indirect effects. Figure 3.7 shows an example of an interaction coefficient C 
between Xl and X2 (Yaffee, 2004). 
Figure 3.7 Regression Analysis: A Path Model showing Spurious Correlation 
Source: Adapted from Yaffee (2004) 
According to Rubinfeld (1998), a correlation between two variables does not imply that 
one event causes the second. Therefore, in making causal inferences, it is important to 
avoid spurious correlation. Spurious correlation arises when two variables are closely 
related but bear no causal relationship because they are both caused by a third, 
unexamined variable. For example, a negative correlation might exist between the age 
of certain skilled employees of a computer company and their salaries. However, one 
should not conclude from this correlation that the employer has necessarily 
discriminated against the employees on the basis of their age. A third, unexamined 
variable such as the level of the employees' technological skills could explain their 
differences in productivity, and consequently, their differences in salary. 
Another effect is called suppression effect. When an omitted variable has a suppressing 
effect, coefficients in the model may underestimate rather than overestimate the effect 
of those variables on the dependent. Suppression occurs when the omitted variable has a 
positive causal influence on the included independent, and a negative influence on the 
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included dependent (or vice versa), thereby masking the impact the independent would 
have on the dependent if the third variable did not exist (Garson, (2008). 
3.5.2.2 Assumptions of the linear regression model 
According to different authors (Baltes-Gotz 2007, Brewerton 2001, Chatterjee 1995, 
Clements 1991, Cohen 1988, Draper 1981, KockUiuner 1988, Kutner 2004) the multiple 
regression model for a response variable Y with observed values, YP Y2''''YK (where K is 
the sample size) andj is the explanatory variables, xp x2 ,,,,xj with observed values, 
Xlk ' X2k , ... , X jk for k = 1, ... , K is defined as follows. 
AI. 
J 
Yk = Po + LPjXjk +uk 
j=1 
for k=1,2, ... , K and K>J+l 
The model is correctly specified if linearity of the regression coefficients Po and 
Representative sample and proper specification of the model (no omitted variables) 
Explanatory variables are fixed 
A2. The random errors Uk have a zero mean 
A3. Cov (Uk ,xjk ) = 0 
No correlation exists between the random errors and the explanatory variables 
The random errors Uk are assumed to have a common variance (72 (Homoscedasticity). 
When this assumption breaks down, the opposite of homoscedasticity occurs: 
Heteroscedasticity' 
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AS. Cov (Uk ,Uk+r ) = 0 for r *0 
Error terms are uncorrelated (no autocorrelation) 
A6. Random errors Uk are uncorrelated. 
Explanatory variables each correlate highly with the dependent (outcome) variable, but 
correlate only minimally with each other. 
A 7. Error terms Uk are normally distributed 
Under the assumptions Al to A7, the least squares method can be used to adjust the 
parameters of the model in order to achieve an optimal fit of the data. According to 
Rawling et al. (1998), the least squares method, also known as regression analysis, is 
used to model numerical data obtained from observations by adjusting the parameters of 
a model in order to achieve an optimal fit of the data. The best fit is characterised by the 
sum of squared residuals having its least value, a residual being the difference between 
an observed value and the value given by the model. The method was first described by 
Carl Friedrich Gauss in approximately 1794. Additionally, the Gauss-Markov 
theorem, named after Carl Friedrich Gauss and Andrey Markov, states that in a linear 
model in which the errors have an expectation of zero, are uncorrelated, and have equal 
variances, a best linear unbiased estimator of the coefficients is given by the least 
squares estimator. The errors are not assumed to be normally distributed, nor are they 
assumed to be independent (only uncorrelated - a weaker condition). Furthermore, 
they are not assumed to be identically distributed (only having a zero mean and equal 
variances). 
Least squares regression has several desirable properties: 
• Least squares estimators are unbiased 
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• Least squares estimators are consistent; if the sample were very large, the 
estimates obtained would be close to the true parameters. 
• Least squares is efficient, in that its estimators have the smallest variance 
amongst all (linear) unbiased estimators. 
• Additionally, some issues may arise during the analysis, which are of great 
concern to the results of a regression analysis 
• Influence - Individual observations that exert undue influence on the 
coefficients 
• Collinearity - Predictors that are highly collinear and can cause problems in 
estimating the regression coefficients 
3.5.2.3 How to build a specific model 
In social sciences, data analysis combined with a regression equation is a common 
instrument for data analysis, and a computer and software make it an easy way of 
evaluating data. Nevertheless, for each model built, there are assumptions and 
limitations. It is important to identify the limitations of the research study and the 
accuracy of that population estimate. 
The assumptions made are as in Garson, (2008): 
Proper specification of the model is achieved by means of considering only relevant 
variables for the model. The absence of spuriousness and suppression must be 
guaranteed. Some further prerequisites for the model are as follows: 
• Linearity (minor deviation from linearity will not substantially affect this general 
.. rule). 
• Non-recursivity: The dependent variable cannot be a cause of one or more of the 
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independent variables. 
• No overfitting of the model (cross-validation is a strategy to avoid overfitting) 
• Use of continuous data. 
• Extrapolation of the data beyond the upper and lower bounds of the dependent is 
a carefully handled assumption. 
• Data is censored, and samples are selected or truncated. 
• Absence of perfect or high partial multicollinearity. 
• Same underlying distribution is assumed for all variables (absence of bimodal or 
multimodal distribution). 
• Normally distributed residual error. 
• A voidance of interaction, even regression does not account for interaction 
effects. 
• Homoscedasticity: The random errors Uk are assumed to have common variance 
a 2 • It is important to note that the presence of outliers is a form of violation of 
homoscedasticity. Outliers can substantially effect regression coefficients. 
• Reliability: Is reduced by measurement error, and since all variables have some 
measurement error, by having a large number of independent variables. 
• Population error is uncorrelated with each of the independent variables. This 
means that the mean error is independent of the x independent variables. This is 
a critical regression assumption, which, when violated, may lead to substantive 
misinterpretation of an output. 
• Absence of autocorrelation; Current values should not be correlated with 
previous values in the data series. 
• Validity: As with all procedures, regression assumes that measures are valid. 
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• Mean population error is zero. 
• Random sampling is required for significance testing in regression when the data 
are randomly sampled. 
3.5.3 Identification and selection of cost drivers 
Cost drivers in this thesis are factors which cause a change in the manufacturing cost of 
production equipment hence thus the identification and selection of cost drivers is 
important to create a cost estimating model. Cost drivers can be identified via different 
sources such as project data, personal and/or other experience, published information 
and so on. The most common method for the identification of cost drivers is to review 
relevant literature and from experience or expert knowledge when potential cost drivers 
are listed and selected based on certain assumptions. As indicated earlier, the input 
variables for any CER are generally derived from historical data, experience, influential 
factors, product characteristics etc. Input variables are assumed to significantly relate to 
the final manufacturing cost. The strength of the relationship can help determine which 
of the factors deserve deserves the most attention during the early phase of the product 
design process. According to Schniederjans, M. J. and Garvin, T. (1996) the selection of 
an appropriate cost driver or set of cost drivers from the larger set of available candidate 
drivers is a task currently handled by application of human judgment, supported 
occasionally by an analysis using simple accounting techniques or correlational 
techniques from statistics. These methods can be limited by a lack of flexibility in 
evaluating multiple decision making criteria. Additionally Correlation does not prove 
causation but the absence of correlation assumes the absence of a causal relationship. 
Bollen (1989) and Kenny (1979) cited by Cohen et al. (2003) identified four conditions 
to be hold that a variable X may be a cause of another variable Y: 
1. Relationship: X is correlated with Y; 
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2. Some mechanism whereby a causal effect can be posited (causal mechanism) 
3. Temporal precedence: X precedes Y in time; 
4. Nonspuriousness: The X-Y-relationship holds even when the influence of other 
possible variables on this relationship are eliminated so that the effect can be 
said to have been isolated. 
The problem is that most of the theories predict only which effects should be nonzero in 
the population and the hypothesized direction of effect. Another problem, especially in 
mUltiple relationships, is to formulate and overlook a causal network of different 
variables. It may be difficult to ascertain all the relationships between the dependent 
variable and the independent variables or among them. 
In regard to the reviewed literature and the analysis of TK DN cost methods, cost 
drivers can include different influential factors such as manufacturing data (cycle time, 
level of automation, number of parts and so forth), layouts (floor space required), 
joining specifications (Number of spot welds, welding seam, laser welding etc.), 
number of operators. Also purchased items like robots is of substantial influence on the 
total manufacturing cost. Consider the relationship Y =.f(C), where Y is a measure of 
manufacturing cost in Euro and C is the required floor space of a production line. The 
relationship might well described by straight line or adequate described by a curved line 
when the relationship is nonlinear. 
Harwick, W. T., (1997) mentioned that cost drivers in space transportation economics 
can be grouped in different categories like: management (design team, production 
team), technical (size, stages/structure, motors, electronics etc.), cultural (parallel 
organisations, certification requirements, schedule), and market (new design, 
prototypes, production quantity, design repeat and so forth). The complexity of the 
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system hindered the selection of appropriate cost drivers. At the beginning of the design 
process almost no details are available but as the design evolves, more detail is known 
about the design of the production equipment and more detailed cost models can be 
constructed. Early cost models only consider part of the available information such as 
product performance, basic-parameters and technical indicators. The result is that their 
degree of estimating accuracy is limited. Most of the models (Allen et aI., 1991, Bode, 
2000, Curran et aI., 2004, Nasa parametric cost estimating handbook, Accessed 18 
October 2007) first identify potential cost drivers from different sources such as project 
data, cost calculations and published information before selecting them by expert 
judgement and/or statistical analysis. Finally the most appropriate cost driver(s) are 
selected for detail (regression) analysis. As Duverlie et al. (1999) states it is necessary 
to specify, at the same time, the technological family to which the CER applies, the 
units of measure of all parameters, the number of used points and the confidence 
interval and its precision. Another argument against the use of CER is that parameters 
which are not taken into account in the CER become important which can cause great 
uncertainty in the results. The "black box" character of the CER renders the detection of 
this kind of error very difficult. Of course, in practice, no complete universal method 
exists therefore it is of great importance to evaluate and describe '~ll the limitations of 
the model used. 
3.6 Conclusion 
The literature review resulted in a combination of analogous and parametric techniques 
with regression analysis for data evaluation. The advantage of using the parametric 
technique in combination with regression analysis is that it can also be used when only a 
few pieces of data are known. In parametric models, the cost is expressed as an 
analytical function or a functional relationship of a set of variables that usually, consists 
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of certain product features like physical or technical information, which are supposed to 
mainly influence the final cost of the product. It is generally derived from historical 
data, experience, and physical properties via various statistical techniques, empirical 
studies etc. A functional relationship (Figure 3.8) is a mapping relation between input 
variables (cost drivers) and the output, in this research the manufacturing cost. 
Input Variables 
(Cost Drivers) 
Output 
(Cost) Cost 
Estimation 
Model '---> 
Figure 3.8 Cost function relation 
Source: Developed for this research 
The identification and selection of cost drivers was identified as one of the key success 
factors for the performance of any cost model therefore appropriate cost drivers are a 
prerequisite for accurate cost estimates. The advantage of using the simple or multiple 
regression technique is that if the model is assumed to be correct, it yields an unbiased 
and efficient estimate of the model's parameters, which can be used to predict the value 
of dependent variables, given the values of the independent variables. 
From the theoretical point of view regarding the TK DN Company, the following 
shortcomings were found in the literature: 
• The different cost calculation models and methods in the literature show 
considerable shortcomings with respect to the conceptual and embodiment 
design; even the nomenclature differs from author to author. 
• Different researchers use different terms such as short-, quick-, and fast- cost 
calculation. 
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• Most of the methods currently deployed do not consider that manufacturing 
technology is underlying certain technical standards, not only industrial 
standards, but also company standards. 
• Different classifications of costing methodologies are used by different authors 
in the literature. To date, there is no common understanding of costing 
methodologies in science. 
• The analysis of employed classifications of different cost calculation systems 
revealed a strong dependency of all the systems on the technical database. 
• Most of them are not user-friendly (in this case, the user is the cost calculation 
department). 
• The majority of cost calculation systems are limited to one specific method, 
whereas, in practice, a combination of different cost calculation methods can 
often improve the accuracy. Therefore, the models and methods show 
considerable shortcomings with respect to the conceptual and embodiment 
design. 
In addition to an increasing level of automation and standardisation, an early 
identification of manufacturing costs based on a few key figures in the form of a cost 
estimation relationship seems possible for TK ON. More cost sensibility could be 
achieved in the planning department during the pre-planning phase. 
The next chapter is devoted to the research methodology. 
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4 Chapter IV: Research Methodology 
4.1 Introduction 
This chapter presents the research philosophy, approach, design and methods used to 
address the research problem, as outlined in the previous chapters. The focus of this 
research is the estimation of manufacturing costs during the conceptual product stage, 
even though only basic project information is available. 
Chapter One outlined the scope of this research by introducing some TK DN and cost 
estimation background information, followed by the research question, aims and 
objectives. Chapter Two is devoted to the TK DN Company and its cost calculation 
process, cost structure and cost methods employed. In Chapter Three, a detailed review 
of the literature relating to cost calculation systems was undertaken, including the 
characteristics, classification of cost estimation, methods and rationalisation techniques. 
Arising from the review, the framework of a combination of parametric techniques with 
regression analysis for data evaluation and the support of analogous techniques was 
proposed. It was noted that early cost estimation methodologies show considerable 
shortcomings with respect to the conceptual and embodiment design. On the other hand, 
a methodology that enables the calculation of costs early and accurately in comparison 
to the existing traditional bottom-up cost calculation process is highly demanded. 
However, no unique system of methods exists during the conceptual phase. 
Additionally, different researchers use different terms such as quick, earlier, fast, short, 
and rapid calculation. Thus, this chapter will present the proposed research 
methodology to address the objectives of the study. 
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4.2 Research Design 
The research design (Figure 4.1) summarises the various steps from the literature review 
to the conclusions and implications according to the research results. 
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Figure 4.1 Research design 
Source: Developed for this research 
The purpose of the methodology chapter is to describe the methodology used to collect, 
analyse and interpret data relating to an early identification of manufacturing costs 
based on a few key figures in the form of a cost estimation relationship. It provides the 
rationale behind the chosen research approach and methodology. It also provides 
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different methods that were employed to collect the data and test the hypotheses. 
According to Saunders et al. (2003), research can be considered a process by which 
means one can depict the issues underlying the choice of data collection methods 
(Figure 4.2). 
horizons 
Data 
collection 
methods 
sectional 
Sampling 
Realism Interpretivism 
Inductive 
Experiment 
Longitudinal 
Secondary 
Data 
Survey 
Observation Interviews 
Figure 4.2 Research process 
Action 
research 
Questionn-
aires 
Source: Saunders et al. (2003), adapted for this research 
For this study, the research process orientation is marked in yellow in Figure 4.2. 
Firstly, the research philosophy will be considered. The research approach then 
considers the subject that flows from the research philosophy. Thirdly, the research 
strategy is examined. The fourth step refers to the time horizon applied in the research, 
and finally, the data collection methods are considered. 
4.2.1 Research approach 
The emphasis is to study the problem of identifying project-related costs before a 
detailed cost estimation is conducted. At the same time, it is also practitioner research 
because it is carried out in the TK DN organisation. According to Saunders et al. 
(2003), there are advantages and disadvantages to undertaking practitioner research. 
Advantages include having the knowledge of the process employed within the 
organisation, the research aim, and a better understanding of the complexity of what 
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happens within the organisation. For this research, a solid knowledge of the cost 
estimation data and cost driving relationships between different parameters can be 
highlighted. Nevertheless, there are also disadvantages. It can prevent exploring issues 
that would enrich the research, and new thoughts and "fresh" questions can sometimes 
provide new insights that an experienced practitioner would not have considered. 
In addition to the data collection and presentation of statistical facts, the explanatory 
study involves the specification of causal hypotheses, estimation of causal models, and 
testing the validity of these models and hypotheses. 
The research philosophy depends on assumptions about the development of knowledge 
and how researchers think about such development. Epistemology is the theory of 
knowledge, and it asks the question: "How do we know about the world?" The 
epistemology is also the relationship between reality and the researcher. Different views 
(paradigms) about the research process that dominate the literature are shown in Table 
4.1. 
The term "paradigm" refers to the progress of scientific practice based on people's 
philosophies and assumptions about the world and the nature of knowledge; in this 
context, it focuses on how the research should be conducted. Paradigms are "universally 
recognised scientific achievements that for a time provide model problems and solutions 
to a community of practitioners" (Kuhn, 1962). A paradigm provides a conceptual 
framework for seeing and making sense of the social world (Kuhn, 1970). In addition, it 
offers a framework comprising an accepted set of theories, methods and ways of 
defining data. Thus, an individual's basic beliefs about the world will be reflected in the 
,-
way he/she designs the research, collects and analyses the data, and even the way in 
which that pers~n writes hislher thesis. Therefore, it is important to recognise and 
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understand personal paradigm, as this will determine the entire course of the research 
project (Collis & Hussey, 2003). 
Table 4.1 Three major business research paradigms 
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reality ~ underslo:xl 
by an .ndiviclual or WIll be empowered to 
gro~ charge !h~jrwa1d 
Becomos fu(}, invcivgd Inv~l/9d .... ilh reSQ3rch 
wm rgsetU'ch sL.dJjK:1.s ~ ubJ.ect$ ~:I thc':lt $uri Ct 
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iWlIUfiw. W uIgWI:I 
undgrstmdinJ of stlbjocts to Ciha~g, 
!':l ojAr! R wnrlj tn~r world 
Vdues nc[ucoo, and Valu9s Inct:udoo and 
mldg e.<p1icit mal» exp10it 
Incfuctiw Oeductive and Inductive 
. . Thg in~tivg lor Rigorous, ~llQar and ~xibleand 1oI.laws!he ch "de 1h 
rigid based CK'l re:seaM infonna:ion provided by ~g g~t"ft s e 
hypolheses th& research sL.t>jects ac loriS 0 , ... 
EJq:tQr1em ent 
Research QUQ$ ioonrurgs, 
_....i s9coooary data 
methods GI."" • analysis, q.aatlli1alively 
lyPflli ulllfllllpJili coded; documents 
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Source: Cavana et al. (2001) 
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Positivism 
Historically, the positivistic paradigm in the social sciences is based on the approach 
used in the natural sciences such as biology, botany and physics. The approach used by 
natural scientists was highly successful. Therefore, it is not surprising that when the 
social sciences were emerging towards the end of the nineteenth century, social 
scientists adopted their practices. It was argued that social scientists could adopt the role 
of observers of an independent and pre-existing reality, but they should remain distant 
when conducting their research and not allow values and bias to distort their objective 
views (Collis & Hussey, 2003). The basis for the positivist approach correlates to 
deductive thought, and includes the creation of a theory, determining assumptions in 
relation to that theory, and analysing those assumptions in the face of the business 
reality. The paradigm of this research belongs to the research problem, which consists 
principally of examining the facts (project data) in order to discover the underlying 
structure of a typical positivist approach. However, for this thesis, the purpose of 
science is not merely to focus solely on what can be observed and measured by the laws 
of cause and effect. Some critics believe that a reality exists that is independent of one's 
thinking about it means, it is a more post-positivist approach also called realism. This 
thesis emphasises the importance of multiple observations and the use of triangulation 
across these multiple data sources to attempt to gain a better understanding of reality. 
Given the nature of this research, the positivist paradigm is applicable and will be later 
discussed in more detail in the aim of the study. 
Interpretivism 
According to Weber (2004), positivists supposedly believe that reality is separate from 
the individual WJ:lO observes it. They also consider the subject (the researcher) and 
object (the phenomena in the world, which is their focus) to be two separate, 
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independent elements. In short, positivistic ontology is allegedly dualistic in nature. On 
the other hand, interpretivists believe that reality and the individual who observes it 
cannot be separated. Hence, interpretivists become fully involved with the research 
subject in order to achieve a full understanding of the subject's world. One problem of 
becoming fully involved with the research might be the loss of independence from the 
research object. 
They often root their arguments in Husserl's (Husserl, 1970) notion of a life-world in a 
nutshell, that one's perceptions about the world is inextricably bound to a stream of 
experiences one has had throughout one's life. The life-world has both subjective and 
objective characteristics. The SUbjective characteristics reflect an individual's 
perceptions about the meaning of some world. The objective characteristics reflect that 
people constantly negotiates this meaning with others with whom they interact. In other 
words, it is objective in the sense that it reflects an intersubjective reality. 
Given that the nature of this research is explanatory and suited to the quantitative 
methodology and deductive reasoning, interpretivism is not considered an appropriate 
paradigm to conduct this research. Therefore, it is not considered in detail. 
Critical Theory 
Critical theory was developed in Germany by the Frankfurt School over 70 years ago. 
Wfthin the critical theory paradigm, the "aim of the inquiry is the critique and 
transformation 'of the social, political, cultural, economic, ethnic and gender structures 
that constrain and exploit humankind, be engagement in confrontation, even conflict" 
(Guba & Lincoln, 1994). According to the thesis research approach, the critical theory 
is not considered an appropriate paradigm to conduct this research. 
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Research Approaches and Methodologies 
According to Ticehurst et al. (2000), many variations exist in between that form a 
continuum from one extreme to the other (Figure 4.3). Although there are various 
methods within each research domain, they fall broadly within two categories: 
Quantitative, which is in the form of numbers that can be quantified, and summarised 
and qualitative, which is mostly non-numerical (see Figure 4.3). 
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Figure 4.3 Research approaches and methodologies 
Source: Ticehurst & Veal (2000) 
According to Cavana (2001), quantitative design is generally associated with deductive 
or positivist research, whereas qualitative design is generally combined with inductive 
and qualitative design. In the deductive approach, a theory is developed, and from this 
theory, a hypothesis is formulated before a research strategy to test the hypothesis is 
designed. An alternative way to develop a theory is by inductive reasoning. A 
researcher might observe a specific phenomenon and want to better understand the 
nature of the problem. To gain a better understanding, he or she may analyse the data 
and formulate a relationship between the data in order to devise a theory about the 
observed phenomena. Figure 4.4 outlines the research process of the two research 
methods. 
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Incluctjye I"easouio.g 
Figure 4.4 Deductive and inductive reasoning in business research 
Source: Cavana et al. (2001) 
In research, there is no strict separation between the two research approaches, and a 
combination of deductive and inductive reasoning is often applied. However, general 
deduction owes much more to scientific research in which a theory is developed and 
tested. According to Saunders et al. (2009), deduction possesses several important 
characteristics: 
Search to explain causal relationships between variables 
Collection of quantitative data 
Controls to enable the testing of hypotheses 
Highly structured methodology to facilitate replication 
Concepts need to be operationalised in a way that enables facts to be measured 
quantitatively 
Generalisation of findings (need to select samples of sufficient size) 
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Furthermore, the literature review confirms the appropriateness of deductive research 
approach for this thesis. For this research, the following deductive model was developed 
(Figure 4.5). 
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Aft .... LIterature 
• 
Cboee 
Method 
• 
Formulate 
Hypo ...... 
• 
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ANldyae Data 
• 
Accept or reject 
hypothe ... 
Figure 4.5 Deductive Thesis Model 
Source: Developed for this research 
The first step was defining the research rationales from which the research question was 
formulated. Arising from the literature review, the framework of a combination of 
parametric technique with regression analysis for data evaluation and the support of 
analogous techniques was proposed. These findings should be transformed into the 
research hypotheses. Parametric cost estimating is a direct scientific approach that 
involves using regression analysis from the product description to its costs. The list of 
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possible cost drivers is available based on the technical, physical and other features of 
the manufactured product. The statistical form of the hypotheses involves a null and 
alternative hypothesis. First, appropriate projects were chosen, project documentation 
was analysed, and applicable cost drivers were identified. After collecting and analysing 
the project data, the hypothesis can be accepted or rejected. 
The following sections will outline in more detail the rationale behind the choice of 
research paradigm and methodology. 
4.2.2 Justification of research paradigm 
In this research, the method that the researcher has used in an attempt to understand the 
nature of reality is an external, objective and almost independent view, a classical 
positivist approach. Objectivism is the ontological position the researcher holds, as the 
research concerns rational explanations for the practical problem of estimating costs. 
Positivist paradigms dominate quantitative approaches and are traditionally used within 
the natural sciences. They posit that the social world exists externally and is measurable 
through objective means. The following are key attributes of the positivist approach 
(Easterby-Smith, Thorpe & Lowe, 1991): 
Independence 
Value-free 
Causality 
Deductive 
Reductionist 
Generalisable 
However, positivist paradigms are not without their problems, and these include: 
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Low control of internal (behavioural) variables 
Low control of external factors because organisations are open systems 
Difficulty in finding suitable organisations to examine 
Having to deal with potentially huge amounts of data 
The positivist seeks the facts or causes of social phenomena, with little regard for the 
subjective states of individuals (Brent, 2005). Positivism also assumes the possibility of 
analysing the social world, as well as making generalisations and interpretations of the 
objective reality based on the highly structured methodology. Nonetheless, some critics 
believe that a reality exists that is independent of one's thinking about it; this more post-
positivist approach is also called realism, but it is not considered in this thesis. The main 
difference is that all observation is fallible and therefore contains errors. This seems to 
be especially risky when the researcher is part of the organisation. It could be critical for 
this research if the researcher does not behave objectively and independently from the 
organisation. In addition, Saunders et al. (2009) claim that in order to pursue the 
principle of scientific rigour, deduction dictates that the researcher should be 
independent of what is being observed. Consequently, the epistemology view, with a 
focus on causality, logical reasoning, facts and figures based on the data collection 
process and evaluation of data supports can avoid the risk of ignoring any inaccuracies. 
Additionally, the epistemology of the research belongs to the research problem, which 
consists principally of examining the facts in order to discover the underlying structure 
of reality. This can be determined by the theoretical perspectives of the literature 
review. The research methodology used is a systematic process of gathering, recording 
and anaiysing quantifiable data, or more specifically, collecting projects, identifying 
cost drivers, and developing the regression analysis based on the parametric regression 
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connection. Parametric cost estimating is a direct scientific approach that uses 
mathematical relationships. Independent variables based on project documentation and 
customer specifications (data from RFQs) are identified and checked for their 
correlation with the manufacturing costs before the model is built and tested under 
specific assumptions and defined model limitations. The information is in the form of 
numbers that can be quantified and summarised. Therefore, the type of approach to 
collect and analyse the data is quantitative, which offers a greater assurance of 
objectivity. 
The role of values (axiology) in this research is undertaken in a value-free way, as the 
researcher should be independent of the data and maintain an objective stance regarding 
the thesis approach. 
4.2.3 Deducing a hypothesis 
From the extensive literature review of different cost estimation methods, the most 
applicable method regarding the thesis aims and objectives is a combination of 
analogous and parametric technique with regression analysis for data evaluation. 
Additionally parametric technique is preferred due to lack of detailed technological 
information at the early stage of the project and its simplicity. With the help of cost-
driving product characteristics product costs can be calculated without a great deal of 
detailed information. 
Regression techniques are used to examine the different variables to the cost. One starts 
with a list of variables possibly influencing the cost. Based on statistical tests, 
significimt variables are selected from the list and combined into cost-estimation 
relationships (CER's). When generating CER's with regression techniques, a number of 
conditions and limitations need to be checked in accordance to the statistical technique 
used. Such conditions and limitations need to be considered when building a specific 
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model. Because simple linear regression is limited to one variable at a time and does not 
demonstrate possible interaction among independent variables, multiple linear 
regression analysis is considered otherwise, in order to conduct a test of the hypothesis 
on each or some of the regression coefficients. Multiple Linear Regression is basically 
an extension of the 'line of least squares method' (simple linear regression), and is a 
statistical technique used to establish the general relationship between a dependent 
variable and a number of independent variables (Crocker 1967). 
Linear regression (multiple) was deemed to be appropriate firstly because it is the aim 
of this research to learn more about the relationship between several independent or 
predictor variables and a dependent or criterion variable. Also, in order to simplify the 
calculations to be done it is assumed that the relationship between the variables is linear. 
In actual application, this assumption can virtually never be confirmed, fortunately, 
multiple regression procedures are not greatly affected by minor deviations from this 
assumption. However, as a rule it is prudent to always look at bivariate scatterplot of the 
variables of interest which was done during the analysis stage to confirm if such 
assumption can hold true. If curvature in the relationships is evident, the researcher may 
consider either transforming the variables, or explicitly allowing for nonlinear 
components. 
Cost influencing variables (cost drivers) can be the geometrical, functional, physical, 
operational, dimensional features or other characteristics of a production line hat have 
major effects on the cost. After having identified influential cost factors historical 
project data is collected and analysed. Data can be obtained from different sources such 
as customer RFQ data, planning data, cost calculations, and project status reports. Out 
of this information, a l~st with most of the relevant key figures can be taken. In 
summary, twelve potential factors are identified to be influential to manufacturing costs 
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after detailed scrutinisation of data resorting to expert judgement, sorting relevant 
technical information and lack of detailed information during early order stage. The 
method of identifying and selecting the potential cost drivers is reviewed later in this 
chapter. 
List of influential factors to manufacturing cost are: 
• DW = Number of direct workers operating the production line 
• FS = Floor space of the production line 
• CT = Cycle time 
• JP = Number of joined parts 
• ASW = Number of automated spot welds 
• MSW = Number of manual spot welds 
• LMW = Length of MIGIMAG welding 
• LG = Length of gluing seam 
• SN = Number of studs and nuts 
• L W = Length of laser welding 
'. .. R = Number of robots 
• S = Number of shifts per day 
The underlying idea is to use analogues projects to search for similarities between the 
design at hand and the historical data. A group of analogues projects is called a product 
family. For this study different product families like Underbody, Body Side, Framing, 
and Finish are considered. From this database the cost estimation model can be 
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developed via multiple regression analysis and curve fitting procedures are carried out. 
Finally F-Test is used to check the overall significance of the model. The test is used to 
check if a linear statistical relationship exists between the dependent variable and at 
least one of the independent variables. The initial regression model based on the 
proposed key-figures can therefore be written as follows: 
MC = a +bl (DW) + b2 (FS) +b3 (CT) +b4 (JP) + bs(ASW) +b6 (MSW) +b7 (LMW) + 
bs (LG) + b9 (SN) + blO(LW) + bll (R) + b l2 (S) 
(MC = Manufacturing Cost) 
The aim in building the cost estimation model is to develop an equation with the fewest 
number of explanatory factors which allow adequate information of the dependent 
variable of estimated manufacturing cost. This is also necessary, given that the sample 
size is limited, in order to reach the sufficient statistical power to approve the 
hypothesised effect. Variables that do not contribute very much to explaining the 
variance in the dependent variable will be eliminated. The chosen independent variables 
must contribute to the development of the method for calculating manufacturing costs 
according to the objectives for the implementation of a short/quick cost calculation 
system. 
At the outset of any regression analysis a hypothesis about the relationship between the 
variables of interest are formulated. The formulated hypothesis for this study is as 
follows: 
Hypothesis: Manufacturing Cost (dependent variable) is dependent upon different 
influential factors (independent variables) such as listed above. The null and alternative 
hypotheses are as follows: 
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Ho : PI = P2 = ... = Pj = 0 (There is no linear relationship between the dependen 
ariable and the inde endent variables 
H j : At least one Pj *- 0 (There is a linear relationship between the dependent variabl 
and at Least one oithe inde endent variabLes 
eject H 0 it F > F" 
In order to determine whether a linear relationship is present between manufacturing 
cost and the variables listed above, scatter diagrams were plotted and analysed. These 
diagrams help to visually determine whether a linear relationship exists between the 
dependent and independent variables indicating the direction and the strength of each 
relationship before the final model is specified and tested. 
4.2.4 Conclusion 
The research philosophy of this study belongs to the research problem, which consists 
principally of examining the facts (quantitative project data) in order to discover the 
underlying structure of reality: a typical positivist approach. Findings from the 
literature, especially in the field of analogous and parametric techniques in combination 
with regression analysis for data evaluation, support the main positivist approach. 
Research theory is developed and tested using deductive reasoning. Accordingly, a 
deductive thesis model is developed. Generally, the deductive approach to research is 
intimately bound to the philosophical assumptions of the positivist. The main critique of 
positivism arises from the strict course of searching for evidence by formulating a 
theory that can be tested following a highly structured method employed in the natural 
sciences. According to Gill and Johnson (2002), this might be adequate for the subject 
matter of the natural sciences; however, it is not adequate for the social sciences. The 
reason is that fundamental differences exist between the subject matter of the social 
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sciences (human beings) and the subject matter of the natural sciences (physical 
objects). For this research, the focus is on the facts and figures and involves using 
secondary data, which limits the influence of sUbjectivity. Nevertheless, certain 
obstacles must be overcome. One definite problem is that the researcher is part of the 
TK DN organisation. Therefore, it is essential that the researcher maintain an objective 
stance regarding the thesis approach. It is also important to minimise potential 
influences and remain objective and value-free when implementing the research plan. 
4.3 Formulating the Research Design 
The previous section introduced the research philosophies and approaches, and the most 
applicable for the thesis approach were chosen. The method of answering the research 
question is influenced by the research philosophy and approach. In this chapter, the 
research strategy, justification of quantitative research, time horizons, and credibility of 
the findings will be discussed. The research question informs the choice of the research 
strategy, the data collection technique, the data analysis procedure, and the time horizon 
of the research project, whereas the research design is a plan for answering the research 
question. 
4.3.1 Classification of research purpose and strategy 
Different classifications of research purposes exist in the broader literature of research 
methods. The most frequently used are: 
Exploratory study 
Descriptive Study 
Explanatory Study 
Exploratory stud~.es represent conclusive evidence to explain the nature of the problem 
and its sequential actions. It often seeks new insights into a phenomenon and is 
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frequently used when the nature of the problem is not known in detail or in order to 
clarify the understanding or underling nature of a problem. 
Descriptive studies result in a description of the data, whether in words, pictures, charts, 
or tables. According to Saunders et al. (2003), it is necessary to have a clear picture of 
the phenomena on which the researcher wishes to collect the data prior to actually doing 
so. 
Explanatory study reviews the features and causality of objects, explaining the 
relationships between them. Explanatory research also focuses on "why" questions. 
Answering the "why" questions involves developing causal explanations, which argue 
that phenomenon Y (e.g. income level) is affected by factor X (e.g. gender). A 
shortcoming of the explanatory design is the length of time involved in the process of 
collecting and analysing the data. In this study, the causal relationships between the 
variables of appropriate projects were considered and the variables were described in 
order to justify the implementation of the explanatory design. The emphasis in this 
research is to collect quantitative data in order to explain the causal relationships 
between the variables and the manufacturing cost (independent and dependent 
variables). First, the appropriate projects were chosen, the project documentation and 
cost calculations were analysed, and then a list containing variables for further 
inv~stigation was aggregated. 
Finally, all information is systemised into the table, according to the projects and 
appropriate cost driver data. Other variables that might influence the results were 
controlled in the research design. It was reviewed as a bias caused by the omission of 
important variables. Again, in addition to the advantages of being part of the 
organisation in ~~ich the research is being conducted, there is the inevitable risk of 
neglecting issues that would enrich the research. There is no answer to these problems. 
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All the researcher can do is remain aware of the threats to the quality of the data by 
being too close to the research. 
Different research strategies are available, all of which can be used for exploratory, 
descriptive and explanatory research. However, the most applicable research strategy 
for this thesis is the experimental strategy. The goal of experimental strategy is to 
establish the existence of a cause-effect relationship between two or more variables. It is 
essential that in the real world, the specific variables are carefully separated because it is 
possible that a third (unidentified) variable is controlling the variables, and therefore 
affecting the experiment. 
4.3.2 Justification of quantitative research 
Quantitative research generally converts observations into discrete units that can be 
compared to other units by statistical analysis; it focuses on explanation, prediction and 
proof (Gilbert, 2006). 
Deduction can be described as the following learning circle in DBA research: it starts 
with formulation of a theory and hypothesis, and then moves on to testing the 
application of the theory, which either leads to falsification of the theory or creating 
new experiences and observations (Gill & Johnson, 2002a). Generally, the deductive 
approach to research is associated with the term "positivism" and involves using 
quantitative methods such as surveys, statistics and critical evaluations. 
Concerning the conditions of this study, the product is never completely defined in the 
design phase. This makes the cost evaluation process rather complicated. As indicated 
in the literature review, it was necessary in this phase to implement rapid and somewhat 
precise cost estimation methods. The various methods for evaluating costs can be 
subgrouped into four general groups (Duverlie, 1999): 
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1 The intuitive method is based on the experience of the estimator. The results are 
always dependant on this individual's knowledge. 
2 The analogical method (heuristics) evaluates the costs of a set or a system from 
similar sets or systems. 
3 The parametric method seeks to evaluate the costs from parameters 
characterising a product, but without describing it completely. 
4 The analytical method enables an evaluation of the cost from a decomposition of 
the work required into elementary tasks. 
According to Duverlie (1999), the analogical method is mostly used with group 
technology. The technology consists in defining the codification of parts, and it 
demands a lot of data and time. The analogical method meets all requirements of easy 
adoption and precise information. However, it is considered a slow method. Finally, the 
heuristics method refers to the identification of the productivity index relationship 
between the cost and the product size (cost per square meter, cost per kilogram). One 
example of grouping the data is case-based reasoning when an individual searches for a 
product close to the product required to estimate. 
Focussier (2006) report two missing points by heuristics and expert opinions: 
1 There is no traceability and it is difficult to improve the process 
2 It is impossible to transfer the knowledge to someone else 
Duverlie (1999) defines parametric methods as a "black box", stating that it can only be 
used in combination with other methods, as it is difficult to understand important 
manufacturing elements. However, the parametric method meets the criteria of 
precision, and m()re importantly, fast results. Consequently, the parametrical method is 
most suitable to indicate rapidity and simplicity. 
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The parametric method involves data that are quantifiable, and the type of information 
is quantitative. It includes a reference to the quantitative approach. 
According to Duverlie (1999), three types of parametric methods are identified: 
1 Method of scales 
2 Statistical models (the research is focused on this method) 
3 Cost estimation formulae (CEF) 
The method of scales applies the determination of the most significant technical 
parameter, then the ratio to quantity is defined (Euro/m2, Euro/kg). The disadvantage of 
this method is the assumption of a linear relationship between the value of the 
considered parameter and the cost. 
Statistical models are constructed based on statistical relationships that are supposedly 
universal. The set of activities is divided into different domains, and each becomes the 
object of a mathematical formula. A model implies the following data: technical 
specifications, relationships connecting the data to some intermediate or final variables, 
and constants. However, there are no completely universal models in practice. 
A cost estimating formula (CEF) is a simple mathematical relationship that connects the 
cost of a product or activity to a limited number of technical parameters specifying the 
product. There are two main parameter categories: physical values (conforming to the 
functional description), and dimensioning value (conforming to the solution 
description). 
According to Duverlie (1999), the construction of a CEF includes the following steps: 
1 Choice of part parameters related to cost (generally made by experts) 
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2 Choice of the formula structure (in practice, 95% of cases can be resolved by a 
multiplicative form, which is easily linearisible) 
3 Computation of coefficients by a mUltiple linear regression (the determination 
can be easily obtained by a generalisation of the method of least squares for 
several variables) 
4 Examination of obtained results 
The parametric method has the following advantages and disadvantages. It is very 
useful because of its speed. However, it can also work as a "black box", as from the 
specifications, the origin of the costs is not known. During the design stage, not all 
information is available. Consequently, the researcher had to estimate the missing 
parameters, which could cause uncertainty in the results. One of the advantages of the 
cost estimation formula during the design step was to clarify the influence of the 
parameters on the economic value of the product. If designers are aware of the influence 
of the different parameters on the cost, it will help them to optimise the design from an 
economical point of view. 
Cost estimation formulae (CEF) cannot solve some particular cases. The parameters that 
are not taken into account in the CEF can become very important, and the black box 
functioning of the CEF renders the detection of this kind of error very difficult. In some 
cases, it is more useful to obtain the regression in four or five cases that are similar to 
the part one wants to estimate, rather than using a general formula. Finally, the rapidity 
and limited information factors made this method very effective. 
According to Focussier (2006), any cost estimate is based on comparisons or analogies. 
Analogies can be quantitative or qualitative. In the domain of cost, the quantitative 
prevails, and in the work, the quantitative analogy will be referred to as "parametric cost 
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estimating". This is the direct scientific approach that uses mathematical relationships, 
from the product description to its costs. The parametric approach was used to 
investigate the relationships between the manufacturing cost and the variables (here, 
cost drivers). Data collection is supported by the judgment of experts like a project 
manager, cost analyst or cost controlling expert. The fragmental data can be completed 
with the assistance of experts. 
The instrument of the quantitative method is the analysis of documentation from the 
previously conducted project calculations. The study uses a positivism approach and 
deductive logic, accumulating secondary data to formulate the theory and issues for 
testing. 
Critics of quantitative data collection state that an unavoidable relationship exists 
between the data collection method and the results of the study. This means that the 
results will be affected by the techniques and procedures used. The problem is that it is 
impossible to ascertain the nature of the effect. Bryman (2007) stated that all research is 
affected by different factors like the commitment to a particular method, the 
expectations of those likely to form the audience for the findings, and the methods with 
which the researcher feels more comfortable. 
4.3.3 Justification of using cross-sectional design 
According to Saunders et a1. (2009), time horizons for the research design are 
independent of which research strategy one is pursuing or the choice of method. 
However, in planning a research study, it is always concerns how the research relates to 
time. In order to study a particular problem over a certain time period, for example, the 
number of quality problems in product manufacturing during one year, the research is 
called longitudinal. The main advantage of this type of research is that it has the 
capability to study change or development over time. If studying a particular 
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phenomenon at a particular point in time, for example, the relationship between quality 
problems and working experience, the study is called cross-sectional. In cross-sectional 
regression analysis, many cases are observed at a given time point (or within a short 
time frame). The difference between the two designs (cross-sectional and longitudinal) 
has to be taken carefully when making causal assumptions. Cross-sectional studies are 
the best way to determine prevalence, and they are also useful for identifying 
associations that can be studied more deeply using statistical analysis. It is important to 
differentiate cause and effect, not only from a simple association, because there are 
often numerous plausible explanations of how a variable relates to another variable. 
In the aforementioned relationship between worker experience and quality problems, 
the cross-sectional only provides a "snapshot" from the population, and cannot assume 
if quality is generally increasing or decreasing. In a longitudinal study, one or multiple 
subjects can be followed over time. Hence, for these subjects, their influence on quality 
in regard to working experience can be made. One advantage of longitudinal data 
analysis is that in addition to between cases analysis, analysis within cases (for the same 
individual) can be conducted at different points in time. 
In literature, a combination of longitudinal and cross-sectional designs can also be 
found under the term "panel data" or "time-series cross-sectional data". One influence 
critique about cross-sectional design is the application of panel data analysis to 
Kramer's economic voting problem. Kramer (1983) argued that the hypothesis of the 
"sociotropic" voter was preferred over the "pocketbook" voter, as deciding whose 
economy matters in elections cannot be drawn purely from cross-sectional survey data. 
According to Kramer, only the analysis of aggregate-level time-series data provides 
unbiased estimates of the effect of economic conditions on votes (Y oon, 2000). 
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This study refers to cross-sectional time orientation. The most important advantage of 
cross-sectional studies is that it requires little time to conduct and is relatively 
inexpensive. Another advantage is that many outcomes and risk factors can be assessed. 
The collection of cases in this research is conducted over a short period of time by using 
data mostly from executed or current projects. The conditions for conducting the 
research may change over time due to the ongoing merger with other TK companies and 
restructuring of the company. Therefore, the researcher had to collect and analyse the 
information in a short time period and ensure that the data is not influenced by the 
ongoing restructuring process. Care was also taken to ensure that the investigated data 
only came from projects with the same cost calculation method. This also prevented the 
dependent variable from being influenced by the changing cost calculation method or an 
update of the cost calculation software. 
4.3.4 Credibility of findings in quantitative research 
How can one know whether the findings of this study are credible? This is certainly one 
of the main questions when conducting a research study. The instruments of research 
credibility are reliability and validity. Kirk and Miller (1986) identified three types of 
reliability referred to in quantitative research, which relate to the degree to which a 
measurement, given repeatedly, remains the same, secondly, the stability of a 
measurement over time, and finally, the similarity of measurements within a given time 
period. Whenever research is conducted, it involves measurements. However, there is 
also the question of how information can be extrapolated from the sample to the 
population. The relevant term is therefore "generalising". Criteria for validity can be 
found in !he origins of the positivist tradition. Within the positivist terminology, validity 
resided amongst, and was the result and culmination of other empirical conceptions 
such as universal laws, evidence, objectivity, truth, actuality, deduction, reason, fact, 
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and mathematical data (Winter, 2000). Validity asks the question: Are we measuring 
what we are supposed to measure? However, it is not as simple, as it initially seems, 
especially if the measurement deals with feelings, thinking and attitudes, which cannot 
be measured directly. In this thesis, variables are in the form of numbers and figures, 
which can be measured directly. Nevertheless, it is crucial to create the right 
measurement instrument regarding the research question. Pallant (2005) offers four 
different kinds of validity: face, content, criterion, and construct validity. 
Validity 
Face validity can be proven, for example, by asking respondents whether they believe 
the testing instrument is valid. Feedback in any form can help to improve the 
measurement instrument, although this method does not seem to be valid in the 
technical sense of the term. For example, it relates more to how survey questions appear 
to observers or respondents. Face validity, therefore, has to be used with care because it 
is never sufficient to rely on it alone. In this purely quantitative research, face validity is 
considered in so far that an ongoing dialogue with peers, project leaders and cost 
calculation experts helps to improve the research instrument. Problems with face 
validity are that not every support person has sufficient background of the concept of 
the thesis, especially when questions concerning the research methodology arise. 
H0.wever, for this case, the support of university supervisors and experts in the field of 
cost estimation. relationships and parametric design can be of great help. 
Content validity shows "the adequacy with which a measure has sampled from the 
intended universe or domain of content" (Pallant, 2005). Content validity can be tested 
by checking the different documentation sources (e.g. customer specifications, SAP 
data, project notes). Content validity refers to whether or not the content of the manifest 
variables (a variable, subject to measure e.g. cycle time influence on production 
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equipment cost) is suitable to measure the latent concept (manufacturing cost) that the 
researcher is trying to measure. The better one knows the subject and how the concepts 
being using are theoretically defined, the better one will be able to design an instrument 
that is content-valid (Muijs, 2004). Detailed literature research about the research 
question not only helps to provide an idea of what one wants to measure, but it also 
supports the creation of content validity. When reviewing the relevant literature, a 
researcher needs to look for evidence regarding the validity and reliability of the data 
collection tools. In this research, the question is whether the independent variable can 
accurately be defined to produce the required information. If the effect of the dependent 
variable belongs only to the independent variable, then internal validity is achieved. 
Solid knowledge of the underlying theory relating to the concept is necessary to 
evaluate what independent variables are effective predictors of the dependent 
manufacturing costs and how one can measure the relationships between the measure 
and those factors. These considerations bring correlate to criterion-related validity. 
Criterion-related validity is measured through predictive validity. For example, the 
manufacturing costs could be expected to correlate with robot numbers. In other words, 
when developing a measuring instrument, it should be relevant to the expected 
outcomes. Again, solid knowledge of theory is important to create the concept of 
calculating manufacturing costs with the help of regression analysis. Therefore, it is 
important to collect data from the population being measured and statistically measure 
whether a relationship exists between the independent and dependent variable, using 
techniques such as regression analysis or correlation coefficient. 
Another aspect of validity i& construct validity. Wainer and Braun (1998) describe the 
validity in quantitative research as construct validity. The construct is the initial 
concept, notion, question or hypothesis that determines which data is to be gathered and 
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how it is to be gathered. They also assert that quantitative researchers actively cause or 
affect the interplay between construct and data in order to validate their investigation, 
usually by the application of a test or other process. This involves testing the 
relationships with other constructs (Pallant, 2005), and like the others, it relates to the 
theoretical assumptions of the concept one wants to measure. Furthermore, construct 
validity is tested by measuring one variable using two instruments such as interviews 
with experts as a support. For the study, the most applicable alternative for construct 
validity is to compare the outcomes with the basic calculations from already executed 
projects or from a random population sample. The problem is that in some cases, one 
might not expect the construct to have multiple influencing factors. Consequently, it 
cannot be included in the concept (problem of confounding factors), or one only wants 
to measure one specific factor rather than a multidimensional construct. Construct 
validity in this research is the degree to which inferences can be made by linking the 
concept to the results of the statistical analysis. According to Campbell and Stanley 
(1963) and Cook and Campbell (1979), different factors jeopardise internal and external 
validity. In this research, only the ones relevant for this study are considered in more 
detail. 
Maturation: The process within the subjects (projects), which acts as a function of 
the passage of time, e.g. if the projects last a few years, cost calculation and 
knowledge about cost calculation may improve. This is controlled due to the cross-
sectional design. 
History: Events that occur between the first and last measurement. One extreme 
eve~t was the closure of the TK DN Ravensburg plant. Saving all of the data was 
necessary in order to continue with the research. 
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Instrumentation: A change in the instrument, e.g. changing the cost calculation 
process or software. It is controlled by only collecting projects from the same cost 
calculation method and software. 
Statistical regression: It is also known as regression to the mean. This threat is 
caused by the selection of subjects on the basis of extreme scores. This is a control 
check for outliers. 
Selection of cases: The bias that may result in the selection of cases from the 
population. Selection can be controlled by randomisation. 
Interaction effects of selection bias. The researcher should describe the population 
studied as well as any populations that have been rejected. 
Reliability 
The second element of the research measurement instrument is reliability. According to 
Muijs (2004), whenever an individual measures something, an element of error called 
measurement error exists. Reliability is a necessary but insufficient condition for 
validity. It refers to the extent to which test scores are free of measurement error. Any 
score obtained on a test will have three main elements: 
Score = True score + Systematic error + Random error 
The true score is what one really wants to measure, the score without any error. 
Systematic error is an error that remains the same from one measurement to the next. 
Reliability relates to the second part of the error, unsystematic or random error. 
The concept of reliability involves two different levels: the reliability of the measuring 
instrument, and the overall reliability ofthe research (Thietart et aI., 2001). The 
reliability of a scale indicates how free it is from random error. In his study, Brewerton 
(2001) established the following: 
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In order to be able to rely on the results of a given test or psychometric 
instrument, a researcher must be confident that the test is consistent both 
internally (that is, in terms of measurement of the area of interest) and, if 
appropriate, externally (that is, over time and in terms of the relationship 
between alternative forms of the same instrument). 
Internal correlation is "the degree to which the items that make up the scale are all 
measuring the same underlying attribute" (Pallant, 2005: 6). 
Internal consistency may be measured via various statistical indices, including 
Cronbach's alpha, Guttman, and split-half reliability. Chronbach's alpha measures the 
internal consistency or reliability of a psychometric test score. Split-half reliability 
refers to internal consistency reliability and can be measured by randomly splitting the 
sample into two halves and calculating the separated samples independently. The two 
results can then be compared to determine whether the results are correlated. 
Temporal (generally referred to as test-retest) reliability involves the administration of 
an instrument more than once to the same sample in order to infer that the instrument is 
reliable across time and situation (and therefore, that measurement error within the 
instrument does not derive from situational variables such as location, time of day, or 
fatigue levels) (Brewerton, 2001). "The test-retest reliability of a scale is assessed by 
administering it to the same people on two different occasions, ,and calculating the 
correlation between the two scores obtained" (Pall ant, 2005: 6). Problems of test-retest 
include: if little time elapses between the re-test, respondents might remember and give 
the same answers, or if more time has passed and they have changed their opinion or are 
simply more experienced (learning curve), all of this can cause the test to be less 
reliable, thus resulting in random error. To compare the results between the test and re-
test, the strength of the relationship (correlation coefficient can be used) between the 
two tests can be measured. 
• 
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Reliability can also be expressed in terms of the standard error of measurement (degree 
of variance). A small standard error of measurement indicates high reliability, and a 
large standard error of measurement indicates low reliability. Additionally, in this study, 
the stability and consistency of the measurements are testified through a reliable sample 
size by unchangeable permanent parameters of the data from the project documentation. 
For the study, a test-retest was not conducted, as the information about the parameters 
in all sources is almost identical. The instrument used to make the research more 
reliable is to measure a construct that is very clear and has a clearly defined structure. 
The outcomes of the regression analysis are compared afterwards with the outcomes of 
the existing cost calculation process. In correlation and regression, unreliable 
measurement causes relationships to be underestimated, thus increasing the risk of Type 
II errors. In TK DN, there is no evidence of the level of reliability of the existing cost 
calculation process. Hence, it is only possible to compare both outcomes (existing cost 
calculation process with regression analysis) to determine whether the regression 
equation leads to the same results. Therefore, it is essential that an accurate model of the 
real relationships is evident in the chosen population. The reliability of different cost 
calculation systems are considered in the literature review chapter. Inexact measures 
from the data may result from inattentiveness, or recording and typing errors; these 
measurement errors are assumed to be random. Scatter plots, correlation tests and 
residual plots amongst the different variables are important to detect outliers and as a 
double-check to avoid errors. 
4.3.5 Conclusion 
The emphasis in this research is to collect quantitative data and explain the causal 
relationships between potential cost driver variables and the calculated manufacturing 
costs. Therefore, an explanatory study with the focus on "why" questions and the 
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strength of reviewing the features of objects, their causality and the relationships 
between them are chosen as being representative for this research. The pros and cons 
were discussed and potential limitations identified. One decision is to find cost drivers 
of the product. This could be functional or physical information of the product or 
process. The idea is to use physical parameters to try to establish relationships between 
costs and the parameters. According to Focussier (2006), in the domain of cost, the 
quantitative method prevails, and in the study, the quantitative analogy will be referred 
to as "parametric cost estimating". 
The instrument of quantitative method in this research is the analysis of documentation 
from so-called secondary data. Via deductive logic, secondary data are accumulated to 
formulate the theory, a typical positivist approach. Controversy also surrounds the 
discussion in literature about the unavoidable relationship between the data collection 
method and the study results. This means that the results will be affected by the 
techniques and procedures used. The study refers to cross-sectional time orientation, as 
many cases are evaluated within a short time frame using data from executed or current 
projects. Finally, credibility of the findings in the quantitative research was discussed 
and the methods were described to ensure the validity and reliability of the study. 
4.4 Data Collection 
The first step for data collection is the identification of the data types and sources. 
According to the NASA Parametric Cost Estimating Handbook, the following main data 
sources are used for evaluating projects: 
1 . Data based on cost key figures: Basic accounting records, cost reports 
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2 Data based on different sources: Historical database, functional specialist, other 
organisations, technical organisations, technical databases, other information 
systems 
3 Additional sources based on initially planned information: Contracts, cost 
proposals 
When preparing a cost estimate, it is advisable to use primary data sources. Primary 
data regarding this research means data originally received from customers in the form 
of technical data. Technical data is referred to as RFQ data, engineering drawings, 
engineering specifications, and so on. Historical data and labour hours data were also 
required as a basis for the subsequent cost estimation process. The data used are already 
conducted for the use of estimating project costs and preparing a tender from the request 
from quotation (RFQ) documentation received from different customers. The data 
conducted for different purposes are used in this research to answer the research 
question. In literature, this form of data is called "secondary data". Like TK DN, most 
companies collect and store various types of data for different reasons like customer 
data, operational data, and finance data. Some of them are stored because of legal 
requirements, whereas others are archived for company reason~. Regardless of the 
reason, secondary data can provide a useful source to answer various research 
questions. This research study uses quantitative data, data where no or little processing 
has been done or is used. The data are collected from TK DN's company data 
documentation. Hence, they belong to the classification of "documentary secondary 
data" .. The data include business software (SAP) documentation in the form of tables 
and figures, or RFQ documentation in the form of written material, drawings, tables, 
and figures. Their availability is also provided because the researcher is an employee of 
the TK ON organisation. 
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4.4.1 Advantages and disadvantages of secondary data 
This section discusses the main advantages and disadvantages of conducting research 
using secondary data. 
Advantages 
Secondary data can generally be collected faster and is less expensive. 
Ability to analyse larger data sets in a short time period. 
Sometimes the only way to conduct longitudinal studies. 
Triangulations between secondary and primary data are often possible. It can also be 
added to provide another research method such as quantitative reliability added to a 
qualitative approach; this might offer new insights into the research or facilitate 
triangulation, thus providing a critical examination. 
Analysis of secondary data may lead to new insights and findings or simply help to 
make the primary data more specific. 
Research results can be easily verified by others (provided access to data). 
If research is conducted on the data, there may be no need to repeat the reliability or 
validity tests (must be carefully considered). 
If historical data needs to investigated, research studies are based on historical data. 
Disadvantages 
The data are not collected for the required purpose, and therefore may not meet the 
researcher's needs. Theoretically, it is difficult to assess either validity or reliability 
when the sources do not fit the new research purpose. 
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Access to the data is sometimes difficult, for example, if the data underlies a 
company or governance confidentiality. Need to obtain permission prior to 
accessing the data. 
If the source of the data is not properly specified or the quality of the data is not 
clear, the outcomes of the data research may be questionable. For example, the 
reliability of the published statistics may change over time without any indication of 
this to the user of the data. 
Data might be biased because the original data are collected with a different 
purpose, e.g. data published by the tobacco industry to demonstrate that smoking 
cigarettes does not affect a person's health cigarettes. 
Source bias. Researchers consulting secondary sources, especially when the data are 
evaluated within the researcher's organisation, may have reasons for presenting their 
organisation in a more favourable light. . 
Inaccuracy in the data measurement. 
For this research study, the source and purpose of the documentary data collected are 
well known, and the data are useful for the required research purpose. Nevertheless, 
secondary data must be viewed with the same caution as primary data. Hence, all data 
used in the cost calculation process must be consistent and traceable back to the original 
collecting point. Sufficient actual data records must also be available. Furthermore, the 
data should be consistent with TK DN's accounting procedures and the cost accounting 
standards in the automotive industry. Inflation indices like the Consumer Price Index 
(CPI) and other forecasts of inflation are not considered in this work. However, they 
should be considered if the work will be a basis for future cost calculation 
improvements. The information used for the thesis is the result of long-term customer 
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relationships, and it involves RFQ data, customer specifications, and preliminary 
calculations in SAP or Excel during the customer engineering and production planning 
phase. A further disadvantage in using only secondary data for this study is that the 
discovered cost drivers for manufacturing costs from the existing data may not be 
completely adequate on which to draw conclusions. Although there might be better 
predictors beyond the TK DN data, the purpose of the thesis is to build cost estimation 
relationships on the existing information available in TK DN. Therefore, no other 
sources can be used. In TK DN, there is a large amount of available secondary cost 
calculation data that could potentially be used for this research. The problem for the 
researcher is focusing on data, sorting out irrelevant data, and evaluating exactly how 
and which data to use. In general, two main types of secondary data can be 
distinguished: internal secondary data and external secondary data. The focus in this 
research is on internal secondary data that already exists within the organisation. The 
data is distributed between different parts or departments of the organisation and stored 
in different forms of software such as SAP Business Software, Excel sheets, and paper 
documents. Identifying and isolating potential cost driver variables so that the most 
appropriate research design can be used to investigate these variables further is one of 
the main tasks in evaluation data. If one is not selective and focused on determining 
what secondary data must be collected, there is a risk of selecting inappropriate and 
irrelevant variables. 
4.4.2 Evaluating secondary data 
According to Joselyn, in order to evaluate secondary data, the following four 
requirements must be satisfied: 
1. Availability:. The kind of data desired must be available. If it is not available, 
primary data has to be used. 
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2. Relevance: It should meet the requirements of the problem. For this, two criteria 
are defined: 
a) Units of measurement should be the same 
b) Concepts used must be the same and currency of the data should be 
outdated 
3. Accuracy: In order to determine the accuracy of the data, the following points 
must be considered: 
a) Specification and methodology used 
b) Margin of error should be examined 
c) Dependability of the source must be proven 
4. Sufficiency: Adequate data should be available 
The data used in this research are mainly secondary data from customer requests for 
quotation documentation, where there has been little if any procession from TK DN 
side. The research project also involves unlimited access to the organisation's records. 
As mentioned, it is unlikely to find all of the data required for the research from one 
source. Hence, where no data are available or data are recorded in different departments, 
multiple sources of secondary data such as drawings, CAD data, and cost calculations 
can be used. From the literature research, different data collection methods can be 
deduced. Farineau et al. (2001) proposed to use data from a product database from 
which the cost estimation relationships is built, as well as technical data concerning 
production means, rules of manufacturing, etc. They used the practical application of 
parametric methods to classify objects into homogenous groups, with each group 
differing sufficiently from the others. In their work "An approach to improving cost 
estimating", ~tockton and Middle (1982) used historical data from a crane 
manufacturer. They used design features like maximum hook load in tonnes or bridge 
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span in metres as the independent variables in the multiple regression analysis to 
evaluate the crane cost. Current et al. (2005) in their article about integrating aircraft 
cost modelling, identified weight, part count and fastener count as significant cost 
drivers. These parameters from executed projects were then used to investigate the 
modelling of fabrication and assembly cost. 
Saunders et al. (2009) suggest a three-stage process for evaluating secondary data, and 
they also recommend considering the accessibility of the secondary data. The first 
process step is overall suitability, which consists of: 
Measurement Validity: Secondary data that fail to provide the necessary information to 
answer the research question will result in invalid answers. 
Coverage: The need to ensure that the secondary data cover the population from which 
the researcher needs data and for the desired time period, and contain data variables that 
will permit answering the research question and meeting the objectives. According to 
Saunders et al. (2009), some secondary data sets may not include all of the variables 
identified as necessary for the analysis. Their absence could affect the outcome of the 
explanatory research, as a potentially important variable has been excluded. In this 
research, only parameters from data where there has been only little if any procession 
has done to are used to identify cost drivers. It reduces the risk that important variables 
are omitted. 
The second process step is precise suitability, which consists of: 
Reliability and Validity: The concept of reliability and validity has been sufficiently 
considered in the subchapter "Credibility of findings in quantitative research". The 
method used to collect the data and the source of the data are of substantial importance. 
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Whilst organisations may argue that their records are reliable, inconsistencies and 
inaccuracies often emerge. 
Measurement Bias: Measurement bias can occur for two reasons (Kervin, 1999, cited by 
Saunders et at, 2009): 
Deliberate or intentional distortion of data 
Changes in the way data are collected 
Deliberate distortion occurs when data are intentionally recorded inaccurately. 
Therefore, it is recommended to triangulate the findings with other independent sources. 
For this thesis, data can be compared to cost calculations or project documentation. In 
addition, the process of data selection, collection and recording needs to revised in 
advance of the data analysis. 
The third process step is the costs and benefits. One criterion of the use of secondary 
data is that the cost for generating secondary data is generally less than the cost for 
generating primary data. Nevertheless, it is always a trade-off between cost, time and 
the extent to which the data meet the research question and objectives. 
Challenges in evaluating (TK DN) secondary data 
From the researcher's point of view, the following challenges of evaluating secondary 
data exist not only in TK DN: 
1. Identifying sufficient cost drivers from the amount of data. Although some cost 
drivers are obvious, other cost drivers are not initially identifiable. 
2. Inconsistencies in the data in terms of definition and variability in the process of 
documenting and recording the data. This underlines the importance of using 
only projects calculated by the same cost calculation process and program. 
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3. Incorrectness of data. Incorrect data might be detected by using different sources 
of documentation (cross-check verification) or by searching for outliers. 
4. Dependencies in the data that cannot be observed such as dependencies in the 
cost calculation process according to different cost calculators. 
5. Model performance cannot be guaranteed beyond the limits of the data used for 
the model building. 
6. Choice of performance measures to assess the model's effectiveness. 
7. Ensuring a balance in model development between model complexity and model 
quality. 
For this research, the secondary data are checked for different conditions. Are the data 
accessible and verifiable? Are the data sufficient for answering the research question? 
Are there sufficient data on which to build a sample, especially under the described 
assumptions? Can all of the data be assessed within the given time frame? Are the data 
free from bias? Are there sufficient variables in the data on which to build a regression 
model? Finally, the chosen independent variables should have a causative effect on the 
dependent variable. The variables chosen closely relate to certain technical criteria such 
as cycle time, and number of robots. 
In the next section, an appropriate sample technique needs to be selected in order to 
obtain a representative sample for the data analysis. 
4.4.3 Definition of population I sample and cost driver selection 
Quantitative analysis can be divided into a categorical and quantitative grouping of 
information (Saunders et at, 2003: 329). Categorical data cannot be measured, but can 
be classified and ranked. In the thesis, the classification of different projects is based on 
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product family and components. Quantifiable data can be measured, and the process of 
grouping into cost drivers relates to this group. 
The data analysis scheme can be presented as a consequence of the following steps: data 
collection (editing data, categorising data, creating data files, and programming), 
descriptive statistics, and regression analysis. 
Figure 4.6 presents the model-building process according to Draper and Smith, which 
was adapted for this research. 
Planning Development VarificatiQn & Maintenance 
DefIne [)eta 
Souroo 
Examine Data 
BuildModtl 
Diagnosis Model 
Figure 4.6 Model-building process 
Source: Draper & Smith (1966), adapted for this research 
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The model involves the following major steps: 
1 Define the population and variables available at the beginning of the planning 
phase from defined sources than define a sample from that population. 
2 Define the relationships between the variables and manufacturing costs. 
3 Verify the correlation between the variables and manufacturing costs. 
4 Specify the model. 
5 Interpret the results and make any necessary adjustments to the model. 
6 Verify the model. 
7 Model maintenance (not considered in this research). 
Secondary sources help to define the population and structure the sample to be taken 
from the population. To conduct valid and reliable research, it is first necessary to 
develop a sampling strategy. In other words, before the model building process begins, 
it is necessary to define the objects. In statistics, the term "population" is generally used 
for naming the entire set of objects the statistician works on. The population accessible 
for this research is defined as a set of objects called a "product family". The term 
population or product family is kept in this research. 
According to Saunders et al. (2009), sampling also saves time, time that can be spent 
designing and piloting the means of collecting the data from a smaller number of cases. 
The sampling technique used belongs to non-probability sampling. This means that the 
exact probability of each case being selected from the population is not known. This 
sampling technique is also known as "judgment sampling". According to Thietart et al. 
(2001), in management research, judgement samples, whether intended for qualitative 
or quantitative processing, are much more common than probability samples. Unlike 
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probability sampling, neither a specific procedure nor sampling frame is needed to 
assemble a judgement sample, and this is a definite advantage. They also state that 
probability sampling is not always necessary, as research is often aimed more at 
establishing or testing a proposition than generalising the results to a given population. 
For small samples, judgement sampling provides results that are just as valid as those 
obtained from probability sampling, since the variability of the estimates for a small 
random sample is so high that it creates a bias equally great or greater than that resulting 
from subjective judgement (Kalton, 1983, cited by Thietart et al., 2001). 
In the literature, most of the data information is taken from different company sources 
such as cost estimations of fabricated parts (Schreve et aI., 1999), sample costing data of 
chain assemblies (Hicks et al., 2002), analysing key requirements for driver seats 
(Oduguwa et at, 2006), and construction costs of residential builduings (Gwang-Hee, 
2004). From the literature review analogues technique can be considered to distinguish 
between different products or product groups. For this research the analogues method is 
considered not for cost calculation of a similar product relative to differences between it 
and the target product but to reinforce the accuracy of the cost estimation relationship. 
From literature review it can be assumed that products belonging to a specific product 
group and having analogies in function or geometry have a similar cost structure. 
The specific TK DN industrial environment objects are the products created according 
to customer specifications. A product family in TK DN has the following features: 
1 Fulfilling the same function(s) 
2 . Producing the same product such as doors or body sides 
3 Designed in the same way 
4 Manufactured from the same materials 
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5 Uses the same manufacturing process 
6 Differs only in their required output (cycle time), and therefore the amount of 
production equipment and required floor space 
In the research, the accessible population surveyed was first divided according to 
product family. Then the components in the product families were defined. The sample 
was limited to the project information concerning one group of components that could 
be compared and generalised. 
Product families within TK DN constructed the following production equipment: 
Body sides (inner, outer) 
Closures (doors, bonnet, boot) 
Underbodies (front, middle, rear) 
Body structure framing 
The product consists of different sub-products or components such as robots, PLCs, 
steel, machined parts, electrical parts, and conveyor techniques. The product features 
are specified by the industry (industrial standards), customer (specific customer 
specifications and standardisation) or the company (TK DN standards and 
specifications). In a product family, objects somewhat differ, depending on their level of 
homogeneity. The technique used to select the most appropriate sample in order to 
answer the research question is therefore called homogeneous sampling. This refers to 
purposive sampling, in which, the selected cases are able to answer the research 
question and objectives. The selection of samples is based on: 
a) Judgement of the researcher as to which subjects best fit 
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b) Availability of documented project data underlying the common cost calculation 
method. 
Patton (2002), cited by Saunders (2009), emphasises the need to select information-rich 
cases in purposive sampling with the need to be statistically representative in 
probability sampling. As an example of a homogeneous sample, Figure 4.7 shows a 
benchmark of different door systems made in TK ON and produced for different 
customers. As components of one product family, the doors are comparable in material, 
size and functionality. 
Figure 4.7 Benchmark vehicle doors 
Source: TK ON Planning Oepru.tment, benchmark study (2007) 
Within TK ON, a total of 73 projects (Table 4.2) were sufficiently documented for the 
purpose of the reseru.·ch. The projects have been analysed and evaluated regarding the 
thesis approach for ShOlt calculation at the conceptual stage of the product when the 
costs can still be significantly affected. The information is analysed from customer data, 
planning data, cost calculations and project status reports. The projects contain 
sufficient information about the manufacturing cost of the project (cost drivers) such as 
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product performance and technical indicators. The identification and selection of cost 
drivers is very important for the performance of a cost model. The selected cost drivers 
can make the estimation more accurate thus the process of identification and selection 
needs to be reviewed in more detail. 
During the data collection, a total of 73 projects were analysed. The information is 
aggregated according to the variables (cost drivers) introduced in the research design 
part. 
The first step was to draw a sample from the population, which involves considering the 
following points: 
1 How to choose a sample that will not give biased results. However, only the data 
from certain limited sources can be used, which mostly refer to primary 
documentation data. This limits the effects of the bias for this study. 
2 How to progress from the values observed in the sample to the values in which 
the researcher is interested for the entire population. This can be achieved with 
mathematician and statistician formulas. 
Point two is important because the reason for collecting a sample is to use it for 
estimating the cost of a new product from the same product family. According to 
Foussier (2006) there are three ways to use the sample data. They are called: case-based 
reas()ning (CBR), the frequentist approach, and the Bayesian approach. By CBR, it is 
assumed that no difference exists between the sample and the population, and that the 
population is the sample. The frequentist approach is based on the population in which 
the variables are linked by ~elationship: Y = F(Xl,X2 ... ;BO,Bl,B2 ... ) and the 
coefficients BO ... - are fix. The sample was randomly taken from a population in which 
the dependent 'variable Y (for this thesis the manufacturing costs) is linked to the 
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potential causal variables by a relationship. The thesis focuses on the conventional 
frequentist approach, where the probability is only associated with the data and limited 
frequency. Frequentist conclusions are restricted to the data collected and do not take 
into account previous information. 
In contrast, in Bayesian statistics, the interpretation of probability is extended to a 
degree of belief and depends on previous evidence. This is one of the main criticisms or 
disadvantage of the Bayesian approach. It requires specifying a prior distribution for all 
unknown parameters, which for this research is not applicable. Nevertheless, the 
frequentist approach also has disadvantages. For example, the frequentist approach 
cannot be used to provide probability statements for events that occur once or only 
rarely. The frequentist approach is also based entirely on the sample, and hence cannot 
take into account any prior belief about the probability. 
The sample drawn from the popUlation is also limited to the project information 
concerning one product family that can be compared and generalised. Seventy three 
projects were sufficiently documented for the purpose of the research. From these 
projects, the product family of body-side-projects was chosen for further investigation. 
Identification and selection of cost drivers 
There are two main parameter categories: physical values (conforming to the functional 
description), and dimensioning value (conforming to the solution description). For this 
study, cost drivers available at the conceptual design stage are chosen from different 
sources such as: 
1. References found in the reviewed literature 
2. Own experience 
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3. Project documentation 
4. Cost calculations 
The main obstacle of this technique is that it cannot guarantee the completeness and 
correctness of the cost drivers. Again, it was reviewed as bias caused by the omission of 
important cost drivers. Figure 4.8 represents the cost driver identification and selection 
model. At the early stage of the design process naturally not all cost drives are available 
or only with limited level of accuracy . 
................. 
p ••• 11111 . 
.......... 
Figure 4.8 Cost driver identification and selection model 
Source: Developed for this research 
In regard to the thesis approach twelve potential cost drivers were generated: 
• V3 = Number of direct workers operating the production line 
• V 4 = Floor space of the production line 
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• V 5 = Cycle time 
• V6 = Number of joined parts 
• V7 = Number of automated spot welds 
• V8 = Number of manual spot welds 
• V9 = Length of MIGIMAG welding 
• VI 0 = Length of gluing seam 
• VII = Number of studs and nuts 
• V12 = Length of laser welding 
• VI3 = Number of robots 
• VI5 = Number of shifts per day 
Additionally variable VI is a sequential project number, variable V2 defines the product 
group and variable V 14 defines the calculated manufacturing cost. The relevant key 
figures are grouped in one table. 
Table 4.2 is ordered after the variable V14 (full manufacturing.costs). There are 73 
observations, and for most of the variables, they are complete. However, some of the 
v.ariables have missing values, especially the variables V8 to V12. One reason for 
example is that not. all of the employed welding technologies are utilised in every 
project. Sometimes, there is no glue to use or no manual welding spots to be completed. 
This depends on the product, the design and the technical specifications of the product. 
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Table 4.2 Project relevant key figures 
VI V2 V3 V4 VS V6 V7 V8 V9 VIO Vll VI2 VI3 V14 VIS 
Project 1 Body-side 2 213 161 26 120 200 4 374 2 
Project 2 Finish 26 300 290 8 0 477 2 
Project 3 Body-side 2 350 164 59 276 12 564 2 
Project 4 Body-side 3 120 154 16 64 42 90 2 668 2 
Project 5 Finish 2 77 300 3 0 400 2 1027 2 
Project 6 Body-side 9 600 165 26 152 20 540 4 1782 2 
Project 7 Body-side 2 326 130 30 160 8 1837 2 
Project 8 Framing 3 60 77 5 70 6 1882 3 
Project 9 Body-side 7 420 129 15 320 6 1894 2 
Project 10 Dash Panel 3 530 130 21 208 23 9 1900 2 
Project II Finish 22 792 116 22 0 58 1932 3 
Project 12 Body-side 4 452 140 39 286 29 529 2040 7 2241 2 
Project 13 Finish 27 1584 138 8 0 2573 3 
Project 14 Body-side 5 553 98 35 183 82 362 64 8 2591 2 
Project 15 Underbody 8 500 280 30 328 209 1300 400 5 2698 2 
Project 16 Under-body 3 765 130 22 169 482 198 16 2700 1 
Project 17 Body-side 2 619 136 42 306 11 3101 3 
Project 18 Body-side 4 546 165 24 462 4320 8 3323 2 
Project 19 Body-side 2 1100 64 30 254 4500 16 3340 2 
Project 20 Under-body 21 1400 243 69 48 1473 1705 7 3500 2 
Project 21 Body-side 4 800 75 11 240 10 22 3716 2 
Project 22 Body-side 2 900 152 18 224 1502 8510 12 4418 2 
Project 23 Body-side 3 700 118 32 238 26 10 4438 2 
Project 24 Body-side 4 900 130 48 438 20 14 4450 2 
Project 25 Body-side 8 1950 64 11 390 4900 32 5017 2 
Project 26 Body-side 5 780 152 67 270 300 3483 11 5414 2 
Project 27 Body-side 3 1853 130 40 576 213 62 22 5498 3 
Project 28 Framing 5 1053 220 11 881 19 20960 16 5794 2 
Project 29 Body-side 9 1468 117 42 544 22 29 5649 2 
Project 30 Body-side 7 955 142 64 603 500 10 500 22 5944 3 
Project 31 Body-side 6 1340 75 18 418 8600 44 6190 2 
Project 32 Body-side 5 1833 80 38 530 100 3700 23 40 6420 2 
Project 33 Under-body 8 1300 265 41 488 1000 400 216 21 6682 2 
Project 34 Body-side 4 1350 84 55 420 4020 10 30 6691 2 
Project 35 Body-side 7 1350 91 42 370 3200 44 25 6900 2 
Project 36 Roof 3 230 30 26 74 4 14700 8 6900 2 
Project 37 Roof&FW 6 3300 46 3 742 300 1200 120 86 7068 3 
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Project 38 Body-side 2 1775 83 46 301 2100 19 14 7111 2 
Project 39 Body-side 6 2135 118 51 550 400 24 22 7547 2 
Project 40 Body-side 5 2410 63 47 414 390 5200 35 25 7819 2 
Project 4] Body-s ide 3 1700 91 29 344 24 28 8019 2 
Project 42 Under-body 4 1720 438 44 925 480 6460 1980 14 8130 2 
Project 43 Body-side 4 2252 49 14 439 5 40 8309 2 
Project 44 Under-body 18 2090 270 121 620 591 3620 1650 22 8500 1 
Project 45 Body-side 6 2359 67 63 520 140 3890 26 42 8502 2 
Pro ject 46 Body-side 5 1976 78 53 594 2900 37 45 8810 2 
Project 47 Framing 19 2800 130 22 1538 36 2639 7140 93 48 8813 3 
Project 48 Body-side 7 2564 83 57 620 49 230 70 53 8590 2 
Project 49 Framing 2 630 57 12 160 3200 29 9174 3 
Project 50 Body-side 4 2399 117 66 792 50 50 9532 2 
Project 5] Body-side 6 3418 93 61 710 190 3000 300 45 9800 2 
Pro ject 52 Body-side 5 3120 105 53 844 30 4213 48 10931 2 
Project 53 Framing 11 2300 270 17 1378 1090 10200 440 33 11117 2 
Pro ject 54 Body-side 8 3580 63 56 761 4564 51 11223 2 
Project 55 Body-side 6 4363 79 68 836 20 278 4749 39 11483 2 
Project 56 Under-body 14 1796 130 78 904 39 1938 16 47 11500 2 
Project 57 Body-side 4 3550 91 24 592 3600 16 44 11542 2 
Project 58 Body-side 3 3390 55 72 930 46 11939 2 
Project 59 Body-side 3 4529 78 69 880 47 12555 2 
Project 60 Body-side 9 4664 52 46 960 3200 20 59 13342 2 
Project 6] Body-side 4 4409 49 22 787 150 7 72 13601 2 
Project 62 Body-side 8 3775 60 39 830 832 49 56 13929 2 
Project 63 Body-side 7 4143 64 52 758 3064 41 63 14220 2 
Project 64 Body-side 3 4420 47 64 844 486 4474 68 14539 2 
Pro ject 65 Body-side 5 4659 96 52 872 69 620 69 72 14853 2 
Project 66 Body-side 8 4537 83 46 972 1000 7 69 15486 2 
Project 67 Body-side 9 4743 67 38 813 150 3 77 15464 2 
Project 68 Body-side 5680 72 58 721 59 16950 2 
Pro ject 69 Under-body 36 3790 80 22 883 2364 3150 2 1972 39 17187 2 
Project 70 Body-side 2 6010 49 34 136 122 1238 2928 72 20053 2 
Project 71 Body-side 23 7880 55 85 996 3400 38 128 26034 2 
Project 72 Body~side 23 7880 55 85 996 3400 38 128 27170 2 
Project 73 Body-side 2 9610 52 34 448 6378 154 38281 2 
Source: TK DN project documentation, evaluated for this research 
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Before the most final selection of cost drivers the sample needs to be revised in different 
steps with the help of logical reasoning. 
Step 1: 
The sample is limited to the project information concerning one product family that can 
be compared and generalised. A total of 73 projects were sufficiently documented for 
the purpose of the research. From these projects, the product family of body-side-
projects with 48 cases was chosen for further investigation. In the first step, the list will 
be reviewed by eliminating non-body side projects. 
Step 2: 
The variable V8 (number of manual spot welding points) has only a minor influence on 
the overall equipment cost because the cost for manual spot welding equipment is 
negligible compared to the cost of automated spot welding equipment. Additionally, 
there are only nine projects that involve manual spot 'welding for the body side product. 
Manual spots are performed by direct workers; thus, a correlation is expected between 
the manual spot welding and number of direct workers. This could negatively influence 
the regression analysis. The problems arising from the inter-correlations will be 
discussed later. For further examination, this variable will not be considered. 
Step 3: 
The variables V7, V9, V 10, Vll and V12 consider the joining of metal parts and the 
time needed in relation to the spot welding process. In TK DN, an empirical equation 
(V 16) was developed by the calculation department as an equivalent for the cycle time 
when different joining techniques are used in one production line. For this research, the 
correlation of this equation with the manufacturing costs will be tested to verify its 
reliability. 
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The common base is the time needed to weld a spot or a MIGIMAG welding seam, or 
the time required for the application of one meter of glue, and so on. 
V9 VIO V16 = V7 + - + - + Vll + V12 
15 15 
In this research, automated welding is the prevalent technology in the field of BIW, 
especially for body side products. The number of robots and robot-related equipment in 
a production line dominates the manufacturing costs. 
Step 4: 
The cost range in the data used varies between 374 thousand Euros and 38,281 thousand 
Euros, whereas the majority of the data regarding the body side products has a range 
between 374 and 15,464 thousand Euros. In the literature, different authors have 
confirmed that regression analysis should not be used to carry out predictions beyond 
the range of the explanatory variables (Pallant, 2003). The data range for this research is 
therefore limited to manufacturing costs ranging from 347 to 16,000 Euros. 
Under consideration of Step 1 to 4, a more detailed examination of the observations can 
be conducted. Table 4.3 shows the defined sample of the accessible population. 
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Table 4.3 Reduced project relevant key figures 
VI V2 V3 V4 V5 V6 V7 V13 V14 V15 V16 
Project 1 Bodyside 2 213 161 26 120 4 374 2 133 
Project 2 Bodyside 2 350 164 59 276 12 564 2 276 
Project 3 Bodyside 3 120 154 16 64 2 668 2 70 
Project 4 Bodyside 9 600 165 26 152 4 1782 2 188 
Project 5 Bodyside 2 326 130 30 160 8 1837 2 160 
Project 6 Bodyside 7 420 129 15 320 6 1894 2 320 
Project 7 Bodyside 4 452 140 39 286 7 2241 2 457 
Project 8 Bodyside 5 553 98 35 183 8 2591 2 271 
Project 9 Bodyside 2 619 136 42 306 11 3101 3 306 
Project 10 Bodyside 4 546 165 24 462 8 3323 2 750 
Project 11 Bodyside 2 1100 64 30 254 16 3340 2 554 
Project 12 Bodyside 4 800 75 11 240 22 3716 2 250 
Project 13 Bodyside 2 900 152 18 224 12 4418 2 891 
Project 14 Bodyside 3 700 118 32 238 10 4438 2 264 
Project 15 Bodyside 4 900 130 48 438 14 4450 2 439 
Project 16 Bodyside 8 1950 64 11 390 32 5017 2 717 
Project 17 Bodyside 5 780 152 67 270 11 5414 2 522 
Project 18 Bodyside 3 1853 130 40 576 22 5498 3 638 
Project 19 Bodyside 9 1468 117 42 544 29 5649 2 566 
Project 20 Bodyside 7 955 142 64 603 22 5944 3 1146 
Project 21 Bodyside 6 1340 75 18 418 44 6190 2 991 
Project 22 Bodyside 5 1833 80 38 530 40 6420 2 806 
Project 23 Bodyside 4 1350 84 55 420 30 6691 2 698 
Project 24 Bodyside 7 1350 91 42 370 25 6900 2 627 
Project 25 Bodyside 2 1775 83 46 301 14 7111 2 460 
Project 26 Bodyside 6 2135 118 51 550 22 7547 2 601 
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Project 27 Bodyside 5 2410 63 47 414 25 7819 2 822 
Project 28 Bodyside 3 1700 91 29 344 28 8019 2 368 
Project 29 Bodyside 4 2252 49 14 439 40 8309 2 444 
Project 30 Bodyside 6 2359 67 63 520 42 8502 2 815 
Project 31 Bodyside 5 1976 78 53 594 45 8810 2 824 
Project 32 Bodyside 7 2564 83 57 620 53 8590 2 705 
Project 33 Bodyside 4 2399 117 66 792 50 9532 2 842 
Project 34 Bodyside 6 3418 93 61 710 45 9800 2 1223 
Project 35 Bodyside 5 3120 105 53 844 48 10931 2 1125 
Project 36 Bodyside 8 3580 63 56 761 51 11223 2 1065 
Project 37 Bodyside 6 4363 79 68 836 39 11483 2 1171 
Project 38 Bodyside 4 3550 91 24 592 44 11542 2 848 
Project 39 Bodyside 3 3390 55 72 930 46 11939 2 930 
Project 40 Bodyside 3 4529 78 69 880 47 12555 2 880 
Project 41 Bodyside 9 4664 52 46 960 59 13342 2 1193 
Project 42 Bodyside 4 4409 49 22 787 72 13601 2 804 
Project 43 Bodyside 8 3775 60 39 830 56 13929 2 934 
Project 44 Bodyside 7 4143 64 52 758 63 14220 2 1003 
Project 45 Bodyside 3 4420 47 64 844 68 14539 2 1175 
Project 46 Bodyside 5 4659 96 52 872 72 14853 2 982 
Project 47 Bodyside 8 4537 83 46 972 69 15486 2 1046 
Project 48 Bodyside 9 4743 67 38 813 77 15464 2 826 
Source: Developed for this research 
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Variables of the reduced data set 
VI = Project number (sequential project number) 
V2 = Product (reduced to the product body side) 
DBA: Peter Goeer 
V3 = Number of direct workers (workers directly working on the production line e.g. 
placing parts into the welding machine) 
V 4 = Floor space required by the production line in square meters 
V5 = Cycle time (required cycle time of the production line in seconds) 
V6 = Number of joined parts (generally, the number of welded sheet metal 
components) 
V7 = Number of automated welding points (spot welding is the main process in the 
production ofBIW, and therefore one of the main cost drivers) 
V13 = Number of robots used for the production line 
V 14 = Calculated full manufacturing cost of the production line in thousand Euro 
(after regression analysis, the results will be compared to the calculated costs) 
V15 = Shifts per day (number of planned shifts per day for the production line) 
and the new variable 
V16 = Joining equivalent 
A constraint is that the population is limited by the company documentation. 
Generalising beyond the sampling frame can create problems, and should therefore be 
avoided. However, it is important to set clear limits about the generalis ability of the 
findings, as in many literature sources, researchers make assumptions that extend 
beyond the limits of their sampling frame. 
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Sampling bias relates to the process of selecting sample elements, and it can affect the 
internal and external validity of the study. According to Thietart et al. (2001), selection 
bias is common in non-random sampling because it is impossible, by definition, for 
these methods to control the probability that an element is selected for the sample. 
Errors in defining the study population are a major source of bias. Consequently, this 
research should not extend beyond the chosen product family of body side projects. 
However, this study is mainly interested in finding a potential cost estimation method 
regarding the thesis approach. The analysis of the reduced data-set will be continued in 
Chapter V, Regression modelling and data analysis. 
4.4.4 Analysis instrument 
The primary data collection instrument in this research is the analysis of secondary data. 
Nevertheless quantitative data which haven't been processed and analysed convey only 
little information and need therefore to be processed to get information out of the data. 
The aim of the thesis is to identity the costs before or at the beginning of the product 
planning phase although the documents are not yet complete and the product is not 
defined in detail. The literature review resulted in a combination of analogues and 
parametric techniques with regression analysis for the data evaluation where based on a 
few cost drivers in the form of a cost estimation relationship a fast identification of 
manufacturing costs at the beginning of the planning process is possible. For the 
statistical significance test parametric statistics with numerical data can be used. There 
are different analysis techniques such as graphs, charts and statistics in place to help to 
explore, present, describe and examine relationships and trends within the data. 
To assess the strength of a relationship between one dependent and two or more 
independent variables the regression coefficient is used. According the aim of the study 
to predict the value of a dependent variable from one or more independent variables a 
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regression equation can be calculated. Also from the literature review, it can be assumed 
that the use of parametric cost estimating combined with the linear regression method is 
a commonly used and reliable technique. The linear algebraic equation used for 
expressing a dependent variable in terms of an independent variable is called linear 
regression equation. A multiple linear regression is basically an extension of simple 
linear regression to establish the general relationship between a dependent variable and 
a number of independent variables (Stockton, 1982: 742). When calculating a regression 
analysis the relationship between the dependent and the independent variables has to be 
linear. For this study the linearity is examined through scatter plot analysis or residual 
plots. 
According to Sharma (2010) using regression analysis has some important advantages: 
• Regression analysis helps in developing a regression equation by which the 
value of a dependent variable can be estimated given a value of an independent 
variable. 
• Regression analysis helps to determine standard error of estimate to measure the 
variability or spread of values of a dependent variable with respect to the 
regression line. 
• When the sample size is large, the interval estimation for predicting the value of 
a dependent variable based on standard error of estimate is considered to be 
acceptable by changing the values of either x or y. The magnitude of r square 
remains the same regardless of the values of the two variables. 
Nevertheless, there are different forms of regression analysis like simple regression, 
polynomial regression, multiple regression, ridge regression, non-linear regression, 
.. 
partial least squares regression, etc. The simplest regression models involve a single 
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response variable Yand a single predictor variable X. Polynomial regression is an 
approach used to fit a non-linear equation for considering the polynomial functions of 
X. For interpolative purposes, polynomials have the attractive property of being able to 
approximate many kinds of functions. In a typical calibration problem, a number of 
known samples are measured, and an equation is fit relating to the measurements of the 
reference values. The fitted equation is then used to predict the value of an unknown 
sample by generating an inverse prediction (predicting X from Y) after measuring the 
sample. 
The multiple regression procedure fits a model relating a response variable Y to multiple 
predictor variables Xl, X2, .... When the predictor variables are highly correlated 
amongst themselves, the coefficients of the resulting least squares fit may be very 
imprecise. By allowing a small amount of bias in the estimates, more reasonable 
coefficients may often be obtained. Ridge regression is one method to address these 
issues. Often, small amounts of bias lead to dramatic reductions in the variance of the 
estimated model coefficients. 
Partial least squares is designed to construct a statistical model relating multiple 
independent variables X to multiple dependent variables Y. The procedure is most 
helpful when there are many predictors and the primary goal of the analysis is 
p~ediction of the response variables. Unlike other regression procedures, estimates can 
be derived even when the number of predictor variables outnumbers the observations. 
For this study the linear regression model is used. This model provides the ability to 
predict one variable on the basis of the knowledge of the other variable. The 
relationships between variables can be linear or curvilinear (NASA Parametric Cost 
Estimating Handbook). By linear, it is meant that the relationship can be described 
graphically by a straight line and has the following form: Y = A + B x X . In case of a 
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curvilinear relationships methods are used to linearise the relationship before 
calculation. 
With bivariate regression, the equitation consists of two distinctive parts: the functional 
part and the random part. The formula is displayed as follows: 
y= A+BxX+e 
where e is a random part that represents the error part of the equation. The different 
errors of assigning values such as errors of measurement and errors of observation are 
always present because of human limitations and the limitations associated with real 
world events. Estimates for the values A and B can be derived by the method of ordinary 
least squares (OLS): 
B= L(X1-X)(y1-Y)/L (X1_X2)2 
A=Y-BX 
Ordinary least squares (OLS) regression, in its various forms (correlation, multiple 
regression, ANOV A), is the most common linear model analysis in the social sciences. 
Ordinary least squares linear multiple regression is used to predict variables measured at 
the interval or ratio level. If the dependent variable is not measured at this level, then 
other, more specialised regression techniques must be used. 
IIi regression, the model is often empirical: When a linear regression is found, the 
variables are to be correlated. However, correlation does not prove causation, as both 
variables can be correlated with other hidden variables. A check for collinearity is 
therefore of importance. For this study, it was assumed that the independent variable 
was free from error, and the dependant variable was subject to the experimental error e. 
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In addition, when it is assumed that error belongs to a normal distribution, the least 
square method is more applicable. Confidence limits can be found if the probability 
distribution of the parameter is known, and statistical tests on residuals can be 
conducted if the probability distribution of the residuals is known. 
However, the ordinary least squares method is not robust to outliers. When outliers 
occur, robust regression is more applicable. In simple regression analysis, a single 
independent variable (X) is used to estimate the dependent variable (y), and the 
relationship is assumed to be linear (a straight line). Multiple regression analysis 
assumes that the change in Y can be explained by using more than one independent 
variable: Y c = A + BlX 1 + B2X 2 
Data analysis is facilitated by using the SPPS computer package, Release 13.0.1 and 
Excel, Release 05.01.2006. Both software packages allow a statistical comparison of the 
data and research model, and they operate under the MS Windows environment on an 
IBM-compatible personal computer. 
The regression analysis in the thesis was conducted with the help of the SPSS statistics 
program. Advantages include the possibility of generating repeatable results, easily 
modifying input data, and easily refining and customising formulas. The results are 
questionable when estimating future projects that use new technologies, and end 
quotations are generally unable to deal with exceptional conditions. 
4.5 Limitations of study methodology 
Limitations of the model can occur because of different mathematical reasons. 
However, the major conceptual limitation of all the regression techniques is the 
possibility of only ascertaining relationships, but never revealing the underlying causal 
mechanism. Hence, the following limitations of the developed model must be discussed. 
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Further limitations can occur later during the model diagnosis. In general, model 
building is an iterative process with repeating loops. 
4.5.1 Limitation of data collection and data analysis 
Concerning the cost estimating relationship statistics, the following examinations 
should be monitored: 
1 Sample size 
According to literature findings confidence in the estimate will increase as the 
sample size increases. Tabachnick and Fidell (2001) report as a general rule for 
testing b coefficients is to have N >= 104 + m, where m = number of independent 
variables. Another popular rule is that there must be at least 20 times as many cases 
as independent variables. If a stepwise regression is employed, a general rule with N 
>= 40*m must be used, since the stepwise methods can train to noise too easily and 
fail to generalise in a smaller data set. A general rule for testing R-square is N >= 50 
+ 8*m. where m> = N, regression gives a meaningless solution with R=square = 1.0. 
In general, a larger N is required when the dependent variable is skewed. Baltes-Gotz 
(2007) defines that in a model containing five explanatory variables and an adjusted 
R2 of approximately 0.13 for a two-tailed test at the a = 5% alpha level, 90 percent 
power for the F-Test N~ 116 and for the t-test N~73 sample are required. The 
researcher should take into consideration that with a small sample size, a result may 
be obtained that does not generalise with other samples. The sample size of the given 
research is represented by 48 cases. With the outcome of the study, a general trend 
can be demonstrated as a solid base for further studies regarding the use of regression 
--
modelling as a potential cost calculation method during the process planning phase in 
the early st.ages of a project. The techniques for comparing groups assume that the 
scores are obtained using a random sample from the population (Pallant, 2005). 
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However, this is not actually the case in this research, as the population is limited by 
the company documentation. 
2 Outliers 
Outlier detection involved determining whether the residual was an extreme negative 
or positive value. 
Statistical methods for multivariate outlier detection often indicate those 
observations that are located relatively far from the center of the data 
distribution, e.g. Mahalanobis distance measure can be implemented for 
such a task. The use of robust estimate measures of distribution mean 
(measuring the location) and variance-covariance (measuring the shape) 
are most commonly used in statistics. (. Ben-Gal, 2005) 
For this study, the distribution mean with SPSS devices was measured. 
3 Multicollinearity 
In the case of multicollinearity problems, different analysis tools such as ridge 
regression or weighted least squares can be used to overcome these problems. "Ridge 
regression produces a set of biased least-square estimators that give a better estimate 
of the coefficients by dampening the effects of multicollinearity. The diagonal matrix 
Ok' becomes the biasing factor inserted into the ordinary least squares equation" 
(Pinto & Prescott, 1988). The use of one of these techniques depends on the level of 
the appearance of multicollinearity. 
4 Inaccuracy of cost estimating models 
If the CER is developed from a correlation calculation, the correlation coefficient can 
be determined. Correlation infers a link between the two factors, but the relationship 
may be accidental. Causal inferences can result in spurious suppression effects. 
Certain methods are available for checking the inaccuracy such as the Monte Carlo 
Method and" fuzzy numbers method. However, they will not be considered in this 
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thesis, as the short calculations method in the planning phase is not supposed to be 
that intense. In addition, the time frame of the research is limited. 
The following limitations of the data analysis caused by technical and economical 
conditions were not considered in the study: 
1 Design-to-cost (DTC) requirements 
2 Inflation: Inflation indices are influenced by internal considerations as well as 
external inflation rates. 
Economic conditions change over time or from one project to another. Cost can also 
change due to inflation and exchange rates. For example, the project is calculated on the 
basis of 2005, whereas the main purchase parts were bought in 2007. Due to inflation, 
these costs differ from the calculated costs. To overcome this problem, expenses are 
converted as if they were paid at the same date; this date is known as the "reference 
date". For example, if the cost controller receives an invoice, he/she converts the 
amount to the value it would have had on the reference date. Inflation problems are not 
considered in this study. 
Another problem is the exchange rate between currencies. Different solutions exist. For 
example, the currency can be hedged against change or buying locally rather than 
shipping goods from another country. Exchange rate problems are also not considered 
in this study. 
However, a more practical problem that occurs more frequently is changing supplier 
competition conditions between the calculation of the project and the purchase of 
equipment. The added value of TK DN is approximately 20 to 30 percent of the total 
project value; hence TK DN is extremely sensitive if purchase conditions change, as the 
.. 
market situation changes in between the project start date and the order being placed to 
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the sub-suppliers. For example, in a normal project, approximately 20 percent of the 
costs are allocated for design, and if the cost calculation is 40 Euros per hour, and the 
market price is approximately 60 Euros per hour, a loss of 33 percent results. 
In this work, the focus is on the general feasibility of the short cost calculation system 
and the analysis of the project calculations. The changing economical conditions are not 
considered. 
1 Learning Curve 
The learning curve analyses labour hours over successive production units of a 
manufactured item. In parametric models, the learning curve is often used to 
analyse the direct cost of successive manufactured units. The learning curve 
effects are not considered in this work. 
2 Production Rate 
Production rate effects (changes in production rate, units/months) can be 
calculated by adding an R term to the learning curve: 
Hours / unit = U" x Rn 
U = Unit number 
A = learning curve slope 
R = Production rate 
N = Production rate curve slope 
TK DN's business field is plant engineering and production; hence, the 
. production rate effects are not considered. 
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4.5.2 Cost and multiple regression analysis 
According to Foussier (2006), when dealing with costs, two major problems arise. On 
one hand, the data can be rather scattered, which may leads to a bias due to regression, 
which can be very detrimental. The second problem occurs when the range of costs 
exceeds a higher ratio than three, then the regression gives a high "weight" to large cost 
values, sometimes seriously disregarding the low-cost values. 
The first problem was well known to Karl Friedrich Gauss, and the reason, which will 
not be discussed in detail here, refers to the fact that the dynamic centre "regresses" 
towards the arithmetic mean. However, the collected data is not that scattered; therefore, 
the risk is not high. According to different authors, there are three ways to solve the 
problem: 
4) Averaging the regression of y to x and of y to y 
5) Using the Euclidian Distance 
6) Rotating the x and y axes 
The three solutions should be considered if the correlation coefficient is less than 0.9. 
The second problem is based on the minimisation of the squares of the deviations 
between the cost values and the searched dynamic centre. This means that the algorithm 
tries to minimise the sum of the square of the deviations, and no difference exists 
between the data points. In the cost domain, it is far more important to concentrate on 
data such as normalisation, corrections, checking the homogeneity of the product 
family, and looking for outliers. Most of the scattering of the data comes from a poor 
description of the products, for instance, inhomogeneous product-like differences in the 
material, different production technologies, and different number of components. In 
general, it is worth spending time on the data analysis rather than trying to improve a 
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solution by "playing" with the mathematics Foussier (2006). This research concentrates 
on data analysis to avoid an inhomogeneous data structure. Nevertheless, it is important 
to know about the risks when dealing with costs in regression analysis. 
4.5.3 Location 
In this thesis, the quantitative case studies were analysed in Thyssen Krupp Drauz 
Nothelfer in Ravensburg. However, the case study information was collected from the 
projects from all of the ThyssenKrupp Drauz Nothelfer plants in Germany in order to 
obtain a sufficient sample size. 
Environmental differences are eliminated due to the same system of organising and 
calculating the projects (cost calculation system and method). 
There are some limitations regarding use of the data material and the fact that the 
calculation process is only based on one company. This limits the application 
possibilities for other companies. In addition, the study is part of a certain business field 
"automotive", which follows underlying rules and regulations. 
Finally, the researcher is an employer of the researched company, and therefore may not 
be independent from the "problem of bias". 
4.6 Summary and Conclusion 
This chapter provided the rationale behind the research paradigms, and it also detailed 
the research methodology followed. A significant portion of the chapter was dedicated 
to covering the methods followed in gathering the data in support of the various 
hypotheses arising from the literature review. Table 4.4 summarises the characteristics 
of the research study. 
172 
Chapter IV: Research Methodology DBA: Peter Goeer 
Table 4.4 Study characteristics 
Research design Quantitative 
Research paradigm Positivism 
Research approach Deductive 
Purpose of the study Explanatory 
Type of investigation Experiment 
Measurement and measures Operational Definition 
Data collection Secondary data 
Unit of analysis Request for quotation (RFQ) ' data 
Study setting Non -contri ved 
Time horizon Cross-sectional 
Sampling design Purposi ve sampling 
Data analysis Multiple regression analysis 
Hypothesis testing Frequentist approach 
Source: Developed for this study 
The research philosophy of this study belongs to the research problem; findings from 
the literature support the main positivist approach. The explanatory purpose of the study 
reviews the features of objects and their causality, and it explains the relationships 
between them. In order to meet the research objective, quantitative research was used as 
a main approach. This involved numerical data that were analysed with statistics. The 
instrument of the quantitative method was based on the analysis of the request for 
quotation project documentation and customer specifications. This enables the 
researcher identify the independent variables of cost drivers and develop a cost 
estimation equation. The framework of a combination of parametric techniques with 
regression analysis for data evaluation under the support of analogous techniques was 
also proposed. The deduction approach resulted in the deduction of null and alternative 
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hypotheses that were evaluated with the help of regression analysis. Regression 
analysis, with a focus on multiple regressions was reviewed. The population of the 
given research was represented by seventy-three projects, using a purposive sample of 
forty-eight projects from the population that was limited by projects related to the 
specific product family, plant location and final selection of cost drivers with the help 
logical reasoning. Limitations of the data collection and data analysis were then 
evaluated, and ethical considerations were monitored. This benefited the accuracy and 
quality of the research. 
The next chapter will provide insight into the data analysis itself, with subsequent 
findings following the data gathering exercise. 
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5 Chapter V: Regression Modelling and Data Analysis 
5.1 Introduction 
The objective of this chapter is to verify the correlation between the calculated 
manufacturing costs and the selected cost drivers (variables), under certain assumptions 
of the multiple linear regression as the method of analysis. The reduced data-set from 
forty-eight projects was grouped according to the most relevant key figures chosen for 
the data analysis. Using the scatter plot and correlation analysis, variables are tested 
against the calculated manufacturing costs and then significant variables are selected 
before the hypothesis is specified. Data was also prepared by checking for outliers, 
logical reasoning and correlation influences before the model was built and tested under 
the specified assumptions and defined model limitations. However, the usual regression 
outputs might not provide comprehensive results. Therefore, the interpretation of the 
results from the practical point is important. 
Regression analysis was conducted with the help of the SPSS statistical program. 
Problems of multicollinearity, residuals and outliers are also discussed in the succeeding 
sections. 
5.2 Data Preparation 
The complete data originates from projects with nearly the same level of automation. 
This is important because the automation level is linked to the number of manual 
operations on the production line. Manual operations significantly reduce the 
manufacturing costs of the production line; however, high labour costs can cause an 
increase of the running life ~ycle costs. Additionally, the degree of automation 
guarantees higher quality due to improved reliability. 
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5.2.1 Check for outliers, leverage and influence 
A useful technique for data screening is a scatter plot matrix, especially as a diagnostic 
tool used to search for linearities and outliers, and reveal information in the joint 
distribution of the variables (Rubinfeld, 1998). Regarding the thesis approach for short 
calculation at the conceptual stage of the product when the costs can still be 
significantly affected, the correlation of the variables with the calculated manufacturing 
costs (V14) is reviewed. 
A) Number of direct workers (V3) versus V14 (manufacturing costs) 
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8 0 0 0 0 
0 0 0 0 0 
6 0 0 0 0 0 
M 
> 
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Figure 5.1 Number of direct workers versus calculated full manufacturing costs of the 
production line 
Source: SPSS Scatter plot analysis, evaluated for this research 
Figure 5.1 shows no relationship between the two variables. The workers load parts 
onto an automated production line. It can be concluded that there is no effect from the 
number of direct workers working on the body side production line on the cost of such a 
production line, or rather, that the influence of the cost is negligible. From a practical 
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perspective, it can be assumed that parts are automatically loaded in some of the 
production lines. The equipment costs of a semi-automated line and an automated line 
are nearly the same. However, because of the labour costs, the manufacturing costs over 
a lifetime are higher. 
B) Manufacturing costs (VI4) versus required floor space (V4) 
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Figure 5.2 Manufacturing costs versus required floor space 
Source: SPSS Scatter plot analysis, evaluated for this research 
For a better understanding, a regression line and a 95 percent confidence level of the 
mean to the scatter plot of the predicted and outcome variables were added as shown in 
Figure 5.2. The results show a positive strong correlation between the floor space and 
cost of the production line. This is not surprising, since fitting the line into a given area 
is one of the planning aims. There are certainly limitations, but the customer 
specification provides a rough layout plan of the production site. In addition, since the 
size of the equipment such as robots, welding guns, and fixtures is standard, the cost 
depends on the amount of required floor area. The square of the multiple correlation 
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coefficient R2 = 0,94 indicates that a strong correlation exists between floor space and 
manufacturing costs. A total of 94 percent of the variance of the manufacturing costs is 
explained by the required floor space. However, a correlation between two variables 
does not imply that one event causes the other. Causality cannot be derived by data 
analysis alone. At the lower and higher end of the manufacturing costs, the cases are 
more scattered and include some outliers. 
C) Manufacturing costs (V14) versus cycle time of the production line (V5) 
From practical experience, a lower cycle time means higher costs. 
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Figure 5.3 Manufacturing costs versus cycle time of the production line 
Source: SPSS scatter plot analysis, evaluated for this research 
Regression analysis can be linear or non-linear. In the case of a non-linear relation, a 
transformation to a somewhat linear relation is necessary. Referring to the extent that 
non-linear relationships are presented, conventional regression analysis would 
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underestimate the relationship. In this case, a negative correlation exists between the 
cycle time and the cost, whereas the relationship is not linear, but merely exponential. 
This finding is confirmed comparing R2 from the linear regression equation and from 
the exponential regression equation. R2 of the exponential regression equation equals 
0,528 (see Figure 5.4). R2 of the linear regression equation equals 0,499, a slightly 
smaller value. However, some outliers exists, and the question is whether this 
correlation is strong enough to build an equation. 
The practical approach leading to this outcome is important because it is the most 
common general rule to calculate the cost of a production line depending on the cycle 
time. With the evaluated data from the body side production line, this practical 
behaviour can be challenged. 
Ddt V . bl V14 epen en ana e: 
Model Summa v Parameter Estimates 
Eauation R Sauare F df1 df2 SiQ. Constant 
Linear ,499 45,762 1 46 ,000 16097,418 
Exponential ,528 51,458 1 46 ,000 32758,995 
The independent variable is V5. 
Figure 5.4 Model summary and parameter estimates 
Source: SPSS model summary, evaluated for this research 
b1 
-86,596 
-,018 
Overall linear equation model explains 49,9 percent of the variance as reported. An F-
test is used to test the significance of R, which is the same as testing the significance of 
the regression model as a whole. IT prob (F) < 0.5, then the model is considered 
significantly better than would be expected by chance, and the null hypothesis of no 
linear relationship of y to the independent can be rejected. F is a function of R square, 
the number of independents and the number of cases. F is the ratio of the mean square 
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for the model divided by the mean square for error (residual), thus in the figure, 
F=45,76. For linear regression, the exponential equation can be linearised as follows: 
D) Manufacturing costs (V14) versus joined parts (V6) 
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Figure 5.5 Manufacturing costs versus joined parts 
Source: SPSS scatter plot analysis, evaluated for this research 
From Figure 5.5 it can be deduced that there is no observable interdependency between 
the number of joined patts and the manufacturing costs. From a practical point of view, 
this is due to the fact that some pressed steel patts are larger and some at°e smaller. 
There is a stronger dependency on the size of the car and the technical requirements 
than the number of parts. 
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E) Manufacturing costs (V 14) versus automated spot welding (V7) 
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Figure 5.6 Manufacturing costs versus automated spot welding 
Source: SPSS scatter plot analysis, evaluated for this research 
The main technology in the production of body sides is spot welding. Thus, the costs 
related to this technology dominate the total manufacturing costs for the production line. 
From the number of spot welds , the number of robots can be deduced. With a R2 of 
0,83, the significance is quite high, and as shown in Figure 5.6 it has a strong positive 
correlation between the explanatory variables and number of robots which can be 
problematic. 
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F) Manufacturing costs (V14) versus number of robots (V13) 
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Figure 5.7 Manufacturing costs versus number of robots 
Source: SPSS scatter plot analysis, evaluated for this research 
Similar to the number of spot welded points, the number of robots dominates the cost 
for the complete production line, thus this result was expected. However, the correlation 
of R2 = 0.88 is still surprisingly high. 
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G) Manufacturing costs (V14) versus joining equivalent (V16) 
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Figure 5.8 Manufacturing costs versus joining equivalent 
Source: SPSS scatter plot analysis, evaluated for this research 
For the joining equivalent (JE), a positive correlation exists between the cost and the 
joining equivalent. Spot welding prevails here, and other technologies are of minor 
importance regarding the production line costs. Consequently, Vl6 Uoining equivalent) 
will not be considered in thi s study. 
5.2.2 Check for collinearity 
The obtained results enable one to conclude that most of the examined variables are 
cOlTelated, to some extent, with the response variable, the full manufacturing costs of 
the body side production line. In addition, the explanatory variables might be correlated 
amongst themselves. If this is the case, these variables have a high linear dependency; 
hence, multicollinearity becomes a problem. The latter has the effect that minor data 
changes or arithmetic errors may translate into major changes or errors in the regression 
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analysis. All of these correlations can be found from the correlation matrix of variables 
obtained by the SPSS program. The output table provides the Pearson correlations 
between each pair of variables and the associated significance tests. 
The relationship between two variables can be summarised by a correlation coefficient, 
which ranges in value from -1 (a perfect negative relationship) to +1 (a perfect positive 
relationship). According to Rubinfeld (1998), it is essential in multiple regression 
analysis that the explanatory variable of interest not be correlated perfectly with one or 
more of the other explanatory variables .. If a perfect correlation exists between two 
variables, the expert cannot separate the effect of the variable of interest on the 
dependent variable from the effect of the other variable. When two or more explanatory 
variables are correlated perfectly, that is, when there is a perfect collinearity, one cannot 
estimate the regression parameters. When two or more variables are highly, but not 
perfectly, correlated, that is, when there is multicollinearity, the regression can be 
estimated, although some concerns remain. The greater the multicollinearity between 
two variables, the less precise are the estimates of individual regression (even though 
there is no problem estimating the joint influence of the two variables and all other 
regression parameters). A check for multicollinearity is therefore very important. A 
general rule is that multicollinearity may be a problem if a correlation is greater than 
0.9, or several are greater than 0.7 in the correlation matrix foimed by all of the 
explanatory variables. It is important to note that high multicollinearity does not bias the 
estimates of the coefficients, but rather their reliability (Rubinfeld 1998). 
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Table 5.3 Statistical correlations for the cost drivers 
V4 V5 
V4 Pearson Correlation 1 -,638* 
Sig. (2-tailed) ,DOD 
N 48 48 
V5 Pearson Correlation -,638* 1 
Sig. (Nailed) ,ODD 
N 48 48 
V7 Pearson Correlation ,905* -,540* 
Sig. (2-tailed) ,000 ,ODD 
N 48 48 
V13 Pearson Correlation ,907* -,663* 
Sig. (Nailed) ,ODD ,000 
N 48 48 
V14 Pearson Correlation ,964* -,681 * 
Sig. (2-tailed) ,000 ,ODD 
N 48 48 
V16 Pearson Correlation ,760* -,552* 
Sig. (Nailed) ,000 ,000 
N 48 48 
V3 Pearson Correlation ,373* -,299* 
Sig. (2-tailed) ,009 ,039 
N 48 48 
V6 Pearson Correlation ,401* -,106 
Sig. (Nailed) ,005 ,474 
N 48 48 
. . 
**. Correlation IS significant at the 0.01 level (2-tailed) . 
*. Correlation is significant at the 0.05 level (2-tailed). 
Correlations 
V7 
,905* 
,ODD 
48 
-,540* 
,ODD 
48 
1 
48 
,872* 
,000 
48 
,908* 
,000 
48 
,841* 
,000 
48 
,391* 
,006 
48 
,559* 
,ODD 
48 
V13 V14 V16 
,907* ,964* ,760* 
,ODD ,ODD ,ODD 
48 48 48 
-,663* -,681* -,552* 
,ODD ,ODD ,ODD 
48 48 48 
,872* ,908* ,841* 
,ODD ,000 ,000 
48 48 48 
1 ,937* ,741* 
,ODD ,000 
48 48 48 
,937* 1 ,780* 
,000 ,000 
48 48 48 
,741* ,780* 1 
,000 ,ODD 
48 48 48 
,412* ,372* ,385* 
,004 ,009 ,007 
48 48 48 
,328* ,434* ,505* 
,023 ,002 ,ODD 
48 48 48 
Source: SPSS correlations analysis, evaluated for this research 
V3 
,373* 
,009 
48 
-,299* 
,039 
48 
,391* 
,006 
48 
,412* 
,004 
48 
,372* 
,009 
48 
,385* 
,007 
48 
1 
48 
,071 
,632 
48 
Table 5.3 presents the Pearson correlation results using SPSS. If the significance (sig) 
value is less than .05, the correlation is considered statistically significant. The positive 
sign means that a significant statistical correlation exists for most of the variables, with 
the calculated manufacturing cost (V14). The highest positive correlation is amongst 
V14 and the required floor space (V4) (r = 0,964, P < 0,001). This is remarkable 
because in order to estimate the costs for a production line, experts use the number of 
robots, number of spot weld points, or the cycle time as a general rule, but not the floor 
space. The negative sign means that since all of the variables are correlated to some 
extent, it is difficult to provide a clear answer as to whether, for example, floor space is 
actually related to cost, or whether the observed correlation between the two variables 
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arises from the relationship between floor space and, for example, V7 and V13, 
combined with the relationships of each of the latter two variables to manufacturing 
costs. 
The technical term for such an effect is "confounding". A confounding variable is an 
extraneous variable in a statistical model that correlates (positively or negatively) with 
both the dependent and independent variable. The methodologies of scientific studies 
therefore need to control for these factors in order to avoid what is known as a type 1 
error: a false positive conclusion that the dependent variables are in a causal relationship 
with the independent variable (Pearl, 1998). Such a relationship between two observed 
variables is termed a "spurious relationship". Confounding is a major threat to the 
validity of inferences made about cause and effect. Even when multicollinearity is 
present, it is important to note that the variables which are not collinear with others are 
not affected. In order to assess multivariate multicollinearity, tolerance can be used 
(tolerance = 1- R2), where small tolerances imply problems. Tolerance is for the 
regression of that independent variable on all the other independents, ignoring the 
dependent. Generally, if tolerance is less than 0.20, a problem with multicollinearity is 
indicated (O'Brian 2007). 
The variance inflation factor (VIF) (VIP = 1 / Tolerance) is simply the reciprocal of 
tolerance. A small inter-correlation amongst independent variables means that VIF.". 1. 
VIP. VIP > 10 signifies problems. Another test is condition numbers (CN). CN = 
maximum eigenvalue / minimum eigenvalue. If conditions numbers are between 100 
and 1000, there is a moderate to strong collinearity, or the condition index=,J"k, where 
k = condition number. If the condition index = 30, then there is strong collinearity 
(O'Brian, 2007). 
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5.3 Model Specification I Model Diagnosis 
The model diagnosis is conducted to verify whether the model assumptions are correct. 
The following chapter is devoted to the items that help researchers make a diagnosis of 
the model and check its power. First, it is important to select independent variables. 
Then the multicollinearity of the model is detected. The check for outliers and linearity 
is examined with the help of the SPSS program. Finally, the multiple regression 
equation is checked to confirm the linear relationships between the researched variables. 
In multiple regression, a number of independent variables are used to predict the 
dependent variable. The prediction of the multiple regression must be better than the 
single responses. 
5.3.1 Selecting independent variables I Specifying hypothesis 
Independent variables are needed for a specific purpose in the regression analysis. 
Hence, they should be chosen carefully. The DBA thesis concentrates on application of 
the theory and issues related to professional practice, and the experience of the 
candidates. According to Landau and Everitt (2004), computerised variable selection 
like stepwise selection should be used with caution. When one considers a large number 
of terms for potential consideration in a model, some of the terms, being of minor 
importance, may randomly project a strong influence. In addition, it often makes sense 
to include certain variables of special interest in a model and report their estimated 
effects, even if they are not statistically significant at some level. Thus, the selection of 
variables is considered from the practicability aspect in the industry. There are different 
reasons to do so rather than using computerised variable selection. Nevertheless, theory 
also has to be considered. The factors for the inclusion of the independent variables for 
this thesis are: 
• Ability to interpret the relationship between the cost and the variable. 
187 
Chapter V: Regression Modelling and Data Analysis DBA: Peter Goeer 
• Variables should be highly correlated with the dependent variable, but still have 
low or moderate correlation amongst each other. 
• A high value of explained variance R2 , suggesting that the regression model 
explains the variation in the dependent variable well. 
• Develop an equation with the fewest number of explanatory factors which allow 
adequate information. This is also necessary, given that the sample size is 
limited in order to reach the sufficient statistical power. Consideration of too 
many predictor variables in a regression analysis rarely produces a substantial 
increase of the variance R2 . 
• The chosen independent variables must contribute to the development of the 
method according to the objectives for the implementation of a short/quick cost 
calculation system. 
• The predictions of the combination of these variables must be better than the 
single independent variable response. 
Two variables can be emphasised from the preceding investigation to predict 
manufacturing cost (V14). The first is the number of robots (V13), and the second is 
the floor space (V 4). Accordingly the path model of the multiple regression can be 
specified as follows. 
Figure 5.9 Path Model of regression analysis 
Source: Developed for this research 
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The causal effect is represented by the arrows going from the cause to the effect (the 
dependent variable). This model asserts that manufacturing cost is in part determined by 
the number of robots and in part by the required floor space. These latter variables may 
be correlated with each other (signified by the connection between them also called 
multicollinearity) but no causal explanation -at this time- is offered for any relationship 
between them. The error term represents the difference between the predicted and 
observed value for each observation. 
A robot is subjected to safety requirements, as it is also a part of the power circuit and 
PLC (programmable logic controller). The robot moves parts out of and for primary and 
secondary operations. It is also used for welding, gluing, blanking, and so on. It defines 
the costs as no other technical equipment. The number of robots can be defined by the 
customers' technical specifications and drawings at a very early stage of the bidding 
process. Figure 5.10 shows a production layout containing eleven robots. The radius of 
the robot plus the size of the steel parts defines the required space of the cell. Later, this 
paper will discuss the limitations of this variable. One obstacle is obvious, since the 
number of robots depends greatly on the level of automation. Therefore for this study, 
samples with almost the same level of automation have been chosen. 
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D 
Figure 5.1 0 Production layout 
Source: Production layout, TK DN Planning Department (2008) 
The second independent variable to use is the required floor space. From the practical 
experience, standard cells are widely used in the automotive industry, and computer 
software supports the defined standards. The legal European or international safety 
requirements for the use of production lines within the automotive industry also support 
the idea of standardisation. Furthermore, the scatter plot shows a strong linear 
correlation between available floor space and the full manufacturing costs of the 
production line. For the mUltiple regression equation, it can be continued with the 
independent variables V4 (floor space) and V13 (number of robots) and the Hypothesis 
can be specified as follows. 
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Hypothesis: Manufacturing Cost (dependent variable) is dependent upon the 
independent variables floor space and number of robots. The null and alternative 
hypotheses are as follows: 
H 0 : /31 = /32 = 0 (There is no linear relationshi between the manuiacturin 
H j : At least one /3j "* 0 (There is a linear relationship between the dependent variabl 
[Reject H 0 it F > Fu 
Before the model diagnosis starts, one must verify whether the limitations of data (only 
body side projects are considered) set at the beginning was correct. 
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5.3.2 Recheck of sample 
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Figure 5.11 Manufacturing costs versus floor space (complete sample size) 
Source: SPSS scatter plot, evaluated for this research 
There is a significant decrease of R square from R2 = 0.94 to 0.84. Some of the outliers 
originate from projects other than body side; hence, the data limitation improved the 
correlation coefficient. 
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Figure 5.12 Manufacturing costs versus number of robots (complete data cases) 
Source: SPSS scatter plot, evaluated for this research 
There is also a decrease in R square, but one case (No. 37, a roof and final welding 
project) has a strong influence on the correlation. The case is eliminated and reverified. 
Again, it can be confirmed that a combination of analogous (concentration on body side 
projects) and parametric techniques for data evaluation is an effective approach for this 
research. 
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Figure 5.13 Manufacturing costs versus number of robots without case 37 
Source: SPSS scatter plot, evaluated for this research 
Even without case 37, there is a significant decrease of correlation from R2 =0.88 to 
0.85 . Consequently, the model assumptions are correct and the analysis can be 
continued with the model diagnosis. 
The Pearson correlation between the manufacturing costs (V14) and the required floor 
space (V 4) of the production line shows a significant value of 0.967. In addition, the 
number of robots (VB) shows a high correlation with the manufacturing costs. Care 
and attention are necessary because the correlation between the independent variables is 
also high, with a value of 0.918, thus providing a sign of multicollinearity. 
As an alternative, V7 (number of welding points) can be tested together with V4 and 
compared to the first one. The correlation between V7 and V 4 with a Pearson 
correlation coefficient of 0,879 is lower. Therefore, the risk for multicollinearity is also 
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lower; however, it is still high enough not to be disregarded. The next section discusses 
the problem of multicollinearity and possible solutions for the instability of the 
regression equation. 
Multicollinearity can appear when independent variables are correlated. Statistics calls 
this the variance inflation factor (VIF), which can be used to test for multicollinearity. A 
cut-off of ten can be used to test whether a regression function is unstable. If VIP> 1 0, 
then the causes of multicollinearity must be analysed. If multicollinearity exists, the 
model can be changed, for example, by dropping a term, transforming a variable, or 
using ridge regression (Kutner et aI., 2004). 
5.3.3 Detection of multicollinearity 
Multicollinearity is the intercorrelation of the independent variables. R square near one 
violates the assumption of absence of the perfect collinearity, whereas high R squares 
increase the standard error of the beta coefficients and make assessment of the unique 
role of each independent difficult or impossible. Where there is high but imperfect 
multicollinearity, a solution is still possible. However, as the independents increase in 
correlation with each other, the standard errors of the regression coefficients become 
inflated. High multicollinearity does not bias the estimates of the coefficients, only their 
reliability. This means that it becomes difficult to assess the relative importance of the 
independent variables (Garson, 1998) . 
. The preferred method of assessing multicollinearity is to regress each independent on 
all the other independent variables in the equation (Garson, 1998). In this study, the 
correlation between the independent variables is close to 0.9, and as a typical criterion, 
bivariate correlations >.90 are suspicious. Therefore, it is necessary to investigate 
further. 
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According to Mansfield et al. (1982), an examination of a set of data for the existence of 
multicollinearity should always be performed as an initial step in any multiple 
regression analysis. The major problem with multicoilinearity is that the least squares 
estimators of coefficients of variables involved in the linear dependencies have larger 
variances. 
Coefficients" 
Unstandardized Standardized 
Coefficients Coefficients Correlations Collineari Statistics 
Model B Std, Error Beta t Sig. Zero·order Partial Part Tolerance VIF 
1 (Constant) 1149,362 265,027 4,337 ,000 
V4 2,008 ,246 ,680 8,146 ,000 ,967 ,772 ,269 ,157 6,389 
V13 64,132 17,101 ,313 3,750 ,001 ,937 ,488 ,124 ,157 6,389 
a, Dependent Vanable: V14 
Figure 5.14 Coefficients Table 
Source: SPSS coefficients table, evaluated for this research 
Colllnearity Diagnostic' 
Condition Variance Proportions 
Model Dimension Eigenvalue Index (Constant) V4 V13 
1 1 2,757 1,000 ,03 ,01 ,01 
2 ,218 3,560 ,94 ,04 ,03 
3 ,025 10,426 ,02 ,95 ,97 
a. Dependent Variable: V14 
Figure 5.15 Collinearity diagnostic (present author) 
Source: SPSS collinearity diagnostic, evaluated for this research 
As multicollinearity can cause different problems in multiple regression, one helpful 
approach is examination of the variance inflation factors (VIF) or the tolerances of the 
. explanatory variables. The variance inflation factor is a method of detecting the severity 
of multicollinearity. More precisely; the VIF is an index that measures how much the 
variance of a coefficient (square of the standard deviation) is increased because of the 
collinearity. The VIF is simply the reciprocal of tolerance. When VIF is high, there is a 
high multicollinearity and instability of the b and beta coefficients. According to Fox 
(1991), standard error is doubled when the VIF is 4.0 and tolerance is .25. A general 
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rule is that VIPs higher than ten represent high multicollinearity. A different point of 
view is that VIPs above five are of concern, whereas tolerances below 0.1 are 
considered a cause for this concern. In the case of this study, the VIP is 6.389 and 
tolerance is 0.157. Therefore, since these values are not far from the aforementioned 
limits, it is important to keep in mind that this could be a problem. At VIP greater than 
ten, a search for the causes of multicollinearity is necessary. If multicollinearity exists, 
the model can be changed by dropping a term, transforming a variable, or using ridge 
regression. 
The linear regression of predictors that are nearly collinear can be problematic because 
the model parameters become unstable, and interpretation of the results becomes a 
problem. Multicollinearity is present whenever two or more variables show a strong 
interdependency or correlation. In statistics, the method of ridge regression is known to 
overcome this problem. Ridge regression is a variant of ordinary multiple linear 
regression, whose goal is to circumvent the problem of predictors' collinearity. It 
abandons the least squares (LS) as a method for estimating the parameters of the model, 
and focuses instead on the X'X matrix. By doing so, it makes the new model parameters 
somewhat biased (whereas the parameters as calculated by the LS method are unbiased 
estimators ofthe true parameters). Nonetheless, the variances of these new parameters 
are smaller than that of the LS parameters, and in fact, so mu~h smaller that their mean 
square errors (MSE) may also be smaller than that of the LS model parameters. This is 
illustrates the fact that a biased estimator may outperform an unbiased estimator, 
provided the variance is small enough (Hoerl & Kennard, 1970). 
Ridge regression is useful when a pronounced multicollinearity is expected. The ridge 
coefficients can lead to an alternative interpretation of the data, and thereby to a better 
understanding of the studied process. As mentioned above, some minor changes in the 
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data lead to considerable variation of the estimated regression coefficients. Ridge 
regression reveals such a variation, and provides estimation functions that are more 
robust against the marginal data deterioration than the smallest estimates squared. In the 
present case, the multicollinearity does not appear to be critical. Hence, a study with the 
help of the regression analysis can be omitted. Nevertheless, the possibility of the 
aforementioned problem as well as solution principles must be mentioned. 
High eigenvalues indicate dimensions (factors) that account for much of the variance in 
the cross-product matrix. Eigenvalues close to zero indicate dimensions that explain 
little variance. Multiple eigenvalues close to zero also indicate an ill-conditioned cross-
product matrix, meaning that a problem with multicollinearity may exist and the 
condition indices should be examined. Condition indices are used to flag excessive 
collinearity in the data. A condition index over 30 suggests serious collinearity 
problems, and an index over 15 indicates possible collinearity problems. In addition, 
small data changes or arithmetic errors may translate into very large changes or errors in 
the regression analysis. In the case of this study, the condition indices are below 15, 
making it unnecessary to examine variance proportions (Kutner et aI., 2004). 
5.3.4 Diagnosis of the multiple regression 
The following is a continuation of the diagnosis of the multiple regression equation: 
Yk = Po + PIX, + P2X2 + Uk with 
- Intercept: 130 
- Regression parameters: p, and P2 
- Error term: Uk 
First model, multiple regression using: 
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- Dependent variable V14 
- Independent variables V4 and V13 
Resulting SPSS output tables: 
Variables Entered/Removed> 
Variables Variables 
Model Entered Removed Method 
1 V13, V.f Enter 
a. All requested variables entered. 
b. Dependent Variable: V14 
Figure 5.16 Removed and entered variables 
Correlations 
V14 V13 V4 
Pearson Correlation V14 1,000 ,937 ,967 
V13 ,937 1,000 ,918 
V4 ,967 ,918 1,000 
Sig. (1-tailed) V14 ,000 ,000 
V13 ,000 ,000 
V4 ,000 ,000 
N V14 48 48 48 
V13 48 48 48 
V4 48 48 48 
Figure 5.17 Statistical correlation for various key figures 
Source: SPSS correlations matrix, evaluated for this research 
Examination of the correlation matrix: 
a) The correlation between the independent variables floor space (V4), and the number 
of robots (V13), is plus 0,918, which indicates that with a higher number of robots, 
additional floor space is needed. 
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b) Between each independent (also called a predictor variable) is the dependent variable 
(also called a criterion variable). The correlation between robots and manufacturing 
costs (VI4) is plus 0,937, which is statistically significant. More robots indicate higher 
manufacturing costs. 
The correlation between floor space and manufacturing costs is plus 0,967. More floor 
space indicates higher manufacturing costs, as it is not the floor space, but rather the 
covered floor space covered with production equipment. This is also statistically 
significant. 
Model Summa"'" 
Adjusted Std. Error of Durbin-
Model R R Square R Square the Estimate Watson 
1 ,975a ,951 ,949 1001,807 1,844 
a. Predictors: (Constant), V13, V4 
b. Dependent Variable: V14 
Figure 5.18 Model summary 
Source: SPSS model summary, evaluated for this research 
ANOV~ 
Sum of 
Model Squares df Mean Square F Sic. 
1 Regression B,8E+00B 2 437710062,4 436,133 ,OOOa 
Residual 45162767 45 1003617,046 
Total 9,2E+008 47 
a. Predictors: (Constant), V13, V4 
b. Dependent Variable: V14 
Figure 5.19 MUltiple regression model fit output 
Source: SPSS ANOV A table, evaluated for this research 
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CoefficientS' 
Unstandardized Standardized 
Coefficients Coefficients 95% Confidence Interval for B 
Model B Std. Error Beta t SJg, Lower Bound Upper Bound 
1 (Constant) 1149,362 265,027 4,337 ,000 615,569 1683,154 
V4 2,008 ,246 ,680 8,146 ,000 1,511 2,504 
V13 64,132 17,101 ,313 3,750 ,001 29,690 98,575 
a. Dependent Variable: V14 
Figure 5.20 Multiple regression coefficients output 
Source: SPSS coefficients table, evaluated for this research 
The resulting SPSS output tables are shown in Figure 5.16 and Figure 5.17. The model 
fit output consists of the predictor variables and the outcome variable (indicates that 
only one model was tested and that all of the predictor variables were entered for that 
model), the model summary table, and an ANOVA (analysis of variance) table shown in 
Figure 5.18 and 5.19. The former includes the multiple correlation coefficient, R, its 
square, R2 and an adjusted version of this coefficient. The multiple correlation 
coefficient R=0.975 indicates that a strong correlation exists between the observed 
calculated full manufacturing costs (V14) and those predicted by the regression model. 
The proportion of variability in this data set is accounted for by the statistical model 
R2 =0.951, or 95,1 percent, which is quite high. A value of 
ESS(expiained sum oj squares) . . . (R 2 = - - , an R 2 of 1.0 mdicates that the regreSSIOn 
TSS(totai_sum_oJ _squares) 
line perfectly fits the data, whereas R2 = 0 indicates that no "linear" relationship exists 
between the dependent variable and the independent variables. A word of caution, like 
the other statistical description of the correlation, is that correlation does not imply 
causation; rather, it is only an overall measure of the strength of association and does 
not reflect the extent to which any particular independent variable is associated with the 
dependent variable. The correlation coefficient depends on the number of variables 
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added to the model. However, even these do not explain variability in the population. 
Thus, the value of the correlation coefficient increases with the number of regressors, 
which may even be irrelevant. The adjusted R-square has the advantage that when the 
number of observations is low and the number of predictors is high, there will be a 
much greater difference between R-square and the adjusted R-square. In contrast, when 
the number of observations is very high compared to the number of predictors, the value 
of R-square and adjusted R-square will be much closer. The adjusted R2 is a 
modification of R2 , which adjusts for the number of explanatory terms in a model. 
2 2 n-l Adjusted _ R = 1- (1- R ) . 
n-k-l 
where n = sample size and k = number of independent variables. The use of the adjusted 
R2 changes the proportion of variability in this data set, which is accounted by our 
statistical model to 94,9 percent. 
The standard error of the estimate defines the absolute differences between observed 
manufacturing costs and those calculated by the modeL The standard error of estimate 
indicates the accuracy of this prediction model. The smaller the standard error of the 
estimate, the better the prediction. Here, the mean absolute deviation is estimated as 
1001.807, which is small considering that the observed costs range from 374 to 15.486 
thousand Buros . 
. Although there is no risk for autocorrelation from the theoretical point of view of the 
model, the model has been checked with the Durbin-Watson test for autocorrelation. A 
value of two indicates no autocorrelation. If the test is substantially lower than two, 
there is evidence of positive serial correlation, and if the test is higher than two, there is 
evidence of negative seriru. correlation. Generally, values between 1.5 and 2.5 are 
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acceptable (Econometrica, Vol. 45 (1997), no.8, pp. 1992-1995). Thus, with the value 
of 1.844, there is no risk of autocorrelation. 
The ANaVA table shows the model number (Modell), and the column shows the 
source of variance, regression, residual and total. The total variance is partitioned into 
the variance, which can be explained by the independent variables (Regression) and the 
variance which cannot be explained by the independent variables (Residual). The sum 
of the squares for the regression and residual add up to the total variance. In the model 
used in this study, the unexplained variance is small compared to the variance that can 
be explained by the independent variables. The column "dr' contains the degrees of 
freedom associated with the source of variance. The total variance has N-l degrees of 
freedom (df). In this case, there were N=48 observations, so the df for the total is 47. 
The regression degrees of freedom correspond to the number of predictors minus one. 
Including the intercept, there are two predictors. Hence, the regression has two degrees 
of freedom. Under the "Mean Square" column is the sum of squares divided by their 
respective df. Since these are computed, it is possible to compute the F-ratio, dividing 
the mean square regression by the mean square residual to test the significance of the 
predictors in the model. F = 2 R2 I k , where k is the number of predictor (l-R )/(N -k-l) 
variables and N is the sample size. 
Here, the F value is the mean square regression (437710062.4) divided by the mean 
square residual (1003617,046), yielding F = 436.133. The p value associated with this F 
value is very small (0.0000) and can be reported as p<.OOl. These values are used to 
answer the question of whether the independent variables reliably predict the dependent 
variable. The p value is compared to the 0.05 alpha level, and if smaller, it can be 
concluded that "Yes, the independent variables reliably predict the dependent variable". 
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The ability of each individual independent variable to predict the dependent variable is 
addressed in the Coefficients table below, where each of the individual variables is 
listed. To test the overall relationship, that the regression model with the two predictors 
(floor space and number of robots) is significantly related to the criterion variable Y, an 
F-test can be used 
( F = model_ var.iance ) 
error _ varzance 
The ANOV A table provides an F-test for the null hypothesis in which none of the 
explanatory variables are related to the manufacturing costs (V14). In other words, R2 is 
zero. Here, the null hypothesis ~2.45) = 436.133, p<O,OOl can be clearly rejected. 
Furthermore, it can be concluded that at least one of the two predictors is related to the 
full manufacturing costs. In other words, it is concluded that floor space and the number 
of robots account for approximately 95 percent of the variance in the manufacturing 
costs, which is a statistically significant finding (at the 0.05 level). 
Figure 5.20, multiple regression coefficients output, provides estimates of the regression 
coefficients, standard errors of the estimates, t-test that a coefficient takes the value 
zero, and confidence intervals at a 95 percent confidence interval. The estimated 
regression coefficients are given under the rubric "Unstandardised Coefficients B". 
Here, the change by one unit of the explanatory variable causes the predicted change in 
the dependent variable under the condition that all other variables in the model remain 
constant. The values for the regression equation for predicting the dependent variable 
from the independent variables are ~ = Po + PIX, + P2X2 + Uk' The column of parameter 
estimates provides the values for Po' p" /32 for this equation. Expressed in terms of the 
.. 
variables used, the regression equation is: 
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Ypredicted = 1149.363 + 2.008 * V 4 + 64.132 * V13 
The estimates show the amount of increase in Y that would be predicted by a one-unit 
increase in the predictor. For example, for V4, the coefficient (parameter estimate) is 
2.008, thus for every unit increase in V 4, a 2.008 unit increase in Y is predicted. 
Similarly, for every increase of one percentage point of Y, V4 is predicted to increase by 
2.008. This significantly differs from zero. For V13, the coefficient is 64.132, thus for 
every unit increase in V 4, a 64.132 unit increase in Y is predicted. It should be noted 
that this only occurs under the condition that all other variables in the model remain 
constant. All coefficients are positive, which indicates that more floor space (not just the 
floor space, but the floor space covered with production equipment) and more robots are 
used, which creates higher manufacturing costs for the production line. The confidence 
interval of the regression coefficient is shown in Figure 5.21. Based on the t-tests, the 
confidence interval is the plus / minus range around the observed sample regression 
coefficient. In this case, it reveals a 95 percent confident level. 
CoefficientS' 
95% Confidence Interval for B 
Model Lower Bound Upper Bound 
1 (Constant) 615,569 1683,154 
V13 29,690 98,575 
V4 1,511 " 2,504 
a. Dependent Variable: V14 
Figure 5.21 Confidence interval of the regression coefficient 
Source: SPSS coefficients table, evaluated for this research 
The. standard error associated with the coefficients is used for testing whether the 
coefficient significantly differs from zero by dividing the coefficient by the standard 
error to obtain a t value. The standard errors can also be used to form a confidence 
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interval for the parameter. Here, SPSS creates a confidence interval of 95 percent. In 
other words, the increase in Y per the increase of one in V 4 is estimated to be in the 
range of 1.511 to 2.504. 
Standardised coefficients (beta) define all of the variables standardised to have a mean 
of zero and a standard deviation of one. These variables are all expressed in the same 
units. Therefore, the magnitude of the standardised coefficients indicates which 
variables have the greatest effect on the predicted value. The set of beta coefficients 
suggests that after adjusting for the effects of other explanatory variables, V 4 (floor 
space) has the strongest influence on calculated full manufacturing costs. 
The columns t and Sig. provide the t value and two-tailed p-value used to test the null 
hypothesis that the coefficient is zero. Each p-value is compared to the preselected 
alpha value. Coefficients having p-values lower than the alpha value are significant. In 
this case with an alpha of 0.05, coefficients with a p-value of 0.05 or less are 
statistically significant. The coefficient V4 (2.008) significantly differs from zero, using 
an alpha of 0.05, because its p-value of 0.000 is smaller than 0.05. The coefficient VB 
(64.132) significantly differs from zero using an alpha of 0.05 because its p-value of 
0.001 is smaller than 0.05. 
5.3.5 Summary of the results of the significance testing .for individual regression 
coefficients 
The null hypothesis states that a chosen regression coefficient is equal to 0, given that 
all other predictors are included in the regression model. The alternative hypothesis 
states that a chosen regression coefficient significantly differs from O. 
The.t-ratio evaluates the significance of each regression coefficient. The regression 
coefficient is a measure of the linear relationship between a chosen predictor and the 
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dependent variable when the influences of the other predictors are partially out or held 
constant. 
BV4 = 2.008 (or beta = .680) measures the effect of the predictor, variable floor space, 
on the criterion, variable manufacturing costs, holding the other predictor V13 (number 
of robots) constant. 
BVl3 = 64.132 (or beta = .313) measures the effect of the predictor variable number of 
robots on the criterion variable manufacturing costs, holding the other predictor V 4 
(floor space) constant. 
Is floor space important for making accurate predictions on manufacturing costs? 
Given that the predictor variable number of robots is in the regression equation, the 
regression coefficient associated with floor space differs significantly from zero, at t = 
8.146, and p = .000. 
Is the number of robots important for making accurate predictions on manufacturing 
costs? Given that the predictor variable floor space is in the regression equation, the 
regression coefficient associated with the number of robots significantly differs from 
zero, t = 3.750, p = .001. 
The conclusion is that the regression coefficients for the number of robots and floor 
space statistically differ from zero. However, both predictors are important for better 
estimation. 
Does a linear relationship exist between the dependent variable and the entire set of 
predictor variables? The overall F test is a test of the null hypothesis that all of the 
population values of the regression coefficients are equal to ~2.45) =436.133, p<.OO 1. 
One can conclude that there is a significant linear relationship between the criterion 
variable and the entire set of predictor variables. 
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Having evaluated a mUltiple regression model for a data set, it is important to continue 
and check the assumptions made in the modelling process. The most useful approach 
for assessing these assumptions is to examine some form of residual from the fitted 
model, in addition to some other available regression diagnostics. 
Check for linearity and outliers 
Residuals are the difference between the observed and model-predicted values of the 
dependent variable. The residual for a given product is the observed value of the error 
term for that product. The residuals should lie around zero, with the degree of scatter 
not varying systematically with the size of the predicted values. A number of residual 
plots are worth examining and are easily accessible in SPSS. 
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Figure 5,22 Scatter plot of unstandardised residuals against predicted values 
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Source: SPSS scatter plot, evaluated for this research 
Examining the residual plot, the homogeneity of variance assumption does not appear to 
be violated, since the residuals scatter randomly around the zero line, and the degree of 
scatter appears constant across the range of predicted values. Therefore, one can 
confirm an approximately linear relationship, albeit it is not possible to confirm the 
assumption of homoscedasticity (random errors are assumed to have common variance). 
However, both variances, the raw residuals and the standardised residuals, vary with the 
values of the explanatory variables. That means these residuals are not optimal for 
examining the error distribution (which should have a constant variance). Studentised 
residuals are corrected for this effect on the explanatory variables. A studentised 
residual is the observed residual divided by the standard deviation. In Figure 5.22, a 
residual plot is generated, with the predicted values standardised to sample mean zero 
and standard deviation one on the x-axis. Under the model assumptions, a total of 95 
percent of the studentised residuals are expected to be within the range of -2 to 2. Only 
two values extend slightly beyond the absolute value greater than two, which is 
perfectly reasonable under the model assumptions. If the plot fanned out or transformed 
into a funnel shape, it would be a sign that non-linearities have not been accounted for 
in the model. 
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Figure 5,23 Scatterplot of unstandardized residuals against standardized predicted value 
Source: SPSS scatter plot, evaluated for this research 
Like the above residual plot, it appears that the homogeneity of variance assumption has 
not been violated, since the residuals scatter randomly around the zero line, and the 
degree of scatter appears constant across the range of predicted values, The residuals 
are, to a great extent, normally distributed. 
Outliers 
Outliers are a form of violation of homoscedasticity. Detected in the analysis of 
residuals and leverage statistics, these are cases representing high residuals that are clear 
exceptions to the regression explanation. Outliers can substantially affect regression 
coefficients. 
The leverage statistic, h, also called the hat value, is helpful for identifying outliers that 
harm the regression model more than others. The leverage statistic varies from 0 (no 
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influence on the model) to 1 (completely determines the model). Generally, cases with 
leverage under .2 are not problematic, but cases above .5 expose undue leverage and 
should be examined (Garson, 2008) . 
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There is only one case around .2, which means, according to the general rule, that there 
is no reason to examine the cases, 
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Residuals StatistlcSi 
Minimum Maximum Mean Std. Deviation N 
Predicted Value 1518,56 15610,46 7533,46 4315,780 48 
Std. Predicted Value -1,394 1,872 ,000 1,000 48 
Standard Error of 148,300 476,734 241,877 65,662 48 Predicted Value 
Adjusted Predicted Value 1576,94 15629,03 7544,69 4325,679 48 
Residual -2099,769 1993,114 ,000 980,260 48 
Std. Residual -2,096 1,990 ,000 ,978 48 
Stud. Residual -2,119 2,033 -,005 1,007 48 
Deleted Residual -2173,328 2081,736 -11,236 1038,428 48 
Stud. Deleted Residual 
-2,209 2,110 -,005 1,023 48 
Mahal. Distance ,051 9,664 1,958 1,818 48 
Cook's Distance ,000 ,108 ,020 ,023 48 
Centered Leverage Value ,001 ,206 ,042 ,039 48 
a. Dependent Variable: V14 
Figure 5.26 Residuals statistic 
Source: SPSS residuals statistic, evaluated for this research 
Residuals are the difference between the observed values and those predicted by the 
regression equation. Studentised (residual divided by standard deviation) deleted 
residuals (residual when the case is not included when calculating the regression 
coefficients) are used to assess the influence of a case and identify the outliers. Since 
the minimum standardised residual is less than three standard deviations, it is not 
critical for the model. 
The Mahalanobis distance takes into account the covariance amongst the variables when 
calculating distances. The Mahalanobis distance is leverage times (n-l), where n is the 
. sample size, which is a measure of case influence. Cases with leverage values less than 
.2 are not critical\ but cases exceeding values of .5 might be a problem and should be 
examined. Cook's distance measures how much the b coefficients change when a case 
is dropped. In the model, it may not be problematic because the maximum leverage is 
only .2. In general, the model does not display any necessity for revision, therefore the 
analysis can continue. 
213 
Chapter V: Regression Modelling and Data Analysis DBA: Peter Goeer 
Error terms Uk are normally distributed: The F test is relatively robust, even with small 
to medium violations of the normality assumptions. The central limit theorem assumes 
that even when error is not normally distributed, when sample size is large, the 
sampling distribution of the b coefficient will remain normal. Therefore, violations of 
this assumption usually have little or no impact on substantive conclusions for large 
samples. However, in the research case, the sample size is small. Therefore, tests of 
normality are important. 
The distributional shape of the residuals by means of a histogram is examined, as well 
as a P-P plot of the residuals to check assumptions of normality of the error term. 
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Source: SPSS histogram, evaluated for this research 
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Figure 5,28 Normal P-P plot of regression standardised residual (present author) 
Source: SPSS regression plot, evaluated for this research 
The shape of the histogram should approximately follow the shape of the normal curve. 
The histogram approximates well the normal curve. Note that a non-normal distribution 
is not necessarily problematic, since only the inference is affected. Nonetheless, no-
normality can be a symptom of misspecification (Pryce, 2002) . 
Another way of visually testing for normality is the normal probability plot of residuals. 
Normally distributed errors will lie in a straight line along the diagonal and non-
linearities not considered by the model. Other misspecifications may also cause the 
residuals to deviate from this line. The P-P plotted residuals should follow the 45-
degree line. Neither the histogram nor the P-P plot indicates that the normality 
assumption has been violated, despite a slight offset of the mean. 
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Additionally, one can test the standardised residual variable for normality by using the 
skew and kurtosis measure available under SPSS in descriptive statistics. Kurtosis is a 
measure of the extent to which observations cluster around a central point. For a normal 
distribution, the value of the kurtosis statistic is zero. Skewness is a measure of the 
asymmetry of a distribution. The normal distribution is symmetric and has a skewness 
value of zero. 
Descriptive Statistics 
N Mean Std. Variance Skewness Kurtosis 
Statistic Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 
Standardized Residual 48 ,0000000 ,97849211 ,957 ,036 ,343 -,542 ,674 
Valid N (Iistwise) 48 
Figure 5.29 Descriptive statistics 
Source: SPSS descriptive statistics plot, evaluated for this research 
The skewness is nearly zero, which is not an indication of non-normality. In addition, 
the kurtosis gives no indication of non-normalities. 
Check multiple regression equation 
A further helpful investigation is the distribution plots of the explanatory variable 
residuals. As a result of modelling the effect of manufacturing costs by two explanatory 
variables, two partial plots have been produced. A simple linear regression line was 
included to perform the analysis of the linear relationship between the dependent and 
.. independent variables. Partial regression plots are used to assess non-linearity. 
Curvature in the pattern of points in a partial regression plot shows if a non-linear 
relationship exists between the dependent and anyone of the independents. However, 
partial regression plots are preferred for showing cases with high leverage. 
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Figure 5,30 Partial plot manufacturing costs versus floor space 
Source: SPSS partial regression plot, evaluated for this research 
I 
2000 
The plot shows an almost linear relationship between manufacturing costs and floor 
space, Therefore, it can be concluded that the relationship between manufacturing costs 
and floor space has been modelled reasonably well by our multiple regression equation. 
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Figure 5_31 Partial plot manufacturing costs versus number of robots 
Source: SPSS partial regression plot, evaluated for this research 
Although this plot shows an approximately linear relationship between manufacturing 
costs and the number of robots, it does not correspond completely to the expectation_ 
Therefore, it cannot be concluded that the relationship between manufacturing costs and 
the number of robots has been modelled adequately by this study's multiple regression 
equation_ 
Nevertheless, having confirmed that the model assumptions are correct (under 
. consideration of the data we have), the equation to predict the manufacturing costs can 
be employed for further research_ With the help of SPSS, the necessary calculation can 
be carried out and the accuracy of the prediction can be estimated_ 
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5.4 Summary and Regression Result Analysis 
A multiple regression analysis was conducted to evaluate how well the floor space and 
number of robots in a production line for body-side products predicted the 
manufacturing costs of such a production line. The predictor variables were the number 
of robots and the floor space in square meters, whilst the dependent variable was the full 
manufacturing cost in euro. 
The main focus of the chapter is data exploration. Seventy-three projects have been 
analysed and evaluated in order to find the cost estimation relationships. Data were 
obtained from the following sources: customer RFQ data, planning data, cost 
calculations, and project status reports. From this information, a list containing most of 
the relevant key figures available at the conceptual stage was generated. A total of 15 
variables were chosen from different sources. The data were structured with the help of 
logical reasoning, and the following steps were conducted: 
1. Reducing the data set to the body-side product group. 
2. Limiting data range from 0,38 to 15,5 million euro in manufacturing costs. 
3. Variables with a minor influence on costs or rare technology were also 
eliminated. 
V8 = Number of manual welding points 
V9 = Length of MIGIMAG welding 
VlO = Gluing 
VII = Number of studs/nuts 
V 12 = Length of laser seam 
4. V16 (Joining Equivalent) was added to test the practical applicability. The 
equation was used by the planning department to measure the influence on cycle 
time as a general rule. 
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The next step was data screening with the help of scatter plots as a diagnostic tool for 
searching linearities, outliers or other revealing information in the joint distribution of 
the variables. Variables were primarily checked against manufacturing costs. With the 
help of logical reasoning, experience under consideration of causality effects was 
described and the correlation between the different variables and manufacturing costs 
was calculated. 
1) Number of workers (V3) versus (VI4), no influence, almost no correlation 
2) Floor space (V 4) versus (V14), strong correlation 
3) Cycle time (V5) versus (VI4), medium, non-linear correlation 
4) Joined parts (V6) versus (VI4), small correlation 
5) Spot welding (V7) versus (V14), strong correlation 
6) Number of robots (V13) versus (V14), strong correlation 
7) Joining equivalent (VI6) versus (VI4), medium correlation 
The next step was to check for collinearity because the independent variables might be 
correlated amongst themselves. Under the assumptions of the linear regression model 
and the consideration of model limitations, the independent variables were selected and 
the model specified . 
. In addition, the dependent variable manufacturing costs (V 14), independent variables of 
floor space (V 4 ) and the number of robots (V 13), with the help of SPSS analysis of the 
variance (ANOV A), were calculated, and the F-ratio tested. The null hypothesis at F 
(2,45) = 436,133; p<O,OOI can be rejected. Furthermore, it can be concluded that at least 
one of the two predictors is related to full manufacturing costs. Floor space and the 
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number of robots account for approximately 95 percent of the variance in 
manufacturing costs, which is statistically significant at the 5 percent level. 
The following multiple regression equation was evaiuated: 
Manufacturing Cost = 1149,4 + 2,0 *V 4 (Floor Space) + 64,1 *V13 (No. of Robots) 
The following is a checklist of the assumptions of the multiple regression model: 
1) Homogeneity of variance is not violated, since the residuals scatter randomly 
around the zero line. Residuals are normally distributed. 
2) Homoscedasticity. The random error is assumed to have common variance. The 
leverage statistic h shows no problem. 
3) Residuals are normally distributed. The normal P-P plot gives no indication of 
non-normalities. Kurtosis and skewness also give no indication. 
4) Linearity of the relationship between dependent and independent variables. R 
square means an almost perfect linear relationship that confirms linearity. In 
addition, the observed versus the predicted values show no violation of linearity. 
5) Independence of the errors (no serial correlation) is checked with the Durbin 
Watson test for autocorrelation. Therefore, a value of 1,844 that is between 1,5 
and 2,5 is acceptable. 
6) Test for multicollinearity via the variance inflation factor (VIF). VIF is simply a 
reciprocal tolerance. In this study, the VIF is 6,4 and tolerance is 0,16, which 
indicates risk. 
A multiple regression analysis was conducted to evaluate how well floor space and the 
number robots of a production line for body-in-side products predicted the 
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manufacturing costs of such a production line. A significant linear relationship exists 
between the dependent variable and the entire set of independent variables. Both 
predictors are important for a better prediction. The result confirms the hypotheses. In 
order to test the capability of the multiple regression model, the sample is used to 
compare the full manufacturing costs with the unstandardised predicted values from the 
equation (Figure 5.32). A first hint of the capability of the model is the standard error of 
the estimate. In this multiple regression analysis, the standard error of estimate is 
1.001,8, as shown in Figure 5.18. This means that 68 percent ofthe residuals are within 
+/- 1.001. Although this appears to be a large variation, the manufacturing cost ranges 
from 374 to 15.464 thousand euro. 
Additionally, the regression analysis provides the upper and lower boundaries at a 
confidence level of 95 percent. The graphic shows that, in most cases, the predicted 
value differs from the calculated one, although the results are generally better than 
expected from the limited database. Only the first three cases are not within the 95 
percent confidence interval. One can see that with increasing manufacturing costs, the 
upper and lower boundaries also increase. 
In order to find a more accurate method to test the capability of the regression equation, 
the error percentages of estimated costs versus actual costs can be used. In order to 
determine whether the regression model is acceptable, a maximum error value has to be 
defined. From the practical experience and the findings in the literature review, it is 
considered a reliable estimation at the concept phase if the percentage errors of the 
samples are within +/- 15 percent. 
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The legend of the table is as follows: 
MC = Manufacturing costs 
CMC = Manufacturing costs calculated by regression equation 
CMC LB = Calculated manufacturing costs; lower bound; 95% confidence interval 
CMC DB = Calculated manufacturing costs; upper bound; 95% confidence interval 
Data Analysis 
20.000 +------------------------.......---P~ 
15.000 +---------------------v-+---..l~-..... -~c;r_:_J 
5.000 +------~~__,L¥..uF__JJ---=:..--~__Jl~f_--------___l 
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 
I--MC -- CMC --t>- CMC LB --- CMC UB I 
Figure 5.32 Manufacturing costs compared with predicted value 
Source: Evaluated for this research 
Some cases have larger deviations than others, and by returning to such cases, the 
reasons for these deviations can be evaluated. One way of determining whether the 
relationship is linear is by reviewing the residuals of the equation. Residuals are the 
difference between the observed value of the dependent variable and the predicted 
223 
Chapter V: Regression Modelling and Data Analysis DBA: Peter Goeer 
value, predicted by the regression analysis for each case. 
The smaller the deviations between the predicted and observed value, the better the 
model. The higher the value of the residual, the further away from the regression line 
the data point. Having many high residuals suggests that the model does not fit the data 
well. With the help of SPSS Statistic, this can be accomplished via a so-called casewise 
diagnostic. The Casewise diagnostic lists all cases with a standard residual of more than 
three standard deviations from the predicted score. These are cases for which the 
predictors do not predict the value of the dependent variable well (cases printed in 
boldface). 
Table 5.4 Casewise Diagnostic 
Case Floor No. of Calculated 95%Conf. 95%Conf. 
No. Space Robots Manuf. Cost Residual Manufacturing Interval LB Interval UB Cost Manuf. Cost Manuf. Cost 
1 213 4 374 -1.4595 1.833 6 1.0562 2.6108 
2 350 12 564 -2.057,7 2.6217 1.500,7 3.742,5 
3 120 2 668 -85Q,6 1.518,6 8563 2.1808 
4 600 4 1.782 -828,6 2.610,7 1.640,9 3.579,9 
5 326 8 1.837 -4800 2.317,0 1.3457 3.2881 
6 420 6 1.894 -483,4 2.377,5 1.4283 3.3263 
7 452 7 2.241 -264,8 2.505,9 1.506,4 3.505,0 
8 553 8 2.591 -1817 2.772,8 1.6887 3.8565 
9 619 11 3.101 3,4 3.097,8 1.877,5 4.317,5 
10 546 8 3.323 564,3 2.758,8 1.6781 3.8389 
11 1100 16 3.340 -1.0440 4.3843 2.7527 6.0148 
12 800 22 3.716 -450,5 4.166,7 2.477,5 5.855,0 
13 900 12 4.418 692,1 3.7261 2.331 7 5.1197 
14 700 10 4.438 1.241,9 3.196,3 1.970,2 4.421,7 
15 900 14 4.450 595,8 3.854,4 2.391,1 5.316,8 
16 1950 32 5.017 -2.099,8 7.117,2 4.512,1 9.720,4 
17 780 11 5.414 1.9931 3.4211 2.1207 4.7206 
18 1853 22 5.498 -782,7 6.281,1 4.068,6 8.4917 
19 1468 29 5.649 -307,6 5.956,9 3.694,7 8.2177 
20 955 22 5.944 1.4663 4.4779 2.7118 6.2431 
21 1340 44 6.190 -471,6 6.661,9 3.946,7 9.375,8 
22 1833 40 6.420 -974,9 7.395,3 4.5728 10.216,0 
23 1350 30 6.691 907,2 5.7841 3.5461 8.020,8 
24 1350 25 6.900 1.436,8 5.463,5 3.397,7 7.527,9 
." 
25 1775 14 7.111 1.5000 5.611 4 3.7133 7.5078 
26 2135 22 7.547 700,1 6.847,3 4.494,7 9.197,8 
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27 2410 25 7.819 227,6 7.591,9 4.999,3 10.182,2 
28 1700 28 8.019 1.6607 6.358,7 4.015,6 8.7001 
29 2252 40 8.309 72,8 8.236,7 5.205,9 11.265,2 
30 2359 42 8.502 -77,3 8.579,8 5.427,0 11.730,2 
31 1976 45 8.810 807,3 8.003,1 4.937,4 11.066,9 
32 2564 53 8.590 -1.1063 9.6969 6.0633 13.3279 
33 2399 50 9.532 359,4 9.173,2 5.725,0 12.619,0 
34 3418 45 9.800 -1.0979 10.898,6 7.1162 14.677,7 
35 3120 48 10.931 439,0 10.492,7 6.755,0 14.2272 
36 3580 51 11.223 -385,0 11.608,7 7.539,1 15.674,8 
37 4363 39 11.483 -9275 12.411 4 8.3660 16.4525 
38 3550 44 11.542 443,2 11.099,6 7.286,0 14.909,7 
39 3390 46 11.939 1.0332 10.9066 7.1036 14.7062 
40 4529 47 12.555 -701,8 13.257,8 8.8543 17.6568 
41 4664 59 13.342 -955,5 14.298,5 9.414,6 19.177,7 
42 4409 72 13.601 -1.0182 14.6201 9.4152 19.8207 
43 3775 56 13.929 1.608,9 12.321,0 7.982,2 16.656,0 
44 4143 63 14.220 712,1 13.508,8 8.7461 18.267,5 
45 4420 68 14.539 154,3 14.385,7 9.313,1 19.453,9 
46 4659 72 14.853 -268,1 15.122,1 9.793,0 20.446,7 
47 4537 69 15.486 802,2 14.684,8 9.5196 19.845,5 
48 4743 77 15.464 -146,5 15.611,5 10.068,4 21.149,9 
Source: SPSS, evaluated for this research 
The testing results are summarised as follows: 
• From the 48 samples, it can be found that 15 samples (approximately 30%) have 
standard residuals of more than three standard deviations from the predicted 
score. In regard to the literature reviewed, this is a low level of accuracy. 
• On the other hand, there are some cases, for example, cases 9, 29, 30, 33, 35, 45, 
46 and 48, where the predicted values almost match the observed values. This is 
remarkable considering that this is achieved from information generated in the 
early product design stage. 
• Deviations at the low-cost values are much larger than deviations of medium 
and high cost values (except cases 16 and 17 with big peaks in both directions). 
• Amongst the 48 ~amples, it can be found that the percentage errors of 31 
samples (or 65% of the total samples) are within +/- 15 percent. This can be 
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considered a poor result, even in the early product design stage. A total of 34 
samples (or 71 %) are within +/- 20 percent. 
Considering only projects with manufacturing costs higher than 2 million euro 
(42 projects), these figures improve to 74 percent for +/- 15 percent and 81 
percent for +/ 20 percent percentage error. This can be considered a medium 
result. 
This result can be further improved by considering only projects with 
manufacturing costs higher than 6 million euro (28 projects). The figures result 
in 86 percent for +/- 15 percent and 89 percent for +/- 20 percent percentage 
error. This is considered a very reliable cost estimation at the early design stage. 
For clarification, Figure 5.33 shows the error percentage of the cost estimating 
model compared with the data obtained from the conventional detailed 
estimating method. 
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Figure 5.33 Error percentages of regression equation 
Source: Evaluated for this research 
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• The analysis of B-values of the standardised coefficients indicates that floor 
space (beta = 0.680) has considerable more influence on the cost than the 
number of robots (beta 0.313). One possible reason is that floor space consists of 
all equipment costs, whereas the number of robots only consists of the cost for 
the robot plus robot equipment-related costs. 
Possible reasons for the deviation between manufacturing costs and predicted 
values 
• A number of outliers exist, which is certainly not unproblematic for the cost 
calculation process. The cause may be non-linearity, in which case the model 
used in this study does not fit the data well, or for different reasons discussed in 
this research. However, the F-ratio is 436.133 and significant at p<O.OOl. This 
provides evidence of the existence of a linear relationship between the response 
and the two explanatory variables. 
• The range of costs is too high. According to Foussier (2006), the problem occurs 
when the range of costs exceeds a higher ratio than three, at which point the 
regression gives a high "weight" to high-cost values, sometimes seriously 
disregarding the low-cost values. This tendency can be confirmed by the 
findings (problem of the sample size, as discussed). With a larger sample size, 
the confidence interval can be improved. The cost range can also be reduced by 
evaluating different regression models and I or the number of independent 
variables can be augmented. The adjusted R-square gives some idea of how well 
the model generalises and its value should be close to the value of R-square. For 
the final model, the difference is only 0.2 percent. This shrinkage means that if 
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the model were derived from the population rather than the sample, it would 
account for approximately 0.2 percent less variance in the outcome. 
• The value of the intercept with nearly 1.1 million euro is high and 
overestimates, especially the low-cost values. In this case, the value may reflect 
a fixed cost that is absorbed nonhally within the investment. 
• Analyse of the deviations of cases 16 and 17: 
In case 16, the manufacturing costs are too low compared to the predicted value 
(also to the average manufacturing costs per square meter and the average 
manufacturing costs per robot). By returning to the original cost calculation, no 
information could be found. An explanation could be the re-use of equipment or 
the supply of equipment by the customer (which is sometimes the case), which 
certainly lowers the overall manufacturing costs. 
In case 17, the manufacturing costs are too high compared to the predicted 
value. In addition, no explanatory remark can be found in the original cost 
calculation for this case. 
The results of the multiple regression analysis allows obtaining a cost evaluation of the 
given product family of production equipment for body-side,Projects without the 
product being completely defined under consideration of the methodology and model 
. limitations by using only general information from customers' requests for quotation. 
Different authors such as Ehrlenspiel (2007), Schottlander (2006), and Cavalieri et al. 
(2004) state that the accuracy level of cost determination of a product is approximately 
+/-20 percent, or even lower during the planning process. 
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As shown in Figure 5.33, there is a loss of precision at the lower end of the 
manufacturing costs. On the other hand, precision on the higher end of the 
manufacturing costs is better than expected. Multiple regression analysis is therefore 
interesting for the TK DN Company regarding the research aims and objectives. 
The next chapter identifies what makes the distinct contribution to the TK DN 
Company's knowledge and how this thesis can initiate professional discussion 
concerning the use of the new methodology of statistical relationships of project-
relevant key figures in predicting manufacturing costs during the project planning phase 
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6 Chapter VI: Conclusions and Implications 
After identifying the current practice of the detail cost calculation process of TK DN, 
different cost calculation systems and methods were discussed before choosing the most 
applicable method regarding the thesis approach. This paper shows the application of 
the parametric method for cost estimation during the early stage of the planning phase 
of production equipment for body-side projects in the automotive industry. The 
structured approach supports the evaluation of reliable estimates with only two 
independent variables. Therefore, the overall followings are the conclusion and 
implications from the research. 
6.1 Main Findings 
As reviewed at the beginning of this research, the data analysis supports the hypothesis 
that floor space and the number of robots are related to manufacturing costs, regardless 
of other variables investigated. From the literature review, it can be deduced that strong 
relationships exist between the different cost-related features of a product and the 
product cost (Curran et al., 2004; Rios et al., 2007; Stockton, 19821 Zaihirain et al., 
2009). However, the results from the dataset reviewed do not appear to confirm these 
strong relationships, especially at the lower end of the manufacturing costs (cases 1 to 
5); even the linear relationships between floor space and manufacturing cost and the 
number of robots and manufacturing costs were stronger than all other variables and 
therefore support the use of these variables for inclusion in the regression analysis. 
In the midsection, the results are scattered (cases 14 to 28) before the results become 
better than expected (cases 29 to 48). It might be too easy to expect those positive 
results, like different authors report from their regression result analyses. According to 
Sykes (1993), it is not obvious to determine precisely which variables should be 
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included in a model, or what proxies to use for included variables that cannot be 
measured precisely. 
There is considerable room for experimentation, and this 
experimentation can become "data mining" whereby an investigator tries 
numerous regression specifications until the desired result appears ... it 
is often plausible to suppose that numerous even less impressive results 
remain hidden, and conceivable shielded from discovery by the product 
doctrine. (Sykes, 1993: 32) 
One important practical result whilst developing the cost estimation model is clearly 
understanding the significant factors or cost estimation relationships that contribute to 
manufacturing costs. In addition to the accuracy of estimation results, the time and 
accuracy tradeoffs and the clarity of explanation should be considered in the cost 
estimating model (Gwang-Hee et aI., 2004). In this regard, the regression model can be 
considered an open system in estimating manufacturing costs based on cost information 
that can be found in the functional or physical characteristics of the product. Even 
regression analysis is a powerful statistical tool that is not, or only with great effort, 
applicable when describing non-linear relationships. For the further use of regression 
analysis in TK DN, it is of interest to also use the potential of non-linear multiple 
regression techniques, especially in situations where the output data do not have linear 
relationships. Besides all the advantages of the parametric method, its major 
disadvantage is that it does not enable the user to verify the ~esu1ts. Even the structured 
approach produces realistic estimates. 
An important aspect of the work was data collection and the identification of the data 
types and sources. For long-term use, the ease of updating and the consistency in the 
variables are major factors and must therefore be ensured when implementing 
parametric estimating in combination with statistical methods. From the extensive 
literature review, the following types of information were needed to develop the model: 
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Reliable historical, technical, cost and schedule project data 
Analysis to determine significant cost drivers 
Knowledge of basic statistics, modelling skills and parametric cost estimating 
design 
Knowledge of the technical standards 
Additionally, the analysis of the different cost calculation systems revealed a strong 
dependency of all the systems in the available database. The automotive industry is 
characterised by a high level of standardisation of products and production facilities. 
The analysis of the TK DN products shows that the automation level for body frame 
production in automotive manufacturing varies between 80 percent and 96 percent. The 
high automation level legitimates a substitution of the salary costs with capital costs, 
and hence lower variable costs. Furthermore, it was elaborated that, especially in the 
conceptual phase of a project, the availability of the estimated manufacturing costs is 
crucial, since most of the costs that will be sustained in the following product 
development stages are implicitly determined by the choices made during the 
elaboration of the concept and the detailed design of the new project. 
This finding substantiates early cost planning within the rough project planning phase. 
Consequently, a correspondingly extensive standardisation of TK DN enables the early 
identification of production costs based only on two key parameters: the number of 
robots and employed floor space. The equipment standard used for this study is based 
on the product family of body-side projects. Additionally, this study concentrates only 
on the equipment used for two or three shifts based on an almost equivalent level of 
standardisation. The combination of regression analysis with almost one level of 
standardisation could not be found in the relevant literature. An example of a causal 
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interdependency between floor space and production costs is given by the fact that all of 
the components of the production cell are subjected to customer or industry standards. 
The named components include the load and unload areas, robots, electrical 
components, welding fixtures as well as a safety guard. A standard robot, including 
controls, currently operates within a given motion radius, which defines the safety area 
and appoints the placement of the safety guard. The facility is controlled by a standard 
programmable logic control (PLC) system. The control cabinet for the electrics 
possesses standard dimensions with a given floor space. The loading and unloading area 
is defined by the security facilities and the part dimensions. Since the company deals 
with body-side fixtures due to a limited database, both the size of the part and the 
dimensions of the welding fixture are provided. The pick-up devices, along with the part 
clamping fixtures, are also standardised and can be included by considering the floor 
space. In addition, the manufacturing cells are combined into a transfer line containing 
higher-level controls for the body-side production. This example reveals the strong 
causal interdependency between the floor space of a production line and the incurred 
manufacturing costs. 
This study proved the postulated interdependencies of single parameters with the 
manufacturing costs in a transfer line. Another important practical result of the cost 
estimation model is understanding the significant factors that contribute to cost. This 
study reveals that different factors influencing the estimated manufacturing cost of 
production equipment are the number of direct workers, floor space, cycle time, number 
of welding points, length of welding seam and glue, number of studs and nuts, and the 
number of robots. The results of the analysis carried out in the present thesis confirm 
the assumed correlation between the project-relevant technical data and the calculated 
manufacturing costs of the project. A solid correlation was observed in particular 
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between the demanded area of the examined production facilities, the number of 
employed robots, and the manufacturing costs. The accuracy of the model was also 
tested, and it revealed that the model used in the study can, to some extent, predict an 
estimated project cost within an acceptable range of +/- 15 percent accuracy. From the 
results, one can see that the maximum errors are of up to 80 percent are far too high for 
use in the cost estimation application. Especially poor results appear when the 
calculated manufacturing costs are below two million euro. 
On the other hand, the regression equation results above six million euro manufacturing 
costs (with errors below 10%) are by trend better than expected. This fact seems to 
support the literature, which indicates a problem when the range of costs exceeds a 
higher ratio than three, at which point the regression gives a high "weight" to high-cost 
values, sometimes seriously disregarding the low-cost values (Foussier, 2006). 
According to Stockton et al. (1982), it is necessary to ensure that the model is only used 
within the range of the independent variable data for which the model is valid. In 
particular, estimates outside the model data range need to be examined for accuracy. 
From the set of data, the equation developed is valid for body-side-projects, in this 
application, projects from 374 to 15.464 thousand euro with floor space from 120 to 
4.659 square meters and 2 to 77 robots. Even if all of the parameters are within the 
limits imposed by the model, some parameters that are not t~en into account in the 
model become important in particular cases, thus falsifying the results (Duverlie & 
Castelain, 1999). 
Nevertheless, the parametric method has the advantage of bringing out general 
tendencies that can be indicated in the current cost calculation system and the 
combination of the two methods; the parametric and bottom-up cost calculation 
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generally produces more precise results. Furthermore, all of the other departments can 
benefit from the quick and easily available results of the parametric method. 
The advantages and limitations of the regression analysis approach important to TK DN 
are summarised below: 
Advantages: 
• The existing cost drivers can cover most of the cost aspects related to a 
production line. 
• The aim of the thesis is to identify costs earlier and quicker, which can be 
accomplished with the help of the evaluated regression equation 
• The evaluation of cost drivers can be easily done by experts such as product 
designers, cost estimators, methods engineers, or electrical engineers. Generally, 
even though the number of cost drivers is not limited, they have to be considered 
when evaluating the minimum number of requested data sets. 
• Detailed information can be taken from historical project data 
• As the thesis confirms, the approach also works for complex production 
equipment. 
• The regression analysis can support the conceptual design phase by evaluating 
the costs of different design alternatives. Furthermore, it can be applied for the 
purpose of cost avoidance or identifying potential cost reduction opportunities. 
This also works for procurement issues to avoid unnecessary costs during 
sourcing activities. 
• The regression analysis can support the course of the project by providing cost 
information. 
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Limitations: 
• Sufficient, accurate historical data must be available. In the field of automotive 
production equipment, it is not easy to obtain a large number of projects due to 
the long lifecyc1e of the products. 
• Evaluating the data requires extensive use of expert judgement. 
• Does not allow the user to verify the results. 
• It is not possible for the users to verify the results. 
• The model cannot be used outside the database range. 
• With changing conditions regarding the technical standards used, the parametric 
model will require adjustment. 
The first phases of the product development process frequently offer only rough data on 
the new product being designed. This data is detailed to some distinct shape in the latter 
stages of the development process. The stated mUltiple regression equation enables a 
complete cost calculation throughout the development process, and it offers an effective 
means for better cost optimisation. 
6.2 Contribution I Value of the Work 
Until now, TK DN employed a bottom-up calculation process. The calculation for 
single parts, processing, and the other relevant operations required for manufacturing a 
product must be given at the single part level. Herewith, the calculation can only be 
performed at a later stage of the planning phase. 
In contrast to this conventional approach, the present study enables cost prediction 
during the early stages of the project planning process, when the total costs of a project 
are influenced the most:As mentioned, general cost interrelationships are used at TK 
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DN. However, they are neither particularly studied nor accurate in their predictions. 
Although there is nothing wrong with the use of these rules per se, the danger is evident 
because they will never apply to a specific estimate. By means of an early costing, data 
preparation during the planning phase could be more effectively achieved by 
considering the significance of the factors that influence the total costs. For instance, the 
provided floor space, as well as the number of robots employed, is systematically used 
in the planning phase. 
The calculations completed by using the conventional cost calculation approach are 
compared with those derived by using the costing equation. In the case of deviations, 
the reasons are critically scrutinised. Herewith, both models can be mutually adjusted, 
as this provides improved prediction accuracy by using a larger database. A usual 
customer inquiry provides a rough concept of the production facility and equipment. 
Based on that concept, the planning phase begins, where the production costs are 
calculated before submitting a quotation to the customer. The obtained findings enable 
the cost ascertainment before the actual planning phase begins. In an ideal case, a 
customer sets a budget or demanded price for a production facility, which enables a 
vendor to adjust but not exceed it. By means of the equation, the production costs can 
be ascertained and submitted to the planning department. These costs define the task for 
the engineering department to reduce the costs by means of technical optimisation of the 
concept. Further optimisation loops can also be performed in order to achieve a cost-
optimised quotation. 
In the competitive automotive business, fast and accurate cost estimation is a 
competitive advantage, since customers expect an immediate response to their request 
for quotation. The stated formula involves undergoing tests and trials in calculations and 
project planning. Tremendous interest was shown by other departments such as 
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electrical engineering or robotics on the employment of the systematic approach for the 
identification of characteristic parameters for consequent use in regression analysis. In 
the field of electrical engineering at TK DN, an interrelationship was developed. This 
reveals that the cost drivers in this area are the software and software development 
costs. Presently, the interdependency between the costs for software development and 
hardware demands is being studied. This is an example of presenting the activities 
within different departments, which are to be coordinated in the future, in order to 
enable the implementation of the stated approaches in the cost estimation model, and to 
guarantee that the database content is consistent. 
The cost estimation model can be employed in various departments of the company, 
whereas the expanded implementation of the model must occur stepwise. Further 
information on new products from the car body construction such as the down panels, 
and front and rear modules are to be studied. In addition, the model can be extended to 
other areas such as tool construction or assembly. In this context, the necessity of audit 
verification of the parametric cost analysis becomes evident. 
The following criteria can be defined for the verification: 
• Logical and significant statistical relationships (correlation) 
• A consistent and transparent database 
• Regular system verification and monitoring 
• Professional knowledge of the personnel and account managers responsible for 
the system 
The employment of the calculation method demands a quality assurance of the system, 
which is to be performed by an independent quality management department. In order 
to accomplish this task, set guidelines for the system verification must be elaborated. 
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TK DN's products are typical OEM products where the competition is generally high 
and the customers' goals (the automobile manufacturer) are very strict and detailed. 
Thus, suppliers such as TK DN have little freedom over product design. In addition, 
little time is available to develop products, and even less time for a multi-loop product 
optimisation process. As customers always want to receive prompt feedback on costs, if 
product changes occur, the possibility of reacting quicker can improve customer 
satisfaction. However, implementation in the company must be handled carefully 
because dealing with quick cost calculation in project planning is a new idea and may 
be distrusted. Therefore, an implementation phase with training sessions is necessary. 
6.3 Implications and Identification of Limitations on Finding 
The findings of the study can be employed beyond the Drauz-Nothelfer Group, in 
particular, at ThyssenKrupp in the field of the automotive supply sector. For example, 
ThyssenKrupp-Bilstein supplies suspension components, and ThyssenKrupp-Presta 
deals with steering systems for the automotive industry. The results of the literature 
review as well as the stated costing interrelationships constitute the belief that the 
findings are applicable to versatile products beyond the automotive area within 
ThyssenKrupp. 
Further information on the study will contribute to the scientific progress in the field of 
parametric cost analysis. However, the data obtained for the cost calculation are specific 
. to ThyssenKrupp and cannot be directly published because the data are completely 
confidential. In order to prepare a publishable version of the study, the findings must be 
presented using abstract examples and calculation models. 
Furthermore, the present study is limited to TK DN as a company carrying out projects 
on facility construction for industrial companies such as Audi, Mercedes, VW, and 
Opel. Different customers employ specific demand catalogues, so-called technical 
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specifications. The equally valid documents are normally based on norms and security 
guidelines, general content of inquiry and scope of delivery, safety rules, emissions, and 
noise formalities according to the customer guidelines, and local as well as Ee laws. 
There are also some pitfalls to avoid when using a parametric cost calculation, which 
should be considered here. 
Using a parametric model without access to realistic estimates of the independent 
variables, which, in this case, is a function of the technical requirements of the customer 
product, is critical. The present study combines the engineering tasks in the 
development of industrial facilities with parametric cost analysis and regression 
analysis. The validation of the model is performed in a real cost analysis and based on 
provided data. A further development possibility is a validation of the costing model 
regarding the forecasted and actual occurring costs. 
It is always critical to use a parametric cost calculation model outside its database range. 
If so, the resulting estimate becomes questionable. A least squares best fit (LSBF) 
equation is only valid over the same range as the one from which the sample data was 
initially taken. The database range does not only mean the range of the manufacturing 
costs from 374 thousand euro to 15,464 thousand euro, but also the range ofthe cost 
drivers (floor space used by the production line and the number of robots used in the 
calculation). Hence, each model should be validated by an expert opinion based on the 
current technical status. 
The advantage of the calculation method is realised due to a high level of 
standardisation in automotive engineering and the state-of-the-art production equipment 
in this area. If the standards are modified, the model should be adapted to a new 
database, for instance, the development of a new robotic generation with a larger radius 
of action that influences the demanded floor space. It is also possible that the new robot 
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generation will attribute to a shifted cost basis that is not considered in the model 
database. A further example is given by an exchange of technology with a different 
type. In the present case, spot welding technology is implied. There exists a standard 
with a fixed processing time (welding time plus moving time) for this technology. A 
substitution of this technology with laser welding, for instance, sets a different standard 
for the new technology, and hence, other process time and costs. In the aforementioned 
situations, the database can be modified or a correction factor can be ascertained in 
order to adjust the calculations. 
Generally, the database and the model must be verified at regular time intervals and 
adjusted if needed. Sufficient actual data records must also be available. In addition, 
historical project data is generated over time. This means that certain dynamic factors 
will influence the collected data. Some examples are the cost of material, labour costs, 
inflation changes, and changes in currency exchange rates. In this work, the data are not 
scattered. Therefore, it was decided not to consider the dynamic factors of cost 
improvement or the learning curve due to the fact that the body-side product is a 
standard product and has been in series production for a long time. 
Data collection is one of the most important steps for preparing future cost estimates, 
and expert judgments are considered insofar as they are necessary and possible. The 
price hierarchy (basis for cost calculation) should be the same for all projects. The same 
. product breakdown structure (PBS) must also be used for the different types of projects. 
The development of the database at TK DN demanded that the data be standardised to 
ensure that the data are comparable and to enable the data utilisation in different 
departments within the company. Consequently, data collection should be regarded as a 
true function within the company. The maintenance and update of the database, and 
hence occurring expenses, must be considered. The highest risk of failure of the cost 
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calculation by means of the described model lies in the erroneous database. In the 
present case, the cost calculation formula was derived and corroborated from a verified 
database by means of a hypothetical, logical statistical relationship. The model shall 
define a standard for further production cost estimation within TK ON. A cost 
estimation relationship might exhibit less accurate results compared to conventional 
cost estimation methods. 
Availability of the cost information in the early phase of the planning also argues in 
favour of employment of this method as a supplement to conventional approaches. 
Costs can be estimated with a minimum amount of hardware information. This feature 
makes this model a legitimate tool for the cost estimation of projects in the conceptual 
stage of development or planning. One also needs to consider that only the available 
part spectrum (the body-side product) is represented according to its type in the 
equation. The equation is valid within the limits of the given part spectrum and 
technology used. There is no totally correct formula for the calculation; it is left to the 
ability of the responsible person to select the data records that are representative of the 
totality of the parts being considered. 
The findings from the study results correspond with the knowledge of the basic "design 
for assembly". For instance, it suggests the Boothroyd-Dewhurst DFMA (design for 
manufacture and assembly), claiming that the best way to a~hieve assembly cost 
. reduction is to first reduce the number of components, standardise where possible, and 
then ensure that the remaining components are easy to assemble (Curran et al., 2004). 
The primary effect of reducing the number of robots has multiple secondary effects such 
as the reduction of the floor area and consequent reduction of costs. The reduction of 
the number of robots is only possible if the number of connection spots is decreased, for 
instance, by avoiding additional parts, or if the connection spots are placed in such a 
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way that nearly 100 percent of the robots' capacity utilisation is reached. The regression 
equation shows that these engineering efforts bring considerable cost reduction, whereas 
simplifying the assembly operations has almost no positive impact on cost. There is a 
possible improvement potential for conducting a future analysis of the manufacturing 
costs. The assembly costs are defined, on one hand, by the number of mounted parts, 
and on the other hand, by the complexity of the assembly. 
TK DN has a standard for manufacturing fixtures and assemblies. This standard defines 
the assembly costs for the assembly sequence, and the assembly time frames are 
included in the working plan. It is important to remember that if the standard is 
modified, the regression equations must also be adjusted. The latter can be carried out 
by means of the correction parameter or by changing the regression equation. For 
example, Hitachi is using an assembly evaluation method (AEM) at the concept stage in 
order to identify weak points in the design using two key indices: 
• An assembly evaluation score that is used to assess design quality and 
the difficulty of assembly operations 
• An assembly cost ratio that is used to generate the projected assembly cost 
Considering future quick cost calculation methods at the conceptual stage means that 
more departments such as the calculation department, design, assembly, and software 
can be included in the process. Experts in their field know different cost estimation 
relationships and are able to determine cost as a function of different variables and 
observe acceptable statistical correlations in checking the cost estimation relationship. 
Nevertheless, there are also disadvantages to using parametric cost estimating such as 
difficulty in developing, and the lack of direct cause and effect relationships. 
Extrapolation of the existing data to forecast the future cannot anticipate effects like an 
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economic slowdown, which certainly influences costs (supply and demand effect) or 
energy costs. In addition, not every influence on cost has a causal interdependency. 
Technological changes might not be properly considered in the forecast. An increasing 
influence of the production equipment costs is also considered in the approach to 
lifecycle costs, for example, all of the costs for maintenance, energy, and the disposal of 
waste. This might lead to a different disposition with various costs. An example is the 
utilisation of welding caps with a higher durability, which generate higher purchasing 
costs. However, due to the lower maintenance costs calculated for the overall number of 
welding spots until the cap needs to be replaced, the total costs are decreased. Such 
influences are to be considered during the cost estimation or reported as deviations from 
a standard. 
Additional impacts influence costs such as product demands and part tolerances. The 
latter depends on the branch of the industry as well as the customer. The demands of 
German and American automotive manufacturers on the tolerances are remarkably 
different. A further influencing factor is the present machinery, as it is more cost-
effective to employ high-speed cutting machines than conventional machining centres. 
In the case that such highly productive machines are not available, the costs due to 
lower productivity cannot be covered by the market. Furthermore, cost estimation using 
statistical and analogous models can only be carried out on the basis of historical data. 
Innovative technologies or new resources cannot be added, even with a delay. 
6.4 Further Research 
The present study initiated a verification of the existing cost calculation process. In the 
first step, the database extension should be performed as well as a systematic 
ascertainment of all the relevant key figures regarding cost evaluation. Later, the 
analysis should be carried out for the assemblies, which were not considered until now, 
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such as the underbody, framing, doors, roof and mounting assemblies. There is further 
potential for an increasing number of projects and an expanding database. 
As a recommendation for the current cost calculation process at TK DN, a business 
process reengineering (BPR) of the existing cost calculation process can be performed 
by examining the existing process and implementing the findings of the statistical 
correlations of the process parameters. The measurement can be based on the technical, 
physical or other characteristics of the production equipment that focus on the cost 
drivers, not on the miscellaneous details. 
Whilst the study was being conducted, different measures were taken to improve the 
database. Further research on this topic will concentrate on the improved ascertainment 
of the project parameters. For example, a more detailed analysis of the required floor 
space will reveal an interrelationship between the required area and other parameters 
such as the distance between a security fence and a robot or fixture. This analysis will 
also lead to an increased accuracy concerning cost prediction. The approach of the DBA 
thesis focuses on a complex practical problem, which is a powerful instrument for 
solving applied problems. The obtained results enable a short-term implementation in 
the project planning phase as well as cost estimation. Since the statistical methods for 
cost estimation are not widespread at TK DN or in similar companies, the developed 
approach possesses have great potential. However, important issues such as data 
integrity and comparability need to be resolved in order to achieve acceptance on the 
user side. 
Further research should be conducted concerning the possibility of data acquisition in 
various departments, e.g. electrical engineering, robotics, assembly, design, and project 
management in the early phases of cost estimation. Since these departments contribute 
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greatly to the cost estimation, an assumption can be made that an interrelationship with 
the total costs can be derived by means of key figures and statistical data analysis. 
In the framework of a bachelor thesis at TK DN, the cumulated cost increments of 
single projects were observed. The cost increments were found to be similar amongst 
the project. Consequently, after a relatively short period of time of approximately eight 
to nine months, it was possible to form a conclusion about the total costs. Presently, a 
research study is being conducted on whether it is possible to connect the results of this 
study with similar or further developing contributions. 
In conclusion, the present study contributes greatly to the cost estimation process within 
ThyssenKrupp by means of implementing new decisions and approaches. The DBA 
approach used to connect a scientific research work with a distinctly practical relevance 
is successful and leads to vast advancements in scientific work. 
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7 Chapter VII: Reflective Diary 
7.1 Why a DBA? 
To be honest, during the last four years, I often asked myself whether the DBA program 
was worth all of the effort and sacrifice I committed. Before answering the question, I 
will include a little information about myself. After school, apprenticeship and the final 
secondary school exam, I began studying electrical engineering, finishing my studies in 
1994 with a diploma. That same year, I began to work in the automotive industry. 
Growing responsibility along with reaching a position of head of the department made it 
clear that in addition to professional abilities, managerial qualification is required. 
Hence, I enrolled in the MBA program at Lincoln University in 2001 and finished it 
successfully. The knowledge I obtained whilst studying enabled me to develop my 
department in an effective way. For instance, pareto-analysis and portfolio management 
were employed. I could effectively interlink practice with theory and also recognise the 
interdependencies between my working field and that of my superiors. I was entrusted 
to participate in the reorganisation and implementation of a matrix structure at the 
company. In addition to experience personal growth, my colleagues and superiors began 
to appreciate and respect not only my professional skills, but also my managerial 
mastery. I was asked for advice and invited to take part in discussions that contributed 
to my growing self-assurance and respect within the comp~y. I became a more 
valuable asset for the company, which resulted in a salary increase. In 2003, I received a 
working proposal from ThyssenKrupp for a division manager position, a division with 
130 coworkers and vast managerial responsibility. I also began to notice that the cost 
calculation process causes considerable problems and requires a prodigious amount of 
time and effort from employees. Back then, I discussed with my manager feasible ways 
of decreasing the outlay of cost calculations along with a possible quick cost estimation 
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method that could be completed in the rough planning phase. My superior showed great 
interest in the matter, although he suspected a high complexity of the undertaking and 
uttered that he believed this work was worth a doctorate. Upon closer examination of 
the topic, I knew he was right. The complexity was enormous and a corresponding 
analytical approach was not easy to find. I very frequently recognised the words "the 
effort is worth a doctorate". Hence, I decided to tackle the acute problem for the 
company and begin work on my doctoral thesis. Since I already possessed valuable 
experience with MBA, I started searching for a doctorate program based on MBA. The 
aim was to parallel the thesis with my current work, which I negotiated with the head 
authority of the company. I searched online for an accredited program and found one 
offered by the University of Surrey. The university of has a good local and international 
reputation and is accredited. I applied and was accepted. 
The DBA program is a practitioner doctorate designed to make a significant 
contribution towards the enhancement of professional practice in the area of 
management. The DBA has a dual purpose. On the one hand, the aim is to contribute to 
both theory and practice in relation to business and management. On the other hand, the 
goal is to develop professional practice through contributing to the professional 
knowledge. The DBA focuses on researching real business and managerial issues via 
the critical review and systematic application of theory and research to professional 
practice. Thus, the program is perfectly suited to both my approach and thesis idea. 
From experience, I also realise that the DBA supports considerable personal 
development, as the participants achieve a greater level of effectiveness as professional 
practitioners and managers. 
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7.2 The Very Beginning 
The DBA program is divided into four different phases. It starts with the pre-study 
phase, which consists of different modules and presumes attending different cohort 
seminars, whereas each module has to be completed successfully before starting the 
next. 
The modules include: 
• Philosophical Underpinnings for Research Methods 
• Qualitative Research Methods 
• Quantitative Research Methods 
• Critical Evaluation of Published Research 
Accomplishing the different modules was of great benefit. The participants became 
aware of the different aspects of the thesis such as the philosophical aspects and their 
implementation. For me, the presented design concept research (inductive and deductive 
approaches), implications of the epistemological and ontological features of research, as 
well as various perspectives of Kuhn, Popper, etc~ were new. The emphasis on business 
research, especially in most of the technical areas, is one based on praxis. I am now able 
to experience and expect other approaches, the differences of which are quite 
fundamental and also lead to important new insights. The importance of adopting a 
suitable research strategy is also vital for ensuring comprehensive, valid and practical 
outcomes. 
Two main types of research paradigms exist: the positivist and the phenomenological. 
However, there are many other variations in between. Although various methods are 
utilised within each research domain, they broadly fall within two categories: 
quantitative and qualitative. For my work, I chose quantitative design, which is 
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generally associated with deductive research. However, the combination of inductive 
and deductive reasoning often leads to new insights and synergies, for example, 
interviews or discussions with experienced project leaders who supported my work with 
new creative approaches and ideas for the choice of cost drivers. 
Apart from the modules, the communication with professors and other participants was 
very helpful. It provided me with an opportunity for frequent discussions, and the 
opinions and suggestions of professors and students were very beneficial to me and my 
work during the period of May 2006 until now. From my current position, I am apt to 
carry out more comprehensive critical literature reviews and evaluate different 
approaches from the point of view of the phenomenological techniques. This leads to an 
accurate analysis of my own position and identification of development, which I apply 
to my practical activities and challenges. At the same time, I am able to achieve both 
academic and professional growth. 
A very tight schedule from the outset as well as a demanding self-organisation 
contributed to such an arrangement for this doctoral study, in which the deadlines one 
sets ,must actually be met. Elements that were challenging in the beginning eventually 
became more of a routine. Proper planning, a suitable working environment, detailed 
documentation and effective time management skills are the necessary prerequisites to 
finishing the program successfully. It is also important to mention that goal setting 
" 
should be done as early as possible. From the very beginning, I already had an idea for 
the topic of my thesis. This could have been discussed in the framework of the modules 
with other participants and professors. The teamwork, weekend seminars, handouts and 
solid documentation were also very valuable. 
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7.3 The Thesis 
From the beginning, the topic of my thesis was important for the company where I 
work. Therefore, I felt highly motivated to implement the knowledge gained in the first 
year. Two supervisors were assigned to me, so I contacted the first one to negotiate the 
proceedings. It was a good feeling to know there was an expert in the field to support 
and advise me whenever a problem arose. My supervisor suggested writing an 
introductory chapter first in order to formulate the background of the research, rational 
issues for the research, research question, aims and objectives, and structure of the 
dissertation. Even though I was sceptical in the beginning, this first phase resulted in a 
better understanding of the research aims and objectives of the thesis. Since the DBA 
thesis deals with direct task setting in industry, there is a risk that the doctoral student 
will neglect important influence factors (industrial blindness) or focus too much on 
practical concepts and nomenclatures, to the point where an external reader cannot 
follow the person's analysis or train of thought. In this respect, the advice and 
suggestions offered by my supervisor were always helpful, and also taught me to 
observe Critically my own perspective. The experiential learning circle was complete: 
from a particular problem through observation and reflection to an abstract concept and 
implementation in practice. 
After this intermediary step, I began the literature review. I did not expect to find much 
dedicated literature in the chosen area of cost calculation, but how wrong I was. The 
amount of relevant literature was so immense that the search for a particular piece of 
.. information such as the cost calculation classification systems often led from one source 
to another, and after a certain time, I ended up deviating from the initial topic. The 
module "Critical Evaluation of Published Research" was very helpful during that time. 
As a reader, I learnt to critically read management texts and research reports, and 
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structure them for critical examination and review and an in-depth critical analysis in 
light of the aim and objectives of the thesis. I enjoyed reading strategic books and 
professional literature and I found it increasingly easier to understand the perspective of 
the main thinkers and experts and create my own red line. The ability to gain access to 
e-books and different libraries and websites via Surrey Univeristy was also very helpful. 
After that, I started with the research methodology, where the main part of the chapter 
was devoted to data collection, population and data analysis. The epistemology of the 
research is based on the data collection process and resulted in the overall conceptual 
framework of the research exploration. I consecutively started collecting data from 
seventy-three executed company projects. 
The problem during the data collection was the format in which the data was available. 
In order to bring it to the format that was required for different project status reports, 
calculation documentation, and drawings, the inquiry and controlling documentation 
was processed with great effort. It was a very time-consumingtask, which I carried out 
with the support of trainees and interns. Since the data was supposed to be evaluated by 
myself as an expert, the documentation had to be critically checked in detail. 
At the time, ThyssenKrupp made a decision to sell the company location where I was 
employed. Back then, it was not guaranteed that I would manage to collect the 
necessary documentation before the location closed. Nor was the future of my 
employment clear. It was even more difficult when my superior left the company, and it 
was unclear whether I would receive further support to complete my thesis. This 
difficult experience exerted an influence on the overall duration of the study. 
ThyssenKrupp offered me an opportunity to stay with the company, so I was placed in 
another location with a different task field as a division chief. Since the dissertation 
demands much time and a student's professional life frequently undergoes abrupt 
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changes, it is necessary to secure all of the data and persist courageously, despite the 
setbacks. During that difficult time period, I obtained valuable support from my 
supervisors, to whom I am extremely grateful. Fortunately, my new superior also 
regarded the study as highly important and continued to support me throughout the 
process. Furthermore, the academic procedure of this research is measured by the 
results and implications achieved and the applicability to the current cost calculation 
process. 
In the "Regression Modelling and Data Analysis" chapter, I analysed the data with the 
help of statistical relationships. Regression analysed was conducted in the SPSS 
statistical program. The software was provided by the university and was very helpful in 
analysing the model. The findings covered more than I expected in my theoretical work. 
They supported the thesis hypothesis of calculating manufacturing costs before the 
technical planning phase starts by key figures such as the number of robots and floor 
space covered by the production line. I was happy that my idea worked and the findings 
confirmed the hypotheses in my paper. 
7.4 The Final Phase 
The final phase contains conclusions, implications, limitations and recommendations, 
and finally, ideas for future research. For me, it was perhaps the easiest part of the work 
because all of the uncertainties about success or failure of the hypotheses have 
disappeared. Now, there are many ideas to implement, as the findings that can be 
implemented in practice support not only the cost calculation process, but also 
contribute to the identification of the most cost-efficient technical solutions. 
Learning to cope with uncertainty is an important element as well as being able to deal 
. with the unexpected. A positive outlook and mental strength also helps to overcome the 
_ personal and family-challenges that certainly occur during such a long and time-
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consuming programme as the DBA. For a long time, studying has become a major part 
of my life. I really enjoy the exchange with people of different professions, different 
countries and cultures, and some of these individuals have become close friends. 
I also believe that I have grown during this DBA programme, not only from a 
professional viewpoint, but also a personal one. For example, I have learnt to step back 
from the detailed work to see the whole picture. I have also learnt new techniques such 
as quantitative and qualitative methods and philosophical approaches of which I had 
never even heard before. In addition, I have certainly improved my ability to debate 
approaches and discuss the implications of alternative philosophical research models. 
Furthermore, I can now systematically interrogate data from a descriptive and 
inferential perspective and use statistical software like SPSS. I have also highlighted the 
learning of critical examination and review of literature and individual texts, and also 
become self-critical when writing and creating academic literature. 
Overall, the programme has been an extremely challenging but beneficial part of my life 
for the last four years. 
I can now give my answer to the initial question: "Peter, is the DBA doctorate program 
worth all of the effort and sacrifice that you have committed?" 
Yes, it is! 
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