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1. INTRODUCTION 
Among the methods in Liapunov stability theory for ordinary and 
functional differential equations, the comparison method is quite useful. In 
this method, Liapunov functions (or functionals) play important roles. 
Corresponding to Liapunov functions for ordinary differential equations, 
Liapunov functionals have been used naturally for functional differential 
equations. However, sometimes it is not easy to construct a suitable 
Liapunov functional for a given functional differential equation. To avoid 
such a difficulty and obtain stability results for functional differential 
equations, many efforts have been made by using Liapunov functions 
instead of Liapunov functionals [2, 66131. 
The purpose of this paper is to employ the theory of 
Liapunov-Razumikhin type to study the stability and boundedness of 
solutions of functional differential equations. The comparison method used 
in this paper is similar to the one used in [3-51 to show the existence of 
periodic solutions of functional differential equations. 
In Section 5, we present some applications of the results obtained in Sec- 
tions 3 and 4 to integrodifferential equations of Volterra type. 
2. NOTATIONS AND PRELIMINARY RESULTS 
Let I and R denote the intervals Ost < cc, and -co < t < co, respec- 
tively. BC denotes the Banach space of bounded continuous functions 
d: (-cc, 0] + R”, with the uniform norm, 11411 =sup,,, lb(s)l, where 1.1 
denotes the usual Euclidean norm in R”. For any bounded continuous 
* Partly supported by the Grant-in-Aid for Scientitic and Co-operative Research, The 
Ministry of Education, Science and Culture, Japan. 
473 
0022-247X/86 $3.00 
Copyright X> 1986 by Academic Press, Inc. 
All rights of reproduchon m any form reserved 
474 TETSUO FURUMOCHI 
function x(s) defined on - r: < s < 7’ (0 < Tz x ) and any fixed t, 0 5 t < 7; 
x,~BCis defined by x,(O)=x(t+O), 050. 
Consider the functional differential equation with infinite (unbounded ) 
delay, 
.?(?I =.f’(t, -Yt), (2.1 1 
where the dot denotes the right-hand derivative, and ,f( t, 4): Ix BC + R” is 
continuous. For an initial time to 2 0 and an initial function 4 E BC, con- 
sider the initial condition x,, = 4. For T with 0 < Ts co, x: ( - x, T) -+ R” 
is said to be a solution of (2.1) through (to, 4) on [to, T) if x(t) is con- 
tinuous on ( - co, T), x(t) satisfies (2.1) for to 5 t < T, and x,, = 4. For to E I 
and 4 E BC, x(t, t,, 4) denotes the solution of (2.1) through (to, 4). In what 
follows, we assume the local existence of the solution x(t, t,, 9) of (2.1) for 
any to E Z and any 4 E BC. Moreover, it is assumed that if x(t) is a solution 
of (2.1) on (- cc, T), 0 < T< co, then either x(t) is continuable past T or 
lim I-T- I/x,Il = a. 
In this paper, we study the stability and boundedness of solutions of 
(2.1) by utilizing Liapunov functions and Razumikhin method. Let D be an 
open subset of R” such that {x: 1x1 < H} c D for some H> 0. 
DEFINITION 2.1. V(t, x): R x D -+ I is said to be a Liapunov function if 
P’(t, x) is continuous on R x D, is locally Lipschitzian with respect to x, 
and satisfies a( 1x1) 5 V( t, x) 5 b( 1x1) for continuous increasing functions a, 
b: I-+ I such that lim,, x a(u) = co. 
For a Liapunov function V: R x D -+ Z, we define V;z.,,(t, 4) by 
For the solution x(t) =x(t, t,, 4) of (2.1), V;,.,,(t, x,) is equal to the 
following derivative of V along the solution x(t). 
limsup(l/h){V(t+h,x(t+h))-V(t,x(t))}. 
h-O+ 
We study the stability and boundedness of solutions of (2.1) through the 
behavior of the scalar function V(t, x(t, to, 4)). To evaluate the value of 
V(t, x(t, to, +)), we employ a differential inequality with respect to the 
scalar equation 
Ij=g(t, u), (2.2) 
where g(t, u): Ix I+ R is continuous. Moreover, we assume that g(t, U) is 
locally Lipschitzian with respect to u for u > 0, if we do not specify. 
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We first state a useful comparison result which is obtained as a corollary 
of Theorem 1.4.1 in Lakshmikantham and Leela [8]. 
LEMMA 2.1. Let u(t): [t,, T) + R he the right maximal solution of (2.2) 
with u( to) = uO, and let u(t): [to, T) + R he a continuous ,function with 
u( to) 5 uO, which satkfies 
D+u(t)=limsup(l/h)fu(t+h)-u(t)}gg(t,u(t)). 
h+O+ 
Then we have u(t)su(t)for tE [to, T). 
Now we state a fundamental theorem concerning the estimate of the 
value of V(t, x(t, to, 4)). 
THEOREM 2.1. Let V(t, x): R x D + I he a Liapunou ,function, and 
L( t, u): Ix I -+ I he a continuous function such that L( t, u) is nondecreasing 
for each fixed t and that 
L(t, u) > u for tz0, u>O, (2.3) 
or 
L(t, u)-24 for t?O, u>O, (2.4) 
Suppose that there exists a nonnegative continuous function u(t) defined 
on ( - co, T) for some T with 0 < T5 cu such that u(t) is a positive solution 
of (2.2) on [to, T) for some to E [0, T) which satisfies u(t + 8) =< L(t, u(t)) 
for tog t < T, @SO, and that we have 
v;2.l)(f, d)5g(t, V(4 d(O))) 
for all functions 4 E BC with the property that 
(2.5) 
&~)ED, V(t+8,q3(0))5L(t,#(O))) for@=<O. (2.6) 
Then, for C$ E BC such that $( 0) E D, V( to + 0, $( t3)) 5 u( to + 0) for 0 5 0, we 
have V(t,x(t, to,qS))su(t) for t,st<Tas long as x(t, to,qS)ED. 
The proof is essentially the same as the one for Theorem 3.2 in [3], 
where L(t, u) is independent of t and the time delay is fixed and finite. Thus 
we omit the proof. 
Note 1. When L(t, u) satisfies the condition (2.3), the conclusion of 
Theorem 2.1 holds without the uniqueness of solutions of (2.2) if u(t) is the 
right maximal solution of (2.2) on [to, T). In what follows, we do not 
assume the uniqueness of solutions of (2.2) in the case of (2.3). 
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Note 2. “u(t)5 V(t, d(O)) < U(t) for a continuous function U(t) such 
that U(t) > u(t) on [t,, T)” may be added to the condition (2.6). 
Here we state a proposition which relates to Theorem 2.1. 
PROPOSITION 2.1. Let V and L he as in Theorem 2.1, and let u he II 
positive constant. Suppose that there exists u nonnegative continuous,fimction 
u(t) defined on [ - r~, T) for some T with 0 < Ts cc such that u(t) is u 
positive solution of (2.2) on [to, T) f or some t, E [0, T) which satizfies 
u(t+fl)sL(t,u(t))for t,st<T, -min{o, t-t,}~Q~O, and that the con- 
dition (2.5) holds for all functions 0 E BC with the property that 
O(e) ED, V(t + Q,4(R)rut, V(t, 4(O))) for -0~8~0. 
Then, for q5 E BC such that d(d) E D, V( t, + 8, d(0)) S u( t, + 0) ,for 
-audio, we haue V(t,x(t, tO,d))su(t)for t,st<Tifx(t, t,,#)ED. 
3. STABILITY AND ASYMPTOTIC STABILITY 
In this section, we discuss the stability of the zero solution of (2.1) under 
the assumptions that f (t, 0) = 0 and g( t, 0) = 0. Here we use the following 
definitions, which can be found in [ 141: 
DEFINITION 3.1. The zero solution of (2.1) is stable, if for any E > 0 and 
any t,,EZ, there exists a 6 = h(t,, c) > 0 such that if lj& < 6, we have 
(x(t, t,, f$)I <e for t 2 t,. 
DEFINITION 3.2. The zero solution of (2.1) is uniformly stable, if the 6 
above is independent of t,. 
DEFINITION 3.3. The zero solution of (2.1) is asymptotically stable, if it is 
stable and if there exists a 6, = do(t,,) >O such that if 11411 < 6,,, 
x(t, t,, C#J) + 0 as t -+ a. 
DEFINITION 3.4. The zero solution of (2.1) is uniformly asymptotically 
stable, if it is uniformly stable, and if there exists a 6, > 0 and, given any 
E >O and any t,E Z, there exists a T= T(E) >O such that if /I#11 < 6,,, 
Ix(t, to,q3)I <E for tzt,+ T. 
The definitions of the stabilities of the zero solution of (2.2) are similarly 
obtained by taking u0 E I instead of C$ E BC. For example, the zero solution 
of (2.2) is stable, if for any E > 0 and any t, E Z, there exists a 6 = c?(t,, F) 
such that if Osu,<& Osu(t, to, u,)<E for tlto. 
For these stabilities, we obtain the following results: 
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THEOREM 3.1. Let V and L be as in Theorem 2.1 except that now 
b(0) = 0. Suppose that there exists a constant U > 0 such that the solution 
u(t)=u(t, t,, uo) of(2.2) satisfies u(t+o)sL(t, u(t))for tzt,, t,-ts050 
if0 5 u(t) < U on [to, co), and that the condition (2.5) holds for allfunctions 
4 E BC with the property that 
Then the zero solution of (2.1) is (uniformly) stable if the zero solution of 
(2.2) is (uniformly) stable. 
Since this theorem can be proved by standard arguments, we omit the 
proof. 
Remark. Driver [2, Theorem 51 and Kato [7, Theorem 61 correspond, 
respectively to the cases, where L(t, U) = u and g( t, u) = 0, and, where the 
time delay is finite and the zero solution of (2.2) is unique for the initial 
value problem. Therefore, Theorem 3.1 can be considered as an extension 
of these theorems. 
From Theorem 3.1, we obtain the following corollary, which is a 
generalization of Theorem 1 in [ 111: 
COROLLARY 3.1. Let V and L be as in Theorem 2.1 except that here 
b(0) = 0 and L(t, u) = u. Suppose that 
v;z.l)(*, x,)50 (3.1) 
holds for any solution x(t) =x(t, to, 4) of (2.1) with the property that 
x(s) ED and V(s, x(s))5 V(t, x(t)) for sl t. Then the zero solution of (2.1) is 
untformly stable. 
Proof: If we take g(t, U) = 0 in (2.2) then all assumptions of Theorem 
3.1 are satisfied for any constant U > 0, and the zero solution of (2.2) is 
uniformly stable. Thus the zero solution of (2.1) is uniformly stable by 
Theorem 3.1. 
Next we obtain the following results concerning the asymptotic stability 
of the zero solution of (2.1). 
THEOREM 3.2. Let V and L be as in Theorem 2.1 except that b(0) =0 
and L(t, u) satisfies the condition (2.3). Suppose that ,for any t, E I, there 
exists a u0 = u,(t,) > 0 such that the right maximal solution u(t) = u( t, t,, uO) 
of (2.2) exists for tzt, and satisfies u( t + 0) 5 L( t, u(t)) for 
t 2 t,, t, - t < 13 5 0, and that the condition (2.5) holds,for all functions 4 E BC 
which satisfy the condition (2.6). Then 
478 TETSIJO FURUMOCHI 
(i) the zero solution of (2.1 ) is as~~mproticull~~ stable, #’ it is stuhle und 
u(t)-0 as t+ cc, and 
(ii) the zero solution of (2.1 ) is uniformly asymptotically .stahle. if’it is 
uniformly stable, and ff we can choose a u,, independent of t,, .such thut 
u(t + t,, t,, uO) -+ 0 uniform1.v in to as t -+ Kb. 
Since this theorem can be proved by standard arguments, we omit the 
proof. 
Corresponding to Theorem 3.2, we obtain a proposition from 
Proposition 2.1. We state it here without the proof. 
PROPOSITION 3.1. Let V and L he as in Theorem 3.2. Suppose that for 
positive constants G, o, the condition (2.5) holds for all functions d E BC with 
the property that 
1lc4 I G, V(t+0,4(0))gL(t, V(t,f$(O))) for -a5t950, (3.2) 
and that for any t, E I, there exists a u0 = u,(t,) > 0 such that the right 
maximal solution u(t) = u(t, t,, uO) qf (2.2) exists for t 2 t, and satisfies 
u(t+0)SL(t,u(t))for tzt,, -min{a, t-to}5(Y50. Then we have 
(i) the zero solution of (2.1) is asymptotically stable, ifit is stable and 
u(t) -+ 0 as t -+ co, and 
(ii) the zero solution qf (2.1) is uniformly asymptotically stable, if it is 
umformly stable, and if we can choose a u0 independent of t, such that 
u( t + t,, to, uO) --f 0 uniformly in t, as t -+ a. 
4. BOUNDEDNESS AND GLOBAL ASYMPTOTIC STABILITY 
In this section, we mainly discuss the boundedness of solutions of (2.1), 
and at the end of this section we present a theorem for the global 
asymptotic stability. We employ the following definitions (cf. [ 141). 
DEFINITION 4.1. The solutions of (2.1) are bounded, if for any t, E I and 
any q5 E BC, there exists a B = B(r,, 4) > 0 such that Ix(t, t,, d)\ < B for 
tlto. - 
DEFINITION 4.2. The solutions of (2.1) are equi-bounded, if for any t, E I 
and any 6 >O, there exists a B= B(t,, 6) > 0 such that if 11411 KS, 
Ix(t, to, d)I <B for t>=t,. 
DEFINITION 4.3. The solutions of (2.1) are uniformly bounded, if the B in 
Definition 4.2 is independent of t,. 
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DEFINITION 4.4. The solutions of (2.1) are equiultimately bounded for 
bound B, if there exists a B> 0 and if for any t,E I and any 6 >O, there 
exists a T= T(t,, 6)>0 such that if \\&\ < 6, \x(t, to, b)I < B for t>= to + T. 
DEFINITION 4.5. The solutions of (2.1) are unzformfy ultimately bounded 
for bound B, if the T in Definition 4.4 is independent of t,. 
DEFINITION 4.6. The zero solution of (2.1) is globally asymptotically 
stable, if it is stable and if every solution of (2.1) tends to zero as t -+ co. 
DEFINITION 4.7. The zero solution of (2.1) is globally umformly 
asymptotically stable, if it is uniformly stable and the solutions of (2.1) are 
uniformly bounded and if for any 6 > 0, any E > 0, and any t, E Z, there 
exists a T= T(6, E) > 0 such that if 11~,11 < 6, Ix(t, t,, 4)l <E for t2 t, + T. 
For the above definitions, the definitions of the solutions of (2.2) are 
similarly obtained by taking U,EZ instead of do BC. First we obtain the 
following results for the boundedness. 
THEOREM 4.1, Let V and L be as in Theorem 2.1 except that now 
D = R”. Suppose that ,for any t,E I and any n > 0, there exists a 
u0 = uO( t,, n)zn such that u(t) = u(t, t,, uO) exists for t 2 t,, and satisJes 
u(t+o)sL(t, u(t)),for tzt,, t,- tgt350, and that the condition (2.5) holds 
for all functions cj E BC which satisfy the condition (2.6). Then we have 
(i) the solutions of (2.1) are (equi-) bounded, tf the solutions of (2.2) 
are equi- bounded, and 
(ii) the solutions of (2.1) are uniformly bounded, if the solutions of 
(2.2) are untformly bounded and we can choose a u0 independent oft,. 
Since the proof is standard, we omit the proof. Note. Part (ii) in 
Theorem 4.1 corresponds to Theorem 1 in [6]. In Theorem 4.1, condition 
(2.6) is the one independent of the value of l&O)/. But we can obtain 
another theorem under a condition which holds only for 4 E BC such that 
the value of Iq3(O)l is large. 
THEOREM 4.2. Let V and L be as in Theorem 2.1 except that here 
D = R”, and let L(t, u) be nondecreasing in t for each fixed u. ,Suppose that 
there exists a K > 0 such that for any t, E I and any v] > K, we can choose a 
u,=u~(Y])>=I], u(t)=u(t, t,,u,)existsfor tzt,, andu(t+tJ)$L(t,u(t))for 
t 2 t,, t, - t IO 5 0 as long as u(t) 2 K, and that the condition (2.5) holds for - 
all .functions Q E BC with the property that 
V(t, d(O))2K ut + ~,4(e))rL(tt vtt> 4(O))) for 050. 
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Then the solutions of (2.1) ure uniformly bounded, if the solutions of (2.2 ) ure 
uniformly bounded. 
Proof For any 6 >O, we choose a u(,= u,(S) such that 
uO> max(b(6), K}. For this uO, by the uniform boundedness of the 
solutions of (2.2), there exists a B= B(h)>0 such that for any toEI, 
u(f, to, ZQ,) <a(B) for t2 to. We show that for any tog I and any C+~E BC 
with 11411 ~6, Ix(t, t,, q5)I <B for tzt,,. 
(i) The case where u(t, to, uO) 2 K for t 2 to. If we define a function 
u(t) by u(t) = u0 for t < t, and u(t) = u(t, t,,, uO) for tz to, then u(t) satisfies 
the assumptions in Theorem 2.1, and V(t,+0, ~(6,))~b(1(qII)~b(6)< 
u( t, + 0) for 8 SO. Thus we obtain by Theorem 2.1, 
a(lx(f, to, 41115 Vt> 46 to, d))Su(t) <a(B) for tzt,, 
which implies Ix(t, t,, #)I < B for t2 to. 
(ii) The case where inf,,,,) u(t, to, uo) < K. If we define 
t,=infjtzro:u(t, tO,uo)=K}, then t,c(fo, CD) and u(t, t,,u,)zK on 
[to, t,]. By the same argument in the proof of (i), we obtain that x(t) exists 
and satisfies Ix(t)l<B for t,Stst,. Let s=sup(t<t,:u(t,tO,uO)=uOf. 
If we define a function u(t) by u(t)=u, for t<to and sctst,; 
u(t)=u(t, to, uo) for t,stgs; u(t)=u(t, t,,u,) for tzt, as long as 
u( t, t i , uo) 2 K, then u(t) satisfies the assumptions in Theorem 2.1 for some 
T with t, < T5 co. Thus, by Theorem 2.1, we have (x(t)\ <B as long as 
u(t, t,, u,)zK. If u(t, t,, u,)zK for tzt,, then the proof is completed. 
In the case, where inf,, ,, u(t, t,, uo) <K, we take t, = infj t2 t, : 
u(t, t,, uO) = K} and u(t, t,, tdo) as in the above. If we continue this 
procedure, we obtain a sequence to < t, < t2 < ... If there exists a k such 
that u( t, tz, uo) 2 K for t 2 t,, then the proof is completed. Thus we assume 
that { tk} is an infinite sequence. If lim, _ ~ t, = cc, then we obtain the 
desired conclusion. Now we assume that t, --f T as k --, CC for some 
zE(t,,cn). Let G>O be a number with Gzmax{(g(t,u)l: t,$rST, 
K~u~uo}, and let k be an integer with t, > z - (u,)- K)/G. Then, by 
the mean value theorem, there exists a ~JE (tk, tA + ,) such that 
u(Ch fkj UO)E W, MO) and iti(O, fk, u,)l > G, which contradicts the choice 
of G. Therefore if {t, ) is an infinite sequence, then this must be an 
unbounded sequence, and consequently lx(t, to, b)I <B for 12 to. This 
completes the proof. 
From Theorem 4.2, we obtain the following corollary, which is a 
generalization of Theorem 1 in [6] and Theorem 2 in [ 111: 
COROLLARY 4.1. Let V and L be as in Theorem 2.1 except that D = R” 
and L( t, u) = u. Suppose that there exists a G > 0 such that the condition 
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(3.1) holds for any solution x(t) = x(t, t,, 4) of (2.1) with the property that 
Ix(t)1 2 G for some t E Z, and V(s, x(s)) 5 V(t, x(t)) for ss t. Then the 
solutions of (2.1) are uniformly bounded. 
Proof If we take g( t, U) = 0 in (2.2) and K= b(G), then all assumptions 
of Theorem 4.2 are satisfied, and the solutions of (2.2) are uniformly 
bounded. Thus the solutions of (2.1) are uniformly bounded from 
Theorem 4.2. 
Now we present an application of Theorem 4.2. Let F(t, x): Ix R --f R be 
a continuous function such that 
166 XII SC(t) 1x1 for t E Z, 1x12 K,, 
where c: I-+ Z is a continuous function and K, is a positive constant. Let 
{rk(t)} be a sequence of continuous nonnegative functions on Z, and let 
{ck} be a sequence such that Cp= i Ick I 5 1. Define a function 
f(t, 4): Ix BC-+ R by 
f(t, 4) = f ckF(t, d( -rk(t))). 
k=l 
From the aSSUrf@iOnS on F(t, X), {rk(t)}, and {ck}, Clearly f(t, 4) iS con- 
tinuous, and satisfies 
If(t? 4)I Zc(t) 11~11 for tcZ, lq5(0)[2K, 
for some positive constant K,. Consider the scalar delay equation 
i(t) = -d(t) x(t) + e(t) +f(t, x,), (4.1) 
where d, e: I+ R are continuous functions with d(t) > c(t) on Z, and 
sup,.,k(t)zK, for k(t)=e*(t)/(c(t)-d(t))*. In [l, Proposition41, the 
uniform boundedness of the solutions of (4.1) is obtained for 
d(t) = d + t* sin* t and f( t, 4) = cd( -r(t)) with restrictions on r(t). Here we 
can obtain the following proposition from Theorem 4.2 without such 
restrictions. 
PROPOSITION 4.1. Under the above assumptions for d(t), e(t), and f (t, qS), 
the solutions of (4.1) are uniformly bounded. 
Proof Let I’( t, x) = x2, L(t, U) = U, and let G = &. Differentiating V 
along solutions of (4.1) we have 
V;4.1j(t, xt) = -24t) x*(t) + 24t) x(t) + 2f (t, xt) x(t) 
5 -24t) x2(t) + 2 le(t)l Ill + 2 IAt, x,)1 Ill. 
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If lx(t)lzG for some tcl and V(s,s(.r))~:(t,x(l)) for .s<t, then we 
obtain P’(t, x(t))zKK?zk(t) and 11x, 115 ix(t)i, and 
V;‘i.l)(t> x,)5 -2d(t) x’(t) + 2 Ie(t)l Ix(t)l + 2 
lJ’(4 -u,)l II-Y, II 
l/x, /I .Lol-yL(t) 
S:2(c(t)-d(t)) V(t, x(t))+2 le(t)l JV(t, x(t))SO. 
Thus, all assumptions of Corollary 4.1 are satisfied, and consequently we 
can conclude that the solutions of (4.1) are uniformly bounded. 
Now we discuss the uniform ultimate boundedness of the solutions of 
(2.1). 
THEOREM 4.3. Let V and L he as in Theorem 2.1 except that now D = R” 
and L( t, u) satisfies the condition (2.3), and let B > 0 be a constant. Suppose 
that for any t, E I and any n > 0, there exist a u0 = u,(n)? n and a 
5 = z(n) > 0 such that the right maximal solution u(t) = u( t, t,, uO) of (2.2) 
existsfor tzt,, andsatisfies u(t+tJ)sL(t, u(t)).for tit,, to-t~O~O, and 
u(t) < a(B) for t 2 t, + z, and that the condition (2.5) holds for q4 E BC which 
satisfies the condition (2.6). Then the solutions of (2.1) are untformly 
ultimately bounded for bound B. 
Since this theorem can be proved by standard arguments, we omit the 
proof. 
Corresponding to Theorem 4.2, the following theorem holds: 
THEOREM 4.4. Suppose that all hypotheses in Theorem 4.2 are satisfied 
except that L(t, u) satisfies the condition (2.3). Then the solutions of (2.1) 
are uniformly bounded and untformly ultimately bounded for some bound B, 
if the solutions of (2.2) are umformly bounded and untformly ultimately 
bounded .for some bound n. 
Proof Since the solutions of (2.1) are uniformly bounded from 
Theorem 4.2, we prove the uniform ultimate boundedness for some bound 
B of the solutions of (2.1). Let u0 be a number such that u0 > max{ K, n}. 
The uniform boundedness of the solutions of (2.2) implies that for this z+,, 
there exists a B > 0 such that for any t, E 1, u( t, t,, uO) < a(B) for t 2 t,. For 
any 6 >O, we define a y = y(6) by y = max{b(6), uO}. Then there exists a 
T= T(a)>0 such that for any t,EZ, u(t)=u(t, t,, y)<q for tzt,+ T. We 
show that for any toe I and any do BC with l/&j ~6, (x(t, t,, q5)I <B for 
tzt,+ T. 
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have(j) Th e case where u( t, t,, y ) 2 K for t 2 t,. From Theorem 2.1, we 
a(lx(t, to, 4)I)5 V(t, x(t, to, $))Su(t)<v <4B) for fit,+ T, 
which implies jx(t, to, q5)I <B for tzto+ T. 
(ii) The case where inf, , ,o 46 to,~)<K. If we define 
tl =inf{tzt,: u(t, to, y)= K}, then from Theorem 2.1, we obtain 
V( t, x(t, to, d))su(t, to, y) for toS ts t,. Moreover by the same argument 
as in Theorem 4.2, we have Ix(t, t,, q5)I < B for t2 t, . From these two facts, 
we can easily conclude that (x(t, to, $)I < B for t 2 to + T whether T is less 
than t, -to or not. Thus the proof is completed. 
Now we state two propositions. They can be proved by the same 
arguments as for Theorems 4.3 and 4.4, respectively. 
PROPOSITION 4.2. Let V, L, and B be as in Theorem 4.3. Suppose that the 
solutions of (2.1) are umformly bounded, and ,for any G > 0, there exist a 
o = o(G) > 0 and a continuous function g&t, x): Ix R + R such that 
v;z.*,(t, d)Sgc(t, V(t, 4(O))) (4.2) 
holds for all functions 4 E BC which satisfy the condition (3.2) and that for 
any to E I and any n > 0, there exist a u. = uo(n) zn and a z = z(n) > 0 such 
that the right maximal solution u(t) = u(t, to, uo) of ti = go(t, u) exists for 
tzt,, and satisfies u(t+e)sL(t,u(t)) for tzt,,, -min{a, t-t,}~050, 
and u(t) < a(B) for tz to + 7. Then the solutions of (2.1) are unzformly 
ultimately bounded for bound B. 
PROPOSITION 4.3. Let V and L he as in Theorem 4.2 except that L(t, u) 
satisfies the condition (2.3), and let B and K he positive constants, Suppose 
that the solutions of (2.1) are uniformly bounded, and for any G with a 
(G)> K, there exist a o = a(G) >O and a continuous function 
go(t, x): Ix R + R such that the condition (4.2) holds for all functions qi E BC 
with the property that 
Vt> 4(0))2K lldll SGC, 
V(t+B, f$(tJ))sL(t, V(t, d(O))) for -05050, 
and that for any to E I and any n > K, there exist a u. = u,(n) 2 n and a 
z=~(n) >O such that the right maximal solution u(t) = u(t, to, uo) of 
zi=g&t, u) exists for tzt,, and satisfies u(t+e)sL(t, u(t)) for tzt,, 
-min{a, t-to)~Q~O as long as u(t)zK, and u(t)<a(B) for tlt,+z. 
Then the solutions of (2.1) are uniformly ultimately bounded for bound B. 
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Finally we have a theorem for the global asymptotic stability under the 
assumptions thatf( t, 0) = 0 and g( t, 0) E 0. Since it can be easily proved by 
Theorems 2.1, 3.1, 3.2, and 4.1, we omit the proof. 
THEOREM 4.5. Let V and L be as in Theorem 2.1 except that D = R”. 
b(0) = 0, and L(t, u) satisfies the condition (2.3). Suppose that for any t, E 1 
and any u,>O, the right maximal solution u(t) = u(t, t,, uO) of (2.2) exists 
for tzt,, andsatisfies u(t+0)gL(t,u(t))for tzt,, to-tsOIO, and that 
the condition (2.5) holds for all functions 4 E BC which satisfy the condition 
(2.6). Then the zero solution of (2.1) is globally (uniformly) asymptotically 
stable zf the zero solution of (2.2) is globally (uniformly) asymptotically 
stable. 
5. APPLICATIONS 
Now we consider the applications of the results obtained in Sections 3 
and 4 to the integrodifferential equations of Volterra type 
.(t)=A(t)x(t)+~‘k(t,s,x(s))ds+f(t,x,). (5.1) 
0 
Here A(t): I+ R “” is continuous, where R”“” denotes the space of n x n 
matrices with the operator norm 1.1, that is IAl = suplr, = r 1,4x1. We assume 
that there exists a continuously differentiable, symmetric, positive definite 
matrix C(t): Z-r R”“” which satisfies 
xT(AT(t) C(t)+ C(t) .4(t) + C(t)) x5 -c(t) /x/2, (5.2) 
m= inf a(t)>O, (5.3) r>o 
0 < A4= sup P(t) < a, 
I>0 
(‘5.4) 
where c(t): I-+ R is a continuous function, and cc2(t), fi2(t) are respectively, 
the smallest and largest eigenvalues of C(t). k(t, s, x): Ix Ix R” + R” is a 
continuous function which satisfies 
IN& $3 x)l 5%4 s) /xl, t2s20, XE R”, -- (5.5) 
where K(t, s): Z x Z -+ Z is a continuous function. The function f (t, 4): 
Ix BC -+ R” is continuous and satisfies 
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where p(t): I -+ Z is a continuous function and K is a nonnegative constant. 
We assume that for any to E I and any $ E BC, the solution x(t, to, 4) of 
(5.1) exists locally, and is continuable as long as it is bounded. Moreover 
we assume that there exists a continuous function y(t): I-+ R such that if 
we define d(t)=c(t)-max{a2(t)~(t), /I’(t)?(t)}, then d(t)>0 for tz0, 
and that 
(5.7) 
where p(t): 1-t R is a nondecreasing continuous function such that p(t) = 1 
or p(t) > 1 for t?O, and satisfies 
p(t)? SUP exp {:J: y(e) de]. (5.8) o<s<u<r 
We consider the following conditions for y(t). 
(5.9) 
j~~(l]rn~f~~y(R)dO)> -co, (5.10) 
s 
, 




inf ~(0) d0 -+ co as t-+co. (5.12) 
s>o y 
Then we obtain the following theorem. 
THEOREM 5.1. Suppose that all hypothesis above for A(t), k(t, s, x), and 
f (t, r$) are satisfied. Then we have the following. 
(i) Let the assumption (5.6) hold with K > 0. Under the conditions 
(5.10) and (5.12), the solutions of (5.1) are respectively uniformly bounded 
and untformly ultimately boundedfor some bound B. 
(ii) Let the assumption (5.6) hold with K = 0. Under the conditions 
(5.9), (5.10), (5.1 l), and (5.12), the zero solution of (5.1) is respectively 
stable, untformly stable, globally asymptotically stable, and globally 
untformly asymptotically stable. 
Proof (i) If we define V(t, x) by I’(& x) = xTC(t) x for t 20 and 
I’( t, x) = xTC(0) x for t < 0, then I/ is a Liapunov function which satisfies 
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m* IxI* 5 V( 1, x) 5 M* 1x1 2. Differentiating V along solutions of (5.1) we 
have 
5 -c(t) Ix(t)12 + 2B2W I-4t)l 
since we have (5.2), (5.5), and ICY(t)\ =/3’(t). For L(t, ~)==p*(t) u, if 
V(s, x(s))~L(t, V(t, x(t)) for sst, then we obtain m jlx,() sP(t) p(t) Ix(t)1 
and 
5 - (C(f) - 40) Ix(~)12~ -Y(L) ut, x(t)) 
if 1x( t)i >= K. Now for any t, E I and any u0 E Z, the solution u(t) = u( t, t,, uO) 
of (2.2) is given by u(t) = u,, exp( -j:, y(s) ds), tl to. It is easy to see that 
~(t, u) = p’(t) 1.4 and K= M2~* satisfy the assumptions in Theorem 4.2, and 
u(t) satisfies u( t + 13) 2 L( t, u(t)) for t 2 t,, t, - t S 8 5 0. Moreover, under 
the conditions (5.10) and (5.12), the solutions of ti = -y(t) u are respec- 
tively uniformly bounded and uniformly ultimately bounded for any bound 
q > 0. Thus we obtain the conclusion of (i) by Theorems 4.2 and 4.4. 
(ii) Under the conditions (5.9), (5.10) (5.1 l), and (5.12), the zero 
solution of ti = -y(t) u is respectively stable, uniformly stable, globally 
asymptotically stable, and globally uniformly asymptotically stable. Thus, 
under the conditions (5.9)-( 5.10) and (5.11))( 5.12) respectively all 
assumptions of Theorem 3.1 and 4.5 are satisfied, and hence, the conclusion 
of (ii) is an immediate consequence of Theorems 3.1 and 4.5. 
Note. In [ 11, Burton discussed the uniform boundedness of the 
solutions of (5.1) under the assumptions that A(t) is a constant matrix, 
f( t, 4) = F(t) is bounded, and k( t, S, x) = C( t, s) x, where C( t, s): I x I + 
R nxn. In [ 1, Proposition 31, the uniform boundedness of the solutions of 
(5.1) is obtained under the assumption that jb j: IC( u, s)l duds is bounded 
by some constant. By applying Theorem 5.1.(i) with y(t) - 0, we can obtain 
the uniform boundedness of the solutions of (5.1) under the assumption 
that Jh IC(t, s)l ds is bounded by some constant. 
Next let Y > 0 be a constant, and let F( t, $): Ix C, -+ R” be a continuous 
function which satisfies the condition (5.6) for $ E C,, where C, is the 
Banach space of continuous functions r,l~: C-Y, 0] -+ R”, with the uniform 
norm, 11$11 =suP-,~~~~ \+(0)[. For this F(t, $), letJ‘(t, 4): Ix BC-t R” be 
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a function such that f(t, 4) =F(t, $) for $ E C, with $(0)=4(e), 
- r =< 8 5 0. For this f(t, $), we consider Eq. (5.1). We assume that i(t) and 
q(t) are continuous functions with c(t) 5 v](t) 5 y(t) which satisfy 
(5.13) 




inf q(Q)de+Go ast+co, (5.16) 
szo \‘ - 
(5.17) 
where p > 1, 0 2 r, T 2 0, Y > 0 are constants. Moreover we assume that 
+(p(t)+@t,s)ds)sd(t), tz0, (5.18) 
and 
s 
‘K(t,s)dssO ast+co. (5.19) 
0 
Then the following theorem holds from Proposition 3.1 and Theorem 5.1. 
THEOREM 5.2. Suppose that all hypothesis above for A(t), k( t, s, x), and 
f (t, 4) are satisfied. Then we have the ,following. 
(i) If the assumption (5.6) holds with I$ E C, and K > 0, then the 
solutions of (5.1) are uniformly bounded. 
(ii) Zf the assumption (5.6) holds with d E C, and K = 0, then the zero 
solution of (5.1) is globally uniformly asymptotically stable. 
ProoJ: (i) Let V(t, x) be as in Theorem 5.1. Differentiating V along 
solutions of (5.1) we have 
V;5.l)(t, x,)6 -c(t) Ix(t)l’+ W’(t) Ix(t)l 
X 
(J 
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For L(t, U) = p’u, if V(s, x(s)) 5 L( t, V( t, x(t))) for .s 5 t, then we obtain 
qs.l,(t, -x,)2 -(4r)-d(t)i b(t)l’ 
5 -y(t) lqt, x(t))2 -j(i) qt, s(t)) 
if Ix(t)l~rc. From the condition (5.13), any positive solution u(t) of the 
equation zi= -[(t)u satisfies u(t+61)5L(t,u(t)) for tzt,, t,-tg050. 
Thus under the assumption (5.14), the solutions of li = -i(t) u are 
uniformly bounded, and hence the solutions of (5.1) are uniformly bounded 
from Theorem 5.1. 
(ii) We proved in (i) the uniform boundedness of the soluttions of 
(5.1). By the same argument as in (i), it is easily seen that the zero solution 
of (5.1) is uniformly stable. We prove that the zero solution of (5.1) is 
globally uniformly asymptotically stable by employing Proposition 3.1. Let 
G be any positive constant. For L(t, U) = p2u, if 11x, (1 5 G, 
V(s,x(s))~L(t, V(t,x(t)) for t-ossSt, then we have m liy,/IS 






5 -{c(t)-d(t)} (.~(t)~~t?M~G~j’K(~~)ds 
0 
where z(t)=supurr 2M2G2~;;K(~,s)ds, z(t)50 for ts0, z(t) is non- 
increasing, and lim,,, z(t)=O. The solution u(t) = u( t, to, uO) of 
ti= -v(t) u+z(t) is given by 
which satisfies ~(t+tI)lL(t, u(t)) for tzt,, -min{a, t-t,,}SOSOO, since 
z(t) is nonnegative and the condition (5.15) holds. Moreover we have 
u(t + t,, t,, u,,) --f 0 uniformly in t, as t + co, since the conditions (5.16) 
and (5.17) hold, z(t) is nonincreasing, and lim, _ ~ z(t) = 0. Consequently 
the conclusion holds from Proposition 3.1. 
Finally we consider the case where A(t) is a constant matrix and 
F(t, $): Z x C, -+ R” satisfies the condition (5.6) with K = 0 for II/ E C,. Then 
the condition (5.2) holds with c(t) = 1 for some symmetric, positive definite 
matrix C, cr(t) s m in (5.3), and P(t) E M in (5.4). Now we have the follow- 
ing as a corollary of Theorem 5.2, which relates to Theorem 1 in [ 123. 
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COROLLARY 5.1. Suppose that all hypothesis above for A(t), k( t, s, x), 
and f (t, 4) are satisfied, and that the condition (5.19) holds and 
p(t) + j’K(t, s) dss6 
0 
(5.21) 
also holds for some constant 6 with 0 < 26M3 < m. Then the zero solution of 
(5.1) is globally uniformly asymptotically stable. 
It is easy to prove this corollary. Choose constants p > 1 and 
y E (0, l/M’) with SSm(l -yM2)/2pM3, and let y(t)zy. Then 
d(t) = 1 - yM2, and the condition (5.18) holds from the condition (5.21). If 
we take i(t) = 0, then the conditions (5.13) and (5.14) hold. Moreover, if 
we take a=r, z=O, G= 1, and q(t)-q for q~(O,y] with er”sp2, then the 
conditions (5.15), (5.16), and (5.17) hold. Thus, the conclusion is an 
immediate consequence of Theorem 5.2. 
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