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As sin answer to a questson of Garsia, we give a universal formula in a 
orthogonal projection of free associatke algebra onto free Lie aigebra. 
“normal form” for the 
1. Introduction 
Let X be an alphabet and k a field of characteristic zero. Denote by X*, L(X), 
k(X), respectively, the free monoid, the free Lie algebra and the free associative 
algebra over X (see Section 2, [l] and [ 51). 
There is a well-known projection k(X) + L(X), called Dinkin’s projection, defined 
by substitution of letters and linear extension from the formulas 
Several otkrs have been w 
Garsia asked for the ~_,f the projection k(X) + L(X) which is orthogonal 
for the only b,i%tn63~ 1 )x making X* an orthonormal basis of k(X). Of 
f we know that L(X)@ L(X)‘= k(X) 
and the results can be informally stated as 
) = 2, far instance). 
hogonal projection exists (which is not the case when 
ejection can be expressed, for each wor length, :‘y a hx 
on the positions of the letters (the Polya 
“*universal formulas”. 
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(c) For each word length, these “universal formulas” can be computed from the 
projection of a single word that can be any word without repetition (the Un of 
formulas (2.2)). 
The first part of this paper (Sections 2, 3 and 4) is devoted to the reduction of 
the problem and one will see that the use of an infinite alphabet and a theorem of 
Ree allows us to “represent” the orthogonal projection by linear combinations of 
actions on the positions of the letters and these actions are independent of the 
alphabet X. 
In a second part (Sections 5 and a), devoted to explicit computations, we apply 
Gram’s method to two bases: the first one makes use of an idempotent that Klyachko 
introduced in a “little known pioneering paper” [4], and another one (a,), which 
we made to suit the problem. We give additional properties of the corresponding 
Gram matrices th3t are both invariant under a natural action of G n_l. 
Finally, Section 7 gives t?-c: “other term of Ree’s decomposition”. In fact, there 
is an algorithm, linear in tihae, to compute the explicit total decomposition of any 
polynomial under the form 
polynomial = Lie polynomial+ linear combination of F qer shuffles. 
2. Reduction of the problem 
2.1. Graduation of k(X) by multidegrces 
Let X be an alphabet, whose elements will be called letters, and X* be the free 
monoid over X [S]. For each word w E X* and x E X we will denote by 1 WI., the 
number of occurrences of the letter x in w and we will call it the partial degree of 
b in x. 
mple 2.1. With X = {a, b, c}, w = a”ba4c’ we have lwla = 7, ]wlb = 1 and ]wlC = 2. 
The multidegree of a word w E X* is the family (with finite support) (I wI,),,~ = 
p(w). It is an element of f+P = (f: X + NI Isupp(f)) < +m} (mappings with finite 
support from X to IV). 
It is often convenient o handle the multidegree as a sequence, for 
instance, wfth the data of Example 2.1, (Iwlu, Iwlh, IwlC) = (7,1,2). 
The total degree, or length is just the sum xxrx lwlx = Iwl. For example, we have 
la”ba4c21 = 10. 
If k is a nontrivial (I P 0) commutative ring, k(X) will denote the monoid algebra 
of X* [ 1,5] over k; its elements can be written uniquely as 
?= c A,,.w = c (PIw)w. 
WCX’ WC x * 
k(X) is also called the free associative algebra or the algebra of noncommutative 
polynomials. 
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For every degree v E fV’x’ and n E IV, one defines 
X”={wEX*~&&(W)=V}, x~={wEXJ~w~=??) 
and, denoting by (R) the submodule of k(X) spanned by R, 
k”(X) = (X7, k,,(X) =(x”>. 
Of course, one clearly has k(X) = fij v k,(X) = @,I k,,(X). 
Definition 2.3. (a) (homogeneous element) Every element of k,(X) (resp. k,(X)) 
is said to be homogeneous of multidegree (resp. degree) v (resp. Al )0 
(b) (graded submodule) One says that a submodule M of k(X) is graded iff it 
is generated by its homogeneous elements, or iff M = @ (M n k,(X)) (resp. M = 
8 CM n k,(X))). 
(c) (graded endomorphism) One says that an endomorphism fe End( k(X)) is 
graded iff, for each v E N(x’,f( k,(X)) G k,,(X). Th eir set is a subalgebra of End( k(X)) 
denoted End,,( k(X)). 
2.2. Action of the symmetric group on k(X) 
Let UEG,, w=qq... x, E X” and define (cf. [3]) the so-called Polya action of 
a on w as follows: 
if n #O, (x1x2.. .x,). ~r=(x,~,)x,,,, . . . xc,-&, 
if n=O, l.Id= 1. 
It is straightforward that, for a, r E Z,, w.( (~7) = ( W.O).T and M.I = w; this action 
then extends by linearity to k[ EJ. For P E k(X) and every family r = ( y,,)nEN  
l-In,, W,1, ith yn = C,, 2,, y,,(a)o it is easy to check that 
c c c (Plw)?&)w.cr (2.1) 
flE.N INq=n crC2,, 
is a polynomial (see Proposition 2.4(i)). This element will be denoted by P.T. The 
preceding formula leads to considering the direct product of the group algebras 
d =K,&J k[&]. Therefore (2.1) defines a natural extension to & of the Polya 
action. Let us denote by pr( r) the element f of End( k(X)) defined by p( r)[ P] = P.T. 
With these constructions we have the following proposition. 
oposition 2.4. (i) For every r E .s$ px (r) E End,,( k(X)). 
(ii) px defines a k-algebra morphism : d + End,,( k(X)) which is into i#X is injinite. 
Proof. (i) The sum (2.1) is a well defined element of k(X) because the family of 
polynomials 
( 
c c (PlW)r,(~)W.fl 
IHq=n UE = - PI ) ncN 
has finite support in N. Now if PE k,,(X), we have P=C)(.FS (P[wl)w with SG X”. 
I-Ience, for r E d, p.r E (LJ,,, 2 , “) = k,,(X), which proves assertion (i). 
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(ii) The formula 
l?y= C x Vlw)y,,(a!w.o for PE k,(X), YE k[%l 
Iwl=fl trc = - #I 
defines the unique bilinear extension of w.a to k,,(X) x k[ S,,]; we have R( 7~) = 
(P.y).r by the universal property of any group algebra. It is then clear that p is a 
morphism of algebras. 
Let us now examine the relation with the finiteness of X. 
If X is Mte, set 1x1 = p. We have dim( k,(X)) = p” and dim( End( k,,(X)) = p”’ 
but dim(k[C,,]) = IS,,1 = n !. So, for N (large enough) such that p2N < N!, there is 
yoc k[S,,] -{O) such that P.y,= 0 for all P E k,, ( U). Set To = ((Y&~ with cy,, = 0 
for all n # N and flN = yo; then px (ro) = 0 with To # 0. Thus px is not into if X is 
finite. 
If X is i finite, let (xj)j> 1 be an injective sequence in X. Define inductively U,, 
( =xlx~. . . x,, E X*) precisely by 
Uo= 1 (the empty word of X*), Un+, = (U,,)x,,, (2.2) 
Set also cy,, = p( U,,), we can now state a lemma as follows. 
Lemma 2.5. For each n E N the family 
roof. It is enough to remark that the 
(X”),,, which is an easy consequence 
( u, l 4&,, is a basis of ka,,( X). 
mapping c + Un. 0 is one-to-one from G” to 
of the definitions. •J 
roof of Proposition 2.4 (conclusion). Suppose r = ( y”) ,,cN E & and p(f) = 0. Then, 
for each n E N we have p(T). U,l = U,,.r = 0; then by Lemma 2.5 we get ‘yn = 0. •J 
rthogord projection on L<X) 
In this part we shall prove that the orthogonal projection k(X)+ L(X) is well 
defined if k is of characteristic zero. In fact, if k # Cl! several difficulties can appear 
and we will point out some of them with three examples for X = id, b}. 
iirstexample(isolropy): X=(a,b};k=@;H=@.(ab+iba).Onehas{O}#H~H’ 
and no orthogonal projection can be defined. 
e (characteristic): X = (a, b}; k = H/2H; H = L,(X) = k.[a, b]. One 
has HI= H = k.( ab + ba) = k.( a u b). There is no orthogonal projection and 
moreover Ree’s theorem is no longer true. 
le (density): Let H =(I+ k(X)IC,,,, (Plw)=O}; then HI=(O). 
So, from now on, we make the general assumption that char(k) = 0. The following 
e existence of the orthogonal projection on L(X). 
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Theorem 3.1. Let S be a subset of k(X) such that 
(i) S = UnCrm (Sn k,,(X)) (S is homogeneous), 
(ii) for every (J?, w) E S X X”, (Plw) E Cl! (S is rational). 
Therj, ij’ H is the subspace spanned bJp S, one has H 8 H’ = k(X). 
Proof. For every subset A of k(X), we will denote by (A)q the set of linear 
combinations of elements of A with coefficients in Q (indeed the Q-subspace of 
k(X) generated by A). Then by (ii) one has (S),c (X*)q. Now, the form ( 1 )* is 
positive definite in ( X*)Q. Set S n k,(X) = S, ; we then have (S,), E (X”), . As these 
spaces have finite dimensions and ( 1 )* is positive definite, there is an orthogonal 
projection n,,~ Endo((X”),) on (S,,)d. From the definition of ( 1 )x, we have 
(X*), =@iaO (X”),. Then we obtain an orthogonal projection in EndQ((X*}d) by 
the formula 
77&P)= C C (Plw)7r,(w) for PE(X*)d. 
n=o lWI=n 
no(P) is obviously the projection on the Q-subspace spanned by S, namely (S),. 
Now Q, has the following properties: 
(i) tr&= 7rd; 
(ii) Im(7rQ) = (S)d; 
(iii) for every v, w E X* (v - m(v) 1 7rQt w))~ = 0. 
Let us denote by We the unique extension of ?rd to k(X) (uniquely defined by 
7Tk( w) = Q(W) for every word w E X*). Now, for all words v, w E X* we have 
(*) r’,(w) = 7rk( 7Q-J w)) =’ 9r&( w) = TQ( w) = 7Q( w), 
(**) T~( w) E (S),, and 
(***) (v-~&J)J~~(w))x =o. 
From (*) one gets that & = nk; (**) implies that we have Im( TV) c H. Remark 
also that (~k(Xn))Q=(~,Q(Xn)jQ =Im( Irr,) = (S,), so that SE Im( nk). Finally 
Im( rk) = H. (***) implies, by bilinear extension, that (P - nk( P) 1 rk( o))X = 0 for 
every p, 0 E k(X). In conclusion nk is, in Endk( k(X j), the orthogonal projection 
onH. Cl 
Corollary 3.2. We have L(X) 0’ L(X)’ = k(X). 
Proof. It is an easy consequence of the theorem when one remarks that L,,(X) = 
L(X) n k,,(X) is generated by the Lie monomials: 
S(x,xz.. . x,) = [.[[x,, x2], x,], l l l , x,3 = c 4c+)&,,,,X,,,3 l l l Xdn) (3.1) 
7 (Tf W,, 
where C(C)E (-1, l,O}. Cl ,_ 
otation. In the sequel, the orthogonal projection on L(X) will ce denoted by rx. 
’ This equality holds because rQ( W) E (X*)0. 
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4. Alphabetic substitutions 
By the universal properties of the free associative algebras [5, p. 161, any mapping 
. f: X + Y extends uniquely as a k-algebra morphism s/- :k( ) -, k( Y)* Such a morph- 
ism is called an alphabetic substitution. The set of these substitutions will be denoted 
9(X; Y) (or 9(X) if X = Y). The orthogonal projection on L(X) has a remarkable 
behavior in connection with alphabetic substitutions which is intimately related to 
the existence of “universal generating systems” such as (3.1). We point this out as 
follows (Theorem 4.l(iv) and (v)). 







The elements of 9(X; Y) are &linear i.e., for every PE k(X), 
s E 9’( X; Y), we have s( P.T) = s( P).E 
r&d, 
IfX is infinite, for everyf E End,,( k(X)), f commutes with sP( X) @ f E px (~4). 
For every s E sP( X; Y), s( L( X)) C_ L( Y) (the restriction to these subspaces will 
be denoted by st_ ). 




There is a unique rt_ E & such that, for every alphabet A, ?rA = PA(&). 
(i) follows from a straightforward computation with formula (2.1). 
(4.0 
(ii) As in Theorem 3.1, we make use of an injection N* + X and keep the notations 
& and a,. If f E End,,( k(X)) one has, for every n, f ( U,) E k,,,(X); hence, as 
( U,=&, 2,, is a basis of k,,,(X), we can write 
f( U,,) = c Mu, n)U,.a. (4.2) 
WC 2 ), 
Define Cl.= ~L-N with yn =C,,,2,, h(u, n)cr and qr = p,(G). Expression (4.2) 
implies that, for every n E N, f ( U,,) = U,J’,.. If, moreover, f commutes with 9’(X) 
we have f = pJ from the following lemma. 
mma 4.2. If f g E End( k(X)) commute with 9(X) and coincide on the words U,,, 
then f = g. 
We only have to show that 
f(w) = g(w) for every word w, (4.3) 
which is straightforward for w = 1 as 1 = UO. Now let w = JJ,Y, . . . yn. The substitution 
defined by S(Xi) = yi for 1 s i s n and s(x) = x otherwise is such that s. U, = w. Then 
f~~~=f~~*~,,~=~~f~u,,~=s.~g~u.,))=g(s.u,,)=g(w). Cl 
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Proof of Theorem .I (conclusion). We now know that fe px (.@. The converse in 





Consider s E 9(X; Y). Then s, being a k-algebra morphism k(X)+ k(Y) is 
morphism for the Lie structures. Hence s(X) E Y implies s( L( X)) s L( Y). 
We define a bilinear product u (shuffle [6,7]) on k(X) by induction on 
with the following formulas: 
wullx* =lx*ulw=w 
VXUJ wy=(vxuJ w)y+(vuJ wy)x. (4.4) 
Denote by Sx the subspace generated by the proper shuffles, that is to say, the 
elements v w w with v Z 1 and w Z 1. Ree [7] has shown that L(X)’ = S,. Formulas 
(4.4) prove that if s E 9(X; Y), we have s( u u v) = s(u) u s(v), whence s(S) c Sy 
(as v # l=Ss( v) f 1). This shows the claim. 
(v) The same formulas (4.4) show that p( v u w) = p(v)+& w) and hence that 
Sx is a graded subspace of k(X). L(X) and L(X)* = Sx being graded, one has 
& E End&(X)). If, moreover, X is infinite, (iv) implies that nx commutes with 
9’(X) and hence nx =p(Tx)forarxEA 
Remark first that if Y is another infinite alphabet, rx = rv since, if we choose 
injections j + Xj and j + yj, we can define the corresponding words U,, and V,, as in 
(2.2) and also a substitution s E 9(X; Y) such that s( U,,) = Vn for all n. Hence, 
VI= rv =nY(v,)=nY(s(u,))=s(n,(u,))=s(u,,.r,) 
=s(U,).l-& = v,.r, for all n EN 
Lemma 4.2 shows that pv(&) = pv(rx) and then TV = rx as Y is infinite and 
then py is injective by Proposition 2.4. Thus & must be the common value of rx 
for any infinite X. This proves also the uniqueness of &. 
Finally let A be an;* finite alphabet and X be an infinite auxiliary alphabet. Take 
any surjection s E 9(X; Y) (such elements exist, being defined from any surjection 
X + A). If Q E k(A) we can write Q = s(P) for some PE k(X). Then: 7rA( Q) = 
n&(P)) = (by (iv)) ~(n,(p)) = s(p.rL) = s(p).rL = Q.r,. 0 
5. A ‘cunivetsal” formula for the orthogonal projection 
Theorem 4.1 proves that the orthogonal projections can be expressed by r,. i.e. 
“universal formulas” (independent of the alphabet) computed from any infinite 
alphabet. Moreover, one only needs to know the family of Lie polynomials nx ( U,). 
For any sequence defined as above, the following proposition shows how to compute 
them. 
Let X be an injinite alphabet and j + xj an injection N* + X. We keep 
the definitions of U,, and LY, as previously. Let !p = (Pi) IC jr_m be any basis of La,,< 
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then (fl(Pj)lsi,jsm is invertible and the orthogonal projection of U,, on L(X) is 
~X(V,)=C,<iS, hiPi where the family (Ai)lsism satisfies 
PI. P, P, . P2 l l ’ PI. P,, 
P,.Pl P&P2 l l l Pp Pm 
. . . . . . 
Pm: P, P,: P* l l ’ P,:P, 
(5.1) 
roof. IfwesetrL=(n&NwehavelT#J,,)= U,,.&= U”.n;,=CrrEz,, ?r,(u)U,,.o 
and hence & ( V,) E ka,,( X). This is precisely the orthogonal projection of U,, on 
L,,,(X). It is well known that L,,(X) has a basis with rational coordinates relative 
to X* (any Lyndon or Hall basis as in [S] will do) and hence an orthogonal basis 
with rational coordinates (because the Gram-Schmitt process is done within (X *)o C_ 
k(X) where the form ( 1 )x is positive definite). Let SB be such a rational orthogonal 
basis and let .A? be the change matrix from 5B to 9; the matrix of inner products 
(the so-called Gram matrix) (41 fi) 1 si,jsm is then M =’ JRA&, where A is the 
diagonal matrix of inner products of 3. This shows that M is invertible. As 
Tlx (U,,) E k,,(X), we can write & (U’) = C Icing AiPi and this polynomial can be 
characterized as the solution of the linear system 
whose matrix of coefficients is M, and hence (5.2) has a unique solution expressed 
by (5.1). 0 
6. orking up with some particular bases of k<X> 
6.1. Klyachko 3 basis 
In his paper “Lie elements in tensor algebra”, Klyachko [4] introduces an 
idempotent of k[S,] defined by 
1 





where E is any primitive 7th root of unity (it is assumed that k has one) and 
maj(o) =Ccr(r)ycr(i+l) i (the “major index”). 
Let X be a totally ordered alphabet; X* i3 then totally ordered with the lexico- 
graphic order. Call any word x x 1 z. . . x,, which is strictly less than all its circular 
rearrangements 2 [5,6]; that is, 
XIX?. . . x,# < X~+IXi+~ l l l X,,XlXT _ . . l Xi for all 1SiSn-1. 
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Denote by L(n) the set of Lyndon words of length n (results about Lyndon words 
can be found in [S]). Carsia [3] shows that ( WK,),,~~~(~) is a basis of L,(X) = L(X) n 
k,(X) (K, as in (6.1)). 
here, to get the projection of U,,, we just have to consider the letters x! , x2, . . . , x,, 
of a supposed infinite alphabet X = {Xi)ieN*. If we order them by x1 < x2 < l l l < x,, < 
l l l , the Lyndon words of multidegree cy, are the words x~x~(~). . . xpt,) with 





6.1. For p E si2,3...nl, set Kp = (x,xpt2,. . . X&K,, = U$K,,. one has 
( Kp) is a basis of L,,,(X), 
(K,,,K,,) = (&,,K,;,,,) =’ C Emc?j(~~)+maj(p;‘p,~), 
n2 = UE: W,) 
Proof. (i) is straightforward from the fact that ( WK,) H’ELtnj is a basis of’ L,(X) and 
by counting dimensions. 
Then (ii) follows from (*): (U,,.p,ol U,,.&r! = 6(&a, p27) (Kronecker delta). 





6.2 (Case n = 3). See Table 1; here i, i& stands either for the permutation 
for the word Xi,Xi,Xil. The arrows stand for the “descents” i.e. the indices 
that a(i) > cr( i+ 1). We denote any element x’ of k such that x’” = 1 also I 
The Gram matrix is 
(2j:,3 2j/‘) 
Table 1 
Descents A 5. J i 45- 
0 or w 123 132 2 13 23 r 3 12 321 
hfiaj( a) 0 2 1 2 ! 3 
hi l/3 j’/3 j/3 j*/3 j/3 113 
K (1.3) j’/3 l/3 j/3 l/3 j/3 j’/3 
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With (5.1) we get 
6.2. The (0,) basis 
We keep the notations and the lexicographic order as above. Sir&e X* is in fact 
totally ordered we will call, for each P E k(X) - {0}, the least word u such that 
1 v) P 0 the valuation monomial. This word will be denoted as m(P). A family 
(Pi)irl in k(X) - (0) will be called triangular iff the mapping i + m( Pi) is injective. 
Such a family is obviously free. These notions will be used to prove the following 
theorem. 
heorem 6.3. (i) (D, basis): For each word w = y,y2 . . . y,,, let 
[ 4 = L l .C[Y I9 YJ, Y31, = l l 9 Y,, I- 
Then the family (1 UnP])pE+,, ,,,) is a basis oj L,,,(X). 
(ii) If we index the set ([ U,,p])Bi + 2. 3, ,,,) as a family D, = (Di) I<,i- ,,, such that 
D, = [ U,,], we have 
roof. (i) It can be easily checked that m([ U,,p]) = U,& Since these words are all 
different, the family DI is triangular and hence free. By Witt’s formulas for the 
multidegree [a] we have dim L,,,(X) L C n - 1 b !. It is also the number of elements in 
D,, whence (i). 
(ii) Formula (6.2) comes from (5.1) in V+W of the 
and 0 otherwise. El 
. (i) (n = 3) X “3 is a basis of k,,,(X), we 
X -1 XIX2XJ XIX+2 XlXl x3 X2X& 
[x,x&] +I 0 -1 0 
[*%-Q-~J 0 +1 -1 +1 
The Gram matrix is (:i) and we get 
X,.Y$,] -&.,x,x,] 
fact that (I/,JDi)=l if i=l 
have the decompositions 
XJXI xz X$+q 
-1 +1 
-1 
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(ii) (n = 4) The Gsa 
i 










& ( u,) = ~bIw3x41- hhx2&x3l- ibblx3x,&l 
-4l%x3w?_1- ii[x,x4x2x31+ ikbI%X3XZI* 
This then yields, by alphabetic substitution, the projections of all the words of length 
4. For example, we have 
&(abca) = b[abca] -&[abac]-$[acba]-$,[acab]. 
Note- The Lie monomials in the expression above are linearly dependent because 
dim &J)(X) = 3. 
We also have &(abba) =0 (see [2]). 
Remark. The group G {2,3,._.,n) canbe viewed as a submonoid of Y(X): it then acts 
on the left on k(X). It can be easily checked that the basis ( KP) and D, are invariant 
under this action. 
6.3. Fast computation of the inner products 
We will now give properties of the inner products arising in the Tatrices (II@,> 
that will allow easy implementation and fast co,nputation. The first rule to use is 
the invariance of ( 1 )x under the Polya action, that is, 
(P.crlQ.a), = (PIQ)x for every (RN 
Recall that for any word w = yly, . . . y, the reuersal of w is defined by G = 
YnYn-I . l l y, . This involution extends to an anti-automorphism of k(X) given by 
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P =C (PIw)$. It can be easily shown (cf. [2]) that if P E L,(X), we have F = 
(+)“+I P. The two following rules hold for P, Q E L,(X) such that cy has no repetition 
(i.e. such that a(a) E (0, 1) for every a E X): 
(RI) 
ma 
Now we can see that, using rules (Rl) and (R2), one needs less than n steps. 
If *$ G X*, set Proj,( P) = C,,.EA (P, w) w. Then we have 
Proj_Y,x*[xIxz . . . X,3 = -XI[X,X~ . . . Xi-l]Xi+l . . . X,, 
Projx+Jxlxz . . . X,] = (-l)“-‘X,X,_1 . . . Xi+,[XIXz . . . Xi_1]Xia 
(R3) 
(R4) 
An easy consequence of these rules is the following corollary. 
orollary 6.5. For n a 2 the coeficients in the Gram matrix of (0,) are 0 or 2” with 
kal. 
7. Total decomposition: a basis for San<X> = kam<X> n Sx (n 2 2) 
Theorem 7.1. ( D,, basis). Let D be the set of ordered pairs (v, w) such that v # 1 and 
&VW) = cy,+. For (v, w) E D, set R,, = v UJ x,w. Then D,, = (RL?.W)~U,W~ED is a basis 
of$r,,vo* 
f. The valuation monomial of R,,, is vx,w hence ( RU.W,)fv,B,jE D is triangular and 
free. We have 
dim(&(X)) = dim( k*,JX)) - dim( L,,,(X)) = (n - l)! l n = IDI; 
this proves that (R L:w (L’,H.EED is a basis of S&X). ) Cl 
le 7.2 (n =3) 
%X2X3 x1x3x2 x2x1x3 x93x1 x3x1x2 x3x2x1 
l%w31 +1 0 -1 0 -1 -11 
bIX3X21 0 +1 -1 +1 -1 0 
XIX2 UJ x3 +1 +1 0 0 +1 0 
Xl UJ x3x2 0 +1 9 Q +1 +1 
XZXl UJ x3 c) 0 +1 +1 0 +1 
x2 UJ x3x, 0 0 0 +1 +1 +1 
Once we have c 
by cancelling the va 
ivisio etwee 
composition of U, obtained 
) as in a 
Projeclion ontrj the free Lie algebra 
xample 7.3 (n = 3) 
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u, =~[x,x*XJ-~[X*X3X~]+~X,XgJX3 
-$x, UJ x,x*+ix*x, w x3. 
Further, by alphabetic substitution, we can &ain, for example, 
aba=f[aba]-i[aab]+$abua-iawab+ibaua 
= f[aba] +:a UJ ab +:a LU ba, 
abb=i[abb]+$abub-faubb-kabaub. 
. Conclusion 
Here we only applied the method of Sections 1,2,3 and 4 to t(X). This method 
is however much more powerful, and can be used to establish orthogonal projections 
on subspaces that are 9(X)-spanned by Cl!-multilinear polynomials with a commut- 
ing diagram as (4.1). That is the case, in particular, of the factors L,(X) of the 
lower central series of L(X), on which the corresponding projections I7,, tend to zero. 
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