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A B S T R A C T
The main goal of the present Thesis was the investigation of the complex
interplay of structural modifications and hydrogen bonds on the ultrafast
electronic deactivation dynamics of DNA and rare RNA building blocks by
means of femtosecond time-resolved transient absorption and fluorescence
up-conversion spectroscopy.
(i) The transient absorption experiments on nucleobases called for the de-
sign of an improved, highly sensitive setup allowing for simultaneous
broadband (near-UV/VIS) and single-color (deep-UV) transient absorp-
tion detection. Typical sensitivities of the experiment that was developed
in this Thesis were of the order of 2 × 10−5 (broadband) and 5 × 10−6
(single-color).
(ii) The investigation of two structurally modified 6-oxopurines, xantho-
sine monophosphate (XMP) and hypoxanthine (Hyp), provided detailed
insight into the correlation of electronic deactivation channels and substitu-
tion at the C(2) position in the purine ring. XMP features a carbonyl bond
at the C(2) position and showed a barrierless relaxation through a conical
intersection back to the electronic ground state after electronic excitation.
The relaxation coordinate was discussed to be the out-of-plane deforma-
tion of the 5-membered ring, which is unique among the purine bases.
Compared to guanine, Hyp lacks the exocyclic amino group at the C(2)
position. It was found to exhibit one of the shortest excited-state lifetimes
of purine bases reported so far. The relaxation pathway is expected to pro-
ceed along the out-of-plane deformation coordinate of the six-membered
ring as is common for purine bases.
(iii) Time-resolved experiments on several dimers and larger aggregates
in aprotic solvents provided basic insight regarding the influence of hy-
drogen bonds on the ultrafast deactivation dynamics of nucleobases. As
a basic model system, the symmetric dimer of Hyp was investigated. The
observed dynamics were similar to those of the monomer, presumably
because neither the C(2) nor the N(3) atoms are involved in the dimeriza-
tion. A completely different picture emerged for the electronic deactivation
of larger guanine aggregates. Here, a complex excited-state depopulation
on time scales spanning four orders of magnitude was observed. This re-
vealed large modifications of the excited-state topography and energetic
shifts compared to monomeric guanine, showing the outstanding influ-
ence of hydrogen bonds on the deactivation of guanine. Experiments on
the excited-state dynamics of the Watson-Crick G·C dimer gave evidence
for the formation of a (G−H)· radical, which is possibly the first direct ob-
servation of an electron-driven proton transfer process in the Watson-Crick
G·C base pair.
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Z U S A M M E N FA S S U N G
Das Hauptaugenmerk dieser Dissertation lag auf der Untersuchung des
komplexen Zusammenspiels von strukturellen Modifikationen und Was-
serstoffbrückenbindungen auf die ultraschnelle elektronische Desaktivie-
rung von DNA- und RNA-Bausteinen durch Femtosekunden-zeitaufge-
löste transiente Absorptionsspektroskopie und Fluoreszenzaufwärtskon-
vertierung.
(i) Die transiente Absorptionsspektroskopie an Nukleobasen erforderte die
Entwicklung eines neuen, hochempfindlichen experimentellen Aufbaus,
der die gleichzeitige breitbandige (UVA/vis) und Einzelfarben-Detektion
(UVB-UVC) erlaubt. Typische Empfindlichkeiten des in dieser Arbeit ent-
wickelten Experiments lagen in der Größenordnung von 2× 10−5 (Breit-
band) and 5× 10−6 (Einzelfarbe).
(ii) Die Untersuchung zweier strukturell modifizierter 6-Oxopurine, Xan-
thosin-Monophosphat (XMP) und Hypoxanthine (Hyp), erlaubte einen de-
taillierten Einblick in den Zusammenhang der Substitution an der C(2)-
Position im Purin-Grundgerüst mit elektronischen Desaktivierungskanä-
len. XMP besitzt eine Carbonylgruppe an der C(2)-Position und zeigt nach
elektronischer Anregung eine barrierelose Relaxation in den elektronischen
Grundzustand durch eine konische Durchschneidung. Als Relaxationsko-
ordinate wurde die Deformationsschwingung des 5-Rings diskutiert, was
unter den Purinbasen einzigartig ist. Im Vergleich zu Guanine besitzt Hyp
keine exozyklische Aminogruppe an der C(2)-Position. Für dieses Molekül
wurde eine der kürzesten für Purinbasen bisher bekannten Lebensdauern
im elektronisch angeregten Zustand gefunden. Die Relaxationskoordinate
ist wahrscheinlich wie bei anderen Purinbasen eine Deformationsschwin-
gung des 6-Rings.
(iii) Zeitaufgelöste Messungen an verschiedenen Dimeren und größeren
Aggregaten in aprotischen Lösungsmitteln lieferten grundlegende Infor-
mationen über den Einfluss von Wasserstoffbrücken auf die ultraschnelle
elektronische Desaktivierung von Nukleobasen. Das Hyp-Dimer wurde
hierbei als elementares Modellsystem untersucht. Die gefundene Dynamik
ist ähnlich zu der des Monomers, wahrscheinlich da weder die C(2)- noch
die N(3)-Position an der Dimerbildung beteiligt sind. Ein anderes Bild
ergibt sich für die elektronische Desaktivierung von größeren Guanin-
Aggregaten. Hierbei wurde eine komplexe Depopulation des angeregten
Zustandes beobachtet, die sich auf Zeitskalen über vier Größenordnun-
gen erstreckt. Die Ergebnisse lassen auf ausgeprägte Modifikationen der
Topographie der angeregten Zustände und mögliche Verschiebungen der
Energieniveaus schließen. Dies zeigt den außergewöhnlichen Einfluss von
Wasserstoffbrücken auf die Desaktivierung von Guanin. Experimente am
Watson-Crick G·C Basenpaar zur Dynamik im angeregten Zustand er-
gaben Hinweise auf die Bildung eines (G−H)·-Radikals. Dies ist möglicher-
weise die erste direkte Beobachtung eines Elektronen-getriebenen Proto-
nentransfers im G·C Basenpaar.
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Part I
I N T R O D U C T I O N A N D E X P E R I M E N TA L D E TA I L S

1
I N T R O D U C T I O N
The complexity of life on Earth is encrypted by the stunningly small num-
ber of four building blocks, the nucleobases. They constitute the deoxyri-
bonucleic acid (DNA), which comprises all information that is necessary
for the functions of a living organism. The entirety of DNA, the genome,
is in case of the human genome made up of two main parts, the nuclear
genome and the mitochondrial genome. The former is present in the nuclei
of cells and consists of some 3000000000 nucleobases organized in 24 chro-
mosomes, including about 35000 protein-encoding parts, which are called
genes. The mitochondrial genome is a circular DNA molecule located in
the mitochondria and it consists of some 17000 nucleobases forming 37
genes. The complete sequence of the humane genome was obtained in an
international research project, the Humane Genome Project, which ended
in 2003. [1–3] However, a complete understanding of the protein-coding and
non-coding functions of the genome is a challenging scientific task, and an-
other international research project, the ENCODE (Encyclopedia of DNA
Elements) consortium, is presently working on that task. [4,5]
Generally, the genome expression starts with the transcription of protein-
encoding DNA parts into ribonucleic acid (RNA) and the resulting so-
called transcriptome is subsequently translated into proteins. The over-
all process of genome expression is based on an interplay of a multitude
of proteins and special RNA molecules. DNA and RNA are both highly
complex systems with a humongous variety of structural modifications,
biochemical functions and photophysical properties. The complete under-
standing in each of these fields, not to mention the interplay of all prop-
erties and functions, is still missing. A detailed description is beyond the
scope of the present Thesis, but is given in a number of textbooks. [6–8]
The present Thesis is concerned with the inherent molecular dynamics
of some of the simplest building blocks of DNA and RNA after excita-
tion by absorption of UV light. The focus lies on single purine bases with
structural modifications (rare natural bases), and on small-sized hydrogen
bonded assemblies. This Introduction gives a concise overview of general
structural properties of DNA and RNA, and summarizes the current state
of knowledge regarding the photochemical and photophysical properties
of single purine and pyrimidine bases and larger, in particular hydrogen-
bonded aggregates that are related to the work in this Thesis.
1.1 structural properties of dna and rna
The monomeric building blocks of DNA are composed of three subunits,
which are (i) one of the four nucleobases guanine (Gua), adenine (Ade),
thymine (Thy) or cytosine (Cyt), (ii) β-D-2 ′-deoxyribose, and (iii) a phos-
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phate group. The four DNA bases are depicted in Figure 1.1. The free nu-
cleobases are connected to the deoxyribose unit via an N-glycosidic bond,
thus forming the four nucleosides deoxyguanosine (Guo, G), deoxyadeno-
sine (Ado, A), thymidine (Thd, T) and deoxycytidine (Cyd, C). Nucleo-
sides with a phosphate group attached to the 5 ′ position of the ribose via
an ester bond are called nucleotides or nucleoside monophosphates, i.e.,
deoxyguanosine monophosphate (dGMP), deoxyadenosine monophos-
phate (dAMP), thymidine monophosphate (TMP) and deoxycytidine mo-
nophosphate (dCMP).1 In a single DNA strand, the backbone is formed
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Figure 1.1: Structures of the four DNA bases with the common numbering
scheme of the purine and pyrimidine backbones (highlighted in blue
and yellow), respectively. On the left hand side, a single DNA strand
composed of guanine and cytidine is shown.
by phosphate ester bonds of one nucleotide with the 3 ′ OH group of the
adjacent nucleotide (Fig. 1.1). In RNA, thymine is replaced by uracil (Ura)
and the sugar is β-D-ribose instead of deoxyribose. The latter difference
has several implications on the structure as well as the function of RNA:
The additional hydroxy group at the 2 ′ position enables the branching of
RNA strands by forming phosphate ester bonds at the 2 ′, 3 ′ and 5 ′ po-
sition, resulting in a greater variety of possible structures and functions
compared to DNA. The flexibility of RNA, on the other hand, is reduced
by the steric constraints induced by the additional functional group. Some
of these topics will be discussed in the following Sections. Besides the four
main nucleobases G, A, C and U, RNA consists to ≈ 10% of rare natural
nucleobases. [9]
DNA normally exists double stranded, i.e., two single strands form a
double helix structure which is stabilized by hydrogen bonds between
the single strands. Usually, these hydrogen bonds are formed between in
G·C and A·T base pairs in the so-called Watson-Crick (WC) configuration,
displayed in Figure 1.2. The WC base pairing allows for a reliable repli-
cation and translation, and the two WC base pairs fit almost perfectly in
1 Throughout this Thesis, the abbreviations G, A, C and T will be used synonymously for
free nucleobases, nucleosides and nucleotides where the meaning is obvious from context.
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any sequence in the double helix structure. [10] Besides this binding pat-
tern, non-standard base pairs in (reverse) Hoogsteen, wobble, or reverse
WC configurations are also known to exist in DNA double strands and
telomeres, [9–16] and in different RNA double strands such as in tRNA and
rRNAs. [9,10,16] In DNA, these mismatches are potentially mutagenic and
are removed by enzymatic repair mechanisms. [9,16] Every nucleobase fea-
tures several hydrogen bonding donor and acceptor sides, as shown in
Figure 1.2. This enables DNA and RNA double strands to form additional
hydrogen bonds, e.g., to proteins or to a third single strand, resulting in
triple helices. [7–9,16]
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Figure 1.2: Structure of the Watson-Crick (WC) base pairs. Arrows depict poten-
tial hydrogen bonding sites that are not incorporated in the WC base
pair. Arrows point away from donor and toward acceptor sites.
The DNA double helix exists mainly as A-, B-, or Z-DNA, each fea-
turing a set of individual characteristics including helix handedness and
twist, diameter, groove depths, and sugar conformation. The details for
each helix structure can be found in common textbooks, [6,7,9,10,16] and only
the main features will be discussed in the following. Generally, the double
helix, formed by hydrogen bonds between complementary nucleobases, is
a structure where the nucleobases are oriented to the inside of the dou-
ble helix and the negatively charged phosphate groups are located on the
outside. Within the single strands, stacking interactions of the aromatic
purine and pyrimidine rings occur. In A- and B-DNA, the helix structure
is insensitive to the nucleobase sequence, whereas Z-DNA is formed pref-
erentially in regions with alternating purine-pyrimidine sequences, mainly
G and C. [10] In all double helix types, the two single strands run in oppo-
site directions regarding the sugar-phosphate backbone (Fig. 1.3(a)). The
aromatic systems of the nucleobases in B-DNA are nearly parallel to each
other, which can be seen in Figure 1.3(b). However, the relative orientation
of adjacent nucleobases depends on helix type and base sequence in case
of A- and B-DNA. [10,17] Z-DNA was found to be more rigid, as long as the
purine-pyrimidine alteration is undisturbed. [17] Details of the distribution
of local orientations for each helix type are given by, e.g., Bloomfield [10]
and Shakked. [17] In Figure 1.3(c), the B-DNA is depicted as calotte model
with colored nucleobases and a black sugar-phosphate backbone. In this
representation, two important structural features of B-DNA can be seen:
First, the helix structure leads to the formation of a major and a minor
groove that coil around the helix. Secondly, the hydrogen bonding donor
5
3’ 5’
3’5’
(a) (b) (c)
Figure 1.3: Structure of B-DNA. (a) Schematic representation. The 5 ′ → 3 ′ di-
rections of the sugar-phosphate backbone are indicated by arrows. (b)
Molecular structure. (c) Calotte model. The sugar-phosphate backbone
is shown in black, oxygen atoms in red and nitrogen atoms in blue.
Carbon and hydrogen atoms are depicted in dark and light gray, re-
spectively.
and acceptor sides, which are not incorporated in the WC base pairs in
the inner helix, point to the outside and are thus accessible for hydrogen
bond formation. This feature is prerequisite for the formation of DNA-
protein complexes, which play crucial roles during a number of processes
like replication and repair of DNA, transcription initiation and regulation,
and functions during the translation process. [8,10]
1.2 excited-state dynamics of dna and rna building blocks
The absorption of sunlight by living organisms leads to a number of im-
portant reactions such as the conversion of CO2 to O2 during photosynthe-
sis or the process of vision. In case of DNA, however, absorption of UV-
photons potentially induces irreversible photochemical reactions leading
to a damage of the genetic code. Among these reactions is the well-known
intrastrand dimerization of pyrimidine bases, especially thymine, [18–22]
which occurs barrierless in less than 1 ps in case of pre-oriented mole-
cules as given in stacked thymine molecules in a DNA single strand. [23–26]
Whether the involvement of triplet states in this reactions is necessary
for dimerization of thymine [26,27] as well as for cytosine is still a matter
of debate. [28] Another important photoproduct is the 6− 4-dimer of adja-
cent pyrimidine bases, [6,8,29] which is potentially more lethal for humans
since the repair enzyme (6-4) photoproduct photolyase is missing. [8] Be-
side dimerization, the formation of oxidation products such as 8-oxo-7,8-
dihydroguanine (8-oxoguanine) is possible under oxidative conditions in-
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duced by, e.g., high-energy radiation. [30–34] These structural modifications
affect replication and genome expression and consequently are potentially
carcinogen or mutagen, if not repaired by suitable enzymatic mechanisms.
However, the restoration of the original structure is costly for organisms.
Beside enzymatic repair, intrinsic protection mechanisms lead to a dras-
tic reduction of quantum yields of photochemically induced lesions to
Φreac 6 10−3. [35] A hint at the origin of the low amount of structural
changes upon UV absorption is given by the fluorescence quantum yields
of the nucleobases, which are of the order of Φfluo ≈ 10−4, thus indicating
very short excited electronic state lifetimes. [36] The investigation of molec-
ular dynamics on the respective picosecond to femtosecond time scales
became feasible some 20 years ago with the development of femtosecond
lasers and suitable spectroscopic techniques. [37–39] Since then, a picture has
emerged in which electronic excitation of DNA building blocks by absorp-
tion of UV photons is followed by an ultrafast deactivation through conical
intersections (CI), leading to an ultrafast dissipation of energy to the sur-
rounding molecules. Conical intersections are non-adiabatic crossings of
potential energy surfaces and play a major role in almost all photophys-
ical processes of organic molecules where internal conversion to lower
electronic states occurs on a sub-picosecond timescale. [40–43]
The current understanding of excited-state dynamics of DNA is based
on a systematic investigation of small DNA model systems, i.e., natu-
rally occurring and/or structurally modified monomers, H-bonded or pi-
stacked dimers, microhydrated nucleobases in the gas phase, and larger
aggregates composed of several structure-determining monomer units.
Many of them turned out to be useful to gain insight into the complex
interplay of several aspects of DNA structure. [44–46]
1.2.1 dynamics of single dna bases
The investigation of photophysical behavior after electronic excitation of
the four naturally occurring DNA bases forms the basis for studies of
larger systems with inter-base interactions such as hydrogen-bonding and
pi stacking. The picture emerging from the last ≈ 15 years of research
on these molecules permits a coarse partition into purine and pyrimidine
deactivation mechanisms. [44,45,47]
In general, the lowest-lying electronic transitions in all nucleobases are
two close-lying optically bright pipi∗ transitions. [48] Additionally, one or
more npi∗ transitions, due to numerous heteroatoms with electron lone
pairs, can be observed. [48] Moreover, triplet states may also play a role,
especially for the deactivation of pyrimidine bases. [49–53] The relative or-
dering of these states depend on the nucleobase and on solvent polarity.
All of these states play a significant role in the ultrafast deactivation of
electronically excited nucleobases. This will be discussed in the following
for the purine and the pyrimidine bases. Special attention is given to gua-
nine and cytosine, owing to their relevance for the results presented in the
second part of this Thesis. The focus in this Chapter lies on the theoretical
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results, as the most important experimental findings will be discussed in
context with the presently obtained results below.
Dynamics of Purine Bases
The purine bases feature two optically bright pipi∗ transitions categorized
as 1La and 1Lb depending on the relative orientation of the transition
dipole moment. [54] Both naturally occurring purine bases adenine and
guanine are known to exist as a mixture of several keto, imino and enol
tautomers in the gas phase [55–61] and as 7H and 9H keto tautomers in
aqueous solution. [62,63] The following discussion of the photophysics of
guanine will concentrate on the 9H tautomer of guanine, since this is the
canonical (i.e. naturally occurring) tautomer.
A number of ab initio and molecular dynamics simulations were dedi-
cated to the deactivation mechanism after population of the Franck-Con-
don regions. [47,64–77] Most theoretical studies agree on the importance of
a direct relaxation from the initially prepared pipi∗ state to the electronic
ground state. The two dominating pathways are (i) the relaxation via an
out-of-plane-deformation of the six-membered ring by out-of-plane mo-
tion of the C(2) atom, and (ii) a distortion of the exocyclic amino
group. [47,64–77] Additionally, the involvement of several close-lying opti-
cally dark states with piσ∗ and npi∗ character in the electronic deactivation
mechanism is discussed in a number of ab initio and molecular dynamics
simulations. [68–72] In particular, Barbatti et al. found in surface hopping
simulations in the gas phase a deactivation via an npi∗ state located at the
carbonyl group for ≈ 5 % of the population. The deactivation was found
to take place on the time scale of some hundred femtoseconds for the
direct relaxation pathways, which is in good agreement with experimen-
tal results in the gas phase. [72] However, the accessibility of npi∗ and piσ∗
states in water is questionable, although in a recent experimental study
the latter has been discussed to be populated during the deactivation of
guanine in water. [78] Marian proposed the population of a Rydberg-like
state with diffuse charge distribution during electronic deactivation. This
charge distribution would be stabilized by the large static dipole moment
of 6.8 D. [68]
Experimental measurements of excited lifetimes of guanine in the gas
phase by femtosecond time-resolved pump-probe resonant ionization re-
vealed a bifurcation of excited-state lifetimes into 0.148± 0.015 and 0.36±
0.04 ps. [79] In an earlier study, a lifetime of 0.8 ps was found. [80] Canuel
et al. [79] in accordance with Serrano-Andrés et al. [69] and Barbatti et al. [72]
attributed the faster decaying components to the rapid relaxation via the
(pipi∗(La)/gs) CI and the slightly longer component to the population of an
optically dark npi∗ state, possibly via an npi∗/pipi∗(Lb) state switch.
A recent QM/MM dynamics simulation in water [77], in accordance with
surface-hopping calculations in the gas phase, [72,75] also predicted the di-
rect deactivation via deformation of the six-membered ring, mainly by an
out-of-plane motion of the C(2) atom, and the out-of-plane displacement
of the exocyclic amino group to be the most important pathways in water.
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The respective calculations showed that approximately two thirds of the
initial population of the Franck-Condon region in the pipi∗(La) state decay
via the former pathway, while one third follows the latter mechanism to
reach a CI with the electronic ground state.
Recent studies of GMP in aqueous solutions measured fluorescence life-
times of 0.16 ps and 6 3 ps [81] and transient absorption decays of ≈ 0.2
ps, ≈ 1 and 2.5 ps. [74] Previous investigations of guanosine and GMP
in aqueous solution yielded mono-exponential excited-state decay within
0.46± 0.04 − 0.69± 0.1 ps. [82–84] The proposed relaxation mechanism on
the basis of these experimental findings and theoretical predictions (see
above) is an initial, ultrafast transition from the upper pipi∗(Lb) to the lower
pipi∗(La) in 6 100 fs. The ensuing dynamics are governed by a direct relax-
ation to the electronic ground state through a (pipi∗(La)/gs) CI within some
hundreds of femtoseconds. The somewhat different findings from fluores-
cence and transient absorption measurements are probably due to the ex-
istence of one or more shallow, optically less bright minima or plateaus on
the pipi∗(La) surface, where part of the excited-state population might be
trapped for some picoseconds. The involvement of npi∗ states in the relax-
ation mechanism was predicted to be less likely in aqueous solution. [74]
In the most recent combined transient absorption and fluorescence decay
study of guanosine and GMP in water and methanol, the authors claimed
the population of a longer-lived weakly emissive state to be responsible for
the complex behavior. [78] In their picture, the direct relaxation mechanism
via the above discussed (pipi∗(La)/gs) CI competes with a relaxation via a
supposed piσ∗ state located at the exocyclic amino group.
The dynamics of 9H adenine follow an analogous relaxation route. The
dynamics have been investigated in a number of theoretical and exper-
imental studies. [85–96] Most authors agree that in aqueous solution, the
relaxation of the 9H-Ade starts with an ultrafast depopulation of the FC
region on the initially populated pipi∗(La) state. This relaxation seems to
occur within 6 100 fs. Subsequently, a ring distortion at the six-membered
ring similar to that found for guanine leads to a conical intersection with
the electronic ground state, resulting in a sub-picosecond electronic life-
time. Another deactivation routes involve transitions to the close-lying,
optically dark npi∗ and the pipi∗(Lb) states, but these are less favored in
aqueous environments.
Dynamics of Cytosine
The photodynamics of the pyrimidine bases after excitation into the opti-
cally bright pipi∗ state have been the subject of a lively discussion over the
last ten years. The picture is governed by a number of ab initio quantum
chemical studies and QM/MM dynamics simulations on the one hand
and thorough experimental investigations of cytosine and several deriva-
tives. A detailed and comparative summary of the state of knowledge until
2010, especially from the theoretical point of view, was given by González-
Vázquez and González. [97] The situation in cytosine is characterized by the
existence of at least three close lying excited states, namely the pipi∗, nNpi∗
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and nOpi∗ states. [97–109] Further complication arises from the existence of
triplet states, whose involvement in the deactivation dynamics is discussed
as well. [49,51–53] The relative ordering of these states strongly depends on
calculation method and molecular geometry, but most theoreticians iden-
tified the pipi∗ state as the lowest in energy in the Franck-Condon region,
at least in the gas phase.
One possible decay route after electronic excitation of cytosine starts
with an ultrafast radiationless decay of the initial pipi∗ population towards
a two-state [100,105–107,109] or three state [101,108] conical intersection with the
electronic ground state. Some of these pathways were found to include
a minimum or barrier on the order of ≈ 0.1 − 0.2 eV en route to the
(pipi∗/gs) CI. [106,107,109] The most likely structure at the two-state CI is char-
acterized by torsion of the C5-C6 bond, which leads to a biradical or
zwitterionic geometry similar to the one found for the deactivation of
ethylene. [106,107] Zgierski et al. proposed the population of an additional
state with biradical character before repopulation of the electronic ground
state. [103,104,110] Other relaxation mechanisms include the population trans-
fer to optically dark nOpi∗ and nNpi∗ states via (pipi∗/npi∗) CIs and pos-
sible adiabatic state switches from nOpi∗ to nNpi∗ states. The subsequent
decay to the electronic ground state takes place through (nOpi∗/gs) and
(nNpi∗/gs) CIs. [99,100,102,105–107]
In aqueous solution, this picture does not change dramatically, although
the solvent leads to a stabilization of the pipi∗/gs CI with its biradical, zwit-
terionic character. [111–114] This is expected to make the direct relaxation
more likely than the deactivation routes including npi∗ states, but the lat-
ter are still energetically accessible.
Several recent molecular dynamics simulations allowed a closer look on
the relative populations and decay times of the relaxation pathways men-
tioned above in the gas phase as well as in aqueous solution. [97,109,114–116]
Experimental time-resolved experiments in the gas phase and in (aqueous)
solution such as transient absorption and fluorescence measurements re-
vealed indeed complex dynamics on a variety of time scales ranging from
sub-picosecond decay times to excited-state lifetimes of some hundred pi-
cosecond. [82–84,117–124] A discussion of these results in comparison with the
results obtained for the deactivation of cytidine in CHCl3 is given in Chap-
ter 7.
The relaxation pathways for thymine and uracil are similar, though not
necessarily equal, [103,105,125–132] and attempts have been made to find a uni-
fied relaxation mechanism for all pyrimidine bases. [105]
1.2.2 dynamics of structurally modified purine bases
Structural modification of the six-membered ring is of special interest since
the most important deactivation pathways of adenine and guanine involve
a distortion located at this ring. Two structurally modified purine bases,
namely hypoxanthine and xanthine, have been studied in this Thesis in
this context. The results, together with discussions of the present state
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of knowledge regarding these molecules, can be found in Chapters 3, 4
and 5. Two of the most prominent and well-known examples of purine
derivatives are the adenine isomer 2-aminopurine (2AP) and the alkylated
species N,N-dimethyladenine (DMA), shown in Figure 1.4. These two mo-
N,N-Dimethyladenine
N
NNH
N
NMe Me
2-Aminopurine
N
NNH
N
NH2
Figure 1.4: Structures of 2-aminopurine and N,N-dimethyladenine.
lecules show the large impact of structural modifications on the deactiva-
tion of purine bases.
2-Aminopurine has been the subject of several experimental and com-
putational studies. The results show a dramatic increase of the electronic
lifetime to ≈ 10 ns and possibly a substantial alteration of the deactivation
mechanism compared to adenine. [91,133–140] 2AP exists in two tautomeric
forms, 9H-2AP and 7H-2AP, of which the former seems to be the domi-
nant species in the gas phase [141] and in solution. [135] Although a number
of theoretical and experimental studies dealt with 2AP, there is still some
confusion about the energetic ordering of the three lowest electronic states.
Serrano-Andrés et al. claimed on the basis of ab initio calculations the op-
tically bright pipi∗(La) state to be the lowest at the ground state minimum
geometry, followed by an optically dark npi∗ and the pipi∗(Lb) state. They
predicted, in agreement with Perun et al., the deactivation via a distor-
tion mode of the six-membered ring, i.e., twisting of the endocyclic CN
bonds and therefore a large movement of the C(2) atom, and a direct de-
activation via a pipi∗(La)/gs conical intersection. [91,137] The drastically in-
creased lifetime compared to adenine is explained by the existence of a
minimum on that pathway, which leads to a substantial energy barrier of
several kJ/mol due to the sterical hindrance induced by the large amino
group at the C(2) position. After excitation to the pipi∗(Lb) state, a coni-
cal intersection leads to a population of the pipi∗(La) state and subsequent
relaxation back to the electronic ground state. This was discussed by the
authors to be responsible for the different lifetimes found in transient ab-
sorption measurements of 2AP in aqueous solution. [142] Additionally, the
initially populated pipi∗(La) and the intermediate npi∗ states exhibit dipole
moments whose orientation differ considerably from that of the electronic
ground state in case of 2AP. [137] Therefore, a large solvent rearrangement
can be expected upon electronic excitation, which would explain some of
the dramatic differences of adenine and 2AP, as was discussed by Perun
et al. [137,143]
In summary and following the authors of the above discussed works, the
structural alteration leads to a change of the excited-state topography, but
not to an altogether different deactivation channel compared to adenine.
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Two recent experimental investigations in the gas phase using resonant
two-photon ionization (R2PI) revealed a different picture. [136,140] Lobsiger
et al. found the npi∗ state to be 1.08 eV lower in energy than the pipi∗(La)
state. [140] They showed in accordance with Seefeld et al. [136] the population
of a triplet state with a lifetime of > 5 µs during relaxation from the ini-
tially excited pipi∗(La) state which is not observed in the case of 9H adenine.
Additionally, population of the optically dark npi∗ state via a non-radiative
decay channel state was also observed by Lobsiger et al. and Feng et al. [139]
for 9H-2AP. These results, although not unambiguous in their interpreta-
tion, show the impact of the substitution pattern in the purine system. Not
only is the energetic ordering of excited states different for 9H-Ade and
2AP, but also the couplings of these states and consequently the relaxation
pathways.
A detailed study of the adenine derivative N,N-dimethyladenine was
carried out using time-resolved fluorescence measurements by Schwalb et
al. [144,145] and the results were confirmed by time-resolved transient ab-
sorption spectroscopy. [146,147] The fluorescence measurements revealed a
complex excited-state topography and several fluorescence decay times
ranging from the femtosecond to nanosecond time scale. The dual fluores-
cence observed in the static fluorescence spectra as well as in time-resolved
experiments is attributed to the population of a locally excited (LE) state
and a subsequently populated intramolecular charge transfer (ICT) state
that is not accessible in 9H-Ade. This is explained by the enhanced elec-
tron donor and acceptor qualities of the dimethyl-amino group and the
six-membered ring, respectively. [148–150] Beside this deactivation channel, a
direct relaxation comparable to the one found for 9H-Ade and population
transfer to an npi∗ or pipi∗(Lb) state was observed in the time-resolved flu-
orescence measurements, but not in the transient absorption experiments.
However, both studies agree that the deactivation differs dramatically from
that of 9H-Ade, again showing the strong dependence of excited-state to-
pography and couplings on the substitution of the purine ring.
1.2.3 dynamics of hydrogen-bonded assemblies
Hydrogen bonds are known to have a large impact on the photophysics
of purine and pyrimidine bases. Regarding the number of heteroatoms
and hence hydrogen-bonding acceptor and donor sides in the nucleic acid
bases, it is not surprising that hydrogen bonds are ubiquitous in DNA and
RNA. In natural systems, they exist as inter-strand H-bonds between com-
plementary bases in DNA double helices, [151,152] they can form a variety of
complexes with water [153–155], they are responsible for a number of DNA-
protein interactions and for triplex and quadruplex formation. [9,156–160]
A number of theoretical and experimental studies are concerned with
possible structures, binding energies and solvatochromic shifts of com-
plexes between nucleic acid bases and water molecules. [113,161–169] The dy-
namical changes upon hydrogen bonding are investigated in different sys-
tems and environments. Canuel et al. [92] compared deactivation pathways
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of isolated and hydrated 9-methyladenine by time-resolved photoelectron
imaging spectroscopy and mass-selected ion spectroscopy. The relaxation
pathway changed dramatically upon complexation with water: The direct
relaxation via a pipi∗/gs CI became the dominant one, whereas for the iso-
lated base, the relaxation occurs mainly through a pipi∗/npi∗ state switch
and subsequent decay to the electronic ground state. [92] A similar behavior
was found for complexed guanine. [74,79]
Shukla et al. calculated changes of the lowest pipi∗ states of guanine upon
complexation with a different number of water molecules and found re-
markable changes in the excited state geometry of hydrated guanine com-
pared to uncomplexed guanine. [162,170] A recent dynamics simulation by
Zelený et al. revealed the influence of hydrogen bonding on the photo-
physics of guanine and cytosine. [76] The electronic lifetime of guanine was
found to be increased from 0.22 ps for the free base to > 0.5 ps for the
guanine incorporated in a DNA double helix. Regarding the geometrical
distortions of the amino group that is expected to be necessary for the elec-
tronic deactivation of guanine, this result is not surprising, though by no
means less important. In the same study, the dynamics of cytosine were
found to be nearly unchanged upon incorporation in a double strand. This
was explained by the smaller spatial requirements for the ring puckering
that is the major relaxation route for the electronic deactivation of cyto-
sine. [76] Vibrational excess energy is generally more efficiently dissipated
in the presence of a water shell, in some cases accompanied by proton
transfer or dissociation. [154,155,171]
Beside the formation of complexes with surrounding water molecules,
the pairing of nucleic acid bases with each other is important. A num-
ber of model systems have been investigated and the findings revealed
a rather complex and heterogeneous picture. In 1965, Löwdin et al. pre-
dicted on the basis of theoretical considerations that a double proton-
transfer (DPT) process might occur within DNA base pairs. Experimental-
ists and theoreticians indeed observed this process for the deactivation of
7-azaindole dimers, which are regarded as simple model systems for DNA
base pairs. [172–177] Whether DPT occurs via a stepwise or a concerted me-
chanism is still a matter of discussion. This model system, however, lacks
amino groups that are involved in the natural occurring Watson-Crick base
pairing of A, T, G and C.
Sobolewski, Domcke, Yamazaki and coworkers predicted this amino
group to be an important factor for the electronic deactivation of the G·C
base pair in its Watson-Crick conformation. [178–181] They assumed that an
electron-coupled proton transfer between G and C occurs en route to the
electronic ground state. This reaction starts with excitation of the guanine
and a subsequent electron transfer to cytosine. This charge-transfer (CT)
state leads efficiently to a conical intersection with the electronic ground
state via a proton transfer from the guanine radical cation to the cyto-
sine radical anion along the central H-bond. Several dynamics simulation
studies confirmed this picture. [182–185] In all cases, the major part of all
trajectories decayed to the electronic ground state via an electron-driven
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proton transfer (EDPT) process within some hundred femtoseconds. Af-
ter crossing the conical intersection with the electronic ground state that
comes along with an electron transfer back to G, the energetic minimum
is reached by a back-transfer of the central proton and the initial structure
is restored. [182]
Shortly after the first prediction of an EDPT reaction in the WC G·C base
pair and the 2-aminopyridine dimer (2APy·2APy), Schultz et al. [186] stud-
ied the electronic deactivation of the latter system via femtosecond time-
resolved mass spectroscopy. Indeed, they found a single proton transfer to
be responsible for the relaxation to the electronic ground state. A number
of subsequent experimental and theoretical studies by Schultz and cowork-
ers confirmed this picture. [187,188]
Abo-Riziq et al. found a strong broadening of UV absorption in IR-UV
hole burning experiments of the WC G·C dimers in the gas phase, which
can be seen as a strong hint for a dramatic shortening of excited-state life-
times compared to other, non-WC conformations. [189] Time-resolved fluo-
rescence measurements of the G·C dimer in CHCl3 showed a reduction
of lifetimes compared to the monomer deactivation. [190,191] The lifetime of
the optically bright state, which was extracted from the data, was 300 fs
and hence in good agreement with the results obtained in the dynamics
simulations. [182–185] Recently, Biemann et al. published a combined study
of time-dependent density functional theory (TD-DFT) calculations, tak-
ing into account the solvent with the polarizable continuum model (PCM),
and transient absorption measurements on the deactivation of the G·C
base pair in CHCl3. They claimed an EDPT process to be unlikely in solu-
tion due to high energy barriers. Their study, however, is incomplete be-
cause they excited the dimer at an excitation wavelength of 283 nm, which
leads to an excitation mainly of C. Since the EDPT process starts with a
charge transfer from G to C, this is a possible reason for the small differ-
ence found for the dimer and monomer transient absorption signals. The
employment of PCM instead of a QM/MM treatment, where couplings of
solute and solvent are considered, might also lead to an underestimation
of the importance of EDPT in the deactivation of the G·C base pair, as the
authors themselves claimed. [192]
There are several theoretical studies that are concerned with the accessi-
bility of a double-proton transfer in the G·C base pair. [181,193,194] Yamazaki
and Taketsugu discussed the feasibility of all possible reactions upon exci-
tation of the G·C base pair with UV photons, i.e., (i) monomer-like deac-
tivation via G and C like deactivation pathways, (ii) the electron-driven
proton transfer described above, (iii) single-proton transfer from C to G,
and (iv) double-proton transfer. [181] In this study, the monomer-like deac-
tivation and EDPT pathways were found to be equally accessible, while
the latter two seems to be more unlikely due to high potential energy bar-
riers. In Chapter 7, the results for electronic deactivation of the G·C base
pair will be discussed in context of transient absorption experiments on
that system which were part of this Thesis.
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Several studies on the A·T base pair showed that the electronic relax-
ation might follow a pathway that is different from the G·C base pair. An
experimental investigation of relaxation dynamics by Schultz and cowork-
ers revealed a relaxation pathway not present in the monomers, which was
discussed to be a proton transfer. [195] Several theoretical works predicted
the existence of an energetically accessible double proton transfer process
on the basis of ab initio calculations. [193,194] In opposition to these results,
Perun et al. predicted a single proton transfer with a similar mechanism
as was predicted for the WC G·C base pair to be responsible for the ultra-
fast deactivation of the WC A·T base pair. [196] Recently, the applicability of
the (2APy·2APy) dimer as a model system for the A·T base pair has been
investigated on the basis of TD-DFT calculations and Monte Carlo kinetic
simulations. [197] Although the topography of the PES seems to be differ-
ent due to different geometric constraints in both systems, the observed
Monte-Carlo kinetics were found to be similar. Regarding the discussed
potential differences of A·T and G·C base pairs, however, this means that
the results for the 2APy·2APy dimer should be taken with caution if they
are used for the explanation of WC base pair relaxation mechanisms.
The above discussion covered the radiationless deactivation of base pairs
after direct irradiation. Another process that potentially leads to DNA
damages such as proton transfer reactions, i.e., structural changes of the
single molecules or strands is the reaction with exogenously or endoge-
nously generated radical species, e.g., via the ionization with UV photons.
The electrons and/or holes generated in such processes can be transferred
through the DNA. Owing to its low ionization potential, [198] guanine is a
sink for delocalized holes in the DNA strand and forms radical cations.
Cytosine and thymine, on the other hand, possess the highest ionization
potential of the four DNA bases, and are consequently prone to form rad-
ical anions with delocalized electrons. The mechanisms, products and im-
plications of these reactions have been a matter of intense research over
the last decades. A review by Kumar and Sevilla gives an overview of the
current state of knowledge regarding proton transfer reactions in DNA
until 2010. [34]
1.3 aims of this thesis
The main topics of this Thesis were the influence of structural modifica-
tions and hydrogen bonding on the ultrafast deactivation dynamics of
6-oxopurines. The results helped to shed light on the deactivation path-
ways of guanine, which is possibly the most prominent 6-oxopurine. In
Figure 1.5, the structurally modified molecules which were investigated
in this Thesis are shown. All of these molecules exhibit a different sub-
stitution at the C(2) position, which is expected to play a crucial role for
the deactivation after electronic excitation of 6-oxopurines (cf. Sec. 1.2).
Xanthine, shown in Figure 1.5(a), possesses a carbonyl group at the C(2)
position and therefore no double bond at C(2)-N(3). The poor solubility
of xanthine in polar solvents prevents the investigation in water, but the
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Figure 1.5: Structures of the 6-oxopurines that were investigated as part of this
Thesis. R corresponds to H in case of hypoxanthine (Hyp) and xan-
thine, ribosyl in case of inosine (I) and ribosyl monophosphate in
case of inosine monophosphate (IMP) and xanthosine monophosphate
(XMP). The 6-oxopurine backbones are highlighted in blue.
respective nucleotide xanthosine monophosphate (XMP) is accessible for
such experiments. XMP features unique acid-base properties among the
purine bases: At pH> 5.5, the xanthine moiety is deprotonated and the
tautomeric equilibrium shown in Figure 1.5(b) is present. [199] The neutral
and the anionic forms have been studied using time-resolved fluorescence
and absorption spectroscopy. In contrast to the results for other purine
bases, where the deactivation was found to take place through deforma-
tion of the six-membered ring, the deactivation is most likely mediated by
an out-of-plane puckering mode of the five-membered ring as it was pro-
posed theoretically. [200] The results, including a detailed discussion about
possible reasons and implications, are given in Chapter 3.
The second investigated structurally modified 6-oxopurine is hypoxan-
thine (Hyp), which is closely related to the guanine structure, but lacks
the exocyclic amino group (Fig. 1.5(c)). The results of time-resolved exper-
iments on Hyp, its nucleoside inosine (I) and nucleotide inosine mono-
phosphate (IMP) in water are presented in Chapter 4 and show a dras-
tic acceleration and simplification of excited-state depopulation pathways
compared to guanine, where quite complex deactivation dynamics were
observed. [74,78,81]
The results obtained for the deactivation of Hyp were used as a basis for
the second main topic of this Thesis, the influence of hydrogen bonds on
the deactivation after electronic excitation. The hydrogen-bonded inosine
dimer, shown in Figure 1.6, turned out to exhibit no significant changes of
the deactivation dynamics compared to the monomer apart from a slight
increase of excited-state lifetimes. These are possibly due to some steric
restraints induced by the hydrogen bonds, which are located at the six-
membered ring. These rather straightforward results, presented in Chap-
ter 5, qualifies the inosine dimer as an excellent test case for more compli-
cated systems such as the larger hydrogen-bonded assemblies of guanine
and the G·C base pair. The results of the former show pronounced differ-
ences to the deactivation dynamics of the monomer. A detailed discussion
can be found in Chapter 6. The Watson-Crick G·C base pair has been the
subject of a number of theoretical and experimental investigations over the
last decade (cf. Sec.1.2). In Chapter 7, experimental evidence for the pres-
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Figure 1.6: Structures of the hydrogen-bonded assemblies that were investigated
in the course of this Thesis: (a) Inosine dimer in CHCl3, (b) example
of guanine assembly in n-hexane, (b) G·C Watson-Crick base pair in
CHCl3. R corresponds to 2 ′,3 ′,5 ′-O-TBDMS protected ribosyl residues.
The 6-oxopurine backbones are highlighted in blue, the pyrimidine
backbone in yellow.
ence of the electron-driven process will be given that might answer the
long-lasting question of whether or nor this pathway is relevant for the de-
activation inside DNA. All hydrogen-bonded model systems were acces-
sible for spectroscopy using solutions of the respective 2 ′,3 ′,5 ′-O-TBDMS
protected nucleosides in CHCl3 and n-hexane.
Before the presentation of the experimental results on the above topics,
Chapter 2 will present the experimental techniques with a strong focus
on new developments. At the end of this Thesis, Chapter 8 will give a
summary and outlook.
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2
E X P E R I M E N TA L M E T H O D S
The research on the deactivation mechanisms of DNA building blocks in
the condensed phase is characterized by two major challenges: First, al-
most all important routes from the electronically excited state back to the
electronic ground state lead to a depopulation of the excited state on an
ultrafast time scale. The direct, time resolved observation of phenomena
such as the decay of fluorescence intensity and transient absorption there-
fore call for the use of femtosecond spectroscopy that will briefly be intro-
duced in the following Section. Secondly, the low fluorescence quantum
yields (cf. Section 1.2) and transient absorption signals of DNA building
blocks makes the use of spectroscopic techniques with high sensitivities
inevitable.
A major part of the work which lead to the present Thesis was the devel-
opment of a highly sensitive and versatile transient absorption experiment.
Much effort has been invested to ensure a straightforward, stable and re-
producible operation of the setup that can be adjusted to the individual
needs of different samples within a reasonable amount of time. A detailed
description of setup and operation is given in Section 2.1.1, Section 2.1.2
deals with data processing and analysis.
The high sensitivity for the fluorescence decay detection is provided by
a fluorescence up-conversion experiment that was described elsewhere [1,2]
and has been extensively used for the investigation of DNA building
blocks [3–11] and molecular switches [12] in our group. A short description
of the setup is given in Section 2.2.
Time-resolved spectroscopy requires a careful investigation regarding
structure, purity and integrity of all samples. Details on the materials and
static spectroscopic techniques can be found in the experimental Sections
of Chapters 3–7.
Some of the hydrogen-bonded nucleobases were also investigated by
femtosecond time-resolved IR pump-probe and 2D IR spectroscopy in col-
laboration with the group of T. Elsaesser and E. Nibbering at the MBI
Berlin. [13,14] The results, however, are not part of this Thesis.
2.1 femtosecond time-resolved transient absorption spec-
troscopy
Nonlinear optical processes form the basis for the generation and conver-
sion of ultrashort pulses that are needed for femtosecond time-resolved
spectroscopy. They play a role when an intense electromagnetic wave in-
teracts with matter and induces a polarization that comprises not only
polarization oscillating with the original frequency, but also with higher
harmonic terms. This leads to a number of nonlinear effects that are de-
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scribed in detail in a number of textbooks [15–18] and in former PhD theses
of the work group. [1,19,20] Among those effects are second harmonic gen-
eration (SHG) and third harmonic generation (THG), sum frequency gen-
eration (SFG), and the generation of spectrally broad “white-light” pulses
(supercontinuum generation, SCG). Processes like these provide a toolbox
for the generation of ultrashort pulses in a broad wavelength range that
are needed for femtosecond time-resolved experiments.
The direct detection of light on this short time scale is not feasible due to
the long response time of the respective detectors. Therefore, the applied
detection scheme for transient absorption spectroscopy and fluorescence
up-conversion is based on the pump-probe principle. In the following, this
principle will be discussed for transient absorption spectroscopy, since the
major part of results of this Thesis were obtained with that technique. A
schematic overview of the respective experiment is given in Figure 2.1.
The first step is the electronic excitation of sample molecules with an
ultrashort pump pulse at a given time t0. The molecular response is then
monitored using ultrashort probe pulses that are temporally delayed with
respect to the pump pulses by a delay time ∆t, thus facilitating the detec-
tion at discrete times after excitation. The temporal delay is realized using
a variable spatial delay line. The temporal resolution of the experiment is
given by the convolution of the temporal widths of pump and probe pulse.
sample
probe
probe
pump
detection
detection
delay
line
delay
line
t0
delay time
t
0
Figure 2.1: Schematic overview of the pump-probe transient absorption experi-
ment. The ultrashort pump pulses excite the sample at a given time
t0 and the molecular response is monitored using ultrashort probe
pulses at discrete delay times. The temporal delay between pump and
probe pulses is realized by a variable spatial delay line. In the present
transient absorption experiment, two probe pulses are available to al-
low for a simultaneous observation of transient absorption changes at
310 6 λprobe 6 700 nm (shown in blue) and a freely selectable single
wavelength (shown in purple), usually employed for the monitoring
of ground state recovery and vibrational cooling processes in the deep
UV.
In the transient absorption experiment that was built here, two probe
pulses are applied, one spectrally broad pulse with a fixed wavelength
range of 310 < λprobe < 700 nm and a second, spectrally narrow pulse
which can be set to any desired wavelength that is experimentally acces-
sible. The observation of transient absorption in the broadband detection
range provide information about individual lifetimes of certain electroni-
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cally excited states. It is, however, always possible that molecules evolve
to states not showing up in the observed wavelength range. For this rea-
son, it is of great interest to obtain information about the overall excited-
state lifetime by observing the repopulation of the ground state, i.e., the
ground state recovery (GSR). This contribution appears as a negative tran-
sient absorption change since it is caused by the decreased population
in the ground state after excitation. GSR can in principle be detected at
any wavelength at which the molecule in its ground state absorbs, but to
minimize overlap with absorption by vibrationally excited S0 state mole-
cules (hot ground state absorption, HGA) it is advantageous to look at a
wavelength slightly blue to the excitation wavelength. In case of samples
absorbing in the UV, the wavelength range of the spectrally broad probe
pulse is not always sufficient to cover the respective spectral region. For
this reason, the single-color detection was implemented, which allowed
for the monitoring of transient absorption changes at probe wavelengths
in the deep-UV.
Figure 2.2 shows a schematic overview of the most important molec-
ular contributions to transient absorption signals. After excitation to an
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Figure 2.2: Schematic overview of contributions to the transient absorption signal.
electronically excited state, probe photons with a suitable energy can be
absorbed and lead to an Sm → Sn transition, resulting in a positive sig-
nal called excited-state absorption (ESA). ESA can be observed for any
Sm → Sn transition with sufficient oscillator strength, and Sm might be
the initially populated state or a state populated during deactivation. This
signal decays when the excited state is depopulated via radiative or non-
radiative decay mechanisms, thus giving information about the lifetime of
the respective state. When the probe pulses are spectrally resolved, wave-
length shifts containing additional information can be observed for some
molecules. The quantitative analysis of this information, however, is lim-
ited by the knowledge about Sn, since the magnitude of the respective
shift depends on the gradients in both states. Another contribution to the
observed transient absorption signal is stimulated emission (SE), which
is induced by probe photons and usually red-shifted by several hundred
cm−1 to the excitation wavelength. The observed SE signal is negative.
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Once returned to the electronic ground state, the molecules are mostly
highly vibrationally excited, thus giving rise to positive hot ground state
absorption (HGA). This contribution is also red-shifted by up to some
hundred cm−1 with respect to the S0 → Sm absorption spectrum, and it
usually features a blue-shift of the maximum with increasing delay times.
2.1.1 setup and operation of the transient absorption ex-
periment
The transient absorption experiment built in the present work was driven
by the output of a Ti:Sa laser (Clark-MXR CPA 2001) that was described
elsewhere. [1] This laser delivers pulses with pulse lengths of 150 fs (FWHM)
at 775 nm. Half of the overall output of 1000 µJ was used for the transient
absorption experiment, the other half for the fluorescence up-conversion
experiment (see Sec. 2.2) and laser diagnostics.
A sketch of the complete experimental setup as existing at present is
given in Figure 2.3. The excitation and single-color probe pulses were each
generated in a non-collinear optical parametric amplifier (NOPA) with sub-
sequent temporal compression and frequency doubling. The NOPA pro-
cess is a nonlinear optical process, during which a weak seed pulse is
amplified by an intense pump pulse in a suitable nonlinear medium. [21,22]
The broad-band probe pulses were generated using supercontinuum gen-
eration (SCG) in CaF2. Each of the probe pulses were split into probe and
reference pulses and the probe and pump pulses spatially and temporally
overlayed in the sample cell. Detection was carried out using a prism spec-
trometer and CCD cameras for the broadband and photodiodes for the
single-color pulses. The details of each part will be explained in the fol-
lowing, the focus being on the modified and new parts compared to the
earlier setup described in the PhD Thesis of R. Siewertsen. [23] Especially
the NOPA and whitelight optimization procedures have been described in
some detail by Siewertsen and their description is consequently kept short
in the following.
Generation of pump pulses
The NOPA delivering the pump pulses was pumped with ≈ 250 µJ of the
laser fundamental. The seed pulses were generated by supercontinuum
generation in a sapphire crystal (d = 2 mm, Korth Kristalle), yielding
chirped whitelight pulses with a spectrum from 450 nm 6 λ 6 700 nm.
The pump pulse was provided by the frequency-doubled laser fundamen-
tal (λ = 387 nm, E ≈ 60 µJ). Both pulses were focused at an angle of
≈ 6◦ into a β-bariumborate (β-BaB2O4, BBO) crystal (θ = 32◦, d = 2 mm,
CASTECH or EKSMA Optics) and spatially and temporally overlapped.
The amplified wavelength range was chosen by delaying the pump pulses
with respect to the chirped seed pulses. This allows for a selective amplifi-
cation of a certain part of the spectrum. The generated signal pulses were
compressed in a prism pair to obtain pulse lengths of≈ 20−30 fs (FWHM).
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A typical NOPA spectrum and autocorrelation function of the compressed
pulse is shown in Figure 2.4. Typical output energies after the prism com-
pressor were 3− 10 µJ. The pulses thus obtained were frequency-doubled
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Figure 2.4: (a) Typical NOPA spectrum, (b) autocorrelation function of the com-
pressed pulse, (c) spectrum of frequency-doubled pulse. The value
of ∆τ is the deconvoluted pulse length assuming a Gaussian shaped
pulse.
in a BBO crystal (d = 0.1 mm, CASTECH or EKSMA Optics) with a suit-
able cut angle for the desired output wavelength. The cut angle for a given
input wavelength can be calculated using the program SNLO. [24] A typical
spectrum of the frequency-doubled pulses is shown in Figure 2.4(c). The
bandwidth of 4 nm allows for a Fourier limited pulse length of 28 fs. De-
pending on the wavelength, pulse energies of 200− 800 nJ were obtained
and reduced using a pinhole, if necessary (see below). The pump pulses
were set to magic angle polarization with respect to the probe pulses using
a λ/2 waveplate. An optical chopper (MC2000, Thorlabs) equipped with a
10 shot blade (MC1F10, Thorlabs) was used to cut out every second laser
pulse, thus enabling the measurement of background signals without exci-
tation.
Generation of broadband probe pulses
For the generation of the broadband probe pulses, ≈ 70 µJ of the laser
fundamental was used. The laser pulses passed a delay stage (M-531.DG,
Physik Instrumente) equipped with a retroreflector (CVI Melles Griot) and
coarsely attenuated to 6 4 µJ using an absorptive neutral density filter to
avoid damage of the following optics. Fine tuning of the energy was done
using a combination of a λ/2 waveplate and a polarizer (Edmund Op-
tics). [25] The polarizer was set to let s-polarized waves pass. Tuning of the
λ/2 waveplate, placed before the polarizer, provided a simple way of at-
tenuating the pulses evenly over the beam profile, which resulted in a fast
and reproducible optimization of the supercontinuum generation. For this,
≈ 2 µJ of the remaining laser fundamental were focused into a CaF2 plate
(d = 2 mm, Korth Kristalle or Layertech). This plate was moved vertically
and horizontally so that consecutive laser pulses hit different spots on the
plate, thus ensuring that the low damage threshold of CaF2 was not ex-
ceeded. The stability and spectral characteristics had to be checked every
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day and adjusted by varying energy and focus position in the CaF2 plate
(see Thesis of R. Siewertsen for details [23]).
Generation of single-color probe pulses
The optical pathway for the generation of single-color probe pulses was a
replication of the one for pump pulse generation. The NOPA was driven
with 180 µJ of the laser fundamental, yielding probe pulses with ener-
gies of 200− 500 µJ after frequency doubling. These pulses passed a delay
stage (M-511.DG, Physik Instrumente) equipped with a retroreflector (CVI
Melles Griot).
Optical pathways at the sample cell
All pulses were recollimated using reflective optics to reduce the chirp
and obtain an optimal time resolution of the experiment. [23] For the same
reason, all optical pathlengths were kept as short as possible. A detailed
view of the following optical pathways around sample cell and detection
units is given in Figure 2.5. The broadband and single-color probe pulses
were split into probe and reference using the front and back reflection
of a planar quartz glass plate (d = 5 mm, Laser Optik). All pulses were
focused into the sample cell using focussing mirrors and the probe pulses
(broadband and single color) were spatially overlapped with the pump
pulse.
Setting up the optical pathway in front of the sample cell, shown in
Figure 2.5, was guided by three considerations:
(i) The angles between the incident pulses were kept as small as pos-
sible, thus reducing the chirp of pump and probe pulses and con-
sequently the intensity of coherent signals. [23,26] Since the spectrally
broad pulses are especially prone to chirping, tilting of this pathway
was avoided as much as possible.
(ii) The reproducible adjustment of the broadband probe pulses beam
diameter was ensured using two focusing mirrors after the CaF2
plate (cf. Fig. 2.3). The first mirror was aligned so that a slight pre-
focussing was achieved, and the second mirror focused the pulses
into the sample cell. This resulted in smaller foci than focussing with
only one focussing mirror after the CaF2 plate as it was done be-
fore. [23] Generally, the probe foci were of the order of ≈ 100 µm and
the pump pulse focus ≈ 300 µm (determined by knife-edge scans).
(iii) Overlapping of the two reference pulses was avoided by placing the
two glass plates at an angle of ≈ 90◦ (see Fig. 2.6). This way, the
respective front and back reflections arrive at the sample cell in the
configuration shown in Figure 2.6. The flow direction in the sample
cell was vertically, so that the excited volume was not pumped in the
direction of any of the probe pulses.
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Figure 2.5: Detailed scheme of the optical pathways at the sample cell and detec-
tion units.
sample flow
pulse propagation
pump pulse
broadband reference
single color probe
single color reference
broadband probe
Figure 2.6: Sketch of the pulse propagation at the sample cell. The broadband
probe pulses are traveling perpendicular to the sample cell and over-
lapped with the single-color probe and pump pulses. The two refer-
ence pulses are located on the right and left side of the pump and
probe pulses. The sample flow is vertically, so that the excited volume
is removed without crossing one of the reference pulses.
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Sample cell and optimization procedure
The sample cell was, if not otherwise denoted, a flow cell with an op-
tical thickness of d = 0.1 mm built in the institute workshop. It was
equipped with two quartz windows (d = 0.2 mm, diameter 15 mm, Ko-
rth Kristalle) and a PTFE spacer. For aqueous solutions, the sample was
pumped through the flow cell using a peristaltic pump (Reglo Analog
MS-2/6, Ismatec) and Ismaprene tubes. For measurements with CHCl3, a
gear pump (Reglo-Z analog, Ismatec) equipped with an organic solvent
resistant pumphead (Z-186 with PPS gears, Ismatech) and PTFE tubes was
employed. Optimization of the pulse overlap was performed starting with
the broadband signal by adjusting the pump pulses with the mirror di-
rectly in front of the flow cell (cf. Fig. 2.5). Subsequently, the single color
signal was maximized by aligning the single color probe pulses. This pro-
cedure was done preferably using the molecular signal of the investigated
sample. In case of low signals or sensitive molecules, where the exposure
time to pump pulses had to be kept as low as possible, the optimization
was performed using an identically constructed flow cell filled with a suit-
able laser dye. The correct position for the sample cell was then adjusted
by positioning of the cell, which was placed on a manual translation stage,
to the position where both single color and broadband signals were maxi-
mal. This is a much faster, but less accurate way of optimizing the overlap,
because it is sensitive to some horizontal tilting of the cell, which cannot
be completely avoided.
Detection
After passing the sample cell, the relative orientation of broadband probe
and reference pulses was rotated from horizontal to vertical using a peri-
scope. The pulses were then recollimated and focussed onto the entrance
slit of a prism spectrometer using a combination of two or three quartz
lenses. While setting up these lenses, it was made sure that both pulses
could be separated after passing the prism and that the focus position was
close to the cameras. The exact positions and focal lengths depended on
the refractive index of the solvent and the distance between entrance slit
and sample cell. An optical filter (BG18, Schott) was used to lower the
intensity of residual laser fundamental. In the spectrometer box (Entwick-
lungsbüro Stresing, Berlin), the pulses passed a quartz lens, an equilateral
quartz prism (EDP-50.8-UV, CVI Melles Griot) and a second quartz lens.
The vertically displaced probe and reference pulses were separated with
a set of two square aluminum mirrors and aligned toward the cameras.
The optical pathlength after passing the prism had to be equal for probe
and reference pulses to ensure equal horizontal widths of the dispersed
pulses at the cameras. The horizontal positions were adjusted so that the
pixels of both cameras were equally illuminated using a set of interfer-
ence filters. For this, a LabView routine [27] allowing for a live scan of the
camera signals was employed. The CCD cameras (Series 2000, Entwick-
lungsbüro Stresing, Berlin) were equipped with back-thinned full frame
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transfer (FFT)-CCD image sensors (S7030-0906, Hamamatsu) and quartz
windows as protection for the sensors. These possess quantum efficiencies
of ≈ 40 % in the wavelength range 300− 380 nm and up to 90 % in the
visible range of the spectrum. The sensor area was 512 (H) × 58 (V) pixels
(12.3× 1.4 mm). In FFT-CCDs, the charge generated at each of the vertical
lines is collected in potential wells during the exposure period. The result-
ing 1D horizontal shift register is subsequently read out before starting the
next data collection period. This results in faster readout rates compared
to imaging CCD sensors, where every horizontal line must be read out in-
dividually to achieve a 2D picture. The FFT-CCD cameras were triggered
with the laser frequency of 1010 Hz.
The single color probe and reference pulses were detected using a set of
slow Si photodiodes (S1227-66BQ, Hamamatsu) that were read out using
differential signaling to reduce noise due to electromagnetic interference.
Additionally, the pump pulse intensity was monitored with a third photo-
diode to discriminate sample (pump pulse unblocked) and background
(pump pulse blocked) signals. The respective photodiode signals were
streamed into the data flow of the cameras.
The detection unit consisting of prism spectrometer, photodiodes and
controller was developed in close collaboration with Gerhard Stresing (Ent-
wicklungsbüro Stresing, Berlin), who also provided drivers and simple
LabVIEW examples. The main features of the home-written LabVIEW pro-
gram used for controlling the transient absorption experiment are given
in Appendix A.
2.1.2 signal processing and data analysis
Calculation of transient absorption
The calculation of transient absorption was done on-line using a LabVIEW
routine. In transient absorption experiments, the observed time- and wave-
length dependent signal is the difference ∆OD(λ,∆t) of absorption of ex-
cited and unexcited molecules A∗ and A0, respectively:
∆OD(λ,∆t) = A∗(λ,∆t) −A0(λ) = (− log T∗(λ,∆t)) −
(
− log T0(λ)
)
. (1)
The sample and background transmission T∗(λ,∆t) and T0(λ), respec-
tively, were calculated according to
T∗(λ,∆t) =
I∗pr(λ,∆t)
I∗ref(λ,∆t)
(2)
and
T0(λ) =
I0pr(λ)
I0ref(λ)
, (3)
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with T∗(λ,∆t) and T0(λ) being the transmissions of consecutive laser pul-
ses. The background transmission was recorded to account for the differ-
ent intensities of probe and reference pulses. The relative transmission
Trel(λ,∆t) =
T∗(λ,∆t)
T0(λ)
(4)
was subsequently converted to the change of optical density
∆OD(λ,∆t) = − log Trel(λ,∆t) = (− log T∗(λ,∆t)) −
(
− log T0(λ)
)
(5)
which is equivalent to Equation 1. Instead of using probe and reference
pulses, it is also common to use successive probe pulse intensities I∗(λ, t)
and I0(λ) as sample and background signal, respectively, calculating the
change of optical density simply according to ∆OD(λ, t) = − log I
∗(λ,t)
I0(λ)
.
Although the respective experimental setup is less complicated, this pro-
cedure makes the measurement more dependent on pulse-to-pulse fluctu-
ations.
Wavelength calibration
The pixels were assigned to wavelengths by placing a set of 9 band-pass
interference filters with central wavelengths at 330 nm 6 λCWL 6 645 nm
(Schott and Edmund Optics) in front of the cameras. The resulting trans-
mission curves, together with a typical whitelight spectrum and the re-
spective calibration curve are given in Figure 2.7.
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Figure 2.7: (a) Transmission curves of band-pass interference filters (colored) for
wavelength calibration and whitelight spectrum (black line). (b) Plot
of wavelength as function of pixel number. The squares indicate the
transmission maxima of the interference filters, the black line is the
calibration curve.
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Sensitivity and single shot analysis
The reason for applying a single-shot readout rate is that the pulse-to-
pulse noise of the laser fundamental is of the order of  0.5 % (rms),
while laser fluctuations are more pronounced on the time scale of a few
seconds. [28] Consequently, when sample and background transmissions
(T∗(λ,∆t) and T0(λ)) are averaged each over several hundred laser shots
before calculating ∆OD(λ,∆t), the correlation of both is at least partially
lost, resulting in a higher noise. The sensitivities that can be achieved with
the single-shot readout mode are depicted in Figure 2.8(a) as gray squares
for the broadband detection, expressed as standard deviation of ∆OD as
a function of number of single measurements. The correlation of both is
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Figure 2.8: Standard deviations of change of optical density ∆OD at λprobe =
350nm (a) as function of number of single measurements before (gray)
and after (blue) single shot analysis and (b) as function of probe wave-
length (averaged over 5 nm and 5000 single measurements).
linear with a slope of ≈ 0.5, and transient absorption measurements with
sensitivities ranging from ≈ 2× 10−3 in a single shot mode to 6 1× 10−5
when averaging over several thousand single measurements are feasible.
The single-shot readout rate also allowed for a pulse discrimination to
eliminate poor single measurements resulting from, e.g., dust particles in
the optical pathway. This was performed on-line with a LabVIEW rou-
tine. Towards these ends, the mean value 〈∆OD(λ)〉 and the deviations
|〈∆OD(λ)〉−∆OD(λ)| of single measurements were calculated. If the devi-
ation from the mean exceeded a certain, experimentally optimized limit,
the respective single measurements were discarded. Typically, a fraction of
< 1 % of single measurements was eliminated. In Figure 2.8(a), the sensi-
tivities after this correction are shown in blue, and the sensitivity increase
by this single-shot analysis using > 500 single measurements per delay
step is evident. For a smaller number of measurements, the applied sim-
ple discrimination method is not feasible. However, a more sophisticated
approach would require more computing capacity or computing time, the
latter leading to longer overall measuring times.
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Recording > 10000 single measurements per delay step should be avoi-
ded due to the high amount of data that is produced during such a mea-
surement, which often results in LabVIEW bugs and erroneous results of
the single-shot analysis. This becomes visible in the non-linear behavior
of the “corrected” standard deviation at large numbers of single measure-
ments in Figure 2.8(a). The best results were obtained using a series of
scans each with 5000 single measurements per delay step.
The resulting sensitivities of such an experiment, averaged over three
scans and consequently 15000 single measurements, are shown in Figure
2.8(b). Here, the sensitivities are plotted as function of probe wavelengths,
each averaged over a constant wavelength range of 5 nm. The increase of
sensitivity with decreasing probe wavelength is due to the higher spectral
resolution toward the UV range (see above). Higher sensitivities in the vis-
ible were available by averaging over a constant energy range, if necessary.
In Figure 2.9, the sensitivity as function of number of single measure-
ments is shown for the single-color detection, and a linear dependence
with a slope of ≈ 0.5 is clearly visible. The sensitivity is generally slightly
1 10 100 1000 10000
0.01
0.1
1
 
stan
dar
d d
evia
tion
 (10
-3 )
number of single measurements
Figure 2.9: Standard deviations of change of optical density ∆OD for single color
detection at λprobe = 260 nm.
better than for the broadband detection, but this depends highly on precise
experimental conditions and probe wavelength. The single-shot analysis
was equivalent to that of the broadband detection, and the same state-
ments made above hold true for this case.
Data analysis
The chirp of the broadband probe pulses results in a shift of the experimen-
tal t0 dependent on probe wavelength. The transient absorption signals
were corrected for that chirp as described elsewhere. [23,25] Time profiles
were obtained by averaging over 5 nm, which corresponds to ≈ 15 pix-
els in the UV and ≈ 3 pixels at λprobe > 600 nm. The time profiles were
described in a global data analysis using a sum of exponentials of the form
Sλ(t) =
∑
i
Ai × exp
(
−
t
τi
)
(6)
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with Ai as amplitude, t as delay time and τi as decay time. To take into
account the instrument response function (IRF), limited by the respective
temporal pump and probe pulse widths, the exponentials were convoluted
with a Gaussian shaped function G(t,σIRF), resulting in
∆ODλ(t) = Sλ(t)⊗G(t,σIRF) , (7)
with IRFFWHM =
√
8× ln 2× σIRF and σIRF as the time resolution of the
experiment, which was usually ≈ 50 fs for broadband detection and ≈ 80
fs for single-color detection. Coherent and long-lived artifacts were taken
into account by adding a solvent correction function Cλ(t) that will be
explained in the following.
Correction for transient artifacts
Beside the molecular contributions to transient absorption signals (cf. Sec.
2.1), there are always coherent signals present around ∆t = 0. Among
these are cross-phase modulation (XPM), resulting from the time-depen-
dent modulation of refractive indices by the intense pump pulse and conse-
quently a modulation of spectral distribution in the spectrally broad probe
pulse. XPM leads to signals whose form and intensity is highly dependent
on the chirp of the probe pulse and the intensity of the pump pulse. [26,29,30]
Another coherent contribution is multi-photon absorption (MPA), usually
a two-photon absorption (TPA), resulting in Gaussian-shaped contribu-
tions. Both XPM and MPA occur in sample cell windows and solvent.
The distinction and subsequent separation of artifacts and molecular
contributions require a measurement of neat solvent and the determina-
tion of suitable scaling factors. These scaling factors are necessary due
to the reduction of pump pulse intensity by absorption of sample mole-
cules, resulting in less intense artifacts. A detailed analysis of the respec-
tive correlation was given by Lorenc et al. [26] and Dobryakov et al. [29,30]
Although coherent artifacts can in some cases provide information about
experimental parameters such as time resolution and chirp of pump and
probe pulses, [23,26] their intensity needs to be reduced as much as possi-
ble to allow for a reliable analysis of transient absorption measurements.
Therefore, the incident angles of pump and probe pulses and the pump
pulse intensity were kept as low as possible. A further improvement was
achieved by reducing the optical pathway to d = 0.1 mm. This is shown
in Figure 2.10, where a comparison of coherent artifacts in flow cells filled
with n-hexane with d = 1 mm and d = 0.1 mm is given. Here, it becomes
clearly visible that the decrease of optical thickness results in a decreased
magnitude and a reduction of the temporal width of coherent artifacts.
In water, MPA leads to the formation of solvated electrons, and the re-
sulting long-lived solvated electron absorption (SEA) is a broad and un-
structured absorption band at λprobe > 450 nm. [31–37] The investigation of
the formation and properties of solvated electrons in water have been the
subject of intense research over the last decades. [31–33,35–40] A review by
Siefermann and Abel gives a concise overview of this complex topic until
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Figure 2.10: Two-dimensional representation of coherent artifacts at λpump = 260
nm measured in neat n-hexane using flow cells with optical path-
length of (a) d = 1 mm and (b) d = 0.1 mm.
2011. [41] A distinction of coherent artifacts and SEA is vital for a reliable
analysis of time profiles since the scaling factors are not identical, if the
dependence on pump energy is different for both contributions. Figure
2.11(a) shows a typical result of a transient absorption experiment on neat
water. In the UV range, coherent artifacts are more pronounced, while
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Figure 2.11: Two-dimensional representation of coherent signals and longer-lived
solvated electron absorption in water excited at λpump = 260 nm ((a)
unscaled result of transient absorption, (b) result scaled according to
Equation 10
SEA dominates in the visible at λprobe > 450 nm. This becomes also visible
in Figure 2.12, where time profiles at λprobe = 335 nm and λprobe = 640
nm of the water measurement shown in Figure 2.11 are given. The coher-
ent artifacts were described using a sum of Gaussian shaped functions
Gi(t), shown in red in Figure 2.12, and the long-lived SEA contribution
with a sum of exponentials convoluted with a Gaussian (Fj(t)) equivalent
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Figure 2.12: Time profiles of water at (a) λprobe = 335 nm and (b) λprobe = 640
nm after excitation at λpump = 260 nm. Open squares represent the
data points, red lines indicate a sum of Gaussian shaped functions
describing coherent artifacts, blue lines a sum of exponentials de-
scribing SEA.
to Equation 7, shown in blue. The overall function describing the solvent
contribution was
C0λ(t) =
∑
i
Gi(t) +
∑
j
Fj(t) , (8)
which was extended by the scaling factors d and e for coherent and long-
lived contributions, respectively:
Cλ(t) = d×
∑
i
Gi(t) + e×
∑
j
Fj(t) (9)
with 0 < d < 1 and 0 < e < 1. Equation 9 was employed for the global
data analysis of time profiles with d and e as free-floating parameters.
The respective correction of the two-dimensional plots and transient
spectra was performed using the resulting scaling factors. If d and e were
found to be different, this correction was done using a suitable switching
function that allowed for a smooth transition from the region around t0,
where coherent contributions dominate, to delay times  t0, where SEA
is present. The difficulty is the description of the transition range, because
SEA shows a delayed rise [33,34] and is overlapping with the coherent sig-
nal for ≈ 200 fs. This becomes visible in Figure 2.13, where a typical water
signal was averaged over all probe wavelength. A model fit according to
Equation 8 was applied, yielding rise time σsolv and “time zero” t0,solv
of SEA. These parameters were then included in a suitable tanh function
that describes the above mentioned smooth transition from coherent to
long-lived contributions. If d > e, this functions is
γ = − tanh
(
t− t0,solv
σsolv
)
× d− e
2
+
|d− e|
2
+ e (10)
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Figure 2.13: (a) Transient absorption of water, averaged over all probe wavelength.
Open squares represent the data points, red lines indicate a sum of
Gaussian shaped functions describing coherent artifacts, blue lines
a sum of exponentials describing SEA. (b) Resulting correction func-
tion according to Equation 10 for the water signal with d = 0.6 and
e = 0.45. The vertical line indicates t0,solv.
and if e > d
γ = − tanh
(
t− t0,solv
σsolv
)
× d− e
2
+
|d− e|
2
+ d . (11)
The respective function was multiplied with the results of the solvent mea-
surement and this scaled solvent signal subtracted from the sample mea-
surement. Figure 2.11(b) shows such a scaled signal. It can be seen that the
relative intensities of coherent artifacts and SEA are reversed compared
to the unscaled signal in Figure 2.11(a). Fortunately, in most experimen-
tal measurements performed in this Thesis, the coherent contribution and
SEA were small (SEA being almost negligible in some cases) compared to
the molecular signals of interest.
2.2 femtosecond time-resolved fluorescence up-conversion
spectroscopy
A scheme of the femtosecond time-resolved fluorescence up-conversion
experiment that was used in this Thesis is shown in Figure 2.14. As for the
transient absorption experiment, a pump-probe scheme was applied for
the time-resolved detection of fluorescence photons. In this experiment,
an ultrashort pump pulse excites the molecules and the emitted fluores-
cence photons are up-converted with the laser fundamental, which serves
as probe or gate pulse and can be delayed with respect to the pump pulse.
Detection of the resulting sum frequency allows to follow the decay of
fluorescence intensity at discrete times after excitation. Many more theo-
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Figure 2.14: Schematic overview of the fluorescence up-conversion experiment.
The color scheme was chosen for clarity and does not reflect the ex-
perimental wavelengths.
retical and experimental details on the up-conversion experiment can be
found in several previous PhD Thesis. [1,2]
Briefly, the pump pulses were generated in a NOPA with subsequent
pulse compression and frequency doubling (see transient absorption setup,
Sec. 2.1.1). The fluorescence photons were collected using two 90◦ off-axis
parabolic mirrors and focussed into a BBO optimized for type I sum fre-
quency generation. For the time-delayed gate pulses, ≈ 70 µJ of the laser
fundamental were used. The up-converted photons were detected with
a double monochromator equipped with a single photon counting unit in
the wavelength range 211 6 λSFG 6 325 nm, corresponding to fluorescence
wavelength of 290 6 λfl 6 560 nm. Suitable filters (Schott) were used to
block the frequency-double laser fundamental at λ = 387 nm and residual
pump pulse intensity. Flow cells with optical pathlengths of 1 mm were
used and the concentrations adjusted to optical densities of 6 0.5 at the
respective excitation wavelengths.
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abstract
The excited-state dynamics of the 6-oxopurine xanthosine monophosphate
(XMP) have been investigated by means of femtosecond time-resolved tran-
sient absorption and fluorescence up-conversion spectroscopy in depen-
dence of excitation energy and protonation state. The observed excited-
state behavior differs significantly from that of other purine bases and
was attributed to a dominating relaxation channel via the out-of-plane
deformation of the five-membered ring within ≈ 1 ps. This excited-state
pathway was discussed in terms of structural and electronic properties of
XMP compared to other purine nucleotides, where the relaxation occurs
via the deformation of the six-membered ring.
3.1 introduction
The 6-oxopurine xanthine, its nucleoside xanthosine and the nucleotide
xanthosine monophosphate (XMP) play a variety of roles in biological sys-
tems. The most important and well-known function is as an intermediate
in different metabolic pathways, such as oxidative guanine deamination,
the formation of GMP via XMP, [1] and the caffeine biosynthesis by methy-
lation of xanthosine. [2] Additionally, it is a rare RNA base. [1] Xanthine
differs from guanine only by a carbonyl group at the C(2) position instead
of the amino group and therefore possesses no double bond at the C(2)-
N(3) position (see Scheme 3.1). This leads to some remarkable changes of
the electronic structure. In particular, it increases the acidity of the N(1)H
and N(3)H group in the six-membered ring compared to all other common
purine bases. The gas phase and solution structures have been extensively
studied during the last decades [3–8], and the electronic properties have
been investigated experimentally [9–12] as well as theoretically. [13] In solu-
tion, different pH values were employed to investigate tautomerism and
protonation state.
The photophysics of the two lowest tautomers of xanthine, the N(9)H
and the N(7)H diketo tautomers, have recently been investigated theoret-
ically by Yamazaki et al. [14] They proposed two relaxation mechanisms
from the electronically excited state to the electronic ground state: On the
one hand, a conical intersection (CI) between the first pipi∗ state and the
ground state was found which is reached via the out-of-plane deforma-
tion of the five-membered ring. This relaxation was predicted to be more
likely for the N(7)H tautomer, while the N(9)H tautomer is supposed to ex-
hibit a small potential energy barrier en route to this conical intersection.
The second relaxation pathway back to the electronic ground state was
found to proceed via NH dissociation in the five-membered ring, which
is assumed to be more likely for the N(9)H tautomer. For the nucleoside
and nucleotide, this relaxation channel is not possible. The photodynamics
should therefore be controlled by the ring puckering of the 5-membered
ring as deactivation pathway. This makes for an important difference to
other purine bases like guanine and adenine, where the out-of-plane de-
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Figure 3.1: Structures and numbering scheme of xanthosine monophosphate at
(a) acidic conditions with 1.1 < pH < 5.5 and (b) neutral conditions at
pH> 5.5.
formation of the six-membered ring was found to be relevant for electronic
deactivation. [15–20]
In this work, we focused on the photodynamics of the nucleotide XMP.
This was done for two reasons: First, the number of possible tautomers is
reduced to the N(9)R keto form by the ribosyl group at the N(9) position.
Secondly, xanthosine monophosphate is, unlike xanthine and xanthosine,
soluble in aqueous solution to a degree which allows for time-resolved
spectroscopy in solution at room temperature.
Experimental studies on XMP have so far been scarce, but the structural
properties and tautomeric equilibria in aqueous solution are well-known
by the investigation of micro-acidity constants of the N(1)H and N(3)H
group by Massoud et al. [21] Additionally, the structure has been studied
by means of resonance Raman spectra by Gogia et al. [8] The results of
both groups revealed that in contrast to xanthine, XMP is deprotonated
at physiological pH values in the xanthine moiety, preferentially at the
N(3) position. Gogia et al. showed that the deprotonation leads to a weak-
ening of both carbonyl bonds, especially at the C(2)O position, due to
electron delocalization following the proton loss (cf. Fig. 3.1). In the free,
neutral purine base xanthine, on the other hand, a considerable amount
of conjugation was found between the NH and the carbonyl groups in the
six-membered ring, as was shown by X-ray photoemission and NEXAFS
spectroscopy. [12] The electronic structures of both species, namely XMP
with the neutral and the anionic xanthine moiety, might therefore be quite
similar regarding the degree of delocalization. XMP with a neutral xan-
thine moiety exist exclusively only at pH < 5.5. [21] In the following, we
will refer to the nucleotide with the neutral xanthine moiety as XMP and
with the deprotonated xanthine moiety as XMP–.
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3.2 experimental methods
5 ′-Xanthosine monophosphate was purchased as disodium salt from Se-
quoia Research Products and used as received. XMP was prepared in an
acetate buffer at pH 3.6 and XMP– in a phosphate buffer at pH 7. Concen-
trations of 10 mM and 0.5− 1 mM were used for transient absorption and
fluorescence up-conversion measurements, respectively. Acetate and phos-
phate buffer were prepared with double-distilled water purchased from
Carl Roth. Sodium acetate, acetic acid, Na2HPO4 and NaH2PO4 were pur-
chased from Sigma-Aldrich in BioUltra quality. Sodium chloride (Sigma-
Aldrich, BioUltra) was added to the phosphate buffer to adjust the salt con-
centration to the physiological salt concentration. The purity and concen-
tration of each compound was checked before and after each time-resolved
experiment with static UV/vis absorption and fluorescence spectroscopy.
Static absorption spectra were recorded with a Shimadzu UV-2401 desk-
top spectrometer. Static fluorescence spectra were measured with a Horiba
Jobin Yvon Fluoromax 4 spectrometer.
The setups of the time-resolved transient absorption and fluorescence
up-conversion experiments in our laboratory have been described in some
detail elsewhere. [22–24] Both experiments were pumped with a regenera-
tively amplified 1 kHz Ti:Sa laser system (Clark MXR CPA 2001) providing
pulses with ≈ 150 fs (FWHM) duration and 1000 µJ at λ = 775 nm. 500
µJ of the laser output was used for the transient absorption setup and 400
µJ for fluorescence up-conversion. The pump pulses for both experiments
were generated in home-built non-collinear optical parametric amplifiers
(NOPA) with subsequent frequency doubling and focused into the respec-
tive sample flow cells.
In the up-conversion experiment, the fluorescence was collected with
a pair of two off-axis parabolic mirrors and focused into a BBO crystal
for non-collinear type I sum frequency generation (SFG). Residual pump
light after the sample cell was blocked with a beam stop and a WG320
or WG295 (Schott) filter, depending on the detection wavelength. The re-
quired time-delayed gate pulses were delivered by the Ti:Sa laser funda-
mental. The resulting SFG signal was detected with a computer-controlled
single-photon counting unit at selected fluorescence wavelengths of 290
nm 6 λfluo 6 560 nm.
The broadband probe pulses for the transient absorption experiment
were generated via supercontinuum generation in CaF2, yielding a spec-
trum from 330 nm 6 λprobe 6 700 nm. Additional single color probe pulses
in the UV range were generated in a second NOPA and frequency dou-
bling stage. Probe and reference pulses for the broadband and single color
detection were obtained by using the front- and back reflection from a
planar glass plate. Pump, probe and reference were focused into the sam-
ple cell, where the pump pulses were spatially and temporally overlapped
with both probe pulses, and the reference pulses passed the unexcited sam-
ple next to the pump pulses. After passing the sample cell, the broadband
probe and reference pulses were detected with a set of full frame transfer
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(FFT) back-thinned CCD cameras (S7030-0906, Hamamatsu and Entwick-
lungsbüro Stresing, Berlin) after dispersion in a prism spectrograph. The
UV single color pulses were recorded with two matched slow photodiodes
(S1227-66BQ, Hamamatsu and Entwicklungsbüro Stresing, Berlin). Both
cameras and photodiodes were read out simultaneously after each laser
shot using Labview software. [25]
To avoid the accumulation of photoproducts and thermally excited mole-
cules, all time-resolved measurements were performed in flow cells, where
the sample volume was exchanged between two consecutive laser shots.
The pump pulse energies were reduced to 6 200 µJ and 6 120 µJ for the
absorption and fluorescence measurements, respectively. The optical path-
length in the time-resolved absorption measurements was d = 0.1 mm to
keep unwanted signals from the solvent, such as cross-phase modulation
(XPM) and the long-lived absorption of solvated electrons (SEA) gener-
ated by multi-photon absorption, as low as possible. [26] To allow for an
accurate correction for those artifacts, the pure solvent was measured di-
rectly after each sample measurement. The pathlength in the fluorescence
up-conversion measurements was d = 1 mm. To ensure the reproducibil-
ity and reliability of the measurements, each fluorescence measurement
was repeated at least twice and each transient absorption scan three times.
The observed decay time profiles were analyzed using a nonlinear least-
squares fitting routine based on the Levenberg-Marquardt algorithm im-
plemented in the Mathematica software. [27] Each profile was described
by a sum of up to four exponentials convoluted with the instrument re-
sponse function. Global fitting routines were used where possible (details
will be given in the results section). The experimental time resolutions
were on the order of ∆τ = 50 fs and ∆τ = 150 fs for the absorption and
fluorescence up-conversion data, respectively.
3.3 results
static absorption and fluorescence spectra
The static absorption and fluorescence spectra of XMP and XMP– are de-
picted in Fig. 3.2. As it has been discussed by Cavalieri et al. [3] and Licht-
enberg et al., [4] both species exhibit two strong absorption bands in the
UV, which can be attributed to two close-lying pipi∗ transitions as in other
purine bases. The spectral characteristics of both bands are summarized in
Table 3.1. Compared to the unprotonated XMP at acidic conditions, both
pipi∗ transitions in the deprotonated XMP– are red shifted by ≈ 9− 15 nm
and the second pipi∗ transition gains intensity on the expense of the first.
The fluorescence spectra of both species feature a broad and unstructured
band with a maximum at 390 nm (XMP) and at 350 nm (XMP–). Interest-
ingly, the emission maximum for XMP is red-shifted compared to XMP–,
which is in contrast to the shifts of the absorption maxima. This indicates a
considerably larger energy difference from the initially populated Franck-
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Figure 3.2: Static (a) absorption and (b) fluorescence spectra after excitation with
260 nm of XMP (red) and XMP– (black).
Table 3.1: Absorption maxima and extinction coefficients for XMP and XMP–.
XMP XMP–
λmax1 (nm) 263 277
max1 (L mol−1 cm−1) 8620 8140
λmax2 (nm) 235 249
max2 (L mol−1 cm−1) 8070 9530
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Condon region towards the minimum of the S1 state as will be discussed
below in the context of the time-resolved results.
time-resolved experiments
XMP
For the time-resolved experiments of XMP, two pump wavelengths were
used, λpump = 260 nm (fluorescence and absorption) and λpump = 243 nm
(absorption). Inspecting the static absorption spectra (Fig. 3.2), the S1 and
S2 states are populated with fractions of 83% and 17% (λpump = 260 nm)
and 10% and 90% (λpump = 243 nm), respectively.
Fluorescence lifetimes after excitation at λpump = 260 nm were measured
at six fluorescence wavelengths from 290 nm 6 λfluo 6 560 nm to gain in-
sight into the dynamics of the optically bright state(s). The fluorescence
time traces are shown in Fig. 3.3. A global data analysis yielded two dom-
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Figure 3.3: Fluorescence time profiles of XMP after excitation at λpump = 260 nm
measured at six fluorescence wavelengths from 290 nm 6 λfluo 6 560
nm. Open squares represent the data points and black lines the overall
fit function. The single contributions are shown in green (τ1,fluo), red
(τ2,fluo), and blue (τ3,fluo).
inating time constants with
τ1,fluo = 0.28± 0.01 ps,
τ2,fluo = 0.91± 0.01 ps.
At λfluo 6 460 nm, a minor contribution decaying with τ3,fluo = 36± 8 ps
with very small amplitudes was found. The results of the data analysis are
summarized in Table 3.2. The fast decaying contribution with τ1,fluo was
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Table 3.2: Decay times τi and relative amplitudes Ai from the data analysis of
fluorescence up-conversion measurements after excitation of XMP at
260 nm (2σ error limits of last digits in parentheses).
λfluo/nm τ1,fluo/ps A1,fluo τ2,fluo/ps A2,fluo τ3,fluo/ps A3,fluo
290 0.28(1) 0.94(6) 0.91(1) 0.06(3) − −
330 0.28(1) 0.82(2) 0.91(1) 0.18(1) − −
350 0.28(1) 0.74(2) 0.91(1) 0.26(1) − −
460 − − 0.91(1) 0.96(1) 36(8) 0.035(4)
500 − − 0.91(1) 0.97(1) 36(8) 0.033(5)
560 − − 0.91(1) 0.96(8) 36(8) 0.04(3)
found only at λfluo 6 350 nm and resembles the spectral range and decay
time of the stimulated emission contribution to the transient absorption
results (see below). The component decaying with τ2,fluo was found to
be dominating at all fluorescence wavelengths > 460 nm. The long-lived
component contributed with amplitudes of 6 5% little to the overall signal
at λfluo > 350 nm. It was not observed at λfluo < 350 nm.
The results of the broadband transient absorption experiments of XMP
for pump wavelengths λpump = 260 nm and λpump = 243 nm are shown
in Figure 3.4. Both two-dimensional maps are similar and feature three
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Figure 3.4: Two-dimensional maps of the observed transient absorption changes
after excitation of XMP at (a) 260 nm and (b) 243 nm.
overlapping positive bands with maxima at λprobe ≈ 340 nm, 420 nm, and
600 nm. In the UV probe wavelength range, a negative contribution leads
to a delayed rise of the positive band. Furthermore, the band at 420 nm
seems to feature a slight blue-shift of the maximum within the first 500
fs. This is most likely a result of the fast-decaying negative contribution at
UV wavelengths. The positive contributions are attributed to excited state
absorption (ESA). The negative contribution in the UV probe wavelength
60
range is assigned to stimulated emission (SE), consistent with the fluores-
cence up-conversion measurements above.
For data analysis, 3− 4 time profiles were chosen out of every spectral
range for both excitation wavelengths. Two exemplary time profiles to-
gether with the results of the data evaluation for each λpump are depicted
in Figure 3.5 (top and middle row). The decay times and amplitudes of the
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Figure 3.5: Time profiles of transient absorption changes after excitation of XMP
with (a) 260 nm and (b) 243 nm. Open squares represent the data
points and black lines the overall fit functions. The single contributions
are shown in green (τ1), red (τ2), and blue (τ3). The gray component
decays with τ ′1 6 0.07 ps.)
data analysis are summarized in Tables 3.3 and 3.4 for λpump = 260 nm and
λpump = 243 nm, respectively. Two dominating decay times were necessary
for a satisfactory description of the transient absorption changes:
τ1 ≈ 0.2 ps,
τ2 ≈ 1 ps
The respective contributions were found over the whole detection range
for both pump wavelengths. The sub-picosecond decay time described the
initial fast decay of the positive signals at λprobe > 400 nm with amplitudes
of ≈ 3− 80%. The amplitude of this component increased with increasing
probe wavelengths on the expense of τ2. It was also found as the decay
time of the SE contribution at UV probe wavelengths and is consistent
with the fast-decaying component τ1,fluo. The SE contribution is more pro-
nounced for XMP than for all other purine bases in water, which is most
likely the result of the strong emission intensity within the first picosecond
(cf. Fig. 3.3). A long-lived contribution decaying with τ3 = 36 ps plays only
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Table 3.3: Decay times τi and amplitudes Ai from the data analysis of transient
absorption changes of broadband and single color detection at λprobe =
244 nm after excitation of XMP at 260 nm (2σ error limits of last digits
in parentheses). The value of τ3 was fixed to the decay time found in
the fluorescence measurements.
λprobe/nm τ1/ps A1/10−3 τ2/ps A2/10−3 τ3/ps A3/10−3
244 0.6(4) 7(7) 0.9(4) −8(8) − −
325 0.3(2) −0.75(75) 0.9(4) 1.7(9) 36(−) 0.02(2)
330 0.3(2) −1.0(10) 0.9(4) 2.0(1) 36(−) 0.04(4)
335 0.3(2) −1.3(12) 0.9(4) 2.1(12) 36(−) 0.05(5)
400 0.10(4) 0.2(2) 1.2(2) 1.1(2) − −
420 0.10(4) 1.3(6) 1.2(2) 0.8(2) − −
425 0.10(4) 1.4(6) 1.2(2) 0.7(2) − −
460 0.10(4) 0.9(6) 1.2(2) 0.2(2) − −
560 0.18(4) 0.9(5) 1.2(2) 0.04(2) − −
600 0.18(4) 1.0(5) − − − −
640 0.18(4) 1.6(4) − − − −
Table 3.4: Decay times τi and amplitudes Ai from the data analysis of transient
absorption changes of broadband and single color detection at λprobe =
244 nm after excitation of XMP at 243 nm (2σ error limits of last digits
in parentheses). The value of τ3 was fixed to the decay time found in
the fluorescence measurements.
λprobe/nm τ1/ps A1/10−3 τ2/ps A2/10−3 τ3/ps A3/10−3
244 0.4(3) 3(2) 1.1(2) −1.8(4) − −
325 0.3(2) −0.6(6) 1.2(2) 1.8(4) 36(−) 0.01(1)
330 0.3(2) −0.8(6) 1.2(2) 2.1(5) 36(−) 0.03(3)
335 0.3(2) −1.1(6) 1.2(2) 2.4(6) 36(−) 0.05(5)
400 0.10(4) 1.0(6) 1.2(2) 1.4(2) − −
420 0.10(4) 1.8(6) 1.2(2) 1.3(2) − −
425 0.10(4) 2.0(6) 1.2(2) 1.1(2) − −
460 0.10(4) 1.8(6) 1.2(2) 0.5(2) − −
560 0.18(4) 1.3(5) 1.2(2) 0.2(2) − −
600 0.18(4) 2.3(5) 1.2(2) 0.1(1) − −
640 0.18(4) 1.9(4) − − − −
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a very minor role with low amplitudes in the range of 5%. The value of
τ3 was therefore fixed to the decay time found for the fluorescence decay,
where it could be determined with better precision.
The single color detection at λprobe = 244 nm yielded time profiles that
are shown in Figure 3.5 (bottom row), the results of the data analysis are
summarized in Tables 3.3 and 3.4 for λpump = 260 nm and λpump = 243
nm, respectively. The time profiles could not be analyzed unequivocally.
This originates from the overlapping of a negative contribution due to the
ground state recovery and at least one positive contribution. All of these
contributions decay on quite similar time scales, which is reflected in the
large margins of error. The decay time of the negative contribution, how-
ever, is with ≈ 1 ps consistent with the results of the broadband detection.
A longer-lived contribution as was found in the up-conversion results was
not necessary for a satisfactory description of the transient absorption time
profiles. This might be a result of the very low amplitude of this compo-
nent. It can therefore safely be concluded that the electronic ground state
is almost completely recovered within ≈ 1 ps.
XMP–
The electronic dynamics of XMP– were studied after excitation at three
pump wavelengths, λpump = 278 nm (absorption), λpump = 260 nm (fluo-
rescence and absorption) and λpump = 243 nm (absorption). Inspecting the
static absorption spectra (Fig. 3.2), the S1 and S2 states are populated with
fractions of 86% and 14% (λpump = 278 nm), 9% and 81% (λpump = 260
nm) and 0% and 100% (λpump = 243 nm), respectively.
The fluorescence lifetime of XMP– in phosphate buffer at pH 7 was mea-
sured after excitation at λpump = 260 nm at four fluorescence wavelengths
from 330 nm 6 λfluo 6 480 nm, the respective data sets are shown in
Fig. 3.6. The decay times and relative amplitudes found in a data ana-
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Figure 3.6: Fluorescence time profiles of XMP– after excitation at λpump = 260 nm
measured at four fluorescence wavelengths from 330 nm 6 λfluo 6 480
nm. Open squares represent the data points and black lines the overall
fit functions. The single contributions are shown in green (τ1,fluo), red
(τ2,fluo), and blue (τ3,fluo).
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lysis are summarized in Table 3.5. The lifetime of the major contribution
Table 3.5: Decay times τi and relative amplitudes Ai from the data analysis of
fluorescence up-conversion measurements after excitation of XMP– at
260 nm (2σ error limits of last digits in parentheses).
λfluo/nm τ1,fluo/ps A1,fluo τ2,fluo/ps A2,fluo τ3,fluo/ps A3,fluo
330 0.51(1) 0.82(2) 1.7(5) 0.11(6) − −
350 0.73(2) 0.74(2) − − 4(1) 0.03(1)
460 0.86(4) − − − 4(1) 0.06(3)
480 1.0(2) − − − 4(1) 0.03(3)
could not be modeled using a fixed value and increased gradually from
τ1,fluo = 0.51± 0.01 ps at λfluo = 330 nm to 1.0± 0.2 ps at λfluo = 480 nm. At
λfluo = 330 nm, an additional contribution decaying with τ2,fluo = 1.7± 0.5
ps was necessary for a satisfactory description of the data. A longer-lived
component with a minor amplitude of 6 6% was observed for all fluores-
cence time traces at λfluo > 350 nm. The large margin of errors are due to
the low amplitudes of this component.
The transient absorption of XMP– was measured after excitation with
three pump wavelengths. The results of the broadband transient absorp-
tion experiments of XMP– are shown in Fig. 3.7. They are similar, though
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Figure 3.7: Two-dimensional maps of transient absorption changes of XMP– after
excitation with (a) 278 nm, (b) 260 nm, and (c) 243 nm.
not exactly equal, to the results for XMP. For all three pump wavelengths,
the two-dimensional maps of transient absorption changes feature three
overlapping ESA regions. After excitation mainly to the first pipi∗ state at
λpump = 278 nm, the maxima are at λprobe ≈ 340nm, 440 nm, and 600 nm
(Fig. 3.7(a)). After excitation to the second pipi∗ state at λpump = 260 nm and
243 nm, the maximum of the second ESA band shifts to the blue by ≈ 20
nm to 420 nm (Fig. 3.7(b) and (c)). The two other bands are virtually at the
same positions for all three pump wavelengths. The band in the UV range
is more pronounced after 260 nm and 243 nm excitation, whereas the rela-
tive intensities of the bands in the visible remain virtually unchanged for
all three pump wavelengths. All positive bands are attributed to ESA. A
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negative contribution, assigned to stimulated emission, leads to a delayed
rise of the positive absorption in the UV range. As for XMP, this contribu-
tion is more pronounced than in other purine bases.
A global data analysis over the whole broadband detection range for all
three pump wavelength was performed and the resulting decay times and
amplitudes can be found in Tables 3.6 (λpump = 278 nm), 3.7 (λpump = 260
nm), and 3.8 (λpump = 243 nm). Additionally, the results of the single color
detection in the deep UV are given in these Tables. Exemplary time profiles
Table 3.6: Decay times τi and amplitudes Ai from the data analysis of transient
absorption changes after excitation of XMP– at 278 nm (2σ error limits
of last digits in parentheses). The value of τ3 was fixed to the decay
time found in the fluorescence measurements.
λprobe/nm τ1/ps A1/10−3 τ2/ps A2/10−3
242 0.8(2) 1.7(17) 1.3(3) −2.5(11)
325 0.28(3) −0.4(4) 0.97(5) 0.8(2)
330 0.28(3) −0.5(4) 0.97(5) 1.0(2)
335 0.28(3) −0.6(4) 0.97(5) 1.1(2)
400 0.28(3) −0.4(4) 0.97(5) 1.3(2)
420 − − 0.97(5) 1.4(1)
425 − − 0.97(5) 1.4(1)
460 0.28(3) 0.1(1) 0.97(5) 1.0(2)
560 0.28(3) 0.5(3) 0.97(5) 0.6(2)
600 0.28(3) 0.6(3) 0.97(5) 0.4(2)
640 0.28(3) 0.9(3) 0.97(5) 0.2(2)
for each pump wavelength are depicted in Fig. 3.8. Two decay times were
found to be dominating over the whole broadband detection range for all
three pump wavelength:
τ1 = 0.28± 0.03 ps,
τ2 = 0.97± 0.05 ps,
The sub-picosecond component τ1 describes the decay of the SE contribu-
tion at 325 nm 6 λprobe 6 400 nm and the fast-decaying positive compo-
nent at λprobe > 460 nm. The contribution with τ2 was found at all probe
wavelengths with positive amplitudes, which decreased with increasing
probe wavelength. The component decaying with τ3 was necessary to
model the signals at λpump = 260 nm and 243 nm at λprobe 6 460 nm
with amplitudes of ≈ 3− 10%. The value of this decay time was fixed to
τ3,fluo, where it could be determined with better precision.
The single-color detection at λprobe = 242 nm or λprobe = 244 nm resulted
in the time profiles shown in Figure 3.8(bottom row). As was discussed for
the results of XMP, the decay behavior was governed by several positive
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Table 3.7: Decay times τi and amplitudes Ai from the data analysis of transient
absorption changes after excitation of XMP– at 260 nm (2σ error limits
of last digits in parentheses). The value of τ3 was fixed to the decay
time found in the fluorescence measurements.
λprobe/nm τ1/ps A1/10−3 τ2/ps A2/10−3 τ3/ps A3/10−3
244 0.8(2) 6.2(62) 1.3(3) −8.3(70) 4(−) −0.4(2)
325 0.28(3) −1.8(5) 0.97(5) 3.2(4) 4(−) 0.3(2)
330 0.28(3) −2.0(5) 0.97(5) 3.8(4) 4(−) 0.3(2)
335 0.28(3) −2.0(5) 0.97(5) 4.0(4) 4(−) 0.4(2)
400 0.28(3) −0.6(5) 0.97(5) 2.4(4) 4(−) 0.2(2)
420 − − 0.97(5) 2.4(2) 4(−) 0.2(1)
425 − − 0.97(5) 2.3(2) 4(−) 0.2(1)
460 0.28(3) 0.1(1) 0.97(5) 1.7(2) − −
560 0.28(3) 0.8(4) 0.97(5) 1.0(2) − −
600 0.28(3) 1.4(4) 0.97(5) 0.5(2) − −
640 0.28(3) 2.0(2) − − − −
Table 3.8: Decay times τi and amplitudes Ai from the data analysis of transient
absorption changes after excitation of XMP– at 243 nm (2σ error limits
of last digits in parentheses). The value of τ3 was fixed to the decay
time found in the fluorescence measurements.
λprobe/nm τ1/ps A1/10−3 τ2/ps A2/10−3 τ3/ps A3/10−3
244 0.8(2) 2.2(22) 1.3(3) −2.8(24) 4(−) −0.3(1)
325 0.28(3) −2.4(6) 0.97(5) 3.4(4) 4(−) 0.4(2)
330 0.28(3) −3.2(6) 0.97(5) 4.4(5) 4(−) 0.5(2)
335 0.28(3) −3.5(6) 0.97(5) 5.0(5) 4(−) 0.6(2)
400 0.28(3) −0.7(6) 0.97(5) 2.8(4) 4(−) 0.4(2)
420 − − 0.97(5) 2.7(2) 4(−) 0.4(1)
425 − − 0.97(5) 2.6(2) 4(−) 0.4(1)
460 − − 0.97(5) 2.0(2) 4(−) 0.2(1)
560 0.28(3) 1.0(4) 0.97(5) 1.2(2) − −
600 0.28(3) 2.1(4) 0.97(5) 1.0(2) − −
640 0.28(3) 2.3(4) 0.97(5) 0.3(2) − −
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Figure 3.8: Time profiles of transient absorption changes after excitation at (a)
λpump = 278 nm, (b) 260 nm, and (c) 243 nm. Open squares repre-
sent the data points and black lines the overall fit function. The single
contributions are shown in green (τ1), red (τ2), and blue (τ3).
and negative components with similar lifetimes around τ2 ≈ 1 ps. How-
ever, the time constants of the negative contributions, which describe the
ground state recovery, have been determined to τ2,GSR = 1.3± 0.4 ps and
τ3 = 4 ps. The latter contribution accounted for ≈ 5% at λpump = 260 nm
and ≈ 9% at λpump = 243 nm of the negative signal. The values for the
relative amplitudes, however, have to be taken with caution regarding the
strong correlation and therefore large errors of the respective results from
the data analysis.
3.4 discussion
discussion of xmp
The time-resolved experiments of neutral XMP at acidic conditions showed
a relaxation to the electronic ground state that can be characterized with
two dominating time scales of τ1 ≈ 0.2 ps and τ2 ≈ 1 ps. The virtual
absence of significant differences after selective excitation mostly to either
the first or second pipi∗ state hints at an ultrafast conversion from S2 to
S1 population that is below the experimental time resolution. However,
the sub-picosecond component can be attributed to depopulation of the
Franck-Condon region, supposedly of the energetically lower pipi∗ state,
since it was found to be the dominating decay time of fluorescence close
to the excitation wavelengths and the stimulated emission contribution
in the transient absorption experiments. The single color detection at 244
nm confirmed that the initially excited state population decays to the elec-
tronic ground state within ≈ 1 ps. This short lifetime can be explained by
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a rapid and barrierless relaxation in the direction of a conical intersection
connecting the excited pipi∗ and the electronic ground state. The longer-
lived component decaying with τ3 = 36± 8 ps found in the fluorescence
up-conversion results was not necessary for the description of the ground
state recovery in the deep UV. This might be due to the fact that the frac-
tion of respective molecules is below the single color detection limit, i.e.,
 1%. Possible origins of this component will be discussed below in con-
text of the results for XMP–.
Yamazaki et al. proposed the relaxation coordinate that connects pipi∗
and electronic ground state to be the out-of-plane deformation of the five-
membered ring. [14] However, the expected substantial energy barrier for
this deactivation pathway can be ruled out by the ≈ 1 ps timescale. This
might be a result of the replacement of the H atom at the N(9) position by
a ribosyl phosphate group. Although this does not seem to have a large
impact on the photodynamics of other purine bases, it may be of great
importance when the five-membered ring is involved in the relaxation. A
comparative study of the free nucleic acid base and the nucleoside would
help to shed light on this question, but is difficult regarding the low sol-
ubilities of both components in aqueous solution. Gas phase experiments
could be an alternative at this point.
The results obtained for the deactivation of XMP in aqueous solution
are in quite good agreement with those obtained for the deactivation of
methylated xanthine derivatives, where time scales of several 100 fs, ≈ 1
ps and a longer-lived component decaying with 3.5 − 6.3 ps was found
in water and acetonitrile. [28] These were also attributed to a main relax-
ation via the five-membered ring. The involvement of long-lived optically
dark states such as npi∗ states (a question that was also raised by Chen et
al. [28] regarding the deactivation of methylated xanthine derivatives) can
be excluded on the basis of the ground state recovery measurements.
discussion of xmp–
The excited-state relaxation of XMP– present in phosphate buffered H2O
at pH 7 can be described with two dominating time scales of τ1 ≈ 0.3 ps
and ≈ 1 ps, which are comparable to the ones found for XMP, and one mi-
nor longer-lived contribution decaying with τ3 = 4± 1 ps. As for neutral
XMP, the selective excitation in either of the two pipi∗ states seems to have
no significant impact on the ensuing dynamics, suggesting a rapid conver-
sion from upper to lower pipi∗ state on a timescale that is below the ex-
perimental time resolution. However, the gradual increase of fluorescence
lifetimes with increasing emission wavelengths after excitation mainly to
the second pipi∗ state hints at a sizable energy gradient in the emissive
state. Additional fluorescence measurements at λpump ≈ 280 nm would be
necessary to gain deeper insight into the excited-state topography of the
involved states.
Since the results of the time-resolved experiments for XMP– are quite
similar to those of XMP, the relaxation to the electronic ground state is
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expected to occur via similar mechanisms. The components decaying with
τ1 and τ2 are most likely due to the evolution in the direction of a conical
intersection via the out-of-plane deformation of the five-membered ring.
The similarity to XMP regarding the decay behavior is not unlikely since
the deprotonation takes place at the N(3) position in the six-membered
ring. Additionally, the deprotonation might not have a large impact on the
electronic structure of the xanthine moiety, [8,12] as it was discussed in the
introduction. Interestingly, a different behavior upon deprotonation was
observed for the electronic deactivation of hypoxanthine and its nucleo-
side inosine. [29] Here, deprotonation at the 6-membered ring leads to no
significant differences of the excited-state dynamics, although the deacti-
vation pathway occurs via deformation of this ring. [28–30] Deprotonation
at the 5-membered ring, on the other hand, leads to drastic increase of
fluorescence lifetimes, which was explained by the drastic differences of
electronic structures of neutral and both anionic forms. [29]
Besides these effects arising from deprotonation, the protonation of 6-
oxopurines is known to have a large impact on the electronic deactivation
dynamics of, e.g., monoprotonated hypoxanthine and guanosine. For these
species, an increase of lifetimes was found for some part of the excited-
state population. This was attributed to the change of the potential energy
topography compared to the respective neutral molecule. [29,31]
The longer-lived τ3 component is possibly due to a fraction of molecules
that follow the deactivation pathway via an out-of-plane deformation of
the six-membered ring. This is expected to play a dominating role in other
purine bases, especially 6-oxopurines, [17–20,22,28,29,31–34] but was not found
to be energetically favored in case of xanthine. [14] The decay time of 4 ps
and the increase of amplitudes with increasing excitation energy (cf. Ta-
bles 3.6, 3.7 and 3.8, and Fig. 3.8) indicate the existence of a small energy
barrier that has to be overcome during deactivation. The existence of this
contribution is not unreasonable for the anionic species XMP–, since depro-
tonation at the N(3) position leads to a slight weakening of force constants
for all ring vibrations, as it was shown by Gogia et al. with ultraviolet
resonance Raman spectroscopy and DFT calculations. [8]
As for neutral XMP, any significant population of long-lived states can
be ruled out on the basis of the ground state recovery measurement in the
deep UV.
3.5 conclusions
In this work, we investigated the photophysics of xanthosine monophos-
phate at different protonation states of the xanthine moiety and depen-
dent on the excitation wavelength by means of femtosecond time-resolved
transient-absorption and fluorescence up-conversion spectroscopy. Neu-
tral XMP and the deprotonated XMP– exhibit similar results after exci-
tation to the first pipi∗ states. Both species showed relaxation with two
dominating time scales in the range of some 100 fs and ≈ 1 ps. These
have been attributed to a depopulation of the initially populated Franck-
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Condon region in the direction of a conical intersection with the electronic
state via the out-of-plane deformation of the five-membered ring in the
6-oxopurine moiety. The mechanism was theoretically predicted to be pos-
sible for the N(9)H tautomer of xanthine by Yamazaki et al. [14] A minor
contribution decaying with several picoseconds was tentatively ascribed
to a less favored relaxation pathway exhibiting energy barriers, possibly
via the out-of-plane deformation of the six-membered ring, which is ener-
getically not favored in case of xanthine. [14]
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abstract
The electronic deactivation of the 6-oxopurine derivative hypoxanthine,
its nucleoside inosine and the nucleotide inosine monophosphate have
been studied by femtosecond time-resolved spectroscopy after pipi∗ pho-
toexcitation at λ = 260 nm. The development of a highly sensitive parallel
broadband (near-UV/VIS) and single-color (deep-UV) transient absorp-
tion setup enabled us to monitor the excited-state decay and the ground-
state recovery dynamics in one and the same experiment. The measure-
ments revealed similar relaxation behavior, with time constants of τ1 . 0.1
ps, τ2 ≈ 0.21± 0.08 ps and τ3 ≈ 1.8± 0.4 ps, for all three investigated
molecules. The observed dynamics are assumed to take place through a
conical intersection involving an out-of-plane puckering mode of the six-
membered ring similar to guanine.
4.1 introduction
The four natural DNA bases which form the alphabet of the genomic code
of life on Earth stand out for ultrashort excited electronic state lifetimes
owing to highly efficient relaxation mechanisms, by which the energy sup-
plied by a UV photon is rapidly dissipated before chemical reactions in
the photoexcited state can cause serious molecular damage. The specific
deactivation pathways that are responsible for the ensuing high photosta-
bility of the molecules have been elucidated in the past years in some de-
tail in a number of laboratories experimentally by means of femtosecond
time-resolved spectroscopy [1,2] and theoretically by quantum chemical cal-
culations [3,4]. The subtle differences in the dynamics among the natural
DNA bases and their many tautomers and other chemical derivatives (see,
e.g., [3,5–8]) do, however, continue to pose challenging questions.
To gain deeper insight into the correlation between the structural and
photochemical properties of the bases, it may be useful to study related
molecules like the rare RNA bases. One such rare RNA base for which
the electronic deactivation has not yet been reported in the literature to
our knowledge is the 6-oxopurine hypoxanthine (Hyp) with its nucleoside
inosine (Ino) and nucleotide inosine monophosphate (IMP; Scheme 1).
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Hypoxanthine is an intermediate in the purine metabolism and plays a
role as 5′-base of the anticodon in some transfer-RNAs [9]. It is similar to
guanine (Gua), but lacks the exocyclic amino group at the C(2) position.
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Like other nucleobases, it can exist in a variety of tautomeric forms [10–12].
Under normal conditions at room temperature, only the N(1)H-N(9)H and
N(1)H-N(7)H keto tautomers need to be taken into consideration (see
Scheme 1 for the numbering scheme), the respective N(3)H and other
possible tautomeric structures are significantly higher in energy [11,12]. The
N(9)H structure is adopted in the crystal [13], but the N(7)H form appears
to predominate in the gas phase [11,14]. In aqueous solution at room temper-
ature and physiological pH, both tautomers coexist in equilibrium [10,11].
Since this tautomerism is blocked by the sugar moiety in Ino and IMP, a
comparison of the three molecules should reveal any differences in the
photophysical properties between the two Hyp tautomers.
The static UV spectra of Hyp and Ino are given in Figure 4.1. The
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Figure 4.1: Static UV absorption spectra of inosine (Ino) and hypoxanthine (Hyp).
molecules feature a strong absorption maximum at λ ≈ 249 − 250 nm
(Ino, max = 12 400 L mol−1 cm−1, Hyp, max = 10 500 L mol−1 cm−1) with
some variations mainly in the wings to the red. The lower peak absorp-
tion of Hyp and the differences in the wings are attributed to the fact
that its spectrum arises from a superposition of the N(9)H and N(7)H tau-
tomers, whereas Ino consists of a single tautomer. The N(7)H form of Hyp
is supposed to have a slightly red-shifted absorption maximum at λ ≈ 255
nm [10], where the absorption by the N(9)H tautomer drops off sharply (see
Figure 4.1). However, the precise N(9)H/N(7)H ratio for Hyp in water is
not known. The spectrum of IMP in the wavelength range of interest is
practically identical to that of Ino. As common for the purines, the ob-
served first UV absorption bands can be assigned to two closely-spaced
pipi∗ transitions.
The structural similarity of Hyp to Gua suggests that both those purines
may follow similar electronic deactivation pathways. To test this hypothe-
sis, we investigated the dynamics of Hyp, Ino and IMP in aqueous solu-
tion at pH 7 after photoexcitation at λ = 260 nm by means of femtosecond
time-resolved spectroscopy. Judicious measurements of excited-state fluo-
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rescence (ESF) from the prepared optically bright state, transient excited-
state absorptions (ESA) and the ground-state recovery (GSR) allowed us
the develop a comprehensive picture of the ensuing dynamics. The results
reveal deactivation in only ≈ 0.2 ps, ranking the observed radiationless
electronic transformation among the fastest in the sequence of the natural
nucleobases.
4.2 experimental section
materials
Hypoxanthine, inosine (both > 99 % purity) and inosine monophosphate
(> 98 % purity) were purchased from Sigma-Aldrich and used as sup-
plied. The samples were dissolved in aqueous phosphate buffer at pH 7 in
concentrations of ≈ 1.2− 1.5 mM, corresponding to an optical density for
λ = 260 nm at 1 mm pathlength of OD ≈ 1.
All time-resolved measurements were performed in stainless steel flow
cells (l = 1 mm) equipped with 0.2 mm quartz windows and connected
by a peristaltic pump to a 250 mL liquid sample reservoir.
fluorescence up-conversion measurements
Time-resolved fluorescence measurements were carried out using the up-
conversion technique by type I sum frequency generation (SFG) in BBO
with the 775 nm gate pulses from the Ti:Sa laser [7]. Very weak fluorescence
signals (by comparison with all other nucleobases we have measured so
far) were detected in experiments on Ino at λfl = 320− 360 nm. With an
experimental time resolution of ≈ 140 fs, the measurements allowed us to
determine an upper limit for the fluorescence lifetime.
transient absorption measurements
A scheme of the re-designed femtosecond transient absorption spectrome-
ter in our laboratory, which allows for simultaneous broadband (310− 700
nm) and single-color (deep-UV to near-IR) measurements at 1 kHz repeti-
tion rate with detection sensitivities of ∆OD 6 2× 10−5 (broadband) and
6 5× 10−6 (single-color, deep-UV), is given in Figure 4.2. The setup was
developed in collaboration with Entwicklungsbüro G. Stresing (Berlin).
laser source The primary laser source is a regeneratively amplified
Ti:Sa laser (CPA 2001, Clark-MXR) delivering ≈ 950 mW of average power
in pulses of ≈ 150 fs duration (fwhm) at λ = 775 nm and 1 kHz repetition
rate. About 500 mW of the laser output are reflected off a beam splitter
for the transient absorption experiment, ≈ 350 mW of the remaining beam
are used for the fluorescence up-conversion spectrometer, ≈ 100 mW are
left for beam diagnostics and other purposes.
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Figure 4.2: Schematic diagram of the femtosecond transient absorption setup for
simultaneous UV/VIS broadband and deep-UV single-color measure-
ments.
excitation One half of the Ti:Sa light supplied for the absorption ex-
periment is split off to generate the excitation (pump) pulses in a home-
built non-collinear optical parametric amplifier (NOPA #1) equipped with
a prism compressor and an 0.2 mm BBO frequency doubling crystal. Ev-
ery second pump pulse is chopped off to allow for recording background
spectra of the probe pulses. The excitation pulses are then focused into the
sample cell to a diameter of ≈ 250 µm. Pulse-to-pulse energy fluctuations
are monitored by a photodiode (S1227-66BQ, Hamamatsu).
The excitation wavelength in the present experiments was set to λ = 260
nm. The measured bandwidth was ∆λ ≈ 3 nm (fwhm), corresponding to
≈ 1.5 times the transform-limit for the ∆t ≈ 50 fs pulses (assuming Gaus-
sian shapes). The excitation energies were reduced to < 0.35 µJ/pulse to
keep interfering coherent signals resulting from the cell windows and sol-
vent (water) and transient background signals due to multiphoton absorp-
tion and ionization of the solvent under control. Under the experimental
conditions (e.g., c0 = 1.5 mM, l = 1 mm, 260nm = 7400 L mol−1 cm−1),
the calculated fraction of photoexcited molecules by each pump laser pulse
in the irradiated sample volume (≈ 0.05 µL) in the flow cell is about 1.0
%/pulse.
Accumulation of photoproducts was ruled out by exchanging the sam-
ple volume in the flow cell between every laser shot. At the 500 Hz effective
duty cycle (because every second pump pulse is blocked), the total fraction
of laser-excited molecules in the 250 mL solution in the sample reservoir
during a 3 h experimental run remained < 1 %.
broadband detection Broadband detection pulses are obtained by
supercontinuum generation in CaF2, for which ≈ 10 % of the Ti:Sa light
were reserved. The white-light pulses are split into probe and reference
by using the front and back reflections from a thin glass plate and fo-
cused to a diameter of ≈ 150 µm into the sample cell, where the probe
is overlapped with the pump, while the reference is sent through an un-
excited spot. The transmitted probe and reference beams are recollimated,
realigned from horizontal to vertical to each other by a 90◦ periscope, dis-
persed in a prism spectrograph, and focused onto two full frame transfer
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(FFT) back-thinned CCD cameras (S7030-0906, Hamamatsu) with 512× 64
pixels (12.3× 1.4 mm2 area). Both camera chips are read out synchronized
with the Ti:Sa laser pulses at 1 kHz in FFT mode using a custom-designed
controller board (Entwicklungsbüro G. Stresing) connected to a desktop
computer (PC) for data acquisition and storage. The 2 × 512 CCD cam-
era output bins occupy 1024 data channels of the 1200 available channels
of the acquisition board. The 176 remaining channels are partly used for
trigger and synchronization signals and for the single-color absorption ex-
periment.
single-color detection The remaining ≈ 175 mW of Ti:Sa light
generate the wavelength-tunable single-color probe pulses for detection in
the deep-UV in a second NOPA (#2) similar to the first one. After attenua-
tion and splitting into probe and reference by taking the reflections from a
thin glass plate, both pulses are focused into the sample cell to ≈ 150 µm
diameter. As before, only the probe spatially overlaps with the pump. The
transmitted probe and reference energies are monitored by two matched
slow photodiodes (S1227-66BQ, Hamamatsu), which are read out using
differential signaling by two preamplifiers to reduce noise due to electro-
magnetic interference. The photodiode background and peak signals are
then transferred to the PC, together with the signals from the photodiode
monitoring the excitation pulses, by feeding them by the controller board
into the reserved free channels in the data stream.
data acquisition and background subtraction The experi-
mental data acquisition is controlled by the PC using LabView software.
The delay times of the supercontinuum and single-color detection pulses
are set using computer-controlled translation stages (M-531.DG and M-
511.DG, Physik Instrumente). A shot-by-shot pulse discrimination routine
implemented in the LabView software is applied for noise reduction, and
pulse-to-pulse fluctuations of the excitation energy are corrected for if de-
sired by signal normalization.
At each delay step in the present experiments, the data were averaged
over 15 000 single-pulse measurements (30 s). Coherent artifacts resulting
from the sample cell windows and the solvent like cross-phase modulation
(XPM, [15–17]), stimulated Raman scattering (SRS), as well as background
from multiphoton ionization (MPI) of water and solvated electron absorp-
tion (SEA) were taken into account by recording a background transient
absorption map for the pure solvent before each sample measurement and
subtracting the background from the sample data [15,18]. An appropriate
scaling factor for the background allowing for the decrease of multipho-
ton excitation caused by the sample absorption was determined from the
SEA contribution at long times (10−100 ps), where all interesting transient
molecular absorptions had decayed to zero [18].
Absorption-time profiles at selected wavelengths were extracted from
the recorded two-dimensional spectro-temporal broadband transient ab-
sorption maps for further analysis by non-linear least squares fitting using
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Mathematica software [19]. The experimental curves were spectrally av-
eraged over ∆λ ≈ 5 nm. The width of the instrument response function
(IRF) determined by deconvolution was between 90 and 150 fs (Gaussian
fwhm, broadband detection), corresponding to an optimal experimental
time resolution of ∆t ≈ 40− 50 fs.
Considering the single-color measurements in the deep-UV, the IRF
width of ≈ 200 fs should allow for a time resolution of ∆t ≈ 80− 100 fs.
However, a rather large coherent peak arising from the quartz windows of
the sample cell obscured the initial molecular signal. Although the coher-
ent artifact can be subtracted from the experimental data, the molecular
absorption contributions in the first 100− 200 fs are effectively lost. The
temporal evolution thereafter is not affected.
4.3 results
time-resolved fluorescence measurements
Time-resolved fluorescence (ESF) measurements carried out on inosine
in dilute solution in water provide information on the fate of the opti-
cally bright excited states of the molecules. A typical experimental trace is
shown in Figure 4.3. Temporal profiles at other fluorescence wavelengths
between 320 and 360 nm looked similar. As can be seen, the fluorescence of
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Figure 4.3: Fluorescence-time profiles of Ino at λfl = 320 nm after excitation at
λ = 260 nm. Open circles: experimental data, solid black line: best fit to
the data curve, gray lines: individual fluorescence decay components.
Ino decays faster than the time resolution of the up-conversion setup. Mea-
surements for Hyp or IMP were therefore omitted. Fits to the data using
a sum of two exponentials convoluted with the IRF could determine only
an upper limit for the fluorescence lifetime (τfl1 6 0.1 ps). The short life-
time hints at an ultrafast departure of the optically prepared wavepacket
from the Franck-Condon (FC) region of the pipi∗ excited electronic state
faster than the experimental time resolution. The added minor (≈ 10%)
second fluorescence decay component with τfl2 = 0.18± 0.06 ps improved
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the quality of the fit only marginally (cf. Figure 4.3). The value of τfl2 is
comparable with the excited-state lifetime determined by the transient ab-
sorption measurements below.
transient excited-state absorption measurements
The recorded spectro-temporal absorption maps arising by UV photoexci-
tation of Hyp, Ino and IMP were found to be virtually identical within ex-
perimental errors. The measurements are illustrated in Figure 4.4 by tran-
sient spectra for Ino taken at different delay times. The detected very broad
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Figure 4.4: Measured transient spectra for Ino after excitation at λ = 260 nm at
different delay times from ∆t = −0.3 ps (black) to +1.0 ps (gray).
ESA can be seen to extend over the entire spectral range from λ ≈ 320−660
nm and decay very rapidly in only some few hundred femtoseconds. As
for other purines, one may distinguish two overlapping bands, one rang-
ing from λ ≈ 320 − 400 nm and one from λ ≈ 400 − 660 nm, but this
distinction is less clear than usually, as the transient features appear to
blend within ∆t ≈ 200− 300 fs.
The ensuing dynamics were quantitatively evaluated by least-squares
fit analyses of the experimental absorption-time profiles. Two representa-
tive data curves for inosine, at λ = 500 nm and at λ = 340 nm for the
two main ESA regions, together with the respective best-fit curves convo-
luted with the IRF are displayed in Figure 4.5. The ESA time profile at the
first wavelength (Figure 4.5a) is nicely described by a single exponential
with lifetime τ2 = 0.23± 0.03 ps (the fit parameters τi are numbered in
increasing order) convoluted with the IRF. The data at the second wave-
length (Figure 4.5b) require two components for satisfactory fitting. The
unresolved fast initial peak (with formal τ . 0.05 ps) is in part likely an
ESA counterpart of the ultrafast (τfl1 6 0.1 ps) main fluorescence decay
component, but it cannot be ruled out that it may also be an artifact from
incomplete subtraction of the XPM and water MPI signal. The slower com-
ponent (described by a decay constant τ′2 = 0.34± 0.08 ps in this case) is
well determined.
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Figure 4.5: Typical absorption-time profiles for Ino (c0 = 1.5 mM) after pho-
toexcitation at λ = 260 nm at two selected probe wavelengths. Open
circles: data points, solid black lines: fitted overall ESA decay curves,
gray lines: individual decay components. The small kink at ∆t ≈ 0.2
ps in the lower panel is an artifact due to incomplete subtraction of
the coherent XPM and water MPI signals.
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The results of the subsequent analyses of the ESA time profiles for Hyp,
Ino and IMP at 13 probe wavelengths in the experimental range are dis-
played in Figure 4.6. Taking the average for the three molecules at wave-
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Figure 4.6: Plot of the fitted ESA decay times for Hyp, Ino and IMP vs. probe
wavelength.
lengths > 370 nm yields a mean excited-state lifetime (with 2σ error limits)
of
τ2 = 0.21± 0.08 ps.
Towards the UV, the fitted transient absorption decay times increase slowly
to τ′2 ≈ 0.46± 0.10 ps (λ = 325 nm). At those wavelengths, weak longer-
lived contributions due to hot ground state absorption (HGSA, see below)
may start to interfere.
ground-state recovery measurements
The recovery of the population in the electronic ground state by the ra-
diationless relaxation of the excited state was monitored by single-color
absorption measurements at selected discrete probe wavelengths in the
deep UV. Two representative time profiles for Ino which were taken at
λ = 275 and 242 nm are given in Figure 4.7. At those probe wavelengths,
the measurements show a superposition of the transient absorption by the
initially vibrationally “hot” (highly internally excited) molecules in the
electronic ground state (HGSA) after the ultrafast internal conversion (IC)
step and the refilling of the ground-state bleach (GSB) signal by the subse-
quent vibrational cooling (i.e., the ground-state recovery, GSR) in addition
to possible ESA contributions. As noted in Section 4.2, fast initial coher-
ent artifacts arising from the cell windows were subtracted from the data,
weak molecular transients in the first 100− 200 fs are therefore lost in these
GSR measurements.
At λ = 275 nm (Figure 4.7a), the molecules are probed at longer wave-
length (lower energy) than the applied excitation wavelength (260 nm).
The absorption from the S0 state at this probe wavelength is in the red
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Figure 4.7: Typical absorption-time profiles for Ino at concentrations of c0 = 1.0
mM after photoexcitation at λ = 260 nm at two discrete UV probe
wavelengths together with the respective best-fit curves. The fast ini-
tial coherent artifacts from the cell windows have been subtracted
from the displayed curves. The absolute absorptions in the two panels
cannot be compared due to different focussing conditions and spatial
overlaps between the probe and pump beams.
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wing of the main band (cf. Figure 4.1), the expected GSB signal (negative
∆OD) is therefore relatively weak. The observed absorption-time profile
shows positive ∆OD and is much longer-lived than the ESA in the VIS
spectral range. As can be seen, the time profile exhibits an initial rise,
which reflects the expected increase of HGSA (and depletion of GSB) and
can be modeled using an exponential with rise time τ′2 = 0.4± 0.2 ps with
relatively large error margins, and a subsequent slower decay with a well
determined time constant of τ3 = 1.6± 0.4 ps. The rise time is somewhat
longer, but comparable in magnitude to the excited-state lifetime τ2 found
above. The observed amplitude of the negative component corresponds
well with the estimated GSB amplitude (∆OD ≈ −0.004) for the calculated
fraction of photoexcited molecules (≈ 0.9% for the experiment in Figure
4.7a).
At shorter probe wavelengths relative to the excitation wavelength (e.g.,
λ = 242 nm, Figure 4.7b), the measured transients show distinctive ground
state bleach (GSB) signals, which are subsequently refilled by slower relax-
ation processes. The data in Figure 4.7b could be nicely modeled using two
exponentials with time constants of τ′2 = 0.4± 0.2 ps and τ3 ≈ 1.6± 0.4
ps, which are identical within experimental errors with those obtained
at λ = 275 nm above. The observed smaller-than-estimated GSB ampli-
tude (∆OD ≈ −0.003 vs. −0.014) based on the calculated photoexcitation
yield is explained by practical experimental difficulties and uncertainties
pertaining to the precise beam focus diameters and positions and the ef-
fective spatial pump-probe overlap. The faster component (τ′2) is positive
and mirrors the excited-state decay via IC, by which the photoexcited mo-
lecules return to the ground state. The slower time constant (τ3) is quite
fast for a vibrational cooling process (see Section 4.4). However, analogous
measurements for Hyp and IMP gave very similar results. Taking again an
average gave a time constant describing the GSR of
τ3 = 1.8± 0.4 ps.
4.4 discussion
The experimental results described in the preceding section provide rather
detailed insight into the radiationless electronic relaxation dynamics of
the RNA base hypoxanthine and its nucleoside and nucleotide in the pipi∗
photoexcited state in solution under near-physiological conditions. Allto-
gether, the measurements revealed dynamics described by three time con-
stants:
τ1 6 0.10 ps,
τ2 = 0.21± 0.08 ps,
τ3 = 1.80± 0.40 ps.
Little differences were found between the investigated molecules Hyp, Ino
and IMP. Thus, it is reasonable to assume that the observed dynamics
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are associated with the hypoxanthine chromophore and governed by its
distinctive properties, the ribose and phosphate groups do not seem to
play large roles in this context. Further, since the free base Hyp itself is
present in water in a mixture of the N(9)H and N(7)H tautomeric forms in
equilibrium, while Ino and IMP exist in single forms, the results imply that
the electronic deactivation dynamics of the two tautomers of Hyp must be
similar. The picture for Hyp thus appears to differ from that for adenine
(Ade), where the N(9)H tautomer has an excited state lifetime of ≈ 0.3
ps, whereas the N(7)H form existing in equilibrium has a lifetime of ≈ 8
ps [20].
Judged from the experimental upper limit for the fluorescence lifetime
for Ino, the obtained time constant τ1 refers to the lifetime of the optically
bright state of the molecules in the FC region of the excited state. This life-
time is significantly shorter (6 0.10 ps) than for other nucleobases which
we have studied in the past (e.g., [20,21]). This finding hints at an extraordi-
narily fast departure of the wavepacket from the FC range, most likely due
to a steep potential energy gradient, faster than the time resolution of the
up-conversion experiment. The fast initial contribution (with τ . 0.05 ps)
in the transient absorption profiles at λ < 400 nm (cf. Figure 4.5b) appears
to reflect the fluorescence result. Unfortunately, however, the interfering
coherent contributions around ∆t ≈ 0 do not allow us to elucidate the sub-
100 fs dynamics from the transient absorption measurements with more
certainty.
Time constant τ2 is clearly assigned to the lifetime of the excited elec-
tronic state with respect to the internal conversion to the S0 ground state.
The fast radiationless electronic deactivation of the excited state described
by τ2 is evident by the decay of the transient excited-state absorption (ESA)
signals in the broadband UV/VIS detection range (λ = 320− 660 nm) and
assumed to proceed through a conical intersection (CI) on a direct and
barrierless pathway. The quoted τ2 value refers to the average for probe
wavelengths λ > 370 nm (cf. Figure 4.6). At shorter wavelengths, the exper-
imental absorption decay times were found to increase slowly to ≈ 0.46 ps
(λ = 325 nm). This is most likely the result of a contributing near-UV ab-
sorption by the vibrationally highly excited molecules in the S0 state after
the IC step (i.e., HGSA), with which the ESA in the near-UV would overlap.
A slower decay of the ESA bands at shorter probe wavelengths could also
arise as consequence of the downhill sliding motion of the wavepacket on
the excited-state potential energy surface (PES) en route to the CI. In that
case, the “true” excited electronic state lifetime of the molecules would be
closer to ≈ 0.4− 0.5 ps rather than 0.21 ps. The downhill wavepacket mo-
tion should be accompanied by a temporal blue-shift of the ESA. Inspect-
ing the transient spectra shown in Figure 4.4, one can indeed see some
evidence for a shift of the broad main absorption maximum in ∆t ≈ 0.5
ps from λ ≈ 525 to ≈ 475 nm, but the decreasing signal-to-noise ratio with
increasing time delay barely suffices for this conclusion. The fluorescence-
time profiles for Ino exhibit a weak component with a lifetime of ≈ 0.18 ps,
which is consistent with the above ESA decay time of τ2 = 0.21 ps within
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the error limits. After ∆t ≈ 0.4 ps, on the other hand, the time profiles
at λ = 275 nm (cf. Figure 4.7a), which are further discussed below, quite
clearly demonstrate that the wavepacket has landed on the S0 PES. Sum-
marizing the experimental observations within the first ≈ 0.2− 0.4 ps, the
different results thus reflect different stages of the radiationless electronic
transition en route from the optically excited state in the FC region via the
CI region to the S0 state.
Last but not least, time constant τ3 describes the recovery of the ini-
tial population in the electronic ground state (GSR) after the molecules
have passed the photochemical funnel created by the CI. The dynamics
are revealed by the appearance und decay of the HGSA signal measured
at λ = 275 nm and by the recovery of the ground state bleach (GSB) sig-
nal measured at λ = 242 nm (Figure 4.7). Possible ESA contributions to
the time profiles at those wavelengths must be small, and should rapidly
decay due to the short excited-state lifetime (τ2). As demonstrated by the
data, the molecular absorption levels before the excitation pulse are fully
recovered. Thus, since τ3 describes the final step according to experimen-
tal evidence, it defines an overall relaxation time for the excited molecules.
Compared with previously investigated other nucleobases, this relaxation
time (τ3 = 1.8 ps) is very short indeed. Considering the underlying physi-
cal mechanisms, the radiationless electronic transformation of the photoex-
cited molecules goes along with the conversion of the entire electronic en-
ergy (≈ 38 500 cm−1) to vibrational energy of the molecules in the S0 state
in just ≈ 0.21 ps (τ2). This huge amount of vibrational energy then has
to be dissipated through efficient vibrational relaxation by the surround-
ing solvent (water). Vibrational relaxation rates in liquids usually depend
on the spectral density of the low frequency modes of the solvent and
on the coupling between the low frequency modes of the chromophore
and the solvent [22,23]. For some photochromic dyes in organic solvents, we
have previously found typical vibrational cooling times of 5− 10 ps [24,25].
Considering nucleobases in water, however, the strong hydrogen bond-
ing networks promote much faster vibrational relaxation, and even sub-
picosecond dynamics have been observed [26]. The networks may facilitate
transfer of larger quanta of energy. Hence, the value τ3 is on the fast side,
but not unreasonable. Obviously, the absorption measurements in the UV
can offer only a glimpse at the vibrational relaxation in the S0 state. They
detect vibrational relaxation only indirectly through the effect on UV band
shape and intensity, depend on unknown FC factors among other details
and cannot say anything about the involved vibrational modes.
The structural similarity of hypoxanthine to guanine (Gua) suggests that
both purine bases follow similar electronic deactivation pathways. A ten-
tative relaxation scheme for Hyp guided by the information for Gua but
slightly modified to account for the present experimental results is found
in Figure 4.8.
The dynamics of guanosine monophosphate (GMP) in aqueous solution
have recently been investigated in some detail [27,28]. The experimental data
revealed a barrierless or almost barrierless relaxation pathway connecting
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Figure 4.8: Proposed relaxation scheme for Hyp, Ino and IMP in the first excited
pipi∗ state.
the excited pipi∗ (La) state via a CI with the electronic ground state. The
transient absorption data of Karunakaran et al. are governed by two time
constants, τ1 = 0.22 ps and τ2 = 0.9 ps [27], which indicates some slower
dynamics than in our case. The values were ascribed to a fast relaxation to
a shallow minimum or planar region on the PES and to the subsequent in-
ternal conversion to the electronic ground state, respectively. The reported
vibrational cooling time for GMP is τ3 = 2.5 ps. The fluorescence mea-
surements of Miannay et al. gave similar results, but required three time
constants (0.16, 0.67 and 2.0 ps) for satisfactory fitting [28]. Quantum chem-
ical predictions for Gua [29–35] hint at a relaxation coordinate involving a
similar out-of-plane deformation of the six-membered ring as has been
found for adenine [36–41], but with a shallow minimum or planar region on
the excited PES that slows the wavepacket down before it reaches the CI
region.
For Hyp, Ino and IMP, we have observed a significantly faster internal
conversion than reported for GMP. This indicates that the PES of Hyp in
the excited state does not have a similar minimum or planar region as Gua.
Figure 4.8 therefore shows a monotonically decreasing relaxation pathway.
It appears that the absence of a larger substituent at the C(2) position of the
six-membered ring allows for a faster electronic deactivation, presumably
due to a lack of a plateau-like region or negligible energy barrier on the
PES en route to the CI region, whereas a substituent like the amino group
of Gua hinders the direct motion of the wavepacket towards the CI.
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4.5 conclusion
In conclusion, we have presented a study of the photodynamics of the
6-oxopurine hypoxanthine, its nucleoside inosine and its nucleotide ino-
sine monophosphate by means of femtosecond-time resolved absorption
and fluorescence spectroscopy. To monitor the excited-state dynamics and
the ground-state recovery dynamics, a transient absorption setup has been
developed that allows for simultaneous broadband (UV/VIS) and single-
color (deep-UV) detections. Applying a shot-by-shot analysis to the re-
corded signals, the apparatus reaches detection sensitivities of ∆OD 6
2× 10−5 (broadband) and 6 5× 10−6 (single color). The transient absorp-
tion measurements revealed similar electronic relaxation behavior for all
three investigated molecules, which indicates that the deactivation path-
ways are specific to the hypoxanthine chromophore. From the observed
excited-state absorption decay profiles, the excited pipi∗ electronic state has
a lifetime of τ = 0.21 ps. Subsequent relaxation of the vibrationally hot S0
molecules resulting from the radiationless internal conversion leads to a
recovery of the ground state with τ = 1.8 ps. The deactivation mechanisms
are expected to resemble those of Gua and Ade.
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abstract
The structural properties and ultrafast electronic deactivation dynamics of
the inosine dimer in CHCl3 have been investigated by two-dimensional 1H
NMR and static FTIR spectroscopy and by femtosecond time-resolved tran-
sient absorption spectroscopy, respectively. The 1H NMR and IR spectra
show the formation of a well-defined, symmetric dimer with an associa-
tion equilibrium constant of KI·I = 690± 100 M−1. The excited-state dy-
namics after photoexcitation at λpump = 260 nm monitored by ultrafast ab-
sorption spectroscopy show great similarity with those of the monomer in-
osine in aqueous solution and are governed by a decay time of τ = 90± 10
fs, which is one of the shortest electronic lifetime of all nucleobases and
nucleobase dimers studied so far. On the basis of these observations, the
inosine dimer is expected to follow a similar relaxation pathway as the
monomer, involving an out-of-plane deformation of the six-membered
ring. The importance of the C(2) position for the electronic deactivation
of hypoxanthine and guanine is discussed. The straightforward results ob-
tained for the inosine dimer qualifies it as an excellent test case for more
complicated systems such as the G·C and the A·T base pairs.
5.1 introduction
The structure and excited electronic state dynamics of the dimer of the rare
nucleoside hypoxanthine (Hyp) is of special interest for two reasons: First,
the conversion of adenine to hypoxanthine in DNA may lead to a mutation
of an A·T to a G·C base pair [1,2] since Hyp strongly favours base pairing
with cytidine (C) compared to thymine (T), adenine (A) or guanine (G) and
consequently pairs with C during DNA replication process. [1,3–9] The con-
version of A to Hyp can occur via spontaneous hydrolytic deamination [10]
or under oxidative stress, for example induced by cigarette smoke. [11,12]
Recently, a defective purine nucleotide metabolism was found to be an-
other reason for the incorporation of Hyp into DNA. [13] Related repair
mechanisms regarding these mutations have been reviewed by Kow [7] and
Ohtsuka. [14] Furthermore, the duplex stability may be reduced upon in-
corporation of Hyp. [4,15–17] Deeper insight into the dynamics of H-bonded
base pairs containing hypoxanthine might help shed light on the relevant
mechanisms at a molecular level.
A second reason for interest in the dynamics of the hypoxanthine dimer
lies in the close structural similarity of hypoxanthine and guanine. The
investigation of the excited-state dynamics of Hyp has recently been used
to explore the influence of the exocyclic amino group on the electronic
deactivation of G. [18–20] The results showed a strong acceleration of the
excited-state dynamics in Hyp compared to G, which was attributed to an
unrestrained, direct decay to the S0 ground state via the out-of-plane de-
formation of the six-membered ring involving the C(2) atom in the absence
of the amino group.
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In this study, the focus is on the influence of hydrogen bonding on the
electronic deactivation of purine nucleobases. The hypoxanthine dimer is
a useful tool in a systematic investigation of this question because it forms
a stable, well-defined dimer in aprotic solvents as is shown in Fig. 5.1.
This dimer is accessible for static and time-resolved measurements in a
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Figure 5.1: Structure of the inosine dimer in CHCl3. R is a 2 ′,3 ′,5 ′-TBDMS pro-
tected ribosyl residue.
solution of the 2 ′,3 ′,5 ′-TBDMS-protected nucleoside inosine (referred to in
the following as I(TBDMS)3, or simply as inosine or I where obvious from
the context) in aprotic solvents such as chloroform, where the formation
of H-bonded species is favoured. The relative simplicity of the I·I dimer
thus qualifies it as excellent reference for comparison with the electronic
deactivation mechanism in the G·C dimer, which is still controversially
discussed. [21–29]
In the following, the structure of the I·I dimer is determined by NMR
and FTIR spectroscopy. The association equilibrium constant KI·I is de-
rived by an analysis of the concentration dependence of the IR bands. The
electronic deactivation dynamics are investigated using femtosecond time-
resolved transient absorption spectroscopy. The results are discussed in
context of the dynamics of the monomer and other H-bonded complexes.
5.2 experimental section
materials and static spectra
2 ′,3 ′,5 ′-O-(tert-Butyldimethylsilyl)-inosine was synthesized by following
the protocols of Ogilvie [30] and Hupp et al. [31] Anhydrous CHCl3 stabi-
lized with amylene was purchased from Sigma-Aldrich and dried over
molecular sieves to remove residual water. All solutions were prepared in
a box purged with dry air to avoid exposure to atmospheric water vapour
as well as possible. The solvent and sample purity were checked with
NMR, FTIR and UV/VIS absorption spectroscopy. Two-dimensional (2D)
NMR spectra of the I(TBDMS)3 solutions were taken in CDCl3 on a Bruker
AV-600 spectrometer, and temperature-dependent one-dimensional (1D)
1H NMR spectra were recorded on a Bruker AV-200 spectrometer.
The association equilibrium of I in CHCl3 was investigated as described
previously. [25,27] FTIR spectra were taken in the concentration range 2 mM
6 c0 6 40mM (with c0 being the initial inosine concentration) on a Bruker
IFS 66v spectrometer purged with N2 using dry CHCl3 as the background.
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UV/VIS absorption spectra were taken on a Shimadzu UV-2401 desktop
spectrometer at room temperature.
transient absorption measurements
Femtosecond time-resolved measurements were performed with a tran-
sient absorption spectrometer for simultaneous single-colour and broad-
band detection. [18] The samples were excited by laser pulses at λpump =
260 nm generated in a home-built non-collinear optical parametric ampli-
fier (NOPA). Single-colour detection was performed with pulses at λprobe =
244 nm from a second NOPA, which were split into probe and reference
pulses and detected with a pair of matched photodiodes. Broadband probe
pulses were generated via supercontinuum generation in CaF2, separated
again into probe and reference and detected with two FFT-CCD cameras.
The sample solutions were pumped through a flow cell for all transient
absorption measurements to avoid accumulation of photoproducts. The
background signal induced by cross-phase modulation and multi-photon
absorption of CHCl3 was kept as low as possible by working at an optical
pathlength of 0.1 mm. The initial inosine concentrations were adjusted to
values of c0 = 2.8 mM and c0 = 14 mM, corresponding to optical densities
at λ = 260 nm of OD = 0.2 and 1.0, respectively, as approximate upper and
lower limits for the experiments. All measurements were repeated three
times. The time resolutions were of the order of ∆t ≈ 40 fs (broadband
measurements at λprobe = 320 − 700 nm) and ∆t ≈ 80 fs (single-colour
measurements at λprobe = 244 nm).
results
structural characterisation
The structural characterisation of the I(TBDMS)3 aggregates in CHCl3 was
carried out via NMR spectroscopy. 2D NOESY and COSY spectra mea-
sured at room temperature were used to check the geometry and con-
nectivity of the inosine dimer. 1D 1H NMR spectra were recorded in the
temperature range 210 K 6 T 6 300 K at an initial concentration of c0 = 10
mM. The results agree with those obtained by Hupp et al. [31] for inosine
in a CDClF2/CDF3 mixture at 123 K and confirm the symmetric dimer
structure given in Fig. 5.1.
The association equilibrium was investigated by FTIR spectroscopy. A
typical IR spectrum of I(TBDMS)3 at c0 = 10mM in CHCl3 is shown in Fig.
5.2. Based on the observed concentration dependence, the slightly asym-
metric band at 3385 cm−1 is immediately attributed to the N−H stretching
mode of the imino group in the monomer. On the other hand, the broad
feature at ω 6 3400 cm−1 originates from the N−H· · ·O stretching mode
of the dimer, overlaid with Fermi resonances and couplings with lower-
frequency modes, as has been discussed earlier for other H-bonded nucle-
obase dimers. [27,32,33] The intensities of the observed IR bands are roughly
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Figure 5.2: FTIR spectrum of I(TBDMS)3 in CHCl3 measured at an initial concen-
tration of c0 = 10 mM. Dotted curves indicate the contributions of
the monomeric inosine molecules, and dashed curves indicate dimer
bands. The thin solid grey line represents the overall fit that was used
for the determination of the degree of association β.
three times lower compared to other aggregates such as G·C in CHCl3,
since inosine possesses no NH2 group. This and the limited solubility of
I(TBDMS)3 reduced the concentration range for reliable IR measurements
to 2 mM 6 c0 6 40 mM.
For a global data analysis, the sums of Gaussian shaped bands (cf. Fig.
5.2) were used for the description of the monomer and dimer contribu-
tions to the spectra M(ω) and D(ω), respectively. [27] These two spectral
functions were globally fitted to all spectra using the overall model func-
tion
eff(ω) = (1−β)M(ω) + (β/2)D(ω)
with the degree of association
β =
c0 − cM
c0
=
2 cD
c0
,
where cM and cD, respectively, denote the actual monomer and dimer con-
centrations (cM + 2cD = c0). All fit parameters describing the contributing
IR bands were free-floating. The plot of β versus log c0 is shown in Fig. 5.3.
The association equilibrium constant KI·I at T = 298 K was then derived
via the relation
KI·I =
cD
(cM)2
=
β
2c0(1−β)2
,
which gave a value of
KI·I = 690± 100 M−1.
The static UV/VIS absorption spectra of inosine in CHCl3 and in buffered
aqueous solution at pH 7 are given in Fig. 5.4. They consist of two strongly
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Figure 5.3: Degrees of association β vs. log(c0) for the inosine dimer in CHCl3
from the global fitting of the FTIR spectra in the concentration range 2
mM 6 c0 6 40 mM. The dashed vertical lines indicate the two concen-
trations used in the time-resolved transient absorption measurements.
overlapping absorption bands attributed to the two energetically nearly de-
generate pipi∗ transitions that are known to be existent in the purine bases
and have been calculated for hypoxanthine and inosine. [20] Compared to
the spectrum in water at pH 7, the energetically higher pipi∗ band around
λ = 250 nm exhibits a slightly more pronounced structure near the maxi-
mum in CHCl3, while the band around λ = 275 nm is slightly red-shifted.
transient absorption measurements
The results of the broadband transient absorption measurements after pho-
toexcitation at λpump = 260 nm are depicted in Fig. 5.5 as two-dimensional
maps of the transient absorption changes (∆OD) as function of wavelength
and time delay. The data were taken at inosine concentrations of c0 = 2.8
and 14 mM, corresponding to β ≈ 0.60 and 0.80, respectively. Both maps
show essentially the same spectro-temporal behaviour: the broad excited-
state absorption (ESA) in the visible spectrum features no obvious maxi-
mum, is strongly overlapping with the band in the UV, and decays within
< 200 fs. The more intense absorption in the UV exhibits a maximum
at λ ≈ 370 nm and decays within the first picosecond, during which a
slight blue-shift of the maximum is visible. This can also be seen in Fig.
5.6, which displays transient spectra for both concentrations at two delay
times.
The temporal dynamics given in the 2D absorption maps were evalu-
ated by a non-linear least squares fitting analysis of the absorption-time
profiles at both experimental concentrations. Exemplary data curves at
two selected probe wavelengths, λprobe = 500 nm and 370 nm, together
with the respective best-fit curves are given in Fig. 5.7. As illustrated ex-
emplarily for λprobe = 500 nm, all time profiles in the wavelength range 700
nm 6 λprobe 6 430 nm could be nicely modeled using a single exponen-
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Figure 5.4: Static UV/VIS absorption spectra of I(TBDMS)3 in CHCl3 (black) and
I in water at pH 7 (grey).
tial decay function. Towards shorter wavelengths (e.g. λprobe = 370 nm),
a minor additional second component with a slower decay time had to
be taken into account. Taking the experimental data at ten selected wave-
lengths distributed over the probe spectrum, a global evaluation subse-
quently yielded an ultrashort lifetime of
τ1 = 90± 10 fs
determining the ESA decay dynamics across the entire probe wavelength
spectrum. The minor second decay component at near-UV probe wave-
lengths was accounted for by time constant values from τ2 = 0.20± 0.09
ps at λprobe = 420 nm increasing to τ2 = 0.58± 0.04 ps at λprobe = 340 nm.
Importantly, the results showed that there is no significant difference be-
tween the dynamics at the two experimental concentrations. The observed
behaviour will be discussed below.
The single-colour measurement at λprobe = 244 nm yielded time profiles,
shown in Fig. 5.7, which reflect the time scale for vibrational cooling of the
‘hot’ S0 molecules returned to the electronic ground state. The obtained
ground-state recovery time found for both concentrations is identical and
with τ3 = 9.4± 1.0 ps much slower than the above excited-state depopula-
tion time.
5.3 discussion
The combined experimental results concerning the structural characterisa-
tion and the time-resolved transient absorption measurements described
in the preceding section provide a firm basis for the discussion of the
excited-state dynamics of the H-bonded inosine dimer in CHCl3.
First, the combination of 1H NMR spectroscopy on the basis of the in-
vestigation of Hupp et al. [31] and IR absorption spectroscopy revealed a
simple and symmetric structure for the investigated dimer (cf. Fig. 5.1).
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Figure 5.5: Two-dimensional maps of the transient absorption changes ∆OD after
excitation of I(TBDMS)3 in CHCl3 at concentrations of c0 = 2.8 mM
(left) and c0 = 14 mM (right), corresponding to β values of 0.60 and
0.80, respectively.
The recorded NMR data for I in CHCl3 as a solvent were in full agreement
with the reported ones [31] in CD2Cl2. It is emphasized that the observed
well-determined structure distinguishes the inosine dimer from other H-
bonded nucleoside dimers such as G·G or A·A, which may coexist in a
variety of intensely debated isomeric forms and may also easily form even
larger aggregates. [27,32–36] The association constant of KI·I = 690± 100 M−1
in CHCl3 from the present FTIR spectra is of comparable magnitude to the
estimated value of 400 M−1 of Kyogoku et al. for 2,3-benzylidine-5’-trityl-
inosine in CHCl3. [3] The association constant of 200±10M−1 in CD2Cl2 [31]
is also in reasonable agreement, since the latter solvent is more polar with
a dipole moment of 1.6 D compared to 1.01 D for CHCl3. [37] A similar be-
haviour has already been observed for the increasing self-aggregation of
cytidine with decreasing solvent polarity in CHCl3, CCl4 and n-hexane. [38]
Second, the femtosecond time-resolved broadband absorption maps fea-
ture two spectral characteristics, a broad and unstructured band in the vis-
ible range and a distinct band in the UV. In a previous study, [18] we inves-
tigated the molecular dynamics of hypoxanthine and inosine monomers
in buffered aqueous solution after excitation at λpump = 260 nm. The tran-
sient spectra in CHCl3 are quite similar to those found for inosine in H2O.
A difference is the enhancement of the transient absorption band in the
UV. A similar behaviour, though not as pronounced as for inosine, was
found for other H-bonded purine base aggregates in solvents like CHCl3
and n-hexane. [28,36,39]
The analysis of the transient absorption data yielded an ESA decay time
of
τ1 = 90± 10 fs
at all probe wavelengths. In the VIS region, in fact, the absorption-time
profiles showed single-exponential behaviour with τ1 as sole relevant de-
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Figure 5.6: Normalized transient ESA spectra at two selected delay times for c0 =
2.8mM (black) and c0 = 14mM (grey). The spectra were taken at ∆t =
0.25 ps (solid lines) and ∆t = 0.42 ps (dashed lines) after excitation.
cay parameter. The lifetime of τ1 = 90 fs is therefore directly assignable
to the ultrafast deactivation of the optically bright pipi∗ excited electronic
state(s). Given the efficient association (β = 0.60− 0.80), it refers predomi-
nantly to the H-bonded inosine dimer with some corresponding monomer
contribution.
The minor second component (τ2) required to describe the absorption-
time profiles at near-UV probe wavelengths, which was found to increase
in value from ≈ 0.20 ps at λprobe = 420 nm to ≈ 0.58 ps at 340 nm, is
attributed to electronic absorption by highly vibrationally excited S0 mo-
lecules, as is known from measurements of other purine bases in aqueous
solution. [39,40] The ensuing vibrational cooling of the molecules in a non-
equilibrium distribution in the S0 state cannot be expected to be described
by a single fixed time constant. The apparent increase of τ2 with decreas-
ing probe wavelength and the slight blue-shift of the absorption maximum
in the UV (cf. Fig. 5.6) support the above assignment. A more detailed
understanding of the underlying dynamics would require a very careful
analysis of the hot ground state absorption-time profiles in the probe wave-
length range 260 nm 6 λprobe 6 320 nm. This task has been outside the
scope of the present study of the excited electronic state dynamics, but
may form a subject of future work.
Third in this context, the time constant τ3 = 9.4 ± 1.0 ps found at
λprobe = 244 nm reflects the eventual recovery of the S0 ground state. The
observed vibrational cooling process is much slower in CHCl3 compared
to the corresponding dynamics in, e.g., water. [41–45] Therefore, since the
vibrational relaxation in S0 is much slower than the excited-state depop-
ulation, monitoring the ground-state recovery alone is not sufficient for
investigating the excited electronic state dynamics, but does demonstrate
the absence of any long-lived photoproducts.
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Figure 5.7: Time profiles of inosine in CHCl3 at c0 = 2.8 mM (left) and c0 =
14 mM (right) at selected probe wavelengths. Open circles represent
data points, solid black lines the fitted overall profiles, and grey lines
indicate the single contributions.
The results summarized to this point may be compared to those of
a number of reported previous studies. In particular, very similar ultra-
fast excited electronic state dynamics to those observed in the present
study have been found before for the monomers hypoxanthine and ino-
sine in aqueous solution. [18–20] Both exhibit excited-state lifetimes between
τ = 0.21± 0.08 ps [18] and τ = 0.13± 0.2 ps. [19] Those values appear to be
a bit longer than the present data for I and I·I in CHCl3, but lifetime dif-
ferences of several tens of femtoseconds should be considered with some
caution. As in the present study, the effective experimental decay times
in water were found to increase slightly (to ≈ 0.46 ps) at near-UV probe
wavelengths due to contributions to the transient absorption profiles by
vibrationally highly excited S0 molecules. In any case, the observed elec-
tronic lifetimes of hypoxanthine or inosine in a monomeric form and the
inosine dimer are among the shortest of all nucleobases and nucleobase
dimers studied so far.
The relaxation coordinate of hypoxanthine in aqueous solution has been
discussed to be the out-of-plane deformation of the six-membered ring
through puckering motion at the C(2) position or out-of-plane displace-
ment of the C(2)=N(3) bond. The considerably faster excited-state decay
compared to guanine is likely due to less motional resistance along the
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puckering coordinate by the light hydrogen atom in the hypoxanthine
chromophore as opposed to the considerably larger exocyclic amino group
present in guanine. In guanine, the comparably heavier and larger amino
substituent at C(2) may hamper the large-amplitude out-of-plane move-
ment of the C(2)–NH2 moiety by increased inertia and solvent friction. A
second factor coming into play in protic solvents like water may be inter-
molecular hydrogen-bonding between the amino group and surrounding
solvent molecules. For guanine in aqueous solution, three governing time
scales of ≈ 0.2 ps, 0.67− 0.9 ps and 2.0 ps were found in recent transient ab-
sorption and time-resolved fluorescence measurements. [39,46] These were
attributed to the direct relaxation by internal conversion from the pipi∗ state
to the electronic ground state via the above mentioned ring distortion, as
proposed in a number of theoretical studies. [39,47–53] A shallow minimum
or plateau that was predicted for guanine was suggested to result in the
experimentally observed rather complex decay behaviour. The initially pre-
pared wavepacket most likely may spread out in the extended flat region
of the potential energy hypersurface, leading to a slow-down of the wave-
packet motion along the deactivation coordinate. A recently published ex-
perimental study of guanosine deactivation dynamics also proposed an
involvement of a piσ∗ state located at the amino N–H bond to be respon-
sible for the complex behaviour. [54] In any case, the rather simple and
straightforward, but clearly faster dynamics of hypoxanthine compared to
guanine shows the influence and importance of the exocyclic amino group
on the electronic deactivation in guanine vs. hypoxanthine, may it be by
geometrical restraints or by electronic effects.
Regarding the similarity of hypoxanthine monomer and dimer deacti-
vation dynamics, a similar relaxation coordinate is quite likely. Here, it
strikes that the hydrogen bonds in the dimer structure restrict neither the
C(2) nor the N(3) position (cf. Fig. 5.1), thus explaining the evidently small
influence of dimerisation on the deactivation dynamics. If there is any ef-
fect (see discussion above), electronic relaxation in the dimer appears to
occur slighly faster than in the monomer. In view of the already cited theo-
retical work on G·C, [21,22] an ultrafast charge-transfer transition comes into
mind, but the small difference between Hyp or I in water and I·I in CHCl3
may also simply result from a solvent shift of the involved electronic states.
In the absence of theoretical work on the dimer, this question has to remain
open. On the other hand, a restraint, e.g. by a substituent causing sol-
vent friction and/or an intramolecular H-bond, at one of the C(2) or N(3)
positions seems to lead to a considerable increase of electronic lifetimes.
This has recently been shown for large aggregates of guanine in n-hexane,
where the exocyclic amino group is involved in H-bonding, evidently re-
sulting in a considerable increase of excited-state lifetimes compared to
the monomer. [36,55] In another study, Zelený et al. found by QM/MM sim-
ulation that the incorporation of guanine into DNA leads to an increase of
excited-state lifetime from τ = 0.22 ps for the free base to > 0.5 ps. In line
with the experimental observations mentioned above, this was explained
by the geometrical constraints induced by hydrogen bonds to the amino
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group. [56] The results in the present study thus emphasize the outstanding
importance of the C(2) position for the electronic deactivation of guanine,
as noted above.
5.4 conclusion
In this study, the structural properties and electronic deactivation dynam-
ics of the inosine dimer in CHCl3 have been investigated using 1H NMR,
FTIR and femtosecond time-resolved transient absorption spectroscopy. A
symmetric, well-definded dimer structure was found with an association
equilibrium constant KI·I = 690± 100 M−1. The excited-state absorption
after electronic excitation at λpump = 260 nm was observed to decay with
a lifetime of τ = 90± 10 fs. This lifetime and the observed spectral char-
acteristics have been discussed in comparison with the deactivation dy-
namics of inosine in water. The main electronic relaxation pathway in the
monomer and the dimer seems to involve an out-of-plane deformation of
the six-membered ring. The comparison of recent results for the electronic
deactivations of guanine and hypoxanthine emphasises the likely impor-
tance of the substituents at the C(2) atom for the dynamics. The formation
of long-lived photoproducts such as radicals or triplet species was ruled
out by detection of the ground-state recovery.
Eventually, the experimental results support a rather straightforward
picture for the electronic deactivation in the inosine dimer. Since the data
show only a small if any influence of H-bonding on the electronic relax-
ation, the dynamics in this purine base homodimer does not appear to be
ruled by effects arising from dimerisation. The experimental results are
understandable because the I·I dimer lacks pronounced electronic effects
by, e.g., large differences of oxidation potentials as are encountered in the
A·T and especially in the G·C base pairs. The ultrafast, barrierless, direct
excited-state relaxation channel does not allow for competing processes
such as internal conversion to longed-lived npi∗ states, intermolecular hy-
drogen atom transfer, or triplet formation as have been proposed for, e.g.,
H-bonded aggregates of guanine. [36,55] Last but not least, the unambigu-
ously determined, well-defined symmetric structure of the inosine dimer
has to be emphasized, in contrast to the complex multi-isomeric structures
of other purine base homodimers. The C(2) atom in the six-membered ring
known to be important for the deactivation dynamics is not connected to
hydrogen-bonding. These points and the straightforward ultrafast dynam-
ics therefore qualify the I·I homodimer as an excellent reference system for
the discussion of the much more complicated G·G, G·C or A·T base pairs,
where additional, dimer-specific relaxation pathways are supposed to play
key roles. [21–29]
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abstract
Guanosine (G) derivatives in nonpolar aprotic solvents self-assemble to in-
tricate hydrogen-bonded supramolecular architectures, including dimers,
ribbons, and cyclic quartets. Considerable interest exists in the nature of
the excited electronic states, their lifetimes and the radiationless deactiva-
tion mechanisms of the molecules in those environments. Here, we report
on the electronic relaxation of G in the extended H-bridged networks in so-
lution in n-hexane. The resulting architectures were sampled by FTIR, UV
and CD spectroscopies. The dynamics after 260 nm photoexcitation were
investigated by femtosecond fluorescence up-conversion, broadband UV-
vis absorption, and single-color deep-UV measurements. The observed
temporal profiles reveal a hierarchy of relaxation processes, with lifetimes
τ1 = 0.63± 0.03 ps, τ2 = 5.9± 0.3 ps, and τ3 = 62± 7 ps. Moreover, about
10 % of the photoexcited molecules transform to much longer-lived prod-
uct states with lifetime τ4 ≈ 3.6± 1.0 ns. These excited-state lifetimes are
much longer than in the G monomer or the G·G dimers studied previously,
hinting at sizable energy shifts among the excited pipi∗ and npi∗ states and
trapping of excited-state population in the supramolecular networks by po-
tential energy barriers along the optimal electronic deactivation pathways
of the molecules.
6.1 introduction
Guanine (G) stands out among the four canonical DNA bases for its unique
ability to form multiple hydrogen bonds with more than one partner mol-
ecule. G-rich DNA runs, for instance, may arrange to distinctive quadru-
plex structures instead of the standard double helix. [1–4] Base sequences
compatible with such configurations are encountered especially in the eu-
karyotic centromeres and telomeres, [4–7] which are essential for the stabil-
ity of the DNA in mitotic cell division. The successive shortening and even-
tual loss of the telomeric G runs during DNA replication in eukaryotes
leads to cellular senescence, growth arrest, and apoptosis. For this reason,
these sequences have attracted strong interest as promising anti-cancer
drug targets. [8] Unique intramolecular G-quadruplex conformations also
occur in some aptamers, [9] which selectively bind to proteins and form use-
ful tools for biotechnological and therapeutic applications. Moreover, the
strong tendency of G to self-assemble makes this base an outstandig tem-
plate and building-block for supramolecular chemistry [3,10] and molecular
electronics. [10,11] In nonpolar aprotic solvents, guanosine derivatives may
not only form a myriad of dimeric structures, [12] but assemble to extended
hydrogen-bonded networks including long ribbons, [10,11,13–15] cyclic quar-
tets, [15] and even helical aggregates. [16] The intricate H-bridged backbones
of those architectures are of substantial fundamental interest. [17–22] In addi-
tion, the promising potential of G nanowires for molecular electronics and
optoelectronics applications stimulated studies of their excited electronic
state structure and dynamics. [23–25]
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The structures of several important H-bridged G assemblies are depicted
in Fig. 6.1. Both dimers 1 and 2 have been identified in gas phase spectra
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Figure 6.1: Structures of several H-bonded dimers, ribbons and the cyclic quartet
of guanosine (G).
by Nir et al., [12] but additional isomeric forms like dimers 3 and 4 may co-
exist in solution, e.g., in CHCl3. [26–29] In apolar solvents like neat n-hexane
(n-C6H14), we encounter even larger aggregation. As can be seen, the struc-
ture of ribbon A [11,14] replicates the H-binding scheme of dimer 1, whereas
ribbon B [14,15] exhibits alternating dimer 2 and dimer 3 motifs. The cyclic
quartet, [15] which assembles in the Hoogsteen structure and forms the G
quadruplex motif when combined with a central metal ion, [20] shows the
H-binding scheme of dimer 4. Stacked architectures have been found only
at very high concentrations (& 1 M), especially in aqueous solution, where
they form columnar liquid-crystalline phases. [13,30] NMR spectra of var-
ious G derivatives at millimolar concentrations in CDCl3 show only H-
bonding, but no signs for stacked aggregates. [13,15]
Much interest exists in the influence of the H-bonding networks on the
electronic state structures, excited-state lifetimes and radiationless deac-
tivation dynamics of the nucleosides. In the first place, the H-bonds are
responsible for the formation of the complementary Watson-Crick (WC)
base pairs in the DNA. The characters of the electronically excited states
and the radiationless electronic deactivation mechanisms in the DNA have
been found to differ dramatically from those of the free nucleobases, nu-
cleosides, or nucleotides, which usually exhibit subpicosecond to few pi-
cosecond excited-state lifetimes. [31–35] Although the origin of the observed
long-lived states in DNA can be rationalized, in principle, by exciton and
excimer formation (although the exact mechanisms continue to be a mat-
ter of substantial controversy), [32,34,35] much less is known about the role
of the hydrogen bonds in the base pairs in the electronic relaxation. The-
oretical work [36–38] and gas phase spectroscopy [39,40] suggests a strong
acceleration of the electronic deactivation in the isolated WC base pairs
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by an electron-driven intermolecular proton transfer mechanism. For the
guanosine-cytidine (G·C) WC pair and the G·G homodimer in solution
in CHCl3, we observed a significant shortening of the excited-state fluo-
rescence lifetimes compared to the free nucleosides. [26,27] The H-bonding
network may thus be of exceptional relevance for the photochemical sta-
bility of the DNA. Large H-bridged aggregates of C in n-C6H14, on the
other hand, have shown relatively longer excited-state lifetimes. [41]
In the present paper, we report on a femtosecond time-resolved spectro-
scopic investigation of extended H-bonded guanosine aggregates in neat
n-C6H14 after electronic excitation of the sample molecules at λpump = 260
nm. The nucleoside was chemically modified by tert-butyldimethylsilyl
(TBDMS) groups at the 2’,3’,5’-O atoms of the sugar moieties to enhance
the solubility in n-C6H14, where the formation of multiple H-bridges
among the bases is enforced. The resulting architectures were explored
by static Fourier-transform infrared (FTIR), ultraviolet-visible (UV-vis) and
circular dichroism (CD) spectroscopies, which hint at significant couplings
between the chromophores in the aggregates. The ensuing excited elec-
tronic state dynamics were probed by femtosecond time-resolved fluores-
cence up-conversion, broadband UV-vis transient absorption, and single-
color deep-UV transient absorption spectroscopy. The results reveal sur-
prising orders-of-magnitude longer lifetime components of the molecules
in the H-bridged networks compared to the monomeric nucleoside or nu-
cleotide.
6.2 experimental section
materials
2’,3’,5’-O-TBDMS protected guanosine (denoted in the following as
G(TBDMS)3, or simply as G when obvious from the context) was synthe-
sized using the method of Ogilvie [42] as described earlier. [26,27] The solvent
n-C6H14 (Uvasol purity, Merck) was dried using standard procedures. H-
bonds between the bases and the solvent which would dominate in wa-
ter or alcohols are ruled out in n-C6H14, while base stacking is avoided
by working at sufficiently low concentrations (c0 6 5 mM). It has been
checked previously that the TBDMS groups do not affect the ultrafast pho-
todynamics. [27]
static spectra
FTIR spectra of the H-bonded G aggregates were taken on a Bruker IFS 66v
spectrometer using initial concentrations ranging from 0.1 mM 6 c0 6 10
mM in a variable pathlength cuvette equipped with CaF2 windows. The
spectra were recorded at room temperature. The exact pathlengths were
determined from the interferograms of the empty cuvette. The sample
compartment was flushed with dry N2 to minimize atmospheric H2O and
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CO2 absorptions. All spectra were corrected for the solvent measured as
the background and for residual atmospheric contributions.
UV absorption spectra were recorded on a Shimadzu UV-2401 desktop
spectrometer using a tightly plugged heatable cuvette. CD spectra were
taken at room temperature on a JASCO J-715 spectrometer. Static fluores-
cence spectra were measured using a HORIBA Jobin Yvon FluoroMax-4
spectrometer. The excitation wavelength was λ = 260 nm. A Schott WG
295 filter was inserted to block the Raman peak caused by the solvent.
Since the concentrations of G in n-C6H14 were too high for the standard
90◦ detection geometry, the spectra were recorded in reflection to avoid
inner filtering effects by placing the cuvette at ≈ 45◦. Measurements using
guanosine monophosphate (GMP) at different concentrations in water at
90◦ and at 45◦ geometry verified that the fluorescence spectra were repro-
duced correctly.
femtosecond time-resolved measurements
Time-resolved experiments were made using the femtosecond fluorescence
up-conversion (FU) [43,44] and transient absorption (TA) techniques. [45] The
sample solutions were measured in flow cells with 0.2mm fused silica win-
dows and optical pathlengths of 1mm or 0.1mm, depending on concentra-
tion. The applied pumping rates guaranteed that the irradiated volumes
were exchanged between successive laser shots to avoid accumulation of
photoproducts. Liquid reservoir volumes of > 100− 250 mL ensured that
no more than 1 % of the sample molecules were photoexcited during a set
of measurements.
The excitation pulses for the FU and TA experiments were supplied by
home-built non-collinear optical parametric amplifiers (NOPAs) pumped
by a regeneratively amplified 1 kHz, 775 nm Ti:Sa laser system (Clark MXR
CPA 2001). Both NOPAs had prism pulse compressors and BBO frequency
doubling stages. The resulting UV pulses were steered into the sample
cells by focusing mirrors (f = 200mm). The pump energies for the FU mea-
surements were reduced to 6 50 nJ per pulse. Transmitted residual pump
light was blocked by a beam stop and a Schott WG 320 filter. The laser-
induced fluorescence was collected and refocused into a BBO crystal by
two 90◦ off-axis parabolic mirrors (f = 119 mm) for type I sum frequency
generation (SFG) with the time-delayed gate pulses from the Ti:Sa laser.
The resulting SFG light was monitored at λSFG = 241 nm, corresponding
to a fluorescence wavelength of λfl = 350 nm, using single-photon count-
ing electronics. The reproducibility of the measurements was checked by
recording up to four time scans per experimental run and one time scan
with the neat solvent to rule out unwanted coherent effects, background
signals or impurities.
Broadband UV-vis probe pulses for the TA experiment were obtained
by supercontinuum generation in CaF2. Additional single-color probe pul-
ses in the deep-UV were provided by a third frequency-doubled NOPA to
monitor the ground-state recovery (GSR) of the sample molecules after the
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UV excitation. The applied pump energies were reduced to 6 200 nJ per
pulse. The probe pulses were time-delayed with respect to the pump pulse
using linear translation stages (PI GmbH), split into signal and reference
beams by using the front- and back-reflections from a planar glass plate,
and focused into the sample cell, where the signal pulses were spatially
and temporally overlapped with the pump pulses. The transmitted broad-
band light pulses were dispersed in a prism spectrograph and detected
by two full-frame transfer back-thinned CCD cameras (Hamamatsu S7030-
0906). The single-color deep-UV pulses were monitored by two matched
photodiodes (Hamamatsu S1227-66BQ). The CCD chips and photodiodes
were read at 1 kHz repetition rate synchronized with the Ti:Sa laser via a
custom-designed controller board (Entwicklungsbüro Stresing, Berlin) con-
nected to a desktop computer (PC) for data acquisition and storage. The
high readout rate in combination with good pulse-to-pulse stability and
additional on-line pulse-to-pulse discrimination allowed for sensitivities of
∆OD ≈ 2× 10−5 broadband and ≈ 5× 10−6 single-color. Each experimen-
tal run was repeated three times to ensure reproducibility. The neat solvent
was measured before or afterwards under the same conditions to account
for artifacts in the femtosecond transient absorption experiment arising
from, e.g., cross-phase modulation (XPM) or UV multi-photon absorption
(MPA) by the solvent. [46–48] XPM and MPA contribute to the probe signal
in the first ≈ 50 fs (with the 0.1 mm flow cell) especially in the UV, where
they accounted for almost ≈ 50 % of the measured signal with the sample.
These artifacts were corrected for in the experiment with suitable scal-
ing factors as have been described elsewhere, [46] but the data in the first
≈ 50− 100 fs time range should nevertheless be considered with some cau-
tion. The observed long-lived contributions to the absorption signals are
not affected.
All experiments were controlled by LabView software. [49] Time pro-
files were analyzed using nonlinear least-squares fitting routines based on
the Levenberg-Marquardt algorithm implemented in Mathematica. [50]
The experimental time resolutions determined by the instrument response
functions (IRF) were ∆t ≈ 200 fs in the FU and ∆t ≈ 50 fs in the TA
measurements (1σ values of Gaussians describing the IRF).
6.3 results
static ftir and uv/vis spectra
Static FTIR spectra of G(TBDMS)3 in n-C6H14 were recorded at a series of
nucleoside concentrations between 0.1 mM 6 c0 6 10 mM to elucidate the
structure of the ensuing H-bonded networks and their association equilib-
ria. The analysis focused on the NH stretch vibrations in the 3200 – 3600
cm−1 region. The CO stretch/NH2 bend region showed only broad and
overlapping bands with little distinctive signature. The region around 3000
cm−1 was optically dark due to the solvent.
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The FTIR spectra are displayed in Fig. 6.2 in comparison to a spectrum
of G(TBDMS)3 at similar concentration in CHCl3 measured previously. [27]
As can be seen, the spectra of G in n-C6H14 are practically identical over
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Figure 6.2: FTIR spectra of G(TBDMS)3 in n-C6H14 at different concentrations
(black) in comparison to an FTIR spectrum of G(TBDMS)3 in CHCl3
(gray).
the entire concentration range studied. Moreover, there is virtually no
sign in n-C6H14 for the asymmetric and symmetric NH2 stretch bands
ν(NH2)a and ν(NH2)s of free NH2 groups of G monomers that were seen
in CHCl3. [27] Judged from the spectra in CHCl3, those bands should occur
at ω ≈ 3515 and 3410 cm−1, respectively. Instead, the FTIR spectrum in
n-C6H14 shows a rather broad, but symmetric, moderately intense absorp-
tion centered at ω = 3493 cm−1, roughly half-way between the expected
ν(NH2)a and ν(NH2)s positions. A band at that frequency is the charac-
teristic signature of the free N−H stretch vibration ν(NH2)f of an NH2
group involved in one H-bond. [27] In CHCl3, ν(NH2)f was observed at
ω ≈ 3491 cm−1. In addition, there is a moderately intense absorption
in n-C6H14 at ω ≈ 3388 cm−1 followed by very strong absorptions at
≈ 3335, 3300 and < 3250 cm−1, which are typical for ν(N−H· · ·N) and/or
ν(N−H· · ·OC) stretch vibrations in the H-bonding network. [27–29] Corre-
sponding bands in CHCl3 at ≈ 3340, 3305 and < 3250 cm−1 have been
attributed to G dimers. [27] The increasing red-shift of the N–H stretching
frequency and the concomitant increase in oscillator strength are known to
correlate with a stronger hydrogen bond. The complex appearance of the
spectrum at ω 6 3400 cm−1 likely originates from structural inhomogene-
ity, from Fermi resonances of the N–H stretching modes with overtones
and combination of CO stretching and NH2 bending modes, and anhar-
monic couplings to low-frequency modes. Similar behavior has been ob-
served for the G·C Watson-Crick base pair in CHCl3, where the analysis
of the static FTIR spectra has been substantiated by two-dimensional IR
spectroscopy and by femtosecond time-resolved dynamics measurements
in the IR. [29]
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As noted, the FTIR spectra of G in n-C6H14 at concentrations from 0.1
– 10 mM look practically identical within experimental errors regarding
both the distinct ν(NH2)f band and the strong, broad IR absorptions at
< 3420 cm−1 from the ν(N−H· · ·N) and/or ν(N−H· · ·OC) vibrations in
the H-bonding network. This indicates quite a strong association of the G
building blocks to extended H-bonded networks. Unfortunately, the lack
of clearly distinguishable, sharper features in the spectra in n-C6H14 limits
the amount of quantitative information on the G aggregates that can be ex-
tracted, but an attempt was made to estimate the residual contributions by
free NH2 vibrations (ν(NH2)a and ν(NH2)s) based on the IR cross sections
of related purine nucleosides, namely of adenosine and 2-aminopurine, in
n-C6H14 and CHCl3, and guanosine in CHCl3. Judged from this analysis,
the fraction of molecules with free NH2 groups not involved in H-bonds
is < 5 % as an upper limit. Together with the presence of ν(NH2)f from
NH2 groups involved in one H-bond and the strong ν(N−H· · ·N) and
ν(N−H· · ·OC) bands, the observed spectra are therefore assignable to ei-
ther long ribbons (A or B, cf. Figure 6.1) or cyclic G quartets. Some further
help arrives from the bond energies for the different dimers. Nir et al. [12]
found dimer 2 as the most stable one (gas phase bond energy of about
8300 cm−1), followed by dimer 1 (≈ 5900 cm−1). DFT calculations at the
B3LYP+D/def2-TZVPP//B3LYP/6-31++g(d,p) level in our laboratory [51]
confirmed this energetic ordering. These DFT bond energies were about
20 % higher for both dimers 2 and 1 than the values given by Nir et al.,
but the important point is that dimers 3 and 4 (which may not necessar-
ily be planar) came out only about half as stable as dimer 2. The bond
strengths may be slightly altered in solution, but their ordering is likely to
remain intact considering the apolar nature of n-C6H14.
Taken together with the evidence from NMR and ESI-MS spectra in the
literature, [14,15] the results thus suggest that ribbons A and B are likely
types of structures of G in n-C6H14 in equilibrium under the conditions of
the present work. Both should be energetically close, because the average
bond strength for alternating dimer 2 and 3 motifs in ribbon B appears
similar to that of a dimer 1 unit in ribbon A. The above < 5 % limit for free
NH2 groups not involved in H-bonding based on the virtual absence of
a distinguishable ν(NH2)a band hints at rather long aggregates, this also
raises the chances for complicated mixed structures. Distinctive dimers
with free NH2 groups (the most stable being dimer 2 followed by dimer 1)
are concluded to be present only in small concentrations in equilibrium in
n-C6H14. The remaining free N–H side groups of the ribbons (cf. Figure
6.1) may in principle lend themselves to further networking, but such struc-
tures cannot be assessed on the basis of the present data and are judged
less important considering the intensity of the ν(NH2)f band. High con-
centrations of cyclic quartets, on the other hand, appear less likely under
the present conditions compared to linear ribbons considering the lower
stability of the dimer 4 motif and the absence of templating Na+ or K+
cations that are usually required for the cyclic structure. Quartets without
templating cations have been observed for G derivatives with large sub-
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stituents at the C8 position, however. [15] Summing up, therefore, the ob-
served assemblies of G in n-C6H14 are likely to be extended, complex and
heterogeneous. Significant disorder is also supported by the very broad
melting curve from the UV measurements in the following.
Figure 6.3 displays the electronic spectra of G(TBDMS)3 in n-C6H14 in
the UV-VIS region. As can be seen (Figure 6.3a), the UV absorption max-
imum of G in n-C6H14 at λ = 258 nm is red-shifted compared to guano-
sine in H2O by ≈ 6 nm but practically coincident with the peak of the
absorption of G in CHCl3. The onset of the absorption at λ ≈ 300 nm
is not affected by the solvent. Most notably, the faint separation of the
pipi∗(La) and pipi∗(Lb) bands contributing to the UV absorption of G has
almost disappeared in the spectrum at room temperature in n-C6H14. This
observation may be explained by the structural inhomogeneity of the ob-
served assemblies as well as a more even distribution of the oscillator
strengths of the two transitions due to excitonic coupling (see discussion).
At T = 75 ◦C, however, the “normal” structure of the two bands of G
in n-C6H14 is recovered. As shown, the UV absorption of G in n-C6H14
at 75 ◦C resembles that of G in CHCl3 at room temperature, where the
FTIR data showed the presence of a variety of G dimers. This suggests
that the extended G networks in n-C6H14 dissociate to smaller structures
(e.g., dimers and monomers) at elevated temperatures. The broad melting
curve shown in the inset of Figure 6.3a supports this interpretation. The
dissociation to smaller aggregates seems to occur in a wide temperature
range, as it would be expected for a heterogeneous mixture of different
aggregates.
The CD spectrum of G(TBDMS)3 in n-C6H14 in Figure 6.3b is displayed
in comparison to the spectra of G(TBDMS)3 in CHCl3 [26] and the d(G)10
decamer in H2O. [32] As shown, the CD of G in n-C6H14 is clearly dif-
ferent from the CD in CHCl3, where it is ascribed mainly to G·G dimer
formation. The monomer (dGMP in water shown for reference) has little
signature by comparison. The spectrum of d(G)10, on the other hand, ex-
hibits the typical G-stacking features of G-rich DNA molecules. [6,52,53] The
distinctive CD of G in n-C6H14 thus confirms the different H-bonding net-
work structure in n-C6H14 compared to that in CHCl3 already deduced
from the FTIR spectra.
Eventually, the fluorescence spectrum of G(TBDMS)3 in n-C6H14 (Fig-
ure 6.3c) is slightly red-shifted compared to the spectra of G(TBDMS)3 in
CHCl3 or GMP in H2O. This change suggests an energetic lowering of the
emitting state(s) of G in n-C6H14.
femtosecond time-resolved measurements
Femtosecond time-resolved measurements of the electronic relaxation of
the sample molecules in the H-bridged networks in n-C6H14 were carried
out using the FU, broadband TA and single-color TA techniques. The exci-
tation wavelength in all experiments was λpump = 260 nm, close to the
maximum in the UV absorption spectrum of G. Typical time profiles mea-
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Figure 6.3: (a) UV absorption spectra of G(TBDMS)3 in n-C6H14 and CHCl3 and
unprotected guanosine (Guo) in H2O. The inset shows the melting
curve of G(TBDMS)3 in n-C6H14. (b) CD spectra of G(TBDMS)3 in n-
C6H14 and CHCl3 compared to the CD spectra of the d(G)10 decamer
and the monophosphate dGMP in H2O for reference. (c) Static fluores-
cence spectra of G(TBDMS)3 in n-C6H14 and CHCl3 and the mono-
phosphate GMP in H2O. All spectra have been recorded at c0 = 0.10
mM except for d(G)10 (c0 = 0.02 mM). The absorption and fluores-
cence spectra were normalized to their maxima for better comparison.
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sured by the three complementary techniques are depicted in Figure 6.4.
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Figure 6.4: Measured transient fluorescence- and absorption-time profiles for G
in n-C6H14 after photoexcitation at λpump = 260 nm. Note the time
scale, which is linear for the first 10 ps and logarithmic thereafter. a)
Fluorescence at λfl = 350 nm (c0 = 1.0 mM), b) absorption at λprobe =
580 nm (c0 = 5.0 mM), c) absorption at λprobe = 340 nm (c0 = 5.0
mM), d) absorption at λprobe = 242 nm (c0 = 5.0 mM). The best-fit
curves to the data points (open symbols) are given by the black solid
lines, the individual decay components are represented by gray lines.
The FU measurements were performed using sample concentrations of
c0 = 0.1 and 1.0 mM at λfl = 350 nm. The obtained time profiles at both
concentrations were found to be practically identical within experimental
error. However, the 0.1mM measurement experienced higher scatter in the
data due to the much lower photon count rates. Figure 6.4a thus shows the
measured time profile at c0 = 1.0 mM. As can be seen at first glance, the
observed fluorescent excited states are far longer lived than for guanosine
or GMP in H2O or for G(TBDMS3) in CHCl3, where sub-picosecond life-
times have been established. [27] Fluorescence of G in n-C6H14 was still
detected at delay times of ∆t > 100 ps. Moreover, the data reveal a se-
quence of dynamical processes occuring on several distinct time scales. As
shown, the decay curves could be nicely modeled using a sum of three or
(slightly better) four exponential decay functions convoluted with the IRF
(see below). Additional measurements with excitation wavelengths nearer
to the electronic origin (up to λpump = 296 nm) fully confirmed the picture,
although some of the decay components at longer excitation wavelength
turned out a bit slower.
The broadband UV-vis TA measurements were made with sample con-
centrations of c0 = 1.0 and 5.0 mM at optical pathlengths of 1.0 mm and
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0.1 mm, respectively. The probe wavelengths ranged from about 330 to 700
nm. The two-dimensional (2D) spectro-temporal absorption maps taken
at both concentrations were very similar, except for stronger interference
from XPM in the 1 mm cell (c0 = 1.0 mM). For this reason, only the data
at 5.0 mM will be discussed in the following. The respective 2D map and
a set of transient spectra at selected delay times are displayed in Figures
6.5a and b. As can be seen, the spectra at early delay times show an in-
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Figure 6.5: a) 2D spectro-temporal absorption map of G in n-C6H14 at c0 = 5.0
mM (0.1 mm optical pathlength) after photoexcitation at λpump = 260
nm. b) Transient absorption spectra extracted from the 2D map at se-
lected delay times.
tense excited-state absorption (ESA) band with maximum at λ ≈ 340 nm
and a broad and unstructured ESA feature at longer wavelengths with
maximum near ≈ 600 nm. From ∆t ≈ 60 ps on up to the longest delay
time of ∆t = 1.5 ns, the absorption extends fairly evenly over the entire
wavelength range without distinctive features. The remaining absorption
in this time range decayed too slowly for the accessible dynamic range of
our experimental setup.
Representative ESA time profiles extracted from the spectro-temporal
absorption map at two selected probe wavelengths, λprobe = 580 and 340
nm, are given in Figures 6.4, panels b and c, respectively. As the fluores-
cence decay curves above, the data reflect electronic relaxation dynamics
taking place on several distinctive time scales, which could be determined
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by fitting of a sum of four exponentials convoluted with the IRF. Addi-
tional time profiles investigated at ten other probe wavelengths distributed
across the experimental spectrum confirmed that the data at λprobe = 580
and 340 nm in Figures 6.4, panels b and c, are representative.
Eventually, Fig. 6.4d shows the time profile provided by the deep-UV
TA measurement at λprobe = 242 nm. At this probe wavelength at higher
energy than the pump (λpump = 260 nm), one may in principle encounter
similar ESA behavior as at the longer wavelengths. However, in line with
other experiments on the DNA bases, [34] the ESA is generally weaker than
the absorption by the molecules in their electronic ground state, resulting
in a strong negative signal at ∆t = 0 due ground-state bleaching (GSB).
The time profile at λprobe = 242 nm thus differs from those at the longer
wavelengths in that it probes the ground-state recovery (GSR) by the elec-
tronic deactivation of the photoexcited molecules. This process can be seen
to take place for a large part on the time scale of several 10 to about 100
ps. However, a fraction of ≈ 11 % of the initial GSB amplitude remains
even at ∆t ≈ 1 ns. This slowly decaying signal (slowly on the time scale of
our experiment) hints at a population of long-lived (τ ≈ 3.6 ns, see below)
excited states of much lower optical brightness regarding emission to the
ground state (Fig. 6.4a), but good visibility in ESA (cf. Figures 6.4b–c).
The dynamics encoded in the FU and TA time profiles were analyzed by
least-squares fitting. All parameters were free-floating unless noted other-
wise. To begin with, each data curve was investigated separately. It turned
out quickly, however, that within the present experimental errors all FU
and TA time profiles describing excited-state populations from excitation
at λpump = 260 nm could be described by a common set of time constants.
The only exception were the data showing the GSR at λprobe = 242 nm,
which in part reflect different physical processes (below). The resulting
excited-state lifetimes (with 2σ statistical uncertainties) provided by a sub-
sequent global fit to the FU and TA data using a sum of four decaying
exponentials convoluted with a Gaussian for the IRF are
τ1 = 0.63± 0.03 ps,
τ2 = 5.90± 0.30 ps,
τ3 = 62.0± 7.0 ps,
τ4 = 3.6± 1.0 ns.
The relatively large error limit for τ4 arises simply due to the limited dy-
namical time range that could be investigated with our setup.
A separate treatment was required for modeling the TA time profiles at
λprobe = 242 nm. As noted, the measured transients at this probe wave-
length are negative, reflecting the bleach of the ground-state population
upon photoexcitation of the sample molecules. In principle, the ground-
state recovery (GSR) should show similar time constants as the excited-
state decay (i.e., ESA) above. In the internal conversion (IC) of the excited
electronic state, however, the ground-state molecules are born with a huge
internal (vibrational) excitation. Full GSR therefore requires a dissipation
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of the high internal excitation energy by vibrational energy transfer (VET)
to the solvent. This process is expected on a timescale of roughly ≈ 10 ps.
A fit to the 242 nm TA data therefore gave a slightly longer time constant
compared to τ2 of
τ′2 = 8.7± 0.3 ps,
while the values of τ3 = 62.0 ps and τ4 = 3.6 ns remained as above. The
value of τ1 obtained from the 242 nm TA data was of the same order as that
given above, but less well determined due to a stronger XPM contribution.
The underlying physical processes will be discussed in the following.
6.4 discussion
The electronic deactivation measurements on the H-bonded assemblies of
G in n-C6H14 after UV photoexcitation presented in the preceding sec-
tion reveal an intricate hierarchy of dynamical processes proceeding on
widely differing timescales, from τ1 ≈ 0.6 ps to τ4 ≈ 3.6 ns. This wide
range of lifetimes which spans nearly four orders of magnitude obviously
reflects different types of excited-state configurations that are reached in
the course of the electronic relaxation of the molecules.
To set the stage for the following discussion, some general remarks on
multi-exponential dynamics may be useful. In the first place, the femto-
second UV pump pulse projects a wavepacket from the ground state to
the excited potential energy hypersurface (PEHS), where it subsequently
evolves under the effect of the molecular Hamiltonian. Observable wave-
packet dynamics are quite typically non-exponential when different re-
gions on the PEHS are reached and accessed. For example, when excited-
state structural relaxation leads to changes in emission, this could indicate
departure from the Franck-Condon (FC) window, rapid intramolecular vi-
brational redistribution (IVR), and/or change in electronic character, e.g.,
by mixing of pipi∗ and npi∗ states when the molecule becomes nonplanar.
Transitions like departure from the FC region, approach of an extended
flat region on the PEHS, and change in electronic character are well doc-
umented for the relaxation of DNA base monomers, where they are sup-
ported by electronic structure and quantum dynamics calculations. [34,54–56]
IVR and vibrational cooling in the excited state, on the other hand, can
be expected to be similar in guanine and adenine. However, because the
measurements for both purines differ strongly, [34] those effects should not
predominate here. In any case, however, one has to keep in mind that
proposed intermediate “states” in the electronic relaxation may not neces-
sarily correspond to local minima on a PEHS, but instead to dynamically
distinct transient configurations. Further, given the complexity of the re-
laxation dynamics even in single base monomers and the size of the H-
bonded G assemblies under investigation here, it is unreasonable at this
time to expect definitive explanations for all experimental findings. Before
this background, it is one of our tasks in the following to list possible
mechanisms for further investigation. Comparison with the picture for the
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monomer G nucleobase will allow us to pinpoint some critical issues. Even-
tually, we stress that the present measurements by three complementary
experimental techniques converged nicely. In essence, the decay profiles
of the optically bright UV-excited states seen in fluorescence, the devel-
opment of the population in the excited electronic state(s) imaged by the
transient excited-state absorption spectra, and the recovery of the popu-
lation in the electronic ground state monitored in the deep-UV could be
modeled by a common set of time constants. In this combination, the ex-
periments projected an unusually well-substantiated and comprehensive
picture of the electronic relaxation.
The involved (heterogeneous) structures of the G assemblies in n-C6H14,
which likely prefer to develop extended H-bonded ribbons in complex
equilibria, have already been discussed in some detail above. With the
above premises, we therefore turn directly to the nature of the FC excited
states prepared by the UV pump and notice first that the spectral posi-
tions of all transitions will be affected by the structural inhomogeneity
of the assemblies. In the present case, there are two pipi∗-type electronic
transitions (La and Lb). Additionally, the possibility of excitonic coupling
of the large number of chromophores has to be taken into consideration.
Excitonic coupling has been successfully invoked to explain the differ-
ent CD spectra of parallel- and antiparallel-stranded G quadruplexes. [22]
Moreover, Markovitsi and co-workers modeled the optical properties of
G quadruplexes and nanowires in the frame of exciton theory. [24,25] One
notable outcome was that the oscillator strengths of the La and Lb transi-
tions were distributed over a wider spectral range. This could contribute
to the disappearance of the faint separation of those two bands in the UV
spectra in the present case (cf. Fig. 6.3). A second interesting result was
the prediction of the existence of long-lived weakly fluorescent excited
states in the G nanowires with a ≈ 2 ns lifetime. [24] On the other hand, re-
cent molecular beam studies showed that the actual excitonic splittings in
H-bonded dimers of several nucleobase analogues are in fact quite small
(≈ 10− 50 cm−1) owing to the effect of vibrational quenching. [57–60] These
experimentally measured values came out more than an order of magni-
tude smaller than ab initio computed purely electronic Davydov exciton
splittings of the S1 and S2 electronic states at the equilibrium geometries
of the electronic ground states. The evidence for strong excitonic coupling
in H-bonded nucleobase aggregates is therefore still inconclusive. The re-
spective interactions in pi-stacked systems seem to be much stronger.
As said, the results of the FU and TA measurements of the sample
molecules after 260 nm photoexcitation converged nicely. According to
the FU data (cf. Figure 6.4a), the subpicosecond component with lifetime
τ1 = 0.63 ps accounts for about 65 % of the fluorescence amplitude of the
photoexcited bright state, about 20 % of the fluorescence amplitude decays
with a few-picosecond lifetime (τ2 = 5.90 ps). The combined contribution
to the fluorescence amplitude by the long-lived states (τ3 = 62 ps, τ4 = 3.6
ns) is about 15 %. Since the τ4 component is only just barely detectable
in fluorescence, this emission must come from an excited state that has
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lost most (but not all) of its optically bright character. The analysis of the
broadband UV-vis and deep-UV TA time profiles provided the same life-
time values within experimental errors as the FU measurements. In the TA
time profiles (cf. Figure 6.4, panels b and c), however, the long-lived states
light-up with much more prominence, accounting for, respectively, ≈ 17
% (τ3 = 62 ps) and ≈ 25 % (τ4 = 3.6 ns) of the ESA signal at λprobe = 580
nm and somewhat less at λprobe = 340 nm. At λprobe = 242 nm, hot ground
state absorption (HGSA) is observed with a time constant of τ′2 = 8.7 ps,
which is typical for VET of highly excited large polyatomic molecules in
nonpolar solvents. [61] While it is not possible to directly translate the ESA
amplitudes into populations, the GSR time profile (cf. Figures 6.4d) shows
that at least ≈ 25 % (15 % with τ3 = 62 ps, 10 % with τ4 = 3.6 ns) of the
initial excited-state population develops into long-lived states with > 10
ps lifetime. Those fractions are in fact lower limits, since possible positive
ESA contributions at λprobe = 242 nm may be hidden by the strong nega-
tive GSB and are unknown and neglected.
These results for G in n-C6H14 stand in sharp contrast to previous mea-
surements on the free G nucleobase or its nucleoside or mononucleotide.
Accordingly, the embedding of the nucleobase in the large H-bridged net-
works that are formed in n-C6H14 solution has major consequences for the
ensuing electronic deactivation.
For free guanine in the gas phase, time-resolved pump-probe experi-
ments established ultrafast electronic relaxation times of τ1 = 0.15 ps and
τ2 = 0.34 ps. [62,63] For guanosine and GMP in aqueous solution at pH = 7,
several FU and TA measurements observed multiphasic decays with time
constants between τ1 ≈ 0.2 - 1 ps and τ2 ≈ 2 - 4 ps, depending on the
method and on the probe wavelength. [64–67] The complex dynamics sug-
gest that the laser-prepared wavepacket undergoes diffusive spreading on
the excited PEHS before internal conversion through the conical intersec-
tion (CI) to the ground state.
Theoretical studies agree that the relaxation of the canonical 9H tau-
tomer of guanine takes place via a direct non-adiabatic transition from the
excited pipi∗(La) to the S0 ground state involving strong out-of-plane dis-
tortions of the six-membered ring at the C2 atom and the amino
group. [56,68–73] The newest calculations identified two related CIs with dif-
fering degree of NH2 deformation. [56,73] An extended flat region or shal-
low minimum on the excited PEHS with barrier height 6 kT en route
to the CI(s) is thought to be responsible for the “diffuseness” of the de-
cay times of GMP in water. [66,67] The out-of-plane distortion of the six-
membered ring and the amino group in the pipi∗ minimum and planar re-
gion allows for a mixing of the pipi∗ and npi∗ states such that the normally
optically dark npi∗ state(s) may gain some oscillator strength and may be-
come detectable by the FU experiment. Furthermore, the involvement of
a 1npi∗ state in the dynamics is not as unlikely in the gas phase and in
nonpolar solvents as in aqueous solution. Canuel et al. [63] suggested such
a state in the context of their pump-probe experiments. Serrano-Andrés
et al. [72] and Barbatti et at. [56] discussed its involvement based on theo-
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retical calculations. In their picture, an ultrafast decay channel with sub-
picosecond lifetime is due to the rapid relaxation via the pipi∗(La)/S0 CI.
A second, slightly longer-lived contribution is attributed to the population
of an npi∗ state, possibly via a state switching from the upper pipi∗(Lb) to
the npi∗ state. From the npi∗ state minimum, the electronic ground state
can be repopulated via different relaxation coordinates, e.g., by distortion
of the exocyclic amino group or torsion about the C2N3 bond.
By and large, the measured τ1 = 0.63 ps and τ2 = 5.9 ps components
for the electronic relaxation of G in n-C6H14 are compatible with the gas
phase results and the reports for guanosine and GMP in water. Similar
values have also been found for G in ethanol (τ1 = 0.57 ps, τ2 = 4.6 ps) and
in CHCl3 (τ1 = 0.43 ps, τ2 = 4.2 ps). [27] For G dimers, on the other hand,
which are present with ≈ 75 % abundance in solution in CHCl3 already at
c0 ≈ 1 mM (see Fig. 6.2), a single-exponential decay with τ = 0.32 ps has
been determined. [27]
In the extended H-bridged G networks in n-C6H14, however, the out-
of-plane distortion of the amino group at the C2 position is disfavored
since the purine moiety itself is restrained by H-bonds in at least two
directions. The accessibility of the pipi∗(La)/S0 CI is consequently lower
for larger aggregates than for the dimer structures. Regarding the energy
at the CI, different solvent polarities may play roles as well. A potential
energy minimum on the pipi∗ PEHS with a barrier height well above kT
might then easily lead to the observed long lifetime component of τ3 = 62
ps. Additionally, compared to the situation in a polar solvent like H2O, the
weakly polar npi∗ state should be energetically stabilized in the nonpolar
n-C6H14 relative to the more polar pipi∗ state(s) to an extent that this effect
allows for a trapping of population in the npi∗ state with lifetime up to
nanoseconds (τ4). In CHCl3 with a dipole moment of ≈ 1 D, this stabili-
sation might be insufficient, thus explaining the absence of a component
with long nanosecond lifetime for G dimers in CHCl3. Moreover, an out-
of-plane deformation of the free NH2 group(s) as required along one of
the major deactivation routes is still possible in dimers 1 and 2 in CHCl3.
Unfortunately, not enough is known about the structures of the impor-
tant G dimers in CHCl3. The role of exciton coupling [24] in the H-bonded
networks deserves further attention in future work as well.
Eventually, the longest time constant (τ4 = 3.6± 1.0 ns) could not be de-
termined with very high accuracy due to the limited length of our pump-
probe translation stage, but the least-squares fit suggests that the observed
ESA signals return to zero within experimental precision on the several
nanosecond timescale. No evidence was found for photoreaction products
in UV spectra of the samples taken after prolonged UV exposure. Fur-
thermore, the transient spectrum after ∆t = 1.5 ns given in Figure 6.5b
shows no resemblence to the spectra of the (G–H)• H-abstraction prod-
uct [74] or triplet species like the 3G• radical [75] or 3GMP. [76] The latter two
are known to feature a pronounced absorption band at λ ≈ 380 nm, for
which Figure 6.5b gives no evidence. Instead, we observe little change in
the shape of the transient spectra after the first few picoseconds. Never-
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theless, the slow dynamics on the nanosecond time scale deserve further
investigation.
6.5 conclusions
Large hydrogen-bonded aggregates of guanosine (G) in solution in neat n-
hexane have been investigated by static FTIR, UV-vis and CD spectroscopy
and by femtosecond time-resolved fluorescence up-conversion and tran-
sient absorption spectroscopy following UV-photoexcitation at λ = 260
nm. At G concentrations of c0 = 0.1− 10mM, the observed spectra demon-
strate strong association of the molecules to extended H-bridged self-assem-
blies likely consisting mostly of long ribbons in equilibrium with smaller
aggregates. The measured temporal profiles of the electronically excited
molecules in the H-bonded networks reveal a hierarchy of electronic deac-
tivation processes with time constants of τ1 = 0.63± 0.03 ps, τ2 = 5.9± 0.3
ps, τ3 = 62 ± 7 ps, and τ4 ≈ 3.6 ± 1.0 ns. The subpicosecond and few-
picosecond components are compatible with a direct relaxation of the
pipi∗(La)-excited molecules through a conical intersection to the S0 ground
state similar to the dynamics of monomeric guanosine or guanosine mono-
phosphate at pH 7 in aqueous solution. The long-lived states with lifetimes
τ3 and τ4, on the other hand, arise only in the H-bonded supramolecular
G assemblies, they have no analogues in the G monomer or G dimers stud-
ied previously. Two effects are proposed: (1) The strong H-bridges in the
extended aggregates are likely to result in a small potential energy barrier
along the out-of-plane distortion coordinates of the C2 atom and the NH2
group en route to the pipi∗(La)/S0 intersection. (2) The lowest npi∗ state
which lies close to the pipi∗(La) state is likely to be energetically stabilized
in n-hexane relative to the pipi∗(La) state such that a fraction of the excited
molecules may be trapped for a few nanoseconds. The issue of excitonic
coupling in the H-bridged networks requires further investigation. The re-
sults showcase the very complex excited-state dynamics of guanosine in
hydrogen-bonded supramolecular environments and may have relevance
for the photobiophysical properties of G quadruplex DNA.
acknowledgments
The authors would like to thank Dr. Joachim Gripp for the syntheses of
several batches of G(TBDMS)3, Dr. Jan Boyke Schönborn for running DFT
calculations on the G dimer structures, Prof. Dr. Joachim Grötzinger for
access to his CD spectrometer, and the referees for helpful comments. The
financial support of our work by the Deutsche Forschungsgemeinschaft is
gratefully acknowledged.
126
B I B L I O G R A P H Y
[1] Gellert, M.; Lipsett, M. N.; Davies, D. R. Proc. Nat. Acad. Sci. USA 1962,
48, 2013–2018.
[2] Guschlbauer, W.; Chantot, J.-F.; Thiele, D. J. Biomol. Struct. Dyn. 1990,
8, 491–511.
[3] Davis, J. T. Angew. Chem. Int. Ed. 2004, 43, 668–698.
[4] Mills, M.; Lacroix, L.; Arimondo, P. B.; Leroy, J.-L.; François, J.-C.;
Klump, H.; Mergny, J. L. Curr. Med. Chem. - Anti-Cancer Agents 2002,
2, 627–644.
[5] Williamson, J. R. Annu. Rev. Biophys. Biomol. Struct. 1994, 23, 703–730.
[6] Bloomfield, V. A.; Crothers, D. M.; Tinoco, I. Nucleic Acids: Structures,
Properties and Functions; University Science Books: Sausalito, 2000.
[7] Bianchi, A.; Shore, D. In Encyclopedia of Biological Chemistry;
Lennarz, W. J., Lane, M. D., Eds.; Elsevier: Amsterdam, 2004; Vol. 4;
pp 174–179.
[8] De Cian, A.; Lacroix, L.; Douarre, C.; Temime-Smaali, N.; Trente-
saux, C.; Riou, J.-F.; Mergny, J.-L. Biochimie 2008, 90, 131–155.
[9] Worlinsky, J. L.; Basu, S. J. Phys. Chem. B 2009, 113, 865–868.
[10] Davis, J. T.; Spada, G. P. Chem. Soc. Rev. 2007, 36, 296–313.
[11] Rinaldi, R.; Maruccio, G.; Biasco, A.; Arima, V.; Cingolani, R.;
Giorgi, T.; Masiero, S.; Spada, G. P.; Gottarelli, G. Nanotechnology 2002,
13, 398–403.
[12] Nir, E.; Janzen, C.; Imhof, P.; Kleinermanns, K.; de Vries, M. S. Phys.
Chem. Chem. Phys. 2002, 4, 740–750.
[13] Gottarelli, G.; Masiero, S.; Mezzina, E.; Spada, G. P.; Mariani, P.; Reca-
natini, M. Helv. Chim. Acta 1998, 81, 2078–2092.
[14] Giorgi, T.; Grepioni, F.; Manet, I.; Mariani, P.; Masiero, S.; Mezzina, E.;
Pieraccini, S.; Saturni, L.; Spada, G. P.; Gottarelli, G. Chem. Eur. J. 2002,
8, 2143–2152.
[15] Sessler, J. L.; Sathiosatham, M.; Doerr, K.; Lynch, V.; Abboud, K. A.
Angew. Chem. Int. Ed. 2000, 39, 1300–1303.
[16] Giorgi, T.; Lena, S.; Mariani, P.; Cremonini, M. A.; Masiero, S.; Pierac-
cini, S.; Rabe, J. P.; Samorì, P.; Spada, G. P.; Gottarelli, G. J. Am. Chem.
Soc. 2003, 125, 14741–14749.
127
[17] Jin, R.; Gaffney, B. L.; Wang, C.; Jones, R. A.; Breslauer, K. J. Proc. Natl.
Acad. Sci. U.S.A. 1992, 89, 8832–8836.
[18] van Mourik, T.; Dingley, A. J. Chem. Eur. J. 2005, 11, 6064–6079.
[19] Romero Guzmán, M.; Liquier, J.; Brahmachari, S. K.; Taillandier, E.
Spectrochim. Acta A 2006, 64, 495–503.
[20] González-Rodríguez, D.; van Dongen, J. L. J.; Lutz, M.; Spek, A. L.;
Schenning, A. P. H. J.; Meijer, E. W. Nature Chemistry 2009, 1, 151–155.
[21] Víglaský, V.; Bauer, L.; Tlucˇková, K. Biochemistry 2010, 49, 2110–2120.
[22] Masiero, S.; Trotta, R.; Pieraccini, S.; De Tito, S.; Perone, R.; Ran-
dazzo, A.; Spada, G. P. Org. Biomol. Chem. 2010, 8, 2683–2692.
[23] Miannay, F.-A.; Banyasz, A.; Gustavsson, T.; Markovitsi, D. J. Phys.
Chem. C 2009, 113, 11760–11765.
[24] Changenet-Barret, P.; Emanuele, E.; Gustavsson, T.; Improta, R.; Kotl-
yar, A. B.; Markovitsi, D.; Vayá, I.; Zakrzewska, K.; Zikich, D. J. Phys.
Chem. C 2010, 114, 14339–14346.
[25] Hua, Y.; Changenet-Barret, P.; Improta, R.; Vayá, I.; Gustavsson, T.;
Kotlyar, A. B.; Zikich, D.; Šket, P.; Plavec, J.; Markovitsi, D. J. Phys.
Chem. C 2012, 116, 14682–14689.
[26] Schwalb, N. K.; Temps, F. J. Am. Chem. Soc. 2007, 129, 9272–9273.
[27] Schwalb, N. K.; Michalak, T.; Temps, F. J. Phys. Chem. B 2009, 113,
16365–16376.
[28] Yang, M.; Szyc, L.; Röttger, K.; Fidder, H.; Nibbering, E. T. J.; El-
saesser, T.; Temps, F. J. Phys. Chem. B 2011, 115, 5484–5492.
[29] Fidder, H.; Yang, M.; Nibbering, E. T. J.; Elsaesser, T.; Röttger, K.;
Temps, F. J. Phys. Chem. A DOI: 10.1021/jp309237u.
[30] Mariani, P.; Spinozzi, F.; Federiconi, F.; Amenitsch, H.; Spindler, L.;
Drevensek-Olenik, I. J. Phys. Chem. B 2009, 113, 7934–7944.
[31] Crespo-Hernández, C. E.; Cohen, B.; Hare, P. M.; Kohler, B. Chem. Rev.
2004, 104, 1977–2019.
[32] Schwalb, N. K.; Temps, F. Science 2008, 322, 243–245.
[33] Serrano-Andrés, L.; Merchán, M. J. Photochem. Photobiol. C 2009, 10,
21–32.
[34] Middleton, C. T.; de La Harpe, K.; Su, C.; Law, Y. K.; Crespo-
Hernández, C. E.; Kohler, B. Annu. Rev. Phys. Chem. 2009, 60, 217–239.
[35] Gustavsson, T.; Improta, R.; Markovitsi, D. J. Phys. Chem. Lett. 2010, 1,
2025–2030.
128
[36] Sobolewski, A. L.; Domcke, W. Phys. Chem. Chem. Phys. 2004, 6, 2763–
2771.
[37] Sobolewski, A. L.; Domcke, W.; Hättig, C. Proc. Natl. Acad. Sci. U.S.A.
2005, 102, 17903–17906.
[38] Perun, S.; Sobolewski, A.; Domcke, W. J. Phys. Chem. A 2006, 110,
9031–9038.
[39] Abo-Riziq, A.; Grace, L.; Nir, E.; Kabelácˇ, M.; Hobza, P.; de Vries, M. S.
Proc. Natl. Acad. Sci. U.S.A. 2005, 102, 20–23.
[40] Samoylova, E.; Lippert, H.; Ullrich, S.; Hertel, I. V.; Radloff, W.;
Schulz, T. J. Am. Chem. Soc. 2005, 127, 1782–1786.
[41] Schwalb, N. K.; Temps, F. J. Photochem. Photobiol. A 2009, 208, 164–170.
[42] Ogilvie, K. K. Can. J. Chem. 1973, 51, 3799–3807.
[43] Pancur, T.; Schwalb, N. K.; Renth, F.; Temps, F. Chem. Phys. 2005, 313,
199–212.
[44] Schwalb, N. K.; Temps, F. J. Phys. Chem. A 2009, 113, 13113–13123.
[45] Röttger, K.; Siewertsen, R.; Temps, F. Chem. Phys. Lett. 2012, 536, 140–
146.
[46] Lorenc, M.; Ziolek, M.; Naskrecki, R.; Karolczak, J.; Kubicki, J.; Ma-
ciejewski, A. Appl. Phys. B: Lasers Opt. 2002, 74, 19–27.
[47] Dobryakov, A. L.; Kovalenko, S. A.; Ernsting, N. P. J. Chem. Phys. 2003,
119, 988–1002.
[48] Dobryakov, A. L.; Kovalenko, S. A.; Ernsting, N. P. J. Chem. Phys. 2005,
123, 044502.
[49] LabView 8.0; National Instruments, 2006.
[50] Mathematica Version 8.0; Wolfram Research, Inc., 2011.
[51] Schönborn, J. B. unpublished results.
[52] Trantírek, L.; Štefl, R.; Vorlícˇková, M.; Kocˇa, J.; Sklenárˇ, V.; Kypr, J. J.
Mol. Biol. 2000, 297, 907–922.
[53] Štefl, R.; Trantírek, L.; Vorlícˇková, M.; Kocˇa, J.; Sklenárˇ, V.; Kypr, J. J.
Mol. Biol. 2001, 307, 513–524.
[54] Barbatti, M.; Lischka, H. J. Am. Chem. Soc. 2008, 130, 6831–6839.
[55] Barbatti, M.; Aquino, A. J. A.; Szymczak, J. J.; Nachtigallová, D.;
Hobza, P.; Lischka, H. Proc. Natl. Acad. Sci. U.S.A. 2010, 107, 21453–
21458.
129
[56] Barbatti, M.; Szymczak, J. J.; Aquino, A. J. A.; Nachtigallová, D.; Lis-
chka, H. J. Chem. Phys. 2011, 134, 014304.
[57] Ottiger, P.; Leutwyler, S.; Köppel, H. J. Chem. Phys. 2009, 131, 204308.
[58] Heid, C. G.; Ottiger, P.; Leist, R.; Leutwyler, S. J. Chem. Phys. 2011, 135,
154311.
[59] Ottiger, P.; Leutwyler, S.; Köppel, H. J. Chem. Phys. 2012, 136, 174308.
[60] Kopec, S.; Ottiger, P.; Leutwyler, S.; Köppel, H. J. Chem. Phys. 2012,
137, 184312.
[61] Elsaesser, T.; Kaiser, W. Annu. Rev. Phys. Chem. 1991, 42, 83–107.
[62] Kang, H.; Lee, K. T.; Jung, B.; Ko, Y. J.; Kim, S. K. J. Am. Chem. Soc.
2002, 124, 12958–12959.
[63] Canuel, C.; Mons, M.; Piuzzi, F.; Tardivel, B.; Dimicoli, I.; Elhanine, M.
J. Chem. Phys. 2005, 122, 074316.
[64] Peon, J.; Zewail, A. H. Chem. Phys. Lett. 2001, 348, 255–262.
[65] Pecourt, J.-M. L.; Peon, J.; Kohler, B. J. Am. Chem. Soc. 2001, 123, 10370–
10378.
[66] Karunakaran, V.; Kleinermanns, K.; Improta, R.; Kovalenko, S. A. J.
Am. Chem. Soc. 2009, 131, 5839–5850.
[67] Miannay, F.-A.; Gustavsson, T.; Bányász, A.; Markovitsi, D. J. Phys.
Chem. A 2010, 114, 3256–3263.
[68] Chen, H.; Li, S. J. Chem. Phys. 2006, 124, 154315.
[69] Marian, C. M. J. Phys. Chem. A 2007, 111, 1545–1553.
[70] Yamazaki, S.; Domcke, W. J. Phys. Chem. A 2008, 112, 7090–7097.
[71] Yamazaki, S.; Domcke, W.; Sobolewski, A. L. J. Phys. Chem. A 2008,
112, 11965–11968.
[72] Serrano-Andrés, L.; Merchán, M.; Borin, A. C. J. Am. Chem. Soc. 2008,
130, 2473–2484.
[73] Lan, Z.; Fabiano, E.; Thiel, W. ChemPhysChem 2009, 10, 1225–1229.
[74] Candeias, L. P.; Steenken, S. J. Am. Chem. Soc. 1989, 111, 1094–1099.
[75] Jian, L.; Wang, W.-F.; Zheng, Z.-D.; Yao, S.-D.; Zhang, J.-S.; Lin, N.-Y.
Res. Chem. Intermediat. 1991, 15, 293–301.
[76] Wood, P. D.; Redmond, R. W. J. Am. Chem. Soc. 1996, 118, 4256–4263.
130
7
E L E C T R O N I C D E A C T I VAT I O N O F T H E G C B A S E PA I R
I N S O L U T I O N - E X P E R I M E N TA L E V I D E N C E F O R A
D I M E R - S P E C I F I C A D D I T I O N A L D E C AY C H A N N E L
7.1 introduction
The influence of hydrogen-bonding on the excited-state dynamics of DNA
building blocks is a controversially discussed field. The focus of this de-
bate lies on the question whether the electronic deactivation mechanism
of the Watson-Crick (WC) G·C base pair is substantially different from
the monomer deactivation or not. A detailed discussion about the current
state of knowledge and most recent publications is given in Section 1.2.3 in
comparison with other H-bonded systems of purine and pyrimidine bases.
Here, a short overview of the most important results for the G·C base pair
will be given.
It has been proposed by Löwdin in 1965 that a double proton-transfer
(DPT) process might occur within DNA base pairs. This hypothesis was
checked by a detailed and thorough study of DPT reactions in model sys-
tems, e.g., in dimers of 7-azaindole [1–5] and 2-aminopyridine. [6–8] In the
heterodimer G·C, an electron-driven proton transfer (EDPT), where only
a single proton is transferred from G to C, was theoretically predicted by
Sobolewski, Domcke and Yamazaki. [9–12] This process was confirmed by
a number of several dynamics simulation studies over the last years that
showed a distinct shortening of excited electronic state lifetimes in the
G·C base pair compared to the monomers. [13–17] Additionally, the involve-
ment of single-proton transfer from C to G was discussed. [12,18] From the
experimental point of view, the results are not unambiguous. Many experi-
mental findings in the gas phase [19] as well as in solution [20,21] hint indeed
at a dramatic reduction of lifetimes of electronically excited states in the
G·C base pair as was proposed theoretically. However, a recent combined
transient absorption and TD-DFT study of the G·C base pair in CHCl3
claimed the involvement of an EDPT process to be unlikely. [22] The em-
ployed excitation wavelength in the respective study was 283 nm, which
leads to an excitation mainly of C. Since the EDPT process starts with a
proton transfer from the electronically excited G, this might explain the
small changes between monomer contribution and the G·C base pair spe-
cific signal. Altogether, the direct observation of a G·C base pair specific
deactivation channel is still missing.
In this Chapter, the preliminary results of femtosecond time-resolved
transient absorption measurements of the G·C base pair in CHCl3 after
electronic excitation mainly of G will be presented. These measurements
were performed to check the suitability of the transient absorption exper-
iment presented in Chapter 2 for a further, thorough investigation of the
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G·C base pair. The focus in the data analysis was on spectral characteris-
tics, since the temporal evolution of the observed transient absorption is
quite similar for all investigated monomers and dimers. A thorough data
analysis yields the transient spectrum of a G·C specific intermediate that
shows a remarkable resemblance with the spectrum of the deprotonated
guanine radical, in short (G−H)·, [23,24] and is therefore a strong evidence
for the existence of an EDPT process during the deactivation.
7.2 experimental details
materials
2 ′,3 ′,5 ′-O-(Tert-butyldimethylsilyl) protected nucleosides were synthesized
following a modified protocol of Ogilvie. [25] Anhydrous CHCl3 (stabilized
with amylene) was purchased from Sigma Aldrich and additionally dried
with molecular sieve to remove residual water. Solvent and sample purity
were checked via UV/vis and IR absorption spectroscopy.
transient absorption measurements
All measurements were carried out using the transient absorption experi-
ment described in Chapter 2 following photoexcitation at λpump = 260 nm.
Optical densities of 0.2 and 1.0 at an optical pathlength of 0.1 mm were
used for all measurements. These optical densities mark the approximate
lower and upper limits for transient absorption measurements for nucle-
osides in CHCl3. The optical pathlength of 0.1 mm was chosen to keep
the intensity of coherent artifact as low as possible. CHCl3 at an optical
pathlength of 1 mm produces coherent signals with intensities on the or-
der of ∆OD = 20× 10−3 and a duration of ≈ 500 fs, making a reliable
analysis in this time range difficult. Since C(TBDMS)3 in CHCl3 is par-
ticularly sensitive to photochemical damage, the measurement at higher
optical densities than 0.2 turned out to be impossible due to the accumula-
tion of photoproducts. For the same reason, transient absorption of C was
measured with only 500 single measurements per delay step. G and G·C
were measured using 3500 single measurements per delay step. Transient
absorption of both concentrations for each molecule and the neat solvent
were measured in one experimental run to avoid a change of coherent sol-
vent signals (cf. Chapter 2). Each sample and solvent measurement was
repeated three times to ensure reproducibility.
The purity and integrity of the samples was checked before and after
each measurement via UV/vis absorption spectroscopy. The water content
was reduced by preparing all sample solutions with anhydrous CHCl3 in
a flow box purged with dry air and checked before and after the transient
absorption measurements via IR spectroscopy.
132
calculation of monomer and dimer contributions
The concentrations of monomers ([M]) and homodimers ([M ·M]) were
calculated using the degree of association
β =
2 [M ·M]
c0
=
c0 − [M]
c0
with the initial concentration c0 = [M] + 2[M ·M]. Given the association
constant
KM·M =
[M ·M]
[M]2
=
β
2c0[1−β]2
,
the degree of association can be calculated according to
β =
1+ 4KM·Mc0 −
√
1+ 8KM·Mc0
4KM·Mc0
.
For heterodimers M·N, assuming an equimolar mixture with c0 = [M]0 =
[N]0, the degree of association is given by
β =
[M ·N]
c0
=
c0 − [M]
c0
=
c0 − [N]
c0
with the initial concentration c0 = [M] + [M ·N] = [N] + [M ·N]. Conse-
quently, the association constant
KM·N =
[M ·N]
[M][N]
=
β
c0[1−β]2
can be used for calculation of the degree of association according to
β =
1+ 2KM·Nc0 −
√
1+ 4KM·Nc0
2KM·N × c0 .
The initial concentrations and degrees of association used for the time-
resolved measurements are summarized in Table 7.1.
Table 7.1: Initial concentrations (c0 = [M]0 for homodimers M·M, c0 = [M]0 =
[N]0 for heterodimers M·N) used for the transient absorption experi-
ments in CHCl3 and corresponding degrees of association β. The as-
sociation constants Kass are taken from Schwalb et al. [20,21] and refer
to Kass = K[M]·[M] and Kass = K[M]·[N] for homo- and heterodimers,
respectively.
Monomers Kass / M−1 c0 / mM β
G 1010± 200 1.5 0.57
G 1010± 200 7.7 0.78
C 42± 2 10 0.35
G, C (3.4± 0.8)× 104 1.1 0.85
G, C (3.4± 0.8)× 104 5.6 0.93
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7.3 results
g and c
Excitation of G and C in CHCl3 at λpump = 260 nm leads to transient ab-
sorption changes that are represented in Figure 7.1 as two-dimensional
maps. The results of G for both initial concentrations are virtually identi-
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Figure 7.1: Two-dimensional maps of transient absorption changes of G in CHCl3
with (a) [G]0 = 1.5 mM and (b) [G]0 = 7.7 mM, and (c) C in CHCl3
with [C]0 = 10 mM after excitation at 260 nm.
cal and feature two positive, strongly overlapping absorption bands, one
around λprobe ≈ 350 nm and a broad and unstructured band at λprobe > 400
nm. The slightly delayed rise of the absorption in the UV is caused by stim-
ulated emission. A preliminary data analysis in the time domain show
that the decay behavior found for the two concentrations are similar both
in amplitudes and decay times, thus preventing a reliable distinction of
monomer and dimer contributions. An unambiguous correlation with the
degrees of association β could not be found in the global data analysis.
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The recorded signal of C at [C]0 = 10 mM shows two spectral charac-
teristics, the first one being a broad and unstructured positive absorption
band at visible probe wavelengths which can be assigned to excited state
absorption. The second is a weak negative contribution at UV wavelengths
attributed to stimulated emission (SE). Both bands show no significant
spectral shifts. The signal of C is much less intense than the signal of G as
is common for this nucleobase in aqueous solution. [26]
Generally, it can be stated that the population of long-lived states can be
excluded for all investigated molecules on the basis of additional measure-
ments at λprobe = 244 nm. The obtained time profiles (not shown) revealed
a ground state recovery on the time scale of ≈ 10 ps that reflects the time
scale of vibrational cooling, which is much less efficient in CHCl3 than in
H2O. [27–30] Since this process is slower than the observed excited state de-
population, the determination of overall electronic excited state lifetimes
is not possible by following the ground state recovery.
g·c base pair
The transient absorption measurements of the G·C were performed at two
initial concentrations of G and C, the corresponding degrees of association
of the heterodimer are given in Table 7.1. The respective two-dimensional
representations of transient absorption changes after excitation at 260 nm
are depicted in Figure 7.2(c) and (d). Both concentrations give rise to three
overlapping ESA bands with maxima at λprobe ≈ 340 nm, ≈ 400 nm and
≈ 480 nm. The initial delayed rise at UV wavelength is caused by stimu-
lated emission, as was found for G and C. A preliminary data analysis of
G·C, G and C signals in the time domain shows decay times on altogether
comparable time scales. The simple comparison of decay times is therefore
not sufficient for identification of G·C specific signals.
Instead, the spectral characteristics of G·C on the one hand and G and
C on the other hand were examined. For comparison with the lower G·C
concentration, the mathematical sum of G and C was calculated using
the results of G at [G]0 = 1.5 mM and C at [C]0 = 10 mM. Each data
set was scaled to [G]0 = [C]0 = 1.1 mM and weighted according to their
respective extinction coefficient at 260 nm. For comparison with the higher
concentration of G·C, the sum of G at [G]0 = 7.7 mM and C at [C]0 = 10
mM, each scaled to 5.6 mM, was calculated accordingly. The results are
depicted in Figure 7.2(a) and (b). A comparison of these results with the
G·C results (Fig. 7.2(c) and (d)) reveal that the ESA band at λprobe ≈ 400
nm is a contribution from the G·C pair that is present neither for “pure”
G nor “pure” C, as was expected considering the spectral shapes of the
contributing signals (cf. Sec. 7.3).
A more precise picture can be derived from the difference spectra of
measured and calculated transient absorption changes, which are given in
Figure 7.2(e) and (f). The respective transient absorption arise exclusively
from the G·C base pair and show three positive ESA bands with a distinct
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Figure 7.2: Top row: calculated sums of transient absorption of G and C. (a) Scaled
sum of G and C maps shown in Fig. 7.1(a) and (c) (each scaled to
[G]0 = [C]0 = 1.1 mM), (b) scaled sum of G and C maps shown in Fig.
7.1(b) and (c) (each scaled to [G]0 = [C]0 = 5.6 mM) after excitation
at 260 nm (see text for details). Middle row: two-dimensional maps of
transient absorption changes of G·C in CHCl3 at (c) [G]0 = [C]0 = 1.1
mM and (d) [G]0 = [C]0 = 5.6 mM. Bottom row: difference of the G·C
results and the calculated sums for (e) [G]0 = [C]0 = 1.1 mM and (f)
[G]0 = [C]0 = 5.6 mM. Especially the latter map shows the signal of
the G·C base pair without residual G and C contribution.136
maximum at ≈ 400 nm and less pronounced bands around ≈ 340 nm and
≈ 480 nm. This result will be discussed in the following.
7.4 discussion
The difference spectrum of the simulated G+C signal and the G·C mea-
surement at ∆t = 2 ps after excitation is shown in Figure 7.3 together with
the spectrum of the (G−H)· radical that is known from literature. [23] Both
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Figure 7.3: Transient difference spectrum at ∆t = 2 ps (black line) and spectrum
of (G−H)· (red, taken from Candeias et al. [23]). The black axis on the
left refers to the black spectrum, the red axis on the right to the red
spectrum.
spectra show a close resemblance, which is a strong hint at the existence of
the theoretically predicted EDPT process, during which the (G−H)· radi-
cal is an important intermediate. A data analysis of the temporal evolution
of the difference spectrum revealed a lifetime of ≈ 3 ps for the G·C specific
transient absorption signal. Together with the immediate presence of the
respective signal, this shows that the at least in CHCl3 the radical state is
immediately formed and lives for several picoseconds before relaxation to
the electronic ground state occurs.
It has to be noted at this point that a possible charge-transfer-to-solvent
(CTTS) state is known to be accessible for halocarbon solvents. In this state,
an electron is transferred to a solvent molecule, thus forming CHCl·2 and
solvated Cl–. The geminate recombination of electron and oxidized species
of comparable systems have been determined to be on the order of some
tens or hundreds of ps, as was shown by Kohler and coworkers. [31,32] These
time scales differ dramatically from the ones found for the deactivation
times of G and C in CHCl3 and therefore, it can safely be concluded that
the involvement of CTTS is most unlikely.
In summary, the close spectral resemblance of the G·C specific ESA band
found after electronic excitation of the G·C base pair with the spectrum of
the (G−H)· radical is a strong hint at the existence of an electron-driven
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proton transfer as a possible deactivation mechanism. For a definite as-
signment, the absorption spectrum of the protonated C radical (C+H)· as
the second intermediate should be included in the data analysis. However,
the respective spectrum is not yet published in the literature to the best of
the author’s knowledge.
The results presented in this Chapter showed that further investigations
of the G·C base pair with transient absorption spectroscopy are promising.
The use of different concentrations and excitation wavelengths might help
revealing the details of the G·C base pair specific deactivation pathway.
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8
S U M M A RY A N D O U T L O O K
The main goal of this Thesis was the investigation of the complex interplay
of structural modifications and hydrogen bonds on the ultrafast electronic
deactivation dynamics of DNA and rare RNA building blocks. The ob-
tained results provided insight into the crucial role of substitution pattern
and steric restraints on the purine backbone. Generally, the investigation
of deactivation mechanisms in DNA building blocks is a rather challeng-
ing task for two reasons: First, the depopulation of electronically excited
states takes place on a femtosecond to picosecond time scale, thus call-
ing for femtosecond time-resolved spectroscopic techniques such as fluo-
rescence up-conversion and transient absorption spectroscopy. The second
challenge arises from the low fluorescence and transient absorption signals
of DNA and RNA building blocks, which makes the use of spectroscopic
techniques with high sensitivities inevitable.
8.1 transient absorption setup
A major part of the present Thesis project was the development of a new,
highly sensitive and versatile transient absorption experiment. The respec-
tive setup, shown schematically in Figure 8.1, allows for a simultaneous
measurement of broadband transient absorption spectra in the wavelength
range 310− 700 nm and the additional detection of transient absorption
at a single wavelength, which was used for the detection of vibrational
cooling and ground state recovery in the deep UV. A 1 kHz readout-rate
polychromator
2x1 kHz FFT CCD
photodiodes
sample cell
SCG
in CaF2
NOPA2
+ SHG
NOPA1
+ SHG
from
Ti:Sa CPA
Figure 8.1: Scheme of the femtosecond transient absorption setup for simultane-
ous UV/VIS broadband and deep-UV single-color measurements.
and the implementation of a single-shot data analysis allowed for mea-
surements with typical sensitivities of the order of 2× 10−5 and 5× 10−6
for broadband and single-color detection, respectively. The time resolution
was of the order of ∆τ ≈ 50 fs (broadband) and ∆τ ≈ 80 fs (single-color).
The setup was optimized to ensure a straightforward, stable and repro-
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ducible operation that can be adjusted to the individual needs of different
samples within a reasonable amount of time. The capability of this experi-
ment was proved investigating a number of different samples, which will
be summarized below.
Further improvement of the transient absorption setup is possible by ex-
tending the probe wavelength range down to λprobe = 270 nm by using the
frequency-doubled laser fundamental at 387 nm for supercontinuum gen-
eration in CaF2. This would require a careful investigation of the necessary
modifications regarding focus size, pulse length, and pulse intensity in the
crystal as well as a characterization of the stability of the supercontinuum.
An extended probe wavelength range would make the improvement of
spectral resolution, in particular in the UV range, desirable. This could be
done by implementation of FFT-CCD sensors with larger sensor areas.
The present setup forms the basis for a number of other experiments.
The high sensitivities makes the implementation of a femtosecond time-
resolved stimulated Raman experiment and transient absorption measure-
ments of highly sensitive samples in a single shot mode possible. The sin-
gle color probe pulse can in principle be set to any wavelength, and a sim-
ple setup for UV pump-IR single color probe experiment is accessible by
tuning the second NOPA to the near-IR region and using IR sensitive pho-
todiodes. Furthermore, the transient absorption setup can easily be trans-
formed to a pump-repump-broadband probe or pump-dump-broadband
probe experiment. This requires a second chopper that needs to be placed
in the single-color probe beam which then serves as the second pump
pulse. The chopper must be set to a frequency that equals 1/4 of the laser
frequency, which results in the pulse trace schematically shown in Figure
8.2. The pulses at position 1 result in a pump-repump-probe signal, po-
sample
probe
repump
pump
delay
line
delay
line
detection
4 3 2 1
Figure 8.2: Schematic overview of the pump-repump-probe transient absorption
experiment.
sition 2 in the repump-probe signal, position 3 in a pump-probe signal
and position 4 is the background signal for all preceding pulses. Both the
repump and probe pulses can be delayed individually with respect to the
pump pulse. The necessary LabVIEW program and the setup were written
and tested in this Thesis. This experiment could be useful for the investi-
gation of multichromophores or the control of complicated photoinduced
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reactions such as the ring closure and opening reactions of fulgides and in
the analysis of state couplings in multichromophor DNA base systems.
8.2 structurally modified 6-oxopurines
Two structurally modified 6-oxopurines, namely xanthosine monophos-
phate (XMP) and hypoxanthine (Hyp), both of which are rare RNA bases
and structurally related to guanine, were investigated using a combination
of the above described femtosecond time-resolved transient absorption ex-
periment and fluorescence up-conversion spectroscopy.
The xanthine chromophore, shown in Figure 8.3(a) and (b), features a
carbonyl group at the C(2) position and therefore no double bond at C(2)-
N(3). It is known from literature that this leads to an increase of acidity that
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N
H
N
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8Me-XMP
Me
(a) (b)
XMP XMP-
H H H
Figure 8.3: Structures of (a) neutral xanthosine monophosphate (XMP) and (b)
deprotonated xanthosine monophosphate (XMP–). R corresponds to
ribosyl monophosphate. (c) Structure of 8-methyl-xanthosine mono-
phosphate. The substituents at the C(8) position are colored.
is unique among the purine nucleotides: At pH> 5.5, the xanthine moi-
ety is deprotonated, and the negative charge is located either at the N(3)
or N(1) position. As was discussed, the neutral and the anionic xanthine
moiety might feature quite similar electronic structures in the electronic
ground state. This interpretation was supported by time-resolved transient
absorption and fluorescence up-conversion measurements at different exci-
tation wavelengths on both the neutral (XMP) and anionic (XMP–)1 nu-
cleotide. The results showed a similar spectro-temporal behavior for both
species, which was dominated by two time scales for both XMP and XMP–,
namely
τ1 ≈ 0.3± 0.1 ps,
τ2 ≈ 1± 0.2 ps.
Based on the spectral characteristics, the sub-picosecond component was
assigned to depopulation of the initially excited Franck-Condon region.
The detection of the ground state recovery (GSR) in the deep UV showed
that the main part of the initially excited molecules return to the electronic
ground state within τ2. Consequently, this decay time was attributed to
the barrierless evolution of the wavepacket in the direction of a conical
intersection with the electronic ground state. The relaxation coordinate is
1 The charge of the phosphate group is omitted in this notation.
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most likely the out-of-plane deformation of the five-membered ring, as
it was theoretically proposed for xanthine by Yamazaki, Sobolewski and
Domcke. Selective excitation in the first or second electronically excited
state leads to virtually identical results, suggesting an ultrafast conversion
into the lower excited state on a time scale that is below the experimental
time resolution. For XMP–, a third, minor important component decaying
with τ3 = 4± 1 ps with amplitudes of a few percent was found. Appar-
ently, some part the excited-state population relax through a less favored
deactivation channel, tentatively assigned to the out-of-plane deformation
of the six-membered ring. This pathway is crucial for the electronic relax-
ation of other 6-oxopurines, but less favored in case of xanthine. A further
investigation of the deactivation mechanism of XMP is possible by methy-
lation at the C(8) position, shown in Figure 8.3(c). The methyl group might
induce steric restraints and consequently energy barriers for the out-of-
plane deformation of the five-membered ring, if this is the main relaxation
coordinate.
The second investigated structurally modified 6-oxopurine was hypo-
xanthine (Fig. 8.4(a)), which is structurally closely related to guanine, but
lacks the exocyclic amino group at the C(2) position. The results of time-
N
NN
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(b)
2Me-Hyp
N
NN
N
O
H
H
CH3
G
N
NN
N
O
H
H
NH2
vs.
(a)
Hyp, I and IMP
H
Figure 8.4: (a) Structures of hypoxanthine (Hyp, R = H), inosine (I, R = ribosyl)
and inosine monophosphate (IMP, R = ribosyl monophosphate). (b)
Structures of 2-methyl-hypoxanthine and guanine. The substituents at
the C(2) position are colored. The methyl group induces only a sterical
hindrance of the out-of-plane deformation of the six-membered ring,
the amino group is responsible for electronic and steric effects, and
the H-atom causes neither of these effects.
resolved fluorescence and absorption spectroscopy of Hyp, its nucleoside
inosine (I) and nucleotide inosine monophosphate (IMP) in water revealed
a rapid relaxation after excitation at λpump = 260 nm back to the electronic
ground state within
τ1 6 0.21± 0.08 ps
through a conical intersection. Subsequent vibrational cooling was found
to occur with a decay time of
τ2 = 1.8± 0.4 ps.
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The relaxation coordinate is expected to be the out-of-plane deformation
of the six-membered ring, which was proposed to be the most important
deactivation pathway for other purine nucleosides. The picture obtained
for Hyp was explained by the absence of the large amino group at the C(2)
position, which leads to a barrierless relaxation to the electronic ground
state. This interpretation hints at the crucial role that the C(2) position
plays for the deactivation of guanine. Here, it is known from literature that
the deactivation is characterized by at least one minimum or planar region,
leading to a complex excited-state depopulation. A further investigation
on the question whether electronic or steric effects are responsible for the
difference between guanine and hypoxanthine is possible by substitution
of the H(2) proton by a methyl group. The situation is depicted in Figure
8.4(b).
8.3 hydrogen-bonded systems
The results obtained for Hyp, I and IMP in water formed the basis for an
investigation of the influence of hydrogen bonds on the deactivation dy-
namics of the inosine dimer, shown in Figure 8.5(a). This system was cho-
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Figure 8.5: Structures of the hydrogen-bonded assemblies that were investigated
in this Thesis: (a) Inosine dimer in CHCl3, (b) example of a guanine
assembly in n-hexane, (b) G·C Watson-Crick base pair in CHCl3. R
corresponds to 2 ′,3 ′,5 ′-O-TBDMS protected ribosyl residues. The 6-
oxopurine backbones are highlighted in blue, the pyrimidine back-
bone in yellow.
sen because of its well-defined structure that is formed in aprotic solvents.
The formation of the dimer was thoroughly characterized by temperature-
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and concentration dependent 1D and 2D 1H NMR, IR and UV/vis spec-
troscopy and an association constant of
KI·I = 690± 200M−1
was found. The picture that emerged from transient absorption experi-
ments after excitation at λpump = 260 nm is similar to that of the monomer
in water: Electronic excitation at λpump = 260 nm leads to a rapid depopu-
lation of the excited state within
τ ≈ 0.1 ps
through a conical intersection with the electronic ground state. The par-
tial overlapping of the respective signals with hot ground state absorption,
which decayed within 9± 1 ps, made the accurate determination of the
electronic excited state lifetime difficult. However, the picture that was
obtained for the electronic deactivation dynamics resembled that of the
monomer in water. On the basis of these results, it was concluded that
dimerization does not lead to a complete change of the deactivation me-
chanism via the out-of-plane deformation of the six-membered ring. Con-
sequently, this supports the outstanding importance of the C(2) position
for the electronic deactivation of 6-oxopurines, since neither the C(2) nor
the N(3) atom are involved in the dimerization, but are crucial for the de-
formation of the 6-membered ring. The straightforward results obtained
for the inosine dimer qualifies it as a test case for more complicated sys-
tems such as the G·C and the A·T base pairs.
A completely different picture emerged for larger hydrogen-bonded ag-
gregates, mostly ribbons, of guanosine in n-hexane. The aggregates were
characterized using a combination of IR-, CD- and UV/vis spectroscopy.
An exemplary ribbon structure is given in Figure 8.5(b). The combined
results from time-resolved fluorescence and absorption experiments after
excitation at λpump = 260 nm showed that the aggregation gives rise to
complex excited-state dynamics on four time scales, namely
τ1 = 0.63± 0.03 ps,
τ2 = 5.90± 0.30 ps,
τ3 = 62.0± 7.0 ps,
τ4 = 3.6± 1.0 ns.
The dynamics were attributed to a complex excited-state geometry and
trapping of some part of excited-state population, possibly in an npi∗ state
that is stabilized compared to that of guanine in water. Besides these
solvent effects, sizable energy barriers en route to the electronic ground
state could well be induced by numerous steric constraints in the assem-
blies. The transient spectra obtained at delay times > 1 ns after excitation
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showed no resemblance to the spectra of any species such as the (G−H)·
H-abstraction product, or triplet species like the 3G· radical or 3GMP that
are known as possible photoproducts of guanine. Additionally, the results
from detection of the ground state recovery gave no evidence for such
persistent species. A recent investigation on the same system by Klein-
ermanns, Kovalenko and coworkers claimed the formation of a (G−H)·
radical after excitation at λpump = 284 nm and consequently the existence
of an electron-proton transfer in the guanine assemblies. However, the re-
spective radical should be present in the results obtained in this Thesis as
well, and the absence makes the definite assignment to such a deactivation
mechanism questionable.
Beside the above discussed assemblies made up of one monomeric build-
ing block, the excited-state dynamics of the Watson-Crick G·C dimer in
CHCl3 were investigated after excitation at λpump = 260 nm, which leads
to absorption of excitation photons mainly by the guanine chromophores.
As was discussed in Chapter 1.2.3, an electron coupled proton transfer
(EDPT) from G to C, i.e., the population of an intermediate CT state with
(G−H)· and (C+H)· radicals, was predicted theoretically to be an impor-
tant relaxation pathway that leads to an ultrafast return to the electronic
ground state, where electron and proton are transferred back to G. How-
ever, a recent experimental investigation on the G·C dimer did not lead
to the observation of such a process, and the authors proposed the deacti-
vation by monomer-like mechanisms. In opposition to that, time-resolved
transient absorption experiments on the G·C base pair and a qualitative
data analysis that were performed in this Thesis gave evidence for the ex-
istence of a (G−H)· radical with a lifetime of ≈ 3 ps, which is the first
direct observation of the EDPT process in the Watson-Crick G·C base pair.
Further investigations of the impact of hydrogen bonds on the deactiva-
tion mechanism can be done using a number of possible systems, such as
combinations of hypoxanthine and guanosine. Another interesting aspect
is the investigation of the G·C base pair in water. Since base pairing of
free nucleobases is not favored in water due to ubiquitous H-bond donors
and acceptors, a “caged” structure would be necessary to enforce dimer-
ization. This would require a careful analysis of optimal linker length and
structure as it was already performed successfully for a small G·C double
strand in the PhD Thesis of M. Stuhldreier. H. Nicken found in his PhD
thesis evidence for an efficient, radiationless deactivation mechanism in
a 5-aminoindazole-indazole dimer after excitation of the indazole which
might also be a proton transfer reaction as was found for the G·C base
pair. The investigation of this system in solution might help shedding
light on the respective relaxation pathway. From the experimental point
of view, the investigation of hydrogen-bonded species with femtosecond
time-resolved UV pump-IR probe spectroscopy would be desirable. These
experiments provide direct insight into the geometrical changes in the elec-
tronic excited states.
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T R A N S I E N T A B S O R P T I O N L A B V I E W P R O G R A M
The most important features of the LabVIEW program that was written
for the transient absorption experiment will be explained in the follow-
ing. All positions and distances of the delay stages are given in fs for
convenience. In Figure A.1, the complete user interface of the transient
absorption program is shown. The following controls and indicators of
experimental parameters are displayed:
 Message gives the current status, i.e. the type of experiment which
is currently running or error messages. A running measurement is
also indicated by the green light labeled “busy”.
 Current position (fs) gives the current positions of delay stages for
broadband (whitelight) and single color (NOPA Probe) detection.
 The controls labeled with Sample etc. can be filled by the user and
are written in a file that contains the respective information.
 The four graphs in the middle and right column show the results of
current measurements. They are updated on-line after measurement
at each delay step.
 File path can be set by the user and is the default file path for saving
the measured data. After each measurement, a dialog will show up
that allows to set file path and file name.
The runtime menu Measure includes the following menu items:
 Set delays allows to set the number and size of delay steps and
maximum delay time for a temporal scan. The respective scan profile
consists of three parts: A linear one, which is usually used for the
measurement of the baseline before the experimental time zero, a
second part with linear step sizes, which is used for the temporal
scan at delay times up to ≈ 1 ps after the experimental time zero.
For the third part, the step sizes are increased exponentially. The
respective LabVIEW routine is based on a LabVIEW program written
by F. Renth.
 Set delays (two exponential steps) allows to set the number and
size of the delay steps and maximum delay time for a temporal scan
as described above, but additionally, another part of the scan profile
with larger exponentially increasing step sizes is included to reduce
the number of delay steps. This is the preferred scan mode.
 Take CCDmeasurement starts a live scan of camera and photodiode
signals.
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 Take optimization measurement allows to measure the change of
optical density without moving the delay stages.
 Take temporal scan starts a temporal scan of broadband and single
color detection with the defined temporal scan profile. The acquired
data are saved at the end of the scan.
The runtime menu Translation Stage includes the following menu items:
 Move absolute allows to move the delay stages individually or syn-
chronously to an absolute position.
 Move relative allows to move the delay stages individually or syn-
chronously by a relative value.
 Go home moves both delay stages to a predefined home position
(usually at the beginning of the delay stage).
 Get position updates the current position display on the main user
interface.
The runtime menu Whitelight Measurement starts a temporal scan of the
broadband detection. The acquired data are saved at the end of the scan.
The runtime menu Calibration starts the recording of the whitelight spec-
trum. The acquired data are saved.
The runtime menu Photodiode Measurement starts a temporal scan of the
single color detection. The acquired data are saved at the end of the scan.
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