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Resumen
En este trabajo estudiamos la definibilidad de las regiones cuasi entrópicas por medio
de conjuntos finitos de desigualdades polinomiales. Los conjuntos que son definidos
de esta manera son llamados semialgebraicos. Existe una fuerte conexión entre los
conjuntos semialgebraicos y la Teoŕıa de Modelos, esta conexión se presenta a través
del llamado teorema de Tarski Seidenberg. Nosotros exploramos esta conexión, por
ejemplo, probamos que el conjunto de vectores entrópicos de orden mayor a dos
no es semialgebraico, y presentamos resultados que sugieren que las regiones cuasi
entrópicas de orden mayor a tres no son semialgebraicas. Primero presentamos
una prueba alternativa del teorema de Matúš, el cual afirma que las regiones cuasi
entrópicas no son poliédricas, después abordamos el problema de encontrar nuevas
sucesiones de desigualdades de la información y finalmente mostramos que la semial-
gebricidad de las regiones cuasi entrópicas depende de la condicionalidad esencial de
cierta clase de desigualdades condicionales de la información. Exploramos además
algunas consecuencias algoŕıtmicas que podŕıa tener el hecho de que las regiones
cuasi entrópicas fuesen semialgebraicas, espećıficamente estudiamos algunas con-
secuencias en la Teoŕıa de Repartición de Secretos y su relación con la Teoŕıa de
Matroides.
Palabras clave: Entroṕıa, Vectores entrópicos, Desigualdades de la infor-
mación, Regiones entrópicas, Repartición de secretos.
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Abstract
We study the definability of the almost entropic regions by finite sets of polynomial
inequalities. Sets defined in this way are called semialgebraic. There is a strong con-
nection between semialgebraic sets and Model Theory, this connection is presented
through the so-called Tarski-Seidenberg Theorem. We explore this connection and,
for instance, we prove that the set of entropic vectors of order greater than two is
not semialgebraic. Moreover, we present strong evidence suggesting that the almost
entropic regions of order greater than three are not semialgebraic. First we present
an alternative proof of Matúš theorem, which states that the almost entropic re-
gions are not polyhedral, then we deal with the problem of finding new sequences of
information inequalities and finally we show that the semialgebraicity of the almost
entropic regions depends on the essential conditionality of certain class of condi-
tional information inequalities. We also explore some algorithmic consequences of
the almost entropic regions being semialgebraic, specifically we study some of the
consequences of this fact in Secret Sharing and its relation with Matroid Theory.
Keywords: Entropy, Entropic Vectors, Information inequalities, Entropic
regions, Secret Sharing.
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Introduction
Linear Information Inequalities are the linear Inequalities satisfied by Shannon’s
Entropy. N. Pippenger [35] argued that linear information inequalities encode the
fundamental laws of Information Theory, which determine the limits of information
transmission and data compression. Then, according to Pippenger, those inequali-
ties constitute a very important topic of research.
Linear information inequalities play an important role in the analysis of communi-
cations problems. Unfortunately, it is not easy to decide if a given linear expression
involving Shannon Entropies is always positive. Actually, it is not known if the set
of linear information inequalities is a decidible set.
R. Yeung introduced a geometrical framework to study the theory of linear infor-
mation inequalities [47]. To this end he introduced the notions of entropic vector,
entropic region, and almost entropic region. The almost entropic region of order n
is precisely the set that is defined by all linear information inequalities in n random
variables. He proved, for instance, that the almost entropic regions are closed convex
cones.
A first example of information inequalities are the so called Shannon inequali-
ties (claiming that all the Shannon information measures are positive). Are there
non-Shannon information inequalities? That is: there do exist linear information
inequalities that are not entailed by Shannon inequalities? It was conjectured for a
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long time that there exist non-Shannon information inequalities. L. Csirmaz pub-
lished an influential paper in 1997 [14], where he proved that Shannon inequalities
do not yield super-linear lower bounds for secret sharing. This work of Csirmaz
suggested that Shannon’s inequalities are not a complete set of linear inequalities
(axioms) defining the convex cones constituted by the entropic vectors of different
orders. After that, an intensive search for non-Shannon inequalities began. Zhang
and Yeung [49] found the first non-Shannon unconditional information inequality,
and after that, Dougherty et al [16] found six new non-Shannon information in-
equalities. Are those seven information inequalities (and their permutations) the
lost axioms of Shannon’s entropy? If it were the case, all the almost entropic re-
gions would become polyhedral cones, and it would be good news, given that those
regions appear as essential parameters of possible algorithmic solutions to many dif-
ferent problems related to Network Coding [47], Secret Sharing [29], [14], database
theory, [18], graph guessing [36] and Index coding [38]. Notice that Polyhedral cones
are tractable objects. It is the case because they are defined by a finite list of linear
inequalities, which can be algorithmically checked. Moreover, polyhedral cones can
be processed using the many tools provided by convex geometry. We claim that
solving all the aforementioned problems is something that strongly depends on our
ability for computing finite checkable definitions of the almost entropic regions.
Are all the almost entropic regions polyhedral cones? Unfortunately it is not the
case, Matúš proved that given n ≥ 4, the almost entropic region of order n is not
polyhedral [28]. We provide an elementary (new) proof of this assertion.
Before proving his important result, Matúš discovered two infinite sequences of
linear information inequalities [28]. Then, Chan and Grant [41] discovered a non-
linear (polynomial) inequality which is almost as strong as one of the sequences of
information inequalities discovered by Matúš. Thus, a single polynomial inequality
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has the expressive power of infinitely many linear inequalities. Chan and Grant [41]
asked the following: can each almost entropic region be described by a finite set of
non-linear (polynomial) information inequalities? Chan’s question can be rephrased
in the following way: are all the almost entropic regions semialgebraic sets?
Semialgebraicity is a second geometrical property that implies decidability: semi-
algebraic sets are decidable, given that they are defined by a finite list of polynomial
inequalities which can be algorithmically checked.
Our main concern is the decidability of the almost entropic regions. We can
argue that the question about the semialgebraicity of the almost entropic regions
is a question about the decidability of those regions. Moreover, we claim that the
semialgebraicity question is a fundamental one: semialgebraicity is closely related
to decidability in the Blum-Shub-Smale model of Turing machines over the real
numbers [8], which is one of the most popular models of computation over the real
numbers.
It is known that given A ⊆ Rn, the set A is semialgebraic, if and only if, it is
first order definable [43]. This last connection allows us to use the powerful tools
of model theory in our investigation. We exploited those connections in [1], where
we proved that an important algorithmic problem in network coding called CARR
can be algorithmically solved if the almost entropic regions are uniformly first order
definable.
We are interested in the following type of questions: is Γ∗4 a semialgebraic set?
Is Γ∗4 decidable? Is the set of linear information inequalities a decidable set? Some
authors (see [3]) claim that the problem of characterizing the almost entropic re-
gions (and the related sets of linear information inequalities) is the most important
theoretical problem in network coding and one of the most important problems in
Information Theory. Unfortunately, it seems that the almost entropic regions of or-
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der larger than four are not semialgebraic and we provide strong evidence supporting
this assertion. We also conjecture that those regions are not decidable.
0.1 Organization of the work
In Chapter 1, we provide definitions of some basic mathematical notions and we list
some few results related to them. For instance, we introduce the Shannon informa-
tion measures and some other basic concepts such as entropic vector and information
inequality. We continue with the definition of the almost entropic regions and finally
we introduce the definition of linear range inequality.
Chapter 2 contains a brief description of semialgebraic sets and their connection
to model theory. We present the Tarski-Seidemberg theorem, we prove that the
set of entropic vectors of order greater than two is not semialgebraic and we end
with a result of Walsh, which states that a single nonlinear inequality suffices to
characterize the almost entropic region of order four, we show that this does not
contradict our non-semialgebraicity hypothesis.
Chapter 3 is devoted to exploring some of the consequences of the almost entropic
regions being semialgebraic. In particular, we explore some algorithmic consequences
of the latter fact which are related to the computation of optimal rates in Secret
Sharing. We study some of the connections between secret sharing and matroid
theory focussing on the notion of ideal matroid. We show that linear and weakly
linear matroids are ideal, and finally, assuming the hypothesis of semilagebricity of
the almost entropic regions, we show that the set of ideal matroids is decidable .
Chapter 4 presents strong evidence that supports our hypothesis that the al-
most entropic regions are not semialgebraic. The basic idea for proving the non-
semialgebraicity is to find 2-dimensional sections of these regions that are not semi-
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algebraic. Sequences of information inequalities play a very important role in the
search for those sections. Therefore, we dedicate an important part of this chapter
to look for new sequences of information inequalities.





In this chapter we introduce the mathematical background of this work. We present
the basic notions of Information Theory, such as Shannon’s entropy and information
inequalities. In addition, we present the main results related to the entropic regions,
many of them linked to the concepts of linear rank function and polymatroidal
regions. For the sake of completeness we present some of the proofs.
1.1 Entropy and Shannon Information Measures
We begin with the most basic concept of information theory, the so called Shannon
Entropy, introduced by Claude E. Shannon in (1942) [39], where he also introduced
the Shannon information measures, which are fundamental tools in the study of
data transmission. The interested reader can consult the references [47], [13].
Definition 1.1.1 (Shannon Entropy). The entropy H(X) of a discrete random




P (X = x) log(P (X = x)) (1.1)
2 1 Basics
The base of the logarithm is 2, P (A) is the probability of event A and the sum
is taken over the elements x such that P (X = x) 6= 0.
Definition 1.1.2 (Joint Entropy). The joint entropy H(X, Y ) of a pair of discrete
random variables X and Y , is defined by:
H(X, Y ) = −
∑
x,y
P (X = x, Y = y) log(P (X = x, Y = y)), (1.2)
In the same way we define the joint entropy of three or more variables.
Notation: From now on, we use the symbol P (x) instead of the symbol P (X =
x), P (x, y) instead of P (X = x, Y = y), and P (x | y) instead of P (X = x | Y = y).
For example, we write
H(X, Y, Z) = −
∑
x,y
P (x, y, z) log(P (x, y, z)).
Besides, we suppose that all random variables mentioned in this work are discrete.
Definition 1.1.3 (Conditional Entropy). The conditional entropy H(X | Y ) of the
variable X given the variable Y is defined by:
H(X | Y ) = −
∑
x,y
P (x, y) log(P (x | y)). (1.3)
Definition 1.1.4 (Mutual Information). For random variables X and Y we define










Definition 1.1.5 (Conditional Mutual Information). For random variables X, Y
and Z we define the conditional mutual information of X and Y given Z by:
I(X;Y | Z) =
∑
x,y,z
P (x, y, z) log
(
P (x, y | z)
P (x | z)P (y | z)
)
. (1.5)
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Shannon information measures satisfy important properties, including those de-
termined by the following two theorems.
Theorem 1.1.6. The Shannon information measures are not negative, thus, given
random variables X, Y and Z, we have
(S1) H(X, Y ) ≥ 0
(S2) H(X | Y ) ≥ 0
(S3) I(X;Y ) ≥ 0
(S4) I(X;Y | Z) ≥ 0
The inequalities S1, S2, S3 and S4 are called Shannon basic inequalities.
Theorem 1.1.7. All the Shannon information measures can be written in terms of
joint entropies as follows:
H(X | Y ) = H(X, Y )−H(Y ),
I(X;Y ) = H(X) +H(Y )−H(X, Y ),
I(X;Y | Z) = H(X,Z)−H(Z)−H(X, Y, Z) +H(Y, Z).
Then, Shannon basic inequalities can be written as:
(S1) H(X, Y ) ≥ 0
(S2) H(X, Y )−H(Y ) ≥ 0
(S3) H(X) +H(Y )−H(X, Y ) ≥ 0
(S4) H(X,Z)−H(Z)−H(X, Y, Z) +H(Y, Z) ≥ 0
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1.2 Information inequalities and entropic vectors
Definition 1.2.1. Let X1, X2, ..., Xn be n random variables, let
−→
X = (X1, X2, ..., Xn)
and let [n] = {1, 2, 3, ..., n}. Let I ⊆ [n] and suppose that I = {i1, i2, ..., im}, we de-
fine
XI = (Xi1 , Xi2 , ..., Xin),
and we define
H(I) := H(XI) = H(Xi1 , Xi2 , ..., Xin).
Remark 1.2.2. Sometimes we write hi1i2...in instead of H(Xi1 , Xi2 , ..., Xin).
Linear information inequalities are the linear homogeneous inequalities satisfied
by Shannon entropy, they can be defined as follows:




where for all I, we have that αI ∈ R, and which holds for all tuple
−→
X = (X1, X2, ..., Xn).
Definition 1.2.4. Let X1, X2, ..., Xn be n random variables, and let ℘([n]) the
collection of subsets of the set [n]. The entropic vector determined by the tuple
−→
X = (X1, X2, ..., Xn) is the function
h−→
X




(I) = H(I) = H(XI).
We can identify h−→
X
with a vector in R2n−1 (Observe that |℘([n]) \ {∅}| = 2n − 1
and we can built a vector of R2n − 1 using the range of h−→
X
). Notice that h−→
X
is
constructed by collecting together the entropies of the 2n − 1 nonempty subtuples




Example 1.2.5. Let us consider the case n = 3:
In ℘([3]) \ {∅} we define the order:
{1} < {2} < {3} < {1, 2} < {1, 3} < {2, 3} < {1, 2, 3}
If
−→
X = (X1, X2, X3), then the entropic vector h−→X is equal to:




= (H(X1), H(X2), H(X3), H(X1, X2), H(X1, X3), H(X2, X3), H(X1, X2, X3))
= (h1, h2, h3, h12, h13, h23, h123).
Notice that we can extend the above order in a natural way. Thus, given n ≥ 1
we have a linear order over the set ℘([n]) \ {∅}. We use this order to define a basis
of R2n−1.
Definition 1.2.6. Given I ⊆ [n] the canonical vector corresponding to I, denoted
with the symbol eI , is the vector characterized by the following property: Given
−→
X = (X1, X2, ..., Xn) a n-tuple of random variables we have that h−→X · eI = H(XI).
Example 1.2.7. If n = 3, we have: e{1} = (1, 0, 0, 0, 0, 0, 0), e{2} = (0, 1, 0, 0, 0, 0, 0),
e{3} = (0, 0, 1, 0, 0, 0, 0), e{1,2} = (0, 0, 0, 1, 0, 0, 0), e{1,3} = (0, 0, 0, 0, 1, 0, 0), e{2,3} =
(0, 0, 0, 0, 0, 1, 0) and e{1,2,3} = (0, 0, 0, 0, 0, 0, 1).
From now on we write ei1i2...in instead of e{i1,i2,...,in}
6 1 Basics
Definition 1.2.8. The set of the entropic vectors of order n, is defined by:
Γ∗n = {h ∈ R2
n−1 : h is an entropic vector},
and it is called the entropic region of order n.
Definition 1.2.9. The set of almost entropic vectors is the set Γ∗n, i.e. the topolog-
ical closure of the set of the entropic vectors. This set is called the almost entropic
region of order n.
The following is an important property of the almost entropic regions.
Theorem 1.2.10. Γ∗n is a closed convex cone.
Proof. If we pickX1, X2, ..., Xn, deterministic variables, and we set
−→
X = (X1, X2, ..., Xn),
we have that h−→
X
= ~0. Thus, ~0 ∈ Γ∗n.
Now, we prove that Γ∗n is closed under additions and under multiplication by
positive real numbers.
1. Γ∗n is closed under additions: It is enough to prove that Γ
∗
n is closed under addi-
tions. Let u, v ∈ Γ∗n, there exist
−→
X = (X1, X2, ..., Xn) and
−→
Y = (Y1, Y2, ..., Yn)
two n−tuples of random variables such that u = h−→
X















Y ′ are totally independent.
Let
−→

















2. Γ∗n is closed under multiplication by positive real numbers: it is enough to
prove that given v ∈ Γ∗n and α ∈ R+, the vector αv ∈ Γ∗n. If v ∈ Γ∗n, there
exists an n−tuple −→X = (X1, X2, ..., Xn) of random variables such that v = h−→X .
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Let k ∈ N and let −→X be the n−tuple of random variables that is obtained by
gluing together k independent copies of
−→
X
Let δ > 0 and let Zδ be the bivalued random variable defined by
P (Zδ = 0) = δ and P (Zδ = 1) = 1− δ
Now we define a further tuple of random variables, let
−→







∗ if Zδ = 1
−→
X if Zδ = 0
Given I ⊆ [n], we have
(a)
h−→Y (I) ≥ H(
−→
Y I | Zδ)
= P (Zδ = 0)H(
−→
Y I | Zδ = 0) + P (Zδ = 1)H(
−→








h−→Y (I) = H(
−→
Y I)
≤ H(−→Y I , Zδ)
= H(
−→




where hb(δ) = −δ log δ − (1− δ) log(1− δ).
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If δ → 0, then hb(δ)→ 0. Therefore, we have
δkh−→
X
(I) ≤ h−→Y (I) ≤ δkh−→X (I) + hb(δ)
Now, we pick δ = α
k
and we consider the limit when k →∞. We get
αh−→
X
(I) ≤ h−→Y (I) ≤ αh−→X (I)
Thus, we have proved that αh−→
X
∈ Γ∗n
Let us introduce an alternative definition of information inequality that focuses
on the vectors that encode such inequalities.
Definition 1.2.11. A linear information inequality of order n is a vector a ∈ R2n−1
such that for all v ∈ Γ∗n we have that the inequality a · v ≥ 0 holds.
Notice that given n ≥ 1, the set of information inequalities of order n is the polar
set of the entropic region of order n.
Definition 1.2.12 (Polar set). Given A ⊆ Rn, the polar set of A, denoted by the
symbol A◦, is the set
A◦ = {v ∈ Rn : a · v ≥ 0 For all a ∈ A}
Remark 1.2.13. The set of linear information inequalities in n random variables
is equal to (Γ∗n)
◦, and as a consequence we have that this set is a close convex cone.
Definition 1.2.14. Given A ⊆ (Γ∗n)◦ and given v ∈ (Γ∗n)◦, we say that A entails
v, if and only if, there exist v1, ..., vm ∈ A and α1, ..., αm ∈ R+ such that v =
α1v1 + · · ·+ αnvn. The set
{
v ∈ R2n−1 : A entails v
}
is denoted with the symbol A+.
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Is (Γ∗n)
◦ entailed by a finite set of information inequalities? Notice that this ques-
tion is equivalent to the following one: is Γ∗n a polyhedral cone?
1.3 Shannon Information Inequalities
Given K ⊆ J ⊆ [n], we use the symbol ΛKJ to denote the vector eJ−eK (we assume
e∅ = 0). Notice that for all K ⊆ J ⊆ [n], the vector ΛKJ is a linear information
inequality (a basic inequality whose type is either S1 or S2).
Given K, J ⊆ [n], we use the symbol I(K, J | K ∩ J) to denote the vector
eK + eJ − eK∪J − eK∩J
Notice that the vector I(K, J | K ∩ J) is a linear information inequality (a basic
inequality of type S4).
The set of basic Shannon inequalities in n random variables is the set:
Sn = {ΛKJ : K ⊆ J ⊆ [n]} ∪ {I(K, J | K ∩ J) : K, J ⊆ [n]}
(Notice that the basic Shannon inequalities of type S3 are also included in Sn)
Now we define an important type of information inequalities, the Shannon in-
equalities. The latter inequalities are the ones that are (linear) consequences of the
basic inequalities:
Definition 1.3.1. The set of Shannon inequalities in n variables is the set S+n
The reader can notice that Sn is a finite subset of (Γ∗n)
◦. We also have that
the polar cone of S+n is the polyhedral cone constituted by all the polymatroidal
functions of order n, which is defined below.
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Definition 1.3.2. A function h : ℘([n]) \ {∅} −→ R is a polymatroidal function
(or polymatroid), if and only if, the following conditions hold:
(P1) h(I) ≥ 0 for all I (positivity).
(P2) h(I) ≤ h(J) for all I, J such that I ⊆ J (Monotonicity).
(P3) h(I) + h(J) ≥ h(I ∪ J) + h(I ∩ J) for all I, J (Submodularity).
As before, we can identify each polymatroid with a vector in R2n−1.
Definition 1.3.3. The set of polymatroids (or polymatroidal region) of order n is
defined by
Γn = {h ∈ R2
n−1 : h is a polymatroid}
You can notice that Γn is a closed convex cone and it is easy to prove that
(Γn)
◦ = S+n . We use the term monotonicity inequalities to denote all the in-
equalities included in the set {ΛKJ : K ⊆ J ⊆ [n], K 6= ∅}. The inequalities
included in the set {Λ∅J : J ⊆ [n]} are called positivity inequalities, while submod-
ular inequalities is the term we use to denote the inequalities included in the set
{I(K, J | K ∩ J) : K, J ⊆ [n]}.
It should be clear that Γ∗n ⊆ Γn.
Remark 1.3.4. (Γn)
◦ is a polyhedral set (i.e. it can be defined by a finite list of
linear inequalities), and therefore it is decidable. It is the case, given that we know
an explicit finite basis of it (the set Sn).
It was conjectured for long time that for all n ≥ 1, the equality Γ∗n = Γn holds.
Nowadays we know that:
1. For all n ≤ 3 the equality Γ∗n = Γn holds.





Figure 1-1: Any almost entropic vector is a polymatroid
2. For all n ≥ 4 the cone Γ∗n is not polyhedral, and then the equality Γ∗n = Γn
cannot hold.
We study, below, the aforementioned results
1.4 Linear Rank Inequalities
Linear rank inequalities are the homogeneous (linear) inequalities satisfied by the
linear polymatroids. Linear polymatroids play an important role in information
theory and they are also closely related to entropic vectors and information inequal-
ities. Let us study them a while. We begin with a definition that comes from convex
geometry.
Definition 1.4.1 (conic closure). Given A ⊆ Rn, the conic closure of A, denoted
12 1 Basics
with the symbol cc(A), is the set
cc(A) =
{







Definition 1.4.2 (Linear polymatroid). Let n ≥ 0 and let A = A1, A2, ..., An be a
finite set of subspaces of a finite vector space V . The tuple A defines a polymatroidal
function over the set ℘([n]) \ {∅}. We use the symbol hA to denote this function,











which hold for any non empty subset I of [n]. Linear polymatroids are the functions
that can be defined in this way.
Definition 1.4.3 (Linear rank function). Let A = A1, A2, ..., An be a finite set of
subspaces of a finite vector space V . The rank function of A, denoted by rA, is







that hold for any non empty subset I of [n].
Next result shows that the definitions of linear rank functions and linear polyma-
troids are essentially equivalent. The proof can be found in [31]
Proposition 1.4.4. For all linear polymatroid h there exists a linear rank function
r and there exists c > 0 such that h = cr. On the other hand, for all linear rank
function r there exist a linear polymatroid h and a constant d > 0 such that r = dh.
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Definition 1.4.5 (Linear Region). Given n ≥ 1, we use the symbol Ln to denote
the conic closure of the set of linear rank functions over n variables. The set Ln is
the linear region of order n. Elements in Ln are called cc-linear.
Proposition 1.4.6. For all n ≥ 1 we have Ln ⊆ Γ∗4.
Proof. It is enough to prove that all linear polymatroids are entropic.
Let h be a linear polymatroid of order n. There exist a finite vector space V













Let X be a random variable uniformly distributed over V . Given I 6= ∅, we







X = (X1, X2, ..., Xn). Notice that for all I 6= ∅ we have that
h−→
X










Then h = h−→
X
.
Corolary 1.4.7. For all n ≥ 1, we have that (Γn)◦ ⊆ (Γ∗n)◦ = (Γ∗n)◦ ⊆ (Ln)◦
Proof. The corollary follows from the following general and important facts:
1. Given A ⊆ B ⊆ Rd, we have that B◦ ⊆ A◦.
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2. Given A ⊆ Rd, we have that A◦ = (A)◦.
The almost entropic regions and the linear regions are well understood for n =
1, 2, 3. The proof of the following theorem can be found in [47].
Theorem 1.4.8. For i = 1, 2, 3 he have that the equalities
Li = Γ∗i = Γi
hold.
The linear region of order 4 is also well understood, we will study it in the next
section.
1.4.1 Ingleton inequality
It is known that linear rank functions satisfy a linear inequality which is not a linear
information inequality, and which was discovered by A. Ingleton in 1971 [21]. We
use the term Ingleton inequality to denote the aforementioned inequality. Let i, j
be two (different) elements of the set {1, 2, 3, 4}, we use the symbols k, l to denote
the other two elements of the set {1, 2, 3, 4} and we use the symbol Iij to denote the
vector
eik + ejk + eil + ejl + ekl − eij − ek − el − eikl − ejkl
Notice that for all i 6= j the equality Iij = Iji holds. Thus, we have defined six
different vectors I12, I13, I14, I23, I24 and I34. Notice that I12 is equal to
e13 + e23 + e14 + e24 + e34 − e12 − e3 − e4 − e134 − e234
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Those six vectors are the Ingleton vectors and they define the six Ingleton inequal-




Figure 1-2: All linear rank function is an entropic vector. For n ≤ 4, Ln is polyhedral
It is known that Ingleton inequalities are linear rank inequalities [21], and it is
also known that they are not linear information inequalities. The latter implies that
L4  Γ∗4. It can be checked [27] that:
(L4)◦ = (S4 ∪ {I12, I13, ..., I34})+.
Thus, L4 is characterized by the Shannon and the Ingleton inequalities in four
random variables.
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Let i, j, k be three elements of the set {1, 2, 3, 4}, we define
• I(i; j) := ei + ej − eij
• I(i; j | k) := eik + ejk − eijk − ek
Notice that
Iij = −I(i; j) + I(i; j | k) + I(i; j | l) + I(k; l)
A proof of the next theorem can be found in the reference [31].







Figure 1-3: Relation between linear rank inequalities, information inequalities and poly-
matroidal inequalities in dimension four.
Chapter 2
Semialgebraicity of the almost
entropic regions
2.1 Non-linear information inequalities and semi-
algebraic sets
Sets defined by a finite list of polynomial inequalities are called basic semialgebraic,
and the finite union of those sets are called semialgebraic sets (formal definitions
can be found below).
Semialgebraic sets behave almost as well as polyhedral sets: it is possible to
effectively solve optimization problems that are defined by semialgebraic constraints
and semialgebraic functions [24]. Thus, it would be good news if we could prove that
the almost entropic regions are semialgebraic. Actually, we conjecture that those
regions are not semialgebraic.
Notice that polynomial inequalities could be very much more expressive than
linear inequalities. Consider the following example. Let C be the set
{
(x, y) ∈ R2 : x2 + y2 ≤ 1
}
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This set, the two-dimensional unit disk, can be defined by a single polynomial
inequality, but it should be clear that it cannot be defined by a finite list of linear
inequalities. Thus, in despite of their non-polyhedrality the almost entropic regions
could be semialgebraic. Chan and Grant [41] provided some weak evidence concern-
ing this fact, they discovered a quadratic information inequality which cannot be
entailed by any finite set of linear inequalities. Let us check the non-linear inequality
discovered by Chan and Grant:
Previously we set:
I(i; j|k) = eik + ejk − eijk − ek and




(I(2; 4|3) + I(3; 4|2))
b = I + I(3; 4|2) + I(2; 4|3)
c = I(2; 3|4)
Matúš proved [28] that for all h ∈ Γ∗4 and for all non-negative integer s, the
inequality




(a · h)s2 + (b · h− a · h)s+ c · h ≥ 0 : s ≥ 1
}
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is one of the sequences of information inequalities discovered by Matúš.
We can obtain an interesting non-linear information inequality from the above
sequence. Let h ∈ Γ∗4 and set
Ph(s) = (a · h)s2 + (b · h− a · h)s+ c · h.
Let Sh(s) be the sequence
{(a · h)s2 + (b · h− a · h)s+ c · h : s ≥ 1}
It is easy to find the conditions that must be satisfied by the coefficients of a
polynomial function like Ph(s), and which make a sequence like Sh(s) becomes a
sequence of information inequalities.
Notation: we use the symbol d(a,X) to denote the distance between the number
a ∈ R and the set X ⊆ R.















As2 + (B − A)s+ C ≥ 0 (2.2)
holds for all s ∈ N, if and only if, A,C ≥ 0 and
(B − A)2 − 4AC ≤ 4A2w2 (2.3)
Proof. Suppose that As2 + (B − A)s + C ≥ 0 for all s ∈ N. Set P (s) = As2 +
(B − A)s + C. The graph of P (s) is either a parabola opening upwards or a non-
decreasing linear function. We get that A ≥ 0. When s = 0, we have C ≥ 0. It
remains to prove that 2.3 holds.
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Suppose first that A > 0. If P (s) does not have two different real roots, then
(B − A)2 − 4AC < 0, and the inequality 2.3 holds. If P (s) has two different real
roots, the assumption B ≤ 2A implies that (A − B)/2A ≥ −1/2, and hence the
distance between these two roots is upper bounded by 2w. Equivalently:
√
(B − A)2 − 4AC
A
≤ 2w
If A = 0, then B ≥ 0, because P (s) should be linear. The inequality B ≤ 2A implies
that B = 0, and in this case the inequality 2.3 clearly holds.
The reciprocal can be proved with similar arguments.
Let h ∈ Γ∗4, if we apply the above theorem when A = a ·h, B = b ·h and C = c ·h.
Besides, we have the next result:
Corolary 2.1.2. If h ∈ Γ∗4 and I · h ≤ 0, then
(b · h− a · h)2 − 4(a · h)(b · h) ≤ (a · h)2 (2.4)
Proof. Notice that w, as defined in the statement of theorem 2.1.1, is bounded above
by 1/2. Then the corollary follows directly.
The above non-linear information inequality is the one discovered by Chan and
Grant, the reader can notice that it is a polynomial inequality. They asked the
following question:
Can Γ∗4 be defined by a finite list of non-linear inequalities?
We reformulate Chan’s question as follows: is Γ∗4 a semialgebraic set?
Definition 2.1.3. Given A ⊆ Rn, we say that it is a basic semialgebraic set, if and
only if, there exist polynomials p1(X1, X2, ..., Xn), ..., pk(X1, ..., Xn) such that
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A =
{
(x1, ..., xn) :
∧
i≤k
(pi(x1, ..., xn) ≥ 0)
}
and we say that A ⊆ Rn is semialgebraic, if and only if, A is a finite union of
basic semialgebraic sets.
Remark 2.1.4. Notice that semialgebraic sets are decidable
2.2 Tarski-Seidenberg Theorem
Let us fix the alphabet {+,×,≤ 0, 1} and consider the structure {R,+,×,≤ 0, 1}
(The ordered field of the real numbers, also called the real closed field)
One can use the above alphabet, and the language of first order logic, to study
the above structure, given that one can use the symbols in the alphabet to built
sentences expressing different properties of the structure. There exists an important
theorem that relates the structure of the real close field, first order logic and semi-
algebraic sets. This is called The Tarski-Seidenberg theorem [43], and we state it as
follows.
Theorem 2.2.1 (Tarski-Seidenberg). Given A ⊆ Rn, the set A is semialgebraic,
if and only if, it can be defined by a first order formula in the language of ordered
fields (real closed fields)
For the basics of first order logic and model theory we refer the reader to [20].
Tarski-Seidenberg Theorem implies that any first order definable set is definable by
a finite list of polynomials inequalities. This fact has many important algorithmic
consequences. It is known, for instance, that if the almost entropic regions were
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first order definable, then one could solve many algorithmic problems coming from
network coding [1], secret sharing [14] (we will discuss this later), database theory
[18], graph guessing [36] and Index Coding [38]. Unfortunately the entropic regions
seems to be non-semialgebraic.
We can use the logical connection (given by the Tarski-Seidenberg Theorem) to
establish some basic facts.
Theorem 2.2.2. Let A ⊆ Rn be a closed convex cone.
1. A is semialgebraic, if and only if, A◦ is semialgebraic.
2. If A is semialgebraic, and P is a plane with rational parameters, then A ∩ P
is semialgebraic.
3. Semialgebraic sets are closed under projections.
Proof. Suppose that A ⊆ Rn is semialgebraic, then A is first-order definable over
the real close field (R,+,×,≤, 0, 1). Thus, there exists a first order formula over the
alphabet (+,×, 0, 1), say ψ(x1, x2, ..., xn), such that
A = {(a1.a2, ...an) ∈ Rn : (R,+,×,≤, 0, 1) |= ψ[a1, a2, ..., an]}
Let ϕ(x1, ..., xn) be the formula
∀y1, ..., yn(ψ(y1, ..., yn))⇒ ∃z((x1 × y1) + · · ·+ (xn × yn) = z × z))
It is easy to check that ϕ(x1, ..., xn) defines the set A
◦. Then A◦ is semialgebraic.
Suppose that A◦ is semialgebraic. We have that (A◦)◦ = A, given that A is a
closed convex cone. Then it follows that the set A must be semialgebraic.
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Now suppose that A is semialgebraic, and let P be a plane with rational parame-
ters. There exists a first order formula α(x1, ..., xn) defining P . Let ψ(x1, ..., xn) be
a first order formula defining the semialgebraic set A, we have that the formula
ψ(x1, ..., xn) ∧ α(x1, ..., xn)
defines the set A ∩ P .
Finally, we observe that the class of semialgebraic sets is closed under projections,
and this fact is equivalent to the Theorem of Tarski and Seidenberg.
Tarski - Seidenberg can also be used to prove the non-semialgebraicity of sets, for
example we have the next theorem that we proved in [1].
Theorem 2.2.3. Given n ≥ 3, the set Γ∗n is not semialgebraic.
Proof. We prove that Γ∗3 is not semialgebraic. It is known (See[47]) that
(a, a, a, 2a, 2a, 2a, 2a) ∈ Γ∗3, if and only if, there exist three pairwise independent
uniformly distributed random variables, say X1, X2, X3, such that
hX1X2X3 = (a, a, a, 2a, 2a, 2a, 2a).
Recall that if X is a random variable which is uniformly distributed over the set Ω,
then its Shannon entropy is equal to log(|Ω|). It means that (a, a, a, 2a, 2a, 2a, 2a) ∈
Γ∗3 if and only if there exists n ∈ N such that a = log(n). Suppose that ψ(x1, x2, ..., x7)
is a first order formula defining the set Γ∗3. Consider the formula
ϕ(x1, x2, ..., x7) = ψ(x1, x2, ...x7)∧ (x1 = x2 = x3)∧x4 = x5 = x6 = x7 = (1+1)×x1
Notice that Defϕ is equal to the set
{(a, a, a, 2a, ..., 2a) ∈ R7 : ∃n ∈ N+(a = log(n))}
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which is not semialgebraic because it has infinitely many connected components [9].
Thus, we get a contradiction if we suppose that Γ∗3 is semialgebraic. Therefore, we
can conclude that for all n ≥ 3, the set Γ∗n is not semialgebraic.
2.3 The almost entropic region is defined by a
single nonlinear inequality
There is a recent result of Liu and MacLaren Walsh claiming that the almost-entropic
region of order 4 can be defined by a single non-linear inequality [46]. This result
seems to refute our conjecture claiming that this region is not semialgebraic. Let us
present their result. First some definitions.
Definition 2.3.1. Given J ⊆ [4] = {1, 2, 3, 4}, we use the symbol J ′ to denote the
set ℘([4]) \ {J,∅}
Definition 2.3.2. Given A ⊆ ℘([4]) \ {∅}, the A−projection is the function
πA : R15 −→ R|A|
defined by
πA(h) = hA = (hI)I∈A
Definition 2.3.3. Let J ⊆ [4], 0 ≤ m ≤ |[4]\J |, i, j ∈ [4], and given {k, l} = [4]\J ,
let us define two polymatroidal functions rJm and fij as follows:
Given I ⊆ [4], we have that
rJm(I) = min{m, |I \ J |}
and





3 if I ∈ {ik, jk, il, jl, kl}
min{4, 2|I|} otherwise
Remark 2.3.4. Given i1, i2, ..., ik ∈ {1, 2, 3, 4}, we write i1i2...ik instead of
{i1, i2, ..., ik}
We know that L4 is defined by the Shannon inequalities together with the six
Ingleton inequalities [27], in addition we know that Γ4 is generated by 28 Shannon
inequalities (extreme rays) [47]. Then Γ4 is the disjoint union of L4 and the six cones
{{h ∈ Γ4 : Iij · h < 0} : i, j = 1, 2, 3, 4}, where Iij is the Ingleton vector associated
to the indices i and j. We denote the cone {h ∈ Γ4 : Iij · h < 0} by the symbol Gij4 .
Given the symmetry of these cones, it is sufficient to study one of them. We have
the next Lemma (see [27]).




























It can be checked that fij is the single one of these extreme rays that is not en-
tropic. We notice that a characterization of the almost entropic region of order four
can be obtained from a characterization of the cones Γ∗4 ∩ Gij4 . We use the symbol
P ij to denote the cone Γ∗4 ∩Gij4 .
Next theorem [46] claims that we need only one Non-Shannon inequality in order
to characterize the almost entropic region. Let us fix I = {1, 2, 3} ⊆ [4] and let us
concentrate in P 34.
Theorem 2.3.6. The region P 34 is defined as
P 34 = {h ∈ R15 : πI′(h) ∈ πI′(G344 ) and α(hI′) ≤ hI ≤ β(hI′)}
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α(hI′) = min{hI : (hI , hI′) ∈ P 34} and
β(hI′) = max{hI : (hI , hI′) ∈ P 34}
Proof. From lemma 2.3.5 we obtain 15 extreme rays of G344 . They are listed in table
2-1. If we ignore the {1, 2, 3}-coordinate, we observe that the only ray which is
not entropic, the ray f34, lies within the conic hull of the other 14 entropic extreme
rays (notice that πI′(f34) = πI′(r
134
1 ) + πI′(r
123









Now, we have that h ∈ P34, if and only if, hI is compatible with hI′ in the sense
that they define an entropic vector. The set of real numbers hI which are compatible
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with hI′ must be an interval given that P
34 is convex.
It is worth to remark that the later theorem holds for different sets I ⊆ [4], apart
from I = {1, 2, 3}.
It is also important to mention that the authors of reference [46] use a very gen-
eral notion of non-linear function. It seems that the non-linear function used in this
work is far from being polynomial. Let X be the characteristic function of co(Γ∗4),
(the complement of the set Γ∗4). Notice that h ∈ Γ∗4, if and only if, −X (h) ≥ 0.
Thus, the almost-entropic region of order four can be defined by a single non-linear
(and useless) inequality. The reason that makes the result of Liu and Walsh a non-
trivial one is that the function used in their inequality, which we denote with symbol
LW , is a concrete function. We would like to add that an important contribution
of this work is that it shows that most of the projections of P 34 can be well described.
How concrete is the LW function? Is LW a polynomial function? This function
has a complex definition. We claim that the LW function is not polynomial. We
prove in section 4.6 that the almost entropic region cannot be defined by a single
polynomial inequality.
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Table 2-1:
h1 h2 h12 h3 h13 h23 h123 h4 h14 h24 h124 h34 h134 h234 h1234
f34 2 2 3 2 3 3 4 2 3 3 4 4 4 4 4
r1341 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1
r2341 0 1 1 1 1 2 2 1 1 2 2 2 2 2 2
r1231 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1
r1241 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1
r01 1 0 1 0 1 0 1 1 1 1 1 1 1 1 1
r03 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
r31 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1
r41 0 1 1 1 1 1 1 0 0 1 1 1 1 1 1
r131 1 0 1 1 2 1 2 1 2 1 2 2 2 2 2
r141 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
r231 1 1 2 1 2 2 3 1 2 2 3 2 3 3 3
r241 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
r12 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
r22 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Chapter 3
The importance of being
semialgebraic, a Secret Sharing
approach
In this chapter we study some algorithmic consequences of the almost entropic re-
gions being semialgebraic. Consider the next hypothesis:
SH: The almost entropic regions are semialgebraic.
It is known that SH can be used to solve important problems in database theory,
[18], graph guessing [36] and Index coding [38]. In [2] we studied some algorithmic
consequences of SH that are related to network coding. It is not known if the
problems studied in this work are computable. In this chapter we study an important
problem coming from secret sharing. The relations between secret sharing and
information inequalities have been studied in some depth (see [25] and the references
there in). In this dissertation we will focus on a problem that is also related with
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matroid theory, we study the problem of characterizing the set of ideal matroids.
3.1 Secret Sharing
A Secret Sharing Scheme is a protocol that allows a dealer to share a secret among
a set of parties in such a way that only certain subsets of parties (qualified subsets)
can recover the secret from the shares they get from the dealer. The non-qualified
subsets get zero information about the secret. Specifically, we have the concepts
of access structure, distribution scheme and secret sharing scheme. These concepts
are defined in different equivalent ways (See for example [14], [4], [34]). We use the
notation and definitions used in [30].
Definition 3.1.1 (Access structure). An access structure is a pair (n, C), such that
C is a monotone collection of non-empty subsets of [n]. Thus, A ∈ C and A ⊆ B
imply that B ∈ C. Sets in C are called authorized, and the sets that are not in C are
called unauthorized.
Now we define the way by which the secret is shared.
Definition 3.1.2 (Distribution Scheme). Given n ≥ 1, a distribution scheme for
n parties is a tuple Σ = (S ×W, f1, f2, ..., fn), where S and W are finite sets, and
f1, f2, ..., fn are mappings from S ×W to some finite set K. We suppose that the
secret is an element of S.
Sometimes one is interested in distribution schemes based on linear functions (the
so called linear distribution schemes)
Definition 3.1.3 (Linear Distribution Scheme). A distribution scheme for n parties,
Σ = (S ×W, f1, f2, ..., fn), is a linear distribution scheme, if and only if, S and W
are finite vector spaces over the same field, and f1, f2, ..., fn are linear mappings
from S ×W to S ×W .
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Let (n, C) be an access structure, let I ∈ C and let s ∈ S, one must be able to
reconstruct the secret s from the set of shares {fi(s, w) : i ∈ I}. On the other hand,
one gets zero information about the secret when he knows the shares that were
communicated to a set of parties constituting an unauthorized set. These restrictive
conditions on Σ can be captured using Shannon entropy.
Given i ∈ [n], we define the equivalence relation Ri as:
(s, w)Ri(s
′, w′), if and only if, fi(s, w) = fi(s
′, w′),
and we use the symbol
S ×W
Ri
to denote the quotient of S ×W that is determined
by Ri.
Let XΣ be a random variable uniformly distributed over the set S×W , we define




X iΣ = [fi(v)]Ri , if and only if, XΣ = v,
and we use the symbol Xn+1Σ to denote the random variable defined as:
Xn+1Σ = s, if and only if, πS(XΣ) = s,
where πS denotes the S−projection.
Given I ⊆ [n + 1], we use the symbol XIΣ to denote the join random variable
{X iΣ : i ∈ I}
Definition 3.1.4 (Secret Sharing Scheme). Let (n, C) be an access structure, and
let Σ be a distribution scheme for n parties, we say that Σ is a secret sharing scheme
for (n, C), if and only if, the following conditions hold.
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1. CORRECTNESS: H(Xn+1Σ | XIΣ) = 0 for all I ∈ C.
2. PRIVACY: H(Xn+1Σ | XJΣ) = H(Xn+1Σ ) for all J /∈ C.
If Σ is a secret sharing scheme for (n, C), then we say that Σ realizes the access
structure (n, C). If Σ is also a linear distribution scheme, then we say that Σ is a
linear secret sharing scheme for (n, C).
Notation 3.1.5. Let h be a polymatroid of order n, and let R, J,K ⊆ [n]. we define:
1. h(R | J) = h(R ∪ J)− h(J)
2. Ih(R; J) = h(R) + h(J)− h(R ∪ J)
3. Ih(R; J | K) = h(R ∪K) + h(J ∪K)− h(R ∪ J ∪K)− h(K)
Given an access structure (n, C) over [n], and given a secret sharing scheme Σ for
(n, C), they determine a polymatroid hΣ defined by:
hΣ(I) = H(X
I
Σ), for all I ⊆ [n+ 1].
Notice that:
1. hΣ(n+ 1 | I) = 0, for all I ∈ C, and
2. hΣ(n+ 1 | J) = hΣ(n+ 1), for all J /∈ C.
Polymatroids satisfying the above two conditions are called secret sharing poly-
matroids for the access structure (n, C).
Definition 3.1.6 (Secret Sharing Polymatroid). Let (n, C) be an access structure.
We say that a polymatroid h of order n+1 is a secret sharing polymatroid for (n, C),
if and only if, the following conditions are satisfied:
1. CORRECTNESS: h(n+ 1 | I) = 0, for all I ∈ C, and
2. PRIVACY: h(n+ 1 | J) = h(n+ 1), for all J /∈ C.
We also say that h is compatible with the access structure (n, C).
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3.1.1 Rates
Given a secret sharing scheme Σ, it is important to measure its efficiency. This






Mej́ıa [30] introduced a notion of information ratio that is closely related to the
latter one (See Lemma 3.1.8).
Definition 3.1.7 (Information Ratio). Let Σ be a secret sharing scheme realizing





Lemma 3.1.8. Let Σ be a distribution scheme for n parties, we have that
ρ∗(Σ) ≤ σ∗(Σ) ≤ nρ∗(Σ).
The above lemma indicates that there exists a tight relation between the two
previous notions of information ratio. We have, for instance, that if one proves an
upper bound O(nc) for function ρ∗, he gets a bound O(nc+1) for function σ∗.
Definition 3.1.9 (Optimal information ratio). Given an access structure (n, C), its
optimal information ratio is defined as:
σ(C) = inf{σ∗(Σ) : Σ is a secret sharing scheme for (n, C)}.
Moreover, we define:
ρ(C) = inf{ρ∗(Σ) : Σ is a secret sharing scheme for (n, C)}.
It follows from lemma 3.1.8, that
ρ(Σ) ≤ σ(Σ) ≤ nρ(Σ).
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Definition 3.1.10 (Optimal linear information ratio). Given an access structure
(n, C), the optimal linear information ratio is defined as:
σL(C) = inf{σ∗(Σ) : Σ is a linear secret sharing scheme for (n, C)}.
Remark 3.1.11. The problem of finding optimal ratios is not an easy task. We
do not know of the existence of a general procedure to compute them. In section
3.4, we prove that if the hypothesis SH holds, then the latter problem becomes
computable.
3.2 Ideal access structures
Ideal access structures are those structures for which the secret sharing problem can
be optimally solved in the sense that its optimal ratio is the best possible.
Definition 3.2.1 (Ideal access structure). An access structure (n, C) is called ideal,
if and only if, the equality
σ(C) = min{|I| : I ∈ C} (3.1)
holds.
The ideal structures are the structures for which the best possible ratio (Our
notion of ratio) is achievable, we prove this fact below (See theorem 3.2.4)
Remark 3.2.2. Notice that the previous notion of ideal access structure differs
from the usual one found in the literature. (See references [10], [7], [6])
Lemma 3.2.3. Let Σ be a secret sharing scheme realizing an access structure (n, C),
and let I be in C of minimal size, we have that
|I|hΣ(n+ 1) ≤ hΣ(I).
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Proof. Let us consider the case |I| = 4. The general case can be proved in the same
way.
Suppose that |I| = 4 and suppose (without loss of generality) that I = {1, 2, 3, 4}.
Let J ⊆ I such that |J | = 3. We have, from the monotonicity of hΣ, and the privacy
and correctness constrains, that
hΣ(J) + hΣ(n+ 1) = hΣ(J ∪ {n+ 1}) ≤ hΣ(I ∪ {n+ 1}) = hΣ(I).
Then
hΣ(n+ 1) ≤ hΣ(I)− hΣ(J). (3.2)
If we sum those inequalities for all three-element subsets of I, we get that
4hΣ(n+ 1) ≤ 4hΣ(I)− hΣ({2, 3, 4})− hΣ({1, 3, 4})− hΣ({1, 2, 4})− hΣ({1, 2, 3})
By the submodularity of hΣ, the inequalities
hΣ({2, 3, 4}) + hΣ({1, 3, 4}) ≥ hΣ(I) + hΣ({3, 4}),
hΣ({1, 2, 4}) + hΣ({1, 2, 3}) ≥ hΣ(I) + hΣ({1, 2})
hold. Then, we have that
4hΣ(n+ 1) ≤ 4hΣ(I)− hΣ(I)− hΣ({3, 4})− hΣ(I)− hΣ({1, 2})
= hΣ(I) + (hΣ(I)− hΣ({3, 4})− hΣ({1, 2}))
≤ hΣ(I).
(3.3)
We conclude, using submodularity, that
|I|hΣ(n+ 1) ≤ hΣ(I).
Theorem 3.2.4. Given an access structure (n, C), we have:
min{|I| : I ∈ C} ≤ σ(C).
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Proof. It follows from lemma 3.2.3
It is natural to ask: which are the ideal access structures? The latter question
is an important open problem in secret sharing. We study this question in section
3.4, where we assume that the almost entropic regions are semialgebraic.
3.3 Access structures from matroids
Matroids are important combinatorial structures which generalize the concept of
linear independence in vector spaces. There are many applications of matroids in
cryptography [33], network coding [15], and many other disciplines. The reader in-
terested in Matroid Theory can consult the references [33] or [44].
Given a matroid, it determines an access structure in a natural way. In this
chapter we introduce this connection.
3.3.1 Matroids
Definition 3.3.1 (Matroid). Given n ≥ 1, a matroid of order n is a set M ⊆ ℘ ([n])
such that:
1. ∅ ∈M .
2. Given A ⊆ B ⊆ [n], if B ∈M, then A ∈M .
3. Given A,B ∈M , if |A| < |B| there exists b ∈ B such that A ∪ {b} ∈M .
The abstract notion of dimension is well encoded by the rank function of a ma-
troid, which is defined as follows
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Definition 3.3.2 (Rank function). Let M be a matroid of order n and let I ⊆ [n],
the rank function of M is the function rkM : ℘ ([n])→ N given by
rkM (I) = max {|J | : J ∈M and J ⊆ I} .
Figure 3-1: Vamos Matroid
Example 3.3.3 (Vamos matroid). The Vamos matroid can be defined from the
figure 3-1. The ground set is [8] = {1, 2, ..., 8}. This set can be represented by
the nodes of the graphic. The independent sets are all subsets with three or fewer
elements and all subsets of size four that are not included on a single face.
Example 3.3.4 (Non-Pappus Matroid). The non-Pappus matroid can be defined
from the figure 3-2. The ground set is [9] = {1, 2, ..., 9}. This set can be represented
by the nodes of the graphic. The independent sets are those with two or fewer
elements, and all those subsets of size three that are not included on a single line.
An important class of matroids are the class of linear (or representable) matroids.
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Figure 3-2: Non-Pappus Matroid
Definition 3.3.5 (Linear Matroid). A matroid M is a linear matroid, if and only
if, there exists a vector space arrangement (V ,V1, ...,Vn) such that for all i ≤ n the
equality dim (Vi) = 1 holds, and such that rkM is equal to the linear rank function
determined by (V ,V1, ...,Vn). We say, in the latter case, that (V ,V1, ...,Vn) is a
linear representation of M. If V is a vector space whose ground field is equal to Fq,
we say also that M is q-linear.
It is known that not all matroids are linear, for example, the Vamos matroid and
the Non-Pappus matroid are not linear (For the proofs see [33]).
A second, and larger class, is the class of weakly linear matroids.
Definition 3.3.6 (weakly linear matroids). A matroid M is a weakly linear matroid,
if and only if, there exists a vector space arrangement (V ,V1, ...,Vn) such that for all
i ≤ n the equality dim (Vi) = dim (V1) holds, and such that dim (V1) · rkM is equal
to the linear rank function determined by (V ,V1, ...,Vn). We say, in the latter case,
that (V ,V1, ...,Vn) is a weakly linear representation of M.
Notice that any linear matroid is weakly linear. On the other hand, it is known
that there exist weakly linear matroids that are not linear, an important example is
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the non-Pappus matroid (for the proof see [40]).
3.3.2 Ideal matroids
Let M be a matroid of order n, we use the symbol Gen(M) to denote the set
{J ⊆ [n] : rkM (J) = rkM ([n])} .
Notice that (n,Gen(M)) is an access structure. It means that any matroid deter-
mines an access structure. Actually, most access structures come from matroids. We
are interested in matroids that determine access structures with desirable properties.
Definition 3.3.7 (Ideal matroid). We say that a matroid M is an ideal matroid, if
and only if, (n,Gen(M)) is an ideal access structure.
Set dim(M) = rkM ([n]). We have that M is ideal, if and only if, the equality
σ(Gen(M)) = dim(M)
holds
Can we recognize the ideal matroids? We discuss this question in next section.
Proviso 3.3.8. The study of matroids and its relation with secret sharing began
with Brikell and Davenport [10], who introduced a notion of shareability that is
completely different to our notion: the access structures that Brikell and Davenport
construct from a matroid M are different to the access structures we construct with
the generators of M . Brikell and Davenport construct access structures using the
different ports of M and in those access structures the dealer belongs to the ground
set of M . We, in turn, construct a single access structure from M in which the
dealer does not belong to the ground set of M . We think that our construction
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is more natural than the one of Brikell and Davenport. Most works on matroid
shareability are related to the latter construction, and their results do not imply
our results (See for example [5], [7] and [6]). It is important to emphasize that
the aforementioned results refer the ports of M and they do not refer the access
structure that is constituted by the generators of M .
3.4 Characterizing the class of Ideal Matroids
It is possible to prove that all linear matroids are ideal. We will prove a better
result, we will prove that all weakly linear matroids are ideal [19].
Theorem 3.4.1. Let M be a weakly linear matroid, we have that M is ideal.
Proof. We use the connection between linear polymatroids and linear rank functions
(see proposition 1.4.4).
Suppose that rkM is weakly linear, there exists a subspace arrangement (V ,V1, ...,Vn)
with ground field F and such that:













It is enough to construct an ideal linear secret sharing scheme for M , to this end
we have to construct a subspace Vn+1 ⊆ V such that:


























+dim (Vn+1), for all J /∈ Gen(M).
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Let PB (M) be the set
{I ⊆ [n] : rkM (I) = rkM ([n])− 1} ,






. If we set KM = |PB (M)| (notice that
KM ≤ 2n), we get that W is equal to the union of KM subspaces of V each of
dimension dim (V1) · (m− 1), where m is equal to rkM ([n]).
We say that a family {Wj}j∈J of subspaces of V is a non-intersecting family, if
and only if, for all s, l ∈ J , if s 6= l then Ws ∩Wl = {0}. Set d = dim (V1), it
can be proved (see [32]) that there exists a non-intersecting family of d-dimensional
subspaces of V whose size is equal to |F|d·m−1|F|d−1 . Let {Wj}j∈J be such a family and












We can suppose that the size of F is as large as we want, and then if we suppose











cannot be satisfied. The latter fact means that if |F| is large, there must exist a
subspace U ⊆ V , such dim (U) = d and U ∩W = {0}.
Thus, we suppose |F| large and we pick U as above. If we set Vn+1 = U , we get a
vector space arrangement, the arrangement (V ,V1, ...,Vn+1) , that satisfies the three
conditions we wanted to fulfil with our construction. If we set
V+ =
(
V ,V⊥1 , ...,V⊥n ,V⊥n+1
)
,
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we get that the linear polymatroid determined by V+, which we denote with the






= αM = rkM ([n]) .
Then, we can conclude that M is ideal and the theorem is proved.
We have to ask: is the condition of being weakly linear a necessary condition? The
main goal of this section is to prove that the reciprocal of the previous theorem is not
true, it means that there exists a matroid which is ideal but not weakly linear. For
proving this assertion we use the works [12] and [11]. First some previous concepts.
Definition 3.4.2 (even and odd matroids). Let M be a matroid, we say that M is
even, if it is q-linear for some even q. We say that M is odd if it is q-linear for
some odd q. We say that M is strictly odd, if and only if, M is odd but it is not
even. We define strictly even matroids accordingly.
The latter definitions can be extended in a natural way to abstract polymatroids.
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Figure 3-3: Fano Matroid
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Figure 3-4: Non-Fano Matroid
Example 3.4.3 (Fano matroid). The Fano matroid can be defined from the fig-
ure 3-3. This is a matroid of order 7, denoted by the symbol F . Given A ⊆
{1, 2, 3, 4, 5, 6, 7}, the set A belongs to F , if and only if, |A| ≤ 2, or A is a set of
three elements that are not collinear in the figure (the lines are the six line seg-
ments in the picture plus the circle.) This is an important example of a strictly even
matroid.
Example 3.4.4 (Non-Fano matroid). The non-Fano matroid can be defined from
the figure 3-4. This is a matroid of order 7, denoted by the symbol F−. Given
A ⊆ {1, 2, 3, 4, 5, 6, 7}, the set A belongs to F−, if and only if, |A| ≤ 2, or A is a set
of three elements that are not collinear in the figure. This is an important example
of a strictly odd matroid.
Definition 3.4.5 (group distribution scheme). A group distribution scheme for
n parties is a tuple Σ = (G, f1, f2, ..., fn, fn+1) such that G is a finite group and
f1, f2, ..., fn, fn+1 are group morphism with domain G. If G is an abelian group, we
say that the tuple is an abelian distribution scheme.
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We use the symbol L to denote the class of linear secret sharing schemes, we use
the symbol A to denote the class of abelian secret sharing schemes, and we use the
symbol G to denote the class of arbitrary group (abelian and non-abelian) distribu-
tion schemes.
Given an access structure (n, C), we define its optimal abelian ratio σA(C) as:
σA(C) = inf{σ∗(Σ) : Σ is an abelian secret sharing scheme}
We define the group ratio accordingly.
If Σ is a secret sharing scheme for Gen(M), then σ(Σ) ≥ dim(M) (see theorem
3.2.4). It implies that the inequalities
σL(Gen(M)) ≥ σA(Gen(M)) ≥ σG(Gen(M)) ≥ dim(M)
hold for all matroid M .
Definition 3.4.6. Let M be a matroid over the set [n], we say that M is L-shareable,
if and only if, the equality
σL(Gen(M)) = dim(M)
holds
In a similar way we define A-shareability and G-shareability.
Definition 3.4.7 (aw-linear matroid). Let M be a matroid over [n], we say that M
is almost weakly linear (aw-linear), if and only if, for all ε > 0, there exist a tuple
(V ε, V ε1 , ..., V
ε
n ) such that V
ε is a finite vector space, V εi is a subspace of V
ε for all
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Notice that a matroid M is aw-linear, if and only if, rkM is the limit of rank
functions of a sequence of weakly linear matroids. In the same way, we can define
an almost entropic matroid:
Definition 3.4.8. A matroid M over [n] is called almost entropic, if and only if,
for all ε > 0, there exists a tuple X ε = (Xε1 , ..., Xεn) of random variables, such that
for all I ⊆ [n], the inequality
|rkM(I)−H(X εI )| < ε
holds.
The proof of the next theorem can be found in [11]
Theorem 3.4.9. A matroid M is G−shareable, if and only if, M is almost entropic.
An important operation between matroids is the amalgamation, it can be used to
construct non-linear and non weakly linear matroids. Recall that this is our purpose.
Definition 3.4.10. Let M be a matroid of order m, and let N be a matroid of order
n. Suppose that the ground set of N is equal to [m+1, ...,m+n]. The amalgamation
of M and N is a matroid over [m+n], denoted by M ⊕N , and whose rank function
is defined as follows:
rkM⊕N(I) = rkM(I ∩ [m]) + rkN(I ∩ {m+ 1, ...,m+ n}).
A second important operation that will help us to construct our counterexample
is truncation.
Definition 3.4.11. Let M be a matroid over [n]. We set
αh = max{rkM(I) : rkM(I) 6= rkM([n])}.
The truncation of M , denoted by MT is the matroid defined by the rank function
rkTM(I) = min{αh, rkM(I)}.
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Theorem 3.4.12. The matroid F ⊕ F− is ideal, but not weakly linear.
Proof. Chan, Grant, and Pflüger [12] proved that if M1 and M2 are strictly even and
strictly odd matroids respectively, then M1 ⊕M2 is cc-linear (see definition 1.4.5).
Furthermore, they proved that its truncation (M1⊕M2)T is not cc-linear. It implies
that (F ⊕F−)T is not cc-linear. Chan et al proved also that aw-linear matroids are
closed under truncations, it implies that F ⊕ F− is not aw-linear, and hence it is
not weakly linear. It remains to prove that F ⊕ F− is ideal. Mej́ıa and Montoya
[11] proved that F ⊕F− is almost entropic, and hence, by theorem 3.4.9, F ⊕F− is
G−shareable. It means that it is ideal
Now we know that the class of ideal matroids is not equal to the class of weakly
linear matroids. We do not know if the latter class is decidable. We prove that
under SH, there exists an algorithm that recognize the class of ideal matroids.
Let (n, C) be an access structure and let I ∈ C, we use the symbol CI to denote
the vector that encodes the correctness equality related to I, we have that:
CI = e{n+1}∪I − eI .
Given J /∈ C, we use the symbol PJ to denote the vector that encodes the privacy
equality related to J , more precisely
PJ = e{n+1} + eJ − e{n+1}∪J .




Theorem 3.4.13. If SH holds, then the set of ideal matroids is decidable.
Proof. Given a matroid M of order n, we define the set ∆M as:
{
v ∈ R2n+1−1 : 〈v, CI〉 = 0 for all I ∈ Gen(M), and 〈v, PJ〉 = 0 for all J /∈ Gen(M)
}
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and we fix
ϕM = min{F(h) : h ∈ ∆M and h ∈ Γ∗n+1}.
Suppose that the hypothesis SH holds. Notice that F(h) is a semialgebraic
function that becomes constant when it is restricted to any ray of R2n+1−1. If we
define the set Sn+1 as
Sn+1 =
{
x ∈ R2n+1−1: : ‖x‖ = 1
}
,
we get that the equality
ϕM = min{F(h) : h ∈ ∆M and h ∈ Γ∗n+1 and h ∈ Sn+1}
holds. Thus, ϕM is the solution of a semialgebraic optimization problem, that
corresponds to minimize a semialgebraic function over a compact and semialgebraic
set. Optimization of semialgebraic functions over compact and semialgebraic sets
is a feasible task [24]. Thus, ϕM can be algorithmically computed. Notice that in
this case we have that ϕM = σ(Gen(M)), therefore, if the almost entropic regions
are semialgebraic, the computation of the ratio σ(Gen(M)) becomes an achievable
task. We conclude that the set of ideal matroids is decidable.
Notice that we have solved (assuming SH) a very much more general problem,
the problem of computing optimal ratios of an arbitrary access structure (n, C) (it
is enough to take C instead of Gen(M) in the previous reasoning). Notice that the
set of ideal access structures also becomes decidable under SH.
Chapter 4
Disproving semialgebraicity
Theorem 2.2.3 tell us that the entropic regions are not semialgebraic, it also shows
that it is possible to establish the nonsemialgebraicity of some specific sets. We used,
in the proof of the aforementioned theorem, a key fact: the set Γ∗3 is not closed, and
the intersection of this set with its boundary has a complex structure which is not
semialgebraic. We cannot use the same idea with the set Γ∗4, given that the latter
set is closed. Next, we present an alternative proof of Matúš theorem [28]. This
proof yields a strategy that can help us to face with our main problem: the non
semialgebraicity of the almost entropic regions.
4.1 An appropriate basis for R15
Recall that we defined for all i, j, k ∈ [4], the vectors:
• I(i; j) := ei + ej − eij.
• I(i; j | k) := eik + ejk − eijk − ek.
We also define for all i, j, k, l ∈ [4] the vector
H(i | j, k, l) := eijkl − ejkl
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Matúš and Studenyi [17] introduced a basis for R15 that seems to be a suitable
basis for the description of the almost entropic region Γ∗4 (see for example [26]), and
which is constituted by the following vectors:
v1 = −I(1; 2) + I(1; 2 | 3) + I(1; 2 | 4) + I(3; 4).
v2 = I(1; 2 | 3).
v3 = I(1; 2 | 4).
v4 = I(1; 3 | 2).
v5 = I(1; 4 | 2).
v6 = I(2; 3 | 1).
v7 = I(2; 4 | 1).
v8 = I(3; 4 | 1).
v9 = I(3; 4 | 2).
v10 = I(3; 4).
v11 = I(1; 2 | 3, 4) := e134 + e234 − e1234 − e34.
v12 = H(1 | 2, 3, 4).
v13 = H(2 | 1, 3, 4).
v14 = H(3 | 1, 2, 4).
v15 = H(4 | 1, 2, 3).
4.2 Matúš theorem revisited
Definition 4.2.1. A ⊆ Rn is polyhedral, if and only if, the set A can be defined by a
finite list of linear inequalities, and we say that such a finite list of linear inequalities
is a polyhedral definition of A.
Observe that polyhedral definitions are easy to check. If one knows a polyhedral
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definition of A ⊆ Rn, he can use this definition to recognize the elements of A. More-
over, he can use such a polyhedral definition, and linear programming, to compute
the extreme values (maximum or minimum) of any linear functional defined over A.
We say that A ⊆ Rn is a convex cone, if and only if, it is closed under positive
linear combinations, and we say that the convex cone A is a closed convex cone, if
and only if, it is a closed set. Recall that the almost entropic regions are closed
convex cones [47].
We present, in this section, an elementary exposition of the proof of a theorem
of Matúš, which claims that for all n ≥ 4, the cone Γ∗n is not polyhedral [28]. Our
exposition is based on the following facts:
1. Given a closed convex cone A ⊆ Rn, the cone A is polyhedral, if and only if,
A◦ is polyhedral. Thus, if one wants to prove that Γ∗n is not polyhedral, he
can focus on proving that (Γ∗n)
◦ is not polyhedral.
2. Given a closed convex cone A ⊆ Rn, all the projections of A are polyhedral.
It is easy to check that for all n ≥ 4, the set Γ∗4 is a projection of the set Γ∗n.
Thus, if one proves that (Γ∗4)
◦ is not polyhedral, he gets as a corollary that for
all n ≥ 4, the set Γ∗n is not polyhedral.
Given the above facts, we focus on proving that (Γ∗4)
◦ is not polyhedral.
Definition 4.2.2. The first quadrant of R2, denoted by FQ, is the set {(a, b) : a, b >
0}. Given A ⊆ FQ, the symbol π1(A) denotes the projection of A over the X-axis.
Definition 4.2.3. Given a vector v ∈ Rn, the ray determined by v is the set {λv :
λ ≥ 0}
The following lemma tell us that in some special cases it becomes fairly easy to
prove non-polyhedrality.
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Lemma 4.2.4. Let A ⊆ R2, suppose that π1(A ∩ FQ) is an unbounded set, and
suppose that A contains the line {(0, y) : y ≥ 0}. Then, if for all λ, β > 0, the set A







The proof of the lemma is straightforward and we omit it (See figure 4-1). This
lemma suggests that proofs of non-polyhedrality become easy when one has to cope
with two-dimentional sets. Recall that (Γ∗n)
◦ is a 15-dimentional set. Klee [23]
proved that a set A ⊆ Rn is polyhedral, if and only if, all its (n − 1)−dimentional
sections are polyhedral, it means that: the set A ⊆ Rn is polyhedral, if and only if,
for all (n−1)−dimentional affine subspace of Rn, say V , the set A∩V is polyhedral.
Next lemma is an easy corollary of Klee’s theorem.
Lemma 4.2.5. Let A ⊆ Rn, the set A is polyhedral, if and only if, all the two-
dimentional sections of A are polyhedral
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Thus, if (Γ∗4)
◦ is not polyhedral, there must exist P , a two-dimentional plane
contained in R15, such that (Γ∗4)◦ ∩ P is not polyhedral. Then, if one can locate the
right plane, one succeed: it only remains to be proved that the two-dimentional set
(Γ∗4)
◦ ∩ P is not polyhedral, and, according to the above facts, this remaining task
is, most of the time, an easy task.
Next, we define a two-dimentional section of (Γ∗4)
◦, and we apply lemma 4.2.4 to
verify that such a two-dimentional section is not polyhedral.
Recall that:
• v1 = I = −I(1; 2) + I(1; 2 | 3) + I(1; 2 | 4) + I(3; 4).
• v2 = I(1; 2 | 3).
• v4 = I(1; 3 | 2).
• v6 = I(2; 3 | 1).







(v2 + v4) + v6
}
s≥0
is contained in (Γ∗4)
◦. We observe that this sequence is contained in a two-
dimensional section of (Γ∗4)
◦.
Let v ∈ R15 and let W ⊆ R15. From now on, we use the symbol Trv(W ) to
denote the translation of W by the vector v. We use the symbol J 1
2
to denote the
vector v2 + v4. Let Q be the plane spanned by the vectors I and J 1
2






), and let P = Trv6(Q). Notice that Matúš’ sequence is contained
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in the two-dimensional plane P .
In order to fix a system of rectangular coordinates for P , we only have to choose
a point in P , (which plays the role of the origin) together with two independent vec-
tors. The natural choice corresponds to designate the point v6 as the origin and the
vectors I and J 1
2
as the coordinate axis. If we work in this system of coordinates,







Let FQ(P ) be the first quadrant of the plane P (as determined by our coordinate
system). We observe that:
1. Matúš’ sequence is contained in (Γ∗4)
◦∩FQ(P ), and hence π1
(
(Γ∗4)
◦ ∩ FQ(P )
)
is an unbounded set.
2. (Γ∗4)
◦∩P contains the line
{
t · J 1
2
: t ≥ 0
}
. The containment follows from the
fact that J 1
2
is a Shannon inequality, and for all t ≥ 0, the vector v6 + t · J 1
2
is a positive combination of Shannon inequalities.
The above two facts indicate that we can apply lemma 4.2.4 on the two-dimentional
set (Γ∗4)
◦ ∩ P , see figure 4-2
Lemma 4.2.6. For all λ, β > 0, the vector λI+βJ 1
2
is not an information inequal-
ity.
Proof. The set of linear information inequalities is closed under positive scalar mul-
tiples, then it is enough to prove that for all β > 0, the vector I + βJ 1
2
is not an
information inequality. To this end, we use a parametrized family of probability
distributions, which we define below:












, the distribution Dδ is given by the following table:
1 2 3 4 Pr
0 0 0 0 1
2
− δ
0 1 0 1 1
4
− δ
1 0 1 0 δ
0 0 1 1 δ
Given δ, we use the symbol hDδ to denote the entropic vector generated by the
distribution Dδ. Kaced and Romashchenko [42] proved that when δ tends to zero,
the equality
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holds. Then, given β > 0, there exists δ > 0 such that
〈
hDδ , I + βJ 12
〉
< 0.
Therefore, we have that I + βJ 1
2
is not an information inequality, and it is true for
all β > 0.
Now, we can get as a corollary Matúš’ theorem
Theorem 4.2.7. Given m ≥ 4, the set Γ∗m is not polyhedral.





λI + βJ 1
2
)
: α > 0
}
is not contained in (Γ∗4)
◦.
Let us suppose that there exist λ, β > 0 such that (Γ∗4)
◦ contains the ray Rλ,β.
By lemma 4.2.6, there exists h ∈ Γ∗4 such that
〈





Let m be a positive number such that
m
〈














This inequality contradicts the fact that (Γ∗4)
◦ contains the ray Rλ,β.
4.3 A two-dimensional view
We begin with the following observation: given A ⊂ Rn, if there exists a two-
dimensional plane P such that A ∩ P is not semialgebraic, then the set A is not
semialgebraic.
We know that the converse of the above fact is not true, consider the following
elementary example:
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Let S be the set {(t, t2, t3) : t ∈ N} . The set S is not semialgebraic, given that
it has infinitely many connected components. On the other hand, we have that the
intersection of S with a two-dimensional subspace of R3 is always a finite set. Finite
sets are semialgebraic, and it means that S is an example of a nonsemialgebraic set
such that all its two-dimensional sections are semialgebraic.




is not semialgebraic, but that all its two-dimensional
sections are semialgebraic. It is, in some sense, the worst possible scenario. Nev-





consists in showing that there exists a two-dimensional section that is not semialge-
braic.
We have to ask: how can one prove that a two-dimensional set is not semi-
algebraic? We will use the logical connection to establish some important facts
concerning semialgebraic and(or) first order definable sets.
First, three technical propositions:
Proposition 4.3.1. Given a function f : R→ R, if f is an exponential growing
function, then it is not first order definable over the real-closed field.
Proof. Given that (R,+,×, 0, 1,≤) admits quantifier elimination, we have that every
definable function f : R → R is piecewise given by terms, that is, for each such f
there exist k ∈ N and terms t1, ..., tk such that
(R,+,×, 0, 1,≤) |= ∀x (f(x) = t1(x) ∨ · · · ∨ f(x) = tk(x))
The terms in the language of real-closed fields are polynomial functions. It means
that the graph of a first order definable function can be constructed by gluing to-
gether a finite number of sections of polynomial functions. The graph of an ex-
ponential growing function cannot be constructed that way. Thus, we have that
exponential growing functions are not first order definable.
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Proposition 4.3.2. If A ⊆ Rn is semialgebraic, the boundary of A, which we denote
with the symbol δ (A), is also semialgebraic.
Proof. Let ψ (x1, ..., xn) be a first order formula defining A and let ϕ (y1, ..., yn) be
the formula
∀ (ε > 0)∃ (x1 · · · xn)∃ (z1 · · · zn) (ψ (x1, ..., xn) ∧ ¬ψ (z1, ..., zn) ∧ α (−→x ,−→y ,−→z ))










(zi − yi)2 < ε
)
It is easy to check that ϕ (y1, ..., yn) defines the boundary of A.
Proposition 4.3.3. Given a semialgebraic set A ⊆ Rn, the function dA : Rn → R
defined by
dA (
−→x ) = inf {d (−→a ,−→x ) : −→a ∈ A}
is a semialgebraic function, where the symbol d (−→a ,−→x ) denotes the euclidean dis-
tance between −→a and −→x
Proof. We have to show that the graph of dA is first order definable. Suppose that
A is defined by the formula ψ (z1, ..., zn). Let α (x, x1, ..., xn) be the formula given
by:
α (x, x1, ..., xn) = ∀y (β (y, x, x1, ..., xn)) ∧ ¬∃u (γ (u, x, x1, ..., xn))
where (β (y, x, x1, ..., xn)) is equal to
(y > 0)⇒ ∃ (z1 · · · zn)
(




(xi − zi)2 < x+ y
))
and γ (y, x, x1, ..., xn) is equal to
(u < x) ∧ ∃ (z1 · · · zn)
(




(xi − zi)2 = u
))
It is easy to check that α (x, x1, ..., xn) defines the graph of dA.
58 4 Disproving semialgebraicity
Theorem 4.3.4. Let A ⊆ Rn be a closed and non-empty set, let P be a plane with
rational parameters, and let R be the ray P0 + tv, where P0, v ∈ Qn. Suppose that R
is contained in P\(P ∩ A). Define a function β (t) as follows:
t 7→ dδ(P∩A) (P0 + tv)








Proof. Suppose that A is semialgebraic. We have that A ∩ P and δ (A ∩ P ) are
first order definable and hence semialgebraic. Therefore, we have that the function
dδ(A∩P ) is semialgebraic. Notice that β (t) is the restriction of dδ(A∩P ) to the set R,
which is semialgebraic. Restrictions of semialgebraic functions to semialgebraic sets
are also semialgebraic. Thus, β (t) is a semialgebraic non-vanishing function. We
can use the first order definition of β (t) to define the function 1
β(t)
. Notice that the





latter function is a semialgebraic function of exponential growth. Thus, we have














Notice that, for achieving our goal, it is sufficient to find a sequence of information





approaches a forbidden ray at exponential speed.





We will try to use, in this section, the analytical machinery developed so far. It





an infinite object that does not behave semialgebraically.
We proved, following Matúš, that there exists an infinite sequence of information
inequalities calledM, which is contained in a two-dimensional plane (the plane P ),



















cannot be polyhedral, given that the boundary of a two-dimensional section
of a polyhedral cone is a polygonal curve, and polygonal curves cannot approach a
quadratic sequence well enough.
Notice that the above paragraph encodes a general strategy that could be applied





semialgebraic, he could try to prove that there exists a two-dimensional sequence of




, and which behaves
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non-semialgebraically (which behaves in such a way that it cannot be approximated
by a semialgebraic curve well enough). The canonical example of nonsemialgebraic
behavior is exponential behavior. Then, to begin with, we could look for a se-
quence of information inequalities, that behaves exponentially and which is close




. Being close to the boundary is somewhat equivalent to
being sharp. Therefore, we have to look for a sharp, exponential, two-dimensional
sequence of information inequalities, it is our task.
4.5 Looking for new sequences: A Linear Algebra
approach
Linear Algebra can be used to give a clear description of some facts. An important
example of the latter is related to The Copy Lemma discovered by Zhang and Yeung
in [49].
4.5.1 Copy Lemma
Given n ≥ 4, we can express R2n−1 as 〈hI : I ⊆ [4]〉 ⊕ 〈hI : I * [4] & I ⊆ [n]〉.
Notice that Γ∗4 and (Γ
∗
4)
◦ are embedded in the first summand. Thus, any element of
(Γ∗4)
◦ could be obtained projecting a suitable element of R2n−1.
Notation 4.5.1. We use the symbol [n]∗ to denote the set ℘([n])\{∅}. Given n ≥ 4
we use the symbol πn4 to denote the natural projection from 〈hI : I ⊆ [4]〉 ⊕ 〈hI :
I * [4] & I ⊆ [n]〉 to {hI : I ⊆ [4]}
Suppose that x =
∑
I∈[4]∗
αIhI , is an information inequality in four random vari-
ables. Let








Notice that y is a Shannon inequality in five random variables, and π54(y) = x.
Thus, any information inequality in four random variables can be obtained project-





We have a full understanding (knowledge) of the set Γ◦5, but we have to take
into account that the latter containment is strict, that is (Γ∗n)
◦ ( π54(Γ◦5). More-
over, given an arbitrary element x ∈ R15, if x = ∑
I∈[4]∗
αIhI and y is the Shannon






|αI |hI∪{5}, we get
that π54(y) = x. It means that π54((Γ5)
◦) = R15.
Definition 4.5.2. Given N ≥ 4 and given v1, v2, ..., vN ∈ 〈hI : I * [4]〉, we say that
{v1, ..., vN} is a good set, if and only if, for all tuple X1, ..., X4 of random variables,
there exist random variables X5, ..., Xn such that the entropic vector hX1,...,Xn belongs
to 〈v1, v2, ..., vn〉⊥
Let S ⊆ 〈hI : I * [4]〉 be a good set and suppose that S = {v1, ..., vN}. Let PS
be the polyhedral cone defined by Γ◦n ∩ (〈hI : I ⊆ [4]〉 ⊕ 〈v1, ..., vN〉), we have:
Proposition 4.5.3. πn4(PS) ⊆ (Γ∗4)◦.
Proof. Suppose that the proposition is false, there exists y ∈ PS, and there exists
a tuple X = (X1, ..., X4) of random variables such that hX · πn4(y) < 0. Now, we
use that S is a good set and we claim that there exists a tuple of random variables,
say Y , such that hXY ∈ 〈S〉⊥. Recall that y ∈ PS, it means that y = x + z, where
x ∈ 〈hI : I ⊆ [4]〉 and z ∈ 〈S〉. Now we compute hXY · y:
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hXY · y = hXY · (x+ z) = hXY · x = hX · x = hX · πn4(y) < 0
Notice that we have a contradiction given that y is a Shannon inequality and hXY
is an entropic function.
The last proposition tells us that if we begin with a good set A ⊆ R2n−1, the
projection πn4 will not produce spurious inequalities. Are there good sets? The
copy Lemma of Zhang-Yeung [49] is a probabilistic extension lemma claiming that
a certain set is good.
Let i, j, k, l ∈ [5], the term I(ij; k | l) denotes the vector that encodes the in-
equality I(XiXj;Xk | Xl) ≥ 0. Notice that
I(XiXj;Xk | Xl) = eijl − el − eijkl + ekl
Lemma 4.5.4 (Copy Lemma). The set
ZY :=
{
hI∪{3} − hI∪{5} : I ⊆ {1, 2}
}
∪ {I(13; 5 | 12)}
is good
Proof. Zhang and Yeung proved (see [49]) that given four random variablesX1, X2, X3
and X4, there exists a random variable X5 such that:
• (X1, X2, X3) and (X1, X2, X5) are identical distributed.
• I(X1X3;X5 | X1X2) = 0
Notice that it is exactly the same as claiming that
{
hI∪{3} − hI∪{5} : I ⊆ {1, 2}
}
∪
{I(13; 5 | 12)} is good.
Recall that PZY is a polyhedral cone defined by a known set of linear inequali-
ties. We can use this set of inequalities to compute the extremal rays of PZY . Let
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E(PZY ) be this set of extremal rays. Notice that E(π54(PZY )) ⊆ π54(E(PZY )). Sup-
pose that r1, ...rN are the extremal rays of PZY . We have that π54(PZY ) contains
a non-Shannon inequality, if and only if, the set {π54(r1), ..., π54(rN)} contains a
non-Shannon information inequality. Moreover, if x is a Non-Shannon information
inequality in π54(PZY ), it is a positive linear combination of the standard Shannon
inequalities for four random variables plus the Non-Shannon information inequali-
ties contained in the set {π54(r1), ..., π54(rN)}.
Rationale. If we want to use PZY to discover new inequalities in four random
variables, then we only have to consider the set {π54(r1), ..., π54(rN)}.
What should we do with the set {π54(r1), ..., π54(rN)}? We can use the software
ITIP [48] to check which inequalities in the above list are Non-Shannon information
inequalities. It happens that after computing the extremal rays of PZY the only
promising ray seems to be the vector
−I(1; 2) + 2I(1; 2 | 3) + I(1; 3 | 2) + I(2; 3 | 1) + I(1; 2 | 4) + I(3; 4)
+2I(13; 5 | 12) + (I(1; 2 | 5)− I(1; 2 | 3)) + (I(1; 5 | 2)− I(1; 3 | 2))
+(I(2; 5 | 1)− I(2; 3 | 1))
Notice that the linear expression contained in the second and third rows belongs
to 〈ZY 〉 (The linear span of ZY ), and notice that the projection of this point is
equal to
−I(1; 2) + 2I(1; 2 | 3) + I(1; 3 | 2) + I(2; 3 | 1) + I(1; 2 | 4) + I(3; 4)
which is clearly a Non-Shannon inequality because of the negative coefficient as-
sociated to I(1; 2). The above vector encode the first Non-Shannon inequality ever
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discovered, it was discovered in 1998 by Zhang and Yeung [49]. We use the symbol
vZY to denote this vector of R15.
Can we discover new inequalities? It should be noted that for all x ∈ π54(PZY ) it
happens that X ∈ 〈S4∪{vZY }〉. Thus, the good polyhedral cone PZY does not yield
further interesting inequalities. Fortunately it is not the end of the whole history,
notice that one can either pick some other good set S, or begin with an inner bound
of (Γ∗5)
◦ different to Γ◦5. Unfortunately, it is not easy to find good sets, we need
a probabilistic extension lemma like the copy lemma. However we can change the
inner bound. Suppose that A ⊆ R2n−1 is good and let 4 < m < n, we have that
πnm(A) is good. It could happen that πnm(A) contains a Non-Shannon information
inequality for m random variables, say v, and then, in this case Γ◦m ⊆ cc(Sn ∪ {v}),
where Sn denotes the set of Shannon inequalities in n random variables. That is:
we can iterate the method. The iterability of the method allowed different research
teams to discover new Non-Shannon Inequalities. Actually, iterated projections have
been used to produce six infinite sequences of Non-Shannon inequalities [28], [37],
[45]
4.5.2 Linear invariants and extension rules
How can one discover an infinite sequence of information inequalities? Given V a
subspace of R15, we say that V ∩(Γ∗4)◦ is a linear subspace of (Γ∗4)◦. Let k = dim(V ),
given M ∈Mk×k(R), we say that M is a linear invariant of V ∩(Γ∗4)◦, if and only if,
the linear transformation encoded by M lets invariant the linear subspace V ∩ (Γ∗4)◦





⊆ V ∩ (Γ∗4)◦
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holds.
Let M ∈ Mk×k(R) be a linear invariant of (Γ∗4)◦ and let ~f(s) ∈ (NN)k be a k-
dimensional vector function such that M(~f(s)) = ~f(s + 1). We say that ~f(s) is





is a sequence of linear
information inequalities.
Observe that we have sketched a method to compute infinite sequences of linear
information inequalities: given V , given a linear invariant of V ∩ (Γ∗4)◦, say T , and
given a solution for (MT , V ), say ~f(s), the orbit defined by MT and ~f(1) is such a
sequence. Notice also that if one of the component functions of ~f(s) is non-linear,
then it is very unlikely that the sequence could be entailed by a finite subset of itself.
We say that the linear operator T is non-Shannon, if and only if, the image under
T of any non-Shannon inequality included in V ∩ (Γ∗4)◦ is a non-Shannon inequality
as well. If ~f(1) encodes a non-Shannon inequality and T is non-Shannon, then all
the elements of the sequence are non-Shannon inequalities. In this way, employing
a non-linear solution of a non-Shannon linear invariant of (Γ∗4)
◦, one can try to pro-
duce very interesting sequences yielding a lot of information about the structure of
(Γ∗4)
◦. A first example is the Matúš’ sequence.
How can one find a linear invariant? Linear invariants of (Γ∗4)
◦ can be obtained
from linear extension rules like the one in theorem 4.5.5(see below). Dougherty et
al [37] found a large number of those linear extension rules (they found 43 rules).
Thus, if one wants to compute linear invariants, he should look for linear extension
rules. How can one find linear extension rules? Unfortunately there does not exist
a good answer to this question. If one checks the work of Dougherty et al, he can
66 4 Disproving semialgebraicity
notice that those 43 linear extension rules are obtained through lucky applications
of the projection method. Can we use some of the Dougherty’s linear extension rules
to produce non-linear sequences of information inequalities? A first example of a
linear extension rule is encoded in next theorem, whose proof can be found in [37].
Theorem 4.5.5 (Extension Rule 1). Let a, b, c, d, h ≥ 0. If
aI(1; 2) ≤ bI(1; 2 | 3) + cI(1; 3 | 2) + dI(2; 3 | 1)
+ aI(1; 2 | 4) + hI(3; 4)
is a linear information inequality, then
(a+ d)I(1; 2) ≤ (b+ 2d+ h)I(1; 2 | 3) + (a+ c+ d)I(1; 3 | 2)
+ dI(2; 3 | 1) + (a+ d)I(1; 2 | 4) + (d+ h)I(3; 4)
is a linear information inequality.
Corolary 4.5.6. Let V = 〈I, I(1; 2 | 3), I(1; 3 | 2), I(2; 3 | 1), I(3; 4)〉, let T : V −→




1 0 0 1 0
1 1 0 1 1
1 0 1 1 0
0 0 0 1 0
0 0 0 0 1


and let S = V ∩ (Γ∗4)◦. We have that T (S) ⊆ S, that is: T is a linear invariant of
the subspace S.
Corolary 4.5.7. Given v ∈ S and given i ≥ 0, we have that T i(v) ∈ S.
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and such that (f1(0), ..., f5(0)) ∈ S, then for all s ≥ 0 the inequality
0 ≤ f1(s)I + f2(s)I(1; 2 | 3) + f3(s)I(1; 3 | 2) + f4(s)I(2; 3 | 1) + f5(s)I(3; 4)
is a linear information inequality.
The above system of difference equations can be solved by standard methods. It





1 0 0 s 0
s 1 0 s(s+1)
2
s
s 0 1 s(s+1)
2
0
0 0 0 1 0




It only remains to pick one vector s ∈ S, and hence, compute the sequence of
information inequalities given by {(MT )s(s) : s ≥ 1}. Recall that I(2; 3 | 1) is an
information inequality, it allows us to set u = (0 0 0 1 0)t. Notice that





1 0 0 s 0
s 1 0 s(s+1)
2
s
s 0 1 s(s+1)
2
0
0 0 0 1 0

























and we have gotten the sequence that was previously discovered by Matúš [28]: we
got that for all s ≥ 1:
sI + s(s+ 1)
2
I(1; 2 | 3) + s(s+ 1)
2
I(1; 3 | 2) + I(2; 3 | 1) ≥ 0
is a linear information inequality.
We can do the same as above with any of the aforementioned 43 extension rules
discovered by Douguerty et al. Let us take the extension rule 2 [37]:
Theorem 4.5.8 (Extension Rule 2). Let a, b, c, d, h ≥ 0. If
aI(1; 2) ≤ (b+ h)I(1; 2 | 3) + cI(1; 3 | 2) + dI(2; 3 | 1)
+ aI(1; 2 | 4) + hI(3; 4)
is a linear information inequality, then
(a+ d)I(1; 2) ≤ (2b+ h)I(1; 2 | 3) + (b+ c+ h)I(1; 3 | 2)
+ (b+ d+ h)I(2; 3 | 1) + (a+ b)I(1; 2 | 4) + (b+ h)I(3; 4)
is a linear information inequality.
Let V = 〈I, I(1; 2 | 3), I(1; 3 | 2), I(2; 3 | 1), I(1; 2 | 3) + I(3; 4)〉, and let T :
V −→ V be the linear transformation given by the matrix




1 1 0 0 0
0 1 0 0 0
1 1 1 0 1
1 1 0 1 1
0 0 0 0 1


If S = V ∩ (Γ∗4)◦, we have that T is a linear invariant of S.





1 s 0 0 0







0 0 0 0 1


Now, given that I(1; 2 | 3) is an information inequality, we have that u =
(0 1 0 0 0)t ∈ S.





1 s 0 0 0
































belongs to S. Then we get the following sequence of information inequalities:
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sI + I(1; 2 | 3) + s(s+ 1)
2
I(1; 3 | 2) + s(s+ 1)
2
I(2; 3 | 1) ≥ 0,
which can be obtained from Matúš’ sequence by permuting the variables. After
checking all the 43 extension rules of Dougherty et al, we could find only one new
sequence of information inequalities. Let us consider the extension rule 32:
Theorem 4.5.9 (Extension rule 32). Let x, c, d, z, f, g ≥ 0. If
xI(1; 2) ≤ xI(1; 2 | 3) + cI(1; 3 | 2) + dI(2; 3 | 1)
+ (x+ z)I(1; 2 | 4) + fI(1; 4 | 2) + gI(2; 4 | 1) + xI(3; 4)
is a linear information inequality, then
(x+ z)I(1; 2) ≤ (x+ z)I(1; 2 | 3) + (c+ x)I(1; 3 | 2) + (d+ x)I(2; 3 | 1)
+ ((x+ z) + z)I(1; 2 | 4) + (f + z)I(1; 4 | 2) + (g + z)I(2; 4 | 1) + (x+ z)I(3; 4)
is a linear information inequality.
Let V = 〈I, I(1; 3 | 2), I(2; 3 | 1), I(1; 2 | 4), I(1; 4 | 2), I(2; 4 | 1), and let




1 0 0 1 0 0
1 1 0 0 0 0
1 0 1 0 0 0
0 0 0 1 0 0
0 0 0 1 1 0
0 0 0 1 0 1


T is a linear invariant of the subspace S = V ∩ (Γ∗4)◦. It can be checked that





1 0 0 s 0 0
s 1 0 (s−1)s
2
0 0
s 0 1 (s−1)s
2
0 0
0 0 0 1 0 0
0 0 0 s 1 0
0 0 0 s 0 1


We have that I(1; 2 | 4) is an information inequality, and we have that
(MT )








, 1, s, s
)t
.
Then, we get that:
I(1; 2 | 4) + s (I + I(1; 4 | 2) + I(2; 4 | 1)) + s(s− 1)
2
(I(1; 3 | 2) + I(2; 3 | 1)) ≥ 0,
is a sequence of information inequalities. Notice that this sequence is a two-
dimensional sequence like Matúš’ sequence. It seems that we have discovered a new
sequence of information inequalities. Unfortunately, we discovered only one new se-
quence, and it happens that this sequence cannot used to prove non-semialgebraicity
since it behaves quadratically.
4.6 A good old sequence
There are some few sequences of information inequalities registered in the literature
[37], and all of them, but one, behaves polynomially. The remaining sequence is
an exponential decaying, two-dimensional sequence discovered by Dougherty, Freil-
ing and Zeger [37]. We will study this sequence in the remaining of the chapter.
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The question that we could not answer, is the question about the sharpness of the
sequence.
Now, we introduce the sequence of Dougherty et al. Set:
• J ∗1
2
= v5 + v7
• J = v6 + v4 + v5 + v7
The sequence
{
















is an infinite sequence of information inequalities discovered by Dougherty et al [16].
We use the symbol dfzs to denote the inequality













and we use the term DFZ-sequence to denote the sequence {dfzs}s≥1 .
Let Q be the plane spanned by the vectors v2 and J , and let L be equal to
TrI−J ∗1
2
(Q) . Notice that the DFZ-sequence is included in
(
Γ∗4
)◦∩L. If we use I−J ∗1
2
as the origin of L, and the lines
{
I − J ∗1
2




I − J ∗1
2
+ s · J : s ≥ 0
}

















DFZ-sequence is a plane sequence that approaches the ray
R =
{
I − J ∗1
2
+ λ · J : λ ≥ 0
}





Let R∗ be the ray {I + λ · J : λ ≥ 0} , we have
Lemma 4.6.1. If R∗ is a forbidden ray, then R is a forbidden ray.







Proof. First, we note that J ∗1
2
is a Shannon inequality. Then, if I + λ · J is not
an information inequality, the vector I − J ∗1
2
+ λ · J cannot be an information
inequality.
Given the above lemma, we focus our attention on the following problem
Problem 4.6.2. Prove that for all λ > 0, the vector I + λ · J is not an information
inequality.
We were unable, in despite of all our efforts, of solving the above problem. Let
us discuss some facts related to it.
Kaced and Romaschenko introduced the notion of conditional information in-
equality (see reference [22]), which is defined below
74 4 Disproving semialgebraicity
Definition 4.6.3. Given v, w ∈ R15, the pair (v, w) is a conditional information
inequality, if and only if, the implication
〈v, h〉 = 0 implies that 〈w, h〉 ≥ 0,
holds true for any entropic vector h.
We have
Lemma 4.6.4. The pair (J , I) is a conditional information inequality.
Proof. Suppose that h is an Ingleton violating polymatroid, and suppose that h is
orthogonal to J . Then, h must be orthogonal to I (1 : 3 | 2) , I (2 : 3 | 1), I (1 : 4 | 2)
and I (2 : 4 | 1) . It implies that h is orthogonal to J ∗1
2
, given that J ∗1
2
= I (1 : 4 | 2)+
I (2 : 4 | 1). Then, we have that
〈dfzs, h〉 =
〈














= 〈I, h〉+ 〈v2, h〉
2s − 1 ,
and then, it is clear that there must exist s such that 〈dfzs, h〉 < 0. If h is an entropic
polymatroid, this last inequality cannot hold for h, given that dfzs is an information
inequality. Thus, if h is an Ingleton violating entropic polymatroid, it cannot be
orthogonal to J . It means that (J , I) is a conditional information inequality.
A more interesting notion is the notion of essentially conditional information
inequality introduced by the same authors [22].
Definition 4.6.5. Given a conditional information inequality, say (v, w), it is es-
sentially conditional, if and only if, for all N ≥ 0, the expression N · v+w is not an
information inequality.
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is essentially conditional [22].
Notice that we used this last fact in our proof of Matúš’ theorem. It is easy to
prove that (J ∗1
2
, I) is also an essentially conditional information inequality. This
latter fact follows from Kaced-Romaschenko result by switching the variables X3 and
X4. Observe that problem 4.6.2 is equivalent to prove that (J , I) is an essentially
conditional information inequality. The latter problem is important for us, given
the following theorem
Theorem 4.6.6. If (J , I) is an essentially conditional information inequality, then
the almost entropic regions of order larger than 3 are not semialgebraic.
This last theorem, together with our proof of Matúš’ theorem, indicates that




exhibiting a complex geometrical
structure (nonpolyhedral or nonsemialgebraic structure) is closely related to the ex-
istence of essentially conditional information inequalities.
We conclude this chapter by proving a result that has been announced in sec-
tion 2.3, and which states that the entropic region cannot be defined by a single
polynomial inequality.




cannot be defined by a single polynomial inequality.
Proof. Recall that R is the ray
{
I − J ∗1
2


























I − J ∗1
2
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holds. We notice that for all β > λ0 the vector
(
I − J ∗1
2










I − J ∗1
2
+ λ · J : λ ≥ λ0
}









a single polynomial inequality, say p (X1, ..., X15) ≥ 0. Let q (t) be the univariate
polynomial p
(
I − J ∗1
2
+ t · J
)
, we have that q (t) vanishes over the set {t : t ≥ λ0} ,
and that q (0) 6= 0. It means that the polynomial q (t) is a non-null polynomial





cannot be defined by a single polynomial inequality, and the theorem is
proved.
Chapter 5
Concluding remarks and questions
for future research
We study the semialgebraicity of the almost entropic regions. We provided strong
evidence suggesting that these regions are not semialgebraic. The proof of this fact
has been an elusive task, but we think that it could be achieved in a short time. We
believe that the next question to be investigated is related to the characterization
of the set of information inequalities with integer coefficients. We conjecture that
the aforementioned set is not decidable.
We conjecture that the pair (J , I) is an essentially conditional information in-
equality. Proving this conjecture requires an appropriate parametrized family of
probability distributions such that for each N ≥ 0, some element of the family gen-
erates an entropic vector that violates the inequality I + NJ . Looking for such a
family of distributions is the most important technical problem that remains to be
solved.
78 5 Concluding remarks and questions for future research
We think that our notion of ideal matroid deserves further investigation. It is
known, for instance, that L-shareability is not equivalent to G-shareability [11], but
it is not known that A-shareability is either equivalent to L-shareability or to G-
shareability.
We think that any proof of non-semialgebraicity of the almost entropic regions
is related to the non-polynomial behaviour of a suitable sequence of information
inequalities. Then, it would be important to find new sequences of inequalities that
behave non-semialgebraically. It could be a good idea to look for new extension rules.
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