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Data clustering is a common technique for data analysis. It is used in many ﬁelds including
machine learning, data mining, customer segmentation, trend analysis, pattern recognition
and image analysis. The proposed Localized Diffusion Folders (LDF) methodology, whose
localized folders are called diffusion folders (DF), introduces consistency criteria for
hierarchical folder organization, clustering and classiﬁcation of high-dimensional datasets.
The DF are multi-level data partitioning into local neighborhoods that are generated by
several random selections of data points and DF in a diffusion graph and by redeﬁning
local diffusion distances between them. This multi-level partitioning deﬁnes an improved
localized geometry for the data and a localized Markov transition matrix that is used for
the next time step in the advancement of the hierarchical diffusion process. The result of
this clustering method is a bottom-up hierarchical data organization where each level in
the hierarchy contains LDF of DF from the lower levels. This methodology preserves the
local neighborhood of each point while eliminating noisy spurious connections between
points and areas in the data aﬃnities graph. One of our goals in this paper is to illustrate
the impact of the initial aﬃnities selection on data graphs deﬁnition and on the robustness
of the hierarchical data organization. This process is similar to ﬁlter banks selection for
signals denoising. The performance of the algorithms is demonstrated on real data and
it is compared to existing methods. The proposed solution is generic since it ﬁts a large
number of related problems where the source datasets contain high-dimensional data.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Many recent graph based methodologies for data organization and analysis are based on a given aﬃnity between data
points provided by a kernel or a metric. This approach, which only compares two data points at a time, introduces spurious
connections between points that look as noisy data. We denoise and reinforce the aﬃnities between points by deﬁning
them to be between data folders. By using a randomized collection of folders, we build consistent data aﬃnities. A related
idea has been recently introduced in [1] for manifold learning where point neighborhoods are matched through rotations or
local isometrics, leading to powerful data denoising tools. Our approach does not require to know the underlying manifold
structure since it deﬁnes a preponderance of links based aﬃnity. We use this aﬃnity to generate hierarchical data partition-
ing. This partitioning provides organization and data clusters whenever they exist. We begin with the Diffusion Maps (DM)
framework [2] with its inherent diffusion distances that provide a method for ﬁnding meaningful geometric structures in
datasets. In most cases, the dataset contains high-dimensional data points in Rn . DM constructs coordinates that parame-
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reduction, which reveals global geometric information, is constructed by local overlapping structures. Let Γ = {x1, . . . , xm}
be a set of points in Rn and μ is the distribution of the points on Γ . We construct the graph G(V , E), |V | =m, |E| m2,
on Γ in order to study the intrinsic geometry of this set. A weight function W  w(xi, x j) is introduced. It measures
the pairwise similarity between the points. For all xi, x j ∈ Γ , the weight function has the following properties: symmetry:
w(xi, x j) = w(x j, xi), non-negativity: w(xi, x j)  0 and positive semi-deﬁnite: for all real-valued bounded functions f
deﬁned on Γ ,
∫
Γ
∫
Γ
w(xi, x j) f (xi) f (x j)dμ(xi)dμ(x j) 0. A common choice for W is w(xi, x j) = e−
‖xi−x j‖2
 .
The non-negativity property of W allows to normalize it into a Markov transition matrix P where the states of the
corresponding Markov process are the data points. This enables one to analyze Γ as a random walk. The construction of P
is known as the normalized graph Laplacian [3].
Formally, P = {p(xi, x j)}i, j=1,...,m is constructed as p(xi, x j) = w (xi ,x j)d(xi) where d(xi) =
∫
Γ
w(xi, x j)dμ(x j) is the degree
of xi . P is a Markov matrix since the sum of each row in P is 1 and p(xi, x j)  0. Thus, p(xi, x j) can be viewed as the
probability to move from xi to x j in one time step. By raising this quantity to a power t (advance in time), this inﬂuence
is propagated to nodes in the neighborhood of xi and x j and the result is the probability for this move in t time steps. We
denote this probability by pt(xi, x j). These probabilities measure the connectivities among the points within the graph. The
parameter t controls the neighborhood scale and  the local neighborhood.
Construction of p˜(xi, x j) =
√
d(xi)√
d(x j)
p(xi, x j), which is a symmetric and positive semi-deﬁnite kernel, leads to the eigen-
decomposition p˜(xi, x j) =∑m−1k0 λkνk(xi)νk(x j) where λk and νk , k = 0, . . . ,m, are the eigenvalues and the eigenvectors of
p˜, respectively. A similar eigen-decomposition is obtained by p˜t(xi, x j) =∑mk0 λtkνk(xi)νk(x j) after advancing t times on the
graph. Here p˜t is the probability of the transition from xi to x j in t time steps.
A fast decay of {λk} can be achieved by an appropriate choice of  . Thus, only a few terms are needed in the sum
above to achieve a given relative cover δ > 0. Let η(δ) be the number of retained terms. A family of DM [2], denoted by
Φt(x) ∈ Rm , m ∈ N, is given by Φt(x) = (λt0ν0(x), λt1ν1(x), . . . , λtm−1νm−1(x))T , where the map Φt : Γ → Rm embeds the
dataset Γ into a Euclidean space Rm . The diffusion distance is deﬁned as D2t (xi, x j) =
∑
k0(p˜t(xi, xk) − p˜t(xk, x j))2. This
formulation is derived from the random walk distance in Potential Theory. It is shown in [2] that the diffusion distance
can be expressed in terms of the right eigenvectors of P : D2t (xi, x j) =
∑
k0 λ
2t
k (νk(xi) − νk(x j))2. It follows that in order to
compute the diffusion distance, one can simply use the eigenvectors of P˜ . Moreover, this facilitates the embedding of the
original points in a Euclidean space Rη(δ)−1 by Ξt : xi → (λt0ν0(xi), λt1ν1(xi), λt2ν2(xi), . . . , λtη(δ)νη(δ)(xi)). This also provides
coordinates on the embedded space. Essentially, η(δ) m due to the fast spectral decay of the spectrum of P . Furthermore,
η(δ) depends only on the primary intrinsic variability of the data as captured by the random walk and not on the original
dimensionality of the data. This data-driven method parameterizes any set of points provided the availability of similarity
matrix W between data points.
As described in the brief DM overview above, P is the aﬃnity matrix of the dataset and it is used to ﬁnd the diffusion
distances between data points. This distance metric can be used to cluster the data points according to the propagation
of the diffusion distances that are controlled by t . In addition, it can be used to construct a bottom-up data hierarchical
clustering. For t = 1, the aﬃnity matrix reﬂects local and direct connections between adjacent data points. The resulting
clusters preserve the local neighborhood of each point. These clusters are the bottom level of the hierarchy. By raising t
(advancing in time), the aﬃnity matrix is changed accordingly and it may reﬂect indirect connections between data points
in the graph. The diffusion distance between data points in the graph accounts for all possible paths of length t between
these data points in a given time step. The more we advance in time, the more we may increase indirect global connections
that violate the sought after locality. Therefore, by raising t we construct the upper levels of the clustering hierarchy. In
each advance in time, it is possible to merge more and more lower-level clusters since there are more and more new paths
between them. The resulting clusters reﬂect global neighborhood of each data point that is highly affected by the advances
of the parameter t .
The major risk in this global approach is that by increasing t , noise, which is classiﬁed as connections between points that
are not related in the aﬃnity matrix, increases as well. Moreover, clustering errors in the lower levels of the hierarchy will
diffuse to the upper levels of the hierarchy and hence will signiﬁcantly affect the correctness of the upper levels clustering.
As a result, some areas in the graph, which assumed to be separated, will be connected by the new noise-result and error-
result paths. Thus, erroneous clusters will be generated. This type of noise signiﬁcantly affects the diffusion process and
eventually the resulting clusters will not reﬂect the correct relations among data points. Although these clusters consist of
data points that are adjacent according to their diffusion distances, the connections among these points in each cluster can
be too global and too loose to generate inaccurate clusters.
In this paper, we present a hierarchical clustering method of high-dimensional data via what we call localized diffusion
folders (LDF) [4]. This method overcomes the problems that were described above. It is based on the key idea that clustering
of data points should be achieved by utilizing the local geometry of the data and the local neighborhood of each data point
and by constructing a new local geometry every advance in time. The new geometry is constructed according to the local
connections and according to diffusion distances in previous time steps. This way, as we advance in time, the geometry
from the induced aﬃnity reﬂects better the data locality while “aﬃnity” noise in the new localized matrix decreases and
G. David, A. Averbuch / Appl. Comput. Harmon. Anal. 33 (2012) 1–23 3Fig. 1.1. Circle of points where the lines correspond to the aﬃnity between every adjacent points and the anomalous pair of points. The strong line, which
connects far points (not neighbors), is classiﬁed as noise.
the accuracy of the resulting clusters increases. LDF is introduced to achieve local geometry that is preserved along the
hierarchical construction. The LDF framework provides a multi-level partitioning (similar to Voronoi diagrams in diffusion
metric) of data into local neighborhoods that are initiated by several random selections of data points or folders of data
points in the diffusion graph and by deﬁning local diffusion distances between them. Since every different selection of
initial points yields a different set of folders, it is crucial to repeat this selection process several times. The multiple system
of folders, which we get at the end of this random selection process, deﬁnes a new aﬃnity and this deﬁnes a new geometry
on the graph. This localized aﬃnity is a result of what we call “shake n bake” process: ﬁrst, we “shake” the multiple
Voronoi diagrams together in order to get rid of the noise in the original aﬃnity. Then, we “bake” a new cleaner aﬃnity
that is based on the actual geometry of the data while eliminating rare connections between data points. This aﬃnity is
more accurate than the original aﬃnity since instead of deﬁning a general aﬃnity on the graph, we let the data deﬁne its
localized aﬃnity on the graph. In every time step, this multi-level partitioning deﬁnes a new localized geometry of the data
and a new localized aﬃnity matrix that is used by the next time step. In every time step, we use the localized geometry
and the localized folders that were generated in the previous time step to deﬁne the localized aﬃnity between folders. The
aﬃnity between two folders is deﬁned by the localized diffusion distance metric between data points in the two folders.
In order to deﬁne this distance between the folders, we construct a local sub-matrix that contains only the aﬃnity of the
data points (or folders) of the two folders. This sub-matrix is raised to the power of the current time step (according to
the current level in the hierarchy) and then it is used to ﬁnd the localized diffusion distance between the two folders. The
result of this clustering method is a bottom-up hierarchical data clustering where each level in the hierarchy contains DF
of folders from the lower levels. Each level in the hierarchy deﬁnes a new localized aﬃnity (geometry) that is dynamically
constructed and it is used by the upper level. This methodology preserves the local neighborhood of each data point while
eliminating the noisy connections between distinct data points and areas in the graph.
1.1. Illustrative example
The following example illustrates the need to remove noisy connections to guarantee the robustness and the correctness
of the hierarchal data organization via iterative process that reveals and processes the underlying local geometry.
Fig. 1.1 shows a circle of points. Each point on the circle is connected to its left and right immediate neighboring points
with a normalized weight of 0.183 and connected to the its left and right second neighboring points with a normalized
weight of 0.1. The lines between these points correspond to their aﬃnities. An artiﬁcial connection between two distinct
points (the wide line that crosses the circle) with a normalized weight of 0.183 was added to Fig. 1.1. This connection is
classiﬁed as noise.
We used the original aﬃnity to construct and reﬁne the localized aﬃnity matrix, as described in details in Section 3. As
the computation in Section 3.2 Step 8 shows, 55 Voronoi systems are required to construct the localized aﬃnity matrix.
Fig. 1.2 shows the LDF aﬃnity using different number of Voronoi systems. When 10 systems are used, several original
connections are lost. When the number of fused systems increases, more original connections are reconstructed and the
aﬃnity is stabilized after 60 Voronoi systems are fused. In addition, the noisy line in the original aﬃnity was eliminated in
each of the LDF aﬃnities. At the end of this process, each point on the circle was connected to the ﬁrst point on its right
and left sides with an average normalized weight of 0.2 and connected to the second point on its right and left sides on
the circle with an average normalized weight of 0.13. These are exactly the normalized weights that we get when repeating
this process on a circle that does not contain noisy lines at all.
Fig. 1.3 shows how the original diffusion algorithm handles this aﬃnity. First, we constructed the Markov matrix with
t = 1 as it is described in this section. Then, we eliminated loose connections that were smaller than a threshold (the
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Fig. 1.3. Diffusion aﬃnity with different thresholds. Left: Threshold = 0.4. Middle: Threshold = 0.2. Right: Threshold = 0.1. We see that noisy connections
are still present.
probability to move from one point to another was smaller than the threshold). We repeated this process for t = 1, . . . ,5
with different thresholds. As we can see, when the threshold is too big, all the original connections are not reconstructed
while the noisy connection is not eliminated. When the threshold is too small, many artiﬁcial connections are generated
around the original noisy connection and as a result the aﬃnity is much more noisy than the original aﬃnity.
One of the goals in this paper is to show the impact of the initial aﬃnities selection on data graphs deﬁnition and on
the robustness of hierarchical data organization. This process is similar to ﬁlter banks selection for signals denoising. In
particular, we will cover the following topics: constructing a Gaussian kernel with an adaptive scale control, denoising a
given aﬃnity matrix, deﬁning a robust aﬃnity matrix, fusing multiple systems of aﬃnities and constructing an hierarchy of
aﬃnities.
The paper has the following structure. Section 2 presents related work. In Section 3, we present in details the method-
ology of the localized diffusion folders. Section 4 presents experimental results.
2. Related work
A multi-scale diffusion based organization of data is introduced in [5]. We follow a similar path in building partition
trees. These trees lead to clustering whenever the linkage between a folder and its parent skips a level.
Many clustering algorithms have been proposed over the years. Most of them cluster numerical data, where the data
consists of numeric attributes whose values are represented by continuous variables. Finding similarity between numeric
objects usually relies on common distance measures such as Euclidean, Manhattan, Minkowski, Mahalanobis distances to
name some. A comprehensive survey of several clustering algorithms is given in [6].
k-means [7] is a popular clustering algorithm. It was designed to cluster numerical data in which each cluster has a
center called the mean. The k-means algorithm is classiﬁed as either partitioner or non-hierarchical clustering method. The
performance of k-means is highly dependent on the initialization of the centers which is a drawback.
An agglomerative hierarchical algorithm is proposed in BIRCH [8]. It is used for clustering large numerical datasets in
Euclidean spaces. BIRCH performs well when the clusters have identical sizes and their shapes are either convex or spherical.
However, it is affected by the input order of the data and it may not perform well when clusters have either different sizes
or non-spherical shapes.
CURE [9] is another method for clustering numerical datasets using hierarchical agglomerative algorithm. CURE can
identify non-spherical shapes in large databases that have different sizes. It uses a combination of random sampling and
partitioning in order to process large databases. Therefore, it is affected by the random sampler performance.
A density-based clustering algorithm is proposed in DBSCAN [10]. This method is used to discover arbitrarily shaped
clusters. DBSCAN is sensitive to its parameters, which in turn, are diﬃcult to determine. Furthermore, DBSCAN does not
perform any pre-clustering and it executed directly on the entire database. As a result, DBSCAN can incur substantial I/O
costs in processing large databases.
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erative algorithms. Since the algorithm uses the largest dissimilarity between two objects in a cluster such as the diameter
of the cluster, it is sensitive to outliers.
Several clustering algorithms for categorical data have been proposed in recent years such as [12]. The k-modes algorithm
[13] emerged from the k-means algorithm and it is designed to cluster categorical datasets. The main idea of the k-modes
algorithm is to specify the number of clusters and then to select k initial modes, followed by allocating every object to its
nearest mode. The algorithm minimizes the dissimilarity of the objects in a cluster with respect to its mode.
The inter-attribute and intra-attribute summaries of a database are constructed in CACTUS [14]. Then, a graph, called the
similarity graph, is deﬁned according to these summaries. Finally, the clusters are found with respect to these graphs.
More recently, some clustering that are based on kernel methods have been proposed. A clustering method, which uses
support vector machine, is given in [15]. Data points are mapped by a Gaussian kernel to a high-dimensional feature space,
where it searches the minimal enclosing sphere. When this sphere is mapped back to the data space it can be separated
into several components where each encloses a separate cluster.
A method for unsupervised partitioning of a data sample, which estimates the possible number of inherent clusters that
generate the data, is described in [16]. It exploits the notion that performing a non-linear data transformation into some
high-dimensional feature space increases the probability for linear separability between the patterns within the transformed
space. Therefore, it simpliﬁes the associated data structure. It shows that the eigenvectors of a kernel matrix, which deﬁne
an implicit mapping, provide means to estimate the number of clusters inherent within the data. A computational iterative
procedure is presented for the subsequent feature space that partitions the data.
A kernel clustering scheme, which is based on k-means for large datasets, is proposed in [17]. It introduces a clustering
scheme which changes the clustering order from a sequence of samples to a sequence of kernels. It employs a disk-based
strategy to control the data.
Another kernel clustering scheme, which is based on k-means, is proposed in [18]. It uses a kernel function that is based
on Hamming distance to embed categorical data in a constructed feature space where clustering takes place.
Our proposed method is different from the above clustering methods in several aspects. First, it provides a multi-level
(multi-scale) hierarchical clustering of the data where each level t in the hierarchy expresses the diffusion geometry of
the data after t time steps. A level in our hierarchy means an advance in time in the diffusion graph. Moreover, our
method is unique since it constructs a new localized geometry for the data at each time step. This enables a more accurate
representation of the geometry of the data and, as a result, it provides a better clustering. Last, in every level in the
hierarchy, our method removes from the data the noisy data points, which are the global loose connections between data
points.
3. Localized Diffusion Folders (LDF) methodology and algorithm
The basic operation, which is based on repeated application of the LDF methodology to two consecutive scales, has two
steps. In the ﬁrst step, the bottom level of the hierarchy is constructed as follows: First, the data points are partitioned into
diffusion folders (DF). Then, multiple systems of DF are constructed. Next, a localized aﬃnity, which deﬁnes the “puriﬁed”
geometry (we call it “shake n bake” process), is applied. Last, the data is partitioned into LDF.
In the second step, the upper levels of the hierarchy are constructed as follows: First, the localized aﬃnity between the
lower level DF is constructed. Then, multiple systems of DF of folders are constructed. Next, a localized aﬃnity that deﬁnes
the “puriﬁed” geometry (“shake n bake” process) is applied. Last, the DF are partitioned into LDF. This two-scale process is
repeated till the root of the hierarchy is reached.
We begin with data points and continue bottom up with DF. In this section, we describe the LDF algorithm in details.
Section 3.1 outlines the methodology. Section 3.2 describes the construction of the bottom level in the hierarchy (t = 1).
Section 3.3 describes the construction of the upper levels in the hierarchy (t > 1).
3.1. Outline of the LDF methodology
In order to provide some intuition for the proposed construction, we use some simple examples to illustrate the proposed
construction. The input to the algorithm is a set of data points as shown in Fig. 3.1(a). The ﬁrst step constructs the Markov
transition aﬃnity matrix. This matrix deﬁnes the pairwise diffusion distances between every point in the graph to any other
point in the graph. It is illustrated in Fig. 3.1(b).
Then, the DF are constructed using this aﬃnity matrix. Initial partitioning of the data points into non-overlapping DF
according to initial random selections of data points takes place.
Fig. 3.2(a) illustrates a system of non-overlapping DF. The bold points are the initial random selections. Since the resulting
diffusion folders depend on the selection of the initial data points, we repeat this process several times with different
random selections of the initial points. Each process yields a different system of DF. Fig. 3.2(b) shows two different systems
of non-overlapping DF with different initial random selections.
We repeat this process several times according to the size of the dataset. The result of this process is a set of LDF
systems where each system depends on the initial selection of the random data points. Fig. 3.3(a) shows this set of systems.
Now, we have different sets of DF where each data point can reside in a different DF in each system. In other words, for
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Fig. 3.2. Second step (t = 1): Construction of multiple LDF systems, where each system is initialized with a different set of random selections.
every set of DF, each data point can be associated with a different neighborhood. We construct the new localized aﬃnity
matrix by fusing multiple systems from different DF. For each data point, its distance to all other data points is deﬁned
as the relative probability to reside in the same neighborhood in the multiple systems of DF. This way, we use different
sets of LDF to deﬁne a new aﬃnity between data points. This aﬃnity is more accurate than the original aﬃnity since it
reﬂects the actual neighborhoods of each data point. It also reduces the noise by eliminating rare connections. Fig. 3.3(b)
shows the construction of the localized aﬃnity matrix by fusing multiple systems. Once we have this improved aﬃnity, the
super-system of LDF is constructed using this localized aﬃnity matrix. Fig. 3.3(c) shows this constructed system.
At this point, we constructed the bottom level of the hierarchy. This level contains DF of data points.
In order to improve the clustering, we build the next (upper) level in the hierarchy. This level reﬂects data clustering
after advancing one time step. This level constructs LDF of DF that were constructed in the lower level. In order to construct
these DF, we deﬁne an aﬃnity between folders by deﬁning the pairwise diffusion distances between the lower level DF
using the lower level localized aﬃnity matrix. This diffusion distance is computed locally by raising the local sub-matrix of
both DF by the power of the current level that was constructed in the hierarchy (advance in time). Fig. 3.4(a) shows the
construction of the localized aﬃnity matrix between pairs of DF. Fig. 3.4(b) shows the different distance metrics that are
used for the construction of the localized aﬃnity matrix between pairs of DF.
Once the aﬃnity between DF is deﬁned, we continue with the construction process of the upper level of the hierarchy
as described in the construction of the bottom level of the hierarchy. This way, we advance in time and more levels are
built in the hierarchy.
Fig. 3.5 shows the ﬁnal bottom-up hierarchy.
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3.2. Construction of the bottom level (t = 1) in the hierarchy: Detailed description
1. Input:
Let C be a matrix of size m × n of data points. m is the number of data points and n is the number of features in each
data point. Each data point is a row vector in C .
2. Normalization of the matrix C :
All the features are transformed (normalized) into a common scale. A possible normalization option for the matrix C
is by taking the logarithmic value of each feature. Assume r,1 r m, is a row in C denoted by cr  {cri: 1 i  n}.
The normalized vector ar is constructed by ar = log(cr), r = 1, . . . ,m. A is the output matrix after normalizing each row
r = 1, . . . ,m in the input matrix C .
3. Processing the normalized matrix A – construction of the similarity matrix A˜:
Denote the row vector i,1 i m, in the normalized matrix A by ai  {aik: 1 k n}. The pairwise distances between
data points in A are computed using a weight metric to produce A˜ whose entries are a˜i j . There are several optional
distance metrics:
Euclidean distance metric: a˜i j 
{√
(ai − a j) · (ai − a j)T : i, j = 1, . . . ,m
}
.
Weighted Euclidean distance metric: a˜i j 
{√( ai−a j
w
) · ( ai−a jw )T : i, j = 1, . . . ,m} where w  {wk: 1  k  n} is a
weight factor vector. As wk becomes larger, the inﬂuence of the k-th feature on the distance between ai
and a j becomes smaller.
Cosine distance metric: a˜i j 
{(
1− ai ·a j T√
ai ·aT ·
√
a j ·aT
)
: i, j = 1, . . . ,m
}
.i j
8 G. David, A. Averbuch / Appl. Comput. Harmon. Anal. 33 (2012) 1–23Fig. 3.4. Fourth step (t > 1): Construction of localized aﬃnity matrix between DF.
Fig. 3.5. Bottom-up hierarchy of the LDF systems (t = 4).
Mahalanobis distance metric: a˜i j 
{√
(ai − a j) · Σ−1 · (ai − a j)T : i, j = 1, . . . ,m and Σ is the covariance matrix
}
.
Σ can also be the features matrix.
As described in Section 1, W is chosen to be w(ai,a j) = e−
‖ai−a j‖2
 . Since an appropriate choice of  is critical in
the construction of the Gaussian kernel, we propose here a method that constructs an adaptive Gaussian kernel with
an appropriate choice of  . Let A = {a1, . . . ,am} be a set of points in Rn . Let w(ai,a j) = e−
‖ai−a j‖2
 be the imposed
Gaussian kernel. For each data point ai ∈ A, this Gaussian kernel pushes away from ai all the data points that are
already far away from ai . On the other hand, it pulls towards ai all the data points that are already close to ai . This
push–pull process is controlled by  . Since  is ﬁxed for all the entries in W , it produces a coarse scaling control.
G. David, A. Averbuch / Appl. Comput. Harmon. Anal. 33 (2012) 1–23 9Fig. 3.6. Gaussian kernel with ﬁxed  . Left: Normal point and its neighbors. Right: Outlier point and its neighbors. (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
This scale control is obviously not optimal for all the entries in the Gaussian kernel since it does not reﬂect the local
geometry of each data point in the graph. Fig. 3.6 shows an example of data points in R3. In this example,  = 0.02 was
chosen as the scale control. The orange/red points in this image are the neighbors of the green (cross) points according
to the constructed Gaussian kernel (using the ﬁxed scale control), where the scale control  deﬁnes the neighborhood
diameter. These are the points that were pulled towards the green points.
In the left image, we see that although the green point is in a very dense area, it has only few neighbors. In this case,
we are interested in pulling more points towards the green point. This is achieved by selecting a larger  (that provides
a wider radius) since it will include more points in the neighborhood of the green point. However, in the right image,
we see that although the green point is an outlier, it has relatively many neighbors where some of them are in areas
that are well separated from the green point. In this case, we are interested in pushing more points away from the
green point. This is achieved by selecting a smaller  (that provides a narrower radius) since it will include less points
in the neighborhood of the green point.
Therefore, a selection of an adaptive scale control is necessary in order to construct a more accurate Gaussian kernel
that will express the local geometry of each data point in the graph.
In this section, we propose a method that constructs a two-phase adaptive Gaussian kernel by determining automatically
an adaptive scale control for each point in the graph. This adaptive scale control is a weight function that has the
following property: data points in dense areas will have a large weight (“bonus”) and data points in sparse areas will
have a small weight (“penalty”). Thus, we deﬁne the weight function ω, which represents the local geometry around
each data point, to be
ωi (ai) =
∫
A˘i
e
− ‖ai−a j‖
2
i dμ(a j), (3.1)
where A˘i is a big cloud of points around ai , μ is the distribution of the points in A˘i , a j ∈ A˘i and i is an initial scale
control that is adapted to A˘i . In our experiments, we deﬁned around each data point ai a cloud A˘i that included the
m
3
nearest neighbors of ai , hence, each cloud of points contained third of the data points.
Typically, two alternatives are considered in order to determine the scale controls i [19,20]. In the ﬁrst alternative, the
same scale control is deﬁned for all i (see for example, [21–25]). However, these methods depend on uniform distri-
bution of the data that is inadequate in practice where the data distribution is non-uniform. In the second alternative,
local estimation of the scale controls is performed. A common strategy to scale control estimate is to take into consid-
eration the distribution variances of the data points in different regions (see for example, [26–28]). These methods offer
a better adaptivity to the data than a ﬁxed scale control.
Therefore, in order to determine the scale control i in Eq. (3.1), we calculate the variance of the distances between the
point ai to all the points a j that belong to the cloud of points around it by
i = Σa j∈ A˘i
‖‖ai − a j‖2 − ¯˘Ai‖2
| A˘i|
, (3.2)
where ¯˘Ai = Σa j∈ A˘i
‖ai−a j‖2
| A˘i | .
Assume ω(ai), i = 1, . . . ,m, deﬁnes an adaptive weight for each data point. However, since we construct an aﬃnity
matrix between pairs of data points, we have to deﬁne a pairwise weight function. We determine this way not only
an adaptive scale for each point in A, but we also determine an adaptive scale for each pair of points. We deﬁne the
pairwise weight function Ω to be
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Ω(ai,a j) =
√√√√√∫
A
e
− ‖ai−ak‖2i dμ(ak).
∫
A
e
− ‖a j−ak‖
2
 j dμ(ak) =
√
ωi (ai).ω j (a j). (3.3)
Ω satisﬁes the “bonus” and the “penalty” properties and it takes into consideration the distribution of the different
regions in the data. Moreover, Ω is symmetric and non-negative. Now, the adaptive Gaussian kernel W becomes
w(ai,a j) = e
− ‖ai−a j‖
2√
ωi (ai ).ω j (a j ) = e−
‖ai−a j‖2
Ω(ai ,a j ) , i, j = 1, . . . ,m. (3.4)
Since both the Euclidean distance metric and Ω are symmetric and non-negative, the constructed kernel W is symmet-
ric and non-negative as well. This adaptive scale control provides better and compact description of the local geometric
properties of the pairwise distances matrix for X .
Fig. 3.7 shows an example of the same data points in R3. In this example, we constructed the adaptive Gaussian kernel
that was described by Eq. (3.4). In the left image, we see that the green point has more neighbors than when the ﬁxed
scale control is used (Fig. 3.6). The reason is that this green point is located in a very dense area and therefore it is
close to many points. Hence, the adaptive scale control is much bigger than the initial scale control (a “bonus” was
awarded) and as a result more points were pulled towards the green point. However, in the right image, we see that
the green point has fewer neighbors than when the ﬁxed scale control is used. The reason is that this green point is an
outlier and therefore it is far from most of the data points. Therefore, the adaptive scale control is much smaller than
the initial scale control (a “penalty” was assigned) and as a result more points were pushed away from the green point.
These selections of the adaptive scale control provide an adaptive Gaussian kernel.
Fig. 3.8 shows the DM coordinates of the data points that use a Gaussian kernel with a ﬁxed scale control and the
proposed kernel with an adaptive scale control. As we can see, when we use a ﬁxed scale control (the left image) we
get a jelly-ﬁsh shape where the separation between normal (the body) and outliers (the tails) data points is unclear.
However, when we use an adaptive scale control (the right image), we get a bell shape where the separation between
the normal data points (the bell) and the outliers are clearer. This structure represents more accurately the geometry of
the original data points.
Fig. 3.9 shows the performance of a Gaussian kernel with a ﬁxed scale control and the proposed kernel with an adaptive
scale control. For each set of data points in R2 (a single row in Fig. 3.9), we applied the DM with a different ﬁxed scale
control and with an adaptive scale control. We used the ﬁrst three diffusion coordinates in order to cluster the data
points using the k-means algorithm. In a single run of our implementation of k-means, the clustering was repeated
several times. In each iteration, a new set of initial cluster centroid positions (seeds) were chosen. This implementation
of the k-means algorithm provides a solution with the lowest value for the within-cluster sums of point-to-centroid
distances. Therefore, this implementation takes into account the need to initialize with different seeds. The best chosen
solution is based on a general criteria and it is not based on the target function. The left column of images in Fig. 3.9
shows the clustering results with an adaptive scale control. The remaining columns show the clustering results with
different ﬁxed scale control. We notice that the clustering performance with an adaptive scale control is very accurate.
All the datasets were clustered correctly according to their natural clusters. However, in order to cluster correctly using
a ﬁxed scale control, it is necessary to choose manually an appropriate scale control for each dataset. In addition, a
scale control, which is appropriate for one dataset (for example, 0.01 for the fourth dataset), is inappropriate for other
datasets (for example, the second dataset requires a 100 times bigger scale control and the third dataset requires a 10
times bigger scale control). Moreover, for some datasets, all the ﬁxed scale controls were inappropriate (for example,
the ﬁfth and the sixth datasets). Therefore, the right selection of a scale control is crucial in order to catch correctly
and accurately the geometry of the data. The proposed kernel with an adaptive scale control does it correctly.
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4. Normalizing the Gaussian kernel W to become a Markov transition matrix:
The non-negativity property of W allows to normalize it into a Markov transition matrix P (t) where the states of the
corresponding Markov process are the data points. This enables to analyze C as a random walk. Wij is normalized into
a matrix Pti j by one of the following methods:
Graph Laplacian matrix: P (t)i j = Wij√∑m
q=1 Wiq ·
√∑m
q=1 W jq
.
Laplace–Beltrami matrix: First, we compute the graph Laplacian matrix P˜ (t)i j = Wij√∑m
q=1 Wiq ·
√∑m
q=1 W jq
. This process is
repeated to get the Laplace–Beltrami matrix P (t)i j =
P˜ (t)i j√∑m
q=1 P˜
(t)
iq ·
√∑m
q=1 P˜
(t)
jq
.
P (t) is a Markov matrix since the sum of each row in P (t) is 1 and P (t)i j  0. Thus, P
(t)
i j can be viewed as the probability
to move from ai to a j in t time steps. P (1) is the initial aﬃnity matrix of the graph.
5. Construction of the LDF D(t) using the aﬃnity matrix P (t):
An initial partitioning of the data points into non-overlapping DF takes place. Let ai be a random point in the dataset
and let N(ai) {a j : P (t)i j > ,1 j m, i = j} be the neighborhood of ai . This neighborhood contains all the neighbors
of the randomly selected point ai where their distances to ai , according to the aﬃnity matrix P (t) , is greater than  . The
DF is denoted by D(t)i  {a j : a j ∈ N(ai),a j /∈ D(t)k ,1 k  q,k = i,q m}. Since the neighborhood N(ai) can contain
points that were already associated with neighborhoods of other data points, we add to the DF of ai only the data
points that have not already been associated to any other DF. This way, the points are partitioned into non-overlapping
DF. Next, we choose another non-associated random point al in the dataset where al /∈ D(t)k ,1  k  q,q  m and the
above is a repeated process in order to construct its DF D(t)l . The whole process is repeated until all the data points are
associated with the constructed DF.
Once all the data points are assigned and we have a set Dtk,1 k  q,q m, of DF, we have to verify that each data
point is associated with its nearest neighborhood in order to get accurate DF. This is achieved by reassignment of data
points to their nearest neighborhood followed by DF reconstruction that takes place accordingly. For each data point
ai, i = 1, . . . ,m, we calculate its average aﬃnity μ(ai, D(t)k ) to each DF D(t)k ,1  k  q,q  m, according to the aﬃnity
matrix P (t) , to be μ(ai, D
(t)
k ) = 1|D(t)|
∑|D(t)k |
l=1 PiD(t) , where PiD(t) is the aﬃnity between ai to the lth data point in D
(t)
k .k kl kl
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Finally, ai is reassigned to a DF with the maximum average aﬃnity μ. Once this process is applied to all data points,
each data point is reassigned to one of the DF D(t)k ,1 k q,q m. Hence, at the end of this process, the members in
each DF can be changed according to the reassignments. The whole reassignment process of data points and the folders
reconstruction is repeated several times until the convergence of the diffusion folders is reached and all the folders
become stable. In other words, either there are no more movements of data points between folders or data points
G. David, A. Averbuch / Appl. Comput. Harmon. Anal. 33 (2012) 1–23 13Fig. 3.10. Four different Voronoi diagrams of the same dataset. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of this article.)
movements are negligible. This iterative algorithm maximizes the sum of point-to-folder aﬃnities, summed over all k
folders. Each iteration consists of one pass through all points. The algorithm will converge to a local maximum, although
there may be other local maxima with higher total sum of distances. The problem of ﬁnding the global maximum is
solved in general in step 6, where multiple LDF systems are constructed. The result of this process is a Voronoi diagram
[29] D(t) of LDF.
6. Construction of multiple systems D˜(t) of LDF:
In Step 5, we constructed a Voronoi diagram D(t) of LDF. Since this system was affected by the initial random selection
of the points, we repeat this step r times until we get r different Voronoi systems of LDF. We denote the set of multiple
systems of LDF by D˜(t)  {D(t,k): k = 1, . . . , r}, where D(t,k) is the kth system of LDF. D˜(t) contains r systems of DF
where the construction of each system of folders was initiated by different selections of random data points. In our
experiments, we used r = 10 as the initial number of Voronoi systems of LDF.
7. Construction of the localized aﬃnity matrix Pˆ (t) – the “shake n bake” process:
We fuse the multiple Voronoi systems D˜(t) of LDF to get rid of the noise from the original aﬃnity (“shake”). Then, a
cleaner and more accurate aﬃnity matrix Pˆ (t) is constructed (“bake”). The key idea of this process is that two points
are close to each other iff they are associated with the same DF in different systems (at least in the majority of the
systems).
Fig. 3.10 shows four different Voronoi diagrams that were constructed according to different centers selections of the
Voronoi cells. We can see that most of the time, although the centers (blue cross points) are changed, the data points
(small red points) are associated with the same Voronoi cells. However, the noisy data point (large green circle) is
associated with different Voronoi cells. This means that we need to construct and examine different Voronoi diagrams
using different centers in order to ﬁnd and eliminate non-consistent associations.
Therefore, we deﬁne the following metric space [30] (A,d) where A = {a1, . . . ,am} is the set of points and d is a metric
on A such that d : A × A → R is
d(ai,a j) =
⎧⎪⎨
⎪⎩
0 ai = a j,
1
2 ai = a j and a j ∈ D(t)q (ai),
1 ai = a j and a j /∈ D(t)q (ai),
where D(t)q (ai) is the DF q in the Voronoi system D
(t) that contains ai . The proof that (A,d) is a metric space is given
in Appendix A.
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In order to fuse the multiple Voronoi systems of the DF ˜D(t) , we deﬁne the following metric space (A,dμ) (the proof
that (A,dμ) is a metric space is given in Appendix B) where A = {a1, . . . ,am} is the set of data points and dμ is a metric
on A such that dμ : A × A → R, dμ(ai,a j) = 1|D˜(t)|
∑|D˜(t)|
k=1 dk(ai,a j), where |D˜(t)| is the number of Voronoi systems in
D˜(t) and dk(ai,a j) is the distance between ai to a j according to the metric d and the Voronoi system D(t,k) .
We deﬁne the localized aﬃnity matrix Pˆ as Pˆ (t)i j = 1− dμ(ai,a j). The aﬃnity Pˆ (t) is localized and it reduces the noise
by eliminating rare connections between data points. This aﬃnity imposes a new geometry on the data according to the
actual different partitions of the data. Instead of deﬁning a general aﬃnity on the data, we let the data deﬁne the local
aﬃnity by itself. We normalize this aﬃnity into a Markov transition matrix (normalized graph Laplacian or normalized
Laplace–Beltrami) as was described in Section 3.2 Step 5.
8. Reﬁnement of the localized aﬃnity matrix Pˆ (t):
In Step 7, we fused the r Voronoi systems D˜t of LDF, which were constructed in Step 6 where r = 10 was proposed
as the initial number of Voronoi systems of LDF. In this step, we reﬁne the localized aﬃnity matrix Pˆ (t) by fusing
more Voronoi systems of the LDF. For each new Voronoi system, which is constructed as was described in Step 5,
we update the localized aﬃnity matrix Pˆ (t) by constructing it as described in Step 7 using the previous r Voronoi
systems and the new Voronoi system. We denote by Pˆ (t)r the localized aﬃnity matrix Pˆ
(t) that is constructed using
r Voronoi systems. In each iteration, which reﬁnes the localized aﬃnity matrix, we increase r by 1 and construct the
corresponding Pˆ (t)r+1. Then, we measure the Hilbert–Schmidt norm of the difference between Pˆ
(t)
r and Pˆ
(t)
r+1 as follows:
(r, r + 1)
√∑m
i=1 λ2i , where λi is the ith singular value of the difference matrix ( Pˆ
(t)
r − Pˆ (t)r+1)T ( Pˆ (t)r − Pˆ (t)r+1).
When the function (r, r+1), r = 10,11, . . . decays to zero, the reﬁnement process is terminated and the ﬁnal localized
aﬃnity matrix Pˆ (t) is deﬁned as Pˆ (t)r (the last constructed localized aﬃnity matrix).
We now illustrate the reﬁnement of the localized aﬃnity matrix on the example in Section 1.1. We begin from Fig. 1.1.
We used the original aﬃnity to construct and to reﬁne the localized aﬃnity matrix, as described in previous steps.
Fig. 3.11 shows the ﬁrst derivative of the function , r = 1, . . . ,200. We see that for r = 55, this function converges
and the changes between consecutive aﬃnities are minor. Therefore, 55 Voronoi systems are required to construct the
localized aﬃnity matrix Pˆ (t) .
Fig. 1.2 in Section 1.1 shows the LDF aﬃnity using different number of Voronoi systems. When 10 systems are used,
several original connections are lost. When the number of fused systems increases, more original connections are re-
constructed and the aﬃnity is stabilized after 60 Voronoi systems (as it is determined by the ﬁrst derivative of ) are
fused. In addition, the noisy line in the original aﬃnity (Fig. 1.1) was eliminated from each of the LDF aﬃnities. At the
end of this process, each data point was connected to the ﬁrst point on its right and left sides on the circle with an
average normalized weight of 0.2 and connected to the second point on its right and left sides on the circle with an
average normalized weight of 0.13. These are exactly the normalized weights that we get when repeating this process
on a circle that does not contain noisy edges at all.
Fig. 1.3 in Section 1.1 shows how the original diffusion algorithm handles this aﬃnity.
9. Construction of the super-system Sˆ (t) of LDF using Pˆ (t):
Once we have the localized aﬃnity matrix Pˆ (t) , which was constructed from the set of multiple D˜(t) systems of LDF, we
can construct the super-system Sˆ(t) of LDF. The construction of Sˆ(t) is similar to the D(t) construction of the LDF that
was described in Section 3.2 Step 6 but instead of using the original aﬃnity matrix P (t) we use the improved aﬃnity
matrix Pˆ (t) . Sˆ(t) is a super-system of the systems D˜(t) of LDF. This last step ﬁnalizes the construction of the bottom
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level of the hierarchy of the LDF. An initial partitioning (clustering) Sˆ(t) of the data into LDF is achieved. These LDF are
the input to the next upper level construction of the LDF hierarchy. The ﬁnal localized aﬃnity matrix Pˆ (t) is also an
input to the next upper level.
3.3. Construction of the upper levels in the hierarchy
1. Input
Let Sˆ(t−1) be the LDF and let Pˆ (t−1) be the localized aﬃnity matrix that were constructed in the lower level t − 1 in
the LDF hierarchy.
2. Construction of the localized aﬃnity matrix P (t) between the lower-level folders in Sˆ (t−1)
Let | Sˆ(t−1)| be the number of LDF in Sˆ(t−1) . In order to construct a localized aﬃnity matrix P (t) between the lower-level
folders in Sˆ(t−1) , the pairwise diffusion distances between each pair of folders in Sˆ(t−1) are computed. Let Sˆk
(t−1)
and
Sˆl
(t−1)
, 1  k, l  | Sˆ(t−1)|, be two different folders in Sˆ(t−1) . Then, the sub-matrix of Pˆ (t−1) , which contains only the
aﬃnities between all the data points in Sˆk
(t−1) ∪ Sˆ(t−1)l to all the data points in Sˆ(t−1)k ∪ Sˆ(t−1)l , is denoted by Pˆ (t−1)kl .
Fig. 3.12 demonstrates the selection of the sub-matrix Pˆ (t−1)kl . This sub-matrix includes the blue entries in the right
image.
This localized aﬃnity sub-matrix is raised to a power of 2t , denoted by Q (t)kl  Pˆ
(t−1)2t
kl , to diffuse the aﬃnities in time.
Note that we use the power of 2t rather than the power of t to achieve a faster propagation and a faster diffusion of
the aﬃnities. This way, each level in the hierarchy is signiﬁcantly different from the lower level.
Only the aﬃnities between all the points in both folders propagate in time. This way, we eliminate distinct (rare)
connections between them while increasing the accuracy of the distance metric. Q (t)kl enables to preserve only local
connections. Since we are interested in the diffusion connectivity between the two folders, only the sub-matrix of Q (t)kl ,
which contains the aﬃnities between the points in Sˆ(t−1)k to the points in Sˆ
(t−1)
l , is needed. This sub-matrix is denoted
by Qˆ (t)kl .
Fig. 3.13 demonstrates the process of generating the sub-matrix Qˆ (t)kl . This sub-matrix includes the yellow entries in the
right image.
Last, the aﬃnity P (t)kl between the folders Sˆ
(t−1)
k and Sˆ
(t−1)
l is deﬁned by one of the following metrics:
Fastest random runner: P (t)kl = max1i| Sˆ(t−1)k | max1 j| Sˆl (t−1)| Qˆ
(t)
kli j
. This metric expresses the fastest path between the
two DF. Since this path is determined by the application of multiple random walks between one folder to
another, the term random runner is used.
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Slowest random runner: P (t)kl = min1i| Sˆ(t−1)k | min1 j| Sˆl (t−1)| Qˆ
(t)
kli j
. This metric expresses the slowest path between the
two DF.
Average random runner: P (t)kl =
∑| Sˆ(t−1)k |
i=1
∑| Sˆ(t−1)l |
j=1 Qˆ
(t)
kli j
| Sˆ(t−1)k || Sˆ(t−1)l |
. This metric expresses the average path between the two DF.
At the end of this process, P (t) is a non-negative and symmetric matrix that contains the pairwise distances between
any pair of folders. The size of P (t) is | Sˆ(t−1)| × | Sˆ(t−1)|. P (t) is normalized into a Markov transition matrix (normalized
graph Laplacian or normalized Laplace–Beltrami) as described in Step 5 of Section 3.2. P (t) is the localized aﬃnity
matrix between the DF of the lower-level (t − 1) in the hierarchy.
3. Construction of the upper LDF level
The rest of the process, which constructs the upper level of the current level, is similar to the construction of the
bottom level of the hierarchy that was described in Steps 6–9 of Section 3.2. However, the input data for this process
is a set of DF of points Sˆ(t−1) (instead of a set of points as in the bottom level) and the initial localized aﬃnity for
this process is the localized aﬃnity matrix P (t) between DF in Sˆ(t−1) . Therefore, in this level, we cluster folders and
not points. At the end of this construction of each upper level in the hierarchy, a higher-level partition Sˆ(t) of the data
into LDF is achieved. These LDF are the input for the next upper level (t + 1) in the LDF hierarchy. In addition, the ﬁnal
localized aﬃnity matrix Pˆ (t) , which was constructed in this process, is the input aﬃnity matrix for the next upper level
(t + 1).
The process of constructing the upper levels in the hierarchy is repeated up to the root of the hierarchy.
4. Experimental results
The proposed LDF methodology for hierarchical clustering was tested on several datasets that belong to different do-
mains:
• Network protocols dataset: clustering and classiﬁcation of network packets (Section 4.1);
• Wine dataset: wine recognition and classiﬁcation (Section 4.2);
• Iris dataset: clustering of iris plants (Section 4.3);
• Image processing: image denoising and restoration (Section 4.4).
4.1. The network protocols dataset
This is a proprietary non-public dataset. This dataset contains records of network activities from different applications
such as Skype, Google Talk, ICQ, Windows Messenger, Microsoft Outlook, Mozilla Thunderbird, Limewire, Gnucelus, eMule,
eDonkey2000, BitLord, uTorrent, etc. Each record contains the numerical statistics of a single network activity (for example,
a single chat) from a single application. Each record contains the statistics of 30 parameters. These features include the
duration of the activity, the number of bytes the client sent to the server and received from the server, the upload and
download bit rate, the number of data packets and control packets, etc. The dataset, which we used in the experimental
evaluation, contains 5500 records where each record belongs to one of 16 applications. Our goal was to hierarchically
cluster the records according to their application, protocols and meta-protocols. In the lower levels of the hierarchy, the
records expected to be clustered according to their applications and meta-applications (for example, Windows Messenger
and Windows Live Messenger). In the upper levels of the hierarchy, the records should be clustered according to their
protocols (for example, chat, Voip, etc.) and their meta-protocols (for example, symmetric and asymmetric communication).
Fig. 4.1 presents a diagram of a possible hierarchy from such dataset.
In order to evaluate the quality of the clustering produced by our proposed method, we compared its performance with
the performance of several known algorithms and methods. We measured the quality and the accuracy of the clustering
algorithms as follows: Let X = {x1, . . . , xm} be a set of n-dimensional points in Rn where each point xi ∈ X is described
by n variables xi = {x1, . . . , xn}. Let L = {l1, . . . , lq} be a set of different classes. For each n-dimensional point xi ∈ X , thei i
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corresponding label yi , yi = l j,1 j  q, is assigned. Therefore, Y = {y1, . . . , ym} is a set of labels for the dataset X . Y is
used only for measuring the quality of the clustering algorithms and not for the clustering process itself.
Let f be a clustering algorithm to be evaluated. Let k be the number of clusters that f generates. Then, fk is a clustering
algorithm that associates each xi ∈ X , i = 1, . . . ,m, with one of the clusters cr ∈ C , r = 1, . . . ,k, where k is the number of
clusters in C . Each cr ∈ C is labeled according to the majority of the records in the cluster. Formally, let Bicr 
∑
xp∈cr δ(xp, li),
1 i  q,1 r  k, where
δ(xp, li)
{
1 if yp = li,
0 otherwise.
Then, the label of each cluster cr, r = 1, . . . ,k, is denoted by Mcr  {li: max1iq Bicr }.
In order to evaluate the quality of the clustering algorithms, we measure the number of records in each cluster whose
labels is equal to the label of the majority of the records in the cluster where the majority of the records is at least P% from
the total number of records in the cluster. This measure determines the purity of the cluster (the intra-cluster accuracy).
This P -purity accuracy is deﬁned by
O P Pk 
∑k
r=1 Mcr
k
=
∑k
r=1 max1iq B
iP
cr
k
, (4.1)
where k is the total number of clusters and BiPcr is deﬁned as:
BiPcr 
{
1 if
Bicr ·100|cr | > P ,
0 otherwise.
(4.2)
In Figs. 4.2–4.4, the X-axis represents different P -purity levels and the Y -axis represents the percentages of clusters that
gained these levels.
First, we analyze the effect of t on the quality of the clustering. Fig. 4.2 shows the comparison between P -purity results
from the LDF algorithm for t = 1,2,3 (ﬁrst, second and third time steps which is also ﬁrst, second and third levels in the
hierarchy of the DF, respectively). In this experiment, we had only 3 levels in the hierarchy.
As t increases, the accuracy improves accordingly. The reason is that at the bottom of the hierarchy (t = 1), we still have
some clustering errors and as a result the accuracy of some DF is relatively low. However, as t increases and DF are merged
by the LDF methodology, then these clustering errors become negligible and the overall accuracy improves.
Since our method aims to improve the clustering via the application of the DM methodology, we compare between the
results from the LDF and from the DM algorithms. We ﬁrst applied DM to the data and then we clustered the points in
the embedded space. We used diffusion time t = 1 for the Diffusion Maps since it achieved the best results. To evaluate
the performance of the DM, the kernels were constructed according to different distance metrics such as Euclidean (L2),
Mahalanobis, Cosine and Weighted Euclidean (W L2). Fig. 4.3 shows this comparison between the P -purity results from the
application of the LDF methodology and from the application of the DM when different distance metrics were used.
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Fig. 4.3. Comparison between intra-cluster accuracy results from the application of DM and LDF (t = 3) algorithms.
We see that for 95%-purity, the LDF algorithm produces better accurate results by about 15% than the best DM results.
For 90%-purity, the LDF algorithm produces better accurate results by about 5% and for 85%-purity we get about the same
results. This means that the LDF algorithm generates more accurate and purer clusters. Note that W L2 achieved better
results than L2 since some parameters are more important than others and thus contribute more while some parameters
mask the others. Hence, a proper weights assignment to the parameters improves the accuracy of W L2 in comparison to L2.
Last, we compared between the accuracy that the LDF algorithm produces with the accuracy that k-means, BIRCH, and
CURE clustering algorithms produce. Each of the compared algorithms was applied 30 times (each time using different initial
points) and the average performances were used as the accuracy of each algorithm. Fig. 4.4 shows the comparison between
the P -purity results from the LDF algorithm and from the different clustering algorithms.
We can see that the LDF algorithm outperforms the other clustering algorithms while achieving the best results for
different P -purity levels.
4.2. The wine dataset [31]
This is a result from a chemical analysis of wines grown in the same region in Italy but derived from three different
cultivars. The analysis determined the quantities of 13 constituents found in each of the three wines types such as Alcohol,
Malic acid, Magnesium, Hue and Proline. The dataset contains 178 wines that belong to three classes (the three types of
wines): 59 wines belong to class 1, 71 wines belong to class 2 and 48 wines belong to class 3. In this experiment, the
aﬃnity matrix between wines was constructed according to the Euclidean distance of the log value of each wine. Then, the
hierarchical LDF is constructed accordingly. In the bottom level of the hierarchy (t = 1) we had 22 DF. In the second level
(t = 2) we had 10 DF. In the third level (t = 3) we had 7 DF and in the fourth level (t = 4) we had 5 DF.
The overall accuracy in each level was measured as follows: each DF was labeled according to the majority of the points
that have the same label. The overall accuracy is the ratio between the total number of points that have the same label as
the majority (in their DF) and the total number of points in the dataset.
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Fig. 4.5. Comparison between the overall accuracy results from k-means, CURE, BIRCH and LDF algorithms.
We compared the overall accuracies of the LDF algorithm with the accuracy of k-means, CURE and BIRCH clustering
algorithms. The average overall accuracy, determined by over 30 runs of each algorithm, was evaluated for different number
of clusters (22, 10, 7 and 5). Fig. 4.5 shows the comparison results. The X-axis in this ﬁgure represents different number of
clusters and the Y -axis represents the overall accuracy.
We see that for 22 clusters (t = 1 in the LDF algorithm), the LDF algorithm is more accurate than BIRCH and k-means
by 1.1% and by 1.8%, respectively. For 10 clusters (t = 2 in the LDF algorithm), the LDF algorithm is more accurate than BIRCH
and as accurate as k-means. For 7 clusters (t = 3 in the LDF algorithm), the LDF algorithm is more accurate than k-means
and as accurate as BIRCH. For 5 clusters (t = 4 in the LDF algorithm), the LDF algorithm is more accurate than BIRCH and
k-means by 3.1% and by 5.7%, respectively. Note that CURE achieved the worst results. The overall accuracy of the LDF
algorithm for this dataset was better than the compared algorithms.
4.3. The iris dataset [32]
This is perhaps the best known dataset in the pattern recognition literature. It contains information about three types
of iris plants. The plants are described by four variables (sepal, petal length and width). This dataset contains 3 classes of
50 instances each, where each class refers to a type of iris plant (Setosa, Versicolour, and Virginica). One class is linearly
separable from the other two. The latter are not linearly separable from each other.
We added Gaussian noise, where the signal-to-noise ratio per sample is −4 dB, to the original Iris dataset in order to
determine its effect on different clustering algorithms. We measured the overall accuracy as described in Section 4.2, where
each algorithm clustered the data into 3 groups. We compared between the accuracies of the LDF, k-means, CURE and BIRCH
clustering algorithms. Table 4.1 shows these comparisons. Each clustering algorithm was applied 30 times using different
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Comparison between the overall accuracies from k-means, CURE, BIRCH and LDF algorithms.
Algorithm Worst accuracy Best accuracy
LDF 84.2105 90.1316
BIRCH 66.2252 89.35
CURE 60.7368 79.7368
k-means 65.7895 89.4040
Fig. 4.6. Performance comparison between the denoising results from the application of the LDF algorithm and the diffusion regularization algorithms. The
top-left image is the original image. The top-middle image is the noised image. We used a salt & pepper noise where 30% of the original pixels were
replaced by salt (white) or pepper (black). The top-right image is the result from the application of the LDF based denoising algorithm (as was described
above). The bottom images are the results from the application of the diffusion regularization algorithm using different σ (scale control) values while
constructing the Gaussian kernel (as was described in [33]).
set of initial points and the overall accuracy was measured each time. In order to show the sensitivity of each algorithm to
the added noise, Table 4.1 presents the best result (denoted best accuracy) and the worst result (denoted worst accuracy)
as obtained by each algorithm.
For the worst case, we see that the LDF algorithm is more accurate than BIRCH, CURE and k-means by 21.35%, 27.87% and
21.87%, respectively. In this case, BIRCH, CURE and k-means algorithms failed to cluster the noisy dataset. For the best case,
we see that the LDF algorithm is more accurate than BIRCH, CURE and k-means by 0.87%, 11.53% and 0.81%, respectively.
For this noisy dataset, the overall accuracy of the LDF algorithm was better than the compared algorithms.
4.4. Image denoising and restoration
We used the LDF algorithm for denoising and restoring images as follows: ﬁrst, we represent each pixel in the image by
a window of 5×5 neighbors around it. This way, each pixel is transformed into a 25-dimensional vector (mega-pixel). Then,
we moved with a sliding window of 9 × 9 mega-pixels over the image in order to determine the value of the center pixel
of each sliding window. Each mega-pixel in 9× 9 window corresponds to 25-dimensional vector that represents this pixel.
The following process is applied to each sliding window: In the beginning we constructed the hierarchical LDF of its 9× 9
mega-pixels. This way, the 81 mega-pixels are clustered into a hierarchy of folders. Then, the original value of the central
pixel (in the 9× 9 window) is replaced with the average value of the pixels from the largest folder in the third level of the
hierarchy. The average value is determined by the original values of the pixels that correspond to the mega-pixels in this
largest folder.
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of an image editor to write some words over the original image. The right image is the output from the application of the LDF denoising algorithm as was
described above
A method for denoising using diffusion processes on graphs was described in [33]. Since our LDF based method is most
related to this diffusion regularization method, we compare between the performance of both methods. Fig. 4.6 shows the
results.
As we can see, the LDF algorithm achieves the best denoising results.
Fig. 4.7 shows another image processing result for restoration (impainting). As we can see, the LDF algorithm restored
the damaged image successfully.
5. Conclusions
In this paper, we presented a method for hierarchical clustering via the LDF methodology. The result of this clustering
method is a bottom-up hierarchical data clustering while each level in the hierarchy contains LDF of DF from the lower
levels. This methodology preserves the local neighborhood of each data point while eliminating noisy and spurious connec-
tions between distinct data points and areas in the graph. The performance of the algorithms was demonstrated on real
data and was compared with state-of-the art methods. In most cases, our proposed method outperformed the compared
methods. In some cases, when we added noise to the dataset, all the compared methods failed to cluster the data while the
LDF succeeded.
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Appendix A. Proof that (A,d) is a metric space
In order to prove that (A,d) is a metric space, we have to show that for any ai,a j,al ∈ A the following conditions hold:
(i) Non-negativity: d(ai,a j) 0;
(ii) Identity: d(ai,a j) = 0 iff ai = a j ;
(iii) Symmetry: d(ai,a j) = d(a j,ai);
(iv) Triangle inequality: d(ai,a j) d(ai,al) + d(al,a j).
Conditions (i)–(iii) are satisﬁed by the deﬁnition of d. We prove that condition (iv) is satisﬁed by contradiction. Assume to
the contrary that d(ai,a j) > d(ai,al)+d(al,a j). Since d is non-negative then there are two cases to consider: (1) d(ai,a j) = 12
or (2) d(ai,a j) = 1.
(1) If d(ai,a j) = 12 then d(ai,al) = 0 and d(al,a j) = 0. However, if d(ai,al) = 0 and d(al,a j) = 0 then ai = al and al = a j
(identity). Therefore, we conclude that ai = a j = al and d(ai,a j) = 0, contradicting our assumption that d(ai,a j) = 12 ;
(2) If d(ai,a j) = 1, then there are three cases to consider: (a) d(ai,al) = 0 and d(al,a j) = 0 or (b) d(ai,al) = 12 and d(al,a j) =
0 or (c) d(ai,al) = 0 and d(al,a j) = 12 .
(a) If d(ai,al) = 0 and d(al,a j) = 0 then we conclude that d(ai,a j) = 0 (identity), contradicting our assumption that
d(ai,a j) = 1;
(b) If d(ai,al) = 12 and d(al,a j) = 0 then since al = a j (identity) we conclude that d(ai,a j) = 12 , contradicting our as-
sumption that d(ai,a j) = 1;
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Therefore, the triangle inequality (condition (iv)) holds and (A,d) is a metric space. Moreover, as we can see in the above
proof, the following condition holds as well:
(v) Strong inequality: d(ai,a j)max{d(ai,al),d(al,a j)}.
Hence, (A,d) is an ultrametric space [34].
Appendix B. Proof that (A,dμ) is a metric space
As for (A,d), in order to prove that (A,dμ) is a metric space, we have to show that for any ai,a j,al ∈ A the following
conditions hold:
(i) Non-negativity: dμ(ai,a j) 0;
(ii) Identity: dμ(ai,a j) = 0 iff ai = a j ;
(iii) Symmetry: dμ(ai,a j) = dμ(a j,ai);
(iv) Triangle inequality: dμ(ai,a j) dμ(ai,al) + dμ(al,a j).
Satisfying condition (i): due to the non-negativity property of d, dk(ai,a j)  0 for any k. Therefore, dμ(ai,a j) =
1
|D˜(t)|
∑|D˜(t)|
k=1 dk(ai,a j) 0. Hence, (A,dμ) satisﬁes the non-negativity condition.
Satisfying condition (ii): ﬁrst we prove the left side of the identity. Due to the non-negativity property of d, dk(ai,a j) 0
for any k. Therefore, if 1|D˜(t)|
∑|D˜(t)|
k=1 dk(ai,a j) = 0 then dk(ai,a j) = 0 for any k. Due to the identity property of d, ai = a j for
any k. Hence, if dμ(ai,a j) = 1|D˜(t)|
∑|D˜(t)|
k=1 dk(ai,a j) = 0 then ai = a j .
Now we prove the right side of the identity. Since ai = a j then for any k, dk(ai,a j) = 0. Therefore, dμ(ai,a j) =
1
|D˜(t)|
∑|D˜(t)|
k=1 dk(ai,a j) = 0. Hence, (A,dμ) satisﬁes the identity condition.
Satisfying condition (iii): due to the symmetry property of d, dk(ai,a j) = dk(a j,ai) for any k. Therefore, dμ(ai,a j) =
1
|D˜(t)|
∑|D˜(t)|
k=1 dk(ai,a j) = 1|D˜(t)|
∑|D˜(t)|
k=1 dk(a j,ai) = dμ(a j,ai). Hence, (A,dμ) satisﬁes the symmetry condition.
Satisfying condition (iv): due to the triangle inequality property of d, dk(ai,a j) dk(ai,al)+dk(al,a j) for any k. Therefore,
dμ(ai,a j) = 1|D˜(t)|
|D˜(t)|∑
k=1
dk(ai,a j)

(d1(ai,al) + d1(al,a j)) + · · · + (d|D˜(t)|(ai,al) + d|D˜(t)|(al,a j))
|D˜(t)|
= (d1(ai,al) + · · · + d|D˜(t)|(ai,al)) + (d1(al,a j) + · · · + d|D˜(t)|(al,a j))|D˜(t)|
= 1|D˜(t)|
|D˜(t)|∑
k=1
dk(ai,al) + 1|D˜(t)|
|D˜(t)|∑
k=1
dk(al,a j)
= dμ(ai,al) + dμ(al,a j).
Hence, (A,dμ) satisﬁes the triangle inequality condition and (A,dμ) is a metric space.
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