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Résumé
Les dirigeables gros porteurs (DGP) ont un potentiel énorme de développement et pour-
ront très rapidement prendre une part non-négligeable dans le transport de fret de par le
monde. Cependant certains problèmes liés notamment à leur sensibilité aux vents doivent
être résolus. En vue d'aboutir à une bonne abilisation de l'engin et de ses missions, il est
indispensable d'automatiser le plus possible le fonctionnement du dirigeable.
Le présent travail s'inscrit dans ce contexte et porte principalement sur la modélisation et la
commande des DGP non-conventionnels. Nous présentons dans un premier temps les équa-
tions mathématiques qui décrivent l'équation du mouvement d'un DGP non-conventionnel.
Dans ce cadre nous avons établi un modèle dynamique d'un dirigeable avec charge inté-
grée et un autre avec charge suspendue par un câble exible pour traiter le comportement
du système dans la phase de chargement ou de déchargement notamment lors d'une ac-
célération brusque du dirigeable sous l'impact d'une rafale de vent. Les équations mathé-
matiques du modèle avec charge intégrée découlent du formalisme de Kircho. Ce même
formalisme a été utilisé pour élaborer le modèle du dirigeable avec charge suspendue dans
les quasi-coordonnées en s'appuyant sur une cinématique non-linéaire d'ordre deux. Nous
avons considéré l'hypothèse de exibilité et d'allongement du câble dans l'objectif d'obtenir
un modèle assez précis.
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En se basant sur les deux modèles établis nous avons élaboré des lois de contrôle à base
modèle et sans modèle an de contourner les impacts du vent et les oscillations de la charge.
Pour minimiser la dérive du dirigeable dans des conditions météorologiques défavorables
nous proposons d'utiliser le concept de contrôle par anticipation en exploitant les infor-
mations données par la technologie LIDAR (mesure l'intensité et la direction du vent à
distance). Nous avons utilisé la méthode de linéarisation entrée-sortie et les techniques des
commandes prédictives non-linéaires NCPCG, que nous avons enrichis par des termes d'an-
ticipation an de construire un vecteur commande par feedforward.
Pour contourner les oscillations dangereuses de la charge nous nous sommes appuyés sur la
méthode classique de la commande par dynamique inverse et la commande novatrice sans
modèle. Une étape indispensable an de pouvoir appliquer ces contrôleurs est d'étudier le
comportement de la dynamique des zéros. Pour le modèle du dirigeable avec charge sus-
pendue nous avons montré que la dynamique des zéros est donnée par l'état de la exibilité
du câble et les conditions de sa stabilité asymptotique ont été établies.
Nous avons également établi un vecteur contrôle réduit à partir d'un modèle simplié que
nous avons construit en nous basant sur certaines hypothèses. Ce contrôleur réduit stabilise
le modèle global du dirigeable en atténuant les oscillations et les vibrations du câble.
Le vecteur commande sans modèle est obtenu en considérant une modélisation ultra-locale
du modèle du dirigeable avec charge suspendue sur un laps de temps. Le but est d'anticiper
les eets d'une perturbation exogène, de stabiliser le dirigeable, d'atténuer les oscillations
de la charge et de stabiliser la dynamique des zéros.
Le contrôleur sans modèle s'est avéré plus performant que le contrôleur à base modèle et
sa robustesse est prouvée mêmes dans des conditions météorologiques défavorables (fortes
rafales de vent).
Pour aller jusqu'au bout dans la boucle de contrôle nous avons transformé ces commandes
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virtuelles issues de la théorie de commande en termes de forces et moments des action-
neurs du dirigeable. Nous avons pour cela dû résoudre le problème d'allocation de contrôle.
Ce problème est décrit par un système fortement non-linéaire, rectangulaire et avec des
contraintes physiques imposées par les actionneurs du dirigeable. Pour ce faire, nous avons
mis en place un algorithme analytique original simple à mettre en ÷uvre. Les équations qui
le pilotent sont basées sur des relations algébriques déterminées en utilisant des arguments
énergétiques. Des simulations numériques ont prouvé l'ecacité de l'algorithme établi.
5
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Abstract
Large Capacity airships (LCA) have huge potential for development and will soon be
able to take a signicant share of freight transport around the world. However, some pro-
blems related to their sensitivity to winds must be solved. In order to achieve a good
reliability of the craft and its missions, it is essential to automate as much as possible the
operation of the airship.
The present work ts into this context and focuses on the modeling and control of non-
conventional LCA.
We rst present the mathematical equations that describe the equation of motion of a non-
conventional LCA. In this context we have established a dynamic model of an airship with
integrated load and a model of a dirigible with load suspended by a exible cable to treat
the behavior of the system in the loading or unloading phase, especially during a sudden
acceleration of the airship under the impact of a gust of wind. The mathematical equations
of the integrated load model derive from Kircho's formalism. This same formalism was
used to develop the model of the airship with load suspended in the quasi-coordinates by
relying on a nonlinear kinematics of order two. We considered the hypothesis of exibility
and elongation of the cable in order to obtain a fairly accurate model.
Based on the two established models we developed model-based and model-free control laws
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to control wind impacts and load oscillations.
To minimize the drift of the airship in adverse weather conditions we propose to use the
concept of anticipatory control by exploiting the information given by the LIDAR tech-
nology (measure of the intensity and direction of the wind at a distance). We used the
input-output linearization method and NCPCG non-linear predictive control techniques,
which we enriched with anticipation terms to build a vector control by feedforward.
To minimize the dangerous oscillations of the load we relied on the classical method of
the control by inverse dynamics and the innovative model-free control. An essential step
in order to apply these controllers is to study the behavior of the zeros dynamics. For the
model of the airship with suspended load we have shown that the zeros dynamics is given
by the state of cable exibility and the conditions of its asymptotic stability have been
established.
We also established a reduced control vector from a simplied model that we built based
on certain assumptions. This reduced controller stabilizes the overall model of the airship
by attenuating the oscillations and vibrations of the cable. The model-free control vector is
obtained by considering over a period of time an ultra-local modeling of the model of the
airship with load suspended in order to anticipate the eects of an exogenous disturbance,
stabilize the airship, attenuate the oscillations of the load and stabilize the dynamics of
zeros.
The model-free controller proved to be more ecient than the model-based controller and
its robustness is proven even under adverse metrological conditions (strong gusts of wind).
To go all the way in the control loop, we transformed these virtual commands from the
control theory in terms of thrust and orientation of the airship actuators. For this we had
to solve the control allocation problem. A problem described by a strongly non-linear, rec-
tangular system with physical constraints imposed by the airship actuators. To do this, we
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have implemented an original analytical algorithm that is simple to implement. The equa-
tions that drive it are based on algebraic relations determined using energetic arguments.
Numerical simulations have proven the eectiveness of the established algorithm.
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1.1 Introduction
La recherche et le développement liés aux engins aériens autonomes ont connu un grand
essor au cours de ces dernières années. Motivés par les avancées technologiques dans les do-
maines des matériaux, et des systèmes embarqués, ainsi que des avancées théoriques dans
l'aérodynamique et les lois de contrôle, les scientiques se sont penchés sur la conception
d'engins volants innovants permettant de réaliser des missions complexes avec ecacité et
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à faible coût. Les engins aériens autonomes sont devenus des moyens pertinents pour des
applications aussi bien militaires que civiles. Leur principal rôle est de réaliser des missions
diciles ou exténuantes pour l'être humain, où pouvant être carrément dangereuses pour
la sécurité des pilotes.
Parmi les engins aériens, nous nous intéresserons ici au dirigeable, le pionnier.
Le dirigeable a connu un âge d'or entre 1900 et 1937 où il avait la part du lion dans le
transport aérien de passagers et de marchandises. Mais le fameux incendie du dirigeable
Hindenburg en 1937, et la progression fulgurante des avions ont poussé le dirigeable vers
une longue hibernation.
Cependant les eets écologiques du transport aérien, le cout élevé des hydrocarbures et
les émissions de gaz à eet de serre ont poussé vers un changement de stratégie dans le
transport. Ces éléments ne sont d'ailleurs pas spéciques au transport aérien mais touchent
aussi les transports terrestres et maritimes. Les pays industrialisés sont touchés de plein
fouet par ce phénomène, caractérisé par la pollution de l'air, par la nuisance sonore et par
l'encombrement des routes.
L'idée a alors ressurgi lors de ces deux dernières décades pour redonner vie au dirigeable
comme moyen alternatif de transport des charges lourdes. Grâce aux avancées de l'aérody-
namique et des soueries, il est possible d'envisager des formes diverses pour les dirigeables.
Des formes originales ont alors été proposées. Elles présenteraient de bonnes qualités aé-
rodynamiques tout en permettant la présence de surfaces relativement planes utiles pour
l'exploitation de l'énergie solaire. Ceci donne naissance à une nouvelle génération de diri-
geable non-conventionnels.
Plusieurs projets de dirigeables gros-porteurs (DGP) ont ainsi vu le jour, le volume de ces
engins pouvant aller jusqu'à 500.000m3. Ces dirigeables voleront avec une énergie propre,
développerons une capacité d'emport dépassant tous les autres engins volants, et de surcroit
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ne nécessiteront pas la présence d'une infrastructure particulière pour le chargement et le
déchargement tout comme pour l'atterrissage et le décollage.
Ces engins pourront donc intéresser un très grand nombre de pays. Outre les pays indus-
trialisés, ces engins intéresseront les pays ayant des zones et des régions diciles d'accès
que les dirigeables pourront désenclaver.
Cependant, et an de pouvoir exploiter le formidable potentiel des dirigeables, certains dés
techniques doivent être surmontés.
Si les grandes surfaces (et volumes) de ces dirigeables sont un atout pour la récupération
de l'énergie solaire, elles représentent aussi un grand inconvénient car elles confèrent au
dirigeable une grande sensibilité au vent. Cette sensibilité devient critique lors des phases
de chargement et de déchargement, qui se fait en altitude pour ce type d'engins. Il est
important de pouvoir contrôler le dirigeable pendant ces phases an d'éviter de grandes
oscillations de la charge suspendue. Le challenge serait donc de développer un pilotage au-
tomatique spécique qui sera d'un grand apport pour stabiliser ces engins notamment lors
ces phases de chargement et de déchargement.
Notre objectif à travers cette thèse est de contribuer à la modélisation et commande
de ces dirigeables gros-porteurs et particulièrement leur stabilisation dans la phase la plus
critique de chargement et de déchargement.
Dans le premier chapitre nous ferons une étude bibliographique sur l'état de l'art en
matière de modélisation et de la commande d'engins volants en général et de dirigeables en
particulier.
Dans le second chapitre nous présentons un modèle dynamique complet d'un dirigeable
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gros-porteur non-conventionnel ayant une forme d'aile volante. Les modèles du dirigeable
avec charge en soute et avec charge suspendue par un câble seront développés. Lors de
la mise en équation mathématique du modèle de DGP-grue, nous avons visé le plus large
niveau de généralité en tenant compte de la exibilité et de l'allongement du câble, carac-
téristiques qui ne peuvent être négligées pour ce type de chargement lourd an d'obtenir
un modèle dynamique le plus proche possible de la réalité.
Au troisième chapitre, un algorithme analytique d'allocation de contrôle fondé sur des
arguments énergétiques est établi. L'algorithme analytique que nous présentons permet de
clarier le problème de connexion entre les propulseurs du DGP (actionneurs réels) et un
vecteur commande déterminé à partir de la théorie du contrôle. Pour notre modèle d'ap-
plication le problème d'allocation de contrôle est un problème d'optimisation non-linéaire
rectangulaire avec contraintes imposées par les actionneurs du dirigeable (force et angle de
pivotement des actionneurs bornées), dont la résolution a été un dé pour nous.
Une étude comparative a été eectuée avec deux autres algorithmes purement numériques
basés sur les techniques d'optimisation quadratique avec ou sans contrainte, et ce dans le
but de prouver la puissance de notre algorithme. Les diérents algorithmes ont été compa-
rés au moyen de simulations numériques au regard de leur réponse à un vecteur commande
développé à partir du linéarisé-tangent et la méthode de backstepping.
Dans le chapitre 4 nous nous sommes donnés pour objectif de stabiliser le dirigeable
avec charge intégrée en incluant un caractère anticipatif à la commande.
En eet, et sachant que le vent est le principal ennemi du dirigeable notamment dans les
phases de chargement ou de déchargement, il a été prévu de munir le dirigeable par des
LIDARs. Cette technologie à base de laser permet de prévoir la vitesse et la direction du
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vent qui impactera l'engin volant. On pourrait de ce fait établir une commande feedforward
an d'anticiper l'eet du vent et de minimiser la dérive du dirigeable et donc sa remise en
position qui sont des man÷uvres énergivores.
Pour ce faire nous avons élaboré deux techniques. Dans un premier temps nous nous sommes
inspirés de la méthode bien connue de linéarisation entrée-sortie (qu'on notera LES) à la-
quelle on a adjoint des termes d'anticipation an de mettre en place un vecteur commande
anticipateur. Cependant et dans le cas où l'information donnée par le LIDAR dière sensi-
blement de l'impact du vent subi par le dirigeable, cette technique montre certaines limites.
An de proposer une commande plus robuste, nous avons revisité la commande prédic-
tive non-linéaire appelée commande prédictive généralisée non linéaire à temps continu
(NCGPC) que nous avons enrichi par des termes d'anticipation.
La capacité de ses deux algorithmes pour stabiliser le dirigeable en présence d'une pertur-
bation mesurée a été évaluée par des simulations numériques.
Le dernier chapitre sera dédié à la stabilisation du dirigeable avec charge suspendue par
un câble exible dont le modèle a été établi dans le chapitre 2. Nous discuterons deux types
de contrôleurs.
Le premier contrôleur s'appuie sur la méthode de la dynamique inverse. Cette méthode
est relativement simple à implémenter mais elle est cependant sensible à la perturbation
extérieure en raison de sa dépendance aux paramètres du modèle. De ce fait la commande
ne sera ecace que dans de bonnes conditions météorologiques.
Le deuxième contrôleur s'appuie sur les techniques de commande sans modèle (CSM).
Avec cette loi de contrôle, les paramètres du modèle seront estimés au fur et à mesure en
construisant le contrôleur sur chaque laps de temps. Par conséquent, la CSM nous permet
de passer outre certains modèles empreints d'hypothèses simplicatrices comme pour le cas
du dirigeable-grue sujet de notre étude.
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Il a aussi été prouvé que la CSM comble certaines des limitations que rencontrent les com-
mandes à base modèle, à savoir la sensibilité à l'incertitude paramétrique, les perturbations
exogènes... Elle se présente ainsi comme une bonne candidate pour le pilotage automatique
d'un dirigeable en présence d'une rafale de vent.
Les deux méthodes pré-citées sont applicables pour les systèmes à minimum de phases, sys-
tèmes qui ont une dynamique interne asymptotiquement stable. La déformation du câble
représentera la dynamique interne de notre système. L'étude de son comportement sera
présentée et les conditions de sa stabilité seront établies.
Des simulations numériques seront présentées pour visualiser le comportement de la dy-
namique interne et pour montrer l'ecacité des contrôleurs construits et pour stabiliser le
dirigeable et atténuer les oscillations de la charge.
1.2 Etat de l'art
Quand j'ai abordé le thème de recherche sur la modélisation et la commande des drones,
particulièrement sur les dirigeables gros porteurs autonomes, la question qui a marqué mon
esprit tout au long de ma thèse est :
Le retour du dirigeable est-il un rêve nostalgique, un fantasme ou bien une
réalité concrète ?
Connaitre la cause de sa disparition, les principaux avantages et inconvénients pour ce
vieux concept permettront de répondre à cette question an que nous proposons quelques
solutions à certaines problématiques qui pourront participer au retour promoteur de cet
engin volant.
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1.2.1 DGP : Avantages, inconvénients et compétitivité
 Pourquoi ce nouveau regard au concept du dirigeable que plusieurs consi-
dèrent comme dépassé ?
Le dirigeable est un engin aérien qui a une importance grandissante dans l'industrie aéro-
spatiale. Ces engins sont un vecteur idéal pour de très nombreuses applications. Ils sont
appréciables de par leurs relatives faibles consommations énergétiques et leur adaptation
aux contraintes environnementales. Ces aérostats ont été principalement utilisés lors de
ces 80 dernières années pour des actions commerciales mettant en valeur des aches pu-
blicitaires (voir gure : 1.1), ou pour prendre des photographies aériennes [OKL+06]. On
peut également les utiliser dans des applications militaires telles que l'observation et la
surveillance [CD05, Dor05, KJHE06].
Figure 1.1  Publicité par un dirigeable : élections présidentielles
Actuellement, il y a un regain d'intérêt pour l'utilisation du Dirigeable Gros Porteur (DGP)
pour le transport des charges lourdes ou de grandes dimensions indivisibles [Pop04]. Le DGP
constituera un nouveau service et une révolution de la logistique de fret dans l'industrie
moderne (voir gure (1.2)).
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De nouveaux DGP équipés par les technologies avancées de l'aérospatiale, permettront le
Figure 1.2  Missions des DGP
transport d'un seul trait de charges lourdes sans avoir besoin d'infrastructures spéciques.
Ces dirigeables séduisent les pays ayant des zones enclavées et où la mise en place d'in-
frastructures routières ou ferroviaires s'avèrerait coûteuses en termes de construction et
d'entretien. Ces dirigeables représenteraient dans ce cas-là une solution optimale.
Les DGP sont également, capables d'orir un service utile au transport maritime. En eet,
ils peuvent orir aux ports un moyen de chargement et déchargement rapide du fret du
bateau et la distribution des produits du port directement à la destination de commercia-
lisation, participant ainsi à l'allégement des norias de camions et au désencombrement des
installations portuaires.
Ces baleines volantes sont aussi susceptibles de jouer un rôle impressionnant dans le volet
"sécurité civile". En eet, de par des missions de surveillance, les DGP peuvent jouer le
rôle d'un bombardier d'eau, intervenant ainsi dans la lutte contre les incendies de forêt.
Dans des situations de catastrophe naturelle, l'intervention humaine est souvent lente et
périlleuse, or ces situations de crises tragiques appellent souvent à des réponses urgentes.
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Quand les modes d'acheminement des secours par voie terrestre ou aérienne sont non adé-
quats, dangereux ou impraticables, le dirigeable deviendrait le vecteur idéal pour le trans-
port humanitaire d'urgence.
Soulignant, que les dirigeables de petits volumes (semi-rigides ou souples) sont en concur-
rence avec les aérodynes (hélicoptère et avion) et même les drones multi rotors ou à voilure
xe pour les marchés de niche (surveillance, photographie aérienne, publicité..). Ces diri-
geable existent et volent mais ne sont pas nombreux dans notre ciel.
La tendance est d'ouvrir de nouveaux axes d'exploitation pour lesquels le dirigeable pourrait
concurrencer les plus lourds que l'air, divers moyens de transports maritimes et terrestres,
voire même des satellites [Sch07, LKY06].
 Quels sont les inconvénients des dirigeables DGP?
Pour transformer le rêve d'un retour du dirigeable en une réalité, il y a quelques dés à
surmonter. En témoigne le crash qu'a subi le dirigeable Airlander10 lors du deuxième essai
de vol en aôut 2016.
Parmi les principaux inconvénients du dirigeable on peut citer :
Figure 1.3  Crasch dirigeable airlander10
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• Gaz porteur :
L'incendie de Hindenburg en 1937 (voir (1.4)) a imprégné les esprits et a choqué
l'opinion publique mondiale. Cet accident dramatique a été la cause principale de la
quasi-absence du dirigeable de nos cieux. L'inammabilité de l'hydrogène est la cause
principale de cet incendie. Le gaz porteur hydrogène est très inammable surtout
lorsqu'il est mélangé avec l'oxygène. Ce qui a poussé les constructeurs à le remplacer
par l'hélium pour assurer un grande partie de la portance de l'engin. Des recherches
sont en cours pour trouver une alternative à l'hélium.
Figure 1.4  Incendie du Hindenburg 6 Mai 1937
• Le Volume :
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Pour transporter 1kg de charge utile il faut 1m3 d'hélium ainsi, pour transporter
des dizaines de tonnes il faut des milliers de m3. Par conséquent, la dimension de ce
ballon sera énorme. Ce qui rend le dirigeable un engin encombrant, et sensible aux
conditions climatiques (vent,givre...).
• Conditions météorologiques :
Le choix de la structure permet de dépasser certains problèmes liés aux conditions
atmosphériques telles que la neige ou le givre. De nouvelles structures donnèrent
naissance à une nouvelle génération de dirigeables avec des formes de carène originales
comme par exemple la forme multi-lobes. Ces nouvelles formes tranchent avec la forme
classique ellipsoïdale.
Le volume énorme du dirigeable lui confère une forte vulnérabilité au vent (surtout
latéral). Cette vulnérabilité se traduit par :
 Lors du chargement ou déchargement : Le mouvement acrobatique que
peut générer une rafale de vent rend cette phase la plus critique. Il faut empêcher
le dirigeable de faire de grands bonds pendant l'exécution de cette opération.
 Pendant le vol : la dérive dûe au vent sera importante et doit être régulièrement
corrigée.
 En vol stationnaire : comme envisagé par certains projets (les dirigeables
stratosphériques de communication), le dirigeable n'est pas apte à assurer cette
opération sans une correction régulière même pour un vent régulier faible, et de
direction constante
 Le DGP est-il compétitif par rapport à d'autres moyens de transport ?
Pour transporter des marchandises, la logistique de transport implique des chaines de trans-
ports variées. Cela rallonge le temps de livraison, engendre des retards et peut causer des
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ruptures lors du transfert des charges. L'avantage oert par les DGP est la transmission
directe des charges à leur destinations principales. Même si la vitesse du dirigeable n'est
pas élevée, le temps de livraison reste cependant concurrentiel par rapport à celui de l'en-
semble d'un maillon logistique. Le fait de minimiser le nombre de segments d'une chaine de
transports augmente la compétitivité du DGP par rapport aux autres moyens de transport.
Le DGP est aussi caractérisé par le chargement et déchargement en vol stationnaire, c'est
un point commun partagé avec l'hélicoptère qui le distingue d'autres moyens de transport.
Cette particularité lui permet le transfert des charges de grandes masses et de grandes
dimensions sans avoir besoin de les démonter.
D'autre part, les dirigeables n'ont pas besoin d'une infrastructure spécique pour charger
et décharger les charges encombrantes. Cet avantage découle d'une part du chargement et
déchargement en vol stationnaire, et d'autre part de sa capacité d'atterrir et de décoller
verticalement (VTOL). L'atterrissage et le décollage vertical augmente les champs d'opé-
rations des DGP dans des zones sinistrées ou dépourvues d'infrastructures.
Le transport de charges encombrantes représente un atout essentiel des DGP. Si l'énorme
volume de ces derniers est souvent interprété comme un inconvénient, il permet néamoins
de donner aux DGP une capacité de transport en soute supérieure à celles des avions et
des hélicoptères.
Le mode de transport sous élingue représente une alternative et répond aux besoins des
industriels pour transporter les charges volumineuses. Les industriels hésitent à fabriquer
des produits qui dépassent les dimensions de transports standards (la hauteur d'un tunnel,
la largeur des routes, les dimensions des conteneurs, etc) et se résigne à la solutions de
démontage et montage des pièces.
Actuellement, le transport de charge indivisible est un véritable problème. Seul l'hélicoptère
cargo est apte à surmonter ce problème par le transport aérien sous élingues, mais à des
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coûts prohibitifs et avec une capacité de charge utile souvent limitée. Le DGP orirait une
solution viable pour l'emport de ce type de marchandise.
Concernant la compétitivité du DGP par rapport aux moyens de transport maritime et
routiers, le dirigeable gros porteurs est plus séduisant par le fait qu'il est un moyen écono-
mique et écologique. Ses capacités de transport sont plus élevées et la durée de transport
est souvent plus courte.
1.2.2 Projet des DGP
Pour valider le concept du DGP des projets sont en cours de développement. Ils se
sont focalisés sur des capacités variant de 10 à 50 tonnes an d'étendre ultérieurement le
concept pour les autres paliers de charges utiles (jusqu'à 500 tonnes). Ces projets visent à
surmonter les faiblesses de cet engin volant pour obtenir un produit qui assure ses missions
en tout sécurité.
Nous nous intéressons ici au DGP MC500 conçu par le groupe de recherche DIRISOFT.
C'est un dirigeable futuriste équipé par les nouvelles technologies embarquées tel que la
technologie de mesure du vent LIDAR, une forme deltoïde originale qui ressemble à une
aile volante, un système de propulsion original à hélices contrarotatives (orientables selon
deux axes). Le MC500 sera notre support pour la validation des résultats établis.
La société française FLYING WHALES s'est positionnée sur ce créneau à travers le projet
LCA60T et désire mettre en ÷uvre son dirigeable en 2020. Le LCA60T est un aéronef
rigide, qui a la capacité de transporter environ 60 tonnes en soute (75m de long, 8m de
haut et 8m de large) et sous élingues pour les charges utiles volumineuses. Il est apte à
atterrir et décoller verticalement et à assurer le chargement et le déchargement en vol sta-
tionnaire. Le marché principal ciblé par cet engin est le transport de grumes pour le compte
de l'Oce National des Forêts. D'autres marchés sont aussi visés, tel que le transport de
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pales d'éoliennes, de maisons préfabriquées, ou encore de conteneurs.
Figure 1.5  Projets LCA60 : mission
Ci-joint un tableau résumant quelques projets de DGP et leurs caractéristiques.
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Autres projets de dirigeables
Dirigeable Projet Pays Categorie 
Charge 
Utile 
(t.) 
Rayon 
d’action 
(km) 
Vitesse 
(km/h) 
 
 
 
RosAeros 
Systems – 
AU30 
 
Russie 
 
Blimp 
décolage 
vertical 
(exploitation) 
 
1.5 
 
1600 
 
Moy: 
90 
 
 
 
Luftschifftec 
hnik Gmbh 
– 
LZ NT 70 
 
Allemagne 
 
Blimp 
décolage 
vertical 
(exploitation) 
 
1.9 
 
900 
 
Max: 
125 
 
 
 
Cargolifter - 
CL160 
 
Allemagne 
 
DGP, 
décolage 
vertical 
(Abandonné) 
 
160 
 
10000 
 
Moy: 
90 
 
 
SkyCat20  
 
Grande 
bretagne 
 
DGP, 
classique ou 
décolage 
vertical 
(Abandonné) 
 
20 
 
 
 
4000 
 
 
 
 
Max: 
120 
SkyCat  222 220 6000 
 
 
 
 
 
AAT – 
First 1A 
 
France 
 
DGP, ou 
décolage 
vertical 
(Abandonné) 
 
250 
 
9000 
 
Moy: 
160 
 
 
 
Aeroscraft – 
AEROS ML 
866 
 
USA 
 
DGP, 
décolage 
vertical 
(Prototype) 
 
 
400 
 
5000 
 
Max: 
266 
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Projets de dirigeables : Caractéristiques techniques
 
 
 
 
 
 
 
 
Dirigeable Projet 
Structure et 
enveloppe 
Energie -  
propulsion 
Commandes 
et contrôle 
Sustentation 
 
 
 
RosAeros 
Systems – 
AU30 
Souple 
2 moteurs à 
piston 
ND Hélium 
 
 
 
Luftschifftec
hnik 
Gmbh – LZ 
NT 70 
 
Semi-rigide 
3 moteurs à 
hélice 
« Fly-bywire 
» 
Hélium 
 
 
 
Cargolifter - 
CL160 
Semi-rigide construit 
autour d’une poutre 
centrale 
8 moteurs 
(type 
hélicoptère)  
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1.2. ETAT DE L'ART
Dans ces diérents projets plusieurs systèmes de propulsion sont envisagés. Le système de
propulsion est important pour :
 Donner au dirigeable une grande autonomie et faciliter sa man÷uvrabilité.
 Maximiser les champs d'opération de l'aéronef an de réaliser des missions complexes.
 Minimiser l'impact environnemental et permettre d'exploiter l'engin dans des condi-
tions météorologiques dégradées.
Plusieurs types de moteurs sont utilisés pour propulser les dirigeables. Les moteurs élec-
triques adoptés sont silencieux et propres, ce qui représente un avantage par rapport aux
moteurs thermiques. Cependant, se pose la question de l'apport en énergie électrique de ces
moteurs. Dans les nouvelles conceptions, et en particulier pour le dirigeable Mc500 qu'on
traite comme exemple dans cette étude, ces moteurs seront alimentés par de l'énergie so-
laire et par des piles à combustible. En eet, la surface importante et relativement plate
de l'enveloppe permet d'insérer des cellules photovoltaïques. En cas d'absence de soleil, les
piles à combustible ont pour rôle de fournir l'énergie électrique de substitution.
Une innovation importante pour cette nouvelle génération de dirigeables est l'utilisation
de la motorisation dite "à poussée vectorielle", c'est-à-dire que la poussée produite par un
moteur est orientable selon un ou deux axes. Cette poussée vectorielle permet de limiter le
nombre de moteurs, tout en permettant une bonne man÷uvrabilité.
Nous remarquons aussi pour les diérents projets cités que les systèmes de contrôle et com-
mande ne sont pas mis en évidence.
Une bonne propulsion combinée avec un système de pilotage automatique sont les clés pour
améliorer les performances de cet engin, pour obtenir un système able et compétitif par
rapport aux autres moyens de transport.
Notre but à travers le travail de recherche que nous présentons est de contribuer à l'automa-
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tisation du fonctionnement du DGP an de donner des pistes qui pourront être exploitées
dans la pratique pour dénir le système de pilotage automatique adéquat pour propulser
le dirigeable en toute sécurité.
Une étape préliminaire vers le pilotage automatique est de décrire le processus du dirigeable
avec des équations mathématiques précises. Ces équations serviront de support pour éla-
borer des lois de commande.
Dans la revue de littérature que nous présenterons, nous avons visé deux principales par-
ties : la modélisation des dirigeables et la méthode de contrôle linéaire et non linéaire qui
assurent la stabilisation ou bien la poursuite d'une trajectoire.
1.2.3 Modélisation du dirigeable
La forme classique des dirigeables est ellipsoïdale. La géométrie du dirigeable aecte
fortement le rapport volume-surface et la traînée aérodynamique. Le premier point est im-
portant puisque la ottabilité est principalement aectée par le volume (et le poids du
dirigeable est proportionnel à la surface de l'enveloppe), tandis que la traînée est fortement
liée à la puissance nécessaire pour garantir une vitesse dénie.
La forme ellipsoïdale classique est décrite comme la meilleure solution pour garantir un
très bon rapport volume-poids et une faible traînée [KG99]. Cependant, cette forme de la
carène a une très faible surface disponible pour installer des panneaux solaires, ce qui limite
l'utilisation de l'énergie solaire et ne permet pas d'exploiter la grande surface du dirigeable.
Du fait de cette limite, et dans l'objectif d'utiliser les énergies renouvelables, des nouvelles
formes innovantes ont été récemment proposées donnant naissance à des dirigeables non-
conventionnels. Plusieurs formes ont été évaluées [CN13], an d'obtenir de grandes surfaces
planes, une faible traînée et un bon rapport volume-poids.
La modélisation de la catégorie conventionnelle (forme ellipsoïdale) a été largement étudiée.
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Un aperçu détaillé de la littérature est disponible dans [LNS11].
La plupart des travaux se basent sur l'hypothèse de la rigidité du carène et la méthode de
Newton-Euler pour déterminer des modèles dynamiques pour le dirigeable. Citons à titre
d'exemple [BH00, HB03, KG99]. L'hypothèse de rigidité des carènes devient assez forte si
on traite des dirigeables avec des volumes énormes.
Dans [BAA08, Ben09] un modèle dynamique incluant la exibilité de la carène est établi.
Une extension de la méthode eulérienne de corps rigide combinée avec l'analyse modale
sont les techniques utilisées pour tenir compte du couplage inertiel entre le mouvement du
dirigeable et la déformation.
Khoury et al [KG99] mettent l'accent sur la conception des dirigeables, la dynamique,
le contrôle, la propulsion et le pilotage. Les auteurs n'abordent cependant pas beaucoup
les nouvelles techniques de modélisation, comme les méthodes CFD pour analyser l'aé-
rodynamique des dirigeables, l'interaction uide-structure, l'incorporation de turbulences
atmosphériques et leurs eets sur la dynamique de l'engin.
Liao et Pasternak [LP09] ont publié une revue de littérature sur les conceptions des carènes
non conventionnelles et l'analyse structurelle des dirigeables. Cependant, leur examen est
axé sur les conceptions et les matériaux des dirigeables, mais comporte peu d'information
sur les caractéristiques de la dynamique et le phénomène de masses ajoutées pour ces diri-
geables non-conventionnels.
Le phénomène de masses ajoutés est lié au fait que l'accélération d'un corps aecte le champ
de uide dans lesquels il est immergé, et augmente par conséquent l'énergie cinétique du
uide. Bien que, les termes de masses ajoutées sont généralement négligés pour les avions
du fait que la masse du uide déplacé est très inférieure à la masse de l'avion ; ces termes
fournissent cependant des eets critiques dans les équations de mouvement de sous-marins,
navires et dirigeables.
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Dans la référence [AU06] le problème des masses ajoutées pour une nouvelle forme a été
introduit pour un dirigeable hybride ; alors que [CN13] ont suggéré le calcul d'une forme
ellipsoïdale équivalente, qui se rapproche de la forme non-conventionnelle réelle.
Le récent article [TCM14] présente une méthode pour calculer la matrice complète de
masses ajoutées pour des corps de formes arbitraires. Les auteurs utilisent une méthode
numérique basée sur la méthode des éléments nis de frontière (Boundary Element Method).
Ils présentent également quelques exemples de formes de dirigeables non-conventionnels et
fournissent des données sur leurs contributions en masses ajoutées. De plus, la méthode
proposée permet de trouver le meilleur compromis entre le temps de calcul et la précision
des résultats, en dénissant la taille du maillage.
Les références [Cha14, CALA12] présentent un modèle mathématique pour le DGPMC500
en incluant le phénomène de masses ajoutées. Pour élaborer leurs modèles, les auteurs pro-
posent une méthode analytique en utilisant la théorie d'écoulement potentiel (potential
ow theory). Les termes de masses ajoutées sont issus de l'équation de lamé dans les co-
ordonnées sphéro-conales jugées comme les coordonnés adéquates pour la forme multilobes
du MC500 (nous reviendrons sur cette modélisation avec plus de détail dans le chapitre
suivant).
Dans [AABA17] la phase de chargement et déchargement a été abordée, Les auteurs ont
envisagé de transporter les charges en utilisant un robot parallèle à câble. Le modèle du
système dirigeable, robot parallèle à câble et charge est établie en utilisant l'approche de
Newton-Euler. Dans ce travail, les auteurs ont considéré les câbles comme des liens sans
masse. Cependant et pour pouvoir tenir compte du chargement de charges lourdes il est
important de rajouter l'hypothèse de exibilité des câbles. Comme on le présentera dans la
suite, les câbles présentent une dynamique interne due à leur exibilité. Cette dynamique
peut inuencer la man÷uvrabilité de l'engin surtout en présence d'une force du vent.
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Les sujets de recherche concernant le mode de transport des charges sous élingue en utili-
sant d'autres plates-formes aériennes sont plus avancés. Plusieurs travaux ont été réalisés
par exemple pour utiliser les quadrirotors comme un moyen de transport des charges sus-
pendue. Nous citons par exemple les travaux [PBSF15, FPC+13, KFJ15, DLB14, RdA16].
Dans la référence [DLB14] le modèle du quarirotor avec sa charge est obtenu en considérant
le câble comme une chaine connectée d'un ensemble de segments rigides. Dans les autres
articles moyennant des hypothèses simplicatrices, le modèle d'une pendule 3D est adopté
pour la mise en équation du mouvement d'une charge suspendue par un câble. Le câble
est assimilé à un corps rigide sans masse et la charge est considérée comme une masse
concentrée à l'extrémité du câble.
Dans le présent travail nous présenterons une conguration originale pour transporter une
charge au moyen d'un dirigeable. Nous proposons d'utiliser un enrouleur motorisé avec une
liaison cardan (qui pourra être sphérique). L'intérêt de placer cet enrouleur s'articule sur
deux idées :
La première s'adresse pour le mode de transport des charges intégrées, l'enrouleur pourra
servir pour charger (monter les charges pour une xation sous le dirigeable) et décharger
les marchandises. C'est un point important qui permet le chargement ou déchargement en
altitude. Le dirigeable n'aura pas besoin d'atterrir pour livrer les charges.
La deuxième, vise la dynamique rapide du câble et l'oscillation de la charge qui peut aec-
ter le mouvement du dirigeable. L'actionneur(cardan placé à la sortie de l'enrouleur) aura
pour mission d'atténuer les oscillations de la charge an de minimiser son impact sur le
mouvement du dirigeable.
La modélisation du câble dans cette conguration sera assimilée à une poutre d'Euler-
Bernoulli exible. Une cinématique d'ordre deux sera considérée an de tenir compte de
la exibilité et de l'allongement du câble, hypothèses qui sont souvent négligées dans la
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majorité des travaux.
Sortir du cadre théorique des corps indéformables et se rapprocher des conditions réelles
du vol d'un dirigeable gros porteur était l'objectif visé dans notre travail.
Le modèle d'une poutre d'Euler-Bernoulli tournant dans le plan vertical est décrit dans
[Pie01] avec diérentes méthodes. La méthode de Newton-Euler, les équations de Lagrange,
le principe de Jourdain...sont utilisés pour déterminer les équations du mouvement de la
poutre dans les coordonnées généralisées. Le modèle obtenu est piloté par des EDP couplées
avec des EDO. Les techniques de l'analyse modale sont utilisées pour obtenir un système
discrétisé gouverné par des EDO. Un modèle qui sera plus attrayant pour la construction
des lois de contrôle.
Nous nous sommes inspirés de ce travail pour modéliser le câble en utilisant les équa-
tions de Kirchho (une formulation équivalente aux équations de Lagrange) dans les quasi-
coordonnées. L'équation hybride d'un corps exible dans les quasi-coordonnées est traitée
dans les références [Mei91, MS95]
Une fois les équations qui décrivent le mouvement de dirigeable gros porteur établies et la
modélisation achevée, nous pouvons déterminer le contrôleur.
Nous nous intéresserons à la phase critique de chargement et de déchargement. Les lois de
contrôle que nous établirons son dédiées pour stabiliser le dirigeable pendant la durée de
cette phase.
Nous discuterons deux type de contrôle : le contrôle à base modèle et le contrôle sans
modèle.
1.2.4 Algorithmes de contrôle
Il existe de nombreuses références étudiant le contrôle des dirigeables conventionnels.
Certaines d'entre elles utilisent des algorithmes de contrôle linéaire.
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Dans [dPBG+99, dPCFA01] les auteurs ont développé une commande PID pour contrôler
le dirigeable AURORA. Dans [dPBG+99] trois PID SISO sont utilisés pour contrôler la vi-
tesse, l'altitude et l'orientation. Dans [dPCFA01] les gains de PID ont été optimisés par la
minimisation de la norme H2 et H∞ en boucle fermée an d'eectuer le suivi de trajectoire.
L'auteur [KJHE06] discute deux autres approches pour commander le dirigeable AURORA.
Après la linéarisation du modèle non-linéaire du dirigeable, il a utilisé la méthode SLC (se-
quential loop closure controller) et la méthode LQR (linear-quadratic-regulator). Une étude
comparative entre les deux méthodes en utilisant des simulations numériques sous matlab
simulink a été eectuée pour les diérents mouvements de rotation et translation du diri-
geable.
Les techniques de linéarisation sont utilisées pour linéariser le modèle au voisinage d'un
point d'opération. Les performances du contrôleur linéaire reste satisfaisante autour de ce
point et il sera dicile de l'utiliser pour d'autres points de fonctionnement. L'utilisation
des commandes linéaires pour commander le mouvement du dirigeable est loin de la nature
physique du système, qui est un système non linéaire. L'application de la commande linéaire
nécessite des bonnes qualités de robustesse vis à vis des incertitudes paramétriques et des
perturbations extérieures surtout pour les dirigeables qui sont sensibles aux rafales de vent.
En raison des limitations de la commande linéaire et la non-linéarité des équations de mou-
vement du dirigeable, les algorithmes de contrôle non-linéaires fournissent une méthode
prometteuse pour stabiliser et contrôler le mouvement des dirigeables.
Dans les travaux [WS06, LKB05, PLTB03] les auteurs utilisent la méthode populaire de
linéarisation entrée- sortie pour contrôler le dirigeable. L'idée de cette méthode s'articule
sur l'utilisation d'une loi de contrôle linéarisant pour transformer la dynamique non-linéaire
de l'engin en un système linéaire équivalent qui sera contrôlé par les techniques de com-
mande linéaire. La méthode de linéarisation entrée-sortie permet de générer une relation
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diérentielle entre une nouvelle entrée (commande) et la sortie. Par conséquent le système
non-linéaire se décompose en deux parties : l'une externe (entrée-sortie), l'autre interne
(non mesurée).
La relation de l'entrée et la sortie dans la partie externe est linéaire et découplée ce qui
permet de déterminer facilement l'entrée pour que la sortie suive une consigne bien déter-
minée.
La question se pose alors sur le comportement de la partie interne du système. Pour ré-
pondre à cette question l'étude de la dynamique des zéros (on revient sur sa dénition
dans le chapitre 3) est nécessaire. Les systèmes possédant une dynamique des zéros stable
sont appelés à minimum de phase, et les systèmes qui possèdent une dynamique des zéros
instable sont appelés à non minimum de phase. La méthode de linéarisation entrée sortie
s'appliquera pour les systèmes à minimum phase.
On peut trouver en aéronautique des systèmes qui ont un dynamique des zéros instable. Ci-
tons à titre d'exemple le système d'un hélicoptère drone. Pour contourner cette hypothèse
restrictive et an d'appliquer la méthode de linéarisation entrée-sortie pour commander
le système à déphasage non minimal de l'hélicoptère, les auteurs [HSM92] proposent de
construire un système réduit à minimum de phase. tout en négligeant les termes de la
dynamique du tangage (respectivement du roulis) et la dynamique longitudinale (resp la-
térale). A partir de cette linéarisation approximative une loi de commande de l'hélicoptère
est établie et donne un comportement stable à la dynamique interne.
Notre modèle du dirigeable avec charge intégrée n'admet pas de dynamique des zéros, cepen-
dant le modèle avec charge suspendue admet une dynamique des zéros due à la exibilité du
câble. Nous avons utilisé un coecient d'amortissement pour lui donner un comportement
asymptotiquement stable. De plus le système complexe est sous-actionné (la déformation
est contrôlée indirectement par les actionneurs du dirigeable et l'actionneur de la liaison
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cardan).
On pourra trouver d'autres systèmes sous-actionnés similaires dans la litératture citons par
exemple la bille sur rail [HSM92], le pendudot [SB95], le pendule inversé sur un chariot
[PMC12]. Un système sous-actionné admet plus de degrés de liberté que d'actionneurs. Il
est caractérisé par la présence d'une dynamique interne. Le contrôle des systèmes sous-
actionnés est un dé pour l'automaticien.
La linéarisation partielle établie par Spong [Spo96] gure parmi les solutions intéressante
pour contrôler ces systèmes. Spong a prouvé que les systèmes sous-actionnés sont partiel-
lement linéarisable en utilisant un bouclage statique.
La méthode de linéarisation entrée-sortie peut être enrichie par un terme de pré-compensation
qui permet d'annuler l'eet d'une perturbation extérieure mesurée. La loi de commande se
comportera comme une commande anticipatrice. Ce genre de contrôleur(commandes feed-
forward) sera très utile pour les dirigeables. Nous le proposerons comme solution pour
contourner les eets signicatifs des rafales de vent. A notre connaissance, la commandes
par anticipation n'ont pas été abordés dans des travaux de recherche pour minimiser la
dérive des dirigeables provoquée par les rafales de vent. Ce contrôleur, pour qu'il puisse
être appliqué, nécessite la connaissance de l'intensité et de la direction de la force du vent.
Les dirigeables de nouvelle génération seront équipés par la nouvelle technologie LIDAR
comme par exemple notre modèle d'étude le MC500. Cette nouvelle technologie permettra
d'appliquer les commandes par anticipation.
Light Detection And Ranging (LIDAR), est un radar laser. C'est un moyen optique actif
de mesure à distance. Son principe est similaire au radar, la diérence réside dans l'onde
utilisée (Le LIDAR utilise des ondes optiques quand le radar utilise des ondes radios).
L'avantage du LIDAR par rapport au radar réside dans sa qualité de résolution spatiale qui
est supérieure à celle donnée par le radar. Ceci revient à l'utilisation d'une longueur d'onde
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plus courte. Un autre avantage d'utiliser des ondes optiques par rapport aux ondes radio
est leur capacité d'interagir avec des objets petits tel que les particules dans l'atmosphère
et les molécules de gaz. D'où la possibilité de l'utilisation de LIDAR pour caractériser les
paramètres de l'atmosphère.
L'usage du LIDAR atmosphérique embarqué dans l'aéronautique et plus particulièrement
pour le dirigeable a une importance majeure. L'instrument de télédétection laser autorise
la mesure anticipée des vitesses du vent à diérentes distances. L'objectif étant de donner
l'alerte en cas de détection de variations du vent autour du dirigeable. Grâce à ces infor-
mations données par le LIDAR on pourra utiliser de nouveaux concepts de contrôle pour
le dirigeable telle que la commande par anticipation.
On trouve dans [Cez08] une étude de faisabilité du LIDAR atmosphérique pour la mesure
de la vitesse de l'air, de sa densité et de sa température. Il décrit les diérentes applications
de LIDAR atmosphérique dans l'aéronautique.
Une présentation de la conception et du test en vol d'un capteur LIDAR est abordée dans
[RSPR10]. Le LIDAR utilisé vise à mesurer à distance la vitesse du vent devant l'aéronef
pour le contrôle automatique des phénomènes de turbulence en vol. Le capteur a été installé
dans un banc d'essai de l'avion A340 − 300 pour les essais en vol. Les mesures en vol ont
prouvé que le LIDAR utilisé est capable de détecter la vitesse du vent jusqu'à 13000m d'al-
titude dans diérentes conditions météorologiques : dans l'air calme, la pluie, les nuages.
Plusieurs types de moteurs sont utilisés pour propulser les dirigeables. Les moteurs élec-
triques adoptés sont silencieux et propres, ce qui représente un avantage par rapport aux
moteurs thermiques. Cependant, se pose la question de l'apport en énergie électrique de ces
moteurs. Dans les nouvelles conceptions, et en particulier pour le dirigeable Mc500 qu'on
traite comme exemple dans cette étude, ces moteurs seront alimentés par de l'énergie so-
laire et par des piles à combustible. En eet, la surface importante et relativement plate
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de l'enveloppe permet d'insérer des cellules photovoltaïques. En cas d'absence de soleil, les
piles à combustible ont pour rôle de fournir l'énergie électrique de substitution.
Une innovation importante pour cette nouvelle génération de dirigeables est l'utilisation
de la motorisation dite "à poussée vectorielle", c'est-à-dire que la poussée produite par un
moteur est orientable selon un ou deux axes. Cette poussée vectorielle permet de limiter le
nombre de moteurs, tout en permettant une bonne man÷uvrabilité.
La commande à horizon fuyant ou encore la commande prédictive est une méthode de
contrôle à base modèle dans laquelle la commande est déterminée en résolvant un problème
d'optimisation sur un horizon ni. La première commande est évaluée puis à nouveau le
problème d'optimisation est résolu. La commande prédictive prévoit le comportement futur
d'un système et s'appuie sur la connaissance de son modèle. Cette méthode a été utilisée
pour commander les modèles industriels à dynamique lente. Elle a été appliquée aux sys-
tèmes non-linéaires comme aux systèmes linéaires, les systèmes à minimum de phase et aux
à non minimum de phase. Elle peut également impliquer des contraintes physiques sur les
entrées de commande, les sorties et les états.
Cette technique pourra être adaptée pour commander le dirigeable puisque il est caractérisé
par une dynamique lente et ses actionneurs imposent des contraintes à respecter.
L'élaboration d'un vecteur de commande prédictive pour un dirigeable est un sujet actif ces
dernières années et a été le sujet de plusieurs travaux récemment publiés. Nous citons par
exemple [ZYDL17, FSM+06, YXZ+17]. Dans [ZYDL17] un vecteur de commande prédictive
est élaboré pour le suivi de trajectoire pour un dirigeable stratosphérique. Sous l'hypothèse
que le mouvement du dirigeable s'eectue dans le plan latéral, une linéarisation des équa-
tions dynamique par la méthode des petites perturbations a été eectuée. Les techniques de
commandes prédictives linéaires discrètes sont appliquées sur le système linéaire résultant
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pour déterminer le vecteur commande en présence d'une force de vent.
Dans le même sens les auteurs [FSM+06] ont utilisé un modèle linéaire simplié et la com-
mande prédictive linéaire discrète pour donner une autonomie au dirigeable. Ils ont utilisé
les capacités de commande prédictive pour respecter les contraintes d'entrée dues aux satu-
rations des actionneurs et aux limitations de sortie. Les contrôleurs MPC sont déterminés
hors-ligne en tant que lois de retour d'état anes par morceaux en tenant compte des in-
certitudes paramétriques an de stabiliser le dirigeable.
Dans le travail présent nous utilisons les techniques de commande prédictive non-linéaires
continues(NCGPC). La NCGPC sera appliquée à l'intégralité du modèle d'un DGP non-
conventionnel (modèle non-linéaire) en présence d'une force de vent qui sera mesurée par
LIDAR. Le vecteur contrôle issue de cette méthode est un vecteur commande optimal par
anticipation.
D'autres méthodologies de contrôle à base modèle ont été appliquées sur le dirigeable, à titre
d'exemple les techniques puissantes du Backstepping [AMDP06, AMdP09, BA05, RP08]
ou le contrôle basé sur la théorie de Lyapunov utilisé dans [ZWDYGZL08].
Ces méthodes académiques permettent de déterminer des vecteurs contrôles "virtuels".
C'est à dire, ce ne sont pas les actionneurs "réels" qui vont assurer la man÷uvrabilité des
dirigeables. Par conséquent une étape importante pour compléter le boucle de contrôle est
d'étudier le problème d'allocation de contrôle. En d'autres termes établir les relations qui
lient les actionneurs "réels " et ces commandes "virtuelles" déterminées par la théorie du
contrôle.
La recherche d'un système de propulsion puissant et ecace pour contourner les eets du
vent amène à un système d'actionnement complexe. Pour le dirigeable MC500 les action-
neurs "réels" responsable de son mouvement sont les angles des pivotements des rotors qui
sont orientés selon deux axes et les forces produites par ces rotors. Ces actionneurs sont
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limités par des contraintes physiques à respecter en résolvant un problème d'allocation de
contrôle envisagé. Les angles d'orientation et la force produite par les rotors sont bornés.
Les actionneurs du MC500 sont au nombre de 12 (8 angles de rotation et 4 forces) cepen-
dant les commandes virtuelles sont au nombre de 6. La connexion entre les commandes
"virtuelles" et les actionneurs "réels" est décrite par un système fortement non-linéaire rec-
tangulaire.
La majorité des travaux cités qui traite du contrôle des dirigeables s'arrêtent à l'étape de
construction d'une commande virtuelles.
La complexité de ce problème est un dé énorme. Généralement l'allocation de contrôle est
traitée d'une manière numérique. Dans ce contexte on cite la méthode pseudo-inverse utili-
sée pour résoudre le problème d'allocation de contrôle sans contrainte [MNT07]. La méthode
d'optimisation quadratique linéaire avec contrainte est utilisée dans [ZLZ15, CCDW15,
ZLZ16] pour minimiser l'erreur pondérée entre l'entrée des commandes virtuelles et les
actionneurs réel an de résoudre le problème d'allocation de contrôle en respectant les
contraintes imposés par les actionneurs.
Ces méthodes utilisent une programmation numérique pour trouver le minimum d'une fonc-
tion coût quadratique. Cependant la question se pose sur l'applicabilité de ses algorithmes
en temps réels en présence d'une perturbation extérieure. En eet, en présence d'une force
de vent on peut dépasser la marge de robustesse des commandes virtuelles, ainsi la fonction
objective à minimiser peut ne pas admettre un minimum et on aura un risque d'instabilité
du dirigeable.
Dans cette thèse nous n'avons pas éludé le problème d'allocation de contrôle et on a éta-
bli un algorithme original basé sur des équations algébriques déterminées d'une manière
analytique selon des arguments énergétiques. Ce nouvel algorithme permettra de piloter le
dirigeable même dans des mauvaises conditions météorologiques. Une étude comparative
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avec les algorithmes numériques quadratiques est présentée dans le chapitre 3.
Dans le cadre du transport des charges avec un câble exible nous avons proposé d'utiliser
les techniques de commande sans modèle. Dans le but d'assurer la stabilité du dirigeable
et de réduire l'oscillation de la charges. Les commandes CSM ne sont pas abordées dans
des travaux de recherche concernant le contrôle des dirigeables. Ce nouveau concept de
contrôle que nous proposons pourra être un bon candidat pour le pilotage automatiques
des dirigeables. Ceci est dû à sa simplicité de mise en ÷uvre (c'est un PID intelligent), sa
robustesse par rapport aux incertitudes paramétriques (on n'a pas besoin de connaitre les
équations de mouvement de dirigeable) et la possibilité de l'utiliser comme une commande
par anticipation.
Le principe de la CSM est introduit par Fliess [FJ08]. IL repose sur l'utilisation d'une
modélisation ultra-locale sur chaque laps de temps pour décrire le modèle d'un proces-
sus physique. Les diérents paramètres du modèle seront estimés à partir de l'entrée et la
sortie du système. Ces estimées seront déterminées par des techniques d'estimation algé-
brique. Plusieurs travaux ont été développés autour de l'idée de la CSM, à titre d'exemple
[AHJ+17, DMJF+13, MdNF+18, DNFJ+10]. Dans [DNFJ+10] les auteurs ont établi une
corrélation entre la commande classique PID et la commande sans modèle, où il ont montré
les principaux points de rapprochement entre ces deux méthodes, d'ou le nom donnée à la
CSM intelligent PID (iPID).
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Chapitre 2
Modélisation des dirigeables gros
porteurs
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2.1 Introduction
Les dirigeables gros porteurs ont un potentiel énorme de développement et pourront
très rapidement prendre une part non-négligeable du transport de fret de par le monde.
Cependant certains problèmes liés notamment à leur sensibilité aux vents doivent être
résolus. En vue d'aboutir à une bonne abilisation de l'engin et de ses missions, il est
nécessaire d'automatiser le plus possible le fonctionnement du dirigeable. Ceci commence
par l'élaboration d'un modèle mathématique précis. Un tel modèle nous permettra d'établir
des algorithmes de contrôle, dans le but notamment de stabiliser l'aérostat pendant la phase
critique de chargement et déchargement des marchandises, et réduire l'oscillation de la
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charge pendant cette phase critique, oscillation qui pourrait être préjudiciable à l'ensemble
du système en raison de la masse importante des charges soulevées.
Dans ce chapitre nous nous intéressons à la modélisation d'un dirigeable gros porteur en
forme d'aile volante. Cette forme non conventionnelle (voir gure 2.1) a de bonnes qualités
aérodynamiques. Ses nombreuses surfaces quasi-planes peuvent être recouvertes de cellules
photovoltaïques en vue de générer une énergie électrique complémentaire permettant ainsi
de minimiser la consommation énergétique.
Dans la première partie de ce chapitre nous présentons les caractéristiques du dirigeable
MC5OO et les travaux déjà réalisés le concernant, notamment le modèle développé par
chaabani et al [CALA12, ACLA12]. Dans cette étude le phénomène de masses ajoutées a
été pris en considération au moyen d'un raisonnement analytique basé sur la théorie du ux
de potentiel de vitesses. Les auteurs ont considéré que le potentiel de vitesse de l'air obéit à
l'équation de Laplace et la carène a été assimilée à un cône de section elliptique. L'utilisation
des coordonnées sphéro-conales a été rendue indispensable. La matrice des masses ajoutées
a été ainsi déterminée en résolvant des équations de Lamé. Le modèle mathématique ainsi
déni est donc bien adapté pour décrire le mouvement du dirigeable en phase de croisière,
c'est-à-dire quand les charges sont en soute.
La deuxième partie de ce chapitre est consacrée à la modélisation du dirigeable pendant
la phase de chargement et de déchargement où la charge est suspendue par un câble. Le
câble est exible et sa déformation est non-négligeable. Pour la modélisation du système,
nous avons fait appel à des techniques basées sur l'approche de Kircho dans les quasi-
coordonnées. Le câble est considéré comme une poutre d'Euler-Bernoulli. Les équations du
mouvement sont données par des EDPs et des EDOs. Par conséquent le système dirigeable-
câble-charge est piloté par des équations aux EDPs et des EDOs. On utilisera une analyse
modale pour dénir la déformation. Cette technique nous permet de séparer l'espace et le
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temps et de décrire la déformation par un nombre ni de modes. Nous obtenons ainsi, un
modèle dynamique d'ordre ni composé par des équations diérentielles ordinaires.
2.2 Modélisation d'un dirigeable avec charge intégrée
Dans ce travail nous nous sommes intéressés aux dirigeables gros porteurs et plus par-
ticulièrement au MC500 qui sera le modèle de nos applications.
L'aérostat MC500 est un projet majeur de l'association Française DIRISOFT. La nouvelle
forme de ce dirigeable et la motorisation électrique fonctionnant grâce à des piles à com-
bustibles et à des cellules photovoltaïques représentent les principales nouveautés de cet
engin volant. Le MC500 est un dirigeable hybride équipé par 4 rotors à hélices contra-
Figure 2.1  Dirigeable MC500
rotatives. Son système de propulsion est conçu pour remédier à l'eet du vent. L'énergie
nécessaire pour alimenter les moteurs d'un dirigeable serait une énergie mixte(énergie pho-
tovoltaïque/pile à combustible). En eet, la surface importante des dirigeables peut être
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couverte de cellules photovoltaïques. L'énergie électrique récupérée par ces panneaux sera
utilisée pour fournir l'énergie aux moteurs de propulsion et aux moteurs auxiliaires. Lors
des phases de non-ensoleillement, une pile à combustible fournira l'énergie nécessaire.
2.2.1 Etude cinématique
Pour décrire le mouvement du dirigeable on utilise deux repères. Un repère R0 =
(O,X0, Y0, Z0) lié à la terre. L'autre repère est un repère mobile, son origine est le centre
de gravité G du dirigeable. Ce repère noté Rm = (O,Xm, Ym, Zm) dont les axes sont liés à
la géométrie de l'appareil, sont choisis de la manière suivante :
 Xm l'axe longitudinal.
 Ym l'axe transversal.
 Zm l'axe normal à (Xm, Ym)
Dans le référentiel inertiel R0, les coordonnées généralisées servant à dénir la position et
l'orientation du dirigeable sont : x, y, z, φ, θ, ψ. Les angles ψ l'azimut (roll), θ tangage
(pitch) et φ la gite (yaw) sont nommés angles d'Euler. Ils sont sélectionnés de sorte que la
transformation du repère local Rm au repère inertiel R0 soit de la forme :
J1 = J1(η2) =

cψ −sψ 0
sψ cψ 0
0 0 1

︸ ︷︷ ︸
Hψ

cθ 0 −sθ
0 1 0
sθ 0 cθ

︸ ︷︷ ︸
Hθ

1 0 0
0 cφ −sφ
0 sφ cφ

︸ ︷︷ ︸
Hφ
(2.1)
avec Hψ, Hθ et Hφ sont des matrices de passages des bases suivantes (voir gure (2.2),
(2.3), (2.4)) :
B(X0, Y0, Z0)
Hψ7−→ B(X1, Y1, Z0)
Hθ7−→ B(Xm, Y1, Z1)
Hφ7−→ B(Xm, Ym, Zm)
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Figure 2.2  Rotation suivant l'angle de lacet
Figure 2.3  Rotation suivant l'angle de tangage
où B(X0, Y0, Z0) est la base du référentiel R0, B(Xm, Ym, Zm) base du repère local Rm.
B(X1, Y1, Z0) et B(Xm, Y1, Z1) sont les bases intermédiaires et X1, Y1, Z1 des vecteurs qui
complètent les bases. La matrice de rotation entre le référentiel Rm et le référentiel R0 est
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donnée par :
J1(η2) =

cθcψ sθsφcψ − cφsψ sθcφcψ + sφsψ
cθsψ sθsφsψ + cφcψ sθcφsψ − sφcψ
−sθ sφcθ cθcφ
 (2.2)
avec η2 = [φ, θ, ψ]t : vecteur colonne d'orientation du repère mobile exprimé dans le repère
xe R0 donné par les angles d'Euler.
Nous pouvons aussi adapter d'autres paramétrisations pour décrire le mouvement du di-
Figure 2.4  Rotation suivant l'angle de roulis
rigeable telle que la paramétrisation par les quaternions. La représentation d'Euler, reste
plus intuitive que celle des quaternions. En eet, la transformation d'Euler a également
l'avantage de minimiser les impacts des singularités dans la matrice de transformation des
vitesses angulaires. Elle ne sera singulière qu'à l'angle de tangage θ = π2 . Cette congura-
tion ne se présente pas pour le dirigeable. En eet, grâce aux phénomènes aérostatiques,
aérodynamique et à la propulsion, il est impossible pour un dirigeable d'avoir un angle de
tangage de π2 .
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2.2.1.1 Transformation des vitesses linéaires
En utilisant la matrice de changement de base J1(η2) donnée par l'expression (3.3) , la
relation entre les composantes de la vitesse linéaire η1 par rapport à R0 exprimée dans le
repère inertiel R0 et celle de la vitesse linéaire ν1 par rapport à R0 exprimée dans le repère
local du dirigeable, peut s'exprimer de la manière suivante :
η̇1 = J1(η2)ν1 (2.3)
Où :
• η1 = [x, y, z]t le vecteur position du centre de gravité du dirigeable par rapport à R0
dont les composantes sont exprimées dans le repère terrestre R0.
• ν1 = [u, v, w]t le vecteur vitesse de translation du centre de gravité du dirigeable par
rapport à R0 dont les composantes sont exprimées dans le repère local Rm.
2.2.1.2 Transformation des vitesses angulaires
On désigne par :
• ν2 = [p, q, r]t le vecteur vitesse du dirigeable dans le repère local Rm
• J2(η2) la matrice de passage reliant les composantes des vitesses de rotation dans le
repère global à celles relatives au repère local.
La deuxième relation de la cinématique est donnée par :
φ̇
θ̇
ψ̇

︸ ︷︷ ︸
η̇2
=

1 tθsφ tθcφ
0 cφ −sφ
0
sφ
cθ
cφ
cθ

︸ ︷︷ ︸
J2(η2)

p
q
r

︸ ︷︷ ︸
ν2
(2.4)
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Les termes de la matrice J2(η2) conrment que les positions singulières sont données par
cos(θ) = 0(θ ≡ π2 [nπ], n ∈ N ).
2.2.1.3 Equation de la cinématique
A l'aide des équations (3.3) et (2.4), la cinématique du dirigeable peut s'exprimer par :
η̇1
η̇2

︸ ︷︷ ︸
η̇
=
J1(η2) 0
0 J2(η2)

︸ ︷︷ ︸
J(η2)
ν1
ν2

︸ ︷︷ ︸
ν
(2.5)
L'équation de la cinématique s'écrit nalement sous forme développée :

ẋ = cψcθu+ (−sψcφ + cψsφsθ)v + (sψsφ + cψcφsθ)w
ẏ = sψcθu+ (cψcφ + sψsθsφ)v + (−cψsφ + sψsθcφ)w
ż = −sθu+ cθsφv + cθcφw
φ̇ = p+ tθsφq + tθcφr
θ̇ = cφq − sφr
ψ̇ =
sφ
cθ
q +
cφ
cθ
r
(2.6)
Nous avons présenté ici une étude cinématique qui consiste à décrire le mouvement du
dirigeable à partir des mouvements de translations et de rotations suivant le paramétrage
Eulérien. Par la suite, nous exposons une étude dynamique du dirigeable basée sur les
équations de Kircho en incluant le phénomène des masses ajoutées.
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2.2.2 Etude dynamique et aérodynamique
2.2.2.1 Matrice de masse
Le phénomène des masses ajoutées est bien connu pour les dirigeables. Lorsqu'un diri-
geable se déplace dans un uide incompressible, l'énergie cinétique du uide déplacé produit
un eet équivalent à une augmentation importante de la masse et des moments d'inertie
du dirigeable.
L'équation de l'énergie cinétique d'un corps immergé dans un uide a été développée par
Lamb [Lam45]. Il a montré que l'expression de l'énergie cinétique peut s'écrire comme une
fonction quadratique de la vitesse de translation et de rotation comme suit :
T =
1
2
νt(Mb +Ma)ν
avec Mb est la matrice de masse du dirigeable donné par :
Mb =

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ixx 0 Ixz
0 0 0 0 Iyy 0
0 0 0 Ixz 0 Izz

Où Ixx, Iyy,Izz sont les moments d'inerties et ont pour expressions :
Ixx =
∑
mi(z
2
i + y
2
i ) ; Iyy =
∑
mi(z
2
i + x
2
i ) ; Izz =
∑
mi(x
2
i + y
2
i )
Ixz = Izx =
∑
mixizi
etMa est la matrice des masses ajoutées. Elle a pour expression dans le cas duMC500[CALA12]
Ma = Ma,carene +Ma,gouverne (2.7)
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Ma =

Mac11 +Mag11 0 0 0 0 0
0 Mac22 +Mag22 0 0 0 0
0 0 Mac33 +Mag33 0 0 0
0 0 0 Mac44 +Mag44 0 Mac46
0 0 0 0 Mac55 +Mag55 0
0 0 0 Mac46 0 Mac66 +Mag66

(2.8)
Le calcul de la matrice des masses ajoutées le plus documenté est celui des aérostats de
forme ellipsoïdale classique[Lam45]. L'analyse de ce phénomène pour les formes non conven-
tionnelles est souvent eectuée par des méthodes approximatives telles que la méthode
géométrique[Bre82, Mun24] et les méthodes numériques[BF05, EOSKD04]. Pour le diri-
geable MC500, on s'est appuyée sur une étude analytique de détermination des masses
ajoutées [CALA12, ACLA12] elle utilise la théorie des écoulements de potentiel de vitesse.
La matrice de masse est calculée en résolvant les équations de Laplace dans les coordonnées
sphèro-conales. Ces coordonnées sont adaptées à la forme de la carène qui est considérée
comme un cône-elliptique.
La forme générale de la matrice de masse est donnée par :
MT =
MTT 0
0 MRR
 =

M11 0 0 0 0 0
0 M22 0 0 0 0
0 0 M33 0 0 0
0 0 0 M44 0 M46
0 0 0 0 M55 0
0 0 0 M46 0 M66

(2.9)
Pour déterminer l'équation dynamique du dirigeable, on peut utiliser la méthode Langran-
gienne [Sha13] ou la description par les équations de Kircho. Cette dernière méthode est
une reformulation de la description Eulerienne et Langrangienne. Elle est adaptée pour
modéliser le dirigeable MC500.
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Cette formulation combine en eet les équations de Lagrange avec l'utilisation des variables
eulériennes et se présente ainsi [Fos94] :

d
dt(
∂T
∂ν1
) + ν2 × ∂T∂ν1 = τ1
d
dt(
∂T
∂ν2
) + ν2 × ∂T∂ν2 + ν1 ×
∂T
∂ν1
= τ2
(2.10)
L'application de cette théorie au mouvement du dirigeable nous permet d'obtenir la relation
suivante : MTT 0
0 MRR
ν̇1
ν̇2
 =
 τ1 − ν2 ×MTT ν1
τ2 − ν2 ×MRRν2 − ν1 ×MTT ν1
 (2.11)
Où τ1, τ2 sont respectivement les forces et les moments appliqués sur le dirigeable. Nous
les présenterons dans la section suivante.
2.2.2.2 Forces et moments appliqués sur le dirigeable
Une des caractéristiques des dirigeables est la poussée d'Archimède. Un engin volant
qui baigne dans un uide au repos et traversant sa surface libre, subit une force verticale,
opposée au poids du volume de uide déplacé. Ce principe explique la ottabilité des
bateaux, ainsi que l'équilibre aérostatique des dirigeables et montgolères. La force de
poussée d'Archimède croît avec le volume et non avec la surface ce qui explique la grande
taille des dirigeables. A titre d'indication 1m3 hélium contenu dans le dirigeable permet de
suspendre 1kg de charge grâce à la poussée d'Archimède. Il est donc possible de construire
des dirigeables ayant une capacité d'emport considérable.
Pour un dirigeable la poussée d'Archimède est donnée par :
Bu = ρfV g
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où V , ρf , g sont respectivement le volume de la carène, la densité de l'air et de la gravité.
La force due au poids et à la poussée d'Archimède aura pour expression :
FwB = (mg −Bu)J t1(η2)ez = (mg −Bu)

−sθ
cθsφ
cθcφ
 (2.12)
Le moment induit par la force d'Archimède :
MwB = BuJ
t
1(η2)ez ×BG = −BuzG

cθsφ
sθ
0
 (2.13)
avec : BG =
(
0 0 −zG
)t
La portance du dirigeable est assurée par le gaz d'hélium. C'est la raison pour laquelle
la motorisation des dirigeables est moins puissante comparée à la motorisation des aéro-
dynes. Une motorisation adéquate est cependant nécessaire pour contrer les eets du vent
et permettre au dirigeable de voler à des vitesses pouvant atteindre 150km/h. Elle permet
également, au dirigeable d'atterrir dans des zones dépourvues d'infrastructure et diciles
d'accès. La motorisation générera dans ce cas là des mouvements verticaux.
La majorité des dirigeables sont propulsés par des moteurs à hélice. Certains d'entre eux
sont thermiques et d'autres sont propulsés à l'aide de moteurs électriques.
En ce qui concerne le MC500, il est équipé par quatre rotors qui fonctionnent grâce à une
motorisation électrique. Chaque rotor a deux hélices parallèles contrarotatives. La concep-
tion des rotors a été prévue d'une part pour éviter tout couple aérodynamique, et d'autre
part pour que le dirigeable puisse se stabiliser rapidement et s'opposer à une rafale de vent
pré-détectée. Les rotors du MC500 peuvent pivoter dans deux sens :
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Figure 2.5  Rotor de dirigeable MC500
 Une rotation d'inclinaison d'angle βi autour de l'axe Ym. (−180 < βi < 180)
 Une rotation azmutale γi(−30 < γi < 30) autour d'un axe ZiR normal à l'axe Ym
L'axe XiR complète le repère associé au rotor. On notera par Pi la position du rotor i et
Ji est la matrice de rotation entre repère Rm et le repère (Pi, XiR, Ym, ZiR). le matrice Ji
est donnée par : 
cγicβi −sγicβi sβi
sβi cβi 0
−cγisβi sγisβi cβi

Les Pi sont les points d'application des forces Fi. Ils sont dénit par :
P1 =

a
b1
c
, P2 =

a
−b1
c
, P3 =

a
b3
c
 P4 =

a
−b3
c

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Chaque moteur i produit une force Fi donnée par :
Fi = Ji ‖ Fi ‖ eXm
Avec eXm est un vecteur unitaire porté par l'axe Xm
Le moment induit par ces forces dans le centre de gravité G :
Mi = Fi × PiG
Les forces produites par chaque moteur sont données par :
Fi =‖ Fi ‖

sγicβi
sγi
−cγisβi
 (2.14)
Les moments induits par ces forces :
Mi = Fi × PiG (2.15)
En utilisant les coordonnées des points Pi on pourra évaluer le moment induit par chaque
force et on aura :
P1 =

a
b1
c
⇒M1 = − ‖ F1 ‖

csγ1 + b1cγ1sβ1
−ccγ1cβ1 − acγ1sβ1
b1cγ1cβ1 − asγ1

P2 =

a
−b1
c
⇒M2 = − ‖ F2 ‖

csγ2 + b1cγ2sβ2
−ccγ2cβ2 − acγ2sβ2
b1cγ2cβ2 − asγ2

,
P3 =

a
b3
c
⇒M3 = − ‖ F3 ‖

csγ3 + b3cγ3sβ3
−ccγ3cβ3 − acγ3sβ3
b3cγ3cβ3 − asγ3

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P4 =

a
−b3
c
⇒M4 = − ‖ F4 ‖

csγ4 + b3cγ4sβ4
−ccγ4cβ4 − acγ4sβ4
b3cγ4cβ4 − asγ4

Les Forces et les moments appliqués au dirigeable hors gravité et poussée d'archimède sont
respectivement :
τF1 =

∑4
k=1 ‖ Fi ‖ cγicβi∑4
k=1 ‖ Fi ‖ sγi
−
∑4
k=1 ‖ Fi ‖ cγisβi
 (2.16)
τF2 = −

c
∑4
k=1 ‖ Fi ‖ sγi + b1(‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)+
b3(‖ F3 ‖ cγ3sβ3− ‖ F4 ‖ cγ4sβ4)
−c
∑4
k=1 ‖ Fi ‖ cγicβi + a(‖ F4 ‖ cγ4sβ4+ ‖ F3 ‖ cγ3sβ3−
‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)
b1(‖ F1 ‖ cγ1cβ1− ‖ F2 ‖ cγ2cβ2) + b3(‖ F3 ‖ cγ3cβ3− ‖ F4 ‖ cγ4cβ4)+
a(‖ F4 ‖ sγ4+ ‖ F3 ‖ sγ3− ‖ F1 ‖ sγ1− ‖ F2 ‖ sγ2)

(2.17)
Les expressions des forces τ1 et des moments τ2 appliqués sur le dirigeable sont :
τ1 =

∑4
k=1 ‖ Fi ‖ cγicβi − (mg −Bu).sθ∑4
k=1 ‖ Fi ‖ sγi + (mg −Bu).sφ.cθ
−
∑4
k=1 ‖ Fi ‖ cγisβi + (mg −Bu).cφcθ
 =

α1
α2
α3
 (2.18)
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τ2 = −

c
∑4
k=1 ‖ Fi ‖ sγi + b1(‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)+
b3(‖ F3 ‖ cγ3sβ3− ‖ F4 ‖ cγ4sβ4) +BuzBsφcθ
−c
∑4
k=1 ‖ Fi ‖ cγicβi + a(‖ F4 ‖ cγ4sβ4+ ‖ F3 ‖ cγ3sβ3−
‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2) +BuzBsθ
b1(‖ F1 ‖ cγ1cβ1− ‖ F2 ‖ cγ2cβ2)+
b3(‖ F3 ‖ cγ3cβ3− ‖ F4 ‖ cγ4cβ4)+
a(‖ F4 ‖ sγ4+ ‖ F3 ‖ sγ3− ‖ F1 ‖ sγ1− ‖ F2 ‖ sγ2)

=

α4
α5
α6
 (2.19)
Une fois l'énergie cinétique du dirigeable déterminée et les forces appliquées dénies, on
pourra établir le modèle dynamique ainsi que le modèle global du dirigeable.
2.2.2.3 Modèle dynamique
Les équations qui pilotent le modèle dynamique sont déduits des équations (2.10) −
(2.19). Nous pouvons ainsi écrire le modèle dynamique sous la forme compacte suivante :
MT ν̇ = τ +Qe
avec :
MT =
MTT 0
0 MRR
,ν =
ν1
ν2
,τ =
τ1
τ2
 et
Qe =
 τ1 − ν2 ×MTT ν1
τ2 − ν2 ×MRRν2 − ν1 ×MTT ν1
 = [Q1, ..., Q6]t
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ou encore sous forme développée ainsi :
M11u̇ =
∑4
k=1 ‖ Fi ‖ cγicβi − (mg −Bu)sθ −M33qw +M22rv
M22v̇ =
∑4
k=1 ‖ Fi ‖ sγi + (mg −Bu)sφcθ −M33pw −M22ru
M33ẇ = −
∑4
k=1 ‖ Fi ‖ cγisβi + (mg −Bu)cφcθ +M11uq −M22vp
M44ṗ+M46ṙ = c
∑4
k=1 ‖ Fi ‖ sγi + b1(‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)+
b3(‖ F3 ‖ cγ3sβ3− ‖ F4 ‖ cγ4sβ4) +BuzBsφcθ −M46pq + (M55 −M66)qr
M55q̇ = −c
∑4
k=1 ‖ Fi ‖ cγicβi + a(‖ F4 ‖ cγ4sβ4+ ‖ F3 ‖ cγ3sβ3−
‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2) +BuzBsθ −M46p2 + (M66 −M44)pr −M46r2
M46ṗ+M66ṙ = b1(‖ F1 ‖ cγ1cβ1− ‖ F2 ‖ cγ2cβ2) + b3(‖ F3 ‖ cγ3cβ3− ‖ F4 ‖ cγ4cβ4)+
a(‖ F4 ‖ sγ4+ ‖ F3 ‖ sγ3− ‖ F1 ‖ sγ1− ‖ F2 ‖ sγ2) + (M44 −M55)pq +M46qr
(2.20)
Le Modèle dynamique du dirigeable MC500 se traduit par le schéma fonctionnel (2.6)
Figure 2.6  Dynamique du dirigeableMC500 : schéma de block réalisé par simmechanics
donné par le logiciel Simmechanics qui établit une passerelle entre le logiciel CAO solidworks
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et matlab simulink et schématise les diérents composants et articulation mécaniques du
dirigeable
Nous combinerons les équations de la cinématique et les équations de la dynamique pour
obtenir le modèle d'état complet du dirigeable.
2.2.2.4 Modèle complet du dirigeable MC500
En synthétisant les relations précédentes, le modèle mathématique du MC500 sera
donné sous la forme compacte suivante : η̇ = J(η2)νMT ν̇ = τ +Qe (2.21)
ou encore sous forme développée :
ẋ = cψcθu+ (−sψcφ + cψsφsθ)v + (sψsφ + cψcφsθ)w
ẏ = sψcθu+ (cψcφ + sψsφsθ)v + (−cψsφ + sψcφsθ)w
ż = −sθu+ sφcθv + cφcθw
φ̇ = p+ sφtθq + cφtθr
θ̇ = cφq − sφr
ψ̇ =
sφ
cθ
q +
cφ
cθ
r
M11u̇ = α1 +Q1
M22v̇ = α2 +Q2
M33ẇ = α3 +Q3
(M246 −M66M44)ṗ = M46α6 +M46Q6 −M66α4 −M66Q4
M55q̇ = α5 +Q5
(M246 −M66M44)ṙ = M46α4 −M44α6 +M46Q4 −M44Q6
(2.22)
 X = [x, y, z, φ, θ, ψ, u, v, w, p, q, r]t : l'état du système.
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 Les paramètres αi : les composantes des vecteurs forces et moments.
 Qe = [Q1, ..., Q6]t : les termes non-linéaires qui représentent les termes gyroscopiques.
Le modèle établi ci-dessus servira pour appliquer les algorithmes de contrôle, an de sta-
biliser l'engin au voisinage d'un point d'équilibre ou bien pour suivre une trajectoire bien
dénie. Ce modèle décrit les équations de mouvement d'un dirigeable gros porteur pour
transporter des charges volumineuses en soute. Une des particularités de cette classe de
dirigeables, c'est la possibilité de charger et décharger les marchandises en altitude. Ceci
minimisera encore la logistique nécessaire. Cependant cette phase doit être analysée avec
beaucoup de précision en raison de sa complexité et de sa criticité.
Dans la section suivante nous établirons les équations de mouvement d'un dirigeable avec
charge suspendue par un câble exible.
2.3 Modélisation du dirigeable avec charge suspendue
Lors des phases de chargement et de déchargement, le dirigeable peut être considéré
comme une grue volante. Le mouvement du dirigeable et les forces de perturbation telles
que le vent créent une oscillation de la charge. Cette oscillation peut-être dangereuse et
inuerait négativement sur la man÷uvrabilité du dirigeable (particulièrement lorsqu'il sou-
lève des charges lourdes). Réduire le balancement de la charge nous permettrait d'accroitre
la rapidité et la sécurité de la man÷uvre et d'améliorer le contrôle du dirigeable.
Le dirigeable est caractérisé par une dynamique lente ce qui rend la commande du câble
par les actionneurs du dirigeable dicile. Nous proposons d'intégrer alors un actionneur à
la sortie de l'enrouleur du câble représenté par une liaison cardan motorisée et qui aura
pour mission de contrôler la dynamique rapide du câble.
l'élaboration d'un modèle mathématique précis décrivant les équations du mouvement du
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système dirigeable charge suspendue sera donc nécessaire dans une première étape.
Les modélisations d'autres types de plateformes aériennes avec charges sous élingue ont été
bien étudiées et référencées, notamment en ce qui concerne les hélicoptères [LS65, ORA06]
et les quadrotors[PBSF15, RdA16]. Dans ces derniers travaux la modélisation est eectuée
sous l'hypothèse que le câble est rigide et sans masse. Cette hypothèse est forte pour un
dirigeable-grue en raison du poids de la charge transportée.
Pour une étude plus précise du phénomène, nous développons dans ce qui suit un modèle
de dirigeable-grue au voisinage d'un point de chargement ou de déchargement. Nous tien-
drons compte de la exibilité du câble qui sera assimilé à une poutre d'Euler-Bernoulli.
Nous adopterons une cinématique non linéaire ainsi que la théorie de Kircho dans les
quasi-coordonnés an d'élaborer les équations dynamiques du système multi-corps exible.
2.3.1 Modélisation en 2D
Dans un but méthodologique de clarication du problème nous présenterons dans cette
section le cas d'une oscillation de la charge et d'une déformation du câble qui se fait dans
un plan vertical donné, incluant l'axe z2. Ce phénomène représente le cas le plus fréquent de
sollicitation extérieure due au vent. Les résultats obtenus seront généralisés dans la section
suivante dans une modélisation en 3D.
2.3.1.1 Préliminaire
La gure 2.7 montre le système à modéliser. Il est constitué par un dirigeable transpor-
tant une charge au moyen d'un câble exible. Nous supposons que le dirigeable en phase de
chargement ou déchargement est soumis à une rafale de vent orientée suivant l'axe (OXm).
Dans cette conguration le dirigeable se déplace en mouvement de translation. Ce dépla-
cement génère un angle de balancement de la charge noté θs. Le câble se comporte comme
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Figure 2.7  DGP avec charge suspendue par un câble
une poutre exible de longueur L, de masse par unité de longueur ρ et de rigidité EIy2 , où
E est le module de Young et Iy2 le moment quadratique selon y2. La déformation du câble
est notée σ. La masse de la charge est Ms, son inertie Is et la distance entre son centre de
masse et l'extrémité du câble est rs.
Pour monter et descendre la charge nous utilisons un enrouleur placé à proximité du
centre de gravité du dirigeable. Une liaison cardan suit immédiatement la sortie du câble de
l'enrouleur (voir gure 2.8 ). Le choix de cette liaison a pour objectif de contrôler le câble
par un seul actionneur dans deux plans de vol : Longitudinal(étudié dans cette section)
et transversal. Le cardan sera piloté par un moteur électrique qui a pour inertie Im et de
coecient de frottement κm.
Lors de cette modélisation quelques hypothèses seront adoptées :
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Figure 2.8  la liaison cardan
1. Le câble est modélisé comme une poutre d'Euler-Bernoulli, c'est à dire :
 L'inertie de rotation d'un élément est négligée.
 Le cisaillement dû à l'eort tranchant est négligé.
2. Les déformations du câble sont supposées susamment petites pour pouvoir adopter
l'hypothèse des petites perturbations.
3. L'actionneur qui pilote le cardan sera supposé dans le centre du gravité du dirigeable.
Pour décrire le mouvement du système multi-corps exible : dirigeable , câble exible et
charge suspendue, nous dénissons les repères suivants :
 R0(X,Y, Z) : Un repère lié à la terre.
 R1(G,Xm, Ym, Zm) : Un repère lié au centre de gravité du dirigeable.
 R2(G,X2, Y2, Z2) : Un repère lié au câble en rotation d'un angle θs par rapport à R1
 R3(Ps, X3, Y3, Z3) : Un repère à l'extrémité du câble pour décrire le mouvement de
la charge.
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 Rd(Pd, Xd, Yd, Zd) : Un repère attaché à une section quelconque du câble situé à une
distance z2 de l'axe Z2. Pour z2 = 0 l'axe Xd est superposé avec l'axe X3 et avec l'axe
Z3 pour z2 = L.
Pour des raisons de simplicité d'écriture des équations, nous allons utiliser dans la suite les
notations suivantes :
σ(z2, t) = σ, σz2 =
∂σ
∂z2
, σz2z2 =
∂2σ
∂z22
, σ̇ = ∂σ∂t sont respectivement la déformation et ses
dérivées à un point d'abscisse z2 du câble
σ(L, t) = σL, σz2,L = (
∂σ
∂z2
)pz2=L , σz2z2,L = (
∂2σ
∂z22
)pz2=L sont respectivement la déformation,
sa première et seconde dérivée partielle à l'extrémité du câble.
Nous nous plaçons ici dans le cadre des grands déplacements avec petites déformations.
Dans la littérature, les chercheurs utilisent souvent une cinématique d'ordre 1 pour mo-
déliser une poutre exible. La modélisation est eectuée sous réserve que la position d'un
point le long d'une poutre est indépendante de l'allongement de la poutre selon son axe
neutre, ceci permet de négliger des termes non linéaires, et ce dans l'objectif de réduire la
complexité des équations obtenues.
Les termes non linéaires négligées sont des termes d'ordre 2, ils sont appelés raidissements
géométriques (geometric stiening terms)[KRB87] et ils représentent l'allongement de la
poutre. Les termes de raidissement sont importants lorsque le câble exible est soumis à
des vitesses et des accélérations élevées. Pour le dirigeable-grue, les termes de raidissement
ne sont pas négligeables, car d'une part les rafales de vent ont des eets considérables sur
le dirigeable et peuvent créer des accélérations élevées, et d'autre part les grandes vitesses
et accélérations angulaires de la liaison cardan peuvent aussi générer des déformations im-
portantes du câble, ce qui nous sortirait du cadre des hypothèses simplicatrices.
Pour les diérentes raisons citées, nous ne pourrons pas adopter une cinématique linéaire
d'ordre 1 pour modéliser le dirigeable-grue.
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Dans ce qui suit nous allons présenter une cinématique non linéaire d'ordre deux an de
tenir compte de la exibilité et de l'allongement du câble. Nous développons les expressions
des énergies cinétiques et potentielles à l'ordre deux.
2.3.1.2 Quelques dénitions
Dans ce paragraphe, nous introduisons les grandeurs physiques nécessaires pour dé-
crire le mouvement du dirigeable-grue. Nous introduisons les vecteurs positions du système
considéré et les matrices de passage entre les diérents repères.
Le dirigeable est en mouvement de translation suivant l'axe (GXm), par conséquent la
position du centre de gravité du dirigeable dans le repère R1 est donnée par :
OG =

x
0
0

Le repère R2 est en mouvement de rotation d'un angle θs par rapport au repéré R1. La
matrice de passage du repère R1 vers le repère R2 est :
Hθs =

cθs 0 −sθs
0 1 0
sθs 0 cθs
 (2.23)
Un câble de longueur initiale L s'allonge sous l'eet des charges. Le terme qui décrit l'al-
longement est un terme d'ordre deux en fonction de la déformation. Il est donné par :
1
2
∫ z2
0
σ2s(s, t)ds (2.24)
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Ainsi, la position d'un élément Pd du câble dans le repère R2 est égale à :
GPd =

σ(z2, t)
0
z2 − 12
∫ z2
0 σ
2
s(s, t)ds
 (2.25)
σ(z2, t) : la déformation du câble à la position z2 à l'instant t. La matrice de passage de Rd
par rapport à R2 est [Pie01] :
Rd/2 =

1− 12σ
2
z2 0 −σz2
0 1 0
σz2 0 1− 12σ
2
z2
 (2.26)
D'autre part, la position de centre de masse de la charge dans R2 est donnée par :
GPs = GP1 + R̃d/2P1Ps =

σL
0
L− 12
∫ L
0 σ
2dz2
+

1− 12σ
2
z2,L
0 −σz2,L
0 1 0
σz2,L 0 1− 12σ
2
z2,L


0
0
rs

(2.27)
GPs =

σL − rsσz2,L
0
L+ rs − 12rsσ
2
z2,L
− 12
∫ L
0 σ
2
z2dz2
 (2.28)
Où P1 est un point à l'extrémité du câble.
R̃d/2 est une matrice de rotation obtenue à partir de Rd/2 en remplaçant z2 par L. Le
vecteur gravité s'exprime dans le repère R2 par :
g1 = Hθs

0
0
g
 =

−sθsg
0
cθsg
 (2.29)
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Remarque 1 1. Les termes d'ordres deux qui correspondent à l'allongement du câble
ne seraient pas pris en compte si on aurait fait l'hypothèse d'une cinématique d'ordre
un.
2. Les matrices de rotation Rd/2 et R̃d/2 sont des matrices orthogonales.
3. Dans le cas où la masse de la charge est concentrée dans l'extrémité du câble nous
aurions rs = 0
La dénition du vecteur position et la dénition des angles de rotation d'un repère à un
autre nous permet d'évaluer les vitesses linéaires et angulaires. La vitesse angulaire de R2
par rapport à R0 sera :
Ω2 = q1Ym (2.30)
Tandis que la vitesse angulaire de Rd par rapport à R2 sera :
Ωd/2 = σ̇z2Y2 (2.31)
qu'on pourrait exprimer dans R1 par :
Ωd/1 = (q1 + σ̇z2)Ym
La vitesse linéaire du câble par rapport à R0 est :
vdpR0 =
dOG
dt
+Hθs
dGPd
dt
+ Ω2 ×HθsGPd (2.32)
En utilisant la matrice de passage Hθs nous pouvons écrire cette vitesse dans le référentiel
R2 comme suit :
vdpR2 = H
t
θs
dOG
dt
+
dGPd
dt
+ Ω2 ×GPd (2.33)
ainsi on a :
vdpR2 =

ucθs + σ̇ + z2q1 − 12q1
∫ z2
0 σ
2
sds
0
−usθs − σq1 −
∫ z2
0 σsσ̇sds
 (2.34)
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La vitesse linéaire de la charge est calculée de la même manière que la vitesse linéaire du
câble. Elle sera, exprimée dans R2 par :
vspR2 = H
t
θs
dOG
dt
+
dGPs
dt
+ Ω2 ×GPs (2.35)
vspR2 =

ucθs + σ̇L + σ̇z2,Lrs + q1(L+ rs − 12rsσ
2
z2,L
− 12
∫ L
0 σ
2
z2dz2)
0
usθs − rsσ̇z2,Lσz2,L − q1(σL − rsσz2,L)−
∫ L
0 σz2 σ̇z2dz2
 (2.36)
An d'appliquer les équations quasi-lagrangienne (2.54) nous avons besoin de déterminer
le lagrangien du système multi-corps exible :
L = T − V +Ra
Où T est l'énergie cinétique totale du système, V son énergie potentielle et Ra est la fonction
de dissipation de Rayleigh que l'on calculera dans les paragraphes suivants :
2.3.1.3 Énergie cinétique
L'énergie cinétique du système est la somme des énergies cinétiques des diérents élé-
ments : dirigeable, câble, charge et enrouleur. Elle s'écrit ainsi :
T = TD + Ts + Tm +
∫ L
0
Tc (2.37)
Avec TD l'énergie cinétique du dirigeable donnée par :
TD =
1
2
MDu
2
Tm L'énergie cinétique du moteur du cardan :
Tm =
1
2
Imq
2
1
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et Tc est l'énergie cinétique d'un élément du câble :
Tc =
1
2
ρvtdvddz2
D'oú l'énergie cinétique de tout le câble :∫ L
0
Tc =
1
2
ρ[Lu2 +
∫ L
0
σ̇2dz2 +
L3
3
q21 + 2ucθs
∫ L
0
σ̇dz2 + L
2uq1cθs − uq1cθs
∫ L
0
∫ z2
0
σ2z2dsdz2
+ 2q1
∫ L
0
z2σ̇dz2 − q21
∫ L
0
z2
∫ z2
0
σ2z2dsdz2 + q
2
1
∫ L
0
σ2dz2 + 2uq1sθs
∫ L
0
σdz2
+ 2usθs
∫ L
0
∫ z2
0
σz2 σ̇z2dsdz2 +O(3)] (2.38)
L'énergie cinétique de la charge est donnée par :
Ts =
1
2
Is(q1 + σ̇L)
2 +
1
2
Msv
t
svs (2.39)
.
Ts =
1
2
Is(q
2
1 + σ̇
2
z2,L + 2q1σ̇z2,L) +
1
2
Ms[u
2 + σ̇2L + σ̇
2
z2,Lr
2
s + (L+ rs)
2q21 + 2uσ̇Lcθs
+2rsuσ̇z2,Lcθs + 2uq1cθs(L+ rs)− rsuq1cθsσ2z2,L − uq1cθs
∫ L
0
σ2z2dz2 + 2rsσ̇Lσ̇z2,L
+2q1σ̇L(L+ rs) + 2rs(L+ rs)q1σ̇z2,L + q
2
1σ
2
L + r
2
sq
2
1σ
2
z2,L − 2usθs
∫ L
0
σz2 σ̇z2dz2
−2rsusθs σ̇z2,Lσz2,L − 2uq1sθsσL + 2rsuq1sθsσz2,L +O(3)] (2.40)
Comme nous avons utilisé une cinématique d'ordre deux, le modèle sera plus précis au se-
cond ordre en termes de déformation et de sa première dérivée temporelle. Par conséquent,
tous les termes en σ ou σ̇, ou leurs dérivées spatiales, doivent être linéarisés dans les équa-
tions de mouvement qui en résultent. En développant les équations de l'énergie cinétique du
câble et du solide, il sut de garder les expressions de la position et de la vitesse exactes au
second ordre. Toutes les autres quantités peuvent être linéarisées. Le linéarisé de l'énergie
81
2.3. MODÉLISATION DU DIRIGEABLE AVEC CHARGE SUSPENDUE
cinétique totale du système d'ordre 2 aura pour expression :
T =
1
2
[(ρL+Ms +MD)u
2 + (Is + Im +Ms(L+ rs)
2 + ρ
L3
3
)q21 + (Msσ
2
L + r
2
sMsσ
2
z2,L
+ ρ
∫ L
0
σ2dz2 − ρ
∫ L
0
z2
∫ z2
0
σ2sdsdz2)q
2
1 + (2ρ
∫ L
0
σ̇dz2 + 2Msσ̇L + 2Msrsσ̇z2,L)cθsu
+ (−2Msrsσ̇z2,Lσz2,L − 2Ms
∫ L
0
σz2 σ̇z2dz2 + 2ρ
∫ L
0
∫ z2
0
σsσ̇sdsdz2)sθsu
+(2ρ
∫ L
0
z2σ̇dz2 + 2Isσ̇z2,L + 2Ms(L+ rs)σ̇L + 2Msrs(L+ rs)σ̇z2,L)q1
+((L2ρ+ 2Ms(L+ rs)−Msrsσ2z2,L −Ms
∫ L
0
σ2z2dz2 − ρ
∫ L
0
∫ z2
0
σ2sdsdz2)cθs
+(2ρ
∫ L
0
σdz2 − 2MsσL + 2Msrsσz2)sθs)uq1 + ρ
∫ L
0
σ̇2dz2 + Isσ̇
2
z2,L
+Ms(σ̇
2
L + σ̇
2
z2,Lr
2
s + 2rsσ̇Lσ̇z2,L) +O(3)] (2.41)
2.3.1.4 Energie potentielle
L'énergie potentielle du système est donnée par :
V =
∫ L
0
Vc + Vs (2.42)
Avec Vc l'énergie potentielle d'un élément du câble :
Vc =
1
2
EIy2σ
2
z2z2dz2 − ρg
tGPddz2
=
1
2
EIy2σ
2
z2z2dz2 + gρσsθsdz2 − gρcθs(z2 −
1
2
∫ z2
0
σ2sds)dz2 (2.43)
et Vs est l'énergie potentielle de la charge :
Vs = −MsgtGPs
= Msgsθs(σL − rsσz2,L)−Msgcθs(L+ rs −
1
2
rsσ
2
z2,L −
1
2
∫ L
0
σ2z2dz2) (2.44)
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2.3.1.5 Fonction de dissipation de Rayleigh
Un câble exible mis en mouvement de vibration autour de sa position d'équilibre nit
par revenir à sa position d'équilibre naturel et les vibrations s'atténuent au cours du temps.
Ceci prouve l'existence d'un phénomène d'amortissement dû à l'amortissement interne des
matériaux.
L'amortissement provenant du câble et du cardan peut être modélisé par la fonction de
dissipation de Rayleigh suivante :
Ra =
1
2
κmq
2
1 +
1
2
κeEIy2
∫ L
0
σ̇2z2z2dz2 (2.45)
κe est l'amortissement interne du câble. κm est l'amortissement du cardan qui sera négligé
dans la suite.
2.3.2 Modèle dynamique
Comme mentionné précédemment, la modélisation d'un câble exible qui porte une
charge est similaire à la modélisation d'une poutre d'Euler-Bernoulli tournant dans un
plan vertical. L'équation dynamique de la poutre est décrite par des équations aux dérivées
partielles EDP et des EDO (équations dérivées ordinaires). On peut conclure que le modèle
dynamique du dirigeable-grue est un système continu à paramètres distribués piloté par des
EDP et EDO avec des conditions aux limites. De plus le modèle résultant est d'ordre inni.
Dans le but de contrôler ce système, un modèle d'état discret spatialement et d'ordre ni
est préférable.
Deux méthodes sont largement utilisées dans la littérature pour discrétiser la déformation
à savoir la méthode des éléments nis MEF et la méthode d'analyse modale. Dans la
méthode des éléments nis, la déformation est représentée par des fonctions de formes par
morceaux. Le câble est alors divisé en un nombre ni d'intervalles et un polynôme de degré
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réduit est utilisé pour chaque intervalle.
Pour notre étude nous avons utilisé l'analyse modale pour discrétiser la déformation totale
du système. Dans ce moyen de discrétisation, la déformation est représentée par une somme
pondérée de fonctions de formes. En d'autres termes, la méthode consiste en l'approximation
de la solution par une série nie de fonctions supposées multipliées par des coecients
indéterminés.
La déformation s'écrira sous la forme :
σ(z2, t) =
N∑
1
ωiδi = ω
tδ (2.46)
avec N le nombre de modes retenus dans la série.
ω = [ω1, ..., ωN ]
t :est le vecteur des fonctions de formes. Ce vecteur représente la congu-
ration générale du câble.
δ = [δ1, ..., δN ]
t : est le vecteur des coordonnées généralisées relatives aux modes exibles.
Ce vecteur désigne la nature du mouvement réalisé par le câble.
84
2.3. MODÉLISATION DU DIRIGEABLE AVEC CHARGE SUSPENDUE
2.3.2.1 Discrétisation de l'énergie cinétique
En remplaçant l'expression de la déformation (2.46) dans l'équation (2.41), on déduit
l'énergie cinétique totale discrétisée :
T =
1
2
[(ρL+Ms +MD)u
2 + (Is + Im +Ms(L+ rs)
2 + ρ
L3
3
)q21
+δt(MsωLω
t
L + r
2
sMsωz2,Lω
t
z2,L + ρ
∫ L
0
ωωtdz2 − ρ
∫ L
0
z2
∫ z2
0
ωsω
t
sdsdz2)δq
2
1
+(2ρ
∫ L
0
ωtdz2 + 2Msω
t
L + 2Msrsω
t
z2,L)δ̇cθsu
+δt(−2Msrsω′Lωtz2,L − 2Ms
∫ L
0
ωz2ω
t
z2dz2 + 2ρ
∫ L
0
∫ z2
0
ωsω
t
sdsdz2)sθsuδ̇
+(2Isω
t
z2,L + 2Ms(L+ rs)ω
t
L + 2Msrs(L+ rs)ω
t
z2,L + 2ρ
∫ L
0
z2ω
tdz2)δ̇q1
+((L2ρ+ 2Ms(L+ rs) + δ
t(−ρ
∫ L
0
∫ z2
0
ωsω
t
sdsdz2 −Msrsωz2,Lωtz2,L
−Ms
∫ L
0
ωz2ω
t
z2ds)δ)cθs + (2ρ
∫ L
0
ωtdz2 − 2MsωtL + 2Msrsωtz2,L)δsθs)uq1
+δ̇t(ρ
∫ L
0
ωωtdz2 + Isωz2,Lω
t
z2,L +Ms(ωLω
t
L + ωz2,Lω
t
z2,Lr
2
s + 2rsωLω
t
z2,L)δ̇)]
(2.47)
Pour alléger l'écriture de l'énergie cinétique nous utiliserons les notations ci-dessous :
A1 = ρL+Ms +MD
A2 = Is + Im +Ms(L+ rs)
2 + ρ
L3
3
A3 = −ρ
∫ L
0
z2
∫ z2
0
ωz2ω
t
z2dsdz2 + ρ
∫ L
0
ωωtdz2 +MsωLω
t
L + r
2
sMsωz2,Lω
t
z2,L
A4 = 2ρ
∫ L
0
ωtdz2 + 2Msω
t
L + 2Msrsω
t
z2,L
A5 = 2ρ
∫ L
0
∫ z2
0
ωz2ω
t
z2dsdz2 − 2Ms
∫ L
0
ωz2ω
t
z2dz2 − 2Msrsω
′
Lω
t
z2,L
85
2.3. MODÉLISATION DU DIRIGEABLE AVEC CHARGE SUSPENDUE
A6 = 2ρ
∫ L
0
z2ω
tdz2 + 2Isω
t
z2,L + 2Ms(L+ rs)ω
t
L + 2Msrs(L+ rs)ω
t
z2,L
A7 = L
2ρ+ 2Ms(L+ rs)
A8 = −ρ
∫ L
0
∫ z2
0
ωz2ω
t
z2dsdz2 −Msrsωz2,Lω
t
z2,L −Ms
∫ L
0
ωz2ω
t
z2dz2
A9 = 2ρ
∫ L
0
ωtdz2 − 2MsωtL + 2Msrsωtz2,L
A10 = ρ
∫ L
0
ωωtdz2 + Isωz2,Lω
t
z2,L +Ms(ωLω
t
L + ωz2,Lω
t
z2,Lr
2
s + 2rsωLω
t
z2,L)
L'énergie cinétique s'écrira alors :
T =
1
2
[A1u
2 + (A2 + δ
tA3δ)q
2
1 + (A4cθs + δ
tA5sθs)uδ̇
+A6δ̇q1 + (A7 + δ
tA8δcθs +A9δsθs)uq1 + δ̇
tA10δ̇] (2.48)
ou sous la forme quadratique suivante :
T =
(
u q1 δ̇
t
)
M
(
u q1 δ̇
)t
avec M la matrice de masse, qui est une matrice dénie positive :
M =

A1
1
2(A7 + δ
tA8δcθs +A9δsθs)
1
2(A4cθs + δ
tA5sθs)
1
2(A7 + δ
tA8δcθs +A9δsθs)
t A2 + δ
tA3δ
1
2A6
1
2(A4cθs + δ
tA5sθs)
t 1
2A
t
6 A10

(2.49)
2.3.2.2 Discrétisation de l'énergie potentielle
Similairement à ce qui a été développé pour l'énergie cinétique, nous allons exprimer
l'énergie potentielle en fonction des nouvelles variables w et δ.
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Les équations (2.46) et (2.42) nous donnent :
V =
1
2
δtEIy2
∫ L
0
ωz2z2ω
t
z2z2dz2δ + gρ
∫ L
0
ωtdz2δsθs − gρcθs(
L2
2
− δt 1
2
∫ L
0
∫ z2
0
ωsω
t
sdsdz2δ)
+Msgsθs(ω
t
Lδ − rsωtz2,Lδ)−Msgcθs(L+ rs − δ
t 1
2
rsωz2,Lω
t
z2,Lδ − δ
t 1
2
∫ L
0
ωz2ω
t
z2dsδ)
=
1
2
δtEIy2
∫ L
0
ωz2z2ω
t
z2z2dz2δ + (−ρ
L2
2
− (L+ rs)Ms)gcθs +
1
2
δt(ρ
∫ L
0
∫ z2
0
ωsω
t
sdsdz2
+Ms(
1
2
rsωz2,Lω
t
z2,L +
1
2
∫ L
0
ωz2ω
t
z2dz2))δgcθs + gsθs(ρ
∫ L
0
ωtdz2 +Ms(ω
t
L − rsωtz2,L))δ
(2.50)
En utilisant les notations suivantes :
Kff = EIy2
∫ L
0
ωz2z2ω
t
z2z2dz2
Grr = (−ρ
L2
2
− (L+ rs)Ms)g
Grf = (ρ
∫ L
0
∫ z2
0
ωsω
t
sdsdz2 +Ms(
1
2
rsωz2,Lω
t
z2,L +
1
2
∫ L
0
ωz2ω
t
z2dz2))g
Gff = (ρ
∫ L
0
ωtdz2 +Ms(ω
t
L − rsωtz2,L))g
L'énergie potentielle discrétisée du système s'écrira nalement sous la forme :
V =
1
2
δtKffδ +Grrcθs +
1
2
δtGrfδcθs + sθsGffδ (2.51)
2.3.2.3 Discrétisation de la fonction de Rayleigh
La discrétisation de la fonction de Rayleigh donne :
Ra =
1
2
κmq
2 +
1
2
δ̇tκeEIy2
∫ L
0
ωz2z2ω
t
z2z2dz2δ̇ (2.52)
87
2.3. MODÉLISATION DU DIRIGEABLE AVEC CHARGE SUSPENDUE
Elle s'écrit sous la forme matricielle suivante :
Ra =
(
u q1 δ̇
t
)

0 0 0
0 κm 0
0 0 Bff


u
q1
δ̇
 (2.53)
où
Bff = keKff
Nous avons ainsi préparé le terrain pour établir les équations du mouvement. Il s'agit main-
tenant d'intégrer les expressions discrétisées des énergies et de la fonction de Rayleigh dans
les équations quasi-lagrangiennes.
2.3.2.4 Forces et couples appliqués
Pour contrôler l'angle de balancement de θs la charge, nous pouvons agir sur le dépla-
cement x du dirigeable. En d'autres termes, on utilisera les actionneurs du dirigeable pour
assurer la stabilisation de θs et réduire implicitement les vibrations de la déformation δ.
En réalité, cette solution n'est pas réaliste étant donné la dynamique lente du dirigeable
comparée à celle très rapide du câble.
En d'autres termes, laisser la charge se balancer jusqu'à la stabilisation du dirigeable pour-
rait avoir des conséquences graves sur la stabilité de l'ensemble surtout en présence d'une
rafale de vent.
Pour ces raisons, nous avons proposé de placer à la sortie de l'enrouleur une liaison cardan
motorisée, permettant de tourner selon deux axes. Ce nouvel actionneur a pour rôle d'assu-
rer le contrôle de l'angle d'oscillation θs. L'utilisation d'une telle conguration est un point
innovant dans le présent travail.
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L'ensemble des forces appliquées sur le dirigeable-grue correspondra donc au couple F2 gé-
néré par le moteur du cardan sur le câble et aux propulseurs du dirigeable F1. Le vecteur
des forces extérieures est donné par :
F =

F1
F2
0

Remarque 2 La force F1 sera déterminée à partir des équations (2.18), (2.18) en prenant
γi = 0 et βi =
π
2 pour obtenir un mouvement de translation du dirigeable suivant l'axe X1.
Pour la mise en équation du modèle du dirigeable avec charge suspendue nous utilisons
les équations quasi-lagrangienne [Fos94, Mei91, MS95]
d
dt(
∂L
∂ν1
) + ν2 × ∂L∂ν1 − J
t
1(ν2)
∂L
∂ν1
= τ1
d
dt(
∂L
∂ν2
) + ν2 × ∂L∂ν2 + ν1 ×
∂L
∂ν1
− J t1(ν2) ∂L∂ν2 = τ2
d
dt(
∂L
∂δ̇
)− ∂L∂δ +
∂Ra
∂δ̇
= F
(2.54)
avec L le lagrangien du système.
Ces relations représentent une généralisation de l'équation de Kircho an de tenir compte
de la gravité et la déformation d'un corps déformable. Il est important de noter qu'une
équation supplémentaire à l'équation (2.10) a été ajoutée en raison du fait que le com-
portement élastique d'un corps déformable introduit un nouveau degré de liberté dans la
modélisation.
Nous aboutissons aux équations du mouvement du dirigeable-grue qui s'écrivent dans les
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quasi-coordonnées ainsi :
F1 = A1u̇+
1
2(A4cθs + δ
tA5sθs)δ̈ +
1
2(A7 + δ
tA8δcθs +A9δsθs)q̇1 +
1
2(−A4q1sθs
+δtA5q1cθs + δ̇
tA5sθs)δ̇ +
1
2(−δ
tA8δq1sθs + 2δ
tA8δ̇cθs +A9δq1cθs +A9δ̇sθs)q1
F2 = (A2 + δ
tA3δ)q̇1 +
1
2A6δ̈ +
1
2(A7 + δ
tA8δcθs +A9δsθs)u̇+ 2δ
tA3δ̇q1
+12(−δ
tA8δq1sθs + 2δ
tA8δ̇cθs +A9δq1cθs +A9δ̇sθs)u− 12(−A4sθs + δ
tA5cθs)uδ̇
−12(−δ
tA8δsθs +A9δcθs)uq1 −Grrsθs − 12δ
tGrfδsθs + cθsGffδ
0 = 12(A4cθs + δ
t 1
2A5sθs)
tu̇+ 12A
t
6q̇1 +A10δ̈ +
1
2(−A4q1sθs + δ
tA5q1cθs + δ̇
tA5sθs)
tu
−A3δq21 − 12A5sθsuδ̇ −
1
2(2A8δcθs +A9sθs)uq1 +Kffδ +Grfδcθs + sθsGff +Bff δ̇
La dynamique du système s'écrit sous la forme compacte suivante en terme de coordonnées
généralisées X1 = [x, θs, δ]t
M(X1)Ẍ1 +BẊ1 +KX1 +G(X1) + C(X1, Ẋ1) = U (2.55)
Avec :
 U = [F1, F2, 0]t : le vecteur contrôle,
 M(X1) : la matrice de masse dénie par l'équation (2.49)
 B : la matrice d'amortissement :
B =

0 0 0
0 κm 0
0 0 Bff

 K : la matrice de rigidité :
K =

0 0 0
0 0 0
0 0 Kff

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 G(X1) est le vecteur des forces dues à la gravité :
G(X1) =

0 0 0
0 −Grr − 12δ
tGrfδ Gff
0 Gtff Grf


0
sθs
cθsδ

 C(X1, Ẋ1) le vecteur des forces de Coriolis et centrifuges :
C(X1, Ẋ1) =

1
2(−A4qsθs + δ
tA5qcθs + δ̇
tA5sθs)δ̇ +
1
2(−δ
tA8δqsθs + 2δ
tA8δ̇cθs +A9δqcθs +A9δ̇sθs)q
2δtA3δ̇q +
1
2(−δ
tA8δqsθs + 2δ
tA8δ̇cθs +A9δqcθs +A9δ̇sθs)u− 12(−A4sθs + δ
tA5cθs)uδ̇ − 12(−δ
tA8δsθs +A9δcθs)uq
1
2(−A4qsθs + δ
tA5qcθs + δ̇
tA5sθs)
tu−A3δq2 − 12A5sθsuδ̇ −
1
2(2A8δcθs +A9sθs)uq

On note : X1 = [x, θs, δ]t = [x1, x2, x3]t,X2 = [u, q1, δ̇]t = [x4, x5, x6]t
En utilisant l'équation (2.55) et les notations ci-dessus nous déduisons le modèle dyna-
mique du système, qui s'écrit sous la forme compacte d'état suivante :
Ẋ1
Ẋ2
 =
0N+2×N+2 IN+2×N+2
−M−1K −M−1B
X1
X2
+
 0RN+2
−M−1(C +G)
+
0RN+2
M−1U

En utilisant les notations suivantes :
M−1 = (M̄ij)1≤i,j≤N+2, C = Ci, G = Gi
Le modèle d'état sous sa forme développée s'écrit de la manière suivante(en prenant un seul
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mode (N=1)) :
ẋ1 = x4
ẋ2 = x5
ẋ3 = x6
ẋ4 = M̄11u1 + M̄12u2 − M̄13Bffx6 − M̄13Kffx3 − M̄11(C1 +G1)
−M̄12(C2 +G2)− M̄13(C3 +G3)
ẋ5 = M̄21u1 + M̄22u2 − M̄23Bffx6 − M̄23Kffx3 − M̄12(C1 +G1)
−M̄22(C2 +G2)− M̄23(C3 +G3)
ẋ6 = M̄31u1 + M̄32u2 − M̄33Bffx6 − M̄33Kffx3 − M̄13(C1 +G1)
−M̄23(C2 +G2)− M̄33(C3 +G3)
En observant le modèle établi nous constatons que ce modèle est constitué d'une dyna-
mique rigide et d'une dynamique exible, qu'on pourra distinguer facilement. Les deux
premières équations décrivent la dynamique rigide et les dernières équations décrivent la
dynamique exible. Ces équations sont couplées et interagissent entre elles d'une manière
non-linéaire. Nous constatons aussi, que la présence du contrôle u1 du déplacement x et le
contrôle de l'oscillation u2, inuent indirectement sur la dynamique exible qui représente
la dynamique interne du système. Cette action peut avoir des conséquences indésirables et
peut mener à une instabilité du système global.
Dans ce qui suit on se propose de généraliser les résultats développés dans la section précé-
dente en vue de considérer des mouvements très diverses du dirigeable lors de la phase de
chargement ou de déchargement.
2.3.3 Modèle 3D pour un DGP
Dans ce paragraphe, nous incluons les diérents degrés de liberté du dirigeable et nous
considérons que le mouvement de la charge est décrit par deux angles de rotation θs et φs.
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Le repère R2 qui est lié au câble sera en mouvement de rotation suivant deux angles.
D'abord, suivant un angle θs (une rotation dans le plan XZ) ensuite suivant un angle φs
(une rotation dans le plan YZ) par rapport au repère inertiel de telle sorte que la matrice
de passage du repère R2 au repère inertiel R0 sera dénie par :
J3(η2) =

cθs sθssφs sθscφs
0 cφs −sφs
−sθs sφscθs cθscφs
 (2.56)
Les diérentes expressions des vitesses seront exprimées dans le repère R2 en termes de
quasi-coordonnées u, v, w, p, q, r, u1, v1, w1, p1, q1, r1 qui représentent :
ν1 = [u, v, w]
t et νs1 = [u1, v1, w1]
t sont respectivement les vitesses linéaires du centre de
gravité du dirigeable et de la charge.
ν2 = [p, q, r]
t et νs2 = [p1, q1, r1]
t sont les vitesses angulaires du centre de gravité du diri-
geable et de la charge.
Similairement à ce qui a été fait dans la modélisation en 2D nous dénissons les vitesses
d'un élément du câble, et la charge an d'évaluer l'énergie du système.
La vitesse linéaire du câble par rapport à R0 exprimée dans le repère référentiel R2 sera :
vdpR2 = J
t
3(ν
s
2)
dOG
dt
+
dGPd
dt
+ Ω2 ×GPd (2.57)
avec : Ω2 la vitesse angulaire de R2 par rapport à R0. Elle a pour expression :
Ω2 = ν2 + ν
s
2 (2.58)
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La relation (2.57) donne :
vdpR2 =

cθsu− sθsw + σ̇ + (q + q1)(z2 − 12
∫ z2
0 σ
2
sds)
sθssφsu+ cφsv + sφscθsw + rσ − (p+ p1)(z2 − 12
∫ z2
0 σ
2
sds)
sθscφsu− sφsv + cθscφsw −
∫ z2
0 σ̇sσsds+ (q + q1)σs
 (2.59)
La vitesse linéaire de la charge sera donnée par l'expression :
vspR2 = J
t
3
dOG
dt
+
dGPs
dt
+ Ω2 ×GPs
J t3
dOG
dt
=

cθsu− sθsw + σ̇L − rsσ̇z2,L
sθssφsu+ cφsv + sφscθsw
sθscφsu− sφsv + cθscφsw − rsσz2,Lσ̇z2,L −
∫ L
0 σz2 σ̇z2dz2

Ω2 ×GPs =

(q + q1)(L+ rs − 12rsσ
2
z2,L
− 12
∫ L
0 σ
2
z2dz2)
−(p+ p1)(L+ rs − 12rsσ
2
z2,L
− 12
∫ L
0 σ
2
z2dz2) + r(σL − rsσz2,L)
−(q + q1)(σL − rsσz2,L)

2.3.3.1 Energie cinétique
L'énergie cinétique du système total est donnée par :
T = TD + Tc + Ts + Tm (2.60)
L'énergie cinétique produite par la liaison cardan sera :
Tm = Im
(
p1 q1 0
)

p1
q1
0
 (2.61)
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ou encore :
Tm = X
t
1

03×3 03×3 03×2 03×N
03×3 03×3 03×2 03×N
02×3 02×3 Mm 02×N
0N×3 0N×3 0N×2 0N×N

︸ ︷︷ ︸
M̃m
X1 (2.62)
Où :
Mm =
Im 0
0 Im

X1 = [u, v, w, p, q, r, p1, q1, δ̇]
t = [ν1, ν2, ν
s
2, δ̇] : est un vecteur composé par les quasi-
coordonnées et la vitesse de déformation.
TD : l'énergie cinétique du dirigeable à l'ordre 2 est donnée par :
TD = X
t
1

Mtt 03×3 03×2 03×N
03×3 Mrr 03×2 03×N
02×3 02×3 02×2 02×N
0N×3 0N×3 0N×2 0N×N

︸ ︷︷ ︸
M̃D
X1
L'énergie cinétique du câble s'écrit sous une forme quadratique comme suit :
Tc =
1
2
ρXt1M̃
cX1 (2.63)
M̃ c est une matrice symétrique qui s'écrira ainsi :
M̃ c = M̃ csup + (M̃
c
sup)
t
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avec : M̃ csup est une matrice triangulaire supérieure :
M̃ c =

M̃ c11 0 0 M̃
c
14 M̃
c
15 M̃
c
16 M̃
c
17 M̃
c
18 M̃
c
19
M̃ c22 0 M̃
c
24 0 M̃
c
26 M̃
c
27 0 M̃
c
29
M̃ c33 M̃
c
34 M̃
c
35 M̃
c
36 M̃
c
37 M̃
c
38 M̃
c
39
M̃ c44 0 M̃
c
46 M̃
c
47 0 0
M̃ c55 0 0 M̃
c
58 M̃
c
59
0 M̃ c66 M̃
c
67 0 0
M̃ c77 0 0
M̃ c88 M̃
c
89
M̃ c99

Nous utiliserons la formule ci-dessous pour évaluer l'énergie cinétique de la charge :
Tc =
1
2
Msv
t
svs +
1
2
ΩtcI
sΩc (2.64)
La vitesse angulaire d'un élément du câble par rapport à R0 s'écrira :
Ω3 = ν
s
2 + Ωd/2 =

p1
q1 + σ̇z2
0
 (2.65)
Ainsi Ωc est la vitesse angulaire de la charge obtenue à partir de celle Ω3 en remplaçant z2
par L.
et Is est la matrice d'inertie formée par les moments d'inerties Isxx, I
s
yy, I
s
zz et I
s
xz = I
s
zx,
elle est donnée par :
Is =

Isxx 0 I
s
xz
0 Isyy 0
Iszx 0 I
s
zz

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L'énergie cinétique discrétisée à l'ordre 2 de la charge peut s'écrire sous une forme quadra-
tique de la manière suivante :
Tc =
Ms
2
Xt1M̃
sX1
M̃ s est une matrice symétrique qui s'écrit ainsi :
M̃ s = M̃ ssup + (M̃
s
sup)
t où la matrice M̃ ssup s'écrit :
M̃ ssup =

M̃ s11 0 0 M̃
s
14 M̃
s
15 M̃
s
16 M̃
s
17 M̃
s
18 M̃
s
19
M̃ s22 0 M̃
s
24 M̃
s
25 M̃
s
26 M̃
s
27 M̃
s
28 M̃
s
29
M̃ s33 M̃
s
34 M̃
s
35 M̃
s
36 M̃
s
37 M̃
s
38 M̃
s
39
M̃ s44 M̃
s
45 M̃
s
46 0 M̃
s
48 0
M̃ s55 0 M̃
s
57 M̃
s
58 M̃
s
59
0 M̃ s66 M̃
s
67 M̃
s
68 M̃
s
69
M̃ s77 0 0
M̃ s88 M̃
s
89
M̃ s99

L'énergie cinétique discrétisée totale du système s'écrit nalement ainsi :
T =
1
2
Xt1MX
t
1 (2.66)
avec :
M = M̃m + M̃D + M̃ c + M̃ s
Les composantes des matrices de masses sont dénies dans l'annexe 1
2.3.4 Energie potentielle et fonction de Rayleigh
L'énergie potentielle du système est donnée par :
V =
∫ L
0
Vc + Vs (2.67)
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Avec Vc l'énergie potentielle d'un élément du câble :
Vc =
1
2
EIy2σ
2
z2z2dz2 − ρg
tGPddz2
=
1
2
EIy2σ
2
z2z2dz2 (2.68)
et Vs est l'énergie potentielle de la charge :
Vs = −MsgtGPs
= Msgsθs(σL − rsσz2,L)−Msgcθs(L+ rs −
1
2
rsσ
2
z2,L −
1
2
∫ L
0
σ2z2dz2) (2.69)
On aura nalement :
V =
1
2
δtEIy2
∫ L
0
ωz2z2ω
t
z2z2dz2δ + (−(
Msgrs
2
(sθs(sφsψ + cφcψsθ) + cθssφs(cψsφ − cφsψsθ)
−cφcφscθscθ)))δtωtz2,Lωz2,Lδ
+(−(Msg
2
(sθs(sφsψ + cφcψsθ) + cθssφs(cψsφ − cφsψsθ)− cφcφscθscθ)))δt
∫ L
0
ωtz2,Lωz2,Ldz2δ
+(Msgrs(cθs(sφsψ + cφcψsθ)− sφssθs(cψsφ − cφsψsθ) + cφcφscθsθs))ωz2,Lδ
+(−Msg(cθs(sφsψ + cφcψsθ)− sφssθs(cψsφ − cφsψsθ) + cφcφscθsθs))ωLδ
+(−(gρ
2
(sθs(sφsψ + cφcψsθ) + cθssφs(cψsφ − cφsψsθ)− cφcφscθscθ)))
∫ L
0
∫ z2
0
ωdsdz2δ
+(−gρ(cθs(sφsψ + cφcψsθ)− sφssθs(cψsφ − cφsψsθ) + cφcφscθsθs))
∫ L
0
ωδdz2
+
gρL2
2
(sθs(sφsψ + cφcψsθ) + cθssφs(cψsφ − cφsψsθ)− cφcφscθscθ)
+Msg(L+ rs)(sθs(sφsψ + cφcψsθ) + cθssφs(cψsφ − cφsψsθ)− cφcφscθscθ) (2.70)
La discrétisation de la fonction de dissipation de Rayleigh sera :
Ra =
1
2
κeEIy2
∫ L
0
σ̇2z2z2dz2 (2.71)
On dénit le Lagrangien L = T − V + Ra du système et on fait appel aux équations de
Kircho en termes de quasi-coordonnées :
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d
dt(
∂L
∂ν1
) + ν2 × ∂L∂ν1 − J
t
1(ν2)
∂L
∂ν1
= τ1
d
dt(
∂L
∂ν2
) + ν2 × ∂L∂ν2 + ν1 ×
∂L
∂ν1
− J t2(ν2) ∂L∂ν2 = τ2
d
dt(
∂L
∂νs2
) + νs2 × ∂L∂νs2 − J
t
2(ν
s
2)
∂L
∂νs2
= τ ′2
d
dt(
∂L
∂δ̇
)− ∂L∂δ +
∂Ra
∂δ̇
= 0
. (2.72)
On obtient l'équation compacte qui d'écrit la partie dynamique du système :
MẊ1 +BX1 +KX2 + C +G = F
avec :
 X1 = [u, v, w, p, q, r, p1, q1, δ̇]t : vecteur formé par les quasi-coordonnées et la défor-
mation.
 X2 = [0, 0, 0, φ, θ, ψ, φs, θs, δ]t
 MN+8,N+8 : la matrice de masse.
 BN+8,N+8 : matrice d'amortissement.
 KN+8,N+8 : matrice de raideur.
 CN+8,1 : vecteur des forces de Coriolis et centrifuge.
 GN+8,1 : vecteur de gravité.
 F = [τ1, τ2, τ3, 0]t les forces et leurs moments appliqués sur le dirigeable et le couple
produit par la liaison cardan. Ils seront exprimés dans le repère R2.
2.4 Conclusion
Ce chapitre concerne la modélisation des dirigeables gros porteurs. Le développement
d'un modèle mathématique précis est une étape importante dans l'étude des dirigeables.
La première partie présente un modèle dynamique d'un dirigeable non conventionnel avec
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charge intégrée.
Dans la deuxième partie nous avons mis l'accent sur la modélisation d'un dirigeable avec
charge suspendue par un câble exible. C'est notre première Contribution. Nous avons es-
sayé de nous rapprocher des conditions réelles du vol d'un dirigeable gros porteur. Ceci
s'est manifesté dans la prise en compte des masses ajoutées, de l'allongement et de la exi-
bilité du câble. Ces éléments sont souvent absents dans la majorité des travaux réalisés sur
d'autres plates formes aériennes telles que les hélicoptères et les quadrirotors. Le modèle
a été établi au moyen du formalisme de Kircho dans les quasi-coordonnées couplé à une
synthèse modale. Nous avons considéré dans un premier temps des oscillations et déforma-
tions planes, pour les généraliser par la suite à un mouvement quelconque du dirigeable
générant des oscillations suivant plusieurs directions. Un modèle d'état complet a donc pu
être établi.
Les deux modèles du dirigeable avec charge intégrée et avec charge suspendue par un câble
exible serviront de base pour les chapitres suivants pour contrôler le dirigeable et maitriser
certains phénomènes indésirables tels que les oscillations de la charge.
100
Deuxième partie
Commande d'un DGP avec charge
intégrée
101

Chapitre 3
Commande et allocation de contrôle
d'un dirigeable gros porteur avec
charge intégrée
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3.1 Introduction
A la diérence des aérodynes, les dirigeables ne nécessitent pas une motorisation puis-
sante pour assurer leur portance. Cependant les organes de propulsion sont nécessaires, et
d'une part pour diriger et man÷uvrer ces aérostats, d'autre part pour leur permettre de
lutter contre l'eet du vent.
Des actionneurs adéquats sont aussi utiles pour minimiser le nombre d'équipiers au sol lors
des phases d'atterrissages ou décollages. L'objectif étant de rendre ces engins volants plus
autonomes.
Notre objectif est de donner une grande part d'autonomie au dirigeable an qu'il puisse
assurer ses missions en toute sécurité.
Dans ce chapitre on s'intéressera à élaborer un vecteur commande qui assure la stabilisation
du dirigeable avec charge intégrée au voisinage d'un point de chargement et de décharge-
ment(phase la plus critique pour le dirigeable). On s'appuiera pour cela sur les techniques
de commandes linéaires et le Backstepping. Ensuite nous mettons l'accent sur le problème
de connexion entre ce vecteur commande "virtuel" et les actionneurs "réels" d'un dirigeable
gros porteur. En eet l'étude du problème d'allocation de contrôle est indispensable pour
compléter la boucle de contrôle. Dans notre cas le problème de connexion envisagé est un
problème d'optimisation non linéaire avec contrainte. La résolution de ce problème d'opti-
misation était notre dé dans ce chapitre. Pour atteindre cet objectif, nous avons établi un
algorithme décrivant la relation entre les composantes de, la commande(au nombre de 6) et
les actionneurs(les forces et les angles de pivotements des moteurs, au nombre de 12). Cet
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algorithme est basé sur une méthode analytique qui tient compte de certaines hypothèses
énergétiques tout en respectant les capacités des moteurs et la marge de rotation des angles
de pivotements des rotors.
An de pouvoir valider notre méthode analytique approchée, nous la comparons avec deux
autres méthodes numériques basées sur l'optimisation quadratique sans contrainte ou avec
contrainte.
Nous validerons l'ecacité des algorithmes proposés par des simulations numériques.
Nous commencerons ce chapitre par la description des actionneurs du dirigeable et les
limitations physiques à respecter lors de la résolution de problème d'allocation de contrôle.
3.2 Actionneurs du dirigeable MC500
Le dirigeable MC500 a un système de propulsion original, représenté par un quadriro-
tor avec rotors orientables selon deux directions. Les forces de propulsion et leurs moments
dépendent du type du système de propulsion installé sur le dirigeable, ainsi que de l'em-
placement et le nombre de propulseurs.
Le dirigeable MC500 est équipé de 4 propulseurs (voir gure 3.1) électriques alimentés
Figure 3.1  Angles de pivotements
par des piles à combustibles. Les moteurs sont installés dans le plan XmYm de l'engin. Ils
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sont symétriques deux à deux par rapport au plan XmZm. Chaque propulseur produit une
force Fi dont la valeur maximale est de 400N .
Les hélices peuvent pivoter suivant deux angles :
 Une rotation d'inclinaison d'angle βi, avec −180 < βi < 180(deg)
 Une rotation azimutale γi, avec −30 < γi < 30(deg)
Le schéma fonctionnel d'un actionneur du dirigeable MC500 est donné par la gure (3.2)
Figure 3.2  Schéma bloc d'un actionneur du MC500
Rappelons les expressions obtenues au chapitre 2 des forces (voir équation (2.16)) et des
moments appliqués au dirigeable (équation : (2.17)) :
τF1 =

∑4
k=1 ‖ Fi ‖ cγicβi∑4
k=1 ‖ Fi ‖ sγi
−
∑4
k=1 ‖ Fi ‖ cγisβi
 (3.1)
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τF2 = −

c
∑4
k=1 ‖ Fi ‖ sγi + b1(‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)+
b3(‖ F3 ‖ cγ3sβ3− ‖ F4 ‖ cγ4sβ4)
−c
∑4
k=1 ‖ Fi ‖ cγicβi + a(‖ F4 ‖ cγ4sβ4+ ‖ F3 ‖ cγ3sβ3−
‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)
b1(‖ F1 ‖ cγ1cβ1− ‖ F2 ‖ cγ2cβ2) + b3(‖ F3 ‖ cγ3cβ3− ‖ F4 ‖ cγ4cβ4)+
a(‖ F4 ‖ sγ4+ ‖ F3 ‖ sγ3− ‖ F1 ‖ sγ1− ‖ F2 ‖ sγ2)

(3.2)
Les forces Fi ainsi que les angles d'orientations γi et βi représentent les actionneurs
"réels" du dirigeable.
La prise en compte de la gravité et de la poussé d'Archimède se fera directement au niveau
des commandes virtuelles αi comme suit :
αi Valeurs
α1 τF1(1)− (mg −Bu).sθ
α2 τF1(2) + (mg −Bu).sφ.cθ
α3 τF1(3) + (mg −Bu).cφcθ
α4 τF2(1) +BuzBsφcθ
α5 τF2(2) +BuzBsθ
α6 τF2(3)
Ces commandes virtuelles contrôlent les six degrés de liberté du dirigeable dans l'espace
(trois translations et trois rotations). Elles seront déterminées à partir des lois de contrôle.
Les approches de contrôle permettent la conception d'une commande virtuelle qui assure la
stabilisation du dirigeable ou le suivi d'une trajectoire prédénie. Cependant ces commandes
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contrôlent indirectement le dirigeable, ce qui nous laisse poser les questions suivantes :
 Comment peut-on piloter le dirigeable à partir de ces commandes virtuelles ?
 Quelles sont les valeurs des forces Fi et les valeurs des angles γi et βi à appliquer au
dirigeable pour qu'il puisse se stabiliser ou suivre une trajectoire bien dénie ?
Pour répondre à ces questions nous expliciterons dans un premier temps la conception de
la commande virtuelle du dirigeable.
3.3 Stabilisation du dirigeable MC500
3.3.1 Vecteur commande
Nous nous sommes xés pour objectif dans cette section la stabilisation asymptotique
du dirigeableMC500 au voisinage d'un état désiré qu'on notera :Xd = [xd, yd, zd, φd, θd, ψd]
(par exemple point de chargement et de déchargement)
Nous considérerons la nouvelle sortie ξi = Y (i) − Xd(i). Elle représente l'erreur entre le
signal désiré et la sortie du système : Y = [x, y, z, φ, θ, ψ].
Par conséquent, faire converger la sortie vers la référence équivaut à converger l'erreur vers
zéro.
Le système d'erreur associé au modèle du dirigeable avec charge intégrée, déni dans le
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chapitre 2 est donné par :
ξ̇1 = cψcθu+ (−sψcφ + cψsφsθ)v + (sψsφ + cψcφsθ)w
ξ̇2 = sψcθu+ (cψcφ + sψsφsθ)v + (−cψsφ + sψcφsθ)w
ξ̇3 = −sθu+ sφcθv + cφcθw
ξ̇4 = p+ sφtθq + cφtθr
ξ̇5 = cφq − sφr
ξ̇6 =
sφ
cθ
q +
cφ
cθ
r
M11u̇ = α1 +Q1
M22v̇ = α2 +Q2
M33ẇ = α3 +Q3
(M246 −M66M44)ṗ = M46α6 +M46Q6 −M66α4 −M66Q4
M55q̇ = α5 +Q5
(M246 −M66M44)ṙ = M46α4 −M44α6 +M46Q4 −M44Q6
(3.3)
La conception de la commande des dirigeables autonomes est une tâche délicate vue que la
dynamique du système est fortement non linéaire et pleinement couplée. An de réduire la
complexité du modèle (3.3) nous proposons d'utiliser la méthode du linéarisé-tangent et la
technique du backstepping pour construire la commande stabilisante.
Dénition 1 Soit le système dynamique suivant : Ẋ = f(X,U). X étant l'état du système
et U le vecteur contrôle.
On appelle système linéarisé-tangent au voisinage d'un point (Xe, Ue) le système linéaire :
Ẋ = AX +BU
où (Xe, Ue) est un point d'équilibre du système qui vérie : f(Xe, Ue) = 0,
A = ∂f∂X (Xe) et B =
∂f
∂U (Ue)
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En appliquant la dénition précédente au voisinage du point d'équilibre 0R6 nous obtenons
le linéarisé-tangent associé au système d'erreur (3.3) :
ξ̇1 = u
ξ̇2 = v
ξ̇3 = w
ξ̇4 = p
ξ̇5 = q
ξ̇6 = r
M11u̇ = α1
M22v̇ = α2
M33ẇ = α3
(M246 −M66M44)ṗ = M46α6 −M66α4
M55q̇ = α5
(M246 −M66M44)ṙ = M46α4 −M44α6
(3.4)
An d'élaborer le vecteur commande on étudie la commandabilité du système (3.4), c'est
à dire : peut-on trouver une commande permettant de passer d'un état à un autre ?
La caractérisation algébrique due à Kalman [Cor99] permet d'étudier la commandabilité des
systèmes linéaires stationnaires. Le critère de Kalman se traduit par le théorème ci-dessous :
Théorème 1 Le système linéaire :
Ẋ = AX +BU (3.5)
est commandable si et seulement si la matrice de commandabilité :
C = (B,AB..., An−1B)
est de rang n = dimX
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An d'appliquer le théorème de Kalman, nous écrivons le système (3.4) sous la forme
matricielle :
Ẋ = AX +BU
sachant que :
X = [ξ1, ξ2, ξ3, ξ4, ξ5, ξ6, u, v, w, p, q, r]
t : l'état du système
U = [α1, α2, α3α4, α5, α6]
t : commande du système.
A : une matrice carrée de taille 12× 12 B : une matrice carrée de taille 12× 6.
On dénit et on calcule le rang de la matrice de Kalman C qui est donnée par :
C = [B,AB,A2B..., A11B]
Après calculs, on trouve que ce rang est égal au nombre de variables d'états (n = 12). On
déduit d'après le critère de Kalman que le modèle d'étude (3.4) est commandable à l'aide
d'un retour d'état continue stationnaire.
La construction des lois de contrôle pour un système linéaire est largement étudiée dans la
littérature, et les lois de contrôle stabilisant un système linéaire sont nombreuses. Citons
à titre d'exemple la commande PID, la méthode de placement de pôles,... La technique
récente du backstepping est aussi utilisée pour assurer la stabilité d'un système linéaire ou
non-linéaire.
Le backstepping est un algorithme récursif basé sur le principe de stabilité de Lyapounov.
La théorie de backstepping consiste à transformer le processus du système à contrôler en
sous-systèmes en cascade d'une manière itérative. A chaque pas de l'algorithme une loi
de contrôle virtuelle assure la stabilité du système vers son état d'équilibre. Cette loi de
contrôle est déterminée en utilisant une fonction de Lyapounov appropriée. La méthode de
backstepping a connu un grand succès et a été utilisée dans de nombreuses applications et
dans des domaines variés. Cette théorie a été notamment appliquée pour commander un ré-
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acteur d'avion[KPPK95], un moteur électrique[ACT98],[HDQ96] et un moteur diesel[JK00].
Dans [Fio10],[FSBD09] elle a été appliquée à un modèle d'avion hypersonique.
Dans ce qui suit nous adoptons cette technique pour assurer la stabilité d'un dirigeable
avec charge intégrée au voisinage d'un point de chargement et de déchargement.
3.3.2 Architecture de contrôle par backstepping
L'algorithme de backstepping pilote une classe de systèmes admettant la forme suivante :
 ẋ1 = f1(x1;x2)ẋ2 = u (3.6)
où l'état est x = (x1;x2) ∈ Rn1 ×Rm = IRn et le contrôle u ∈ Rm.
La méthode de backstepping se traduit par le théorème suivant :
Théorème 2 Soit f1 de classe C1, le système contrôlé :
ẋ1 = f1(x1; v)
est globalement asymptotiquement stable par des lois de commande stationnaires de classe
C1, où x1 ∈ Rn1 et le contrôle v ∈ Rm. Alors, le système contrôlé (8) est globalement
asymptotiquement stable par des lois de commande continues stationnaires.
En examinant le système (3.3) nous constatons que le vecteur commande est déterminé en
stabilisant les deux sous-systèmes suivants :
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Le premier sous-système s'écrit sous la forme :
ξ̇1 = u
ξ̇2 = v
ξ̇3 = w
ξ̇5 = q
u̇ = α1M11 = α
′
1
v̇ = α2M22 = α
′
2
ẇ = α3M33 = α
′
3
q̇ = α5M55 = α
′
5
(3.7)
et le deuxième sous-système est donné par :
ξ̇4 = p
ξ̇6 = r
ṗ = M46α6−M66α4
M246−M66M44
= c1α6 − c2α4
ṙ = M46α4−M44α6
M246−M66M44
= c1α4 − c3α6
(3.8)
Le système (3.7) est en cascade, on peut donc appliquer directement la méthode du backs-
tepping. On obtient le système réduit en prenant, les α′′i comme des commandes virtuelles :
ξ̇1 = α
′′
1
ξ̇2 = α
′′
2
ξ̇3 = α
′′
3
ξ̇5 = α
′′
5
(3.9)
Avec : α′1 = −k1(u − α′′1), α′2 = −k2(v − α′′2), α′3 = −k3(w − α′′3), α′5 = −k5(q − α′′5) et
(ki)0≤i≤6 sont des gains positifs.
Nous avons choisi les commandes virtuelles de la manière suivante :
α′′i = −k′iξi; i ∈ {1, 2, 3, 5}
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Ce choix garantit la convergence asymptotique vers l'état désiré.
An d'assurer la stabilité du système (3.8), nous procédons de la manière suivante :
Nous appliquons dans un premier temps le changement de variables :
p1 = c3p+ c1r
,
r1 = c1p+ c2r
Ceci permet d'obtenir un système équivalent à (3.8) qui s'exprime par :
ξ̇4 =
c2
−c21+c2c3
p1 − c2−c21+c2c3 r1 = A1p1 −A2r1
ξ̇6 =
−c1
−c21+c2c3
p1 +
c3
−c21+c2c3
r1 = −A2p1 +A3r1
ṗ1 = (c
2
1 − c2c3)α4 = α′4
ṙ = (c21 − c2c3)α6 = α′6
(3.10)
On fait appel à la technique de backstepping. En prenant α′′4 et α
′′
6 comme des commandes
virtuelles, on aura :  ξ̇4 = A1α′′4 −A2α′′6ξ̇6 = −A2α′′4 +A3α′′6 (3.11)
avec : α′4 = −k4(ξ4 − α′′4) et α′6 = −k6(ξ6 − α′′6)
En considérant le changement de variables suivant :
˙ξ41 = A3ξ̇4 +A2ξ̇6
˙ξ61 = A2ξ̇4 +A1ξ̇6
Le système précédent s'écrira :  ˙ξ41 = (A3A1 −A22)α′′4˙ξ61 = (A3A2 −A21)α′′6 (3.12)
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Pour assurer la stabilisation des sorties ˙ξi1 et ˙ξi1, les commandes virtuelles α′′i , i ∈ {4, 6}
sont données par : α′′i = −ki1ξi1
Nous avons mentionné que ces choix de commandes virtuelles garantissent la convergence
des sorties vers les états désirés. Ce résultat pourra être prouvé par le théorème de Lya-
pounov :
Dénition 2 Soit x = 0 un point d'équilibre du système ẋ = f(x), x(0) = x0.
Une fonction diérentiable V de Rn dans R est appelée fonction de Lyapunov si elle satis-
fait :
1. V (0) = 0
2. V (x) > 0 ∀x ∈ Rn\{0}
3. V̇ (x) ≤ 0 ∀x ∈ Rn
Théorème 3 Soit x = 0 un point d'équilibre du système ẋ = f(x), x(0) = x0. S'il existe
une fonction de Lyapunov V (x), alors l'origine x = 0 est stable. Si de plus V̇ (x) < 0 dans
Rn\{0}, alors x = 0 est asymptotiquement stable.
Preuve 1 On considère les deux fonctions de Lyapounov candidates suivantes :
V1 =
1
2ξ
2
i , i ∈ {1, 2, 3, 5} et V2 = 12ξ
2
j1, j ∈ {4, 6} sont dénies positives et on a :
V̇1 = −k′iξ2i < 0 et V̇2 = −k′jξ2j1 < 0 sont dénies négatives.
Alors d'après le théorème du backstepping les états ξi sont asymptotiquement stables.
Nous avons ainsi montré le résultat suivant :
Théorème 4 On considère le vecteur commande suivant :
α1 = −M11k1(u+ k′1ξ1).
α2 = −M22k2(v + k′2ξ2).
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α3 = −M33k3(w + k′3ξ3).
α4 =
−k4
c21 − c2c3
(ξ4 + k
′
4(A3p+A2r)
α5 = −M55k1(q + k5ξ5).
α6 =
−k6
c21 − c2c3
(ξ6 + k
′
6(A2p+A1r)
avec un bon choix de ki et k
′
i le dirigeable MC500 est asymptotiquement stable au voisinage
de l'état désiré (xd, yd, zd, φd, θd, ψd)
3.3.3 Simulations numériques
La performance du vecteur commande linéaire établi est testée sur le modèle complet
du dirigeable(Modèle non linéaire), dans le but de stabiliser le dirigeable au voisinage d'un
point de chargement ou de déchargement. Dans ce test nous supposons que le dirigeable est
déplacé de son point d'équilibre Xd = 0R6 vers l'état X = [1, 2, 3, 0.2, 0.1, 0.1] sous l'eet
d'une force issue d'une rafale de vent.
Les diérentes valeurs utilisées dans la simulation numérique sont :M11 = 607,M22 = 655,
M33 = 715, M44 = 11023, M55 = 11231, M66 = 19341, M46 = 203, a = 2.5, b1 = 5.4,
b3 = 6.4, c = 2
Les simulations numériques eectuées montrent la capacité de ce vecteur commande à
stabiliser le dirigeable au voisinage de son point d'équilibre.
Dans la gure 3.3 nous observons que les déplacements du dirigeable suivant les axes x, y
et z convergent asymptotiquement vers 0. Le dirigeable atteint sont état initial rapidement.
De même les angles d'Euler qui décrivent la rotation du dirigeable se stabilisent asympto-
tiquement vers les états désirés au bout de 4s (voir gure 3.4).
Le vecteur commande a réussi à réaliser sa mission avec un temps de convergence rapide.
Cependant nous remarquons que pendant la phase transitoire les commandes virtuelles αi
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Figure 3.3  Convergence des positions x, y et z
Figure 3.4  Convergence des angles d'Euler
atteignent des valeurs élevées an de converger asymptotiquement vers 0 (voir gure (3.5)).
Ces valeurs peuvent causer un dépassement des contraintes physiques des actionneurs.
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Figure 3.5  Commandes virtuelles αi
Dans cette étape nous avons construit un vecteur commande qui assure la stabilité du diri-
Figure 3.6  Architecture de contrôle
geable. Cependant pour aller jusqu'au bout de la boucle de contrôle(voir gure 3.5), il faut
traduire les forces et les moments donnés par le vecteur commande αi en valeurs de poussée
(Fi)1≤i≤4 et en valeurs d'angle d'inclinaison (γi)1≤i≤4 et (βi)1≤i≤4. Il s'agit de résoudre le
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problème de connexion entre les commandes obtenues et les actionneurs du dirigeable.
3.4 Allocation de contrôle
3.4.1 Méthode analytique
La relation entre les αi d'un coté et les forces de propulsion Fi et les angles d'inclinaison
γi et βi de l'autre est décrite par les équations (3.1) et (3.2). Elles se traduisent par le
système non-linéaire rectangulaire suivant :
∑4
k=1 ‖ Fi ‖ cγicβi − (mg −Bu).sθ = α1∑4
k=1 ‖ Fi ‖ sγi + (mg −Bu).sφ.cθ = α2
−
∑4
k=1 ‖ Fi ‖ cγisβi + (mg −Bu).cφcθ = α3
c
∑4
k=1 ‖ Fi ‖ sγi + b1(‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2) + b3(‖ F3 ‖ cγ3sβ3− ‖ F4 ‖ cγ4sβ4)+
BuzBsφcθ = −α4
−c
∑4
k=1 ‖ Fi ‖ cγicβi + a(‖ F4 ‖ cγ4sβ4+ ‖ F3 ‖ cγ3sβ3− ‖ F1 ‖ cγ1sβ1− ‖ F2 ‖ cγ2sβ2)+
BuzBsθ = −α5
b1(‖ F1 ‖ cγ1cβ1− ‖ F2 ‖ cγ2cβ2) + b3(‖ F3 ‖ cγ3cβ3− ‖ F4 ‖ cγ4cβ4) + a(‖ F4 ‖ sγ4+
‖ F3 ‖ sγ3− ‖ F1 ‖ sγ1− ‖ F2 ‖ sγ2) = −α6
(3.13)
Les degrés de liberté du dirigeable MC500 sont au nombre de 12 et les commandes "vir-
tuelles" au nombre de 6. Par conséquent le problème d'optimisation non-linéaire admet une
innité de solutions. Le dé pour nous serait de résoudre ce système et de choisir la solution
qui respecte les capacités des moteurs.
Pour ce faire, nous avons transformé le système (3.13) en un système linéaire rectangulaire
moyennant un changement de coordonnées et on a essayé d'obtenir la solution par la mé-
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thode de la pseudo-inverse. Cette méthode a montré ses limites. Les solutions proposées
par cette méthode sont souvent aberrantes, comme on le verra dans les exemples. Nous
avons donc décidé d'établir une méthode analytique moyennant certaines approximations
que l'on présentera plus loin dans ce paragraphe.
Dans un premier temps nous avons proposé ce changement de variables :
fi =‖ Fi ‖ cγicβi (3.14)
gi =‖ Fi ‖ sγi (3.15)
hi =‖ Fi ‖ cγisβi (3.16)
Les fi, gi et hi peuvent représenter respectivement les composantes verticales, latérales et
axiales des poussées du rotors ; ces nouvelles variables seront très utiles pour la résolution
du problème d'allocation de contrôle. La détermination de ces nouvelles grandeurs fi, gi
et hi nous permettra de résoudre le problème de connexion et déduire les expressions des
actionneurs. En eet, à partir des équations (3.14), (3.15) et (3.16) nous pouvons déduire
les valeurs des actionneurs du dirigeable. Ils sont décrits par les relations suivantes :
‖ Fi ‖=
√
h2i + g
2
i + h
2
i (3.17)
βi = arctan(
hi
fi
) (3.18)
γi = arctan(
gi
cβifi
) (3.19)
L'utilité d'introduire ces nouvelles coordonnées est de transformer le système non-linéaire
(3.13) en un système linéaire équivalent. Par conséquent le problème d'optimisation non-
linéaire devient un problème d'optimisation linéaire. Ainsi en introduisant les nouvelles
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coordonnées dans le système (3.13) nous obtenons le système linéaire rectangulaire suivant :
∑4
k=1 fi = α1 + (mg −Bu).sθ = α′1∑4
k=1 gi = α2 − (mg −Bu).sφ.cθ = α′2∑4
k=1 hi = α3 − (mg −Bu).cφcθ = α′3
c
∑4
k=1 gi + b1(h1 − h2) + b3(h3 − h4) = −α4 −BuzBsφcθ = α′4
−c
∑4
k=1 fi + a(h3 + h4 − h1 − h2) = −α5 −BuzBsθ = α′5
b1(f1 − f2) + b3(f3 − f4) + a(g4 + g3 − g1 − g2) = −α6 = α′6
(3.20)
Pour atteindre notre objectif, il faudrait donc résoudre ce dernier système. Après quelques
manipulations algébriques la résolution du système (3.20) revient à la résolution de des
deux sous-systèmes ci-dessous :
∑4
k=1 fi = α
′
1∑4
k=1 gi = α
′
2
b1(f1 − f2) + b3(f3 − f4) + a(g4 + g3 − g1 − g2) = α′6
(3.21)

∑4
k=1 hi = α
′
3
b1(h1 − h2) + b3(h3 − h4) = α′4 − cα′2
a(h3 + h4 − h1 − h2) = cα′1 + α′5
(3.22)
Ces deux sous-systèmes s'écrivent sous la forme matricielle suivante : A 03×4
03×8 B
 .U = α′ (3.23)
Où
A =

1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
b1 −b1 b3 −b3 −a −a a a

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B =

1 1 1 1
b1 −b1 b3 −b3
−a −a a a

Le vecteur U est composé des nouveaux paramètres à déterminer :
Figure 3.7  Norme des forces en utilisant la méthode de la pseudo-inverse
U = [f1, .., f4, g1, .., g4, h1, .., h4]
t
Le vecteur commande α′ est composé par les vecteurs de commande virtuelle :
α′ = [α′1, α
′
2, α
′
6, α
′
3, α
′
4 − cα′2, α′5 + cα′1]t
La première intuition, pour trouver le vecteur U en fonction des commandes α′ était d'uti-
liser la méthode de la pseudo-inverse pour inverser la matrice rectangulaire C. On a alors :
U = C+α′
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La solution obtenue par la méthode de la pseudo-inverse donne soit des résultats qui n'as-
surent pas la stabilité du dirigeable, soit des valeurs qui ne sont pas compatibles avec les
capacités des rotors. Ceci a été vérié par des simulations numériques. La gure 3.7 pré-
sente les valeurs des forces des moteurs et montre que les normes des forces données par la
méthode de la pseudo inverse sont très élevées. Par conséquent il y a un risque de saturation
des actionneurs du dirigeable sans arriver à stabiliser ce dernier.
Le dé pour nous est de résoudre les deux systèmes en question tout en respectant les
capacités des moteurs du dirigeable.
Nous présenterons donc une méthode analytique de résolution directe du problème d'allo-
cation de contrôle.
Résolution analytique du système (3.22)
En combinant la première et la troisième équation du système on obtient :
h3 + h4 =
α′3
2
+
cα′1 + α
′
5
2a
Une innité de combinaisons sont possibles pour déterminer h3 et h4 en fonction des com-
mandes virtuelles α′i. Nous avons choisi d'égaliser les valeurs des h3 et h4. On a alors :
h3 = h4 =
α′3
4
+
cα′1 + α
′
5
4a
Nous estimons que le choix retenu est le plus approprié pour donner des valeurs de forces
compatibles avec les actionneurs du dirigeable.
On substitue h3 et h4 par leurs valeurs dans le système (3.22) et on obtient :
h1 =
α′4 − cα′2
2b1
+
α′3
2
− 2h3
et
h2 = α
′
4 − h1 − 2h3
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Résolution analytique du système (3.21)
Après avoir multiplié la deuxième équation par a on l'additionne avec la troisième équation
du système (3.21), on déduit ceci :
b1(f1 − f2) + b3(f3 − f4) + 2a(g4 + g3) = α′6 + aα′2 (3.24)
Par identication nous avons considéré ces deux nouvelles conditions :
 b1(f1 − f2) + b3(f3 − f4) = α′62(g4 + g3) = α′2 (3.25)
Nous sommes face à une deuxième situation de choix. Les variables gi représentent les
poussées latérales des rotors. Nous avons fait le choix de les prendre égales. Finalement, et
pour équilibrer les eets des actionneurs dans le mouvement de lacet, nous avons égalisé
les quantités en termes des poussés verticales fi. On aura alors : b1(f1 − f2) = b3(f3 − f4) =
α′6
2
g4 = g3 =
α′2
4
(3.26)
Ces choix permettent d'achever la résolution du système (3.21) et donnent les relations
suivantes : 
g1 = g2 =
α′2
4
f2 = f4 =
α′1
4 − (
1
8b1
+ 18b3 )α
′
6
f1 =
α′6
2b1
+ f2
f3 =
α′6
2b3
+ f2
(3.27)
La philosophie des choix proposés repose sur des considérations énergétiques. En eet, pour
la stabilisation de cet engin volant à quatre moteurs à hélices, il existe un nombre inni de
solutions. La solution la plus économique serait celle qui équilibre les forces sur les quatre
moteurs. C'est pour cela que nous avons imposé ces conditions pour être plus proches de
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la conguration d'équilibrage des moteurs à chaque fois que les conditions de fonctionne-
ment et de stabilisation le permettent. Soulignons que dans cette stratégie de choix nous
avons essayé d'équilibrer les composantes des forces sans avoir imposé des poussées égales
pour les quatre moteurs(voir les expressions des fi et gi et hi). L'originalité de ce travail
Figure 3.8  Algorithme d'allocation de contrôle : méthode analytique
est la détermination d'un algorithme qui met en évidence le problème de connexion entre
les actionneurs et les commandes "virtuelles" et qui assurent la stabilisation du dirigeable
avec charge intégrée. Dans la phase de stabilisation, la stratégie des choix suivie permet de
respecter les capacités des moteurs. Cependant pour la phase transitoire (avant la stabili-
sation) on a un risque de dépassement des contraintes. Le dépassement est dû aux grandes
valeurs que prennent les commandes virtuelles. Pour contourner ce problème, nous propo-
sons de faire fonctionner les moteurs avec leurs forces maximales de saturation pendant la
phase transitoire. Ceci revient à appliquer un limiteur des valeurs des forces et des angles
d'inclinaison qui se traduit par un bloc de saturation.
Le schéma fonctionnel de l'algorithme proposé est décrit dans la gure 3.8.
An de valider la méthode proposée, nous réalisons des simulations numériques à travers
le programme Matlab.
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3.4.2 Simulations numériques
Le test que nous présentons utilise les mêmes données que les simulations précédentes
mais cette fois-ci nous commandons le dirigeable en utilisant les actionneurs réels pilotés
par l'algorithme analytique d'allocation de contrôle.
Nous voyons clairement sur les gures 3.9, 3.10 et 3.11 que le dirigeable se stabilise au
Figure 3.9  Valeurs des Forces Fi
voisinage de son point d'équilibre en appliquant des forces et des angles d'inclinaison équi-
répartis sur les quatre rotors. Les valeurs des forces et des angles sont compatibles avec les
capacités des moteurs du dirigeable MC500.
Les résultats des simulations reètent que la stratégie suivie lors de la résolution analytique
des systèmes est ecace pour stabiliser le dirigeable en économisant son énergie globale.
Les coupures des graphes des forces (voir gure 3.9) s'explique par le présence du bloc de
saturation. Ce bloc de saturation permet de respecter les contraintes physiques des action-
neurs pendant la phase transitoire. La présence de ce bloc n'a pas inuencé la stabilité de
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Figure 3.10  Valeurs des angles βi
dirigeable.
L'algorithme d'allocation de contrôle a une importance majeure dans le processus de sta-
bilisation du dirigeable. C'est un maillon essentiel dans la chaine du contrôle.
Les résultats obtenus sont prometteurs et conrment l'ecacité de l'algorithme proposé
pour résoudre le problème de connexion entre les commandes "réelles" et "virtuelles". Cet
algorithme est d'une part simple à mettre en ÷uvre et n'est pas coûteux en temps de cal-
cul et de complexité algorithmique puisqu'il est piloté par des équations algébriques. Et
d'autre part, il nous permet de passer du "virtuel vers le réel" en traduisant les valeurs
d'un contrôle issues des lois de contrôle en terme de forces et de moments de propulsion
tout en respectant les limitations physiques imposées par les actionneurs.
An de valider l'algorithme développé par une méthode analytique avec certains hypo-
thèses, nous le comparons avec une autre alternative numérique. On utilisera la méthode
du gradient déterministe.
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Figure 3.11  Valeurs des angles γi
3.4.3 Méthode du Gradient déterministe
La méthode de gradient déterministe est un algorithme itératif basé sur la minimisation
d'une fonction coût J(U1). Le principe de l'algorithme est de générer une séquence de
vecteurs U1,k, k ≥ 1 à partir d'une valeur initiale U1,0 de telle manière que la valeur coût
de la fonction J(U1) décroit à chaque itération :
J(U1,k+1) < J(U1,k)
Pour la méthode du gradient déterministe le vecteur U1,k est actualisé de la manière sui-
vante :
U1,k+1 = U1,k − µ
1
2
∂J(U1)
U1
(3.28)
Où k dénote l'itération, µ est une constante positive (pas d'adaptation).
Pour résoudre le système linéaire (3.20), nous proposons d'utiliser la fonction coût J dénie
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par :
J =
6∑
i=1
(α′i − τi)2 (3.29)
La fonction quadratique J pénalise l'erreur ei = α′i − τi entre les composantes du vecteur
contrôle, le vecteur force τF1 et les moments τF2 .
On remarque que lorsque la fonction coût J est minimale ei tend vers 0 (c est a dire α′i
tend τi). Par conséquent les paramètres intermédiaires fi, gi et hi sont les composantes du
vecteur qui minimise la fonction quadratique J .
En utilisant la relation matricielle (3.23) la fonction J s'écrit sous la forme suivante :
J =
6∑
i=1
(α′i − CiU1)2 (3.30)
avec Ci est la i ème ligne de la matrice C. Le gradient de la fonction J est donné par :
OJ = −2
6∑
i=1
Cti (α
′
i − CiU1) (3.31)
On introduit l'expression du gradient dans l'équation (3.31) nous obtenons le vecteur qui
minimise la fonction J . Il est donné par :
U1,k+1 = U1,k + µ
6∑
i=1
Cti (α
′
i − CiU1,k) (3.32)
An de mettre en ÷uvre l'algorithme proposé, il est nécessaire d'étudier la convergence de
celui-ci. L'étude de la convergence de l'algorithme du gradient à pas xe pour résoudre le
problème d'allocation de contrôle, revient à étudier la suite des itérés U1,k+1. L'hypothèse
de la convergence de l'algorithme est donnée par le résultat suivant :
Proposition :
L'algorithme numérique d'allocation de contrôle converge si :
0 < µ <
2M2
M21
(3.33)
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avec M1 = max(λi) et M2 = min(λi) où les λi sont les valeurs propres de la matrice
C1 = 2
∑6
1C
t
iCi
Preuve 2 L'algorithme d'allocation de contrôle proposé converge si la suite U1,k+1 converge
vers le minimum de la fonction quadratique dénie par l'équation (3.29) Cette dernière
équation pourra être réécrite ainsi :
J(U1) =‖ α′ − CU1 ‖22 (3.34)
C'est une fonction coercive et strictement convexe alors le minimum de la fonction (3.29)
existe. On peut remarquer que le gradient de la fonction quadratique dénie par l'équation
vérie les deux propriétés suivantes :
 ∇J est une fonction M1 lipschitzienne.
 < ∇J(U)−∇J(V ), U − V >> M2 ‖ U − V ‖2
en eet on a :
‖ ∇J(U)−∇J(V ) ‖=‖ 2
6∑
1
CtiCi(U − V ) ‖
< ∇U −∇V,U − V >=< 2
6∑
1
CtiCi(U − V ), U − V >
En utilisant le fait que C1 est une matrice symétrique dénie positive nous obtenons :
‖ 2
6∑
1
CtiCi(U − V ) ‖≤ max(λi) ‖ U − V ‖
< 2
6∑
1
CtiCi(U − V ), U − V >≥ min(λi) ‖ U − V ‖2
Nous pouvons déduire que la fonction ∇J est M1 lipschitzienne et M2 convexe.
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Sous les hypothèses précédentes la méthode de gradient à pas xe peut être interprétée
comme la recherche d'un point xe de la fonction suivante :
G(x) = x− µ∇J(x)
La fonction G est une fonction contractante. En eet :
‖ G(U)−G(V ) ‖=‖ U−V ‖2 −2µ < ∇J(U)−∇J(V ), U−V > + ‖ ∇J(U)−∇J(V ) ‖2 ≤ ρ2(µ) ‖ U−V ‖2
(3.35)
Avec : ρ2 = 1− 2µM1 + µ2M22
Sous la condition 0 < µ < 2M2
M21
, on aura 0 < ρ2(µ) < 1.
Soit U1 le minimum de la fonction J . U1 représente aussi un point xe pour la fonction
G. Comme G est une contraction la suite U1,k vérie la relation :
‖ U1,k+1 − U1 ‖< ρ(µ) ‖ U1,k − U1 ‖
D'après l'inégalité précédente nous pouvons déduire que la suite U1,k converge vers le
minimum U1.
Pour cette méthode numérique on pourra avoir un dépassement des contraintes pendant la
phase transitoire. Dans ce cas on utilisera le bloc de saturation. Les étapes pour obtenir la
solution numérique sont détaillées dans l'algorithme suivant :
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Algorithme : allocation de contrôle : méthode de gradient
Etape 1 : Initialisation k = 0
choisir fi,0,gi,0, hi,0,µ et ε (i=1,2,3,4)
Etape 2 : Itération k
f1,k+1
.
.
f4,k+1
g1,k+1
.
.
g4,k+1
h1,k+1
.
.
h4,k+1

=

f1,k
.
.
f4,k
g1,k
.
.
g4,k
h1,k
.
.
h4,k

+ µ
∑6
i=1C
t
i (α
′
i − Ci

f1,k
.
.
f4,k
g1,k
.
.
g4,k
h1,k
.
.
h4,k

)
Etape 3 : Critère d'arrêt
‖ [f1,k+1, .., f4,k+1, g1,k+1, .., g4,k+1, h1,k+1, .., h4,k+1]t − [f1,k, .., f4,k, g1,k, .., g4,k, h1,k, .., h4,k]t ‖< ε
Etape 4 : Block de saturation
if ‖ Fi ‖=
√
f2i + g
2
i + h
2
i > 400, |γi| >
1
2
‖ Fi ‖= 400, γi = signe(γi)2
else ‖ Fi ‖=
√
f2i + g
2
i + h
2
i , γi = arctan(
gi
cβifi
)
L'algorithme décrit ci-dessous sera validé par des simulations numériques. Dans ces
simulations nous avons considéré le même scénario que nous avons eectué pour valider la
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méthode analytique.
3.5 Simulation numérique
Pour ces simulations les valeurs du pas d'adaptation µ et la précision sur l'erreur ε sont :
µ = 10−2 et ε = 10−3
Les gures 3.12 et 3.13 montrent que le dirigeable se stabilise et revient à son état initial
Figure 3.12  Convergence des positions x, y et z
Xd = 0R6 . Ce qui prouve l'ecacité de la méthode du gradient à pas xe pour la résolution
du problème d'allocation de contrôle.
La méthode numérique donne des résultats analogues à ceux donnés par la méthode analy-
tique que nous avons développé précédemment. Le temps de convergence de l'algorithme du
gradient a été rapide (2s, le même que pour algorithme analytique). En terme de valeurs nu-
mériques pour la stabilisation du dirigeable, nous avons obtenu les mêmes valeurs données
par la méthode analytique : ‖ Fi ‖= 220N , βi = π2 rad et γi = 0rad (Voir gure 3.14, 3.15
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et 3.16) Il faut noter que pour cette méthode, les forces et les angles naux obtenus pour
Figure 3.13  Convergence des angles d'Euler
Figure 3.14  valeurs des forces Fi
stabiliser le dirigeable sont équi-répartis sur les moteurs. Il faut noter aussi, que nous avons
combiné la méthode de gradient avec le bloc de saturation pour respecter les contraintes
physiques pendant la courte durée de la phase transitoire. La combinaison considérée n'a
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Figure 3.15  Valeurs des angles βi
pas inué sur la stabilisation du dirigeable. La méthode numérique du Gradient à pas xe
Figure 3.16  Valeurs des angles γi
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pour la résolution du problème de connexion en question conrme les résultats obtenus par
la méthode analytique. Ce qui nous permet d'armer que la stratégie suivie(dans la section
précédente) est ecace en terme de convergence vers l'état désiré, et en terme d'économie
énergétique du dirigeable.
Dans les sections précédentes, nous avons surmonté le problème de dépassement de contrainte
par l'insertion d'un bloc de saturation.
D'autre pistes pourraient être envisagées pour contourner le problème lié à la limitation des
actionneurs. Une première piste serait d'utiliser la technique de commande par saturation.
En d'autres termes au lieu de saturer les actionneurs réels (comme nous avons fait), on
peut saturer les commandes virtuelles pour qu'elles prennent des valeurs raisonnables et
ne causent pas un dépassement de contrainte. Les commandes par saturation (commandes
bornées) sont abordées dans le travail de Teel[Tee92], qui a fourni un formalisme pour
analyser le comportement des systèmes de contrôle avec des saturations. Cette approche a
été utilisée dans[AM08] pour assurer le suivi de trajectoire du dirigeable AURORA an de
tenir compte des limites de saturation des rotors dans la conception de contrôle.
De notre coté, nous avons décidé d'explorer les techniques d'optimisation quadratique avec
contraintes. Il s'agit de résoudre le système (3.23) en optimisant une fonction coût qua-
dratique qui obéit aux contraintes physiques des actionneurs. La fonction coût qui sera
utilisée lors de la minimisation quadratique est donnée par l'équation (3.30). Pour dénir
les contraintes imposées par les actionneurs nous avons majoré et minoré les composantes
du vecteur forces et les composantes du vecteur moments (équation (3.1)) en utilisant des
inégalités triangulaires. An de clarier la démarche, prenons par exemple la première com-
posante du vecteur forces que nous avons écrit en fonction des nouvelles coordonnées. Nous
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aurons :
|
4∑
i=1
fi| = |
4∑
i=1
‖ Fi ‖ cγicβi |≤
4∑
i=1
max(‖ Fi ‖)
Nous procédons de la même manière pour les autres composantes des forces et moments.
Nous pouvons écrire les contraintes des actionneurs sous forme de contraintes d'inégalité
par la relation matricielle suivante :
ACIU1 ≤ B (3.36)
avec la matrice ACI est donnée par :
Lighe i de la matrice ACIi Valeurs
ACI1 (1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0)
ACI2 (0, 0, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0)
ACI3 (0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1)
ACI4 (0, 0, 0, 0, c, c, c, c, b1,−b1, b3,−b3)
ACI5 (−c,−c,−c,−c, 0, 0, 0, 0,−a,−a, a, a)
ACI6 (b1,−b1, b3,−b3,−a,−a, a, a0, 0, 0, 0)
Les composantes du vecteur B sont :
composante i de B Valeurs
B1 = B2 = B3
∑4
i=1max(‖ Fi ‖)
B4 = c
∑4
i=1max(‖ Fi ‖) + 2(b1 + b3)max(‖ F1 ‖)
B5 c
∑4
i=1max(‖ Fi ‖) + 4amax(‖ F1 ‖)
B6 (2(b1 + b3) + 4a)max(‖ F1 ‖)
Résoudre le système (3.23) en tenant compte de l'équation (3.36) revient à résoudre le
problème d'optimisation quadratique suivant :
min
ACIU1≤B
J =
6∑
i=1
(α′i − CiU1)2
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Le vecteur des nouvelles variables U1 sera déterminé en utilisant l'algorithme Réectif de
Newton(interior-reective Newton). L'algorithme Réectif de Newton a été étudié dans
[CL96]. L'implémentation de l'algorithme sera réalisé en utilisant la fonction prédénie
dans le toolbox d'optimisation de matlab : quadprog.
Nous gardons le même test eectué dans les simulations précédentes. Les résultats sont
résumés dans les gures suivantes :
Nous remarquons que le dirigeable se stabilise avec les mêmes valeurs des actionneurs βi, γi
Figure 3.17  Valeurs des force : optimisation avec contrainte
et Fi qui sont obtenues par la méthode analytique. Cette méthode d'optimisation quadra-
tique avec contrainte aboutit aux même résultats que notre méthode analytique approchée.
Les valeurs obtenues pour les diérents actionneurs sont optimales et minimisent les normes
de Fi, donc minimisent l'énergie dépensée.
Dans les gures des forces et angles γi nous constatons qu'il y a des coupures dans les
courbes. Ces coupures sont dues aux contraintes imposées en résolvant le problème d'allo-
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Figure 3.18  Valeurs des angles d'Euler
Figure 3.19  Position du dirigeable suivant x, y, z
cation envisagée. Ces coupures sont similaires à celles de la méthode analytique et de la
méthode du gradient déterministe.
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Figure 3.20  Valeurs des angles γi
Figure 3.21  Valeurs des angles βi
Le temps de convergence vers les états désirés pour la méthode d'optimisation avec contrainte
est de 10s qui est relativement lent par rapport au temps de convergence de l'algorithme
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analytique(4s). Notons que les dirigeables sont sensibles aux conditions métrologiques, pour
cette raison la réponse des actionneurs doit être la plus rapide possible. En admettant le cri-
tère de convergence des algorithmes comme critère de comparaison, nous pouvons armer
que la méthode analytique est meilleure que l'algorithme d'optimisation quadratique. De
plus la résolution du problème d'allocation par la méthode d'optimisation avec contrainte
ne pourra se faire en temps réel, vu le temps de calcul nécessaire pour chaque itération. A
l'inverse, la méthode analytique proposée s'appuie sur des équations algébriques. Son temps
de résolution est très rapide, et l'implémentation pour le calcul en temps réel est possible.
3.6 Conclusion
Dans ce chapitre nous avons établi un algorithme basé sur une méthode analytique
pour résoudre le problème d'allocation de contrôle. L'algorithme proposé est piloté par des
équations algébriques obtenues d'une manière analytique en se basant sur des propositions
justiées par des arguments énergétiques. Ensuite nous avons proposé une alternative numé-
rique. Nous avons utilisé la méthode du gradient déterministe pour conrmer les résultats
obtenus par la méthode analytique. Pour ces deux algorithmes il y a eu un dépassement
transitoire des contraintes physiques imposées par les actionneurs du dirigeable. Pour cela
nous avons appliqué un bloc de saturation pour respecter ces limitations. Pour tester l'in-
uence du bloc de saturation sur la stabilisation du dirigeable nous avons appliqué les
techniques d'optimisation quadratique. Cette dernière conrme une autre fois les solutions
obtenues par les deux autres méthodes. Ces algorithmes ont été testés en utilisant un vec-
teur commande linéaire que nous avons développé pour stabiliser le dirigeable avec charge
intégrée durant sa mission critique de chargement et de déchargement. Ce vecteur com-
mande été construit par la méthode du linéarisé-tangent et la méthode du backstepping.
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Les résultats obtenus par la méthode analytique sont similaires à ceux obtenus par les mé-
thodes d'optimisation numériques mais avec un temps de calcul très inférieur. Ceci prouve
la pertinence de notre stratégie de construction de cet algorithme analytique d'allocation
de contrôle. Cet algorithme se caractérise aussi par sa simplicité et la facilité de mise en en
÷uvre. Finalement, il sera utile de valider ces algorithmes d'allocations sur d'autres types
de vecteurs commande et les tester en présence d'une perturbation extérieure aléatoire tel
que les rafales de vent.
Les perturbations dues au vent sont le premier ennemi pour le dirigeable. An de faire face
à ce dé, nous proposons dans le prochain chapitre d'utiliser la commande par feedforward.
La construction et la validation de l'algorithme analytique en utilisant ce nouveau concept
de contrôle sera l'objectif du chapitre 4.
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Commande par anticipation d'un
DGP avec charge intégrée
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.2 Conception de la commande par la méthode de linéarisation
entrée-sortie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.2.1 Outils Mathématiques . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.3 Conception du vecteur commande feedforward . . . . . . . . . . 151
4.3.1 Simulations numériques . . . . . . . . . . . . . . . . . . . . . . . . 161
4.3.1.1 LES sans feedforward(LES) : Méthode analytique(LESMA)
et gradient(LESMG) . . . . . . . . . . . . . . . . . . . . . 161
4.3.1.2 LES avec feedforward(LESFF) : Méthode analytique(LESFFMA)
et gradient(LESFFMG) . . . . . . . . . . . . . . . . . . . 165
4.4 Commande Prédictive Non linéaire à temps continu pour un
dirigeable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
143
4.1. INTRODUCTION
4.4.1 Principe du commande prédictive . . . . . . . . . . . . . . . . . . . 168
4.4.2 Architecture de commande . . . . . . . . . . . . . . . . . . . . . . 170
4.5 Simulations numériques . . . . . . . . . . . . . . . . . . . . . . . . 177
4.5.1 NCGPC sans feedforward : méthode analytique (NCGPCMA) . . 177
4.5.2 NCGPC avec feedforward : methode analytique (NCGPCFFMA) . 178
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
4.1 Introduction
La sensibilité des dirigeables par rapport aux conditions météorologiques et plus préci-
sément aux rafale de vent fait partie des verrous scientique à faire lever. Cette sensibilité
est due à leurs très grandes surfaces exposées au vent, ce qui rend dicile la manipulation
d'un DGP au cours de la phase critique de chargement et de déchargement en présence
d'une rafale de vent.
An de faire face à ce problème, nous proposons dans ce chapitre d'anticiper l'eet d'une
perturbation exogène en utilisant le concept de commande par feedforward. L'utilisation de
ce nouveau concept de contrôle pour un dirigeable nécessite la mesure préalable des forces
qui peuvent l'impacter.
Le dirigeable non-conventionnel MC500 sera équipé par la nouvelle technologie LIDAR.
C'est un instrument de mesure qui peut fournir des informations sur la force du vent ce qui
autorise l'utilisation des commandes par anticipation pour le dirigeable.
Dans la première partie de ce chapitre nous construirons un vecteur commande capable
d'atténuer l'impact des perturbations du vent avant qu'elles aient un eet notable sur le
dirigeable. Ceci dans le but de minimiser la dérive de l'engin volant, qui peut s'évaluer en
centaines de mètres sans cette action corrective, et qui nécessiterait une grande dépense
144
4.1. INTRODUCTION
d'énergie pour repositionner le dirigeable. La conception du vecteur commande par antici-
pation sera basée sur la méthode de linéarisation entrée-sortie.
Cette méthode est destinée aux systèmes anes en regard au contrôle. Elle est basée sur
des outils de la géométrie diérentielle. Le vecteur commande issu de cette méthode a deux
principaux objectifs. Le premier est de transformer le système non-linéaire du dirigeable
en un système linéaire sans linéariser les termes gyroscopiques du modèle du dirigeable ce
qui nous permet d'élargir les champs de fonctionnement de cet engin volant. Le deuxième
objectif est d'anticiper l'eet d'une force mesurable au voisinage d'un point de chargement
et de déchargement an de minimiser son impact.
Dans la deuxième partie de ce chapitre nous avons testé une autre alternative pour la
stabilisation du dirigeable face à une rafale de vent. Nous avons établi un vecteur com-
mande par anticipation optimale en utilisant les techniques de commande prédictive. Nous
nous sommes appuyés sur la commande prédictive généralisée non linéaire à temps continu
(NCGPC).
Cette commande est proche de la méthode de linéarisation entrée-sortie. Elle partage avec
elle certains aspects à savoir la notion de degrés relatifs et les outils de la géométrie dié-
rentielle. La diérence entre les deux vecteurs commandes est que le contrôleur issu de la
NCGPC est plus robuste et optimal. Le caractère d'optimalité permet d'économiser l'éner-
gie globale du dirigeable. De plus cette méthode est destinée pour les systèmes complexes
et lents qui sont les principales caractéristiques du modèle du dirigeable gros porteur.
Finalement, nous testons les performances des vecteurs commandes virtuels proposés à tra-
vers des simulations numériques. Dans ces simulations le dirigeable sera commandé par
l'algorithme d'allocation de contrôle analytique et celle du Gradient déterministe dénis au
chapitre précédent. Notre but est de répondre à la question suivante :
Notre méthode analytique est-elle compatible avec un vecteur contrôle virtuel non-linéaire ?
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Est-elle capable de garder les mêmes qualités et performances démontrées lors de l'utilisa-
tion d'un vecteur commande linéaire ?
4.2 Conception de la commande par la méthode de linéarisa-
tion entrée-sortie
Le modèle du dirigeable avec charge intégrée est non-linéaire et pleinement couplé. Dans
le chapitre précédent nous avons linéarisé les termes non-linéaires. Le vecteur commande
obtenu sera uniquement valable au voisinage d'un point de chargement et déchargement et
il sera dicile d'élargir son fonctionnement à d'autres missions.
Soulignons, que ce vecteur commande linéaire est valable en présence de faibles pertur-
bations. Les performances de ce vecteur commande se dégradent en présence d'une force
importante du vent et peuvent causer une instabilité du dirigeable. Ces limitations nous
ont incité à l'étude de lois de commandes non-linéaires, et plus précisément on utilisera
la méthode de linéarisation entrée sortie et les techniques de commandes prédictives non-
linéaire .
La méthode de linéarisation entrée-sortie permet de linéariser le système sans recours à la
méthode du linéarisé-tangent (une linéarisation exacte). Ceci, peut être réalisé par l'appli-
cation d'un diéomorphisme et d'une loi de contrôle de telle sorte que le système résultant
sera linéaire et découplé. Cette méthode qui repose sur la théorie de la géométrie dié-
rentielle, a été étudiée dans plusieurs travaux : [Isi13, SR72, HSM83, Hir79]. Malgré le
formalisme mathématique puissant de linéarisation, cette méthode demeure sensible aux
perturbations extérieures qui peuvent aecter le système de manière brusque.
Pour surmonter ce problème, plusieurs chercheurs ont proposé des solutions pour contrôler
le processus en présence d'une perturbation mesurée [Cla82, Hir81, IKGGM81]. Dans ces
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travaux, l'annulation de l'eet d'une perturbation mesurée est traitée comme un problème
de découplage entre la sortie du système à contrôler et la perturbation mesurée. Le vecteur
contrôle issu de la méthode de linéarisation entrée-sortie sera combiné avec un terme de
pré-compensation (feedforward) pour anticiper l'eet d'une perturbation exogène.
Dans [DK89] les conditions du découplage entre la perturbation et la sortie d'un système
non-linéaire sont présentées. Ces conditions sont basées sur la notion de degré relatif. Ainsi,
l'eet, sur le système à contrôler d'une perturbation mesurée est caractérisé par la compa-
raison du degré relatif de sortie par rapport à la perturbation d'un côté et par rapport à la
commande de l'autre.
La notion de degré relatif et les outils mathématiques qui nous permettent de comprendre
le principe de la méthode de linéarisation d'entrée- sortie en présence d'une perturbation
mesurée seront abordés dans la section suivante.
4.2.1 Outils Mathématiques
La méthode de linéarisation entrée-sortie par anticipation pilote une classe de systèmes
non linéaires SISO et MIMO anes en regard du contrôle u. La classe des systèmes
MIMO est déni par :  ẋ = f(x) +
∑m
j=0 gj(x)u+
∑m
k=1 pkdk
y(x) = h(x) = [h1, ..., hm]
t
(4.1)
Avec x = [x1, ..., xn]t ∈ Rn le vecteur d'état du système, u = [u1, ..., um]t ∈ Rm étant le
vecteur contrôle, y = [y1, ..., ym]t ∈ Rm la sortie du système. f , gi, pi sont des champs
de vecteurs lisses et hi ∈ Rm est une fonction lisse. di est une perturbation mesurée par
LIDAR.
Pour comprendre les étapes de construction du vecteur commande, les dénitions ci-dessous
sont utiles.
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Dénition 3 Dérivée de Lie
Soit h une fonction de Rn à valeurs réelles et le champ de vecteurs f = [f1, ..., f2]t dans Rn
la dérivée de lie de h le long de f en x ∈ Rn est la nouvelle fonction donnée par :
Lfh(x) = ∇h.f =
n∑
i=1
∂h(x)
∂xi
fi(x).
Pour un ordre quelconque, on a :
Lifh(x) = LfL
i−1
f h(x)
et
L0fh(x) = h(x)
De plus, si g est un autre champ de vecteurs alors la fonction scalaire LgLfh est donnée
par :
LgLfh(x) = ∇(Lfh).g
La dérivée de lie est utilisée pour calculer le vecteur degré relatif du système (4.1). Le
vecteur degré relatif joue un rôle fondamental dans la méthode de linéarisation entrée-
sortie, sa dénition est donnée ci-dessous :
Dénition 4 Vecteur degré relatif
Le système non-linéaire (4.1) a un vecteur degré relatif (r1, r2..., rm) en un point x0 si les
deux conditions suivantes sont satisfaites :
1. LgjL
k
fhi(x) = 0, ∀ 1 ≤ j, i ≤ m, k < ri − 1
2. La matrice de découplage m×m
D(x) =

Lg1L
r1−1
f h1(x) ... LgmL
r1−1
f h1(x)
Lg1L
r2−1
f h2(x) ... LgmL
r2−1
f h2(x)
... ... ...
Lg1L
rm−1
f hm(x) ... LgmL
rm−1
f hm(x)

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est inversible au point x0.
Le degré relatif de la sortie yj par rapport à la commande u, rj peut être interprété comme
le plus petit entier, du nombre de dérivées nécessaires pour que la sortie dépende de l'une
des composantes du vecteur commande u.
Le degré relatif du système (4.1), r =
∑m
j=0 rj est souvent inférieur ou égal à l'ordre du
système n. Si le degré relatif total est égal à l'ordre du système, on est en présence d'une
linéarisation au sens des entrées-états. Cependant dans le cas où le degré relatif total est
strictement inférieur à l'ordre du système, la linéarisation est dite linéarisation au sens des
entrées-sorties. Dans le cas où r < n nous pouvons conclure que le système admet une
dynamique interne qu'on l'appelle dynamique des zéros[Isi13].
Dénition 5 Dynamique des zéros
La dynamique des zéros d'un système non-linéaire est la dynamique interne du système qui
est obtenue quand toutes les sorties ainsi que toutes leurs dérivées sont nulles[Isi13]. Les
systèmes non-linéaires admettant une dynamique des zéros instables, sont appelés "systèmes
à déphasage non-minimal" et ceux qui ont une dynamique interne stable sont nommés
"systèmes à déphasage minimal".
Dans le cas où la dynamique des zéros existe il faut s'assurer de sa stabilité an d'appliquer
la méthode de linéarisation entrée-sortie.
Dans le but de caractériser l'inuence de la perturbation sur le système, on dénit le degré
relatif de la sortie par rapport à la perturbation.
Dénition 6 Degré relatif par rapport à la perturbation ρij
Le degré relatif de la sortie yj par rapport à la perturbation dk, ρjk est déni comme le plus
petit entier tel que[Isi13],[DK89] :
LpkL
ρjk−1
f hj(x) 6= 0
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On peut l'interpréter aussi, comme le plus petit entier du nombre de dérivées nécessaires
pour que la sortie dépende explicitement de la perturbation.
La caractérisation de l'inuence de la perturbation sur le système est déterminée par la
comparaison du degré relatif de la sortie yj par rapport à la commande U et à celle par
rapport à la perturbation dk.
Trois situations se présentent pour chaque sortie[DK89] :
 ρjk > rj : Dans ce cas la sortie yj est aectée indirectement par la perturbation. En
d'autres termes une rétroaction sura pour éliminer l'eet des perturbations sur la
sortie.
 ρjk = rj : Les perturbations ont des eets indésirables sur la sortie. Ainsi un "feed-
forward/feedback" statique sera nécessaire pour éliminer l'eet des perturbations sur
la sortie.
 ρjk < rj : La perturbation aecte la sortie, on utilisera une loi de contrôle dynamique
"feedforward/feedback" pour atténuer ces eets sur yj .
Pour le dirigeable, la commande par anticipation pourra être une solution appréciable pour
minimiser l'eet d'une force d'une rafale du vent pré-détectée par la technologie de mesure
LIDAR.
Le schéma du contrôle proposé utilisant la méthode de linéarisation entrée-sortie par anti-
cipation est décrit par la gure (4.1).
Les étapes de construction du vecteur commande anticipatif sont résumées ci-dessous :
 Rechercher le degré relatif du système et caractériser l'inuence des perturbations sur
chaque sortie.
 Appliquer un changement de coordonnées par diéomorphisme pour obtenir un nou-
veau système non linéaire.
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Figure 4.1  Méthode de linéarisation entrée sortie avec anticipation
 Appliquer la loi de commande au nouveau système non linéaire, résultant du change-
ment de coordonnées pour obtenir un système linéaire.
 Stabiliser le système linéaire résultant par la méthode du contrôle linéaire.
Nous suivrons ces étapes pour construire un vecteur commande feedforward.
4.3 Conception du vecteur commande feedforward
La méthode académique de linéarisation entrée-sortie repose sur la connaissance précise
de modèle du dirigeable. Le modèle du dirigeable avec charge intégrée est donné dans le
chapitre 1. Nous apportons quelques modications sur ce modèle en incluant une force du
vent mesurée par LIDAR ainsi que le moment induit par cette force.
Nous supposons que la résultante de la force du vent est appliquée à un point donné W . La
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résultante de cette forces du vent au point G exprimé dans le repère Rm, est donnée par :
FWd =

Fv1
Fv2
Fv3
 =

d1
d2
d3

Le moment induit par cette force s'écrit :
MWd = FWd ×WG =

τv1
τv3
τv3
 =

d4
d5
d6

Le modèle du dirigeable avec charge intégrée en présence d'une force du vent sera donné
par : 
ẋ = cψcθu+ (−sψcφ + cψsφsθ)v + (sψsφ + cψcφsθ)w
ẏ = sψcθu+ (cψcφ + sψsφsθ)v + (−cψsφ + sψcφsθ)w
ż = −sθu+ sφcθv + cφcθw
φ̇ = p+ sφtθq + cφtθr
θ̇ = cφq − sφr
ψ̇ =
sφ
cθ
q +
cφ
cθ
r
M11u̇ = α1 +Q1 + d1
M22v̇ = α2 +Q2 + d2
M33ẇ = α3 +Q3 + d3
(M246 −M66M44)ṗ = M46α6 +M46Q6 −M66α4 −M66Q4 + d4
M55q̇ = α5 +Q5 + d5
(M246 −M66M44)ṙ = M46α4 −M44α6 +M46Q4 −M44Q6 + d6
(4.2)
On notera :
 X = [x, y, z, φ, θ, ψ, u, v, w, p, q, r]t : l'état du système.
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 U = [α1, α2, α3, α4, α5, α6]t : le vecteur contrôle.
 Qe = [Q1, ..., Q6]t : le vecteur des termes non-linéaires.
Sans perte de généralité et dans l'objectif de simplier les calculs et la longueur des équa-
tions, nous supposons que le dirigeable en phase de chargement et de déchargement est
aecté par une force de vent latéral unidirectionnelle (suivant l'axe Xm). Par conséquent
on aura d2 = d3 = d4 = d5 = d6 = 0.
Le modèle mathématique du dirigeable MC500 (4.2) est un système ane au regard du
contrôle U . Nous pouvons l'écrire similairement au système (4.1) comme suit :
 Ẋ = f(X) + g(X)U + p1d1y(x) = h(x) = [x, y, z, φ, θ, ψ]t (4.3)
avec :
p1 = [0, 0, 0, 0, 0, 0,
1
M11
, 0, 0, 0, 0, 0]t
f(X) =
(
f1 . . . f12
)t
et g =
(
g1 . . . g6
)
sachant que :
gi Valeurs
g1 [0, 0, 0, 0, 0, 0,
1
M11
, 0, 0, 0, 0, 0]t
g2 [0, 0, 0, 0, 0, 0, 0,
1
M22
, 0, 0, 0, 0]t
g3 [0, 0, 0, 0, 0, 0, 0, 0,
1
M33
, 0, 0, 0]t
g4 [0, 0, 0, 0, 0, 0, 0, 0, 0,
−M66
M246−M66M44
, 0, M46
M246−M66M44
]t
g5 [0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1
M55
, 0]t
g6 [0, 0, 0, 0, 0, 0, 0, 0, 0,
M46
M246−M66M44
, 0, −M44
M246−M66M44
]t
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fi Valeurs
f1 cψcθu+ (−sψcφ + cψsφsθ)v + (sψsφ + cψcφsθ)w
f2 sψcθu+ (cψcφ + sψsφsθ)v + (−cψsφ + sψcφsθ)w
f3 −sθu+ sφcθv + cφcθw
f4 p+ sφtθq + cφtθr
f5 cφq − sφr
f6
sφ
cθ
q +
cφ
cθ
r
f7
Q1
M11
f8
Q2
M22
f9
Q3
M33
f10
M46Q6−M66Q4
M246−M66M44
f11
Q5
M55
f12
M46Q4−M44Q6
M246−M66M44
Dans l'objectif d'assurer la stabilisation du dirigeable au voisinage d'un point de chargement
et déchargement ωi et d'anticiper l'eet de la perturbation du vent, on appliquera une
linéarisation d'entrée-sortie par retour d'état sur le modèle du dirigeable. La méthode de
linéarisation entrée-sortie assurera le découplage entre les sorties et la perturbation. Dans
ce cas les sorties doivent être d'une part la position x, y, z et d'autre part les angles
d'orientations ψ, θ et φ.
Pour stabiliser le dirigeable il faut faire converger la sortie vers l'état désiré. En d'autres
termes, converger l'erreur ej = yj − ωj vers 0.
La première étape dans la construction consiste à calculer le degré relatif r du système (4.3)
et le degré relatif de chaque sortie ρj1 par rapport la perturbation .
Pour déterminer le degré relatif (rj)1≤j≤6 correspondant à la sortie ej on dérive la sortie,
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jusqu'à faire apparaître au moins une entrée, en utilisant l'expression :
e
(rj)
j = L
rj
f hj +
6∑
i=1
LgiL
rj−1
f hjUi + Lp1L
rj−1
f hjd1 (4.4)
La dérivée première pour la sortie e1 est :
ė1 = Lfh1 = f1 (4.5)
La dérivée de e1 ne dépend pas du contrôle Ui on la dérive une deuxième fois.
ë1 = L
2
fh1 + Lg1Lfh1U1 + Lg2Lfh1U2 + Lg3Lfh1U3 + Lp1Lfh1d1 (4.6)
Avec :
L2fh1 =
∂f1
∂φ
f4 +
∂f1
∂θ
f5 +
∂f1
∂ψ
f6 +
∂f1
∂u
f7 +
∂f1
∂v
f8 +
∂f1
∂w
f9 (4.7)
Lg1Lfh1 =
cψcθ
M11
(4.8)
Lg2(Lfh1) =
−sψcφ + cψsφsθ
M22
(4.9)
Lg3Lfh1 =
sψsφ + cψcφsθ
M33
(4.10)
Lp1Lfh1 =
cψcθ
M11
(4.11)
Nous remarquons que dans la dérivée seconde de la sortie e1 apparaît les composantes de U
et la perturbation d1. Le processus de dérivation s'arrêtera ainsi et nous pouvons conclure
que le degré relatif de la sortie e1 par rapport à la commande est égal à, r1 = 2 et le degré
relatif de la sortie e1 par rapport à la perturbation est ρ11 = 2.
Les degrés relatifs de e1 par rapport à la perturbation et celle par rapport à la sortie sont
égaux. Dans ce cas la perturbation a des eets sur le déplacement suivant x ce qui nécessite
un terme de pré-compensation pour anticiper ces eets an de stabiliser le dirigeable.
Pour les autres sorties, nous procédons de la même manière pour calculer les degrés relatifs.
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Nous calculons la première et la deuxième dérivée des sorties (ej)2≤j≤6. On aura (voir les
détails de calcul dans l'annexe) :
ë2 = L
2
fh2 + Lg1Lfh2U1 + Lg2Lfh2U2 + Lg3Lfh2U3 + Lp1Lfh2d1 (4.12)
ë3 = L
2
fh3 + Lg1Lfh3U1 + Lg2Lfh3U2 + Lg3Lfh3U3 + Lp1Lfh3d1 (4.13)
ë4 = L
2
fh4 + Lg4Lfh4U4 + Lg5Lfh4U5 + Lg6Lfh4U6 (4.14)
ë5 = L
2
fh5 + Lg4Lfh5U4 + Lg5Lfh5U5 + Lg6Lfh5U6 (4.15)
ë6 = L
2
fh6 + Lg4Lfh6U4 + Lg5Lfh6U5 + Lg6Lfh6U6 (4.16)
Les premières résultats immédiats qui découlent des calculs précédents sont :
 Le degré relatif de chaque sortie ej par rapport à l'entrée U est rj = 2.
 La perturbation a un impact sur le déplacement suivant y et z (ρ21 = ρ31 = r2 = r3).
Cependant la perturbation n'a pas d'impact sur les angles d'Euler (ρj1>rj ,j=4,5,6).
 Le degré relatif total du système du dirigeable est r = 12. Ainsi la dynamique des
zéros est vide.
Nous introduisons la matrice de découplage D suivante :
D =

cψcθ
M11
−sψcφ+cψsφsθ
M22
sψsφ+cψcφsθ
M33
0 0 0
sψcθ
M11
cψcφ+sψsφsθ
M22
−cψsφ+sψcφsθ
M33 0 0 0
−sθ
M11
sφcθ
M22
cφcθ
M33 0 0 0
0 0 0 1
M246−M66M44
sφtθ
M55
cφtθ
M246−M66M44
0 0 0 0
cφ
M55
−sφ
M246−M66M44
0 0 0 0
sφ
M55cθ
cφ
cθ(M
2
46−M66M44)

(4.17)
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La matrice de découplage D est toujours inversible(Nous avons vérié ce résultat en utilisant
le logiciel de calcul Maple). Son inverse est donnée par :
D−1 =
Γ1 0
0 Γ2

Γ1 =

cψcθM11 cθsψM11 −sθM11
−M22(−cψsφsθ + sψcφ) M22(cφcψ + sψsφsθ) sφcθM22
(sθcφcψ + sψsφ)M33 (−sφcθ + sψcφsθ)M33 cθcφM33

Γ2 =

M44 M46sφ M44sθ −M46cθcφ
M55cφ 0 −sφcθM55
M46 M66sφ M46sθ −M66cθcφ

Le degré relatif du modèle dynamique du dirigeable MC500 est r = 12, et il est bien déni
(car la matrice de découplage est inversible). On peut donc stabiliser le dirigeable par la
méthode de linéarisation entrée-sortie. En d'autres termes, nous pouvons déterminer un
diéomorphisme Φ et un retour d'état U transformant le système initial du dirigeable (4.3)
en un système linéaire équivalent découplé.
Le diéomorphisme Φ qui nous permet d'obtenir un nouveau système non linéaire est donné
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par [Isi13] :
Φ =

z11
z12
z21
z22
z31
z32
z41
z42
z51
z52
z61
z62

=

x
cψcθu+ (−sψcφ + cψsφsθ)v + (sψsφ + cψcφsθ)w
y
sψcθu+ (cψcφ + sψsφsθ)v + (−cψsφ + sψcφsθ)w
z
−sθu+ sφcθv + cφcθw
φ
p+ sφtθq + cφtθr
θ
cφq − sφr
ψ
sφ
cθ
q +
cφ
cθ
r

Dans les nouvelles coordonnées, le système (4.2) s'écrit :
ż11
ż12
ż21
ż22
.
.
ż61
ż62

=

Lfh1(x)− ω̇1
L2fh1(x)− ω̈1 + Lg1L2fhα1 + Lg2L2fhα2 + Lg3L2fhα3
.
.
.
Lfh6(x)− ω̇6
L2fh6(x)− ω̈6 + Lg4L2fh6α4 + Lg5L2fh6α5 + Lg6L2fh6α6

La particularité de ce nouveau système non-linéaire est que la composante żiri dépend
explicitement des composantes du vecteur contrôle U . Ce qui facilite la détermination d'une
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loi de commande linéarisante. En eet, en regroupant les équations contenant le vecteur de
contrôle U. Nous aurons l'écriture matricielle suivante :

ż12
ż22
ż32
ż42
ż52
ż62

=

L2fh1 − ω̈1
L2fh2 − ω̈2
L2fh3 − ω̈3
L2fh4 − ω̈4
L2fh5 − ω̈5
L2fh6 − ω̈6

︸ ︷︷ ︸
ξ
+

cψcθ
M11
sψcθ
M11
−sθ
M11
0
0
0

︸ ︷︷ ︸
P
d1 +D

U1
U2
U3
U4
U5
U6

︸ ︷︷ ︸
U
(4.18)
La loi de commande qui assure le découplage entre la commande, la sortie et la perturbation
qui aectent le dirigeable s'écrit ainsi :
U = D−1(v − Pd1 − ξ) (4.19)
Avec v le nouveau vecteur contrôle. Notons que la linéarisation ne serait possible que si
la matrice de découplage D est inversible. En remplaçant (5.7) dans (4.18), le système
équivalent devient linéaire et totalement découplé, de la forme :

ż12
ż22
ż32
ż42
ż52
ż62

=

v1
v2
v3
v4
v5
v6

159
4.3. CONCEPTION DU VECTEUR COMMANDE FEEDFORWARD
Finalement, on obtient les 6 sous-systèmes linéaires découplés :
żi1 = z
i
2
żi2 = vi
ei = z
i
1
(4.20)
Les nouvelles entrées vi seront conçues pour assurer la stabilité du dirigeable au voisinage
d'un point de chargement et déchargement. Pour atteindre cet objectif nous procédons par
la méthode de placement de pôles. D'une manière générale, pour un problème de suivi de
trajectoire les expressions de vi sont :
vi = ω
(ri)
i + βri−1(y
(ri−1)
i − w
(ri−1)
i ) + ...+ β1(yi − wi)
Les trajectoires de référence dans notre cas sont des échelons. Nous avons alors ẅi = ẇi = 0
et comme le degré relatif associé à chaque sortie est 2, les nouvelles commandes vi destinées
pour stabiliser le système linéaire résultant (4.20) auront pour valeurs :
vi = β
i
1ẏi + β
i
2(yi − wi) (4.21)
Le problème de stabilisation envisagé est assuré si nous choisissons les gains βi1 et β
i
2 de
façon à ce que le polynôme :
s2 + βi1s+ β
i
2 = 0
soit un polynôme d'Hurwitz. Nous avons choisi d'imposer les pôles suivants [-10,-4]. Les
valeurs des gains de la commande linéaire sont : βi1 = 40 et β
i
2 = 14. Ces gains sont utilisés
dans les simulations numériques pour évaluer les performances du contrôleur proposé.
Finalement, en remplaçant l'expression de v dans l'équation (5.7) nous obtenons l'expression
de la commande U , linéarisante, stabilisante et anticipatrice.
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4.3.1 Simulations numériques
4.3.1.1 LES sans feedforward(LES) : Méthode analytique(LESMA) et gra-
dient(LESMG)
Dans un premier temps on vérie l'ecacité du vecteur contrôle dans des conditions
idéales c'est-à-dire : la vitesse du vent est nulle. Par conséquent le terme de pré-compensation
sera nul et le vecteur commande virtuelle se comporte comme un retour d'état.
Dans ce scénario on désire stabiliser le dirigeable au voisinage d'un état désiré ω = 0R6 à
partir d'une position initiale Y = [10, 8, 5, 0.3, 0.2, 0.1].
On voit clairement sur les gures (4.3) que le dirigeable se stabilise rapidement. Les po-
Figure 4.2  Convergence des commandes virtuelles : méthode LES
sitions x, y, z et les angles d'Euler φ, θ, ψ convergent asymptotiquement vers 0. C'est le
comportement attendu par l'application du vecteur contrôle.
Nous avons commandé le dirigeable en utilisant les algorithmes d'allocations du contrôle
analytique et celle du gradient déterministe dénis au chapitre précédent, dans le but
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(a) Convergence des positions : x,y,z avec la LES
(b) Convergence des angles d'Euler avec LES
Figure 4.3  Stabilisation des degrés de liberté du dirigeable avec la LES
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d'évaluer les performances des algorithmes d'allocation de contrôle en utilisant un vecteur
commande virtuel non-linéaire.
Malgré les valeurs élevées données par les commandes virtuelles dans la phase transitoire
(voir gure (4.2)), la méthode analytique arrive à stabiliser le dirigeable en un temps très
court et prouve une autre fois son ecacité.
On notera, qu'après la stabilisation du dirigeable, la poussée est équitablement répartie
Figure 4.4  Valeurs des normes forces Fi avec la LES
sur les quatre rotors (voir gure (4.4)), les angles d'oscillation γi deviennent égaux à zéro
((4.5(b))) et les angles d'inclinaison βi sont égaux à π2 ((4.5(a))). Ceci caractérise la position
de stabilité stationnaire optimale, et met en évidence l'intérêt de la méthodologie analy-
tique d'allocation de contrôle pour stabiliser le DGP avec charge intégrée en produisant le
minimum d'eort.
La méthode du gradient donne des résultats similaires à ceux obtenus par la méthode ana-
lytique. Néanmoins, le temps de convergence de l'algorithme analytique est dans ce cas
aussi plus court que celui de la méthode du gradient.
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(a) Valeurs des angles βi avec la LES
(b) Valeurs des angles γi avec la LES
Figure 4.5  Convergence des angles β et γ avec la LES
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4.3.1.2 LES avec feedforward(LESFF) : Méthode analytique(LESFFMA) et
gradient(LESFFMG)
Dans ce qui suit nous considérons le scénario du dirigeable en vol stationnaire, par
exemple en phase de chargement ou de déchargement. Nous supposons qu'il s'est déplacé
avec une accélération due à une rafale de vent pré-détectée par un LIDAR.
Nous appliquons le contrôle combiné "feedforward/feedback" pour atténuer l'eet de cette
Figure 4.6  Dérive du dirigeable avec LESFF : vent constant
rafale de vent et pour pouvoir ainsi économiser l'énergie du dirigeable.
Le vent est supposé arriver le long de l'axe des Xm et produire une force échelon de 104N
entre t=2s et t=4s.
On peut voir sur la gure (4.6) que le dirigeable a fait un grand déplacement par rapport
à sa position d'équilibre d'environ 40m dans le cas oú il est contrôlé uniquement par un
contrôle par retour d'état(Feedback). Cependant, avec l'application du contrôle feedfor-
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(a) valeur des angles βi : vent constant
(b) valeur des forces Fi : vent constant
Figure 4.7  Valeurs des angles β et Forces F avec la LESFF en présence d'une perturba-
tion constante
ward/feedback précédemment développé, il est bien démontré la réduction de ce dépla-
cement, notamment dans le cas de l'utilisation de l'algorithme analytique d'allocation de
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contrôle.
Dans les gures (4.7), on constate que la stabilisation du dirigeable s'est traduite par la
stabilisation des actionneurs grâce à l'algorithmes d'allocations de contrôle établie. La sta-
bilisation a convergé vers une conguration présentant un minimum énergétique(intensités
des actionneurs égales). On remarque néanmoins une phase transitoire (entre 2s et 4s) cor-
respond à la période d'application de la force exogène.
Pour rendre l'expérience plus réaliste et démontrer la robustesse de notre algorithme, nous
avons développé notre contrôle sur la base d'une rafale de vent d'amplitude constante, alors
que pour la force appliquée au dirigeable, nous avons permis une variation sinusoïdale de
l'intensité du vent. Dans ce scénario la perturbation sera :
d1 = 10
4 + 103cos(10t)
Malgré la diérence relativement importante entre cette force appliquée et la force sur
Figure 4.8  Dérive du dirigeable avec LESFF : vent sinusoïdale
laquelle le contrôle feedforward/feedback s'était basé, nous notons que notre algorithme
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analytique avec feedforward réussit à minimiser les eets du vent sur le dirigeable par rap-
port à un simple contrôle par rétroaction(voir gure (4.8)).
Dans la section suivante nous discuterons une autre approche optimale pour remédier
à l'eet d'une perturbation mesurée qui aecte le dirigeable. Nous utilisons les techniques
de commande prédictive en présence d'une perturbation mesurée. Cette technique est ca-
pable de contrôler les systèmes qui se caractérisent par une dynamique lente comme c'est
le cas pour le dirigeable. Comme son nom l'indique cette commande permet de prédire le
comportement futur d'un processus. Ceci nous permettrait d'économiser l'énergie globale
du dirigeable en lui évitant des écarts très importants par rapport à sa position d'équilibre.
4.4 Commande Prédictive Non linéaire à temps continu pour
un dirigeable
4.4.1 Principe du commande prédictive
Le principe de la commande prédictive(Model Predectiv Control MPC) est d'utiliser
le modèle de processus à contrôler(linéaire ou non-linéaire) pour prédire le comportement
futur du système an de le commander tout en respectant certaines contraintes. Il s'agit de
déterminer à chaque période d'échantillonnage une commande optimale qui minimise une
fonction coût bien déterminée sur un horizon de prédiction. La première composante de la
commande est appliquée au système. Dans l'itération qui suit, l'horizon de prédiction glisse
d'un pas et on répète ainsi la procédure d'optimisation.
La commande prédictive fait partie des méthodes de contrôle avancées appliquées dans le
domaine industriel et dans le domaine académique. La première application industrielle a
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été réalisée dans le secteur de la pétrochimie grâce aux travaux de Richalet et al [RRTP78].
La commande MPHC (Model Predictive Heuristic Control) a été développée pour contrôler
les systèmes pétrochimiques qui sont caractérisés par une dynamique lente.
Plusieurs autres commandes prédictives ont connu un succès dans l'industrie. Citons à titre
d'exemple la DMC(Dynamic Matrix Control) qui a été appliquée sur une unité de cracking
catalytique [CR80]. La MPC également, utilisée dans d'autres secteurs à savoir l'aérospatial,
l'industrie du papier et la pétrochimie, [GPM89] et [QB03].
Dans le domaine académique plusieurs commandes prédictives ont été développées [Pet84],
[Yds84], [DKVdVD88],[CMT87]. Ces algorithmes de contrôle pilotent des systèmes linéaires
discrets. D'autres algorithmes sont dédiés pour commander les systèmes à temps continu.
Citons l'algorithme CGPC( Continuous-time Generalized Predictive Control) qui a été
proposé par Gawthrop[Gaw87].
Généralement, la mise en équation(modélisation) d'un processus mène à des systèmes non-
linéaires. Ceci a incité les chercheurs et les industriels à étendre le concept de la commande
prédictive linéaire pour traiter des systèmes non-linéaires plus complexes. La commande
prédictive non linéaire(NMPC) a été appliquée dans plusieurs secteurs industriels. Parmi
les plus connues on citera, Predictive functional control, Nonlinear control et Nonlinear
MPC package qui sont des commandes prédictives non linéaires utilisées respectivement
par les entreprises Adersa, Pavilion Technologies et Aspen Tec(voir [QB03] pour plus de
détails).
La NCGPC (Nonlinear Continuous-time Generalized Predictive Control) est une approche
académique introduite par Siller-Alcalá en 1998 [SA98]. C'est une méthode analytique basée
sur les séries de Taylor. la NCGPC est proche de la méthode de linéarisation entrée-sortie.
Elle fait appel à des techniques de la géométrie diérentielle. La méthode de NCGPC
permet de résoudre le problème du suivi de trajectoire sans faire de discrétisation.
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La loi de contrôle est établie en minimisant une fonction coût quadratique et s'appuie sur
l'erreur de prédiction entre la sortie et la référence. La prédiction de la sortie et la référence
est réalisée à partir du développement en séries de Taylor jusqu'à un ordre bien déterminé.
Pour la NCGPC l'ordre de prédiction correspond au degré relatif de la sortie par rapport
à la commande. [CBG03] ont prouvé que la stabilité en boucle fermée pour la NCGPC est
obtenue avec un changement de coordonnées adéquat et un horizon de prédiction ni. De
plus, ils ont montré que pour un horizon de prédiction xé, le système bouclé est instable
si son degré relatif est strictement supérieur à 4.
Nous avons adopté cette dernière technique pour la stabilisation du dirigeable.
4.4.2 Architecture de commande
L'algorithme de contrôle NCGPC pilote une classe de systèmes anes par rapport au
contrôle. L'utilisation de cette méthode nécessite la vérication de quelques hypothèses :
 Hypothèse 1 : La dynamique des zéros existe et est asymptotiquement stable.
 Hypothèse 2 : Tous les états sont mesurables.
 Hypothèse 3 : le processus a un degré relatif bien déni.
 Hypothèse 4 : les sorties et les signaux de référence sont susamment continument
diérentiables par rapport au temps.
Comme il a été mentionné, le modèle mathématique du dirigeable MC500 est ane, le
degré relatif est bien déni et sa dynamique des zéros est vide, ce qui rend possible l'ap-
plication de la commande mentionnée pour suivre une trajectoire prédénie ou bien pour
stabiliser le dirigeable au voisinage d'un point de chargement et ou déchargement.
L'élaboration du vecteur contrôle prédictif moyennant la NCGPC se fait par la minimi-
sation d'une fonction objective quadratique fondée sur l'erreur de prédiction. Cette erreur
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correspond à l'écart entre les prédictions du signal de référence et les sorties. Ces prédictions
sont déterminées par le développement en séries de Taylor jusqu'au degré relatif des sorties
rj
L'erreur de prédiction êi
êi est la prédiction de l'erreur ei(t) = yi(t)− ωi(t) dénie par :
êi(t+ ε) = ŷi(t+ ε)− ω̂i(t+ ε) (4.22)
oû t l'instant actuel, t+ ε l'instant de prédiction, ŷi et ω̂i sont respectivement la prédiction
de yi et ωi. Ces prédictions sont également dénies par le développement de Taylor comme
suit :
ŷi(t+ ε) = yi(t) + εẏi(t) +
ε2
2
ÿi(t) (4.23)
ω̂i(t+ ε) = ωi(t) + εω̇i(t) +
ε2
2
ω̈i(t) (4.24)
soit Λi le vecteur ligne suivant :
Λi =
(
1 ε ε
2
2
)
(4.25)
et Ei le vecteur colonne donné par :
Ei =
(
ei ėi ëi
)t
(4.26)
En utilisant les équations (4.25), (4.26) L'erreur de prédiction (4.22) peut s'écrire sous une
forme matricielle ainsi :
êi(t+ ε) = ΛiEi (4.27)
Dans le cas SISO le critère quadratique à minimiser pour obtenir la loi de commande est
déni par :
Ji =
1
2
∫ Ti
0
ê2i (t+ ε)dε (4.28)
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avec Ti l'horizon de prédiction.
Pour le système du dirigeable avec charge intégrée (système MIMO) le critère quadratique
sera la somme des fonctions quadratiques associées à chaque sortie. Elle sera donnée par :
J =
6∑
i=1
Ji =
1
2
6∑
i=1
∫ Ti
0
ê2i (t+ ε)dε (4.29)
En remplaçant l'équation (4.27) dans celle de J on aura :
J =
1
2
6∑
i=1
EtiΠ(Ti)Ei (4.30)
avec :
Π(Ti) =
∫ Ti
0
ΛtiΛidε =

Ti
T 2i
2
T 3i
3
T 2i
2
T 3i
3
T 4i
8
T 3i
6
T 4i
8
T 5i
20
 (4.31)
Le vecteur de contrôle U sera le minimum de la fonction J . Il satisfait à la condition
nécessaire donnée par :
∂J
∂U
=
1
2
6∑
i=1
(
∂Ei
∂U
)tΠ(Ti)Ei = 06×1 (4.32)
Similairement à ce que a été vu dans la méthode de linéarisation entrée-sortie les dérivées
de ei peuvent s'exprimer en fonction des dérivées de Lie. Ces dérivées sont données par
l'équation (4.4).
Le vecteur Ei sera donné par la relation ci-dessous :
Ei =

hi − ωi
Lfhi
L2fhi +
∑6
j=1 LgjLfhiUj +
∑6
j=1 LpjLfhidj
 (4.33)
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ou encore :
Ei =

hi − ωi
Lfhi
L2fhi
+

0
0∑6
j=1 LpjLfhidj
+

0
0∑6
j=1 LgjLfhiUj
 (4.34)
Or on a :
∂Ei
∂U
=
(
∂Ei
∂U1
∂Ei
∂U2
∂Ei
∂U3
∂Ei
∂U4
∂Ei
∂U5
∂Ei
∂U6
)
(4.35)
∂Ei
∂U
=

0 0 0 0 0 0
0 0 0 0 0 0
Lg1Lfhi Lg2Lfhi Lg3Lfhi Lg4Lfhi Lg5Lfhi Lg6Lfhi
 (4.36)
En substituant les équations (4.36) et (4.31) dans la dérivée de J par rapport à U
(équation (4.32)) et après quelques manipulations algébriques, nous aurons :
1
2
6∑
i=1

Lg1Lfhi
Lg2Lfhi
Lg3Lfhi
Lg4Lfhi
Lg5Lfhi
Lg6Lfhi

Π3iEi = 06×1 (4.37)
avec Π3i la dernière ligne de la matrice Πi. Elle est donnée par :
Π3i =
(
T 3i
6
T 4i
8
T 5i
20
)
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L'équation (4.37) peut se réécrire par une relation matricielle comme suit :
Γt1 0
0 Γt2

︸ ︷︷ ︸
Dt

Π31E1
Π32E2
Π33E3
Π34E4
Π35E5
Π36E6

= 06×1 (4.38)
avec D la matrice de découplage dont l'expression est dénie par (4.17). Sa transposée est
inversible , et on aura alors :

Π31 0
Π32
Π33
Π34
Π35
0 Π35


E1
E2
E3
E4
E5
E6

= 0 (4.39)
Pour déterminer le vecteur de contrôle U , nous remplaçons les Ei par leurs valeurs dans
l'équation ci-dessous et nous séparons les termes qui contiennent les composantes de U .
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Nous obtiendrons ainsi :

T 51
20 0 0 0 0 0
0
T 52
20 0 0 0 0
0 0
T 53
20 0 0 0
0 0 0
T 54
20 0 0
0 0 0 0
T 55
20 0
0 0 0 0 0
T 56
20

D

U1
U2
U3
U4
U5
U6

= −

Π31 0
Π32
Π33
Π34
Π35
0 Π35

(

h1 − ω1
Lfh1
L2fh1
h2 − ω2
Lfh2
L2fh2
h3 − ω3
Lfh3
L2fh3
h4 − ω4
Lfh4
L2fh4
h5 − ω5
Lfh5
L2fh5
h6 − ω6
Lfh6
L2fh6

︸ ︷︷ ︸
ξ̃
+

0
0
cψcθ
M11
0
0
cψcθ
M11
0
0
cψcθ
M11
0
0
0
0
0
0
0
0
0

︸ ︷︷ ︸
P̃
)
(4.40)
A partir de l'équation (4.40) on peut nalement déduire la relation qui donne le vecteur U .
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On aura ainsi :
U1
U2
U3
U4
U5
U6

= −D−1

20
T 51
Π31 0
20
T 52
Π32
20
T 53
Π33
20
T 54
Π34
20
T 55
Π35
0 20
T 56
Π35

︸ ︷︷ ︸
K
(ξ̃ + P̃ ) (4.41)
On peut l'écrire sous la forme compacte suivante :
U = −D−1K(ξ̃ + P̃ ) (4.42)
avec :
 D est la matrice de découplage.
 K est la matrice des gains est donnée par :
K1 0
.
.
0 K6

où
Ki =
20
T 5i
Π3i
 ξ̃ + P̃ la somme des termes non linéaires et les termes de pré-compensations
La commande U donné par la NCGPC est une loi de contrôle linéarisante, optimale et
anticipatrice. La performance du contrôle U sera évaluée par des simulations numériques.
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4.5 Simulations numériques
4.5.1 NCGPC sans feedforward : méthode analytique (NCGPCMA)
Nous présentons ici des tests numériques similaires à ceux eectués pour la méthode de
linéarisation entrée-sortie. Nous commençons par un cas idéal, c'est-à-dire oú la perturba-
tion est nulle. Les résultats obtenus sont résumés dans les gures ci-dessous.
Nous pouvons observer (voir gure (4.9(a)) et (4.11(b)) ) que la convergence vers les états
désirés est respectée. Le dirigeable se stabilise au voisinage du point de chargement ou de
déchargement d'une manière rapide.
Dans la phase transitoire les commandes virtuelles par la NCGPC prennent des valeurs
moins élevées comparées à celles obtenues par la LES. Ceci s'explique par l'utilisation
des gain optimaux. D'une part, ces gains optimaux permettent d'économiser encore plus
l'énergie globale du dirigeable. D'autre part, en présence du vent, la valeur de la dérive du
dirigeable sera moindre que celle donnée par la LES comme en le verra le voir dans la suite.
L'algorithme d'allocation de contrôle analytique montre sa compatibilité avec la loi de
commande prédictive issue de la NCGPC. Le dirigeable est stabilisé autour de son point
d'équilibre optimal en un temps très court. On a obtenu les mêmes valeurs des angles β, γ
et des forces F donnés par les autres lois de contrôle (LES et commande linéaire dans le
chapitre précédent).
Cependant nous remarquons que le temps de convergence des actionneurs "réels" donné par
la méthode NCGPC (6s) est relativement élevé comparé au temps de convergence donné
par la méthode de LES (4s). A notre avis c'est un résultat logique et plus réaliste que celui
donné par la méthode LES, du fait que la dynamique du dirigeable est lente.
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(a) Position suivant les axes x,y,z
(b) Angles d'Euler avec la NCGPC
Figure 4.9  Convergence des degrés de libertés du dirigeable avec la NCGPC
4.5.2 NCGPC avec feedforward : methode analytique (NCGPCFFMA)
Nous considérons maintenant, une force de vent latéral d1 suivant l'axe Xm de valeur
104N appliquée sur le dirigeable.
Nous appliquons la loi de contrôle prédictive NCGPC par anticipation pour atténuer l'eet
de la perturbation exogène.
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Figure 4.10  Valeurs des commandes "virtuels" avec la NCGPC
Les résultats obtenus, sont résumés par les gures (4.14), (4.15),
Les positions et les angles d'Euler convergent (voir gure (4.13(a)),(4.13(b))) asymptoti-
quement vers zéro. La gure (4.13) montre que le vecteur commande a annulé l'eet de la
perturbation. Ainsi la force du vent n'a en fait aucune inuence sur le dirigeable. Ceci est
dû au caractère anticipateur de la NCGPCMA.
La NCGPCMA (sans feedforward) a stabilisé le dirigeable après un déplacement d'environ
18m. Ce qui prouve l'utilité des termes de pré-compensation et montre que les commandes
par anticipation seront des candidates potentielles pour le pilotage automatique des diri-
geables.
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(a) Valeurs des angles βi des actionneurs avec la NCGPCMA
(b) Valeurs des angles γi des actionneurs avec la NCGPCMA
Figure 4.11  Valeurs des angles β et γ des actionneurs avec la NCGPCMA
Finalement il faut souligner qu'en présence d'une perturbation mesurée la conguration
de stabilisation optimale n'a pas changé en combinant la méthode d'allocation de contrôle
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Figure 4.12  Norme des forces des actionneurs avec la NCGPCMA
et la commande virtuelle donnée par le NCGPC avec et sans feedforward.
Nous résumons les résultats des simulations numériques pour la méthode de linéarisation
entrée-sortie (LES) et celle de la NCGPC dant le but de comparer ces deux méthodes.
Algorithme Temps de convergence des sorties Dérive Commandes virtuelles
LESMA 3s - 105N
NCGPCMA 3s - 104N
LESFFMA 3s 40m 105N
NCGPCFFMA 3s 18m 104N
La loi de contrôle donnée par la NCGPC s'avère assez proche de celle de la LES. La
diérence réside dans le choix des gains. Ces gains sont déterminés d'une manière analy-
tique, optimale pour la NCGPC. Ce critère d'optimalité bascule notre choix du côté de la
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(a) Position suivant les axes x,y,z en présence d'une force du vent :
NCGPCFF
(b) Convergence des angles d'Euler en présence d'une force du vent :
NCGPCFF
Figure 4.13  Valeurs des angles β et γ des actionneurs avec la NCGPCMA
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Figure 4.14  Norme des forces des actionneurs avec la NCGPCFFMA
NCGPC.
Mise à part cette propriété importante d'optimalité qui permet d'économiser l'énergie glo-
bale du dirigeable, les diérentes valeurs obtenues dans les simulations numériques montrent
la supériorité du contrôleur NCGPC. En eet, les valeurs des commandes virtuelles dans
la phase transitoire, le déplacement du dirigeable(en absence du feedforward) , les temps
de convergence sont tous inférieurs à ceux donnés par la méthode de linéarisation entrée
sortie.
Finalement, nous pouvons armer que le duo NCGPC et l'algorithme d'allocation du
contrôle analytique (NCGPCMA) sont plus adaptés pour piloter le dirigeable automati-
quement.
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(a) Angle βi par la NCGPCFFMA
(b) Angle γi par la NCGPCFFMA
Figure 4.15  Valeurs des angles β et γ des actionneurs avec la NCGPCFFMA
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4.6 Conclusion
Dans ce chapitre nous avons proposé une solution pour résoudre un problème majeur
pour les dirigeables gros-porteurs. Nous avons proposé d'utiliser les commandes par antici-
pation pour atténuer l'eet d'une rafale de vent latéral avant qu'elle ait un impact important
sur le dirigeable. De ce fait, le pilotage automatique du dirigeable moyennant l'utilisation
des commandes par anticipation lui permettrait une bonne man÷uvrabilité et une stabilité
optimale dans des conditions météorologiques dégradées.
Nous avons élaboré deux vecteurs commandes d'anticipation. Le premier est basé sur la mé-
thode de linéarisation entrée-sortie combinée avec des termes de pré-compensation. Nous
avons prouvé son ecacité par des simulations numériques.
Bien que le formalisme mathématique de linéarisation issu de cette méthode soit puissant,
la question se pose sur sa robustesse. Ce qui nous a poussé à utiliser une deuxième technique
plus robuste de commande prédictive plus précisément, la loi de contrôle NCGPC.
Mise à part, le caractère de la robustesse, ce vecteur commande est optimal et permet
d'anticiper l'eet d'une perturbation mesurable telle que la rafale du vent. L'optimalité
de ce vecteur contrôle et la prédiction du comportement futur du dirigeable lui permet de
manière substantielle d'économiser son énergie globale.
Une autre motivation pour utiliser les techniques de la commande prédictive est leur ca-
pacité de traiter les systèmes complexes, lents avec contraintes sur la sortie ou bien sur
l'entrée, qui sont les principales caractéristiques de modèle du dirigeable.
Un autre enjeu de ce chapitre a été de tester l'ecacité de l'algorithme analytique en
utilisant des lois de contrôles virtuels non-linéaires. L'algorithme d'allocation de contrôle
analytique développé précédemment, s'est bien adapté avec la commande non-linéaire avec
anticipation. Ce duo a montré sa capacité pour annuler les eets d'une perturbation mesu-
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rable.
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Chapitre 5
Commande d'un DGP avec charge
suspendue par un câble exible
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5.1 Introduction
Dans les chapitres précédents, nous avons relevé certains dés pour les DGP avec charge
intégrée telle que la manipulation de ses derniers en présence d'une perturbation mesurée.
Un autre enjeu qui mérite d'être résolu est l'oscillation de la charge pendant la phase de
chargement ou de déchargement ou éventuellement pendant le transfert des charges sur des
courtes distances.
En eet, la charge suspendue se comporte comme un pendule en réponse au mouvement
du dirigeable ou sous l'eet d'une force de perturbation comme le vent. Notons aussi que
les oscillations de la charge sont extrêmement dangereuses et peuvent aecter la stabilité
du dirigeable. En fait, des accidents peuvent être provoqués par un violent mouvement de
la charge suspendue et le dirigeable devient particulièrement dicile à contrôler lorsqu'il
transporte des charges lourdes.
Dans ce chapitre, on s'intéresse à la stabilisation et l'atténuation des oscillations de la charge
du modèle du dirigeable. Nous sommes en présence d'un système complexe sous-actionné
qui admet une dynamique des zéros (une dynamique interne de la déformation). L'étude
de la dynamique interne est indispensable an de contrôler le dirigeable. Nous avons utilisé
la méthode numérique inventée par Henri Poincaré pour analyser et visualiser le compor-
tement de la dynamique des zéros.
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Nous nous sommes décidés à étudier deux types de contrôleurs. Le premier contrôleur est
plutôt classique. Il est connu sous le nom de commande par dynamique inverse. Il repose
sur la connaissance précise du modèle et exige la stabilité de la dynamique des zéros pour
pouvoir être appliqué.
La connaissance de la totalité des paramètres du modèle rend dicile à mettre en ÷uvre
ce contrôleur et le rend sensible face aux incertitudes de modélisation et aux perturbations
extérieures qui peuvent aecter le dirigeable. Pour cela nous avons construit un modèle "ré-
duit" qui sera la base en vue d'établir un vecteur contrôleur relativement simple et pourra
être implémentable dans la pratique.
Certains paramètres inertiels du système du dirigeable peuvent être connus avec une cer-
taine imprécision. Ainsi, les performances d'un vecteur contrôle à base d'un modèle perd
ses qualités et ses performances lorsqu'on dépasse la marge de la robustesse. Il est donc
impératif de développer des commandes capables de tenir compte de pareilles incertitudes
et pouvant tenir compte des perturbations exogènes qui pourront aecter notre système.
Dans ce contexte un deuxième contrôleur plus novateur est établi. Il ne se base plus sur
la connaissance exacte du modèle et est connu sous le nom évocateur de commande sans
modèle (CSM).
La CSM est simple à mettre en ÷uvre et évite de chercher les équations mathématiques qui
pilotent le système. Elle repose sur des modèles "ultra-locaux" valables sur un court laps
de temps, s'appuyant sur un minimum de paramètres. D'où sa nouvelle popularité dans le
domaine industriel.
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5.2 Modèle réduit et dynamique des zéros
Nous rappelons que le modèle dynamique d'un DGP avec charge suspendue introduit
dans le chapitre 2, est donné par la forme compacte suivante :Ẋ1
Ẋ2
 =
0N+2×N+2 IN+2×N+2
−M−1K −M−1B
X1
X2
+
 0RN+2
−M−1(C +G)
+
0RN+2
M−1U
 (5.1)
avec :
 X = [x, θs, δ, ẋ, θ̇s, δ̇]t = [x1, x2, x3, x4, x5, x6]t : l'état du système(dimX=N+2).
 U = [u1, u2]t : le vecteur contrôle du système, composé par l'actionneur u1 du di-
rigeable qui contrôle le déplacement x et l'actionneur de l'enrouleur u2 qui contrôle
l'angle d'oscillation θs.
Le modèle du dirigeable avec charge suspendue est un système non linéaire pleinement cou-
plé à N + 2 états complexes. L'utilisation du modèle sous sa forme précédente nous ramène
à des commandes complexes qui ne pourraient pas être implémentées dans la pratique et
qui exigent une consommation énergétique élevée.
Les N derniers états représentent la déformation du câble et décrivent l'état interne du
système. Ils sont impactés indirectement par les commandes u1 et u2. Cet impact peut
amener à des phénomènes indésirables tels que l'instabilité du système du dirigeable-grue.
En d'autres termes la dynamique des zéros pourra être instable et notre système pourra
être un système à non minimum de phase ce qui rend le contrôle du modèle établi comme
une tache délicate.
L'étude du comportement de la dynamique interne est une phase nécessaire avant de
construire le vecteur commande. Ceci revient à étudier la dynamique des zéros du sys-
tème (5.1). Cependant cette étude parait dicile vue la complexité du modèle en question.
An de remédier à la complexité du modèle nous allons considérer un modèle réduit et
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simplié. Ce modèle réduit servira de support pour l'analyse du comportement de la dyna-
mique des zéros et de la construction d'un vecteur contrôle relativement simple.
Comme on le verra dans la section suivante, les simplications que nous apporterons sur le
modèle préservent les caractéristiques et le comportement général du modèle global.
5.2.1 Modèle réduit
Le modèle mathématique discrétisé du dirigeable avec une charge suspendue par un
câble exible a été établi en s'appuyant sur les techniques d'analyse modale. Nous avons
retenu N modes pour obtenir un modèle mathématique d'ordre ni gouverné par des EDOs.
Nous rappelons que la déformation considérée s'écrit :
σ(z, t) =
N∑
1
ωiδi = ω
tδ (5.2)
Sans perte de généralité nous allons utiliser une base polynomiale pour décrire le vecteur
fonctions forme ωi :
ωt = [(
z2
L
)2, ..., (
z2
L
)N ] (5.3)
et nous retiendrons un seul mode (N=1), par conséquent la déformation sera dénie par :
σ = (
z2
L
)2δ (5.4)
La réduction de nombre de mode N nous permet de réduire la dimension du modèle d'état
du dirigeable-grue déni par le système (5.1)
Une deuxième simplication est eectuée sur la matrice de masseM et le vecteur de Coriolis
C.
Nous remarquons que la matrice de masse M peut s'écrire comme une somme de deux
matrices, une matrice M1 qu'on appellera matrice principale et d'une matrice δM qu'on
nommera matrice complémentaire :
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M =

A1
A7
2
A4cθs
2
A7
2 A2
A6
2
A4cθs
2
A6
2 A10

︸ ︷︷ ︸
M1
+

0 12(δA8δcθs +A9δsθs)
1
2(δA5sθs)
1
2(δA8δcθs +A9δsθs) δA3δ 0
1
2(δA5sθs) 0 0

︸ ︷︷ ︸
δM
(5.5)
M = M1 + δM
δM est composée de termes petits comparés à ceux de la matrice principale. Ces termes
seront considérés dans cette approximation comme des erreurs de modélisation. Ces erreurs
de modélisation seront négligés dans la suite et par conséquent nous pouvons considérer
que la matrice de masse est équivalente à la matrice M1 soit : M wM1
Le nouveau vecteur de Coriolis sera déterminé en utilisant la formule suivante :
C(X, Ẋ) = Ṁ1Ẋ −
1
2
∂
∂X
[ẊtM1Ẋ] (5.6)
où encore :
C(X, Ẋ) =

C1
C2
C3
 w

−12A4θ̇ssθs δ̇
1
2A4sθs ẋδ̇
−12A4θ̇ssθs ẋ
 (5.7)
Pour le vecteur de gravité nous avons gardé la même expression :
G(X) =

0 0 0
0 −Grr − 12δ
tGrfδ Gff
0 Gtff Grf


0
sθs
cθsδ
 (5.8)
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En tenant compte de ces approximations le modèle d'état réduit du dirigeable pourra s'écrire
ainsi :

ẋ1 = x4
ẋ2 = x5
ẋ3 = x6
ẋ4 = M̄11u1 + M̄12u2 − M̄13Bffx6 − M̄13Kffx3 − M̄11C1
−M̄12(C2 +G2)− M̄13(C3 +G3)
ẋ5 = M̄21u1 + M̄22u2 − M̄23Bffx6 − M̄23Kffx3 − M̄12C1
−M̄22(C2 +G2)− M̄23(C3 +G3)
ẋ6 = M̄13u1 + M̄32u2 − M̄33Bffx6 − M̄33Kffx3 − M̄13C1
−M̄23(C2 +G2)− M̄33(C3 +G3)
(5.9)
Il s'agit d'un modèle réduit (diminution du nombre de degré de liberté) mais aussi approché
(approximations en négligeant certains termes).
Les nouvelles valeurs Ci et les termes Gi sont dénis dans les équations (5.7) et (5.8).
Les termes M̄ij sont les composantes de l'inverse de matrice M1. Ils sont dénis dans le
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tableau ci-dessous :
Paramètres Valeurs
M̄11
(A26−4A2A10)
(A1A26+A
2
7A10−4A1A2A10+A2A24c2θs−A4A6A7cθs )
M̄12
(2A7A10−A4A6cθs )
(A1A26+A
2
7A10−4A1A2A10+A2A24c2θs−A4A6A7cθs )
M̄13
−(A6A7−2A2A4cθs )
(A1A26+A
2
7A10−4A1A2A10+A2A24c2θs−A4A6A7cθs )
M̄22
A24c
2
θs
−4A1A10
(A1A26+A
2
7A10−4A1A2A10+A2A24c2θs−A4A6A7cθs )
M̄23
(2A1A6−A4A7cθs )
(A1A26+A
2
7A10−4A1A2A10+A2A24c2θs−A4A6A7cθs )
M̄33
(A27−4A1A2)
(A1A26+A
2
7A10−4A1A2A10+A2A24c2θs−A4A6A7cθs )
Pour donner une légitimité à ces approximations nous avons fait quelques simulations nu-
mériques. Dans ces simulations nous avons excité le dirigeable par une accélération suivant
son axe x1 de valeur 6ms−1.
Le comportement du modèle simplié et du modèle global sont présentés dans les gures :
(5.1), (5.2) et (5.3).
En observant ces graphes nous pouvons remarquer que le comportement des deux modèles
est le même avec une légère diérence dans l'angle d'oscillation et la déformation due à la
exibilité du câble. Les simplications que nous avons apportées sur le modèle global n'ont
pas changé son comportement et préservent les propriétés générales de notre modèle initial,
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à savoir la symétrie et la positivité de la matrice de masse.
Figure 5.1  Position du dirigeable : modèle réduit et global
Figure 5.2  Angle d'oscillation : modèle réduit et global
197
5.2. MODÈLE RÉDUIT ET DYNAMIQUE DES ZÉROS
Figure 5.3  Déformation : modèle réduit et global
Dans un premier temps nous avons xé comme objectif de stabiliser le dirigeable en utilisant
la méthode de contrôle par dynamique inverse. L'utilisation de ce contrôleur est possible si
la dynamique des zéros (si elle existe) est asymptotiquement stable.
Dans ce qui suit nous étudierons l'existante et nous déterminerons l'expression explicite de
la dynamique des zéros an de montrer qu'il est asymptotiquement stable.
5.2.2 Dynamique des zéros du modèle global et réduit
L'existence de la dynamique des zéros est caractérisée par le calcul du degré relatif as-
socié aux variables qu'on pourra contrôler (le déplacement x et l'angle de balancement θs).
Le degré relatif de chaque sortie est obtenu en calculant leurs dérivées de Lie successives
jusqu'à l'apparition de l'un des vecteurs contrôles dans les dérivées. Ainsi, le degré relatif
de chaque sortie vaut 2. Par conséquent le degré relatif du modèle réduit (5.9) (respective-
ment pour le système global) est 4, ce qui est inférieur au nombre d'états n (n=6). Nous
déduisons que la dynamique interne des deux systèmes existe et est de dimension 2.
Pour déterminer l'expression analytique de la dynamique des zéros des deux modèles, nous
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avons réécrit dans un premier temps le modèle d'état en cascade. Pour ce faire nous avons
procédé de la manière suivante :
Nous avons considéré les équations du mouvement que nous avons établi lors de la modéli-
sation 2D. Nous rappelons qu'ils sont donnés par les équations suivantes :
u1 = M11ẍ+M13δ̈ +M12θ̈s + C1
u2 = M22θ̈s +M23δ̈ +M12ẍ+ C2 +G2
0 = M13ẍ+M23θ̈s +M33δ̈ + C3 +Kffδ +G3 +Bff δ̇
(5.10)
La valeur de δ̈ est déduite à partir de la dernière équation du système précédent :
δ̈ = −
M13ẍ+M23θ̈s + C3 +Kffδ +G3 +Bff δ̇
M33
(5.11)
On peut l'écrire aussi de la manière suivante :
δ̈ =
(
−M13M33 −
M23
M33
) ẍ
θ̈s
− C3 +Kffδ +G3 +Bff δ̇
M33︸ ︷︷ ︸
Q1
(5.12)
On la remplace dans la première et la deuxième équation ce qui permet d'obtenir :
u1
u2
 =
 M11 − M213M33 M12 − M13M23M33
M12 − M13M23M33 M22 −
M223
M33

︸ ︷︷ ︸
M2
 ẍ
θ̈s
+
h1
h2

ou encore :
 ẍ
θ̈s
 = M−12 u−M−12 h (5.13)
avec
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M2 =
 M11 − M213M33 M12 − M13M23M33
M12 − M13M23M33 M22 −
M223
M33
 (5.14)
h1
h2
 =
 C1 − M13M33 (C3 +Kffδ +G3 +Bff δ̇)
C2 +G2 − M32M33 (C3 +Kffδ +G3 +Bff δ̇)
 (5.15)
On reporte l'équation (5.13) dans l'équation (5.12) on Obtient :
δ̈ =
(
−M13M33 −
M23
M33
)
(M−12 u−M
−1
2 h)−Q1 (5.16)
Les équations de mouvement sont représentées par un système en cascade piloté par les
équations (5.13) et (5.16). Ce système s'écrit ainsi :

Ẍ1 = M
−1
2 u−M
−1
2 h
δ̈ =
(
−M13M33 −
M23
M33
)
Ẍ1 −Q1
(5.17)
La dynamique des zéros du dirigeable avec charge suspendue est obtenue en annulant les
valeurs des sorties x, θs ainsi que leurs dérivées premières et secondes dans le système(5.17).
Ainsi nous pouvons déduire l'expression la dynamique des zéros. Elle se traduit par l'équa-
tion diérentielle suivante (x6 = δ̇, x3 = δ) :
δ̈ = −b1δ̇ − b2δ (5.18)
avec : b1 =
Bff
A10
; b2 =
Kff+Grf
A10
La représentation matricielle de l'équation précédente est :
δ̇
δ̈
 =
 0 1
−b2 −b1

︸ ︷︷ ︸
A
δ
δ̇
 (5.19)
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L'analyse de la nature du point d'équilibre est relativement simple pour un système
linéaire en dimension deux (L'état ∈ R2). Il se ramène à un problème algébrique aux
valeurs propres. La nature du point d'équilibre est déterminée en calculant le spectre de la
matrice qui représente le système linéaire. Ce spectre s'écrit en fonction de la trace et du
déterminant.
L'équation caractéristique associée à l'équation diérentielle (5.18) est donnée par :
λ2 − tr(A)λ+ det(A) = 0 (5.20)
La signe du discriminant ∆ = (tr(A))2 − 4det(A) permet de caractériser la nature des
valeurs propres.
Trois cas se présentent :
 1er cas : ∆ = 0
La matrice A admet une valeur propre double. Si det(A) > 0 et tr(A) < 0 le point
d'équilibre est un n÷ud dégénéré stable, et si la trace est positive on a un n÷ud
dégénéré instable.
 2eme cas : ∆ > 0
La matrice admet deux valeurs propres réelles distinctes et on a :
 det(A) > 0 les deux valeurs propres sont de signes opposés, le point d'équilibre
est un point selle ;
 det(A) > 0 et tr(A) > 0 : les valeurs propres sont positives, le point d'équilibre
est un n÷ud instable ;
 det(A) > 0 et tr(A) < 0 : les valeurs propres sont négatives, le point d'équilibre
est un n÷ud stable.
 3me cas : ∆ < 0
On a deux valeurs propres complexes et on a :
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 det(A) > 0 et tr(A) < 0 le point d'équilibre est un foyer stable ;
 det(A) < 0 et tr(A) > 0 : le point d'équilibre est un foyer instable ;
 det(A) < 0 et tr(A) = 0 : le point d'équilibre est un centre.
Le rappel théorique précédent nous permet de conclure que la dynamique interne du diri-
geable avec charge suspendue est asymptotiquement stable si la trace de la matrice A est
négative (−b1 < 0) et son déterminant est positif (b2 > 0), ou bien d'une manière équiva-
lente on peut dire que les valeurs propres de la matrice A sont à parties réelles négatives.
Nous avons calculé les valeurs de b1 et de b2 ainsi que les valeurs propres de A pour dié-
rentes valeurs de coecient de frottement κe. Nous avons obtenu les résultats suivants :
κe 0 0.1 0.01
b1 0 1.7 0.1775
b2 17.8 17.8 17.8
λ1 = λ̄2 4.2i -0.8 + 4.1i -0.0888 + 4.2190i
On observant le tableau ci-dessus nous constatons que si le coecient d'amortissement est
nul la dynamique interne est à la limite de la stabilité. Pour les deux autres valeurs du
coecient de frottement la dynamique interne est asymptotiquement stable.
Les conditions de stabilisation de la dynamique des zéros établies précédemment peuvent
se traduire en termes des coecients d'amortissements κe.
Prenons par exemple le cas où ∆ = 0.
En remplaçant tr(A) et det(A) respectivement par leurs valeurs b1 et −b2 dans l'équation
(5.20) on obtient :
b21 = −4b2
202
5.2. MODÈLE RÉDUIT ET DYNAMIQUE DES ZÉROS
En utilisant les expressions b1 et b2 nous obtenons le coecient de frottement suivant :
κe =
2
√
A10(Kff +Grf )
Kff
Nous conrmerons le résultat obtenu en traçant le portrait de phase de la dynamique de
zéros. L'équation diérentielle(5.18) peut se mettre sous la forme d'une EDO du premier
ordre(5.19). Toute trajectoire (solution) de l'équation (5.19) munie d'une condition initiale
peut se représenter par une courbe dans l'espace des degrés de libertés (δ, δ̇) qu'on appelle
espace de phase.
La théorie du plan de phase a été développée par Henri Poincaré [Poi81, Poi82, Poi86,
Poi86]. C'est une méthode qualitative permettant d'analyser les systèmes de dimension
deux. Cette méthode peut s'étendre aux systèmes de dimension supérieure, néanmoins la
représentation graphique du portrait de phase se limite à l'ordre trois.
Dans les gures (5.4) et (5.5) nous représentons le portrait de phase de la dynamique interne
pour κe = 0 et κe = 0.1.
Dans le cas où le coecient d'amortissement est nul les solutions de l'équation diérentielle
sont périodiques donc elles sont stables mais pas asymptotiquement stables.
Pour κe = 0.1, Nous constatons que lorsqu'on écarte les trajectoires de l'origine en lui
imposant des conditions initiales, elles reviennent au point d'équilibre (à l'origine). Ainsi
les solutions de l'équation diérentielle convergent vers 0 et la dynamique des zéros a un
comportement asymptotiquement stable.
Nous pouvons conclure que le comportement de la dynamique des zéros du dirigeable avec
charge suspendue dépend des matériaux du câble plus précisément il dépend du coecient
d'amortissement. Pour cette raison nous avons tenu compte de l'amortissement du câble
lors de l'élaboration du modèle mathématique du dirigeable-grue.
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Figure 5.4  Portrait de phase : κe = 0.
Figure 5.5  Portrait de phase : κe = 0.1
Remarque 3 Dynamique des zéros du modèle réduit
La détermination de la dynamique des zéros pour le modèle réduit se fait par la même
démarche eectuée pour déterminer la dynamique des zéros du modèle global. Il sut de
changer l'expression de la matrice de masse M et du vecteur de Coriolis C par la matrice
principale M1 et par le vecteur de Coriolis associé à cette matrice. Nous obtenons la même
expression de la dynamique des zéros ainsi que le même comportement.
Après s'être assuré de la stabilité de dynamique interne du dirigeable avec charge sus-
pendue, on s'est xé comme objectif de stabiliser le dirigeable au voisinage d'un point de
chargement ou de déchargement en utilisant le contrôleur par dynamique inverse qui est
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basé sur l'hypothèse de la stabilité asymptotique de la dynamique interne du système.
5.3 Commande par dynamique inverse
Dans cette section nous appliquerons les techniques de commande non-linéaires pour la
stabilisation de modèle "réduit" du dirigeable-grue au voisinage d'un point de chargement
ou de déchargement.
Considérons à nouveau les équations du mouvement qui pilotent le déplacement x, et l'angle
de balancement de la charge θs dénis dans le système (5.17). Elle sont données par la forme
matricielle compacte suivante :
Ẍ1 = M
−1
2 u−M
−1
2 h (5.21)
où :
 X1 = [x, θs]t : le vecteur d'état.
 U = [u1, u2]t le vecteur contrôle.
 M2 une matrice inversible, ses éléments sont constitués par les éléments de la matrice
principale M1. La matrice M2 est donnée par l'équation (5.14).
 h : est un vecteur qui contient les termes de Coriolis et de gravité, son expression est
dénie par (5.15).
L'idée principale de la commande par dynamique inverse est de trouver une loi de contrôle
par retour d'état non-linéaire
U = f(X1, Ẋ1, δ, δ̇)
Lorsqu'elle est substituée en (5.21), elle conduit à un système linéaire en boucle fermée.
Dans le cas du modèle du dirigeable-grue, on voit que si on choisit le contrôle U selon
l'équation :
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U = M2V +M
−1
2 h (5.22)
le système (5.21) se réduit à la relation :
Ẍ1 = V (5.23)
Le terme V représente une nouvelle entrée pour le système (5.9) qui doit encore être choisie.
La loi de commande (5.22) est nommée contrôle par dynamique inverse et présente une
particularité remarquable, à savoir que le "nouveau" système (5.23) est linéaire et découplé.
Cela signie que chaque entrée (vi)1≤i≤2 peut être conçue pour contrôler une équation
diérentielle linéaire. De plus, en supposant que vi soit en fonction des composantes de X1
et de ses dérivées, alors vi aectera le mouvement de x indépendamment du mouvement de
θs.
Le vecteur V peut maintenant être conçu pour commander le système à double intégrateur
découplé (5.23).
Nous avons choisi de dénir V de cette manière :
V =
−k1 0 −k3 0
0 −k2 0 −k4


e1
e2
ė1
ė2

(5.24)
Le vecteur d'erreur e représente l'écart entre l'état X1 et l'état désiré Xd = [xd, θsd]t.
Stabiliser le système du dirigeable-grue vers l'état désiré revient à converger le signal d'er-
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reur vers 0.
Le vecteur d'erreur e en boucle fermée satisfait l'équation suivante :
ë = Ke (5.25)
Avec K la matrice des gains. Elle est composée par des gains positifs (ki)1≤i≤4 . Ces
gains sont sélectionnés de telle sorte que le discriminant de l'équation caractéristique re-
lative à l'équation diérentielle (5.25) soit positif. Nous pouvons déduire, ainsi la stabilité
exponentielle des signaux d'erreur.
En remplaçant l'expression de V dans celle de U nous obtenons le vecteur non linéaire qui
assure la stabilité du modèle réduit du dirigeable-grue.
Ce vecteur contrôle "réduit" U sera appliqué sur le modèle global du dirigeable. Ces per-
formances seront testées en utilisant des simulations numériques.
5.3.1 Simulations numériques et discussions
Le vecteur commande U sera appliqué pour stabiliser le dirigeable MC500 avec charge
suspendue par un câble lors d'une mission de chargement ou de déchargement.
Nous supposons que le dirigeable soumis à une force du vent unidirectionnelle se déplacera
horizontalement (suivant l'axe X) de 10m et génèrera un angle de balancement de −0.2rad.
La question qui se pose :
La loi de contrôle "réduit" établie est-elle capable de ramener le dirigeable à sa position
initiale xd = 0 ? est-elle capable de maintenir le câble dans sa position verticale θsd = 0 en
supprimant les vibrations du câble ?
Les diérents paramètres caractérisant le dirigeable, le câble et la charge sont donnés ci-
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dessous :
Paramètres Valeurs
Masse du dirigeable Md 500kg
Masse de la charge Ms 100kg
Masse linéique ρ 2.45kg/m
Rayon de la charge rs 0.5m
Is 2Msr
2
s/5kg.m
2
Iy2 10
−4
Module de young E 2108Pa
Valeur d'amortissement ke 0.1
Pour implémenter le vecteur contrôle U , les valeurs des gains utilisées sont les suivantes :
k1 = 4, k2 = 3, k3 = 2, k4 = 3
Le vecteur contrôle U est appliqué au modèle réduit qu'on a construit en utilisant quelques
simplications. Il est également appliqué au modèle global du dirigeable avec charge sus-
pendue. Les résultats des simulations sont représentés dans les gures suivantes :
Figure 5.6  Position suivant x
208
5.3. COMMANDE PAR DYNAMIQUE INVERSE
Figure 5.7  Angle d'oscillation
Figure 5.8  La déformation du câble
La gure (5.6) montre la convergence du déplacement x vers l'état désiré xd = 0.
Le vecteur contrôle réussi à stabiliser asymptotiquement les deux modèles : le modèle ré-
duit et le modèle complet. La convergence vers l'état désiré était rapide (au moins de trois
secondes).
Les gures (5.7) et (5.8) témoignent aussi l'ecacité du vecteur contrôle non linéaire établi.
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Celui-ci est capable d'atténuer l'angle de balancement de la charge et les vibrations du
câble pour les deux modèles avec un temps de convergence court.
Dans la suite, les simulations sont eectuées en utilisant le modèle complet du dirigeable
avec le contrôleur "réduit".
Comme on a prévu, l'introduction du coecient d'amortissement κe du câble permet de
donner une stabilité à la dynamique des zéros. Pour armer ce résultat et montrer l'impor-
tance de tenir compte de la stabilité de dynamique des zéros, on a eectué des simulations
numériques en annulant le coecient d'amortissement.
Les résultats sont donnés dans les gures ci-dessous :
Figure 5.9  Position pour κe=0
La position du dirigeable converge asymptotiquement vers zéro (voir gure : (5.9)). Il en est
de même pour l'angle d'oscillation (avec une légère vibration : voir gure 5.10) ). Cependant
le contrôleur n'arrive pas à stabiliser la déformation. Les vibrations sont en moyenne de
0.04 (voir gure : (5.11)).
Cependant, ces vibrations peuvent être importantes si le dirigeable est soumis à une per-
turbation extérieure de grande amplitudes. Ces vibrations peuvent inuencer la stabilité
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Figure 5.10  Convergence de l'angle d'oscillation pour κe=0
Figure 5.11  Etat interne pour κe=0
du dirigeable.
Cette armation sera validée par des simulations numériques. On va comparer la réponse
des équations de mouvement du dirigeable en présence d'une perturbation du vent impor-
tante pour deux coecients d'amortissements : κe = 0 et κe = 0.1
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Figure 5.12  Déplacement de x en présence d'une perturbation du vent(105N)
Figure 5.13  Angle d'oscillation en présence d'une perturbation du vent(105N)
Nous voyons sur la gure (5.12) que le déplacement du dirigeable x converge asymptoti-
quement vers zéros avec un coecient d'amortissement non nul. Cette stabilité est perdu
quand la dynamique interne de la déformation montre des vibrations importantes (ke = 0).
Compte à l'angle θs, les vibrations légères qu'elle a montrées avec un coecient d'amortis-
sement nul et une perturbation extérieure nulle (voir gure (5.10)), deviennent importantes
pour un coecient d'amortissement nul en présence d'une force de vent (voir gure (5.13)).
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Figure 5.14  Déformation en présence d'une perturbation du vent(105N)
La stabilité est donc également perdue.
Ces instabilités des déplacements linéaire et angulaire x et θs est dûe à l'instabilité du dy-
namique interne, qui est la dynamique de la exibilité du câble. D'ailleurs, en observant la
gure (5.14) on remarque que la exibilité du câble prend des valeurs relativement élevées
entre 0s et 1s, la période où on a appliqué la force du vent et elle reste vibrer au cours
du temps. Cependant, la exibilité du câble converge asymptotiquement vers zéros avec un
coecient d'amortissement non nul.
Ses simulations prouvent l'importance de stabiliser la dynamique interne du dirigeable avec
charge suspendue.
Dans le dernier test que nous présenterons, nous utiliserons les actionneurs du dirigeable
pour contrôler les diérentes sorties de notre système. En d'autres termes on supposera
que nous n'avons pas placé un actionneur pour stabiliser l'angle de balancement et la dé-
formation ou bien on supposera que l'actionneur cardan est en défaillance, c'est-a-dire que
l'actionneur du cardan produit un couple nul. Dans ce cas l'angle d'oscillation représente
une dynamique de zéros supplémentaire pour le système.
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Dans ce test on suppose que le dirigeable fait un mouvement de translation pour atteindre
10m à partir d'un état initial X0 = [0, 0, 0]t. Le comportement des diérentes sorties est
illustré dans les gures suivantes (5.15),(5.16),(5.17) :
Figure 5.15  Position de x en utilisant uniquement les actionneurs du dirigeable
On observe que le contrôleur arrive à amener le dirigeable à la position désirée avec un
Figure 5.16  Position θs utilisant uniquement les actionneurs du dirigeable
angle d'oscillation et une déformation pratiquement nuls. Le câble oscille avec un angle de
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Figure 5.17  Déformation θs utilisant uniquement les actionneurs du dirigeable
10−8rad et montre une déformation d'ordre de 10−6.
Ces faibles amplitudes seront importantes en présence d'une force d'un rafale de vent (voir
5.17). Ainsi, ces dynamiques des zéros auront une inuence sur la stabilité du dirigeable
et aboutirons à des amplitudes importantes. Ce qui prouve l'intérêt de l'actionneur avec
liaison cardan que nous avons ajouté.
En résumé, les simulations introduites montrent que le vecteur contrôle "réduit" permet de
stabiliser le modèle global du dirigeable-grue. Les simplications que nous avons apportées
sur le modèle ont donné un vecteur plus simple à implémenter dans la pratique.
Les résultats obtenus sont prometteurs en termes de stabilisation du déplacement x, de
la minimisation d'oscillation de la charge et des vibrations du câble. Cependant la méthode
académique utilisée se base sur la connaissance exacte des paramètres inertiels du système
et la mesure instantanée des paramètres du vecteur d'état. Cette méthode conduit à des
lois de contrôle complexes et diciles à exploiter dans la pratique. Pour contourner cette
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première limitation nous avons construit un vecteur contrôle "réduit" relativement simple
après quelques simplications eectuées sur le modèle global.
La deuxième limitation est la mesure des diérents paramètres telle que : la position du
dirigeable et la mesure de l'angle de balancement de la charge. Nous pourrons remédier
à cette problématique en utilisant des capteurs tels que les accéléromètres. L'intégration
des mesures fournies par ces derniers permet de positionner le dirigeable et d'obtenir la
valeur du déplacement x. On peut aussi utiliser un GPS 3D qui pourra pallier aux erreurs
d'intégration des accéléromètres et donner des positions plus précises. Les vibrations issues
des rotations des actionneurs du dirigeable engendrent des erreurs de mesure fournies par
les capteurs. Ce qui rend le vecteur commande moins robuste. L'étude de la robustesse
de ce vecteur commande est indispensable vis à vis des incertitudes paramétriques et des
forces extérieures qui peuvent aecter le dirigeable telle que les rafales de vent.
Pour donner plus de robustesse à notre loi de contrôle et tenir compte des incertitudes
des paramètres du modèle, nous pouvons considérer la loi de contrôle de cette manière
[ASADA,H.etE.SLOTINE, 1986] :
U = M̂2V +M
−1
2 ĥ (5.26)
M̂2, ĥ sont les valeurs nominales de M2 et h.
A partir des équations (5.21) et (5.26) on aura :
Ẍ1 = M
−1
2 M̂2V +M
−1
2 (ĥ− h︸ ︷︷ ︸
∆h
) (5.27)
Elle s'exprime aussi par :
Ẍ1 = V + (M
−1
2 M̂2 − I)︸ ︷︷ ︸
E
V +M−12 (ĥ− h)︸ ︷︷ ︸
T
(5.28)
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La commande V doit être modiée pour compenser les erreurs d'incertitudes tout en sta-
bilisant le système. Pour ce faire nous proposons d'utiliser la méthode qui se basera sur la
méthode de Lyapunov [LEITMANN,G., 1981]
Nous décrivons brièvement les étapes de cette méthode. Nous commencerons au préalable
par émettre certaines hypothèses à respecter :
 Hypothèse 1 : Les accélérations désirées ẍd et θ̈sd sont nies autrement dit :
supt≥0 ‖
 ẍd
θ̈sd
 ‖< µ
 Hypothèse 2 : L'erreur de l'estimation est petite, c' est à dire :
‖ E ‖=‖M−12 M̂2 − I ‖< α
Cette hypothèse est la plus délicate et nécessite l'estimation de la matriceM2. Notons
que la matrice M2 est symétrique et dénie positive. On a donc le résultat suivant :
λmin ≤‖M2 ‖≤ λmax
avec λmin et λmax les valeurs propres de la matrice M2
En prenant M̂2 = λmax+λmin2 I. On pourra montrer que :
‖ E ‖≤ λmax − λmin
λmax + λmin
= α < 1
 Hypothèse 3 : L'erreur de l'estimation du terme ∆h = ĥ − h est bornée par une
fonction connue et bornée en temps Θ(e, t) en d'autres termes :
‖ ∆h ‖< Θ(e, t)
La détermination de V s'eectuera en 4 étapes :
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 Etape 1 : Dans un premier temps on dénira le système d'erreur associé :
ė = Ae+B(V + T − Ẍd1 ) (5.29)
avec : e =
e1
e2
 =
X1 −Xd1
Ẋ1 − Ẋd1
, A =
0 I
0 0
, B =
0
I

Une fois écrit le modèle du système d'erreur, nous choisissons le vecteur V de la
manière suivante :
V = Ẋd1 −
diag(k1, k2) 0
0 diag(k1, k2)

︸ ︷︷ ︸
K
e+ ∆V
Nous avons ajouté le terme ∆V à l'entrée V pour compenser l'eet de l'incertitude T .
Dans une situation idéale où T = 0, nous aurions ∆V = 0, la loi de contrôle se réduit
au cas de la commande linéarisante par dynamique inverse sans eet de l'incertitude.
Nous aurons alors :
ė = Āe+B(∆V + T̄ ) (5.30)
où
Ā = A−K
T̄ = E∆V + E(Ẋd1 −Ke) +M2∆h
 Etape 2 : On dénit une fonction ρ(e, t) qui satisfait à :
‖ ∆V ‖< ρ(e, t) et ‖ ∆T̄ ‖< ρ(e, t)
A partir de l'expression de T̄ et des hypothèses 1− 3 on aura :
ρ(e, t) =
1
1− α
(αµ− ‖ K ‖‖ e ‖ +λmaxΘ(e, t))
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 Etape 3 : On choisit une matrice P symétrique et dénie positive, solution de l'équa-
tion :
ĀtP + PĀ+ I = 0
 Etape 4 : on peut choisir la commande ∆V de cette manière :
∆V =

−ρ(e, t) BtPe‖BtPe‖ si ‖ B
tPe ‖6= 0
0 si non
Le terme ∆V donne plus de robustesse à la loi de contrôle, déterminé par la méthode de la
dynamique inverse. Cependant la qualité du vecteur commande se dégrade quand il atteint
sa marge de robustesse et quand le système est soumis à des perturbations extérieures
aléatoires qui dépassent les capacités du contrôleur robuste.
La méthode de la dynamique inverse (même en rajoutant de la robustesse) pourra être
appliquée pour stabiliser le dirigeable dans des conditions météorologiques favorables et
sera dicile à appliquer en présence d'un rafale de vent.
Pour cela nous proposerons dans la section suivante une technique de commande qui traite
le système à commander comme une boite noire et qui ne nécessite pas la connaissance de
la totalité du modèle. On parle de la technique de commande "sans modèle".
Dans ce qui suit nous expliquons le principe de cette commande et nous l'appliquons pour
stabiliser le dirigeable au voisinage d'un point de chargement ou de déchargement.
5.4 Commande sans Modèle
5.4.1 Principe et aperçu théorique
Généralement les lois de commande sont développées se basant sur la connaissance des
équations mathématiques du modèle à contrôler. L'application de ces lois de contrôle est
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dicile dans la pratique. Ces algorithmes de contrôle demandent la connaissance précise
du modèle alors que dans l'étape de modélisation on fait souvent des hypothèses simpli-
catrices. De ce fait le modèle issu n'est jamais complet. Pour ces diérentes raisons la
commande sans modèle ou à modèle restreint trouve une marge d'application importante.
La loi de commande issue de la théorie de commande sans modèle ore une marge de ro-
bustesse par rapport aux perturbations extérieures qui aectent le processus à contrôler et
tient compte des incertitudes paramétriques et des erreurs de modélisation.
Le principe général de la commande sans Modèle est décrit dans la gure 5.18.
Figure 5.18  Valeurs des déplacements
La notion de commande sans modèle a été introduite par Fliess dans [FJ08]. L'idée prin-
cipale de cette commande est d'utiliser une modélisation locale pour décrire les équations
entrée/sortie du processus à contrôler. Le modèle ultra-local obtenu permet d'estimer les
diérents paramètres d'un système complexe sur un petit laps de temps.
Nous présentons la théorie de la commande sans modèle pour un système avec une seule
entrée et une seule sortie(SISO) qui pourra être généralisée pour un système multi-entrées
multi-sorties(MIMO).
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Le modèle mathématique issu d'une description physique qui décrit un système à contrôler,
supposé inconnu (linéaire ou non-linéaire) se traduit dans la théorie de commande sans
modèle par l'équation diérentielle :
E(y, ẏ, ....., ẏν , u, d) = 0 (5.31)
Cette dernière équation est substituée par un modèle ultra-local valable au cours d'un laps
de temps :
y(n) = F + αu (5.32)
où
 y(n) est la dérivée de y à l'ordre n ≥ 1.
 α est un paramètre xé par l'utilisateur de telle sorte que les valeurs numériques de
y(n) et αu aient la même grandeur.
 F est une fonction qui englobe les autres informations supposées inconnues pour le
système y compris les erreurs de la modélisation et les signaux exogènes qui peuvent
aecter le système à contrôler. Cette fonction sera estimée à partir de la connaissance
de u et y
Remarque 4 L'entier de dérivation n sera xé par l'utilisateur. n n'est pas nécessairement
égal à ν déni dans l'équation (5.31) en se référant à [FJ13], l'ordre de dérivation n sera
choisi lors de l'application de la commande sans modèle. Il sera égal 1 ou bien 2
L'idée intéressante dans la commande sans modèle se résume dans le regroupement des
diérents paramètres du modèle dans la fonction F qui sera estimée en utilisant des dériva-
teurs algébriques sur un petit laps de temps. Ce qui explique le nom de cette commande :
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"Commande sans modèle". L'utilisation du modèle ultra-local nous explique que la connais-
sance d'un modèle mathématique exact n'est pas nécessaire.
La valeur numérique de F sera déterminée de manière à éviter toute boucle algébrique.
Ceci se réalise en appliquant un retard à l'entrée du système, elle sera donnée par :
F = [y(n)]e − αu (5.33)
Fliess et al [JMF08] proposent d'utiliser un contrôle intelligent en boucle fermée qu'ils
nomment Proportionnelle Intégrale-Dérivé intelligent(iPID) et qui s'écrit ainsi :
u =
1
α
(−F + y(n)d −Kpe−Kdė−KI
∫
e) (5.34)
où yd est la trajectoire désirée obtenue par le concept de platitude [FLMR92],
e = y − yd le signal d'erreur et les K. sont les gains de réglage.
5.4.2 Les techniques d'estimation algébrique
L'estimation des dérivées d'un signal a attiré l'attention des scientiques dans nom-
breux domaines tel que l'automatique, le traitement de signal... Les méthodes d'estimation
peuvent être classées en deux catégories : "une méthode modèle" et "une méthode signal".
La première est la technique d'observateur introduite par Luenberger [Lue71] et elle se
base sur la connaissance des équations du processus. La deuxième est une alternative de la
méthode modèle, elle estime les dérivées successives d'un signal sans la connaissance des
équations mathématiques du modèle. Cette méthode connue sous le nom de diérenciateur
algébrique [FSR03, SRF04, LGJLC05], repose sur le développement en séries de Taylor
tronquées à un ordre bien déterminé. La transformée de Laplace permet d'écrire l'équation
obtenue dans le domaine opérationnel. Ensuite, des dérivations opérationnelles et des mani-
pulations algébriques convenables permettent de passer au domaine temporel et de déduire
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les coecients du développement de Taylor, en particulier les dérivées du signal.
Dans le paragraphe suivant les outils mathématiques nécessaires pour comprendre la tech-
nique d'estimation algébrique seront présentés.
5.4.2.1 Outils Mathématiques
On considère un signal analytique f : R −→ R inniment diérentiable.
Le développement en séries de Taylor de la fonction f au voisinage d'un point a est donné
par :
f(t) =
∞∑
i=0
f (i)(a)
(t− a)i
i!
(5.35)
La transformée de Laplace d'une fonction f est donnée par :
L[f ] = F (p) =
∫ +∞
0
f(t)e−ptdt (5.36)
La transformée de Laplace de la dérivée nim du signal f s'écrit :
L[
dnf
dtn
] = pnF (p)− pn−1f(0)− pn−2df(0)
dt
− ...− d
n−1f(0)
dtn−1
(5.37)
La multiplication de F (p) par pα (α ∈ N) correspond à une suite d'intégrales dans le
domaine temporel, et on a :
L−1[p−αF (p)] =
∫ t
0
∫ t
0
...
∫ t
0
f(t)dtα (5.38)
On peut l'exprimer par la convolution de l'intégrale de cette manière :∫ t
0
∫ t
0
...
∫ t
0
f(t)dtα =
1
(α− 1)!
∫ t
0
(t− τ)α−1f(τ)dτ, α ≥ 1 (5.39)
Dans le cas où F (p) est une constante c, on a alors :
L−1[p−αc] = c
tα−1
(α− 1)!
(5.40)
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Nous rappelons que la dérivée par rapport à p est conforme à la multiplication par −t dans
le domaine temporel. Pour un ordre n quelconque, ceci se traduit par le résultat suivant :
L−1[
dnF (p)
dpn
] = (1)ntnf(t), n ≥ 0 (5.41)
Des équations (5.38), (5.39) et (5.40) on déduit le résultat suivant :
L−1[p−α
dnF (p)
dpn
] =
(−1)n
α− 1)!
∫ t
0
(t− τ)α−1τnf(τ), α ≥ 1, n ≥ 0 (5.42)
Nous avons ainsi dénit le cadre mathématique qui nous permet d'introduire la méthode
d'estimation des dérivées par l'approche algébrique.
5.4.2.2 Dérivativeur algébrique
Les résultats introduits dans cette section font référence aux travaux [CDNFM09,
MJF09, MJF07, VDNFM08]
Soit y(t) : R+ −→ R une fonction de classe C∞ dont on désire estimer les dérivées succes-
sives. L'idée principale des estimateurs algébriques consiste à estimer le coecient y(n)(0)
du développement de Taylor tronqué à l'ordre N1 de y(t).
Commençons par réécrire le développement en séries de Taylor (5.35) pour a = 0 tronqué
à l'ordre N1 :
y(t) =
N1∑
i=0
y(i)(0)
ti
i!
(5.43)
Dans le but d'isoler la dérivée cible, des manipulations algébriques sur l'équation ci-dessus
sont eectuées an d'annuler les termes où i 6= N1. A l'aide de la transformée de Laplace
appliquée à l'équation (5.43) et l'équation (5.40) nous avons :
Y (p) =
N1∑
i=0
y(i)(0)
si+1
(5.44)
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On remarque que chaque dérivée de l'équation (5.44) est divisée par des puissances de p.
Ce qui implique que des multiplications par des exposants p et des dérivations par rapport
à p permettent d'écrire la dérivée cible uniquement en fonction de y(t). Pour atteindre
ce résultat on multiplie l'équation (5.44) par pN+1 et on applique l'opérateur diérentiel
linéaire [MJF09] suivant :
ΠN1,nk =
dn+k
dpn+k
.
1
p
.
dN1−n
dpN1−n
, k ∈ N (5.45)
On obtient le résultat suivant :
ΠN1,nk (p
N+1Y (p)) =
(−1)n+k(N1 − n)!(n+ k)!
pn+k+1
y(n)(0) (5.46)
En multipliant l'équation précédente par p−ν (ν = N1 + 1 + µ, µ > 0) et en passant au
domaine temporel pour une fenêtre de taille T , On obtient :
L−1[p−νΠN1,nk (p
N+1Y (p))] =
(−1)n+k(N1 − n)!(n+ k)!T ν+n+k
(ν + n+ k)!
y(n)(0) (5.47)
Par application des équations (5.38) et (5.39) de l'outil mathématique on obtient l'estima-
teur suivant :
y
(n)
N1
(0, k, ν) =
(−1)n+k(ν + n+ k)!
(n+ k)!(N1 − n)!T ν+n+k
∫ T
0
Π(τ1)y(τ1)d(τ1) (5.48)
où
Π(τ) =
N1−n∑
i=0
CN1−ni
(N1 + 1)!
(n+ i+ 1)!
N1+k∑
j=0
Cn+kj
(n+ 1)!
j − k + 1
(T − τ)ν+k−j−2(−τ)i+j
(ν + k − j − 2)!
(5.49)
L'estimateur (5.48) permet d'estimer la dérivée nime y(n)N1 (0, k, ν) en 0 paramétrée par ν et
k dont l'expression a été calculée par le développement tronqué de Taylor à l'ordre N1.
Ce dérivateur algébrique est utile pour calculer l'estimée de F pour mettre en ÷uvre la
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commande sans modèle. L'implémentation de cet estimateur nécessite à approcher la va-
leur de l'intégrale en utilisant les méthodes d'analyse numérique telle que la méthode de
Simpson,Trapèze...
5.4.2.3 Exemples estimation de la dérivée première
On approxime le signal analytique y par le polynôme de Taylor tronqué à l'ordre 1, il
peut être exprimé par :
y(t) = a0 + a1t (5.50)
a0 et a1 représentent l'estimateur du signal et sa dérivée. En appliquant les opérations de
calculs opérationnelles, on obtient :
Y (p) =
a0
p
+
a1
p2
(5.51)
On cherche à estimer a1, pour cela on va éliminer le paramètre a0. En d'autres termes, ceci
revient à multiplier l'équation (5.51) par p puis on dérive par rapport à p. On obtient :
Y (p) + p
dY (p)
dp
= −a1
p2
(5.52)
On multiplie (5.52) par p−2 pour obtenir des intégrales lorsque on revient au domaine
temporel :
p−2Y (p) + p−1
dY (p)
dp
= −p−4a1 (5.53)
Ainsi en revenant au domaine temporel l'estimation de la première dérivée sera :
ˆ̇y =
6
T 3
∫ T
0
(T − 2t)y(T )
Rappelons que les dirigeables ont une forte prise au vent et la tâche de la modélisation est
complexe, de plus le modèle obtenu est non linéaire, pleinement couplé ce qui rend l'élabo-
ration d'un contrôleur à base d'un modèle dicile. La commande sans modèle pourra être
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une solution ecace pour stabiliser le dirigeable pendant la phase critique de chargement et
déchargement en présence d'un rafale de vent. Le vecteur commande pour la stabilisation
du dirigeable avec charge suspendue sera détaillé dans la section suivante :
5.4.3 Commande sans modèle pour un dirigeable grue
Dans cette section nous supposons que le modèle du dirigeable est inconnu. Les infor-
mations qui sont disponibles sont :
 Un actionneur du dirigeable u1 qui pilote le déplacement x.
 Un deuxième actionneur u2 qui contrôle l'angle de balancement θs.
Le principe de la commande sans modèle nous permet d'utiliser une modélisation locale,
en associant à l'équation (5.21) le modèle ultra-local suivant : ẍ = F1 + α1u1θ̈s = F2 + α2u2 (5.54)
Les F1 et F2 dans notre modèle représentent :
F1 = M̄
2
11u2 − M̄211h1 − M̄212h2 + F1exo
F2 = M̄
2
12u1 − M̄212h1 − M̄222h2 + F2exo
avec : M̄2ij sont les composantes de l'inverse de la matrice M2. h1 et h2 les composantes du
vecteur h (voir équation (5.21)), il contiennent les termes gyroscopiques et inertiels.
Les grandeurs F1 et F2 englobent non seulement les informations supposées inconnues du
modèle mais également les perturbations exogènes Fexo qui peuvent aecter le dirigeable. Ils
seront estimés sur un court laps du temps. D'où la robustesse et le caractère d'anticipation
intrinsèque qui sont oerts par cette loi de commande.
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Conformément à la première version de la commande sans modèle les estimées de F1 et F2
à l'itération k, s'écrivent en fonction de l'estimée de ẍ et θ̈s à l'itération k et des estimées
des commandes u1 et u2 à l'itération k − 1. Elles sont données par : F1est = [ẍ]e − α1u1F2est = [θ̈s]e − α2u2 (5.55)
Les estimées [ẍ]e et [θ̈s]e sont obtenues par les estimateurs algébriques cités dans la section
précédente.
Dans l'article de Fliess et al [FJ13] une autre méthode pour estimer la fonction F (dénie
dans l'équation (5.33)) est établie. Nous avons adopté cette dernière méthode pour calculer
l'estimation de F .
Dans ce qui suit nous décrivons les principales étapes pour déterminer l'estimée de F an
de déduire les estimées F1est et F2est.
En prenant n = 1 dans l'équation (5.33), cette dernière est donnée dans le domaine opéra-
tionnel par :
pY (p) =
Θ
p
+ αU + y(0) (5.56)
avec Θ une constante. Dans l'objectif de se débarrasser de la condition initiale y(0) on
dérive l'équation (5.56) par rapport à p, on obtient :
Y (p) + p
dY (p)
dp
= −Θ
p2
+ α
dU
dp
(5.57)
En multipliant l'équation (5.56) par s−2 et en utilisant la relation (5.39) pour revenir au
domaine temporel, on obtient l'estimée Fest de la fonction F qui s'écrit :
Fest(t) = −
6
τ3
∫ t
t−τ
[(τ − 2ς)y(ς) + ας(τ − ς)u(ς)]dς (5.58)
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En procédant de la même manière, nous pouvons déterminer l'estimée de F pour n = 2
[DMJF+13, MDNF+17]
Fest(t) = −
60
τ5
∫ t
t−τ
(τ2 + 6ς2 − 6τς)y(ς)dς − 30α
τ5
∫ t
t−τ
ς(τ − ς)2ς2u(ς)dς (5.59)
avec τ une constante positive petite.
Nous pouvons ainsi déduire les expressions des estimées F1est et F2est des fonctions F1 etF2
qui seront données par : F1est(t) = −
60
τ5
∫ t
t−τ (τ
2 + 6ς2 − 6τς)x(ς)dς − 30α
τ5
∫ t
t−τ ς(τ − ς)
2ς2u1(ς)dς
F2est(t) = − 60τ5
∫ t
t−τ (τ
2 + 6ς2 − 6τς)θs(ς)dς − 30ατ5
∫ t
t−τ ς(τ − ς)
2ς2u2(ς)dς
(5.60)
Les valeurs approchées de F1est et F2est seront déterminées en utilisant la méthode d'analyse
numérique du Trapèze.
En substituant les valeurs de F1est et F2est dans le système (5.60) nous déduisons les valeurs
des actionneurs u1 et u2, qui seront données par :
u1 =
1
α1
(−F1est + ẍd − k1e1 − k2ė1 − k3
∫
e1)
u2 =
1
α2
(−F2est + θ̈sd − k4e2 − k5ė2 − k6
∫
e2)
Remarque 5 Nous avons considéré u2 et u1 comme des perturbations exogènes qui im-
pactent respectivement les sorties ẍ et θ̈s. Pour cela nous avons adopté la représenta-
tion ultra-locale dénie par (5.54). Ainsi nous pourrons aussi adopter le modèle ci-dessous
comme un modèle ultra-local pour le dirigeable-grue :ẍ
ϕ̈
 =
F1
F2
+
α1 α2
α2 α3
u1
u2
 (5.61)
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Nous avons ainsi établi un vecteur commande qui assure la stabilisation du déplacement
x et l'angle d'oscillation θs par la théorie de la commande sans modèle. Ce résultat peut
se généraliser facilement en incluant les autres degrés de liberté du dirigeable tels que les
déplacements suivants y et z et les rotations suivants les angles d'Euler φ,θ et ψ.
Nous présentons dans ce qui suit des simulations numériques pour valider les performances
du vecteur contrôle proposé.
5.5 Simulations Numériques et discutions
5.5.1 Scénario 1 : CSM dans des conditions idéaux
Les premiers tests sont eectués dans le cas idéal, c'est à dire nous considérons que le
dirigeable n'est pas soumis à une rafale de vent. Nous supposons que le modèle obtenu dans
le chapitre 1 est exact et qu'il n'y a pas d'incertitudes paramétriques.
Les diérentes valeurs utilisées dans les simulations numériques sont résumées dans le ta-
bleau suivant :
Paramètres Valeurs
α1 300
α2 100
k1 4
k2 3
k4 2
k5 3
La commande sans modèle arrive à ramener le dirigeable à sa position d'équilibre après
qu'il se soit déplacé de 10m (voir gure (5.19)). Elle réussit aussi à éliminer l'oscillation de
la charge et maintient le câble dans sa position verticale(voir gure (5.20)). Nous consta-
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Figure 5.19  Convergence du déplacement avec CSM
tons également, que la commande sans modèle arrive à atténuer les vibrations du câble en
stabilisant la variable de déformation δ à 0 (voir gure (5.21)).
Figure 5.20  Convergence de l'angle d'oscillation avec CSM
La stabilisation des diérentes grandeurs était rapide. Le déplacement x converge asymp-
totiquement vers 0 pour un temps qui ne dépasse pas les 4s, l'angle et la déformation
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Figure 5.21  Convergence de la déformation avec CSM
convergent vers zéros au bout de 4s.
Les résultats donnés par la loi de contrôle à base du modèle et la commande sans modèle
sont proches dans des conditions idéales en terme de temps de convergence et de la stabi-
lisation des sorties vers l'état désiré. On pourra ainsi utiliser les deux lois de contrôle pour
stabiliser le dirigeable au voisinage d'un point de chargement ou de déchargement dans un
cas idéal, en absence d'une perturbation exogène.
Comme mentionné le coecient d'amortissement permet de donner un comportement asymp-
totiquement stable au modèle interne. Dans l'objectif de tester la CSM pour un système
qui a une dynamique stable, nous avons appliqué cette dernière en annulant le coecient
d'amortissement. Nous avons obtenu les résultats suivants :
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Figure 5.22  Convergence du déplacement en utilisant la CSM pour κe = 0
Figure 5.23  Convergence de l'angle d'oscillation en utilisant CSM pour κe = 0
Les simulations montrent que les états actionnés convergent asymptotiquement vers 0 avec
un temps court (voir gure (5.22) et (5.23)). Cependant, nous remarquons que l'amplitude
de la dynamique interne décroit au court du temps. La convergence aura lieu tardivement
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Figure 5.24  Convergence de la déformation en utilsant la CSM pour κe = 0
par rapport à l'état contrôlé (plus de 20s)(voir gure (5.24)) . Ce dernier résultat est meilleur
que celui donné par la commande à base du modèle (Commande par dynamique inverse)
pour un coecient d'amortissement nul. En eet, même si la déformation a mis un temps
long pour converger vers zéro en utilisant la loi de contrôle sans modèle il n'en demeure
pas moins que c'est meilleur que le résultat obtenu par la commande avec modèle où les
oscillations due à la déformation n'ont pu être annulées.
5.5.2 Scénario 2 : CSM en présence d'une rafale de vent
Nous supposons que le dirigeable est soumis à une rafale du vent suivant l'axe Xm qui
vaut Fvent = 1000N entre 0s et 2s secondes. Nous avons supposé que cette force permet
de déplacer le dirigeable de 20m suivant l'axe Xm en créant un angle de balancement de
−0.6rad et une déformation de valeur 0.4.
Les résultats pertinents obtenus sont donnés dans les gures ci-dessous :
Le comportement des sorties est le même que dans le cas idéal (voir gure (5.25),(5.26)
et (5.27)). C'est comme si on n'avait appliqué aucune force. La commande sans modèle
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Figure 5.25  Convergence du déplacement en utilisant la CSM en présence d'une rafale
de vent
Figure 5.26  Convergence de l'angle d'oscillation avec CSM pour en présence d'une rafale
de vent
garantit une convergence asymptotique rapide en présence d'une rafale de vent. On a fait
varier cette force et la convergence est à chaque fois assurée.
La commande sans modèle se comporte comme une commande anticipatrice sans avoir
ajouter un terme de pré-compensation. Ce terme est rajouté dans la littérature souvent
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Figure 5.27  Convergence de la déformation en utilsant CSM pour en présence d'une
rafale de vent
pour donner un caractère d'anticipation lors de l'utilisation d'une commande à base mo-
dèle. Cependant le fait de considérer un modèle ultra-local sur un laps de temps (principe
de la CSM) pour estimer les diérents paramètres du modèle ainsi que les perturbations
donne des résultats formidables en termes d'anticipation d'une perturbation extérieure qui
peut impacter le dirigeable.
Le Modèle 2D établi dans le chapitre 2 a joué le rôle d'un support pour construire un
vecteur commande "réduit" qui assure la stabilisation du dirigeable et atténue les oscil-
lations de la charge. Nous l'avons également l'utilisé comme un support pour valider les
performances de la CSM. Nous avons étudié ce modèle 2D pour le dirigeable-grue et nous
gardons dans notre esprit la stabilisation du modèle 3D. En eet les simplications que
nous avons apportées sur le modèle 2D et qui ont amené à une loi de contrôle relativement
simple seront utiles lors de l'étude du modèle 3D vue la complexité des équations qui le
pilotent. Avec l'idée proposée d'obtention d'un modèle "réduit" nous aurons plus de lisibi-
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lité an de construire un vecteur commande à base modèle qui assure la stabilisation du
modèle complet du dirigeable grue en 3D.
Finalement, à notre avis l'utilisation des techniques des commandes qui traitent le modèle
comme une boite noire telle que la commande sans modèle sera la solution la plus pertinente
pour traiter un modèle pleinement couplé sous-actionné comme le modèle du dirigeable en
3D.
Une étude rigoureuse du modèle 3D du dirigeable basée sur les techniques que nous avons
utilisées dans le modèle 2D représentera la suite logique de notre analyse et sera entamée
dans un travail ultérieur.
5.6 Conclusion
Dans ce chapitre, nous avons proposé deux vecteurs contrôle pour maitriser le phéno-
mène d'oscillation de la charge et atténuer les vibrations de la exibilité du câble an de
stabiliser les diérentes sorties du système dirigeable avec charge suspendue par un câble
exible au voisinage d'un point de chargement ou de déchargement.
Nous avons montré que l'étude de la dynamique interne du système et l'étude de sa stabilité
est une étape essentielle lors de la construction d'un vecteur commande. Par conséquent
considérer un câble rigide dans l'étape de la modélisation n'est pas réaliste. Ainsi, nous
estimons que l'hypothèse de rigidité du câble de levage est une hypothèse qui atteint ses
limites et pourrait amener à des systèmes instables et diciles à contrôler dans la pratique
en témoigne le modèle de dirigeable avec charge suspendue.
Dans ce contexte nous avons montré la stabilité de la dynamique interne de notre système
et nous avons visualisé et analysé son comportement en utilisant la méthode de Poincaré.
237
5.6. CONCLUSION
Ensuite, dans l'objectif de réduire la complexité du modèle en question nous avons construit
un modèle "simplié". Le modèle simplié a été le support pour la construction d'un vec-
teur commande à base modèle. Nous avons utilisé une méthode par dynamique inverse
pour établir un vecteur commande "réduit" an de stabiliser le modèle global (sans sim-
plication). Cette méthode soure de la sensibilité aux incertitudes paramétriques et aux
perturbations extérieures. Elle sera valable pour stabiliser le dirigeable dans des conditions
météorologiques favorables. Une manière de contourner cette limitation a été d'utiliser les
techniques de commande robuste mais ceci n'été pas susant pour atténuer les eets d'une
rafale de vent sur le dirigeable. En eet, la présence d'une force de vent peut amener à un
dépassement de la marge de robustesse de ce vecteur commande. Pour cela nous avons pro-
posé un vecteur contrôle qui ne se base pas sur la connaissance des paramètres du modèle.
Nous avons utilisé les techniques de commande sans modèle.
La CSM a montré une supériorité par rapport à la commande par dynamique inverse en
présence d'une force extérieure sur le système dirigeable-grue. Elle s'est comportée comme
un vecteur commande par anticipation et a permis d'annuler les eets du vent. Les résultats
obtenus par cette commande sont pertinents.
Nous pensons que c'est la méthode qui pourra être la plus appropriée pour le pilotage
automatique du dirigeable.
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Chapitre 6
Conclusion et perspectives
L'activité de recherche que nous avons présentée dans ce travail a porté dans un premier
temps sur la détermination des équations mathématiques qui décrivent le mouvement d'un
dirigeable gros porteur, et notamment l'étude du couplage inertiel entre les petits mouve-
ments du dirigeable avec l'oscillation de la charge suspendue en phase de chargement ou
déchargement, man÷uvre qui rappelons-le se fait en altitude.
Dans un second temps, nous nous sommes basés sur les modèles établis d'un dirigeable avec
charge intégrée et celui avec charge suspendue pour l'élaboration de vecteurs commandes à
base du modèle et d'un vecteur commande sans modèle. En raison de la grande sensibilité
au vent de ces gros dirigeables, ces commandes ont été établies an de conférer à l'engin
volant une bonne autonomie dans le but de le stabiliser et d'annuler les oscillations de la
charge suspendue lors de mauvaises conditions météorologiques.
Au cours de ma thèse nous avons proposé des solutions à certaines problématiques, qui
pourront être utiles au développement des dirigeables gros porteurs non-conventionnels.
Ces solutions représentent notre contribution, et peuvent être résumées ainsi :
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6.1. CONTRIBUTION À LA MODÉLISATION :
6.1 Contribution à la modélisation :
Nous avons établi un modèle mathématique pour décrire le mouvement d'un dirigeable
gros porteur. Dans un premier temps nous avons développé le modèle du dirigeable non-
conventionnel MC500 avec charge intégrée au moyen du formalisme de Kircho en tenant
compte du phénomène des masses ajoutées.
Ensuite, l'accent a été mis sur la phase critique de chargement ou de déchargement où la
charge est suspendue par un câble modélisé comme une poutre d'Euler-Bernouilli. La charge
a été considérée comme étant en grands déplacements et petites déformations. Cette phase
représente le cas de gure le plus redouté pour ces dirigeables, surtout lors d'une accélé-
ration brusque de l'engin volant à la suite d'une rafale de vent provoquant une oscillation
déstabilisante de la charge suspendue sous l'eet du couplage inertiel.
En raison du poids important de la charge suspendue, il nous était indispensable de tenir
compte de la exibilité et de l'allongement du câble de suspension. Ces deux caractéris-
tiques engendrent une dynamique interne pour le système qui peut inuencer la stabilité
du dirigeable.
Le modèle du système multi-corps exible a été obtenu en appliquant le formalisme de Kir-
chho dans les quasi-coordonnées, en utilisant une cinématique non linéaire d'ordre deux,
en y associant une synthèse modale. Ceci a permis d'obtenir un système type EDO dont la
forme est bien adaptée pour la commande.
Dans un cadre méthodologique, nous avons traité dans un premier temps un problème 2D
en considérant un déplacement horizontal du dirigeable, et un mouvement d'oscillation de
la charge suspendue dans un plan vertical. Ce modèle a ensuite été généralisé pour le mou-
vement du dirigeable en 3D en incluant les diérents degrés de liberté du dirigeable et en
considérant deux plans d'oscillation de la charge.
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Nous avons également proposé un système de suspension original représenté par un enrou-
leur avec liaison cardan. Cette liaison a pour objectif, en plus de procéder à la charge et à
la décharge, de contrôler la dynamique rapide du câble.
Les modèles présentés dans la première partie de ce manuscrit ont été le support pour
l'élaboration de lois de commandes de stabilisation du dirigeable.
6.2 Contribution à la commande des DGP :
An d'améliorer les performances du dirigeable et de le abiliser, nous nous sommes
focalisés dans la deuxième partie de ce travail sur la stabilisation du dirigeable avec charge
intégrée et avec charge suspendue lors de sa mission la plus critique de chargement et de
déchargement. Nous avons essayé de résoudre des problématiques majeures pour le diri-
geable pendant la durée de cette mission.
Pour ce faire, nous avons proposé des vecteurs contrôles à base du modèle et d'autres sans
modèle qui pourront aider les constructeurs à développer un système de pilotage automa-
tique pour cet engin volant.
Des nouveaux concepts de contrôle ont été établis. Ces vecteurs de contrôle n'ont, à notre
connaissance, jamais été abordés dans la littérature en ce qui concerne les DGP.
 Face aux conditions météorologiques :
Nous avons établi deux vecteurs commandes, le premier est basé sur la théorie de
linéarisation entrées-sortie et le deuxième, au nom de NCGPC, s'appuie sur la théorie
des commandes prédictives non linéaires. Ces deux vecteurs ont été enrichis par des
termes de pré-compensation pour anticiper l'eet d'une perturbation du vent dont la
mesure est fournie avec une certaine incertitude par la nouvelle technologie LIDAR.
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Pour la méthode de linéarisation entrée-sortie nous avons appliqué un vecteur contrôle
non-linéaire dans le but de transformer le modèle d'état du dirigeable avec charge in-
tégrée en un modèle linéaire équivalent dans un nouveau système de coordonnées.
Moyennant l'application de la méthode de placement de pôles nous avons stabilisé
asymptotiquement le nouveau système linéaire. En nous appuyant sur les techniques
de la géométrie diérentielle telle que les dérivées de Lie et la notion de degrés re-
latifs nous avons élaboré un vecteur commande par anticipation. Ces techniques ont
été également utilisées pour la conception d'une loi de contrôle non linéaire optimale
prédictive dans le cadre de la NCGPC. Ce vecteur contrôle prédictif est obtenu en
minimisant une fonction coût quadratique en terme de l'erreur de prédiction entre les
sorties (états à contrôler) et leur référence (états désirés). La prédiction de l'erreur
est obtenue par le développement en série de Taylor jusqu'au degré relatif de la sortie
par rapport à la commande de la diérence entre la sortie et la référence.
Les impacts d'une perturbation mesurée sur le dirigeable sont obtenus en comparant
le degré relatif de chaque sortie par rapport à la perturbation mesurée et le degré
relatif de la sortie par rapport à la commande. Cette comparaison nous permet de
déduire les termes de pré-compensation qui assurent l'anticipation de l'eet d'une
rafale du vent.
Les résultats obtenus sont satisfaisants, nous avons réussi à minimiser la dérive du
dirigeable sous l'eet d'une rafale de vent et nous avons prouvé la robustesse de notre
commande. L'algorithme de contrôle prédictif NCGPC a montré une supériorité par
rapport à la méthode de linéarisation entrée-sortie en termes de minimisation de la
dérive ce qui se traduirait par une économie très importante dans l'énergie à fournir
par l'engin pour se repositionner.
En fait, les commandes prédictives disposent de caractéristiques plus adaptées aux
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particularités des DGP notamment l'optimalité du vecteur contrôle, sa capacité de
traiter les dynamiques lentes des systèmes non linéaires complexes et de tenir compte
des contraintes imposées par les actionneurs (contraintes sur l'entrée). Ceci nous a
permis d'obtenir des résultats de stabilisation plus probants. La NCGPC s'avère ainsi
plus adaptée pour le pilotage automatique des DGP.
 Face à l'oscillation de la charge :
Dans cette partie nous nous sommes attelés à la stabilisation d'un dirigeable gros
porteur avec charge suspendue par un câble exible. Nos contributions concernaient
la maitrise du phénomène indésirable de l'oscillation de la charge et la stabilisation
de la dynamique interne du câble.
Le modèle du DGP avec charge suspendue par un câble exible établi en première
partie comporte un certain nombre de degrés de liberté à savoir le mouvement du diri-
geable, les angles de balancement de la charge et les déformations dues à la exibilité
du câble. Ceci amène à un système sous-actionné qui admet une dynamique interne
représentée par la exibilité du câble. La stabilisation de ce modèle en atténuant l'os-
cillation dangereuse de la charge et les vibrations du câble tout en garantissant une
stabilité à la dynamique des zéros était un grand dé à relever.
Dans un premier temps, en utilisant la méthode qualitative et quantitative de Poin-
caré, nous avons étudié le comportement de la dynamique des zéros qui représente
dans notre cas la exibilité du câble. Nous avons déterminé l'équation mathématique
qui la représente et les conditions de sa stabilité. Nous avons montré que la stabilité
dépend du matériau du câble et plus précisément de son coecient d'amortissement
interne. Nous avons également montré l'utilité de donner un comportement asymp-
totiquement stable à la dynamique des zéros an de pouvoir utiliser les algorithmes
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de contrôle.
Dans un second temps, pour atténuer les oscillations de la charge nous avons proposé
deux vecteurs de contrôle à base du modèle puis sans modèle.
La première concerne la méthode de la dynamique inverse qui est intimement liée
aux paramètres du modèle. La loi de contrôle issue de cette méthode est complexe et
dicile à mettre en ÷uvre pour du temps réel. Pour cela nous avons apporté quelques
simplications sur le modèle global an de construire une commande plus simple qui
pourra être implémentée dans la pratique. Nous avons décomposé la matrice de masse
globale du système du dirigeable avec charge, en une somme d'une matrice princi-
pale formée par des termes "rigides" et une matrice complémentaire formée par des
termes fonction de la déformation. Ces derniers ont été considérés comme des erreurs
de modélisation. Ces simplications nous ont conduit à un modèle réduit qui préserve
les caractéristiques du modèle complet et qui sera la base pour la construction d'un
vecteur contrôle réduit.
Cependant le vecteur contrôle établi par la méthode de la dynamique inverse s'est
avéré insusant car il n'est performant que dans des conditions météorologiques fa-
vorables. Ses performances se dégradent lorsqu'on dépasse la marge de sa robustesse
surtout en présence d'une rafale de vent. Ceci nous a poussé à proposer une autre
technique de commande plus robuste.
Nous avons eu recours aux techniques de commande  boite noire , plus précisément
les commandes sans modèle (CSM). La CSM ne se base pas sur la connaissance des
paramètres de modèle du dirigeable avec charge suspendue. Elle se base sur une mo-
délisation locale (modèle ultra-local) et estime les paramètres du modèle ainsi que les
perturbations extérieures au fur et à mesure sur chaque laps de temps. Les estimées
des paramètres sont déterminées en utilisant des estimateurs algébriques.
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Le caractère d'anticipation intrinsèque de la commande sans modèle nous a permis
de remédier aux impacts du vent pour un DGP avec charge suspendue. De plus elle
nous a permis de passer outre la complexité de la modélisation qui de toute façon
comportait un certain nombre d'hypothèses simplicatrices.
Les développements mathématiques réalisés pour appliquer la technique de la CMS
à notre système ont permis d'aboutir à des résultats de stabilisation très intéressants
et à un algorithme simple et facile à implémenter. La CMS se présente ainsi comme
une bonne candidate pour le pilotage automatique d'un DGP avec charge suspendue
en phase de chargement et de déchargement.
 Problème d'allocation de contrôle :
Les contrôleurs donnés par la théorie de contrôle ne sont pas susants pour piloter
les dirigeables automatiquement. Ceci ne représente qu'une étape intermédiaire. Il
faudrait par conséquent aller jusqu'au bout de la boucle de commande et étudier le
problème d'allocation de contrôle. Cette étape n'était pas simple dans notre cas et
sa résolution a représenté un dé, vue la complexité et la redondance du système de
propulsion des dirigeables non-conventionnels, ce qui amène à un système rectangu-
laire mal-conditionné à résoudre.
Pour ce faire, nous avons établi un algorithme analytique original et simple à mettre en
÷uvre, basé sur des équations algébriques, justiées par des arguments énergétiques.
Un algorithme qui donne une conguration de stabilité optimale tout en économisant
l'énergie globale du dirigeable. L'algorithme analytique développé a montré sa supé-
riorité par rapport à des méthodes numériques basées sur l'optimisation quadratique.
Cette supériorité s'est manifestée dans le temps de réponse des actionneurs, qui a
été plus rapide avec notre algorithme analytique, et par le temps CPU utilisé. Les
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tests concernaient des applications utilisant les diérentes commandes préalablement
établies.
Finalement, nous estimons que les résultats obtenus par ce présent travail de recherche
ont permis de résoudre un certain nombre de problèmes qui freinaient jusqu'à présent
le développement des DGP, et nous espérons que ces résultats pourront contribuer à
l'eort d'une communauté scientique de plus en plus large qui promeut le retour du
dirigeable dans nos cieux et dans la chaine logistique mondiale.
Les thèmes abordés ouvrent des portes de recherche qui seront une suite logique à
notre travail.
6.3 Perspectives :
1. La modélisation eectuée en 2D sera un support pour donner une autre alternative
pour maitriser l'oscillation de la charge. En d'autres termes au lieu de considérer une
liaison tournante (liaison cardan) on pourra considérer une liaison glissière (prisma-
tique).
Plus précisément le modèle sera assimilé à un chariot soulevant une charge au moyen
d'un câble exible et sera couplé avec le modèle du dirigeable, orant ainsi une autre
solution pour atténuer l'oscillation de la charge.
Dans ce cas le contrôle du déplacement et des accélérations du chariot permettrait de
donner un comportement stable à la dynamique interne du modèle tout en stabilisant
le système. Les deux dynamiques internes seront dans ce cas l'angle d'oscillation de
la charge et la déformation. Cette autre alternative mérite d'être étudiée et une com-
paraison entre des deux techniques sera utile an de choisir le système de suspension
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la plus adéquat pour le dirigeable.
2. Dans notre étude nous avons utilisé l'analyse modale pour obtenir un système d'état
gouverné par des EDO. Nous pouvons aussi considérer la représentation par des EDP
couplé avec des EDO pour décrire l'équation du mouvement d'un dirigeable avec
charge suspendue par un câble exible. Une étude comparative entre les réponses du
système au regard de ces deux représentations serait intéressante an de caractériser
les inuences des termes négligés en considérant une cinématique d'ordre 2.
3. Utiliser les techniques de commandes des EDP pour assurer la stabilisation de système
à paramètres distribués (EDO et EDP) du DGP avec charge suspendue.
4. Etendre les techniques des commandes prédictives et par anticipation utilisées pour la
conception d'un vecteur commande pour le modèle du dirigeable avec charge intégrée
an d'assurer la stabilisation du dirigeable avec charge suspendue.
5. Pour notre algorithme analytique, il y a des points non abordés dans ce travail qui
méritent d'être étudiés : la réponse de l'algorithme par rapport au temps de retard,
et sa réponse pour le suivi d'une trajectoire prédénie.
6. Utiliser les idées abordées pour la stabilisation du modèle du dirigeable en 2D tel que
le contrôle réduit et les commandes sans modèle pour le suivi de trajectoire.
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Annexe 1 : Paramètres de la matrice
de masse pour le modèle 3D
 Matrice M̃ c :
L'énergie cinétique du câble s'écrit sous une forme quadratique comme suit :
Tc =
1
2
ρXt1M̃
cX1 (6.1)
M̃ c est une matrice symétrique qui s'écrira ainsi :
M̃ c = M̃ csup + (M̃
c
sup)
t
avec : M̃ csup est une matrice triangulaire supérieure, ses composantes sont données
par :
M̃ c11 = L
M̃ c14 = −L2sφssθs + sφssθs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c15 = L
2cφs − cθs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c16 = 2sφssθs
∫ L
0
ωδdz
M̃ c17 = −L2sφssθs + sφssθs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
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M̃ c18 = L
2cφs − cθs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c19 = 2cθs
∫ L
0
ωdz2− 2cφssθs
∫ L
0
∫ z2
0
δtωtsωs
M̃ c22 = L
M̃ c24 = −cφsL2 + cφs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c26 = 2cφs
∫ L
0
ωδdz
M̃ c27 = −cφsL2 + cφs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c29 = 2sφs
∫ L
0
∫ z2
0
δtωtsωsdsdz2
M̃ c34 = −L2cφssφs + cθssφs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c35 = −L2sθs + sθs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c36 = 2cθssφs
∫ L
0
ωδdz
M̃ c37 = −L2cφssφs + cθssφs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c38 = −L2sθs + sθs
∫ L
0
∫ z2
0
δtωtsωsδdsdz
M̃ c39 = −2sθs
∫ L
0
ωdz2− 2cφscθs
∫ L
0
∫ z2
0
δtωtsωsdsdz2
M̃ c44 =
L3
3
−
∫ L
0
z2
∫ z2
0
δtωtsωsδdsdz2
M̃ c46 = −2
∫ L
0
z2ωδdz2
M̃ c47 = 2
L3
3
− 2
∫ L
0
z2
∫ z2
0
δtωtsωsδdsdz2
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M̃ c55 =
L3
3
−
∫ L
0
z2
∫ z2
0
δtωtsωsδdsdz2
M̃58 = 2
L3
3
− 2
∫ L
0
z2
∫ z2
0
δtωtsωsδdsdz2
M̃ c59 = 2
∫ L
0
z2ωdz2
M̃ c66 =
L3
3
− r2
∫ L
0
δtωtωδdz2
M̃ c67 = −2
∫ L
0
z2ωδdz2
M̃ c77 =
L3
3
−
∫ L
0
z2
∫ z2
0
δtωtsωsδdsdz2
M̃ c88 =
L3
3
−
∫ L
0
z2
∫ z2
0
δtωtsωsδdsdz2
M̃ c89 = 2
∫ L
0
z2ωdz2
M̃ c99 = δ̇
t
∫ L
0
ωtωdz2
 Matrice M̃ s :
L'énergie cinétique discrétisée à l'ordre 2 de la charge peut s'écrire sous une forme
quadratique de la manière suivante :
Tc =
Ms
2
Xt1M̃
sX1
M̃ s est une matrice symétrique qui s'écrit ainsi :
M̃ s = M̃ ssup + (M̃
s
sup)
t
où la matrice M̃ ssup est une matrice triangulaire supérieure. Ses composantes sont
données par :
251
6.3. PERSPECTIVES :
M̃ s11 = 1
M̃ s14 = −2rssφssθs − 2Lsφssθs + sφssθs
∫ L
0
δtωtz2ωz2δdz2 + rssφssθsδ
tωtz2,Lωz2,Lδ
M̃ s15 = −2ωLδcφssθs+2rscθs−cθs
∫ L
0
δtωtz2ωz2δdz2−rscθsδ
tωtz2,Lωz2,Lδ+2rscφssθsωz2,Lδ+2Lcθs
M̃ s16 = −2rssφssθsωz2,Lδ
M̃ s17 = −2rssφssθs − 2Lsφssθs + sφssθs
∫ L
0
δtωtz2ωz2δdz2 + rssφssθsδ
tωtz2,Lωz2,Lδ
M̃ s18 = −2ωLδcφssθs+2rscθs−cθs
∫ L
0
δtωtz2ωz2δdz2−rscθsδ
tωtz2,Lωz2,Lδ+2rscφssθsωz2,Lδ+2Lcθs
M̃ s19 = −2ωz2,Lrscθs + 2cθsωL − 2cφssθs
∫ L
0
δtωtz2ωz2dz2
M̃ s22 = 1
M̃ s24 = cφs(
∫ L
0
δtωtz2ωz2δdz2 + rsδ
tωtz2,Lωz2,Lδ − 2L− 2rs)
M̃ s25 = 2(ωLδ − rsωz2,Lδ)sφs
M̃ s26 = 2(−rsωz2,Lδ + ωLδ)cφs
M̃ s27 = (
∫ L
0
δtωtz2ωz2δdz2 + rsδ
tωtz2,Lωz2,Lδ − 2L− 2rs)cφs
M̃ s28 = 2(ωLδ − rsωz2,Lδ)sφs
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M29 = 2
∫ L
0
δtωtz2ωz2dz2sφs
M̃ s33 = 1
M̃ s34 = (−2rs − 2L+
∫ L
0
δtωtz2ωz2δdz2 + rsδ
tωtz2,Lωz2,Lδ)cθssφs
M̃ s35 = 2(−ωLδ+rsωz2,Lδ)cφscθs+(−rs+2
∫ L
0
δtωtz2ωz2δdz2+rsδ
tωtz2,Lωz2,Lδ−2L)sθs
M̃ s36 = +2(ωLδcθssφs − rsωz2,Lδ)
M̃ s37 = (−2rs − 2L+ 2
∫ L
0
δtωtz2ωz2δdz2 + rsδ
tωtz2,Lωz2,Lδ)cθssφs
M̃ s38 = 2(−ωLδ+rsωz2,Lδ)cφscθs+(−2rs+
∫ L
0
δtωtz2ωz2δdz2 +rsδ
tωtz2,Lωz2,Lδ−2L)sθs
M̃ s39 = 2ωz2,L − 2rssθsωL − 2cφscθs
∫ L
0
δtωtz2ωz2dz2
M̃ s44 = L
2+r2s−Lrsδtωtz2,Lωz2,Lδ+2Lrs−L
∫ L
0
δtωtz2ωz2δdz2−r
2
sδ
tωtz2,Lωz2,Lδ−rs
∫ L
0
δtωtz2ωz2δdz2
M̃ s46 = 2r
2
sωz2,Lδ − 2LωLδ − 2rsωLδ + 2Lrsωz2,Lδ
M̃ s48 = 4Lrs−2rs
∫ L
0
δtωtz2ωz2δdz2−2L
∫ L
0
δtωtz2ωz2δdz2−2Lrsδ
tωtz2,Lωz2,Lδ−2r
2
sδ
tωtz2,Lωz2,Lδ+2(r
2
s+L
2)
M̃ s55 = L
2−Lrsδtωtz2,Lωz2,Lδ+2Lrs−(L+rs)
∫ L
0
δtωtz2ωz2δdz2+r
2
s−2rsωLδωz2,Lδ+δtωtLωLδ
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M̃ s57 = −2L
∫ L
0
δtωtz2ωz2δdz2
M̃ s58 = +2Lrs−2rs
∫ L
0
δtωtz2ωz2δdz2−2Lrsδ
tωtz2,Lωz2,Lδ−4rsωLδωz2,Lδ+2r
2
s+2δ
tωtLωLδ+2L
2
M̃ s59 = −2ωz2,Lr2s − 2ωz2,Lrs + 2rsωL + 2LωL
M̃ s66 = +(r
2
sδ
tωtz2,Lωz2,Lδ − 2rsωLδωz2,Lδ+
δtωtLωLδ)r2
M̃ s67 = 2Lrsωz2,Lδ + 2r
2
sωz2,Lδ − 2LωLδ − 2rsωLδ
M̃ s77 = L
2−Lrsδtωtz2,Lωz2,Lδ+2Lrs−
∫ L
0
δtωtz2ωz2δdz2L−r
2
sδ
tωtz2,Lωz2,Lδ+r
2
s−
∫ L
0
δtωtz2ωz2δdz2rs
M̃ s88 = L
2−Lrsδtωtz2,Lωz2,Lδ+2Lrs−(L+rs)
∫ L
0
δtωtz2ωz2δdz2+r
2
s−2rsωLδωz2,Lδ+δtωtLωLδ
M̃ s89 = −2ωz2,Lr2s − 2ωz2,LLqrs + 2rsωL + 2LωL
M̃ s99 = −2ωz2,Lδ̇ωLrs + δ̇tωtLωL + δ̇tωtz2,Lωz2,LLr
2
s
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Titre : Contribution à la modélisation et la commande des dirigeables gros porteurs non-
conventionnels 
Mots clés : Modélisation du dirigeable, contrôle et commande, allocation de control, Contrôle 
prédictive, optimisation non linéaire, anticipation 
Résumé : Les dirigeables gros porteurs (DGP) ont 
un potentiel énorme de développement et pourront 
très rapidement prendre une part non-négligeable 
dans le transport de fret de par le monde. Cependant 
certains problèmes liés notamment à leur sensibilité 
aux vents doivent être résolus. En vue d'aboutir à une 
bonne fiabilisation de l'engin et de ses missions, il est 
indispensable d'automatiser le plus possible le 
fonctionnement du dirigeable. 
Le présent travail s'inscrit dans ce contexte et porte 
principalement sur la modélisation et la commande 
des DGP non-conventionnels. Nous présentons les 
équations mathématiques qui décrivent l'équation du 
mouvement d'un DGP non-conventionnel. Le  
formalisme  de Kirchhoff a été utilisé pour élaborer 
le modèle du dirigeable avec charge suspendue dans 
les quasi-cordonnées en s'appuyant sur une 
cinématique non-linéaire d'ordre deux. Nous avons 
considéré l'hypothèse de flexibilité et d'allongement 
du câble dans l'objectif d'obtenir un modèle assez 
précis. 
 
Pour minimiser la dérive du dirigeable dans des 
conditions météorologiques défavorables nous 
proposons d'utiliser le concept de contrôle par 
anticipation en exploitant les informations données 
par la technologie LIDAR.   Nous avons utilisé la 
méthode de linéarisation entrée-sortie et les 
techniques des commandes prédictives non-linéaires 
NCPCG, que nous avons enrichis par des termes 
d'anticipation afin de construire un vecteur commande 
par feedforward. 
Pour contourner les oscillations dangereuses de la 
charge nous nous sommes appuyés sur la méthode 
classique de la commande par dynamique inverse et la 
commande novatrice sans modèle(CSM). Une étape 
indispensable afin de pouvoir appliquer ces 
contrôleurs est d'étudier le comportement de la 
dynamique des zéros. Pour le modèle du dirigeable 
avec charge suspendue nous avons montré que la 
dynamique des zéros est donnée par l'état de la 
flexibilité du câble et les conditions de sa stabilité 
asymptotique ont été établies. 
 
 
Title : Contribution to modeling and control of unconventional  large capacity airship 
Keywords : airship, modeling airship, control, feedforward, allocation control, predictive control 
Abstract : Large airships (DGP) have huge potential 
for development and will soon be able to take a 
significant share of freight transport around the 
world. However, some problems related to their 
sensitivity to winds must be solved. In order to 
achieve a good reliability of the craft and its 
missions, it is essential to automate as much as 
possible the operation of the airship. 
The present work fits into this context and focuses on 
the modeling and control of non-conventional DGP. 
We present the mathematical equations that describe 
the equation of motion of a non-conventional DGP. 
Kirchhoff's formalism was used to elaborate the 
model of the airship with load suspended in the quasi-
coordinates by relying on a nonlinear kinematics of 
order two. We considered the hypothesis of 
flexibility and elongation of the cable in order to 
obtain a fairly accurate model. 
To minimize the drift of the airship in adverse 
weather conditions we propose to use the concept of 
anticipatory control by exploiting the information 
given by the LIDAR technology. We used the input-
output linearization method and NCPCG non-linear 
predictive control techniques, which we enriched 
with anticipation terms to build a vector control by 
feedforward. 
To circumvent the dangerous oscillations of the load 
we relied on the classical method of the control by 
inverse dynamics and the innovative command 
without model (CSM). An essential step in order to 
apply these controllers is to study the behavior of the 
zeros dynamics. For the model of the airship with 
suspended load we have shown that the zeros 
dynamics is given by the state of cable flexibility and 
the conditions of its asymptotic stability have been 
established. 
 
 
