The strength of time series modeling is generally not used in almost all current intrusion detection and prevention systems. By having time series models, system administrators will be able to better plan resource allocation and system readiness to defend against malicious activities. In this paper, we address the knowledge gap by investigating the possible inclusion of a statistical based time series modeling that can be seamlessly integrated into existing cyber defense system. Cyber-attack processes exhibit long range dependence and in order to investigate such properties a new class of Generalized Autoregressive Moving Average (GARMA) can be used. In this paper, GARMA (1, 1; 1, ±) model is fitted to cyber-attack data sets. Two different estimation methods are used. Point forecasts to predict the attack rate possibly hours ahead of time also has been done and the performance of the models and estimation methods are discussed. The investigation of the case-study will confirm that by exploiting the statistical properties, it is possible to predict cyber-attacks (at least in terms of attack rate) with good accuracy. This kind of forecasting capability would provide sufficient early-warning time for defenders to adjust their defense configurations or resource allocations.
Introduction
Predictive modeling is a process used in predictive analytics to create a statistical model of future behavior. Predictive analytics is the area of data mining concerned with forecasting probabilities and trends. A predictive model is made up of a number of predictors, variable factors that are likely to influence or predict future behavior. The end result is both a set of factors that predict, to a relatively high degree, the outcome of an event, as well as what that outcome will be. In marketing, for example, a customer's gender, age and purchase history might predict the likelihood of a future sale. To create a predictive model, data is collected for the relevant factors, a statistical model is formulated, predictions are made and the model is validated. The model may employ a simple linear equation or can be a complex neural network or genetic algorithm. There are two main approaches to intrusion detection -traffic and content analysis. Most intrusion detection systems use content analysis. Content analysis looks for signatures within the packet payload and will respond appropriately when a match is found. Through traffic analysis, the interpreter hopes to see patterns in the packet header that may indicate abnormal network behavior. The main advantage of traffic analysis that is possible to get a more accurate interpretation of the data. The disadvantages are that it requires a trained analyst to accurately interpret the data, it is not possible to have close-to-real-time detection, and it requires a large amount of disk space. The phases of predictive modeling are rather straightforward, and involve activities aimed at ensuring a look into the past through the analysis of various data points will in fact help predict the future. In Section 2, we discussed the various statistical methods for systematically analyzing and exploiting cyber-attack data. In Section 3, we give a brief account of time series models while in Section 4 the estimation of the parameters using Hannan-Rissanen Algorithm and Maximum Likelihood Estimation of the model is discussed. In Section 5 we illustrate the modelling of cyber-attack process of a university network using GARMA model. There are 4 types of cyber-attacks, namely DOS, U2R, R2L and PROBE. We have used the cyber-attack which is called PROBE in our discussion. Finally the conclusion is drawn in Section 6.
Related Work
Reference [1] found that, for the first time, that Long-Range Dependence (LRD) had exhibited by honeypot-captured cyberattacks. They have exploited the statistical properties (LRD) to predict cyber-attacks (at least in terms of attack rate) with good accuracy. They proposed the statistical framework for systematically analyzing and exploiting honey-pot captured cyberattack data. It is called cyber-attack process, which is a new kind of mathematical objects that can model the cyber-attacks. Reference [1] also mentioned that in many cases, attack processes may not be Poisson. They have suggested for characterizing such processes, we need to use advanced statistical methods, such as Markov process, Levy process and the time series methods. Reference [1] had summarized that 80% network-level attack processes, 70% victim level attack process and 44.5% port level attack processes exhibit LRD. Due to this cyber-attack processes should be modelled using LRD-aware stochastic processes. Reference [1] had added that for attack processes that exhibit LRD, LRD-aware models can predict their attack rates better than LRDless models do. However, there are LRD processes that can resist the prediction of even LRD-aware models. This hints that new prediction models are needed. Reference [1] had suggested a future work on the cause of LRD in cyber-attack process. In order to investigate such properties, a new class of Generalized Autoregressive Moving Average which has been introduced by [17] can be utilized. Reference [2] described how far into the future one can predict network traffic by employing Autoregressive Moving Average (ARMA) as a model. Reference [3] had studied anomaly prediction in network traffic using Adaptive Weiner Filtering and ARMA modeling. Reference [4] suggested 3 categories of econometric models such as time series models exploiting the statistical properties of the data, financial models based on the relationship between spot and future prices and structural models describing how specific economic factors and the behaviour of economic agents affect the future values of oil prices. They have described these three classes of econometric models that have been proposed to forecast oil prices and presented the different and controversial empirical results. In addition, they also added that it is not possible to identify which class of models outperforms the others in terms of forecasting. Reference [4] had mentioned that there are a number of statistical issues which should be accounted for in the development of an econometric model, namely heteroskedasticity, autocorrelation and non-stationarity. They also added that we have to follow the idea that all relevant information to forecast the oil price is embedded in the price itself. Random walks, Martingale processes and simple autocorrelation models root their justification on this idea. Reference [5] proposed a proactive security system to forecast Distributed Denial of Service (DDos) attacks. Their study focused on informative forecasts by providing us with identifying the type, time and target of attacks rather than merely forecasting the increase or decrease of attacks. The Honeynets were deployed to collect the raw data necessary to forecast DDos attacks and they analyzed Hflow data gathered from the Honeynets as a first step to estimate intrusion factors. They have chosen regression analysis as the forecasting method. Reference [5] also suggested that several forecasting methods with regression analysis should be considered to improve the accuracy of forecasts in the future. The previous studies regarding intrusion forecasting lack certain details. Most of the prediction methods merely depend on preceding attack trends [6] - [10] . They do not provide a specific forecasting of the exact type, time and target of the attack. Although these studies are meaningful, we need more specific and concrete forecasts for proactive forecasting systems to be effective. There are also the studies that predict the propagation of attacks and predict the next stage of attacks based on information from network scanning and present attacks [6] - [8] . However, these studies shorten the detection time but they do not guarantee sufficient time to provide a countermeasure to the attack. Reference [6] developed a system called STARMINE. This system visualizes the attack traffic in a 3-dimensional graph using spatial, temporal and logical analysis. This study provided the basis to under-stand the characteristics of attack traffic and to predict intrusion. The forecast depends on the judgment of the individual who interprets the graph. Reference [14] proposed a forecasting method to predict the probability of Internet intrusion using a regression model. The study merely provided a theoretical approach using an econometric model of the intruder and the victim rather than presenting experiments and quantifiable results. However, the study is worth noting because it emphasizes the possibility of specifically forecasting attacks, rather than merely predicting increases or decreases in attack frequency. Reference [11] proposed the Security Operation Center (SOC) framework for the cooperation between ISPs to forecast new attacks. This framework performs statistically automated and manual forecasts using Bayesian network. It quickly detects abnormal events in a high-speed network and selects a target by predicting the type and quantity of the attack. Although the purpose of the prediction is not to prepare for the attack, this study is valuable because it predicts the attack in a spatial rather than a temporal context. Reference [12] used Neurogenetic algorithm to predict attacks within a short time. The purpose of this study is to predict and block attacks just before they occur to improve the effectiveness of IPS. Reference [13] predicted attacks by using graph theory. This study proposed a model that uses system vulnerability to predict the progression of attacks. This study also attempts to shorten the time of intrusion detection. Reference [7] proposed a forecasting method using Bayesian inference, which calculates the increase or decrease of the probability of the next attack based on the number of attacks observed previously. Reference [8] numerically expressed the present security situation, and used time-series analysis to forecast the variation of the security situation due to time. Both works, by forecasting the increase or the decrease of intrusions, serve as a valuable foundation for the field of intrusion forecasting. Reference [9] proposed a method to forecast the increase or decrease of the Bot agents by month that uses Hidden Markov Model (HMM). This study argues HMM is a superior forecasting method for predicting attacks than time-series analysis, because time-series analysis does not precisely represent the hidden characteristics of attacks. Reference [9] proposed the framework of an intrusion forecasting system that is more accurate by using two algorithms, rather than just one algorithm. This study proved that accuracy is particularly high when they used Markov chain and time-series analysis. These two studies worked to improve the accuracy of forecasting based on the increase or decrease of attacks. Our study is focused on informative forecasts by providing us with identifying the type, time and target of attacks rather than merely forecasting the increase or decrease of attacks. 
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Reference [17] has introduced Generalised Autoregressive (GAR (1)) model, defined as, 
where 1   .
The Generalised Moving Average (GMA (1)) model has also been introduced [18] . This model is given as,
It has been shown that the additional parameter ± plays an important role in modelling and forecasting [17] & [18] . The standard ARMA (1, 1) can be written as,
where ,1   .
Reference [17] also introduced a new, generalised version of (7) with the additional parameters 1 0
This new class of models known as the Generalised Autoregressive Moving Average (GARMA) Model has been introduced by [17] in order to reveal some hidden features in time series data. These types of models could be used to describe data with different frequency components for suitably chosen indices.
More recently, [19] have considered the GARMA (1,1;1, )  model which is defined by,
(1  and some properties of this model have been established [20] . All these models have been shown to be useful in modelling time series data. It is interesting to note that the GARMA model can be further expanded to GARMA (1, 2; ,1)
 and it is given as below: 2 12 (1 In this paper, we have utilized advanced time series models namely GARMA in improving intrusion forecasting. The objective of this paper is to illustrate the application of GARMA modelling to cyber-attack processes. We illustrate the fitting of GARMA model to the cyber-attack process which has been observed from November 2013 to January 2014 in the university network. The estimation of the model was done using Hannan-Rissanen Algorithm and Maximum Likelihood Estimation.
Estimation of Parameters
Estimation of the parameters of the model is the second procedure in time series analysis after model selection in forecasting. The estimation algorithm used in this study requires initial parameter values. A number of preliminary estimation algorithms are available to provide these initial values.
In this section, we discuss the estimation methods that we have employed in this study. Hannan-Rissanen Algorithm is used as the preliminary estimation. In addition, Maximum Likelihood Estimation is also discussed here.
Hannan-Rissanen Algorithm Estimator
The Hannan-Rissanen Algorithm technique is one of the preliminary techniques used for ARMA (p; q) models where p > 0 and q > 0. ARMA (p; q) is generated by, ... ...
Thirdly,  values can be manipulated to obtain the parameter values for GARMA
(1,1;1, )
The GARMA
 model also can be recorded as below after the expansion of the right side expressions of equation (9), 11 ...
After comparing the equation (17) and equation (18), we can deduce that the 
Maximum Likelihood Estimation
Reference [22] developed the principle of Maximum Likelihood Estimation (MLE). MLE is a popular method of parameter estimation and is an indispensable tool for many statistical modelling techniques.
The maximum likelihood estimates (MLE) for the parameters of the model are obtained by numerically minimizing the function,
where T is the number of observations, x is the observed vector and ∑ denotes the covariance matrix. The entries of ∑ are given by [19] , 2 0 2 1
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The initial start-up values for the numerical minimization are the approximate Hannan-Rissanen Algorithm estimates.
Experimental Set up and Analysis
To gather raw data for intrusion factors, we have deployed the internal Honeynet and the external Honeynet of our university. The Honeynet provides more detail data such as system logs than statistical data from security organization. Using the Honeynet also has the advantage of collecting valuable raw data. It holds a meaningful correlation, since the location of the installed Honeynet and the attacked network are close by. We use Hflow to integrate and store various types of data such as network flows, IPS logs, and data regarding intrusive activity captured by Sebek. As a first step toward attack forecasting, we analyzed Hflow data gathered from the Honeynets. This analysis used data collected from November 2013 to January 2014.
Modeling of the Network
In this section, we illustrate the modeling of cyber-attack process of a university using GARMA (1, 1; 1, ±) model. The live data was obtained from the university network through daily observations of the network traffic measured in packets from November 2013 to January 2014. The plot of the time series are shown in Figure 2 and it is clear that it is non-stationary. In order to achieve stationarity, the data set was twice-differenced at lag 1 and mean corrected using an Interactive Time Series Modelling Package (ITSM) and a plot of this is shown in Figure 3 . Plot of the sample autocorrelation function (ACF) and the sample partial autocorrelation function (PACF) are also shown in Figure  4 . From Figures 3 and 4 , the time series appears to be stationary. Computer programs were written using S-PLUS language to model the stationary network data collected using GARMA (1, 1; 1, ±) model. The estimation of the parameters using Hannan-Rissanen Algorithm and Maximum Likelihood Estimation was done. The results are shown in Table 1 below.
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Experimental Results and Analysis
The Hannan-Rissanen Algorithm estimation is obtained for the GARMA (1; 1; 1; ±) model and the fitted model is 
On the other hand, the GARMA 
by the maximum likelihood method. Using the above fitted models, point forecasts for the cyber-attack process data set for the next six time periods are shown in Table 1 . It can be seen from Table 1 that all the point forecasted values through HRA and MLE estimation give a very close reading to the actual values. 
Conclusion
The objective of our study in this paper was to illustrate the fitting of GARMA (1, 1; 1, ±) model to cyber-attack process. The estimation of the parameters was done using Hannan-Rissanen Algorithm and Maximum Likelihood Estimation 1, ±) model in cyber-attack is very good. In future works, more advanced GARMA such as GARMA (1, q; 1, ±) models could be considered to improve the accuracy of forecasts of massive network traffic. In the next paper we would consider the other types of attack namely DOS, U2R and R2L.
