Abstract. In this paper, we introduce the class of Cohen-Macaulay (=CM) dg (=differential graded) modules over Gorenstein dg algebras and study their basic properties. We show that the category of CM dg modules forms a Frobenius extriangulated category, in the sense of Nakaoka and Palu, and it admits almost split extensions. We also study representation-finite d-self-injective dg algebras A in detail. In particular, we classify the Auslander-Reiten (=AR) quivers of CM A for those A in terms of (−d − 1)-Calabi-Yau (=CY) configurations, which are Riedtmann's configuration for the case d = 0. In type A, for any given (−d−1)-CY configuration C, using a bijection between (−d−1)-CY configurations and certain purely combinatorial objects which we call maximal d-Brauer relations given by Coelho Simões, we construct a Brauer tree dg algebra A such that the AR quiver of CM A is given by C.
Introduction
The notion of Cohen-Macaulay (CM) modules is classical in commutative algebra [Ma, BH] , and the category of CM modules has been studied by many researchers in representation theory (see, for example, [CR, Yo, Si, LW] ). On the other hand, the derived categories of differential graded (dg) categories introduced by Bondal-Kapranov [BK] and Keller [Ke1, Ke3] is an active subject appeared in various areas of mathematics [Mi, T, Ye] .
In this paper, we introduce Cohen-Macaulay dg modules over dg algebras and develop their representation theory to build a connection between these two subjects. To make everything works well, we need to add some restrictions on dg algebras. More precisely, we work on dg algebras A over a field k satisfying the following assumption.
Assumption 0.1. (1) A is non-positive, i.e. H i (A) = 0 for i > 0; (2) A is proper, i.e. dim k i∈Z H i (A) < ∞; (3) A is Gorenstein, i.e. the thick subcategory per A of the derived category DA generated by A coincides with the thick subcategory generated by DA.
In this case, we define Cohen-Macaulay dg A-modules as follows, where we denote by D b (A) the full subcategory of DA consisting of the dg A-modules whose total cohomology is finite-dimensional. If moreover, A is concentrated in degree zero, that is, A is a finite-dimensional IwanagaGorenstein k-algebra, then CM A coincides with the usual one. In this case, the category CM A forms a Frobenius category [H] and the stable category CMA is a triangulated category which is triangle equivalent to the Verdier quotient D b (modA)/K b (proj A) introduced by Buchweitz [B] and Orlov [O] . In contrary, CM A does not necessarily have a natural structure of exact category in our setting. Instead, the following result shows it has a natural structure of extriangulated category introduced by Nakaoka and Palu [NP] .
Theorem 0.3 (Theorems 2.4, 3.1 and 3.8). Let A be a non-positive proper Gorenstein dg algebra. Then (5) CMA admits a Serre functor and CM A admits almost split extensions.
The main examples we consider in this paper are trivial extension dg algebras and truncated polynomial dg algebras. We determine all indecomposable Cohen-Macaulay dg modules over truncated polynomial dg algebras concretely and give their AR quivers (see Theorem 5.2 for the details). We also show that, in this case, the stable category is a cluster category by using a criterion given by Keller and Reiten [KR] (see Theorem 5.7).
One of the traditional subjects is the classification of Gorenstein rings which are representationfinite in the sense that they have only finitely many indecomposable Cohen-Macaulay modules. Riedtmann [Rie2, Rie3] and Wiedemann [Wi] considered the classification of representation-finite self-injective algebras and Gorenstein orders respectively. In both classifications, configurations play an important role. We may regard Wiedemann's configurations as "0-Calabi-Yau" since they are preserved by Serre functor S and regard Riedtmann's configurations as "(−1)-Calabi-Yau" since they are preserved by S • [1] . Inspired by this, we introduce the negative Calabi-Yau configurations to study the AR quivers of CM A. Theorem 0.6 (Theorem 6.4). Let A be a d-self-injective dg algebra. Then the set of simple dg A-modules is a (−d − 1)-CY configuration in CMA.
To study the classification of configurations, Riedtmann [Rie2] gave a geometrical description of configurations by Brauer relations, and Luo [L] gave a description of Wiedemann's configuration by 2-Brauer relations. Similarly, we introduce maximal d-Brauer relations (see Definition 7.2). It gives a nice description of (−d − 1)-CY configurations of type A n . This geometric model has been studied by Coelho Simões [CS, Theorem 6.5] . By using this model, we show the number of (−d − 1)-CY configurations in ZA n /S[d + 1] is 1 n+1 (d+2)n+d n in appendix (see Corollary B. 2). We develop several technical concepts and results on maximal d-Brauer relations and by using them we show for type A n , the converse of Theorem 0.6 holds. Brauer relation 2-Brauer relation d-self-injective dg algebras self-injective algebras Gorenstein orders The paper is organized as follows. Section 1 provides the necessary material on dg algebras, extriangulated categories and translation quivers. In Section 2, we introduce Cohen-Macaulay dg modules and show some properties of them. Section 3 deals with the Auslander-Reiten theory in CM A. We consider some examples in the next two sections. In Section 4, we construct a class of self-injective dg algebras by taking trivial extension. We show in this case, CM A is negative Calabi-Yau. In Section 5, we compute the AR quiver of the truncated polynomial dg algebra. From its own point of view, this example is also interesting. We introduce (negative) CY-configurations and combinatorial configurations in Section 6 and then show they coincide with each other in our context. We introduce maximal d-Brauer relations in Section 7.1 and we point out there is a bijection between maximal d-Brauer relations and (−d−1)-CY configurations of type A n by Coelho Simões [CS] . We end this subsection by developing some technical results, which play an important role in the next section. In Section 7.2, we first construct a graded quiver Q B from given maximal d-Brauer relation B and then introduce the Brauer tree dg algebra A QB . At last we prove that the simple dg A QB -modules correspond to B. We attach two appendices. In Appendix A, we give a new proof of the bijection between (−d − 1)-CY configurations and maximal d-Brauer relations. In Appendix B, we give a formula of the number of
1. Preliminaries 1.1. Notations. Throughout this paper, k will be a field. All algebras, modules and categories are over the base field k. We denote by D = Hom k (?, k) the k-dual. When we consider graded k-module, D means the graded dual. We denote by [1] the suspension functors for all the triangulated categories. Let T be a Krull-Schmidt k-linear category. We denote by ind T the set of indecomposable objects in T . Let S be a full subcategory of T . Denote by add S the smallest full subcategory of T which contains S and which is closed under isomorphisms, finite direct sums and direct summands. If T is a triangulated category, we denote by thick(S) the smallest triangulated subcategory of T containing S and stable under direct summands. If S = {S} has only one object, we write thick({S}) as thick(S). Let X, Y ∈ T . Denote by X * Y the full subcategory of T consisting of objects T ∈ T such that there exists a triangle
1.2. DG algebras and the Nakayama functor. Let A be a dg k-algebra, that is, a graded algebra endows with a compatible structure of a complex. A (right) dg A-module is a graded A-module endows with a compatible structure of a complex. Let DA be the derived category of right dg A-modules (see [Ke1, Ke3] ). It is a triangulated category obtained from the category of dg A-modules by formally inverting all quasi-isomorphisms. The shift functor is given by the shift of complexes.
Let per A = thick(A A ) be the perfect category and let D b (A) be the full subcategory of DA consisting of the objects whose total cohomology is finite-dimensional.
consisting of those dg A-modules whose cohomologies are concentrated in degree ≤ i (respectively, ≥ i).
We consider the derived dg functor ν :=? ⊗ L A DA : DA → DA (called the Nakayama functor ). We have the following Auslander-Reiten formula.
Lemma 1.1. [Ke1, Section 10.1] There is a bifunctorial isomorphism
for X ∈ per A and Y ∈ DA.
Proof. For any Y ∈ DA, taking X = A[n], then we have isomorphism
By "devissage", we know the isomorphism holds for any X ∈ per A.
It is clear that ν restricts to a triangle functor
By Lemma 1.1, (1.2) is a triangle equivalence provides that A has finite-dimensional cohomology in each degree. In this case, if we have per A = thick(DA) (for example, A is a finite-dimensional Gorenstein k-algebra), then ν defines a Serre functor on per A. Immediately, we have the following result.
Lemma 1.2. Assume A has finite-dimensional cohomology in each degree and per A = thick(DA) in DA. Let X, Y be two dg A-modules with finite-dimensional cohomology in each degree. Then the isomorphism (1.1) also holds for Y ∈ per A and X ∈ DA.
Let A be a dg k-algebra and let M be a dg A-module. Then H 0 (A) is the usual k-algebra and we regard H n (M ) as a H 0 (A)-module for n ∈ Z.
Lemma 1.3. Let A be a dg k-algebra and M ∈ DA. Then
(1) [KN, Lemma 4 .4] For P ∈ add A, the morphism of k-modules induced by H 0
is an isomorphism; (2) Dually, for I ∈ add DA, the morphism of k-modules induced by
is an isomorphism.
We need the following lemma for later use.
Lemma 1.4. Let A be a dg k-algebra and M ∈ DA. Then
(1) Let P ∈ add A and f ∈ Hom DA (M, P ). If the induced map
Proof. We only prove (1), since (2) is a dual. Because H 0 (P ) is a projective H 0 (A)-module and
. By Lemma 1.3 again, we have f • g = Id P . Therefore f is a retraction in DA.
1.3. Non-positive dg algebras. We call a dg k-algebra A non-positive if it satisfies H i (A) = 0 for i > 0. Write A as a complex over k,
Consider the following standard truncation.
It is easy to see A ′ is a sub-dg-algebra of A and the inclusion A ′ ֒→ A is a quasi-isomorphism of dg k-algebras. Thus in this paper, when we mention non-positive dg k-algebra A, we always assume that A i = 0 for i > 0. In this case, the canonical projection A → H 0 (A) is a homomorphism of dg k-algebras (here we regard H 0 (A) as a dg algebra concentrated in degree 0). Then we can regard a module over H 0 (A) as a dg module over A via this homomorphism. This induces a natural functor mod H 0 (A) → DA. Let {S 1 , . . . , S r } be the set of isomorphic classes of simple H 0 (A)-modules. We may regard them as simple dg A-modules. For any S i , there exists P i ∈ add A such that
. We may regard rad P i as the third term of the following triangle.
It is well-known that these simple modules generate D b (A) in the following sense.
Proposition 1.5. Let A be a non-positive dg k-algebra with
Proof. The first statement can be shown by truncations and induction. The second one is immediately from Proposition 1.6 and the first one.
By the following proposition, the composition functor mod
Moreover, taking H 0 is an equivalence from the heart to mod H 0 (A), and the natural functor mod
is a quasi-inverse to this equivalence.
Remark 1.7. Let A be a non-positive dg k-algebra and let M be in D b (A). Let n (resp. m) be the smallest (resp. largest) integer i such that H i (M ) = 0. Then by truncation, M is isomorphic to a dg A-module N in D b (A), such that N i = 0 for i < n and i > m.
The following proposition plays an important role in the proof of Theorem 7.25. We call a dg
Proposition 1.8. Let A be a non-positive proper dg k-algebra whose underlying graded algebra is a quotient kQ/I of the path algebra of a graded quiver Q. Let j and j ′ be vertices in Q.
(
for some l > 0, then there exists a path from j to j ′ with degree bigger than −l; (2) Assume that the differential of A is zero and I is an admissible ideal of kQ. If there is an
Proof.
(1) Let X 0 := S j . For each i ≥ 0, we take the following triangle, 
Thus the composition Q i+1 → X i+1 → Q i is non-zero. For each direct summand P ai [s i ] of Q i with a vertex a i of Q and s i ∈ Z, there exists a direct summand
Then there is a path a i−1 a i with degree s i−1 − s i . Repeating this, we obtain a path j = a 0 a 1 · · · a i with degree
, by our argument above, there is a path from j to j ′ with degree k − l, which is bigger than −l.
(2) Consider the following triangle,
Since the differential of A is zero, I is admissible, and there is an arrow j → j ′ with degree −l,
to the triangle above, we obtain an exact sequence
By dividing into two cases, (l, j) = (0, j ′ ) or not, one can check that the left map is always
1.4. Extriangulated categories. In this section, we briefly recall the definition and basic properties of extriangulated categories from [NP] . We omit some details here, but the reader can find them in [NP] .
Let C be an additive category equipped with an additive bifunctor E : C op ⊗ C → Ab. For any pair of objects A, C ∈ C , an element δ ∈ E(C, A) is called an E-extension. Let s be a correspondence which associates an equivalence class
This s is called a realization of E if it makes the diagrams in [NP, Definition 2.9] commutative. A triple (C , E, s) is called an extriangulated category if it satisfies the following conditions.
(1) E : C op ⊗ C → Ab is an additive bifunctor; (2) s is an additive realization of E; (3) E and s satisfy the compatibility conditions in [NP, Definition 2.12] .
Extriangulated categories is a generalization of exact categories and triangulated categories. Let us see some easy examples. 
Then D has an extriangulated structure given by restricting the extriangulated structure of C on D.
Let (C , E, s) be an extriangulated category. An object X in C is called projective if E(X, Y ) = 0 for any Y ∈ C . We say C has enough projective objects if for any Y ∈ C , there exists Z ∈ C and δ ∈ E(Y, Z), such that the middle term of the realization s(δ) is projective. We denote by P (resp. I ) the subcategory of projective (resp. injectvie) objects. When C has enough projective (resp. injective) objects, we define the stable (resp. costable) category of C as the ideal quotient C := C /[P] (resp. C := C / [I ] ). We call C Frobenius if it has enough projective objects and enough injective objects, and projective objects coincide with injective ones. In this case C coincides with C , and we call C the stable category of C . Proposition 1.10. [NP, Corollary 7.4 ] Let (C , E, s) be a Frobenius extriangulated category and let I be subcategory of injective objects. Then C is a triangulated category.
1.5. Auslander-Reiten theory in extriangulated categories. Let us briefly recall AuslanderReiten theory in extriangulated categories form [INP] . In this subsection, let (C , E, s) be an extriangulated category. Definition 1.11. [INP, Definition 2 .1] A non-split E-extension δ ∈ E(C, A) is said to be almost split if it satisfies the following conditions (1) E(C, a)(δ) = 0 for any non-section a ∈ C (A, A ′ ); (2) E(c, A)(δ) = 0 for any non-retraction c ∈ C (C ′ , C).
We say that C has right almost split extensions if for any endo-local non-projective object A ∈ C , there exists an almost split extension δ ∈ E(A, B) for some B ∈ C . Dually, we say that C has left almost split extensions if for any endo-local non-projective object B ∈ C , there exists an almost split extension δ ∈ E(A, B) for some A ∈ C . We say that C has almost split extension if it has right and left almost split extensions.
Let A ∈ C . If there exists an almost split extension δ ∈ E(A, B), then it is unique up to isomorphism of E-extensions. Definition 1.12. [INP, Definition 3 .2] Let (C , E, s) be a k-linear extriangulated category.
(1) A right Auslander-Reiten-Serre (ARS) duality is a pair (τ, η) of an additive functor τ : C → C and a binatural isomorphism
(2) If moreover τ is an equivalence, we say that (τ, η) is an Auslander-Reiten-Serre (ARS) duality.
Proposition 1.13. [INP, Theorem 3.4 ] Let C be a k-linear Ext-finite Krull-Schmidt extriangulated category. Then the following are equivalent.
(1) C has almost split extensions; (2) C has an Auslander-Reiten-Serre duality.
The following characterization of almost split extensions are analogous to the corresponding result on Auslander-Reiten triangles (see [RV, Proposition I.2 .1]) and on almost split sequences (see [ARS] ). Proposition 1.14. Assume (C , E, s) has Auslander-Reiten extensions. Assume A ∈ C is an end-local object and δ ∈ E(A, B). Then the following are equivalent.
(1) δ is an almost split extension; (2) δ is in the socle of E(A, B) as right End(A)-module and B ∼ = τ (A); (3) δ is in the socle of E(A, B) as left End(B)-module and B ∼ = τ (A).
1.6. Translation quivers. We recall some definitions and notations concerning quivers. A quiver Q = (Q 0 , Q 1 , s, t) is given by the set Q 0 of its vertices, the set Q 1 of its arrows, a source map s and a target map t. If x ∈ Q 0 is a vertex, we denote by x + the set of direct successors of x, and by x − the set of its direct predecessors. We say that Q is locally finite if for each vertex x ∈ Q 0 , there are finitely many arrows ending at x and starting at x. An automorphism group G of Q is said to be weakly admissible if for each g ∈ G\{1} and for each x ∈ Q 0 , we have x + ∩ (gx) + = ∅. G is admissible if no orbit of G intersects a set of the form {x} ∪ x + or {x} ∪ x − in more than one point.
A stable translation quiver (Q, τ ) is a locally finite quiver Q without double arrows with a bijection τ : Q 0 → Q 0 such that (τ x) + = x − for each vertex x. For each arrow α : x → y, we denote by σα the unique arrow τ y → x. Definition 1.15. Let Q be a stable translation quiver and C be a subset of Q 0 . We define a translation quiver Q C by adding to Q 0 a vertex p c and two arrows c → p c → τ −1 (c) for each c ∈ C. The translation of Q C coincides with the translation of Q on Q 0 and is not defined on {p c | c ∈ C}.
Let ∆ be an oriented tree, then the repetition quiver of ∆ is defined as follows:
for each arrow α : x → y of ∆. The quiver Z∆ with the translation τ (n, x) = (n − 1, x) is a stable translation quiver which does not depend (up to isomorphism) on the orientation of ∆ which does not depend on the orientation of ∆ (see [Rie1] ).
From now on, we assume ∆ is a Dynkin diagram. Let us fix a numbering and an orientation of the simply-laced Dynkin trees.
We define the "Nakayama permutation" S of Z∆ as follows:
, where φ is the automorphism which exchanges n and n − 1;
, where φ is the automorphism which exchanges 2 and 5, and 1 and 6;
By [G, Proposition 6 .5], we know that when we identify the Auslander-Reiten quiver of k∆ as the full subquiver of Z∆, the Nakayama functor is related to S defined above. We can also define "shift permutation" [1] of Z∆ by Sτ −1 .
Cohen-Macaulay dg modules
Let A be a dg k-algebra. In this section, we assume A satisfies Assumption 0.1.
We introduce some special dg algebras which are the main objects in this paper.
Definition 2.2. Let A be a non-positive dg k-algebra and letd be a non-negative integer.
Since in our setting, A is Gorenstein, then the equivalence (1.2) induces the following triangle auto-equivalence.
In particular, ν is a Serre functor on per A. We give another description of CM A as follows.
The first properties of CM A are the following, which are analogues of well-known properties of Cohen-Macaulay modules. We refer to [NP] and [INP] for the notion of extriangulated category.
Theorem 2.4. Let A be a dg k-algebra satisfies Assumption 0.1. Then (1) CM A is a Ext-finite Frobenius extriangulated category with Proj(CM A) = add A; (2) The stable category CMA :
Proof. By our definition, CM A is an extension-closed subcategory of D b (A), then it has a natural extriangulated category structure by restricting the triangles of
Hom-finite, then so is CM A. It implies that CM A is Ext-finite and add A is functorially finite in CM A.
Since Hom CM A (P, X[1]) = 0 = Hom CM A (X, P [1]) for any P ∈ add A and X ∈ CM A, then we have add A ⊂ Proj(CM A)∩Inj(CM A). For any X ∈ CM A, consider the right (add A)-approximation P → X, which extends to a triangle in D b (A).
It is easy to check Y ∈ CM A by applying the functors Hom
) to the triangle above. So CM A has enough projectives. Similarly, it also has enough injectives. Finally, we show Proj(CM A) = add A = Inj(CM A). Assume X ∈ CM A is projective, taking a right (add A)-approximation P → X. As we have shown above, we have triangle Let A be as in Theorem 2.4. The following proposition tells us that when CM A is ordinary Frobenius category for self-injective dg algebras.
Proposition 2.6. Assume A is a d-self-injective dg k-algebra. Then CM A is a Frobenius category with add A as projective objects if and only if A has total cohomology concentrated in degree 0.
Proof. If A has total cohomology concentrated in degree 0, then A is quasi-isomorphic to H 0 (A). It is well-known in this case CM A is Frobenius.
On the other hand, suppose X is a non-zero object of CM A. If CM A is a Frobenius category with add A as projective objects, then
, which implies that A has total cohomology concentrated in degree 0.
Auslander-Reiten theory in CM A
We assume that all the dg k-algebras considered in this section satisfies Assumption 0.1.
3.1. Serre duality and almost split extensions. The aim of this section is to prove the following theorem.
We first show CMA admits a Serre functor. We will consider it in a general setting given in [Ami, Section 1.2] . Let T be a k-linear Hom-finite triangulated category and N be a thick subcategory of T . Assume T has an auto-equivalence S, which gives a relative Serre duality in the sense that S(N ) ⊂ N and there exists a functorial isomorphism for any X ∈ N and Y ∈ T
Dually, let Y and Z be objects in
Amiot gave the following sufficient condition for T /N to admit a Serre functor. To check the condition in Proposition 3.3, the following lemma is useful.
Lemma 3.4. [Ami, Proposition 1.4 ] Let X and Y be two objects in T . If for any P ∈ N the vector space Hom T (P, X) and Hom T (Y, P ) are finite-dimensional, then the existence of a local N -cover of X relative to Y is equivalent to the existence of a local N -envelop of Y relative to X.
In our setting, to apply Proposition 3.3, we need the following observation.
, there exists an object P X ∈ per A with a morphism P X p − → X such that we have the following exact sequence.
Proof. Since A is non-positive and X, Y ∈ D b (A), by truncation, we may assume
Apply induction on n − s. If n − s < 0, then Hom D b (A) (X, Y ) = 0, we can take any object in per A as P X . Now assume the result is true for n − s = k. Consider the case n − s = k + 1.
There exists Q X ∈ add A[−n] and a morphism p :
. By our assumption, there exists P Z ∈ per A with a morphism r : P Z → Z satisfies our condition. By Octahedral Axiom, we have the following diagram.
Then it is easy to check P X is the cover we want.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1.
Moreover, ν gives a relative Serre duality by Lemma 1.1. We only need to show the conditions in Proposition 3.3 hold in our setting. Because D b (A) is Hom-finite by Proposition 1.5, then by Lemma 3.4, it suffices to check the existence of local per A-cover. This has been proved in Lemma 3.5. So the assertion is true.
(2) By Proposition 1.5, D b (A) is Hom-finite, then CM A is Ext-finite (see Section 1.5). It is clear that CM A is a k-linear Krull-Schmidt extriangulated category. Moreover, CMA admits a Serre functor by (1), then by Proposition 1.13, CM A admits Almost split extensions.
We give the following lemma for later use.
Lemma 3.6. Let X be an non-projective indecomposable object in CMA. Let τ be the AuslanderReiten translation. If End CMA (X) = k, then any non-split extension
is an almost split extension.
Proof. By Proposition 1.14, it is clear.
3.2. Cohen-Macaulay approximation. In this section, we show CM A admits a property analogous to the usual Cohen-Macaulay approximation (see [AB] ) in the following sense.
In fact the following theorem is true and Proposition 3.7 is contained in the proof of Theorem 3.8, so we omit the proof.
To show this, we consider the t-structures and co-t-structure on D b (A) first. Let
There are two co-t-structures in
On the other hand, by Proposition 1.6, (
, we show the following well-know result.
Since by the proof of Proposition 2.3, we know
Proof of Theorem 3.8. We first show CM A is contravariantly finite in
where
) on this triangle, one can show T ∈ CM A. By Octahedral Axiom, we have the following diagram.
It is easy to check Hom
We end this section by giving a result analogous to the first Brauer-Thrall theorem.
Proposition 3.11. Let S be a finite set of indecomposable objects in CMA. Assume S is closed under successors in AR quiver. If for any i ≥ 0, there exists a left
Then S consists of all indecomposable objects in CM A.
Proof. Notice that A ∈ add S by our assumption. Assume M ∈ CM A is indecomposable. Then there exists i ≥ 0 such that
Consider the left almost split extension start from X 1 (If X 1 ∈ add A, the left almost split morphism is X i → X i / soc X i ), we can find an indecomposable module X 2 , such that the composition X 1 → X 2 → M is non-zero. Repeat this step, we may construct a series of indecomposable modules X 1 → X 2 → · · · → M , such that the composition is non-zero. Since S is closed under successors, then X i ∈ S. Since S is finite and CM A is Hom-finite, then rad(S, S) N = 0 for big enough N . So there exist n ≥ 1 such that X n = M .
Trivial extension dg algebras
Now we consider a class of self-injective dg algebras given by trivial extension. Let B be a nonpositive proper dg k-algebra. Let inf(B) be the smallest integer i such that
We regard A as a dg k-algebra whose multiplication is given by
where a, b ∈ B and f, g ∈ DB, and the differential of A inherits from B and DB.
e . If inf(B) = 0 and d = 0, A is the usual trivial extension.
We give a result analogies to [Ric, Theorem 3 .1].
Proposition 4.1. Let B be a non-positive proper dg k-algebra and let X be a silting object in
Proof. We may regard A as a dg B-module through the injection B ֒→ A. Consider the functor
A is a compactly generator of DA, so we have triangle equivalence between per End(X ⊗ B A) and per A. Next we consider the dg algebra End(X ⊗ B A). Notice that, as k-complexes, we have the following isomorphisms.
In fact these isomorphisms also induce an isomorphism between dg algebras End(X ⊗ B A) and
In the sequel, we only consider the special case that inf(B) = 0 and B has finite global dimension. In this case, we show CMA is a cluster category in the following sense. For the details of orbit category, we refer to [Ke2] . 
truncated polynomial dg algebras
In this section, we consider the following truncated polynomial dg k-algebra.
with deg X = −d ≤ 0 and zero differential. We determine the indecomposable Cohen-Macaulay modules explicitly and draw the AR quiver of CM A. Then we show CMA is a (d + 1)-cluster category by using a criterion given by Keller and Reiten [KR] . Let A i be the dg A-module k[X]/(X i ), i = 1, 2, · · · , n. We give two small examples first.
Example 5.1.
(1) Let n = 2 and d = 2. Then the AR quiver of CM A is as follows.
(2) Let n = 3 and d = 1. Then the AR quiver of CM A is as follows.
By Proposition 3.7, for any A i , 1 ≤ i ≤ n, and t ≥ 0, we have the following triangle.
and P i,t ∈ per A. We assume T i,t is minimal. Then T i,t is unique up to isomorphism and if
. We give the first result of this section.
. Then the AR quiver of CMA is as follows. , 1 ≤ i ≤ n. Then the AR quiver of CMA is as follows. T n−1,0 Lemma 5.3. Let A i , T i,t be defined as above. Then
So A i is indecomposable in CM A. Since A itself is indecomposable in CM A by End CM A (A) = k, and A i = A by cohomology. Then A i ∈ add A, and A i is a non-zero object in CM A. Proof. Consider the following sequence in the category of dg A ⊗ A op -modules.
where f is given by f (1) := n i=0 X i ⊗ X n−i , g is given by g(1 ⊗ 1) := 1 ⊗ X − X ⊗ 1 and h is given by h(1 ⊗ 1) := 1. Since it is an exact sequence of graded modules, we get two natural triangles in
, which give us the desired isomorphism.
Now we describe the AR-triangles in CMA.
Proposition 5.5. Let π i be the natural surjective map π i : A i → A i−1 and let ι i be the natural injective map ι i :
given by ι i (1) := X. Let A 0 = 0. Then the AR triangle in CMA is given by
Proof. By Lemma 5.3, A j [m] is indecomposable in CMA for any m ∈ Z, so the given triangle can not be split. Since End CMA (A i ) = k, then by Lemma 3.6, the triangle above is an AR triangle.
It is easy to see that the AR quiver of CMA is of the form ZA n /φ. Now we determine the fundamental domain. Notice that by Lemma 5.4, A i = A i [(n + 1)d + 2] and by the triangle (5.2), A n+1−i = A i [−id − 1] in CMA. We need to find the smallest positive integer m such that
. Then N is the smallest positive integer such
. Then N i is the smallest positive integer such that
Proof. (1) It is obvious
, then (n + 1)d + 2 | ld, that is (n + 1)e + 1 | le. Since (n + 1)e + 1 and e are coprime, then (n + 1)e + 1 | l and l ≥ (n + 1)e + 1 = N .
(2) Assume positive integer s satisfies
. So the smallest s is N i .
Proof of Theorem 5.2. The AR triangle given in Proposition 5.5 is induced by some conflation
in CM A (see [NP] ). Notice that for projective-injective object A, the only right almost split morphism is given by the natural injection X : 
for some i and t. It suffices to show there exists some integer q such that d | ((n+1)d+2)q +l or d | ((n + 1)d + 2)q + jd + 1 + l. One can do it by considering even and odd case respectively and by Lemma 5.6. We left it to the reader. Theorem 5.2 implies that CMA is a cluster category. We prove the following result.
Theorem 5.7. The stable category CMA is triangle equivalent to C d+1 (A n ).
The key ingredient of the proof is Keller and Reiten's result [KR] . We first show CMA admits a (d + 1)-cluster tilting object. Proof. Consider the following two triangles. 
Applying the functor Hom CMA (?, A j [s − id − 1]) to triangle (5.5). Since (1) 
4). Notice that the induced map
It is contradictory to our assumption. So In the proof, we need the following well-known property.
Lemma 6.3. Let T be a k-linear Hom-finite triangulated category with Serre functor S. Let X ∈ T with End T (X) = k and f ∈ Hom T (X, SX). Then for any Y ∈ T and g ∈ Hom T (SX, Y ) which is not a section, we have g • f = 0. (2), and (3 ′ ), one can show the statement easily, which is similar to the proof in part (a). We left it to the reader. 6.2. CM dg modules and CY configurations. In this subsection, we study configuration in the stable categories of Cohen-Macaulay dg modules over d-self-injective dg algebras. We show that the set of simple dg A-modules is a (−d − 1)-CY configuration, which generalizes Riedtmann's result [Rie2, Proposition 2.4].
Recall from Section 1.3, for a non-positive dg k-algebra A with A >0 = 0, we may regard H 0 (A)-modules as dg A-modules via the homomorphism A → H 0 (A). Let {S 1 , . . . , S r } be the set of simple H 0 (A)-modules. We also regard them as simple dg A-modules (when we talk about simple modules, we always assume they are concentrated in degree zero part).
The main result in this subsection is the follows.
Theorem 6.4. Let A be a d-self-injective dg k-algebra with d ≥ 0. Then the set of simple modules
To prove this theorem, we start with two lemmas. 
Proof. We only prove (1), since (2) is immediately from (1). Since
Now we prove Theorem 6.4.
Proof of Theorem 6.4. By Lemma 6.5 and Proposition 1.6, we have
So the condition (1) in Definition 6.1 holds.
For any S j , consider the (add A)-approximation of S j as follows Thus
6.3. Combinatorial configurations. We give a combinatorial interpretation of Calabi-Yau configurations of Dynkin type in combinatorial framework. Let ∆ be a Dynkin diagram. Recall from [G] that a slice of Z∆ (see Section 1.6 for the definition of Z∆) is a connected full subquiver which contains a unique representatives of the vertices (r, q), r ∈ Z for each q ∈ ∆ 0 . For each vertex x = (p, q) of Z∆, there is a unique slice admitting x as its unique source. We call this slice the slice starting at x. An integer-valued function f on the vertices of Z∆ is additive if it satisfies the equation f (x) + f (τ x) = y→x∈(Z∆)1 f (y). It is easy to see that f is determined by its value on a slice. Now we define f x as the additive function which has value 1 on the slice starting at x for each vertex x. Let Q x be the connected component of the full subquiver {y ∈ (Z∆) 0 | f x (y) > 0} of Z∆ containing x. We define a map h x by
Notice that h x is no longer an additive map. Let see an example of type D.
Example 6.7. Let x be the marked vertex in (ZD 4 ) 0 . Then the value of h x is given as follows The connection between configurations of Z∆ and configurations of Z∆/φ is given as follows.
Proposition 6.9. Let C be a subset of (Z∆/φ) 0 . Then C is a (−d−1)-combinatorial configuration of Z∆/φ if and only if π
Proof. Using the definition h
, it is easy to show the statement.
Here is a simple example: 
To prove this, we consider the free Abelian monoid N ≥0 (Z∆) generated by (Z∆) 0 . For any n ∈ N ≥0 and x ∈ (Z∆) 0 , we define a map f n (x) :
By the definition, we have the following lemma immediately.
Lemma 6.12. For any vertices x, y in (Z∆) 0 , the multiplicity of y in i≥0 suppf i (x) is h x (y). 
For any module
Proof of Proposition 6.11. Since T is representation-finite, then rad n T (X, ?) = 0 for n large enough. For any X, Y ∈ ind T , we have
The following theorem shows that Calabi-Yau configurations in T coincide with combinatorial configurations.
Theorem 6.14. Let C ⊂ ind T be a subset. Then the following are equivalent:
Proof. It directly follows from Proposition 6.11.
Thanks to the theorem above, by abuse of notation, we may use the name "Calabi-Yau configuration" even in combinatorial context. And one of our main results is as follows. By Theorems 6.4 and 6.14, we can show (2) to (1) easily. To show (1) to (2), we need to give a geometrical description of CY configuration first. And the dg algebra satisfying Theorem 6.15 (2) will be constructed concretely in Section 7.2.
Maximal d-Brauer relations and Brauer tree dg algebras
In this section, we introduce maximal d-Brauer relations, which describe geometrically (−d− 1)-CY configurations of type A n . We develop some technical concepts and results on them. Then we introduce Brauer tree dg algebras from maximal d-Brauer relations and we show the simples of such dg algebras correspond to the given maximal d-Brauer relations.
Maximal d-Brauer relations.
We start with the following definition. Now we give a description of (−d − 1)-Calabi-Yau configurations of type A n by using maximal d-Brauer relations. To each vertex in ZA n , we associate a label in Z × Z as follows.
(1, 2d + 4)
(1, 3d + 6) (1, 2) (3, 4) (5, 6) (7, 8) (1, 2) (7, 2) (1, 4) (3, 6) (5, 8) (7, 2) (7, 4) (1, 6) (3, 8) (5, 2) (7, 4) (5, 4) (7, 6) (1, 8) (3, 2) (5, 4)
(2) Let d = 1 and n = 4. Then the labelling on Z 4,1 is as follows.
(11, 13) (1, 3) (4, 6) (7, 9) (10, 12) (13, 2) (3, 5) (6, 8) (11, 3) (1, 6) (4, 9) (7, 12) (10, 2) (13, 5) (3, 8) (8, 3) (11, 6) (1, 9) (4, 12) (7, 2) (10, 5) (13, 8) (3, 11) (8, 6) (11, 9) (1, 12) (4, 2) (7, 5) (10, 8) (13, 11) By the labelling above, we have the following theorem. This result has been show in [CS] , we put a new proof in Appendix by using concepts developed here. Let C be the set of (−d − 1)-CY configurations in ZA n,d . We give an example to show how the bijection works.
Example 7.7. Let n = 2 and d = 1. We associate to each vertex of ZA 2,1 a label in Z/7Z × Z/7Z as following:
(1, 6) (4, 2) (7, 5) . (5, 3) .
( 5, 7) (1, 3) (4, 6) (7, 2) (3, 5)
It is easy to check the set {(4, 6), (7, 2)} is a (−2)-CY configuration of ZA 2,1 and it gives rise to a maximal d-Brauer relation of 7-gon as follows (left part): On the other hand, any maximal d-Brauer relation, for example {(2, 4), (7, 5)}, gives us a (−2)-CY configuration in ZA 2,1 .
The following lemma is immediately from the definition.
Lemma 7.8. Let X ∈ ZA n,d with labelling (x 1 , x 2 ). Then X[1] = (x 1 + 1, x 2 + 1) and
In the rest of this subsection, we introduce some technical concepts and results. They give us a better understanding of maximal d-Brauer relations and in particular, Proposition 7.16 will play a crucial role in the proof of Theorem 7.25. Definition 7.9. (1) Let C be a set of diagonals in Π. We call C a cycle if C is contained in the closure of some connect component (denoted by Π C ) of the subset Π\ X∈C X of Π; In this case, elements in C has a anti-clockwise ordering C = {X 1 , · · · , X s } given as follows
Xs (2) Let B ∈ B and C ⊂ B. We call C a B-cycle if C is a cycle and {X ∈ B | X ∈ Π C } = C. By the definition above, C = {(2, 4), (5, 7), (10, 12)} is a cycle but not a B-cycle and C ′ = {(2, 4), (5, 7), (1, 9)} is a B-cycle.
Here are some elementary properties of these concepts. The proof is left to the reader. 
We give an easy observation.
Lemma 7.12. Let B ∈ B and X ∈ B. Let Π 1 and Π 2 be two connect components of Π\X.
Let X and Y be two disjoint d-diagonals. We denote by δ(X, Y ) the smallest positive integer
We will give a description of B-cycles by δ. Before this, we show a lemma. Let S s be the permutation group.
Lemma 7.14. Let B ∈ B and let C ⊂ B be a cycle with anti-clockwise ordering {X 1 , · · · , X s }. Let Π C be the connect component of Π\C given in Definition 7.9. Let X s+1 = X 1 . Then the following statement holds. Since by definition, δ(X i , X i+1 ) = 1+ the number of vertices between X i and X i+1 (anti-clockwise), then s l=1 δ(X l , X l+1 ) = s + #Π C . We count Π\Π C first. By our labelling, it is easy to see the number of vertices in Π\Π C is
(2) For any τ ∈ S n , we have δ(X τ (l) , X τ (l+1) ) ≥ δ(X τ (l) , X τ (l)+1 ) and the equality holds if and only if τ (l + 1) = τ (l) + 1. Then by (1), Proposition 7.15. Let B ∈ B and let C be a subset of B. Then C is a B-cycle if and only if there is a numbering C = {X 1 , . . . , X s } such that s l=1 δ(X l , X l+1 ) = d + s, where X s+1 = X 1 . In this case, {X 1 , . . . , X s } is an anti-clockwise ordering or C.
Proof. The "only if" part. Assume C is a B-cycle with anti-clockwise ordering {X 1 , · · · , X l }, then by Lemma 7.14 (1),
The "if" part. To prove C is a B-cycle, it suffices to show C is a cycle by Lemma 7.14 (2) and (3). If it is not true, then by Proposition 7.11 (3), there exists some i, 2 ≤ i ≤ s, such that X i−1 and X i+1 are in different connect components of Π\X i as follows.
In this case, we have
Now consider the new set C ′ := C\X i . If it is a cycle, then it is clear that X i ∈ B ∩ Π C ′ , where Π C ′ is the connected component given in Definition 7.9 (1). Then #B ∩ Π C ′ ≥ 1 and by Lemma 7.14 (2), the following inequality holds.
Notice that by equation (7.1), the left hand of (7.2) equals d
is not a cycle, we do the same thing on C ′ as on C, and after finite steps, we get a contradiction. Thus C is a cycle, therefore a B-cycle.
Let B ∈ B. Then B is determined by B-cycles in the following sense. 
Then φ is the restriction of θ n for some integer n, that is, B is isomorphic to B ′ up to rotation.
To prove this proposition, we need prepare several lemmas.
Lemma 7.17. Let B, B ′ and φ as above. Let C = {X 1 , · · · , X s } be a subset of B. The following are equiavlent.
(1) C = {X 1 , · · · , X s } is a B-cycle with anti-clockwise ordering;
′ -cycle with anti-clockwise ordering.
(1) to (2). If C = {X 1 , · · · , X s } is a B-cycle with anti-clockwise ordering, then
Then by Proposition 7.15, φ(C) = {φ(X 1 ), · · · , φ(X s )} is a B ′ -cycle with anti-clockwise ordering. (2) to (1). It is suffices to show if φ(X i ) and φ(X j ) are in the same B ′ -cycle, then so are X i and X j . If it is not true, then by Proposition 7.11, there exists Y ∈ B, such that X i and X j are in different connected component of Π\Y , which is contradict to Lemma 7.18 below. Proof. It is immediately from Proposition 7.11 (5) and Lemma 7.17 (1) to (2) part.
Proof of Proposition 7.16. We first show for any X in B, X and φ(X) have the same length. Let X = (x, x + d + 1 + (d + 2)j) ∈ B, 1 ≤ j ≤ n − 1. Let Π 1 and Π 2 be the connected components of Π\X. By Lemma 7.12, j is determined by the set {#B ∩ Π 1 , #B ∩ Π 2 }. Since by Lemma 7.18,
, where Π ′ 1 and Π ′ 2 are the connected components of B ′ \φ(X). So there is an integer n, such that
For any Y ∈ B, Y and X are connected by a series of B-cycles, thus θ n (B) = φ(B) holds.
7.2. Brauer tree dg algebras. We first introduce a graded quiver from given maximal d-Brauer relation in the following way.
Definition 7.19. Let B ∈ B. The graded quiver Q B associated to B is defined as follows.
(1) The vertices of Q B are given by the d-diagonals in B;
(2) For any B-cycle C with anti-clockwise ordering {X 1 , · · · , X s }, we draw arrows X i → X i+1 with degree 1 − δ(X i , X i+1 ), where 1 ≤ i ≤ s and X s+1 = X 1 .
We say a cycle in Q B is minimal, if it is given by some B-cycle.
In Example 7.4, we give the maximal d-Brauer relations for the case d = 1 and n = 3. Now we draw the d-Brauer quivers associate to them. where the quivers are drawn by red lines and the numbers with red color are degrees correspond to the arrows near them.
We give some basic properties on Q B , which are induced by Proposition 7.11 and Lemma 7.14 (2).
Proposition 7.21. Let B ∈ B. Then Q B satisfies the following (1) Every vertex of Q belongs to one or two minimal cycles; (2) Any two minimal cycles meet in one vertex at most; (3) There are no loops in Q; (4) Every arrow is equipped with a non-positive degree and the sum of degrees of each minimal cycle is −d.
Remark 7.22. The above properties (1), (2), (3) imply that Q B a Brauer quiver in the sense of Gabriel and Riedtmann (see [GR] ). Now we introduce the following main object in this section.
Definition 7.23. Let B ∈ B. The Brauer tree dg algebra A QB is defined as kQ B /I B with zero differential and grading given by that of Q B , where the admissible ideal I B is generated by the following relations.
(1) For any minimal cycle
The following proposition is an easy generalization of well-known result for ungraded case. Then it suffices to prove B is isomorphic to B A up to rotation.
We first describe the AR quiver of the stable category CMA QB .
Proposition 7.26. The AR quiver of CMA QB is ZA n,d .
To prove this proposition, we need some observations. Let Y ∈ (Q B ) 0 be a vertex and a ∈ Z. We construct a new graded quiver Q Y,a . It is isomorphic to Q B as ungraded quiver. The degrees of arrows ending at Y and starting at Y are changed as follows.
And other degrees of arrows are the same as in Proof of Proposition 7.26. Let B ∈ B. We say Q B is admissible if each minimal cycle in Q B has an arrow with degree −d and other arrows with degree 0. We consider the following two cases.
(1) If Q B is admissible. Let D be the set of arrows in Q B with degree −d. It is an admissible cutting set in the sense of [FP, Sc] . Therefore A QB is isomorphic to the trivial extension Λ ⊕ DΛ [d] by [Sc, Theorem 1.3] , where Λ is the factor algebra A QB /(D). By Corollary 4.4, CM(A QB ) is triangle equivalent to
By [H, Theorem 6.7] , Λ is an iterated titled algebra of type A n . So the AR-quiver of CM(A QB ) is given by ZA n,d .
(2) For general Q B . We claim there exists B ′ ∈ B, such that Q B ′ is admissible and there is a triangle equivalence CM(A QB ) ∼ − → CM(A Q B ′ ). In fact, we can start from any minimal cycle. Under a suitable ordering, we may change the degrees of Q B to obtain an admissible quiver Q B ′ step by step by our discussion above. Then by Theorem 2.4 (3) and by Lemma 7.27, Proof. By Remark 7.13, δ(S ji , S ji+1 ) = min{t > 0 |h Sj i (S ji+1 [t]) = 0} and by Proposition 6.11, we haveh
where the second equality holds by the fact that Hom
Now we are ready to prove Theorem 7.25.
Proof of Theorem 7.25. Consider the map φ : B → B A sending Y j to S j . It is clearly bijective and for any B cycle C with anti-clockwise ordering {Y j1 , Y j2 , · · · , Y jm }, we have δ(Y ji , Y ji+1 ) = δ(S ji , S ji+1 ) by Proposition 7.28. Then by Proposition 7.16, B is isomorphic to B A up to rotation. Then the AR quiver of CM A QB is isomorphic to (ZA n,d ) C .
Proof. Let B ∈ B. We apply the induction on n.
If n = 1, then Π is a (2d + 2)-gon and every d-diagonal has the form (i, i + d + 1). In this case, any two d-diagonals intersect, which implies that B contains only one d-diagonal.
Assume our argument is true for n ≤ m, where m ≥ 1. Now consider the case n = m + 1. Assume I ∈ B has the form (i 1 , i 1 + d + 1 + (d + 2)j). Then Π\I has two connect components Π 1 and Π 2 , where Π 1 is a ((d + 2)j + d)-gon and Π 2 is a ((d + 2)(n − j − 1) + d)-gon. By Lemma 7.12, B ∩ Π 1 (resp. B ∩ Π 2 ) is a maximal d-Brauer relation of Π 1 (resp. Π 2 ). By induction, #(B ∩ Π 1 ) = j and #(B ∩ Π 2 ) = n − j − 1. Then #B = #(B ∩ Π 1 ) + #(B ∩ Π 2 ) + 1 = n. Therefore the statement holds for any n ≥ 1.
The following lemma is immediately from our labelling on ZA n .
The following lemma gives us a way to readh X (Y ) from the relative position of X and Y in Π. Proof. From (1) to (2). If X ∩ Y = ∅. We may assume X = (x 1 , x 2 = x 1 + d + 1 + (d + 2)i) and x 1 ≤ y 1 < x 2 ≤ y 2 , where 0 ≤ i ≤ n − 1. We consider the following cases.
• Proof of Proposition B.4. By Proposition A.1, we only need to show that any two diagonals in {J v1 , . . . , J vn } are disjoint. Let v i , v j ∈ V . If neither v j < v i < w j nor v i < v j < w i holds, then it is clear J vi and J vj are disjoint. Otherwise, we may assume v j < v i < w j . It suffices to show v j < u i < w j . We consider the following two cases.
If v Lemma B.6. Let Θ be defined as above. Then Θ is surjective. More precisely, for any B ∈ B, we have #{V ∈ V | Θ(V ) = B} = n + 1.
Proof. Let B = {X 1 , . . . , X n } be a maximal d-Brauer relation. Assume X t has the form (x t , y t ) for 1 ≤ t ≤ n. Given any x t , we construct a set V xt ∈ V as follows.
(1) For any 1 ≤ s ≤ n, one of x s and y s belongs to V xt ; (2) i s ∈ V it if and only if i t ≤ i s < j s by clockwise ordering. We construct V yt in a similar way. It is easy to show Θ(V xt ) = Θ(V yt ) = B. Then Θ is surjective.
We claim that #{V xt , V yt | 1 ≤ t ≤ n} = n + 1. We show this by induction. If n = 1, it is clear. Assume the claim holds for n ≤ m − 1. For the case n = m. Let Π 1 and Π 2 be the two connect components of Π\X i . Assume y i = x i +d+1+(d+2)j, where 0 ≤ j ≤ n−1. By Lemma 7.12, B ∩Π l is a maximal d-Brauer relation on Π l , 1 ≤ l ≤ 2 and moreover {#B ∩Π 1 , #B ∩Π 2 } = {m−j −1, j}. Then by induction, #{V xt , V yt | 1 ≤ t ≤ n} = (m − j − 1 + 1) + (j + 1) = m + 1. So the claim is true.
For V ∈ Θ −1 (B), by our construction of {J v | v ∈ V }, one can show that V is given by some V xt or V yt . Thus by the claim above #{V ∈ V | Θ(V ) = B} = n + 1. Theorem B.1 is deduced by the Lemma B.6 directly.
Proof of Theorem B.1. By Lemma B.6, we know #B = 1 n+1 #V = 1 n+1 (d+2)n+d n .
