Abstract. The extension of an r-uniform hypergraph G is obtained from it by adding for every pair of vertices of G, which is not covered by an edge in G, an extra edge containing this pair and (r − 2) new vertices. Keevash [3] and Sidorenko [9] have previously determined Turán densities of two families of hypergraph extensions. We determine the Turán numbers for these families, using classical stability techniques and new tools introduced in [5] .
Introduction
In this paper we employ and extend the methods introduced in [5] to determine Turán numbers of extensions of a family of hypergraphs. We start by presenting the necessary definitions.
We study r-uniform hypergraphs, which we call r-graphs for brevity. We denote the vertex set of an r-graph G by V (G) and the number of its vertices by v(G). Let F be a family of r-graphs. An r-graph G is F-free if it does not contain any member of F as a subgraph. The Turán number ex(n, F) is the maximum size of an F-free r-graph of order n: ex(n, F) = max {|G| : v(G) = n and G is F − free} .
When F contains just one element, say F = {F }, we write ex(n, F ) = ex(n, F). The Turán density of the family of r-graphs F is defined as π(F) = lim n→∞ ex(n, F) n r . We say that a pair of vertices {u, v} ∈ V (G) is covered in G if {u, v} ⊆ E for some E ∈ G, and it is uncovered, otherwise. We say that G covers pairs if every pair of vertices is covered in G. Given an r-graph G, the extension of G, denoted by Ext(G), is an r-graph defined as follows. For every uncovered pair P in G we add r − 2 new vertices v P 1 , v P 2 , . . . , v P r−2 to V (G), and add the edge P ∪ {v
In [5] we determined the Turán number of the extension of the graph consisting of two redges, sharing r − 1 vertices, for r = 5, 6 for large n . (This graph is known as the generalized triangle.) In this paper we consider two different families of extensions.
Our first main result is connected to the famous Erdős-Sós conjecture from 1963, which asserts that if G is a simple graph of order n with average degree more than k − 2, then G contains every tree on k vertices as a subgraph. This conjecture has been verified for several families of trees, and in early 1990's the proof of the conjecture for large enough k was announced by Ajtai, Komlós, Simonovits and Szemerédi. We say that a tree is an Erdős-Sós-tree if it satisfies the conjecture. Given a 2-graph G, define the (r − 2)-expansion of G to be the r-graph obtained by adding (r − 2) vertices to G and enlarging each edge of G to contain these vertices. In [9] Sidorenko proved the following.
Supported by an NSERC grant 418520. Theorem 1.1 ( [9] ). For every r ≥ 2, there exists M r such that if T is an Erdős-Sós-tree on t ≥ M r vertices then π(Ext(T )) = r!(t + r − 3)
, where T is the (r − 2)-expansion of T .
Note that the quantity (t+r −3)
−r t+r−3 r above is the Lagrangian of the complete r-graph on (t+r −3) vertices. We postpone the definition of the Lagrangian to Section 2. Let K (r)
, and an r-element subset of V (K (r) p (n)) is an edge if and only if it contains at most one element of each P i . We prove the following exact version of Theorem 1.1. Theorem 1.2. For every r ≥ 2, there exists M r such that the following holds. Let T be an Erdős-Sós-tree on t ≥ M r vertices and let T be the (r − 2) expansion of T . Then there exists n 0 such that K (r) t+r−3 (n) is the unique Ext(T )-free r-graph on n vertices with the maximum number of edges for all n ≥ n 0 .
Our second result concerns extensions of a different class of sparse hypergraphs. Let K (r) t denote the edgeless r-graph on t vertices. Mubayi [4] determined π(Ext(K (r) t )) and Pikhurko [7] obtained the corresponding exact result.
t+1 )-free r-graph on n vertices with the maximum number of edges for all n ≥ n 0 . Keevash [3] considered the following generalization of the above problem. Let F be any r-graph that covers pairs, and let F +t be obtained from F by adding new isolated vertices so that v(
t , where ∅ denotes the null r-graph.) In [3] Keevash, generalizing the density argument from [4] , proved the following.
Theorem 1.4 ([3]). Let F be an r-graph that covers pairs with v(F )
We obtain the exact version of a slight weakening of Theorem 1.4. Theorem 1.5. Let F be an r-graph that covers pairs with v(F ) ≤ t. If π(F ) < r!t −r t r then there exists n 0 such that K (r) t (n) is the unique Ext(F +(t+1) )-free r-graph on n vertices with maximum number of edges for all n ≥ n 0 .
Our proofs of Theorems 1.2 and 1.5 mainly utilize the classical stability method introduced by Erdős and Simonovits in [10] . In fact, one of our main technical results, Theorem 3.1 can be considered as a hypergraph analogue of the result in [10] , which states that for every t-critical 2-graph G there exists n 0 such that the Turán graph K t (n) is the unique G-free graph on n vertices for every n ≥ n 0 . We also use several of the tools introduced in [5] to streamline stability and "symmetrization" arguments.
The rest of this paper is organized as follows. In Section 2 we introduce methods from [5] and outline our approach. In Section 3 we describe a large family of hypergraphs for which we are able to prove the upper bound on the number of edges locally, that is when the graph is close to the conjectured extremal example. Sections 4 and 5 contain the proofs of Theorem 1.2 and 1.5, respectively.
Notation and Preliminary Results
2.1. Notation. We adopt most of the notation and use several results from [5] . Let [n] = {1, 2, . . . , n}. Let X (r) denote the set of all r element subsets of a set X. For an r-graph F and v ∈ V (F ), the link of the vertex v is defined as
We skip the index F , whenever F is understood from the context. We say that an r-graph G is obtained from an r-graph F by cloning a vertex v to a set
We say that G is a blowup of F if G is isomorphic to an r-graph obtained from F by repeatedly cloning and deleting vertices. We denote the set of all blowups of F by B(F ).
For a family of r-graphs F, let
denote the maximum number of edges in an r-graph in F on n vertices.
2.2. Stability. Let F and H be two families of r-graphs. We define the distance d F (F ) from an r-graph F to a family F as
For ε, α > 0, we say that F is (H, ε, α)-locally stable if there exists n 0 ∈ N such that for all F ∈ F with v(F ) = n ≥ n 0 and d H (F ) ≤ εn r we have
We say that F is H-locally stable if F is (H, ε, α)-locally stable for some choice of ε and α. We say that F is (H, α)-stable if it is (H, 1, α)-locally stable, that is the inequality (1) holds for all F ∈ F with v(F ) = n ≥ n 0 . We say that F is H-stable, if F is (H, α)-stable for some choice of α. We refer the reader to [5] for the detailed discussion of this notion of stability and its differences from the classical definitions. For ε, α > 0, we say that a family F of r-graphs is (H, ε, α)-vertex locally stable if there exists n 0 ∈ N such that for all F ∈ F with v(
We say that F is H-vertex locally stable if F is (H, ε, α)-vertex locally stable for some ε, α. It is shown in [5] that vertex local stability implies local stability under mild conditions. 
2.3.
Lagrangians and weighted stability. For F an r-graph F let M(F ) denote the set of probability distributions on V (F ), that is, the set of functions µ :
We call a pair (F , µ), where µ ∈ M(F ), a weighted graph. Two weighted graphs (F , µ) and (
As in the case of unweighted graphs, we generally do not distinguish between isomorphic weighted graphs.
We define the density λ(F , µ) of a weighted graph (F , µ), by
The Lagrangian λ(F ) of an r-graph F is defined by
For a family of r-graphs F, let λ(
is isomorphic to a weighted r-graph which can be obtained from (F , µ) by repeatedly taking one vertex blowups. We denote by B(F , µ) the family of weighted graphs isomorphic to the blowups of (F , µ).
Next we define the distance between weighted graphs. If
We define the distance between general weighted r-graphs (F 1 , µ 1 ) and (F 2 , µ 2 ), as
, where the infimum is taken over all r-graphs
is a weighted r-graph and F is a family of r-graphs we define the distance from (F , µ) to F as
We say that F is H-weakly weight stable if for every ε > 0 there exists δ > 0 such that for every
shows that a combination of weighted stability for a restriction of F and local stability implies stability for clonable families. 
2.4.
Generic part of the proof. In this subsection we present the part of the proof which is common to Theorems 1.2 and 1.5 and is likely to be applicable to other problems on Turán numbers of extensions. Let F be an r-graph family defined by a collection of forbidden subgraphs. Our general goal is to determine m(F, n) for large n by showing that m(F, n) = m(H, n) , where H ⊆ F is a structured clonable family of conjectured extremal examples. In particular, it suffices to show that F is H-stable.
If F is clonable then by Theorem 2.2 it suffices to prove that F is H-locally stable and that the subfamily F * is H-weakly weight stable. However, the family F is typically not clonable. In this section we overcome this obstacle.
The trick is to consider a clonable subfamily of F instead. We define the core of F to be the maximum subfamily of F closed under blowups: core(F) = {F ∈ F | B(F ) ⊆ F}.
We need the following corollary of the Hypergraph Removal Lemma by Rődl, Skokan [8] and a classical result of Erdős [2] .
Lemma 2.3 ([8])
. For every r-graph G and ε > 0 there exists δ > 0 such that every r-graph on n vertices which contains at most δn v(G) copies of G can be made G-free by removing at most εn r edges. For a family G, let Forb(G) denote the family of all G-free r-graphs. We deduce the following.
Lemma 2.5. Let G be a finite family of r-graphs, and let F = Forb(G). Then for every ε > 0 there exists n 0 ∈ N such that for every F ∈ F with v(F ) = n ≥ n 0 there exists
Proof. Let H be the family of all minimal graphs H such that B(H) ⊆ F. It is easy to see that H is finite. In particular every element of H is a subgraph of some graph in G: For every H ∈ H there exists B H ∈ G ∩ B(H). By Lemma 2.3 there exists δ > 0 such that for every H ∈ H every r-graph on n vertices which contains at most δn v(H) copies of H can be made H-free by removing at most ε |H| n r edges. By Corollary 2.4 there exists n 0 such that for every n ≥ n 0 and every H ∈ H every B H -free graph F on n ≥ n 0 vertices contains at most δn v(H) of copies of H. Hence, by removing at most εn r edges from any graph F ∈ F on n ≥ n 0 vertices, we can obtain a subgraph F ′ of F , which is H-free. We have F ′ ∈ core(F), as desired.
The following result establishes the desired connection between the stability of the family F and the stability of the core(F). The proof modulo Lemma 2.5 is identical to the proof of [5, Theorem 8.1] and we omit it. Theorem 2.6. Let G, H be families of r-graphs, such that G is finite, and let F = Forb(G). If core(F) is H-stable and F is H-locally stable, then F is H-stable.
We are interested in the case when F = Forb(Ext(G)) in the theorem above. A weak extension of an r-graph G is an r-graph obtained from G by adding a new edge through every uncovered pair of vertices which could contain up to (r − 2) new vertices. Note that in particular, Ext(G) is a weak extension of G. We denote by WExt(G) the family of all weak extensions of the graph G. We omit the proof of the following easy lemma. . This family will be rich enough to verify that Corollary 2.8 (C1) holds in both cases that we are interested in. We show this in Sections 4 and 5, respectively, where we additionally verify that the condition (C2) holds for G and H in (T1) and (T2).
Local Stability with respect to blowups of complete graphs
We say that an r-graph H is strongly t-colorable, if the vertices of H can be colored in t colors such that every edge contains no two vertices of the same color. Equivalently, H is strongly t-colorable if and only if B(K (r) t ) is not H-free. Recall that an r-graph H is t-colorable the vertices of H can be colored in t colors such that no edge is monochromatic. For r = 2 the definitions of strong t-colorability and t-colorability coincide, but for r ≥ 3 they differ.
We say that H is t-critical if H is not strongly t-colorable, but there exists an edge F ∈ H such that H \ F is strongly t-colorable; such an edge F is called critical. We are interested in a subfamily of t-critical r-graphs. We say that a pair (H, F ) is freely t-critical, if F ∈ H is critical and (r − 2) vertices of F not contained in any other edge of H. We say that these r − 2 vertices are free in (H, F ) and the other two vertices of F are critical in (H, F ). Recall that a set of edges in graph is a matching if no two of them share a vertex.
Given graph H and F ∈ H and v ∈ F , we say that a triple (H, F , v) is a t-spike the following conditions hold.
(i) The pair (H, F ) is freely t-critical, and v is critical in (H, F ).
(ii) The link L H (v) of v is a matching. We say that H is sharply t-critical is there exist v ∈ F ∈ H such that (H, F , v) is a t-spike. Note that for 2-graphs the technical definition above simplifies considerably. Indeed if H is a 2-graph which is not t-colorable, and v ∈ F ∈ H are such that H \ F is t-colorable, then (H, F , v) is a t-spike, as the conditions (ii) and (iii) above are trivially satisfied.
We are now ready to state the main result of this section. [10] , which using our language can be stated as follows.
The rest of the section is occupied by the proof of Theorem 3. t . For an r-graph F and a partition P of V (F ) we say that F ∈ F is P-transversal if F intersects each part of P in at most one element. Let B ∈ B(K (r) t ) with v(B) = n and let P = {P 1 , P 2 , . . . , P t } be the blowup partition of B, that is a partition of V (B) such that every edge of B is P-transversal. We say that B is ε-balanced if for every i = 1, 2, . . . , t,
We omit the proof of the following routine lemma. t ) with v(B) = n ≥ n 0 and |B| ≥ (e(t, r) − δ) n r , then B is ε-balanced.
We also need the following two auxilliary lemmas.
Lemma 3.4. For given t ≥ r ≥ 2, let (H, F ) be freely t-critical. Then there exist ε > 0 and n 0 ∈ N such that the following holds. Let F be an H-free r-graph with v(F ) = n ≥ n 0 vertices, and let B ∈ B(K (r) t ) with v(B) = n and the blowup partition
}, and let δ 3.3 < ε 3.3 be chosen to satisfy Lemma 3.3 applied with ε = ε 3.3 . Choose ε ≪ min{δ 3.3 ,
Therefore |B| ≥ |F | − |F △B| ≥ e(t, r) − ε 1 + 1 r n r ≥ (e(t, r) − δ 3.3 )n r , and Lemma 3.3 implies that B is ε 3.3 -balanced. It suffices to verify only the last conclusion of the lemma. We assume, for a contradiction, that there exists a non-transversal edge F ∈ F ′ , with v 1 , v 2 ∈ F ∩ P j for some j. Let m = |V (H)| + r − 2. We will show that F contains a copy of the complete t-partite r-graph with m vertices in each part, with v 1 and v 2 lying in the same part of this copy. Together with F this copy will induce a copy H, yielding the desired contradiction. Without loss of generality, assume that j = 1.
Sample m distinct vertices from P i \ F uniformly at random for every i = 2, . . . , t, and sample m − 2 vertices from P 1 \ F . Let R be the subgraph of F induced by these vertices, v 1 and v 2 . It suffices to show that with a positive probability every P-transversal r-tuple I ⊆ V (R) is an edge of F . Therefore it is enough to show that
• If I is a set of r − 1 vertices sampled uniformly at random from distinct parts of P − {P 1 } then
is a set of r vertices sampled uniformly at random from distinct parts of P then
and thus the probability that a transversal r-tuple containing v i is not in F is sufficiently small. As |F △B| ≪ n r t r m r , the second statement similarly follows. Lemma 3.5. Let (H, F , v) be a t-spike. For all ε > 0 there exists δ > 0 and n 0 ∈ N such that the following holds. If F is an H-free r-graph with v(F ) = n ≥ n 0 , d B (F ) ≤ δn r , |F | ≥ (e(t, r) − δ)n r , and
Proof. Let ε 3.4 be chosen to satisfy Lemma 3.4. We choose
to satisfy the constraints appearing further in the proof. Let δ 3.3 be chosen to satisfy Lemma 3.3 applied with ε = ε 3.3 . In particular we choose δ such that δ ≪ δ 3.3 .
Let B ∈ B be such that |F △B| = d B (F ), and let P = {P 1 , P 2 , . . . , P t } be the blowup partition of B. Since |F | ≥ (e(t, r) − δ)n r ≥ (e(t, r) − δ 3.3 )n r , it follows that B is ε 3.3 -balanced by Lemma 3.3. Consider the set
. It is easy to see that |J| ≤ δ 1 n.
, and
The graph F ′ satisfies the assumptions of Lemma 3.4. Indeed, for every v ∈ V (F ′ ),
Similarly, |F ′ | ≥ (e(t, r) − ε 3.4 )(n ′ ) r−1 . Thus F is P-transversal by Lemma 3.4. Our next goal is to extend B ′ to a blowup B 0 of K (r) t with V (B 0 ) = V (F ), as follows. For each u ∈ J we will find a unique index i u ∈ [t], such that u behaves as the vertices in the partition class P ′ iu , and add the vertex u to this partition class. Consider u ∈ J. For I ⊆ [t], let
We construct an auxiliary (r − 1)-graph S = S(u) with V (S) = [t] such that I ∈ S if and only if |E I (u)| ≥ βn r−1 . We aim to show that there exists a unique j u ∈ [t] such that S is isomorphic to the link graph of j u in K , as long as ε 3.3 , δ, δ 1 and β are sufficiently small compared to
be as in the definition of the t-spike (H, F , v). Let ψ : V (H) → V (F ) be a random map such that ψ(v) = u, and let ψ(w) be chosen uniformly at random in P ϕ(w) for every w ∈ V (H) \ v. We will show that, with probability bounded away from zero as a function of β and independent on n, the map ψ maps all edges of H to edges of F . It will follow that F is not H-free yielding the desired contradiction. If I ∈ H, v ∈ I then P[ψ(I) / ∈ F ] ≤ 2γt r , as in Lemma 3.4. Thus,
is a matching it follows that the events {ψ(I ∪ {v}}) ∈ F } I∈L H (v) are independent. Thus
The desired conclusion follows.
By Claim 3.6, for every u ∈ J there exists unique i u ∈ [t] such that for every I ∈ t r−1 with i u ∈ I, |E I (u)| < βn r−1 . Now we are ready to extend the blowup B ′ to a blowup with partition P * as following. For every i ∈ [t], define P *
with the blowup partition P * = {P * 1 , . . . , P * t }. It remains to show that
We now consider v ∈ J. As we observed earlier, F is P ′ -transversal, therefore for every F ∈ L F \B 0 (v), either either F contains a vertex from J or there exists I ∈ [t]
(r−1) , I / ∈ S(v) such that F ∪ {v} ∈ E I (v). Thus,
Finally,
as desired.
Proof of Theorem 3.1: Let (H, F , v) be a t-spike, and let B = B(K (r) t ). We want to show that there exist ε, α, n 0 > 0 such that for every F ∈ Forb(H) with v(F ) = n ≥ n 0 , such that d B (F ) ≤ εn r , and
Let ε 3.4 be chosen to satisfy Lemma 3.4. Let δ 3.5 be chosen to satisfy Lemma 3.5, applied with ε = ε 3.4 . We show that ε = min{ Consider the subgraph T ′ of Ext(T ) induced by the vertex set V (Ext(T ))−(V (L Ext(T ) (v))− V (T )). Then T ′ is (t + r − 3)-strongly colorable. Let ϕ be defined on V (T ′ ) so that ϕ is a strong (t + r − 3)-coloring of T ′ , and moreover, ϕ(E − {v}) ∈ S for the unique edge E ∈ T ′ such that v ∈ E. It follows that (iii-a) holds for ϕ. It remains to extend ϕ so that it satisfies (iii-b). For every w ∈ V (T ) − {u, v} there exists a unique I ∈ L Ext(T ) (v) such that w ∈ I. Since S is not isomorphic to K (r−1) t+r−4 , there exists S ∈ S such that ϕ(w) ∈ S. We extend ϕ to I − {w} so that ϕ(I) = S. Clearly, the resulting map ϕ : V (Ext(T )) → [t + r − 3] satisfies (iii-b).
The following theorem will complete the proof of Theorem 1.2.
