[1] This article investigates different approaches for assessing the degree of roughness of the slip distribution of future earthquakes. First, we analyze a database of slip images extracted from a suite of 152 finite-source rupture models from 80 events (M w = 4.1-8.9). This results in an empirical model defining the distribution of the slip spectrum corner wave numbers (k c ) as a function of moment magnitude. To reduce the "epistemic" uncertainty, we select a single slip model per event and screen out poorly resolved models. The number of remaining models (30) is thus rather small. In addition, the robustness of the empirical model rests on a reliable estimation of k c by kinematic inversion methods. We address this issue by performing tests on synthetic data with a frequency domain inversion method. These tests reveal that due to smoothing constraints used to stabilize the inversion process, k c tends to be underestimated. We then develop an alternative approach:
Introduction
[2] Kinematic inversion methods are routinely used to estimate the slip distribution on the fault surface during earthquake rupture. Thus, a significant number of earthquake slip models for past earthquakes is now available. A current topic of engineering seismology is to analyze these inverted slip images for characterizing the slip distribution of hypothetical future earthquakes [Somerville et al., 1999; Mai and Beroza, 2002; Mai et al., 2005; Manighetti et al., 2005; Lavallée et al., 2006] . For the prediction of strong ground motion, a crucial feature of the slip distribution is its degree of heterogeneity, which strongly affects the highfrequency seismic radiation. The goal of this paper is to gain some insights so as to better constrain this degree of slip heterogeneity for future events.
[3] In many theoretical studies, the slip distribution complexity is described by the amplitude Fourier spectrum. Hanks [1979] assumed that the slip on the fault plane depends on the radial wave number k as k −n . On the basis of the hypothesis of self-similarity, he found n = 2. Frankel [1991] proposed a composite source model in which an earthquake is composed of a fractal distribution of small events. He demonstrated that a fractal dimension of 2 leads to the commonly observed w −2 spectral decay of the displacement amplitude spectrum under the assumption of selfsimilarity. This also corresponds to a wave number spectrum of slip decaying as k −n . On the basis of that concept, Herrero and Bernard [1994] developed a kinematic source model in which the static slip is defined in the spectral domain by a k −2 falloff beyond the inverse of a characteristic rupture length L c , which thus constrains a corner wave number, k c / 1/L c . They showed that such slip distributions, together with a constant rupture velocity and a specific k-dependent risetime, lead to the w −2 spectral falloff. In this model, the highfrequency seismic radiation is thus fully explained by slip heterogeneities.
[4] Somerville et al. [1999] studied a set of 15 slip models obtained from the inversion of low-pass-filtered, nearsource ground-motion recordings and teleseismic data. They showed that the static slip wave number spectra are well fitted by a k −2 model. Assuming self-similarity, they proposed an empirical model to assess the distribution of the corner wave number k c (beyond which the spectra have power-law decay) as a function of moment magnitude for representing future earthquakes. The corner wave number can then be defined as k c = K/L c , where K is a dimensionless constant. Since k c controls the amplitude of slip heterogeneities at different scale lengths, k c can be seen as a measure for the roughness degree of the slip distribution. For a given characteristic fault length L c , small values of K result in one large, smooth asperity. For larger values of K, the gradient of the slip distribution increases and the slip models become rougher and contain more small-scale slip heterogeneities (Figure 1 ). Gallovic and Brokesova [2004] established that in the case of a unilateral rupture, the spectral amplitude level of the far-field ground acceleration is proportional to K 2 . Consequently, the high-frequency ground motion is strongly sensitive to the slip roughness parameter K (Figure 1 ). For realistic ground-motion simulations due to future earthquakes, it is thus imperative to properly a priori estimate this slip roughness distribution.
[5] Studying the slip roughness through an empirical approach as proposed by Somerville et al. [1999] offers the advantage of assessing the roughness variability due to the natural variability of the source process for a given magnitude. However, the results of Somerville et al. [1999] are based on a rather small number of earthquake models, which restricts the reliability of the derived empirical model. The objective of our study is thus to investigate different approaches for improving the assessment of the slip roughness. We first update the model of Somerville et al. [1999] by analyzing a larger database of finite-source rupture models (http://www.seismo.ethz.ch/srcmod), composed of 152 rupture models from earthquakes of magnitude 4.1-8.9. In order to reduce the "epistemic" uncertainty in earthquake source models (due to a variety of inversion techniques and corresponding parameterizations, as well as data selection and data processing issues), we first examine the database to extract the particularly well resolved and reliable models.
The number of remaining slip distributions (∼30) is thus still rather small.
[6] Furthermore, the robustness of the proposed k c distribution rests on a reliable estimation of the k c values in the database. Should we consider kinematic inversion methods as a relevant tool to retrieve the slip roughness? This issue is addressed by performing a set of tests on synthetic data with a frequency domain inversion method. These tests reveal that the smoothing constraints used to stabilize the inversion process tend to underestimate the slip roughness.
[7] We then develop an alternative method to better constrain the roughness variability by establishing a relationship between k c and peak ground acceleration (PGA), which is usually better constrained than slip images.
Analysis of Inverted Slip Images
[8] Following the approach of Somerville et al. [1999] , we study the static slip roughness by analyzing the distribution of k cx and k cy , the corner wave numbers along strike and along dip, respectively. Our initial database is composed of 152 slip images from 80 events with moment magnitudes ranging from 4.1 to 8.9. These slip distributions are then carefully examined to extract only those that are useful for a reliable estimation of k cx and k cy . [Causse et al., 2009] . The case K = 0.5 results in smooth slip distributions and low-amplitude ground motions. On the contrary, the case K = 2 leads to highly heterogeneous static slip and to large, high-frequency ground-motion amplitude.
2.1. Method 2.1.1. Slip Image Processing and Corner Wave Number Calculation
[9] Slip distributions obtained with multisegment discontinuous fault models are first eliminated, as well as the 1987 Superstition Hills case, for which the slip occurred in three subevents on the same fault but at delayed times. In contrast to Somerville et al. [1999] and Mai and Beroza [2002] , we do not interpolate the slip images to increase and equalize the spatial sampling. Indeed, Lavallée et al. [2006] showed that the interpolation can result in a spurious estimation of the corner wave number (see also Figure 2 ). Next, following Somerville et al. [1999] , we redefine the dimensions of the rectangular fault planes by removing the edge subfault rows or columns with slip less than 30% of the mean slip. This process ensures a uniform definition of effective rupture area. Slip models with fewer than five subfaults along strike or dip are then removed to keep at least three points in the Fourier domain. This reduces the number of models to 108 and 96 for the along-strike and along-dip analyses, respectively. The trimmed slip models are padded with zero-slip subfaults to achieve 256 subfaults along each direction for wave number-spectra calculation
[10] The along-strike and along-dip corner wave numbers are defined as k cx = K x /L and k cy = K y /W, respectively. The along-strike and along-dip amplitude spectra of each slip image are calculated by 2-D Fourier analysis. The spectra are normalized and compared to a theoretical 1-D k −2 model defined according to (Figure 2 )
The parameters k cx and k cy are assessed by minimizing the misfit E expressed as
where k N is the Nyquist wave number. Since fault planes are commonly assumed to be rectangular and split into square subfaults, the number of along-dip subfaults is generally lower. We then expect the resolution of the along-dip corner wave number k cx to be lower.
Empirical Model
[11] According to classical source-scaling theory [e.g., Brune, 1970] , the seismic moment M 0 scales with the cube of a characteristic fault dimension,
This results in the following model: log(k c ) = a − 0.5M w . In our 2-D analysis, it leads to [Somerville et al., 1999] is also shown. The dashed light-gray lines indicate lower values of k cx and k cy obtained for the interpolated slip maps, implying a smoother slip distribution than given by the original one.
According to Somerville et al. [1999] , the corner wave number values are approximately lognormally distributed. We therefore test the hypothesis that the residuals of log 10 (k cx ) (respectively, log 10 (k cy )) are drawn from a centered normal distribution with standard deviation s[log 10 (k cx )] (respectively, s[log 10 (k cy )]) using the Kolmogorov-Smirnov (KS) test. The constant a x and a y and the standard deviation values are computed by means of Monte Carlo simulations, so that the largest p value of the KS test is obtained.
Slip Model Selection
[12] The standard deviation terms are composed of two types of uncertainties. First, the "aleatory variability" is inherent to the unpredictable nature of future events [Toro et al., 1997] . In the context of this study, it can be defined as the natural dispersion of the corner wave number values around the theoretical model. On the other hand, the "epistemic uncertainty" comes from incorrect estimates of the k c value. Indeed, there is a large variability in the inverted slip distributions obtained by different authors, which results in significantly different k c values (e.g., the 1999 Chi Chi earthquake; see Figure 3a ). The epistemic uncertainty also arises from incomplete knowledge about the physics of the rupture process. For instance, the empirical model (equation (3)) is based on the principle of self-similarity, which is a controversial topic in the context of earthquake (Table 1) . Subduction events are indicated in dark gray.
source physics [e.g., Kanamori and Rivera, 2004; Beeler et al., 2003; Ide and Beroza, 2001; Mai and Beroza, 2000] . The simplicity of the model necessarily requires combining both aleatory and epistemic uncertainties. Rather than defining a more complicated model, we propose to reduce the epistemic uncertainty by selecting slip images from the entire database according to several criteria. First, we keep only one slip image per earthquake, giving priority to those models derived by combining data of different types (strong motion, teleseismic, GPS, interferometric synthetic aperture radar). The joint inversion of multiple data sets is expected to increase the resolution power [Delouis et al., 2002] . Second, we remove the images derived from GPS data only or which use data from only a small number of strong motion stations (<10). The selected models are shown in Table 1 .
Results
[13] Figures 3a and 3b display the empirical models established from the overall database and from the selected slip images of Table 1 , respectively. The p values of the KS test equal 0.99 in both cases. This indicates that k cx and k cy are well described with a lognormal distribution. Note that s[log 10 (k cy )] is larger than s[log 10 (k cx )], which reflects the lower resolution of k cy . The model selection leads to a significant decrease of the epistemic uncertainty, and s[log 10 (k cx )] decreases from 0.17 to 0.12. Nevertheless, this selection process implies a strong reduction of the number of usable slip models, which drops from 108 (respectively, 96) to 32 (respectively, 30).
[14] Table 2 shows the comparison between the derived empirical model with slip image selection and the one of Somerville et al. [1999] . The obtained median model is similar for k cx but slightly exceeds the one of Somerville et al. [1999] for k cy (about +25%). This is partly due to their slip data interpolation process, which significantly reduces the k cy values (Figure 2 ). Finally, our study results in a significant reduction of the corner wave number variability.
[15] For fixed rupture dimensions (L, W) our empirical model provide the distribution of the dimensionless roughness parameters K x and K y . These distributions can be used to generate populations of scenario source models for groundmotion simulation due to a future earthquake, following the k −2 source model.
Can We Trust Inversion Methods to Retrieve the Slip Roughness?
[16] Characteristics of the static slip distribution can be analyzed in detail to constrain the rupture process of future earthquakes. This is the principle followed in section 1, in which a database of slip models of past events is used to define the slip roughness for potential future events. However, many studies point out the large degree of uncertainties in inverted rupture models [Beresnev, 2003; Hartzell et al., 2007; Mai et al., 2007] , and hence we have to first examine the accuracy of measuring slip roughness depending on the slip model variability.
[17] Since it is not possible to compare inverted static slip to the real slip that occurred during earthquakes, a possible way to test the reliability of inversion procedures is to work on synthetic data created from hypothesized kinematic ruptures and investigate to what extent the input slip can be recovered [Olson and Anderson, 1988; Graves and Wald, 2001; Delouis et al., 2002] . Following this idea, we carry out a suite of synthetic tests to investigate the ability of a particular inversion method to retrieve the slip roughness.
Inversion Method
[18] The inversion technique we deploy has been applied to study many major earthquakes: the 1992 Landers earthquake [Cotton and Campillo, 1995; Hernandez et al., 1999] , the 1999 Oaxaca event [Hernandez et al., 2001] , the 1997 a Events and inversion models were selected in the database of finitesource rupture models (http://www.seismo.ethz.ch/srcmod). Colfiorito earthquake sequence [Hernandez et al., 2004] , the 2000 Tottori earthquake [Semmane et al., 2005a] , and the 2003 Boumerdes event [Semmane et al., 2005b] . The procedure enables us to retrieve the rupture history by inverting strong ground-motion data in the frequency domain. 3.1.1. Inversion Scheme
[19] The nonlinear inverse problem is solved by means of a generalized least squares technique combined with a gradient method [Tarantola and Valette, 1982] . The "parameter" vector m (composed of t k , U k , and t k , which denote the risetime, the final slip, and the time of the rupture front arrival at subfault k, respectively) and the "data" vector d are linked by the operator g according to d = g(m). The cost function minimized at each iteration i is defined by
where d 0 is the vector of observed data, m 0 is the a priori rupture model, and C m and C d are the covariance matrix of parameter vector and data vector, respectively. We assume in the following that the covariance matrix elements are null except on the diagonals, where they equal the variance values s m 2 and s d 2 , respectively.
Smoothing Constraints
[20] Equation (4) means that the solution is a trade-off between a model that fairly explains the observed data but is still close to the a priori model m 0 . Such a compromise is difficult to find because it depends on the subjective level of confidence in the model m 0 and in the problem parameterization (fault parameters, velocity model, etc.). This trade-off can also be interpreted in terms of the degree of smoothing. Smoothing constraints are commonly used to stabilize the inversion. In the procedure adopted here, the smoothing is controlled by the parameter l, defined as
Large values of l mean that the solution is allowed to strongly deviate from the initial model m 0 , the main goal being to fit the data. On the contrary, small values of l result in smoother models. Thus, the particular choice of the l value significantly affects the resulting slip images. This notion is corroborated by Sekiguchi et al. [2000] and Mai and Beroza [2002] , who showed that large values of l lead to smaller correlation lengths of the static slip. However, these authors did not quantify the potential errors in the slip roughness.
Synthetic Tests
[21] We generate synthetic data by a priori fixing a seismic source, a network of stations, and a propagation medium (Figure 4 ). The principle of the tests is then to compare the slip images inverted from the synthetic data and the input slip model. The fault plane is composed of 12 × 7 square subfaults with dimensions 2.5 × 2.5 km 2 . This corresponds approximately to L = 2W, which is consistent with the database inverted source models. The static slip is defined in the wave number domain according to
For low wave numbers, k ≤
, the Fourierdomain phase angles are chosen so that the slip is concentrated on the middle of the fault plane. For high wave numbers, the phase angles are random. Rupture dimensions, nucleation point, rupture velocity, and risetime are kept fixed (v = 2700 km/s and t = 0.8 s). The inversion process is then performed in the frequency band [0.1 Hz-0.8 Hz], starting from an a priori model m 0 of homogeneous slip on the fault. We do not perturb the synthetic seismograms with random noise, in order to isolate the effect of the smoothing parameter on the variability of the estimated slip distributions.
[22] The roughness parameters K x and K y of the inverted slip models are next calculated for different values of the smoothing parameter l. We first investigate an "ideal" case, in which all the model parameters are known except the static slip. Second, we test more "realistic" cases by deliberately introducing errors in model parameterization (velocity structure and fault plane geometry) and in the parameters related to the temporal rupture evolution (rupture velocity and risetime).
Results

"Ideal" Case
[23] The results are presented in Figure 5a . The parameters K x and K y are well retrieved for high l values only (l = 20,000, i.e., s m 2 ) s d 2 ). Small values of l correspond to strong smoothing and therefore lead to underestimated roughness. Smoothing particularly affects the along-dip slip roughness K y , with K x remaining more stable. Yet, the analysis of the time domain fit between data and obtained synthetics shows a very good agreement, whatever the l value is (Figure 5b) . Evaluating the inversion results in the time domain can thus be misleading. Figure 5c displays the fit between data and synthetics in the frequency domain, exhibiting how the fit is affected by the degree of smoothing at high frequency (>0.5 Hz). In other words, the slip roughness can be properly estimated only if the high-frequency components of the data are also matched (between 0.5 and 0.8 Hz in our particular example). Such a condition is reached by choosing sufficiently large values of l.
"Realistic" Cases
[24] To study more realistic cases for incompletely known velocity structure and uncertain source geometry, we generate synthetic data by introducing errors (±5%) in the velocitydensity structure (Figure 6 ) or in the fault strike and dip values (Figure 7) . We consider the two following cases: K x = K y = 1 ("rough" slip model, Figures 6a and 7a) and K x = K y = 0.5 ("smooth" slip model, Figures 6b and 7b) . For K x = K y = 1, the observed tendencies are the same as in the "ideal" case. The slip roughness is reasonably well recovered for low smoothing constraints only (l > 10,000), and if l is small, the roughness underestimation is still more pronounced for K y . If the models are not sufficiently smoothed, the noise introduced in the model parameterization propagates into the slip images. This is even clearer in the case K x = K y = 0.5. For l = 20,000, the resulting slip distribution is distorted by artificial slip asperities and the measured K value is significantly overestimated.
[25] We also characterize the errors resulting from underestimating the spatial variability of rupture velocity or risetime (Figure 8 ). We generate a slip distribution, setting The maximum displacement (in centimeters) is indicated on the right. The fit is quantified by the variance reduction [Cohee and Beroza, 1994] . (c) Variance reduction in the frequency domain for all the l values. K x = K y = 1, and then compute synthetic data by assigning a uniformly distributed random component to the rupture times (±10%) or to the risetimes (±20%). The inversion is then performed by assuming constant rupture velocity and risetime, fixing l = 20,000. In both cases, the resulting roughness values are larger than the one obtained in the "ideal" case, especially when considering variable rupture velocity. This overestimation is not surprising since the whole source complexity is now mapped into slip heterogeneity because the variable rupture speed and risetime are not captured in this case.
[26] The quality of the inverted slip images strongly depends on the uncertainties in the model parameterization. In the "ideal" case, the slip roughness can be accurately calculated. However, when large uncertainties exist in the model parameters, which is most probably the case for pastevent studies, the choice of the smoothing degree is fundamental. If the smoothing is too strong, the main slip characteristics (position of the main asperity) might be retrieved but the slip roughness can be biased, in particular in the along-dip direction. If no smoothing is applied, the inversion process is not stabilized and small-scale features of the static slip may only be artifacts.
Analytical Relationship Between Ground Motion and Slip Roughness
[27] To further constrain the potential slip roughness, we propose an approach that makes use of the growing availability of high-quality strong-motion recordings. Accelerometric databases now contain several thousands of earthquake recordings and therefore allow the development of more reliable empirical ground-motion prediction equations. These empirical equations provide an estimation of the groundmotion variability for given magnitude and distance. Thus, if a relation can be established between ground motion and slip roughness, it may be possible to indirectly assess the slip Figure 6 . Results of the synthetic tests obtained by introducing errors in the velocity model (±5%) for (a) a "rough" slip distribution (K x = K y = 1) and (b) a "smooth" slip distribution (K x = K y = 0.5).
roughness variability under certain hypothesizes on the rupture process (Figure 9) . 3.4.1. Linking Peak Ground Acceleration (PGA) and Corner Wave Number k c
[28] We consider the k −2 kinematic model [Herrero and Bernard, 1994; Bernard et al., 1996; Gallovic and Brokesova, 2004] , assuming a rectangular fault plane with dimensions L and W such that L ≫ W. The rupture is supposed to propagate unilaterally only, with instantaneous slip occurring on each point on the fault. Ground motions are then computed under far-field conditions (i.e., neglecting low-frequency near-field effects). Under these hypothesizes, the analytical expression of the ground-motion acceleration amplitude spectrum is given as [Herrero and Bernard, 1994] 
where C s contains the radiation pattern and the propagation effects. The root-mean-square acceleration is then given by
where T D denotes the rupture duration of the simulated event. Using Parseval's theorem,
we combine equations (7)- (9) to obtain Figure 7 . Results of the synthetic tests obtained by introducing errors in the fault strike and dip (±5°) for (a) a "rough" slip distribution (K x = K y = 1) and (b) a "smooth" slip distribution (K x = K y = 0.5).
For a given site and assuming constant rupture speed, the rupture duration is proportional to the fault plane length: T D / L. For moderate-size and large earthquakes (M w > 5), f max ) F c . Consequently, equation (9) leads to the following proportionality relation:
The theory of stationary Gaussian random functions is then used to express PGA versus a RMS [Vanmarcke and Lai, 1980] :
Thus, by assuming that T D and K are independent parameters, we find
For the assumed kinematic k −2 source model, the corner frequency is given by [Gallovic and Brokesova, 2004] 
where
ð Þcos is the directivity coefficient [BenMenahem, 1961] . v stands for the rupture velocity, denotes the directivity angle, defined as the angle between the rupture propagation front and the source-receiver direction, and c is the shear wave velocity. Since C d is constant for a given site, we obtain
We thus arrive at the desired proportionality relation between PGA and the corner wave number, valid under farfield conditions and for simple kinematic source models. Note that in this particular case, the corner wave number is defined as k c = K/L, which means than the characteristic fault length is L c = L. Equation (15) quantifies the expectation that slip distributions with large k c (i.e., very heterogeneous slip distributions) are likely to produce higher peak ground accelerations. To define the distribution of k c more accurately, rather than analyzing static slip images, it is hence possible to study the PGA distributions, which are usually better constrained.
PGA Distribution in Empirical Ground-Motion Equations
[29] The ground-motion variability in empirical equations is quantified by the standard deviation of the logarithm residuals, commonly referred to as "sigma." The logarithm residuals are in general normally distributed; that is, the ground-motion parameter follows a lognormal distribution [Bommer et al., 2005] . 3.4.2.1. Sigma: Upper Estimation of the Variability due to Source Effects
[30] The variability sigma has multiple origins and can be split into aleatory and epistemic uncertainty. Aleatory uncertainty in this context is defined as the natural dispersion of the ground motion around the empirical model due to the inherent randomness in the physical processes governing seismic radiation and wave propagation [Mai, 2009] . It thus describes "changes in the source when there are repeated realizations of the same event on the same fault" [Anderson and Brune, 1999] . On the other hand, epistemic uncertainty comes not only from potential erroneous estimations of the model parameters (magnitude, hypocenter location, source parameters), but also from the simplicity of the functional form used to derive the empirical model. Indeed, source effects are in general accounted for only by magnitude and a term characterizing the fault mechanism in a simplified form, while path effects are modeled only by distance. Finally, site effects are often represented by standard soil classifications. Modeling earthquake complexity by such simple models leads to confusion in both epistemic and aleatory uncertainty. Consequently, sigma can be used to define the upper bound of the ground-motion variability for a single fault at a single site. (Figure 5a ). In each case, l = 20,000.
and Silva, 1997]. Douglas [2003] analyzed the groundmotion uncertainty in empirical ground-motion equations published between 1970 and 2002, reporting that the sigma value is relatively stable. However, several recent papers suggest that the ground-motion variability for a fixed site and fault is significantly less than sigma values provided by classical empirical equations. Chen and Tsai [2002] developed an algorithm to partition variability among the three components of ground motion and concluded that site conditions could contribute to almost one third of the overall variability. This finding is consistent with the study by Bragato [2008] , who showed that the use of six soil categories reduced sigma by 27%. Atkinson [2006] analyzed PGA residuals for earthquakes located along the Landers fault only and that had been recorded by at least 10 sites. The PGA variability obtained at a given station thus represented the variability due to source effects only. Atkinson [2006] then concluded that the PGA variability for a single fault and site might only be about 60% of the corresponding sigma value given by the regional empirical ground-motion relations.
[32] Combining these two lines of evidence, we suppose in the following that the PGA variability for a unique source and site can be approximated by 
This value is consistent with the recent study of Morikawa et al. [2008] , who inspected the ground-motion variability at specific stations from events selected in narrow areas by using K-NET and KiK-net records. Note that the distribution type and the standard deviation value are similar to those obtained from slip image analysis for k cx , although both methods are based on different concepts (Table 2) .
Discussion and Conclusion
[34] Characterizing static slip complexity of future earthquakes through the analysis of inverted slip images databases is attractive. Since it is based on "real" data, it allows for studying the natural variability of the target slip features. This "direct" approach is first used in this paper to analyze the static slip roughness. The slip roughness strongly affects the high-frequency ground motion and is thus of major interest for earthquake engineering. Nevertheless, the number of available slip models is still rather small. It is thus imperative to further enhance slip distribution databases. Note that the derived empirical model is based on very simple assumptions on the rupture physics (self-similarity) and expresses the slip roughness as a function of moment magnitude only. The use of additional parameters could probably reduce the roughness variability for a single source. For instance, Figure 9 . Principle of the "indirect" approach to assessing the variability of the slip roughness in future earthquakes, assuming a k −2 kinematic model. A simple proportionality relationship can be established between slip roughness and peak ground acceleration (PGA). Since empirical ground-motion prediction equations provide an estimate of the PGA distribution, properties of the slip roughness distribution can be derived.
subduction events may follow different physical processes and hence obey different scaling laws than crustal events [Scholz, 1990] . Nevertheless, performing the analysis of the database without the subduction events (Tokachi-oki in 2003 , Colima in 1995 , Zihuatanejo in 1985 , and Michoacan in 1985 would not significantly change our slip roughness estimates (∼3.5% reduction, see Figure 3b ). Furthermore, a recent study by Manighetti et al. [2007] suggests that the slip roughness depends on the structural maturity of the fault system. These authors distinguish categories of maturity (mature, intermediate, and immature), which could provide a further criterion to classify rupture types on faults.
[35] In addition, the reliability of the proposed empirical model still rests on the ability of inversion methods to accurately determine the static slip roughness. This issue has never been clearly addressed, although many studies show evidence of large uncertainties in inverted slip distributions. We therefore performed synthetics tests deploying a frequency domain inversion method. First, these tests reveal that smoothing constraints used to stabilize the inversion procedure lead to underestimated slip roughness. Consequently, the empirical model derived in this study may underestimate the slip roughness. Note that this mainly concerns the along-dip corner wave number K cy , with K cx being much less sensitive to smoothing variations. Second, the limited data frequency band used to compute some slip images (∼<0.5 Hz) also favor lower slip roughness. However, these models remain a minority in our database. In addition, including GPS or teleseismic data in the inversion process might tend to reduce the slip roughness as well [e.g., Wald et al., 1996; Hartzell and Heaton, 1983] . Eventually, although rupture velocity is often considered to be constant or slowly variable in inversion procedures, our tests point out that ground motion is highly sensitive to rupture time variations. Consequently, simulating ground motion by means of k −2 models and our corner wave number estimations, assuming constant rupture velocity, may result in underestimated highfrequency energy.
[36] Note that our synthetic tests are based on a particular example for slip heterogeneity and fault plane dimensions, as well as variations in risetime and rupture speed, and need to be expanded in a future work. Moreover, as mentioned by Beresnev [2003] , synthetic data do not include the whole complexity of the source process. The use of the discretized representation theorem and the assumption of k −2 slip distributions are already strong hypothesizes on the rupture. In addition, we suppose that the rupture velocity, the source time function, and the risetime are a priori known. Hence, particular attention should be paid when interpreting the roughness characteristics obtained from kinematic inversion. Independently, the physical parameters of the propagation medium and the fault plane have to be reasonably well known, and care has to be taken when choosing smoothing constraints. A possible solution might then be to perform frequency domain inversions with a frequency-dependent smoothing degree.
[37] To further analyze slip roughness and to quantify its variability, we have developed an alternative, "indirect" method. Rather than directly analyzing inverted slip features of past events, we establish a proportionality relation between slip roughness and ground motion (PGA). The problem is then equivalent to estimating the PGA variability for given magnitude and site. Given the large amount of accelerometric data, the PGA variability is thought to be better constrained than the roughness variability resulting from slip image studies. We note, however, that the proportionality relation linking k c and PGA is only valid under simple hypothesizes regarding the rupture kinematics (in particular, L ) W). The distribution type and the standard deviation obtained (lognormal with s[log 10 (k c )] ≈ 0.12) are similar to the ones derived for k cx from our slip distribution analysis. Our study is also consistent with the results of Lavallée and Archuleta [2005] . On the basis of a very different concept, they demonstrated that both the spatial distribution of slip and the PGA theoretically follow the same probability law, under the condition that the slip distribution is characterized by a Lévy law. Such slip statistical properties have been found for several earthquakes [Lavallée and Archuleta, 2003] .
