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Abstract
In this paper, we study the existence problem of periodic solutions for the following first-order
nonlinear evolution equation{
u′(t)+A(t)u(t)+F (t, u(t))  0, t ∈R,
u(t + T )= u(t), t ∈R,
in a Hilbert space H , where A is a monotone type operator and F is a nonlinear operator. Existence
results are obtained without assuming the coercivity condition.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study the existence problem of periodic solutions for the first-order
nonlinear evolution equation{
u′(t) ∈A(t)u(t)+ F (t, u(t)), t ∈ R,
u(t + T )= u(t), (E1.1)
in a Hilbert space. (E1.1) has been studied by many authors under different assumptions
on A and F , for A in the linear case, see Amann [1], Becker [4], and Prüss [19], Zecca
* Corresponding author.
E-mail addresses: yqchen@foshan.net (Y.-Q. Chen), jongkyuk@kyungnam.ac.kr (J.-K. Kim).
1 Current address.0022-247X/03/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00261-0
802 Y.-Q. Chen, J.-K. Kim / J. Math. Anal. Appl. 282 (2003) 801–815and Zezza [23] etc., in the nonlinear case, see Browder [5], Chang et al. [10], Chen [11],
Deimling [12], Hirano [15], Shioji [20], Vrabie [21], and Hu and Papagiergou [16], Haraux
[14], etc. When A is maximal monotone, pseudo-monotone or m-accretive, a coercivity
condition on A and F is used to prove the existence results (see [15,20,21]). In the case
when A is a monotone type mapping, the following question is very natural: does there
exist a solution of (E1.1) without assuming a coercivity condition on A or F ? A non-
coercivity condition which involves the resolvent of A has been suggested in [10] and
[11] to prove the existence of periodic solutions of (E1.1). The purpose of this paper is to
further study the existence theorems of (E1.1) without assuming coercivity conditions. For
convenience, we recall the following definition which will be used through the rest of this
paper.
Definition 1.1. Let E be a reflexive Banach space. A set-valued operator T :D(T )⊆E→
2E∗ is said to be a mapping of class (S+), if it satisfies the following conditions:
(1) T x is a bounded, closed, convex set for each x ∈D(T ).
(2) T is weakly upper semicontinuous in each finite-dimensional space, i.e., for each
finite-dimensional space F,F ∩D(T ) 
= ∅, T :F ∩ D(T )→ 2E∗ is upper semicon-
tinuous in the weak topology.
(3) If {xn} ⊂D(T ) and {xn} converges weakly to x0 in E such that
lim sup
n→∞
〈fn, xn − x0〉 0, for some fn ∈ T xn,
then xn → x0 ∈ D(T ) and {fn} has a subsequence which converges weakly to f0 ∈
T x0 in E∗.
T is said to be a pseudo-monotone mapping if (3) is replaced by the following (3′):
(3′) If {xj } ⊂D(T ), xj ⇀ x0 ∈D(T ), fj ∈ T xj , and lim supj→∞(fj , xj − x0) 0, then
(f0, x0 − v) lim infj→∞(fj , xj − v) for all v ∈D(T ) and f0 ∈ T x0.
For more details of mappings of class (S+) and pseudo-monotone mappings, see [6–10,
17,18]).
2. First-order nonlinear evolution equations
Let H be a real separable Hilbert space. The following function spaces will be used in
this section.
L2(0, T ;H)=
{
f (t): [0, T ]→H,
T∫
0
∥∥f (s)∥∥2 ds <∞
}
with norm ‖f (·)‖2 = (
∫ T ‖f (s)‖2 ds)1/2.0
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W
1,2
T (0, T ;H)=
{
u(·): R→H is continuous, u′(·) ∈L2(0, T ;H) and
u(0)= u(T )}
with the norm ‖u‖w = ‖u‖2 + ‖u′‖2 and W∗ is the dual space of W 1,2T (0, T ;H). We
assume that A is a mapping of class (S+), and if F is also compact, then A + F still
belongs to class (S+) (see [9,10]). So we consider the case F(t, u)= 0. We first prove the
following result in the coercive case.
Proposition 2.1. Let A(t) :H → 2H be an operator of class (S+) for t ∈ R. Suppose the
following conditions are satisfied:
(a) For each u(t) ∈W 1,2T (0, T ;H), A(t)u(t) is measurable on [0, T ].
(b) There exist a constant C > 0 and C1(·) ∈ L2(0, T ) such that
‖f ‖ C‖x‖+C1(t), ∀x ∈H, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
(c) There exist a constant α > 0 and a function γ (·) ∈L(0, T ) such that
(f, x) α‖x‖2 − γ (t), ∀x ∈H, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
Then the following equation{
x ′(t) ∈ −A(t)x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.1)
has a solution x(t) ∈W 1,2T (0, T ;H).
To prove Proposition 2.1, we define a multivalued operator A :W 1,2T (0, T ;H)→ W∗
by Au(·)= {f (·) ∈W∗: f (t) ∈ A(t)u(t), a.e. t ∈ [0, T ]}. By condition (a) and the mea-
surable selection theorem in [2], A is well defined. Next for each n 1, we define a mul-
tivalued operator Sn :W 1,2T (0, T ;H)→W∗ by the following: for each u ∈W 1,2T (0, T ;H),
g ∈ Snu, there exists f ∈Au such that
(g, v)= 〈u′(·), v(·)〉+ 〈f, v(·)〉+ 1
n
(Ju, v), ∀v ∈W 1,2T (0, T ;H) (2.1)
where J :W 1,2T (0, T ;H)→W∗ is the duality mapping.
First, we prove the following lemma needed for the proof of Proposition 2.1.
Lemma 2.1. The operator Sn defined by (2.1) is an operator of class (S+) for each n.
Proof. The boundedness, closedness, and convexity of Snu are obvious. To prove the
finite-dimensional weak upper semicontinuity of Sn, we show that Sn is actually up-
per semicontinuous from the strong topology in W 1,2T (0, T ;H) to the weak topology in
W∗. Besides, condition (b) implies that Sn is bounded, so it is relatively weak compact
in W∗, now we only need to show that Sn is weakly closed (see [2]). Let uj → u0
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fj ⇀ g0 − u′0 − 1nJu0 and also, there is a subsequence ujk (t)→ u0(t) for a.e. t ∈ [0, T ],
so it follows from (b) that
lim
jk→∞
〈
fjk (t), ujk (t)− u0(t)
〉= 0, a.e. t ∈ [0, T ].
Since A(t) is in a class (S+), {fnk (t)} has a subsequence converging weakly to f0(t) ∈
A(t)u0(t) for almost all t ∈ [0, T ]. Hence g0 ∈ Snu0.
Let uj ∈W 1,2T (0, T ;H), uj ⇀ u0 in W 1,2T (0, T ;H), gj ∈ Snuj such that
limj→∞(gj , uj − u0) 0.
Then by (2.1), there exist fj ∈Auj such that
limj→∞
T∫
0
[
(fj , uj − u0)+ 1
n
(Juj ,uj − u0)
]
dt  0. (2.2)
By using that A(t) is in a class (S+), conditions (b) and (c), we get
limj→∞
(
fj (t), uj (t)− u0(t)
)
 0, a.e. t ∈ [0, T ]. (2.3)
So uj → u0 in W 1,2T (0, T ;H), hence there is a subsequence ujk (t)→ u0(t) for a.e. t ∈[0, T ]. Assumption (b) implies that
lim
j→∞
(
fjk (t), ujk (t)− u0(t)
)= 0, a.e. t ∈ [0, T ].
Since A(t) is in a class (S+), so {fjk } has a subsequence {fjk′ } such that fjk′ (t) ⇀ f0(t) ∈
A(t)u0(t). Hence {gjk′ } converges weakly to g0 ∈ Snu0, where g0 satisfies
(g0, v)=
〈
u′0, v
〉+ 〈f0, v〉 + 1
n
(Ju0, v), ∀v ∈W 1,2T (0, T ;H).
This completes the proof. ✷
Proof of Proposition 2.1. First, by assumption (c), we have
(g,u) α
T∫
0
‖u‖2 dt −
T∫
0
γ (t) dt + 1
n
T∫
0
[‖u‖2 + ‖u′‖2]dt, ∀g ∈ Snu.
So there exists rn0 > 0 such that for all u ∈W 1,2(0, T ;H),
(g,u) > 0 and ‖u‖w = rn0 , g ∈ Snu.
It is easy to prove that t (Sn + (1 − t)J ) is a homotopy of operators of class (S+) for
t ∈ [0,1]. Then by the degree theory in [8] (see also [10], the single valued case, see [7]),
we get
deg
(Sn,B(0, rn),0)= deg(J,B(0, rn),0)= 1,0 0
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n
0 in W
1,2
T (0, T ;H). So 0 ∈ Snu has a solution
un ∈B(0, rn0 ), i.e., there exists fn(t) ∈A(t)un(t), a.e. t ∈ [0, T ] such that
〈
u′n, v
〉+
T∫
0
(fn, v) dt + 1
n
(Jun, v)= 0, ∀v ∈W 1,2T (0, T ;H). (2.4)
Put v = un in (2.4). Then from (c), there exists N > 0 such that
‖un‖2 N and 1√
n
∥∥u′n∥∥2 N, ∀n 1. (2.5)
By (b) and (2.5), we know that {u′n} is bounded in L2(0, T ;H). So we may assume that
un ⇀ u0 in W 1,2T (0, T ;H).
Also, we know that {fn} is bounded in L2(0, T ;H) from (b). Hence we may assume
that fn ⇀ f0 in L2(0, T ;H). Let v = un − u0. It follows from (2.4) that
lim
n→∞
T∫
0
(
fn(s), un(s)− u0(s)
)
ds = 0.
Since A(t) is an operator of class (S+), it is easy to show that (fn(s), un(s)− u0(s))→ 0
in measure. So there exists a subsequence (fnk (s), unk (s) − u0(s))→ 0, a.e. s ∈ [0, T ].
A(s) is an operator of class (S+), so unk (s)→ u0(s) a.e. s ∈ [0, T ], and {fnk } converges
weakly to f0(s) ∈A(s)u(s). By taking nk →∞ in (2.4), we get
u′0(s) ∈A(s)u(s), a.e. s ∈ (0, T ).
It is obvious that u0(0)= u0(T ). This completes the proof. ✷
Now we have the following result without assuming the coercivity condition.
Theorem 2.2. Let A(t) :H → 2H be an operator of class (S+) for t ∈ R. Suppose the
following conditions are satisfied:
(a) For each u(t) ∈W 1,2T (0, T ;H), A(t)u(t) is measurable on [0, T ].
(b) There exist a constant C > 0 and C1(·) ∈ L2(0, T ) such that∥∥f (t)∥∥ C‖x‖ +C1(t), ∀x ∈H, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
(c) There exists a constant r > 0 such that(
f (t), x
)
> 0, for all x ∈H with ‖x‖ r, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
Then the following equation{
x ′(t) ∈ −A(t)x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.2)
has a solution x(t) ∈W 1,2(0, T ;H).T
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x ′(t) ∈ −A′'(t)x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.3)
has a solution x'(·). Now assumption (c) implies that ‖x'(t)‖ r for t ∈ R.
By assumption (b), we may assume that {x ′'(·)} converges weakly to y(·) inL2(0, T ;H),
so x'(t) ⇀ x(t) = y(0) +
∫ t
0 y(s) ds. By (E2.3), we know that there exists f'(t) ∈
A(t)x'(t) for almost all t ∈ [0, T ] such that〈
x ′'(·), x'(·)− x(·)
〉+ 〈f'(·)+ 'x'(·), x'(·)− x(·)〉= 0.
By letting '→ 0+, we get
lim
'→0
T∫
0
(
f'(t), x'(t)− x(t)
)
dt = 0.
But lim '→0(f'(t), x'(t)− x(t)) 0, a.e. t ∈ (0, T ), so we must have
lim
'→0
(
f'(t), x'(t)− x(t)
)= 0, a.e. t ∈ (0, T ).
This implies that x'(t) → x(t) in H for almost all t ∈ [0, T ], and x(·) is a solution
of (E2.2). This completes the proof. ✷
Corollary 2.3. Let A(t) :H → 2H be a pseudo monotone mapping for t ∈R. Suppose the
following conditions are satisfied:
(a) For each u(t) ∈W 1,2T (0, T ;H), A(t)u(t) is measurable on [0, T ].
(b) There exist a constant C > 0 and C1(·) ∈ L2(0, T ) such that
‖f ‖ C‖x‖+C1(t), ∀x ∈H,f (t) ∈A(t)x, a.e. t ∈ [0, T ].
(c) There exists a constant r > 0 such that(
f (t), x
)
> 0, for all x ∈H with ‖x‖ r, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
Then the following equation{
x ′(t) ∈ −A(t)x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.4)
has a solution.
Proof. Let T'(t) = A(t) + 'I . Then it is easy to check that T'(t) is a mapping of class
(S+). Assumption (b) implies that∥∥f (t)∥∥ Cr +C1(t), for x ∈H, ‖x‖ r, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
By assumption (c), one can easily check that
Y.-Q. Chen, J.-K. Kim / J. Math. Anal. Appl. 282 (2003) 801–815 807(
f (t)+ 'x, x) '‖x‖2 −Cr2T
− r
T∫
0
C1(t) dt, for x ∈H, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
By Proposition 2.1, the following equation{
x ′(t) ∈ −T'(t)x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.5)
has a solution x'(t). By condition (c), we know that ‖x'(t)‖  r for ' > 0, t ∈ [0, T ].
Therefore (b) implies that {x ′'} is bounded in L2(0, T ;H). Hence we may assume x'(·)⇀
x(·) as '→ 0 in W 1,2T (0, T ;H). And also, there exist f'(t) ∈A(t)x'(t) such that x ′'(t)=
f'(t)+ 'x'(t) a.e. t ∈ (0, T ). Hence
lim
'→0
T∫
0
(
f'(s), x'(s)− x(s)
)
ds = 0. (2.6)
By the pseudo monotonicity of A(t), conditions (b) and (c), we obtain
lim '→0
(
f'(s), x'(s)− x(s)
)
 0, a.e. s ∈ (0, T ). (2.7)
By (2.6) and (2.7), we know that (f'(s), x'(s)− x(s))→ 0 in measure, so there exists a
subsequence {'j } such that
lim
'j→0
(
f'j (s), x'j (s)− x(s)
)= 0, a.e. s ∈ (0, T ).
By the pseudo-monotonicity of A(s), we know that f'j (t) ⇀ x ′(s) ∈ A(s)x(s), a.e. s ∈
(0, T ). This completes the proof. ✷
Remark. Corollary 2.3 in single-valued case was proved in [20] with coercivity assump-
tion.
Theorem 2.4. Let H be a separable Hilbert space, A(t) :H → 2H an operator of class
(S+) for t ∈ R, and let G :D(G) ⊆H → [−∞,+∞] be a proper lower semicontinuous
convex function. Suppose the following conditions are satisfied:
(a) For each u(t) ∈W 1,2T (0, T ;H), A(t)u(t) is H -measurable on [0, T ].
(b) There exist a constant C > 0 and C1(·) ∈ L2(0, T ) such that
‖f ‖ C‖x‖+C1(t), ∀x ∈H, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
(c) There exist a constant α > 0 and a function γ (·) ∈L(0, T ) such that
(g + f,x) α‖x‖2 − γ (t),
∀x ∈H ∩D(∂G), f (t) ∈A(t)x, g ∈ ∂Gx, a.e. t ∈ [0, T ].
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x ′(t) ∈ −(∂G+A(t))x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.6)
has a solution x(t) ∈W 1,2T (0, T ;H).
Proof. First, we define a multivalued operator A :W 1,2T (0, T ;H) → W∗ by Au(·) ={f (·) ∈ W∗: f (t) ∈ A(t)u(t), a.e. t ∈ [0, T ]}. By condition (a) and the measurable se-
lection theorem in [2], A is well defined. Next for each n  1, we define a multivalued
operatorSn :W 1,2T (0, T ;H)→W∗ by the following: for each u ∈W 1,2T (0, T ;H),g ∈ Snu,
there exists f ∈Au such that
(g, v)= 〈u′(·), v(·)〉+ 〈f, v(·)〉+ 1
n
(Ju, v), ∀v ∈W 1,2T (0, T ;H), (2.8)
where J :W 1,2T (0, T ;H)→W∗ is the duality mapping.
Finally, let B :L2(0, T ;H)→L2(0, T ;H) be defined by
Bu(·)= {v(·) ∈L2(0, T ;H): v(t) ∈ ∂Gu(t), a.e. t ∈ [0, T ]}
for each u ∈ L2(0, T ;H) with u(t) ∈ D(∂G), a.e. t ∈ [0, T ]. Then B is a maximal
monotone operator.
Now we prove that
0 ∈ Bu+ Snu (2.9)
has a solution un. Since
(
g(·), u(·))+ (fn,u(·)) 1
n
‖u‖2w + α
T∫
0
∥∥u(t)∥∥2 dt −
T∫
0
γ (t) dt, for u ∈D(B),
there exists rn > 0 such that(
g(·), u(·))+ (fn,u(·))> 0, for all u ∈W 1,2T (0, T ;H), ‖u‖w  rn.
Thus by the degree theory in [8], we have deg(B + Sn,B(0, rn),0) = 1. So (2.9) has a
solution un, i.e., there exists gn(t) ∈ ∂un(t) and fn(t) ∈A(t)un(t), a.e. t ∈ [0, T ] such that
〈
u′n, v
〉+
T∫
0
(gn + fn, v) dt + 1
n
(Jun, v)= 0, ∀v ∈W 1,2T (0, T ;H). (2.10)
Put v = un in (2.10). Then, from (c), there exists N > 0 such that
‖un‖2 N and 1√
n
∥∥u′n∥∥2 N, ∀n 1. (2.11)
Put v = un in (2.10). Then from (b), {fn} is bounded in L2(0, T ;H). And we also have
〈gn,u′n〉 =G(u(T ))−G(u(0))= 0. Therefore {u′n} is bounded in L2(0, T ;H), so {gn} is
bounded in L2(0, T ;H). We may assume that un ⇀ u0 in W 1,2T (0, T ;H), fn ⇀ f0 and
gn ⇀ g0 in L2(0, T ;H).
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〈
u′n,un − u0
〉+ 〈gn + fn,un − u0〉 + 1
n
(Jun,un − u0)
= 0, ∀v ∈W 1,2T (0, T ;H). (2.12)
Since A(t) and J are mappings of class (S+), we have limn∞〈fn,un − u0〉  0 and
limn∞(Jun,un − u0) 0, therefore it follows that
limn→∞〈gn,un − u0〉 0,
that is, limn→∞〈gn,un〉 〈g0, u0〉. By the monotonicity of B, we have
〈gn − g,un − u〉 0, for all u ∈ B, g ∈ Bu.
Thus it follows that 〈g0, u0 − u〉 − 〈g,u0 − u〉  0, for all u ∈ B, g ∈ Bu. The maximal
monotonicity of B implies that u0 ∈D(B) and g0 ∈ Bu0. Thus we must have
lim
n→∞〈fn,un − u0〉 = 0.
So un → u0 in L2(0, T ;H). It is easy to see that u0 is a solution of (E2.6). This completes
the proof. ✷
Theorem 2.5. Let H be a separable Hilbert space, A(t) :H → 2H an operator of class
(S+) for t ∈ R, and let G :D(G) ⊆H → [−∞,+∞] be a proper lower semicontinuous
convex function. Suppose the following conditions are satisfied:
(a) For each u(t) ∈W 1,2T (0, T ;H), A(t)u(t) is measurable on [0, T ].
(b) There exist a constant C > 0 and C1(·) ∈ L2(0, T ) such that
‖f ‖ C‖x‖+C1(t), ∀x ∈H,f (t) ∈A(t)x, a.e. t ∈ [0, T ].
(c) There exists a constant α > 0 such that
(g + f,x) > 0,
∀x ∈D(∂G)∩H, f (t) ∈A(t)x, g ∈ ∂Gx, and ‖x‖ α, a.e. t ∈ [0, T ].
Then the following equation{
x ′(t) ∈ −(∂G+A(t))x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.7)
has a solution x(t) ∈W 1,2T (0, T ;H).
Proof. Without loss of generality, we may assume that 0 ∈ ∂G0 (otherwise, take f0 ∈
∂Gx0, put G′(x)=G(x)− (f0, x) and A′(t)x =A(t)x + f0).
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(g + f,x)
 1
n
‖x‖2 − α2T − α
T∫
0
C1(t) dt, ∀x ∈H, f (t) ∈A(t)x, a.e. t ∈ [0, T ].
By Theorem 2.4, we know that{
x ′(t) ∈ −(∂G+A′n(t))x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.8)
has a solution xn(t) ∈W 1,2T (0, T ;H).
Now (c) implies that ‖xn(t)‖ α for all t ∈ [0, T ]. And also, there exist gn ∈ ∂Gxn and
fn ∈A(t)xn(t) such that
x ′n(t)=−gn + fn +
1
n
Jxn(t). (2.13)
By (b), we know that {fn} is bounded in L2(0, T ;H). Now multiply both sides of (2.13)
by x ′n and integrate over [0, T ] and observe that
∫ T
0 (gn, x
′
n) dt = 0. We infer that {x ′n(·)} is
bounded in L2(0, T ;H), so {gn(·)} is bounded in L2(0, T ;H). Thus we may assume that
un ⇀ u0 in W 1,2T (0, T ;H). It is the same argument as in Theorem 2.4 to show that u0 is a
solution of (E2.7). This completes the proof. ✷
Corollary 2.6. Let H be a separable Hilbert space, G :D(G) ⊆ H → [−∞,+∞]
a proper lower semicontinuous convex function, and let f (t, x) :R × H → H be a
Carathéodory function, i.e., f (· , x) is measurable in t for each x and f (t, ·) is contin-
uous in x for almost all t ∈ R. Suppose f (t + T ,x)= f (t, x) for (t, x) ∈ R ×H and the
following conditions are satisfied:
(1) There exist M > 0, g(·) ∈ L2(0, T ;H) such that ‖f (t, x)‖  M‖x‖ + g(t) for all
(t, x) ∈R ×H .
(2) Jλ = (I + λ∂G)−1 is compact for λ > 0.
(3) There exist r > 0 and λ0 > 0 such that(
g+ f (t, Jλx), x
)
 0, for all x ∈D(∂G) ∩H, ‖x‖ r, g ∈ ∂Gx, λ ∈ (0, λ0), t ∈ R.
Then the following equation{
x ′(t) ∈ −(∂Gx(t)+ f (t, x(t)), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.9)
has a solution.
Proof. Let Aλ(t)x = f (t, Jλx)+λx for (t, x) ∈R×H . By assumption (2), we know that
f (t, Jλx) is a compact mapping for each t , thus Aλ(t) is a mapping of class (S+).
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x ′(t) ∈ −(∂G+Aλ(t))x(t), a.e. t ∈ (0, T ),
x(0)= x(T ), (E2.10)
has a solution xλ(·) for λ ∈ (0, λ0).
In view of assumption (3), we know that ‖xλ(t)‖  r for t ∈ R and λ ∈ (0, λ0). And
also, there exists gλ(t) ∈ ∂Gxλ(t) such that
x ′λ(t)=−
(
gλ(t)+Aλ(t)
)
x(t), a.e. t ∈ (0, T ). (2.14)
Now multiply (2.14) by x ′λ(t) and integrate over [0, T ], we get
T∫
0
∥∥x ′(t)∥∥2 dt =−
T∫
0
(
gλ(t)+Aλ(t)x(t), x ′λ(t)
)
dt.
By assumption (1) and ∫ T0 (gλ(t), x ′λ) dt = 0, we infer that {x ′λ(·)}λ∈(0,λ0) is bounded in
L2(0, T ;H). Thus it follows from (2.14) that {gλ(·)} is bounded in L2(0, T ;H). Since
‖Jλxλ(t)− xλ(t)‖ = λ‖Tλxλ(t)‖, where Tλ is the Yosida approximation of ∂G, we have
‖Jλxλ(t)−xλ(t)‖ λ‖gλ(t)‖ (see [13]). Since Jλ is compact, by a result of Konish, Brezis
(see Vrabie [22, Proposition 2.2.2, p. 42]), we know that ∂G generates a compact semi-
group. Next, since {gλ(·): λ ∈ (0, λ0)} is bounded in L2(0, T ;H), by a compactness result
of Baras [3], it follows that {xλ(·): λ ∈ (0, λ0)} is relatively compact in C(δ,T ;H) for
each δ ∈ (0, T ). Finally, since {xλ(·): λ ∈ (0, λ0)} consists only of T -periodic functions,
it is relatively compact even in C(0, T ;H). Thus we may assume that xλ(·)→ x0(·) in
C(0, T ;H). It is straightforward to check that x0(·) is a solution of (E2.9). ✷
3. Applications
In this section, we give some examples as applications of our results.
Example 3.1. LetΩ ⊂RN be an open bounded subset with smooth boundary. Assume that
ai :R→R for i = 1,2, . . . ,N , and f (t, x, y) :R×RN ×R→R are continuous functions
and satisfy the following conditions:
(1) ∑Ni=1[ai(xi)− ai(yi)](xi − yi) > 0 for x = {xi}, y = {yi} ∈RN with x 
= y .
(2) ∑Ni=1 ai(xi)xi  α(‖x‖)− b, where α(·) : [0,+∞)→[0,+∞) is continuous and sat-
isfies limh→+∞ α(h)=+∞, and b > 0 is a constant.
(3) |f (t, x,u)|  L|u| + g(x) for (t, x,u) ∈ R × RN × R, where L > 0 is a constant,
g(·) ∈L2(Ω).
(4) f (x,u)u−β for (x,u) ∈RN ×R, where β > 0 is a constant.
(5) f (t + T ,x, y)= f (t, x, y) for (t, x, y) ∈R ×RN ×R.
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
∂u
∂t
=∑Ni=1 Di(ai(Diu))+ f (t, x,u), t ∈ R, x ∈Ω,
u(t, x)= 0, x ∈ ∂Ω, t ∈ R,
u(t + T ,x)= u(t, x), t ∈ R, x ∈R,
(E3.1)
has a generalized solution u, that is∫
Ω
(
∂u
∂t
, v
)
dx +
N∑
i=1
∫
Ω
ai(Diu)Div dx −
∫
Ω
f
(
t, x, u(x)
)
v(x) dx
= 0, v ∈H 10 (Ω).
We define A(t) :H 10 (Ω)→ (H 10 (Ω))∗ as follows:
(
A(t)u, v
)= N∑
i=1
∫
Ω
ai(Diu)Div dx −
∫
Ω
f
(
t, x, u(x)
)
v(x) dx, u, v ∈H 10 (Ω).
Then A(t) :H 10 (Ω)→ (H 10 (Ω))∗ is pseudo-monotone. By assumptions (2) and (3), we
know that there exists r > 0 such that(
A(t)u,u
)
> 0, for all u ∈H 10 (Ω), ‖u‖ r, t ∈ R.
So it follows from Corollary 2.3 that{
∂u
∂t
+A(t)u(t)= 0, t ∈R,
u(t + T )= u(t), t ∈R,
has a solution, that is, (E3.1) has a generalized solution.
Example 3.2. LetΩ ⊂RN be an open bounded subset with smooth boundary. Assume that
ai :R→R for i = 1,2, . . . ,N , and f (t, x, y) :R×RN ×R→R are continuous functions
and satisfy the following conditions:
(1) |ai(x)|M|x| + r for x ∈ R, i = 1,2, . . . ,N , and M > 0, r > 0 are constants.
(2) ∑Ni=1[ai(xi)− ai(yi)](xi − yi) α‖x − y‖ for x = {xi}, y = {yi} ∈ RN with x 
= y ,
where α >
∑N
i=1 |ai(0)| is a constant, ‖x‖ =
√∑N
i=1 x2i .
(3) |f (t, x,u)|  L|u| + g(x) for (t, x,u) ∈ R × RN × R, where L > 0 is a constant,
g(·) ∈L2(Ω).
(4) f (x,u)u−β for (x,u) ∈RN ×R, where β > 0 is a constant.
(5) f (t + T ,x, y)= f (t, x, y) for (t, x, y) ∈R ×RN ×R.
Let K = {u(·): u ∈ L2(Ω),u(x)  0, a.e. x ∈ Ω}. Consider the following evolutionary
variational inequality:

find u ∈K such that for all v ∈K, a.e. t ∈R,∫
Ω
∂u
∂t
(v − u) dx +∑Ni=1 ∫Ω ai(Diu)Di(v − u) dx
− ∫
Ω
f (t, x,u)(v− u) dx  0, (E3.2)u(t + T ,x)= u(t, x), t ∈R, x ∈Ω.
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(
A(t)u, v
)= N∑
i=1
∫
Ω
ai(Diu)Div(x) dx −
∫
Ω
f (t, x,u)v dx for all u,v ∈H 10 (Ω).
It is easy to see that A(t) is a mapping of class (S+). We also define IK :L2(Ω)→
(−∞,+∞] as follows
IK(x)=
{
0, if x ∈K,
+∞, otherwise.
Then IK is a lower semicontinuous convex function, hence (E3.2) is equivalent to the
following{
∂u
∂t
+A(t)u(t) ∈−∂IK(u), t ∈R,
u(t + T )= u(t), t ∈R. (E3.2
′)
Since (∂Ik(u),u) 0 for all u ∈D(∂IK), assumption (2) implies that
(
A(t)u,u
)

(
α −
N∑
i=1
∣∣ai(0)∣∣
)∫
Ω
‖Du‖dx − βm(Ω), u ∈H 10 (Ω),
where m(Ω) is the measure of Ω . Therefore by Theorem 2.5, we know that (E3.2′) has a
solution, i.e., (E3.2) has a solution.
Example 3.3. Let Ω ⊂ RN be an open bounded subset with smooth boundary. Assume
that f (t, x, y) :R×RN ×R→R is continuous and satisfies the following conditions:
(1) |f (t, x,u)|  L|u| + g(x) for (t, x,u) ∈ R × RN × R, where L > 0 is a constant,
g(·) ∈L2(Ω).
(2) f (t + T ,x, y)= f (t, x, y) for (t, x, y) ∈R ×RN ×R.
Consider the following equation

∂u
∂t
=∆u(t, x)+ λ1u− f (t, x,u), t ∈R, x ∈Ω,
u(t, x)= 0, x ∈ ∂Ω, t ∈R,
u(t + T ,x)= u(t, x), t ∈R, x ∈R,
(E3.3)
where λ1 is the first eigenvalue of −∆.
Let G :L2(Ω)→ (−∞,+∞] be defined as follows:
G(u)=
{ 1
2
∫
Ω
|∇u|2 dx, u ∈H 20 (Ω),
+∞, otherwise.
The Sobolev compact embedding theorem implies that Jλ = (I + λ∂G)−1 :L2(Ω)→
H 10 (Ω) is compact.
We define B(t) :L2(Ω)→ L2(Ω) as follows(
B(t)u, v
)= ∫ [λ1u− f (t, x, u(x))]v(x) for all u,v ∈ L2(Ω).
Ω
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Ω
f (t, x, Jλu)udx  0, ∀u ∈L2(Ω), ‖u‖L2 R0,
where R0 > 0 is a constant. Then we have(−∆u−B(t)Jλu,u) 0 for all u ∈L2(Ω), ‖u‖L2 R0.
By Corollary 2.6, we know that (E3.3) has a generalized solution.
Acknowledgment
The authors thank the referee for his or her critical suggestions and corrections. The first author was partially
supported by the fund of Education Ministry of China for oversea scholars and the second author was supported
by the Kyungnam University Research Fund 2003.
References
[1] H. Amann, Periodic solutions of semilinear parabolic equations, in: L. Cesari, R. Kannan, H.F. Weinberger
(Eds.), Nonlinear Analysis, Academic Press, New York, 1978.
[2] J.P. Aubin, I. Ekeland, Applied Nonlinear Analysis, Wiley, New York, 1984.
[3] P. Baras, Compacié de lópéateur definissant la solution d’une équation d’évolution nonlinéaire (du/dt)+
Au  f , C. R. Acad. Sci. Paris Sér. I Math. 286 (1978) 1113–1116.
[4] R.I. Becker, Periodic solutions of semilinear equations of evolution of compact type, J. Math. Anal. Appl. 82
(1982) 33–48.
[5] F.E. Browder, Existence of periodic solutions for nonlinear equations of evolution, Proc. Nat. Acad. Sci.
USA 53 (1965) 1100–1103.
[6] F.E. Browder, Nonlinear operators and nonlinear equations of evolution in Banach spaces, in: Proc. Symp.
Pure Math., Part 2, Vol. 18, Amer. Math. Society, 1976.
[7] F.E. Browder, Fixed point theory and nonlinear problems, Bull. Amer. Math. Soc. 1 (1983) 1–39.
[8] S.S. Chang, Y.Q. Chen, Degree theory for multivalued (S) type mappings and fixed point theorems, Appl.
Math. Mech. 11 (1990) 441–454, English edition.
[9] S.S. Chang, Y.Q. Chen, B.S. Lee, Some existence theorems for differential inclusions in Hilbert spaces, Bull.
Austral. Math. Soc. 54 (1996) 317–327.
[10] S.S. Chang, Y.Q. Chen, K.K. Tan, X.Z. Yuan, On the existence of periodic solutions for nonlinear evolutions
in Hilbert spaces, Nonlinear Anal. 44 (2001) 1019–1029.
[11] Y.Q. Chen, Periodic solutions for evolution equations in Hilbert spaces, Yokohama Math. J. 44 (1997) 43–53.
[12] K. Deimling, Periodic solutions of differential equations in Banach spaces, Manuscripta Math. 24 (1978)
31–44.
[13] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, Berlin, 1985.
[14] A. Haraux, Anti-periodic solutions of some nonlinear evolution equations, Manuscripta Math. 63 (1989)
479–505.
[15] N. Hirano, Existence of periodic solutions for nonlinear evolution equations in Hilbert spaces, Proc. Amer.
Math. Soc. 120 (1994) 185–192.
[16] S.C. Hu, N.S. Papagiergou, On the existence of periodic solution for a class of evolution inclusions, Bull.
Univ. Math. Ital. 137 (1993) 591–605.
[17] D. Pascali, S. Sburlan, Nonlinear Mappings of Monotone Type, Noordhoff, Leyden, 1978.
[18] W.V. Petryshyn, Antipodes theorems for A-proper mappings of the modified type (S) or (S)+ and to map-
pings with the Pm property, J. Funct. Anal. 71 (1971) 165–211.
[19] J. Prüss, Periodic solutions of semilinear evolution equations, Nonlinear Anal. 3 (1979) 221–235.
Y.-Q. Chen, J.-K. Kim / J. Math. Anal. Appl. 282 (2003) 801–815 815[20] N. Shioji, Existence of periodic solutions for nonlinear evolution equations with pseudo monotone operators,
Proc. Amer. Math. Soc. 125 (1997) 2921–2929.
[21] I.I. Vrabie, Periodic solutions for nonlinear evolution equations in a Banach space, Proc. Amer. Math.
Soc. 109 (1990) 653–661.
[22] I.I. Vrabie, Compactness methods for nonlinear evolutions, 2nd edition, in: Pitman Monogr. Surveys Pure
Appl. Math., Vol. 75, Addison–Wesley, 1995.
[23] P. Zecca, P. Zezza, Nonlinear boundary value problem in Banach spaces for set-valued differential equations
in a non-compact interval, Nonlinear Anal. 3 (1979) 347–352.
