We propose a general framework for 
Introduction
In traditional tracking approaches there are two major groups, either the tracking is performed in the image (the pattern is directly tracked) or in the pose space (tracking of the object's pose).
The first approach relies on such techniques as normalized correlation or template matching. Darell et al. [7, 61, Brunelli et al. [3] propose to maximize a correlation criterion between a vector characterizing the reference pattern and the image content. The processing times -significant in this case -can be reduced by working in sub-spaces of the initial image representation 118, 14, 151. The main limitation of these approaches is their lack of resistance with regard to occlusions. Black and Jepson [2] have overcome this limitation by reconstructing the occluded parts. They replace the quadratic norm generally used to construct the approximation of the image in the eigenspace by a robust error norm. This reconstruction involves the minimization of a nonlinear function, performed using a simple gradient descent scheme. They used the same scheme to find the parametric transformation aligning the pattern on the image. The other group of tracking techniques are those based on the computation of the object's current pose. It involves 3D models of objects, by means of 3D feature sets. These 0-7695-1143-0101 $10.00 0 2001 IEEE features can be points [9] , line segments [5, 111, edges [lo] , or regions [16] . With these techniques it is possible to localize the object [12] in the current image and to predict the feature positions in the subsequent images, according to a motion model [ 19, 201 and an uncertainty model [ 131. We specially note the work of Strom et al. [ 171 and Basu et al. [l] . They describe a real-time system for tracking and 3D modeling. The main idea is to select a dense set of feature points. They are matched against the incoming video to update the pose of the 3D model. A generic 3D polygonal object model is required (head or lips in their case).
Pose search techniques are naturally less sensitive to occlusions, as they are based on local correspondences. If several correspondences are missing the pose is still computable.
Our work is related to the first of these two groups, as we are interested in the tracking of templates in video sequences. Recently, various successful approaches for object tracking have been proposed. They aim to track complex objects in real time, in realistic situations (occlusions, changes of illumination). They deal either on how to precisely predict the position of the template (or the relative position of the camera) by using motion models and predictive filtering, or on the way to find the actual position of the template by exploring a neighborhood of the prediction. Unlike the first problem, the second is generally computationally expensive, as it involves a search in the image or in the pose space, taking into account object occlusions if necessary. Black and Jepson [2] give a good example of how this search can be carried out. They proposed to use an optimization algorithm which simultaneously find the object's position and reconstruct occluded parts. This optimization is unfortunately slow.
We proposed to use the following framework, illustrated in Figure 1 . The position of the target template in the first image is supposed to be known. The problem is then to estimate the position of this template in the subsequent images. This article is made of three sections. The first one -section 2 -is devoted to a short presentation of the bases of tracking framework, while the proposed approach as well as the correspondinf algorithms are given in section 3 . Fi- nally, in section 4, our approach is discussed and compared to relative works.
Region tracking

Formulation
Let' I(x,t) the brightness value at the location x = (x,y) in an image acquired at time t. Let the set R = ( X I , x2, ..., XN) the set of N image locations which define aturgerregion. I(R,t) = (I(xl,t),I(~2,t),...,I(~~,t)) is a vector of the brightness values of the target region. We refer to I(R, t o ) as the reference template. It is the template which is to be tracked; to is the initial time ( t = 0). At this time, the position of the template is p;
The relative motion between the object and the camera induces changes in the position of the template in the image. We assume that these transformations can be perfectly modeled by a parametric motion model f(x; p ( t ) ) where x denotes an image location and p ( t ) = (pl(t),p2(t), . . . , p u n ( t ) ) denotes a set of parameters. We assume that N > n and that f is differentiable both in x and p. We call p the motion parameter vector. The set of N image locations (f(xl;p(t)),f(x2;p(t)), . . . ,f(xN;p(t))) is denoted f(R; p ( t ) ) With these assumptions, "tracking the object at time t" means "compute p ( t ) such that I(f(R;p(t)),t) = I(f(R; po), to)". We write p ( t ) the estimation of the ground truth value p * ( t ) .
'Bold fonts denote vectors and matrices.
The motion parameter vector of the target region p ( t ) can be estimated by minimizing the least squares following function :
This very general formulation of tracking have been used by several authors. Black and Jepson [ 2 ] give a good example of how this minimization can be carried out. They proposed to use an optimization algorithm (LevenbergMarquard), which is unfortunately slow and can only tolerate very small movements of the object.
A very straightforward and efficient computation of p(t + T) can be obtained by writing : 
equation (1) can be written:
Hyperplane approximation
Equation ( 2 ) can be seen as the modellization by n hyperplanes. In this section, time is suppressed in order to obtain simpler notations. Equation (2) can be rewritten : 
Efficient tracking with image hyperplanes
The Hyperplane Approximation scheme is very inefficient, taken under its initial form. The direct computation of the matrix A involves a least square minimization, which is to be repeated at each new image. The matrix depends on the current position, orientation, etc. given by p. The learning stage consists in computing a linear relation between a set of grey level differences and a correction of the parameters p. If this relationship is computed around the initial position p: -known when the user select an image region -the obtained matrix A is not valid for other values of p.
We are going to see how is it possible to establish this relation for any value of 1-1, without recomputing the matrix. Therefore, knowing Si we will be able to estimate P(p;I).
As shown on the figure 3, if U' are the coordinates of x in the image reference under the transformation p; = P(&) then U' = f(x; pb). Let x' be such that U = f(x'; p;). Assuming f is invertible, we obtain: x' = f-'(f(x; p:); p;).
Image Reference 
we obtain a perturbation P(&) that would have produced 6i if the parameters vector were p:. In that case, a location x of the region is transformed in x' = f-l(f(x; p'); p:),
We are lookink for the actual transformation transforming x in U = f(x, p ) . As illustrated in Figure 4 , introducing x' = f-'(f(x; p:); ph) in the relation U' = f(x', p') gives :
This equation is fundamental for tracking : it gives the transformation aligning the region on the target at the current time, knowing a prediction p' and a local perturbation pb. This local perturbation around the initial value p;) is obtain by mapping the current image on the region reference and computing the difference 6i = I(f(R, &), to) -
I(f(R, p'), t).
Equation (2) gives pI) = p;) + ASi.
The main idea is therefore to correct the transformation of the region in the region reference (acting like if the parameters were p;)) and to transform this correction by applying p' to it.
Motion models
Equation (5) can be simplified when affine transforms are used.
General affine motion.
Let us assume that f(x; p ) is affine in x. Then we have f(x;p) = F(p)x where x is written with homogeneous coordinates x = (sx, sy, s), and F is a 3 x 3 matrix.
In that case, equation (5) becomes : 
Similarity motion. nar rotation andscale, the matrix F becomes
In the case of planar translation, pla-
where R(0) is a 2 x 2 rotation matrix, s a scaling factor and t = (tz, ty))a 2D translation.
Homography. Objects views under homography (planar 3D objects) can be modeled by using a eight parameters model; given by the following matrix The implementation of the tracking algorithm (as well as the leaming algorithm) involves only a few lines of code. The tracking consists in a hundred of subtractions (to compute DI), a few hundred of multiplications (to compute Fmod), a matrix inversion (a 8x8 matrix in case of homography), and two matrix products. 
Experiments and Results
The algorithms have been implemented on a 0 2 Silicon Graphics workstation (having a 15OMhz R5000 processor). About 100 points included in a polygonal area are tracked at the frame rate (25Hz). The treatments take less than 10 ms. The motion is supposed to be an homography.
The four images presented Fig. 5 illustrate a real time tracking sequence. During this sequence the object is rotated at a speed up to 760 degrees per sec. (15 deg. per frame). From our knowledge, none of the previously proposed tracking algorithm can reach this speed on this kind of hardware.
Comparison with related works
Hager er al. in [8] propose a similar approach and estimate the matrix A in equation (2) by using the inverse of an image jacobian.
Principle of Hager's approach. Equation (2) In order to simplify notations, we will denote I(f(R; p ( t ) ) , t ) by I(p, t ) . If 
By writing
Aj(t)
we obtain a direct expression of Aj(t) (where M T denotes the By combining equations (2) and (8) Equation (9) involves the computation of the difference of intensity 6i. It is possible to relate 6i to the reference template given in the first image. If we assume that the pattern is co,rrectly localized after the correction of the motion parameter 61.1, the image In that case, eq. (9) links the difference between the template in the current region and the target template with a displacement 6p aligning the region on the target. With these notations, the tracking consists in evaluating 6i(t +T) and consequently obtaining bp(t + T), and finally update p(t + T ) according to the equation :
Comparison This framework involves approximately the same amount of online computation than the approach proposed in this article.
However we experimently observed that our approach has a convergence area larger than the one obtained by the Hager's one using an image jacobian approximation.
We present here a result which is representative of experiments we have performed. This result have been obtained by using the pattern shown figure 6. The motion considered for that example is a 4 parameters planar motion (planar translations, planar rotation and scaling). The pattern has been selected manually by selecting an area of interest. About 100 points are randomly selected in the area of interest. The same set of points is used for both method. During the learning stage the same shift amplitudes are used to learn the image jacobian and to learn the hyperplane approximation. They consist in translations up to +/-25% of the width of the target in horizontal translation, +/-16% of the target height in vertical translation, +/-0.2 radian in rotation and from 0.8 to 1.2 in scaling. Once the learning stage have been completed, we have compared the two approaches by moving the area of interest away from the pattern and by measuring how good is the correction given by the two approaches. The evaluation is done by computing the distance of the area of interest from the correct position after one iteration of each tracker. This distance is the sum By studying the Fig. 7 we can clearly notice that the tracker obtained by using the Hager's approach can tolerate only small amount of motion between two images, compare to the approach proposed in this article.
Conclusion
In this article, we have shown an original framework for tracking textured templates in real time. The key idea is to use an hyperplane approximation to relate the variations of intensity in an area of interest to the motion parameters. This kind of linear approximation is relatively common in the computer vision community, but its direct use would involve to reestimate dynamically a large system. An important contribution is to show how a precomputed approximation can be used dynamically.
As it has been explained in the article, the tracking consists only in a few hundred of subtractions and multiplications, taking less than lOms on a 15OMhz workstation.
With these improvement, the convergence area is increased by 3 or 4, compared to the Hager et al.'s tracker, which is the only approach directly related to the proposed framework.
Despite the fact the article is focussed on geometric motion, all of the previous results concerning changes in illumination, partial occlusions or points selection remain valid and can be used directly.
We are actively looking at the problem of tracking 3D non planar objects under different viewpoints, by modeling objects with a set of appearances.
