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Complex and correlated quantum systems with promise for new functionality
often involve entwined electronic degrees of freedom1–5. In such materials, highly
unusual properties emerge4–11 and could be the result of electron localization12.
Here, a cubic heavy fermion metal governed by spins and orbitals is chosen
as a model system for this physics. Its properties are found to originate from
surprisingly simple low-energy behavior, with two distinct localization tranitions
driven by a single degree of freedom at a time. This result is unexpected, but we
are able to understand it by advancing the notion of sequential destruction of an
SU(4) spin-orbital-coupled Kondo entanglement. Our results establish electron
localization as a unified framework for strongly correlated materials and suggest
ways to exploit multiple degrees of freedom for quantum engineering.
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Strongly correlated electron systems represent a vibrant frontier in modern condensed
matter physics. They often contain multiple degrees of freedom, which may be harnessed
for future applications in electronic devices. One famous example is the manganites, in which
both spin and orbital degrees of freedom play an important role1. Others are the iron-based
superconductors2 and fullerides3. Even in the cuprates, charge order emerges and interplays
with the spin degrees of freedom to influence their low-energy physics4,5. Finding simplicity
out of this complexity is a central goal of the field. An emergent notion is that electron
localization may be an organizing principle that can accomplish this goal.
We have chosen heavy fermion materials as setting for our study because they can be
readily tuned to localization transitions and display sharp features thereof. The f electron’s
spin in a heavy fermion compound corresponds to a well-defined local degree of freedom. At
the same time, it is still sufficiently coupled to the conduction electrons so that its behavior
can be probed through the latter. In the ground state, Kondo entanglement leads to the
formation of a many-body spin singlet between the local moment and conduction electrons.
Electronic localization of this complex electron fluid can then be realized in form of the
destruction of Kondo entanglement13–15 as function of a non-thermal control parameter.
The accompanying strange-metal behavior, as well as the onset of magnetic ordering of the
liberated spins and unconventional superconductivity7–10,16–18 are prominent features that
make this transition both readily observable and broadly important.
To explore the intricate interplay of multiple quantum numbers in this setting, a local
degree of freedom in addition to the electron’s spin should come into play. The simplest
such case in heavy fermion systems may arise in cubic Ce-based compounds. Due to strong
intraatomic spin-orbit coupling, the spin and orbital degrees of freedom of the Ce 4f 1 electron
are described in terms of the total angular momentum J , that encompasses both spins
(dipoles) and higher multipolar moments. A cubic crystal electric field may then result in
a ground state wave function characterized by spin and orbital quantum numbers19. This
is indeed the case in the intermetallic compound Ce3Pd20Si6 (Fig. 1a, see also Methods,
Sect. D), the many-body ground state of which we study here under magnetic-field tuning.
At zero field, it is at first the quadrupolar moments that order into an antiferroquadrupo-
lar (AFQ) phase with ordering wave vector [1 1 1] at TQ ∼ 0.4 K; with further decreasing
temperature, the dipolar (magnetic) moments undergo antiferromagnetic (AFM) ordering,
with the ordering wave vector [0 0 0.8] at TN ∼ 0.25 K, as shown by recent neutron scatter-
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ing experiments24. Both orders are associated with Ce atoms on the crystallographic 8c site
(Fig. 1a) (Methods, Sect. D). Application of magnetic field along the crystallographic [0 0 1]
direction first suppresses the AFM phase (phase III in Fig. 1b) continuously at BN ∼ 0.8 T.
A localization transition of Kondo destruction type was observed across BN, evidencing a
jump from small to large Fermi surface17. With further increasing field, the AFQ phase
(phase II in Fig. 1b) too is continuously suppressed at BQ ∼ 2 T. This is also evidenced by
phase transition anomalies in specific heat23, magnetostriction (Extended Data Fig. 1a,b),
and thermal expansion data (Extended Data Fig. 1c). The fact that the Fermi surface is
large at B > BN suggests that no further jump is to be expected at larger fields. Indeed, it
has been taken for granted that electron localization takes place only once even in the case
with multiple degrees of freedom.
Surprisingly, however, Kondo destruction features appear again as the AFQ phase is sup-
pressed: Near the critical field BQ, the electrical resistivity ρ is linear in temperature down to
very low temperatures (Fig. 2a), and the specific heat coefficient c/T shows a logarithmic di-
vergence (Fig. 2d). In addition, the thermal expansion coefficient α/T shows a stronger than
logarithmic divergence (Fig. 2d), consistent with a diverging Gru¨neisen parameter Γ ∼ α/c.
At fields away from BQ, Fermi liquid (FL) behavior, with the form ρ = ρ0 + A · T 2,
is recovered in the electrical resistivity (Fig. 2a, at temperatures below the arrows). The
A coefficient, extracted from the respective FL regimes, is strongly enhanced towards BQ
(Fig. 2b). The enhancement towards the previously studied QCP at BN (Ref. 17), with
a critical field of 0.6 T for the single crystal studied here (see Methods, Sect. A), is also
shown (Fig. 2b). The contour plot in Fig. 2c, that displays the exponent a of the general
resistivity form ρ = ρ0+A
′·T a in the temperature–magnetic field phase diagram for B||[0 0 1],
conveys the presence of two consecutive QCPs, from which NFL behavior emerges in a FL
background.
Isothermal field-dependent measurements of the electrical resistivity (Fig. 3a-c) and the
Hall resistivity (Fig. 3d-f) in the vicinity of BQ reveal crossover signatures which can be
quantified following the procedures established previously9,16,17 (see also Methods, Sect. C).
The characteristic parameters extracted from the analysis at each temperature are the full
width at half maximum FWHM of the crossover (Fig. 3g), the crossover height ∆A (Fig. 3h),
and the crossover field B∗ or, equivalently, the field-dependent crossover temperature scale
T ∗ (Fig. 4a). The pure power-law behavior of the FWHM is seen as a straight line in a double
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logarithmic plot (Fig. 3g); it extrapolates to infinite sharpness in the zero-temperature limit,
and thus a jump in the Fermi surface. The power is 1 within error bars (see caption of Fig. 3)
for both the magnetoresistance and the Hall crossover at BQ, similar to what was previously
found for the QCP at the border of the AFM phase in both Ce3Pd20Si6 (Ref. 17) and in the
archetypal Kondo destruction system YbRh2Si2 (Ref. 9,16).
The observation of two consecutive quantum phase transitions that both feature Kondo
destruction signatures came as a complete surprise. We therefore set out and searched for a
framework that governs the electron localization involving multiple local degrees of freedom.
Towards this end, we consider a multipolar Kondo model which contains a lattice of local
moments with a 4-fold degeneracy (classified as Γ8 by the crystalline point group symmetry,
see Methods, Sect. D), whose spin and orbital states are described by σ and τ , respectively,
and conduction electrons, ckστ , as sketched in Fig. 4d. The Γ8 moments are Kondo coupled
to the conduction electrons, and the coupling constants JκK with κ = σ, τ,m, respectively,
describe the interaction of σ, τ , and σ⊗ τ with the conduction-electron counterparts. The
local moments also interact with each other by the RKKY exchange interactions Iκij between
sites i and j which, in the extended dynamical mean field theory (Methods, Sect. E), will be
described in terms of the coupling between the local moments and bosonic baths φκ, with
coupling constants gκ. We are then led to consider the multipolar Bose-Fermi Kondo (BFK)
model as described by the Hamiltonian (see Methods, Sect. E for more details)
HBFK = HK +HBK +HB0(φσ, φτ , φm) , (1)
with HBK = gσ σ
z φσ + gτ τ
z φτ + gm (σ
z ⊗ τ z)φm .
Here, HK describes the Kondo coupling between the local spin-orbital moments and the
conduction electrons. In addition, HBK expresses the Bose-Kondo coupling between the
local moments and the bosonic baths whose dynamics are specified by HB0. We have deter-
mined the zero-temperature phase diagram via calculations using a continuous-time quantum
Monte Carlo method (Methods, Sect. E).
The theoretical phase diagram is illustrated in Fig. 4b, as a function of g1 = gτ + gσ and
g2 = gτ − gσ, for fixed nonzero values of gm and JκK. Consider a generic direction (cut δ). In
phase “σ, τ Kondo”, both the spin and orbital moments are Kondo entangled, which gives
rise to an SU(4)-symmetric electron fluid (Fig. 4c,e right). Upon moving towards the left
(against direction of arrow δ), this state first undergoes the destruction of Kondo effect in the
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orbital sector at one QCP (stars in Fig. 4b,c). This drives the system into a phase in which
only the spin moments form a Kondo singlet with the conduction electrons (phase “σ Kondo,
τ KD” in Fig. 4b,c, Fig. 4e left). It then, at the next QCP (squares in Fig. 4b,c), experiences
the destruction of Kondo effect in the spin sector, leading to a fully Kondo destroyed state
(phase “σ, τ KD” in Fig. 4b,c). Consequently, in a multipolar Kondo lattice system, there
will be two distinct QCPs associated with a sequence of Kondo destructions. At each of
the QCPs, the Fermi surface undergoes a sudden reconstruction (circles in Fig. 4c), which
explains the jumps inferred from the Hall coefficient and magnetoresistance data. Note that
an applied magnetic field in Ce3Pd20Si6 is known to tilt the balance between the RKKY
and Kondo interactions towards the Kondo side17. Thus, the sequential Kondo destruction
happens upon decreasing the magnetic field, i.e., from right to left in the experimental phase
diagram (Fig. 4a).
We have thus demonstrated that, in spite of the genuine intermixing of the two degrees
of freedom in the many-body dynamics, a remarkable separation of their fingerprints occurs
in the singular physics of quantum criticality: The magnetic-field tuning realizes two stages
of quantum phase transitions, which are respectively dictated by the Kondo destruction of
the spin and orbital sectors.
To put this finding in perspective, we recall that in spin-only systems, experi-
ments have provided extensive evidence for Kondo destruction in AFM heavy fermion
compounds8,9,16,17,26,27. From studying a spin-orbital heavy fermion system, we have shown
that Kondo destruction is a general phenomenon and may also occur if degrees of freedom
other than spin decouple from the conduction electrons. This demonstrates Kondo destruc-
tion as a general framework for both beyond-Landau quantum criticality and the electron
localization-delocalization transition in metallic heavy fermion systems. Our analysis of the
multipolar degrees of freedom also relates to the purely orbital case, as realized for instance
in the Pr-based heavy fermion systems PrV2Al20 (Ref. 28) and PrIr2Zn20 (Ref. 29). These
materials show unusual multipolar quantum criticality, though Kondo destruction has not
yet been explored. Future studies may reveal whether electron localization occurs in these
orbital-only heavy fermion systems as well, and contributes to nucleating phases30,31 – in-
cluding unconventional superconductivity32,33.
More generally, we have demonstrated that strange-metal properties occur at each stage of
the electron localization transition. This finding connects well with other classes of strongly
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correlated systems in which strange-metal behavior has also been linked to electron local-
ization. In the high-Tc cuprate superconductors, electron localization as suggested by a
pronounced change of the Fermi surface4,6 and a divergence of the charge carrier mass5
appears near the hole doping for optimal superconductivity, where strange-metal proper-
ties arise. In organic systems, electron localization has also been evidenced in connection
with strange-metal behavior and optimal superconductivity11. As such, our work provides
new understandings on the breakdown of the textbook description of electrons in solids and
points to electron localization as a robust organizing principle for strange-metal behavior
and, by extension, high-temperature superconductivity.
Our system contains strongly correlated and entwined degrees of freedom; the crystalline
symmetry dictates the strong intermixing of the spin and orbital quantum numbers. Yet,
near each of the two QCPs, there is a clear selection of the orbital or spin channel that
drives the quantum critical singularity. This remarkable simplicity, developed out of the
intricate interplay among the multiple degrees of freedom, represents a new insight into the
physics of complex electron fluids. This new understanding may also impact on strongly cor-
related systems beyond the realm of materials such as mesoscopic structures34 and quantum
atomic fluids35,36 where localization-delocalization transitions may also play an important
role. Finally, the sequential localization we have advanced may be viewed as selectively
coupling only part of the system to an environment. This notion relates to ideas for reduced
dephasing within a logical subspace37, and may as such inspire new settings for quantum
technology.
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FIG. 1: Crystal structure and ordered phases of the heavy fermion compound
Ce3Pd20Si6. (a) Cubic crystal structure of space group Fm3¯m (Ref. 20) with the two Ce
sites 4a (Ce1, red) and 8c (Ce2, blue), both with cubic point symmetry, forming a
face-centered cubic lattice of lattice parameter a = 12.275 A˚ (Ref. 21) and a simple cubic
lattice of half the lattice parameter, respectively. The polyhedra around Ce1 are made up
of Si and Pd, those around Ce2 of Pd only. This structure persists down to at least 40 mK,
as shown by high-resolution neutron diffraction measurements22. (b)
Temperature-magnetic field phase diagram for fields B = µ0H applied along [0 0 1]. The
phase boundaries are determined from specific heat data by Ono et al.23, and our
magnetostriction (Extended Data Fig. 1b) and thermal expansion data (Extended Data
Fig. 1c). Phase I is paramagnetic, the order of phases II and III was identified as AFQ and
AFM order of moments on the 8c cite, respectively; the nature of the order of phase II’
remains to be identified24. Neutron scattering has not detected any order associated with
the 4a site24. Phase III is isotropic with respect to the field direction, but phase II extends
to fields above 10 T for fields along [1 1 0] and [1 1 1] (Ref. 23). Thus, it is advantageous to
study B||[0 0 1], as done in the present work.
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FIG. 2: Signatures of quantum criticality at the border of the AFQ phase in
Ce3Pd20Si6. (a) Temperature-dependent electrical resistivity for selected magnetic fields
B = µ0H||[0 0 1]. The arrows indicate the temperatures down to which linear-in-T
behavior is observed, suggesting a critical field close to 1.73 T. (b) A coefficient of the FL
part (see text) of the electrical resistivity vs applied magnetic field B = µ0H. The error
bars represent standard deviations of the fit. (c) Contour plot of the resistivity exponent a
of ρ = ρ0 + A
′ · T a in the temperature-magnetic field phase diagram for B = µ0H||[0 0 1].
To match the critical fields of our electrical resistivity sample, the fields of the phase
transition lines (symbols) of Fig. 1b were slightly rescaled (Methods, Sect. A). (d) Thermal
expansion coefficient (left) and specific heat coefficient (right) vs temperature near the
respective critical fields BQ (which are close to 1.95 T for the thermal expansion sample
and 1.75 T for the specific heat sample (Methods, Sect. A)).
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FIG. 3: Magnetotransport isotherms across the QCP at the border of the AFQ
phase in Ce3Pd20Si6. (a) Electrical resistivity vs magnetic field at 200 mK. The red line
represents a linear background contribution. (b) Difference of electrical resistivity and the
background fit of (a). The red solid line represents a phenomenological crossover fit
(Methods, Sect. C). (c) Selected scaled magnetoresistance isotherms vs scaled magnetic
field (data points), together with the crossover fits (full lines). (d) Hall resistivity vs
magnetic field at 60 mK, for two different field directions. The grey line represents a fit to
the data for fields along [1 1 1] for which no quantum criticality exists near 2 T (Ref. 23,25)
and for which ρH is simply linear in B. The red line is a crossover fit (Methods, Sect. C) to
the data for fields along [0 0 1]. Its low-field slope is fixed to the slope of the data for fields
along [1 1 1]. (e) ρH(B) data at 910 mK. Subtraction of the data for field along [1 1 1]
singles out the contribution due to the QCP at BQ in the ρH(B||[0 0 1]) data. (f) Selected
scaled derivatives of the Hall resistivity crossover fits with respect to field vs scaled
magnetic field. (g) Full width at half maximum of the crossovers in magnetoresistance of
(c) and the Hall resistivity derivatives of (f). The straight lines are best fits to
FHWM ∝ T a, with a = 1.05± 0.05 and 0.97± 0.05 for the magnetoresistance and Hall
crossover, respectively. (h) Step heights of the magnetoresistance and Hall resistance
crossovers. The thick grey lines in (c) and (f) correspond to extrapolations to T = 0,
where according to the FWHM the crossovers are sharp steps (“jumps”).
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FIG. 4: Two-stage Kondo destruction in Ce3Pd20Si6. (a) Experimental
temperature–magnetic field phase diagram from Fig. 1b, with T ∗ scales across which the
Kondo entanglement in the spin and orbital channel breaks up at two consecutive QCPs,
marked by the red square (at BN) and the red star (at BQ), respectively. The T
∗ scales at
BN are taken from Hall resistivity [T
∗(ρH)] and the magnetoresistance [(T ∗(ρ)]
measurements on a polycrystal (pc)17. The corresponding T ∗ scales at BQ, extracted from
the magnetotransport crossovers in Fig. 3 for our transport single crystal (sc), were slightly
rescaled in B to match the higher critical field of the single crystals defining the phase
boundaries (Methods, Sect. A). The shaded regions with the spin and orbital symbols
visualize the AFM and AFQ phase, respectively. (b) Theoretical phase diagram (at T = 0)
of the BFK model in the g1–g2 plane. Red squares and stars mark the spin and orbital
Kondo destruction QCPs, respectively. The thick black arrow represents a generic
trajectory in the parameter space. The orange triangle represents the special case g2 = 0,
where gτ = gσ and the two transitions occur simultaneously. (c) Schematic of the
sequential Kondo destruction transitions, from a phase with Kondo destruction (KD) in
both the spin (σ) and orbital (τ) channel, via a phase where only the spin is Kondo
screened, to a phase with full Kondo screening. (d) Schematic of the 4-fold degeneracy of
the Γ8 ground state. (e) Sketches of the Kondo entangled states with spin-only (left) and
full Kondo entanglement (right). The horizontal bars represent local degrees of freedom,
the yellow plane and circles the conduction electrons.
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Methods
A. Synthesis. The polycrystalline starting material for the crystal growth was prepared
from high-purity elements (Ce 99.99%, Pd 99.998%, Si 99.9999%) by radio-frequency heating
in a horizontal copper boat. The crystal growth was performed by a variant of the floating-
zone melting technique in a 4-mirror furnace (Crystal Systems Cooperation) under Ar 6.0
protective atmosphere, as reported previously21. Due to a finite homogeneity range, there
is a slight compositional gradient along the growth direction. Samples selected for this
investigation were cut from regions closest to the ideal 3:20:6 stoichiometry. Nevertheless,
very small stoichiometry differences between different sample pieces cannot be avoided.
Samples then have slightly different quantum critical fields. The sample used for thermal
expansion and magnetostriction is very similar to the sample studied by Ono et al.23, as
seen from the excellent agreement of the phase boundaries in Fig. 1b. The samples used for
our transport and specific heat measurements had slightly lower critical fields. This is why
we slightly rescaled the field scale of Fig. 1b to match the contour plot in Fig. 2c, and why
the quantum critical behavior in Fig. 2d occurs for slightly lower fields in specific heat than
in thermal expansion.
B. Characterization. The magnetotransport measurements were performed by a standard
4-point ac technique in an Oxford dilution refrigerator, using spot-welded Au contacts and
low-temperature transformers. Specific heat was measured using a relaxation-type technique
in a dilution refrigerator from Quantum Design. Magnetostriction and thermal expansion
were measured using a high-resolution capacitance dilatometer in an Oxford dilution refrig-
erator.
C. Experimental data analysis. The contour plot in Fig. 2c was obtained by fitting
temperature-dependent electrical resistivity curves at fixed magnetic fields in overlapping
temperature ranges to ρ = ρ0 + A
′ · T a, taking the logarithmic derivative of ρ − ρ0 with
respect to temperature, and interpolating between the obtained a values.
The crossover in the magnetoresistance at B∗ (Fig. 3b,c) was fitted with the empirical
crossover function
ρ(B) = A2 − A2 − A1
1 + (B/B∗)p
(2)
introduced in Ref. 9. The crossover in the Hall resistivity (Fig. 3d-f) was modeled with
the integral over these fitting functions. As shown in Fig. 3a,d,e, background contributions
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are superimposed to these crossovers and have to be subtracted prior to the analysis. In
case of the magnetoresistance, the background is well captured by a simple linear-in-field
contribution (Fig. 3a). For the Hall resistivity we use data taken on another single crystal
from the same batch, with field applied along [1 1 1]. As for this field direction there is no
QCP in the field range around 2 T of interest to us here23,25, this subtraction reveals the
contribution due to the QCP at BQ. The FWHM is obtained graphically from the fit curves.
The anomalous Hall effect of Ce3Pd20Si6 was shown to be negligible at low temperatures,
both in the linear response regime and at the QCP at BN (Ref. 17). Here we show that
this is also true for the QCP at BQ. We estimate the anomalous contribution to the Hall
resistivity due to skew scattering38
ρaH = γρskewµ0M (3)
from published magnetization data25 for M , the magnetoresistance for fields either along
[0 0 1] or along [1 1 1] for ρskew, and the coefficient γ = 1.29 m
2/Vs determined previously17.
To bring the resulting ρaH to the same scale and sign as the measured Hall resistivity, we have
to rescale γ by −0.36 (Extended Data Fig. 2). The ρaH(B) curves obtained with ρ(B||[0 0 1])
and ρ(B||[1 1 1]) are very similar, showing that the step-like feature is due to M(B). Im-
portantly, both ρaH(B) curves share no similarity with the measured Hall resistivity that
displays a kink as opposed to the step-like change of ρaH(B). We thus conclude that the skew
scattering mechanism is also irrelevant at the QCP at BQ, and is certainly not the origin of
the observed Hall crossover.
D. Local degrees of freedom. The Ce3+ ion in Ce3Pd20Si6 has one localized 4f electron
with total angular momentum J = 5/2. In cubic environment, the crystal electric field
splits this six-fold degenerate multiplet into a Γ8 quartet and a Γ7 doublet. The analysis
of temperature dependent inelastic neutron scattering and entropy data revealed that the
Γ8 quartet is the ground state, at least for the 8c site
39. As this site, which forms a simple
cubic sublattice with lattice parameter a/2, is responsible for both the AFM and the AFQ
order24, and thus also for the quantum criticality arizing at the border of these phases, it
is the only site of interest to us here. Whether the 4a site is magnetically silent due to
enhanced frustration of the fcc lattice formed by this site, or enhanced Kondo screening at
this site, remains to be clarified by future experiments, but is not pertinent to this work.
The Γ8 quartet, that comprises three dipoles, five quadrupoles, and seven octupoles, can
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be described through two pseudospin operators, σ and τ , which respectively act on the
Kramers and non-Kramers doublet states of the Γ8 multiplet
19. Both dipolar (magnetic)
and quadrupolar order (and likely even octupolar order) may arise via the RKKY interaction
between the local multipolar moments19. It was also shown that (pi, pi, pi) AFQ order, which
is consistent with experiments24, has a zero net quadrupolar moment; as such it cannot
directly couple to elastic distortion and thus preserves the cubic symmetry40.
E. Theoretical analysis for sequential quantum phase transitions. The multipolar
Kondo lattice model corresponds to the Hamiltonian
HKL = Hf +HK +Hc . (4)
The first part describes the RKKY interaction among the Γ8 local moments, and is given by
Hf =
∑
ij
[
Iσijσ
z
i σ
z
j + I
τ
ijτ
z
i τ
z
j + I
m
ij (σ
z
i ⊗ τ zi )
(
σzj ⊗ τ zj
)]
. Here, σ, τ , and σ ⊗ τ express the
spin and orbital operators and their tensor product, respectively. The second part specifies
the Kondo coupling between the local moments and their conduction-electron counterparts
and reads
HK =
∑
i
HK,i =
∑
i
JσKσi · σi,c +
∑
i
JτKτi · τi,c +
∑
i
JmK (σi ⊗ τi) · (σi,c ⊗ τi,c) . (5)
The components of the conduction electrons are defined as
σi,c =
1
2
∑
σσ′,τ
c†iστsσσ′ciσ′τ ; τi,c =
1
2
∑
σ,ττ ′
c†iστtττ ′ciστ ′ ; σi,c ⊗ τi,c =
1
2
∑
σσ′ττ ′
c†iστsσσ′tττ ′ciσ′τ ′(6)
where sσσ′ and tττ ′ are Pauli matrices in the spin and orbital subspaces, respectively, and c
†
iστ
creates a conduction electron at site i and with spin component σ and orbital component τ .
Finally, Hc =
∑
kστ kστc
†
kστckστ defines the kinetic energy of the conduction electrons. Note
that the paramagnetic Kondo-entangled fixed point will have an enhanced SU(4) symmetry.
Correspondingly, we have taken both HK and Hc to be rotationally invariant in both the
spin and orbital spaces. Nonetheless, in the Γ8 subspace, the Hamiltonian is in general
anisotropic in both spaces. For simplicity, we have taken the RKKY interactions to be Ising
anisotropic.
Under EDMFT41,42, HKL is studied through an impurity model with self-consistently
determined fermionic and bosonic baths. This procedure leads to a multipolar Bose-Fermi
Kondo model, which reads
HBFK = HK +HBK +HB0 . (7)
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Here, HK = HK0 + Hc describes the local moment at site 0 being Kondo-coupled to the
conduction electrons. In addition, HBK describes the Bose-Kondo coupling between the local
moment and the bosonic baths; it is given by HBK = gσσ
zφσ +gττ
zφτ +gm(σ
z⊗ τ z)φm, with
φκ =
∑
q
(
φ†κ,q + φκ,−q
)
for κ = σ, τ,m. The sign of gκ is immaterial and, for definiteness,
each will be chosen to be positive. Finally, HB0 specifies the dynamics of the bosonic baths,
and is given by HB0 =
∑
κ=σ,τ,m
∑
q ωκ,qφ
†
κ,qφκ,q.
We study the fate of the SU(4) Kondo-entangled state of HBFK using the hybridization-
expansion continuous-time quantum Monte Carlo method43,44. This is accomplished through
the multipolar Bose-Fermi Anderson model, with HK being replaced by the hybridization of
a localized two-orbital spin-1/2 f electron to the conduction electrons. We incorporate an
onsite Hubbard interaction U containing both intra- and inter-orbital parts and an energy
level  for the f electron, and an onsite hybridization V .
In addition, σz is now understood as σz = 1
2
∑
σσ′,τ f
†
στs
z
σσ′fσ′τ , and likewise for τ
z and
σz ⊗ τ z. When U is sufficiently large, a canonical (Schrieffer-Wolff) transformation specifies
the Kondo couplings JκK in terms of V , , and U .
We construct the zero-temperature phase diagram in terms of the spin and orbital bosonic
bath couplings gσ and gτ . We consider fixed spectra of the fermionic and bosonic baths as
follows: The conduction electrons have a density of states, ρc =
∑
k δ(−kστ ) = ρ0Θ(|D−|),
with ρ0 = 1/(2D), whereas the bosonic bath has a sub-Ohmic spectrum, ρB,κ(ω) =
∑
q δ(ω−
ωκ,q) = K0ω
se−ω/ΛΘ(ω) with s = 0.6. We choose D = 1, set the soft energy cutoff to be
Λ = 1, fix the hybridization strength in terms of Γ0 = piρ0V
2 = 0.1, and determine K0 by
the normalization condition
∫∞
0
ρB(ω)dω = 1. The results reported here have been derived
by setting U = 1 and  = 0.5. We work at quarter filling of the f electrons as is appropriate
for Ce3Pd20Si6.
To detect the localization to delocalization transition associated with the spin and orbital
degrees of freedom, we calculate the Binder ratios Uσ and Uτ , which are defined as
Uσ =
〈(
1
β
∫ β
0
σz(τ)dτ
)4 〉
〈(
1
β
∫ β
0
σz(τ)dτ
)2 〉2 ; Uτ =
〈(
1
β
∫ β
0
τ z(τ)dτ
)4 〉
〈(
1
β
∫ β
0
τ z(τ)dτ
)2 〉2 . (8)
Here, β = 1/T is the inverse temperature, which plays the role of the effective system size.
A second-order quantum phase transition is determined by the criterion that Uσ or Uτ is
system size independent at the critical point45. In other words, we can detect the QCP by
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examining the crossing point of Uσ and Uτ measured as a function of the control parameter
at different temperatures. This is illustrated in fig. S3, where we plot the Binder ratios Uσ
and Uτ obtained at various β values along the parameter cut δ of Fig. 4b. We find that
the crossing points of Uσ and Uτ are well separated; along this parameter cut δ, the former
is at g1 = 0.78 and the latter at g1 = 0.64. This establishes two consecutive transitions.
The final theoretical phase diagram is obtained by combining this result with those from
calculations done along various additional parameter cuts.
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FIG. 1: Magnetostriction and thermal expansion of Ce3Pd20Si6. (a) Relative
length change ∆L/L0 along [0 0 1] as function of magnetic field B||[0 0 1], at different fixed
temperatures. The smooth variation of the length with field, down to the lowest
temperature of 50 mK, confirms the second-order nature of the phase transitions at BN(T )
and BQ(T ). (b) Linear magnetostriction λ = d(∆L/L0)/dB vs field isotherms, derived
from the data in (a). The local maxima and minima in λ(B) identify the magnetic fields
at which a phase transition occurs for a given temperature (see symbols in Fig. 1b). (c)
Temperature dependence of the linear thermal expansion α = d(∆L/L0)/dT at different
fields. The local maxima and minima in α(T ) identify the phase transition temperature for
a given magnetic field (see symbols in Fig. 1b).
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FIG. 2: Analysis of anomalous Hall effect. Measured Hall resistivity for B||[0 0 1] at
100 mK (green dots, green lines are guides-to-the-eyes), together with hypothetical
anomalous Hall contributions due to skew scattering (Methods, Eqn. 3), Eqn. 3)
determined from published magnetization data25 and assuming that ρskew is either
ρ(B||[0 0 1]) (red points) or ρ(B||[1 1 1]) (black crosses). γ = 1.29× (−0.36) m2/Vs was
used to bring ρaH to similar magnitude as the measured Hall resistivity ρH. The absence of
a similar field dependence of ρaH and the measured ρH data rules out the importance of
skew scattering in the vicinity of the QCP at BQ of Ce3Pd20Si6.
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ab
FIG. 3: Two consecutive QCPs in the multipolar Bose-Fermi Kondo model.
Evolution of the Binder ratios Uσ for the spin (σ) channel in (a) and Uτ for the orbital (τ)
channel in (b) (see Methods, Sect. E for the definition of Uσ and Uτ ), as function of the
coupling g1 = gσ + gτ of spin and orbital degrees of freedom to the bosonic bath along cut
δ in Fig. 4b. The crossing points of Uσ and Uτ along the parameter cut (with each curve
corresponding to a particular β = 1/T ) marked by a red square and a red star in (a) and
(b), respectively, demonstrate the presence of second-order quantum phase transitions.
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