indicator loss function is used to decide, if a forecast is of high quality or not. Here, we discuss the latter to obtain reliable combined forecasts.
Introduction
The basic paper dealing with the combination of forecasts from Bates and Granger (1969) discusses the calculation of optimal combination weights under the MSE-criterion which is also done in many other articles. Wenzel (1998) considers the Pitman-closeness criterion for the evaluation of forecasts. There, the Pitman-closest forecast combination is equivalent to the MSE-optimal forecast combination. Russell and Adam (1987) among other things employ the MAD. Klapper (1998) uses the ranks of prediction errors to calculate a forecast combination whereas Cicarelli (1982) describes combination methods on the basis of turning points. He counts how often a forecast had the "right" direction in the past and uses this to calculate weights. These are only a few of a number of authors who evaluate forecasts and derive combination weights under a special evaluation criterion. An overview about 28 evaluation criteria is given e.g. in Dammers (1993) . Although there exist several error measures we want to discuss the not so well-known hits-and-misses criterion. We define when a forecast is said to be "good" (hit) or "bad" (miss), a criterion easily applicable in practice. Especially nonstatisticians are often interested in easy calculations and dislike measures like MSE or MAPE.
In practice, there is often the situation where a special decision is based on a given forecast, for instance should we invest in stocks of a specific trade or which kind of clothes do we need tomorrow? Thus, a lot of analysts would categorize the forecast in "good" or "bad", depending on the decision they made. For the first of these questions the evaluation of the rate by turning points is appropriate. Secondly, we are interested in a relatively "precise" forecast of the temperature. Thus we could consider the hits-and-misses criterion. Furthermore, we analyse a generalized hits-and-misses criterion. Here, we define not only hits and misses but also approximative hits. We discuss how to use the several approaches for the calculation of a combined forecast. Another approach is to compare the individual forecasts by statistical tests, e.g. a comparison of the error variances. Flores (1986 Flores ( , 1989 presents the utilization of the sign test and the Wilcoxon test for the comparison of forecasting methods in the Mcompetition. It is also possible to use the hits-and-misses criterion to test if there is a significant difference in the quality of the forecasts. Afterwards we consider the results for the calculation of a forecast combination.
Finally, we analyse an example given in Klapper (1998) dealing with German macro economic data to give insight how the different methods perform in practice. Furthermore, we also perform a small simulation study for the combination of two biased forecasts.
The hits-and-misses criterion and the combination of forecasts
The original definition of hits-and-misses for forecasts of a 0-1-variable is given in Armstrong (1985, p.353) . If a forecast has the same value as the variable it is a hit, otherwise a miss. If the variable to be forecasted is continuous we have to deal with hit-intervals which is decribed in the following. F + is a γ-hit,
Restricting γ to the interval [0,1] we can call a forecast which is in the hit-interval a 
= =
be given past observations. Then we define combination weights by , n ,..., , and if the individual forecasts are unbiased, the combination is also unbiased. If we again look at Definition 1, it is also possible to define hit intervals which have not
. An example, where we should consider such intervals is given in Schneider, Klapper, and Wenzel (1999) . For the evaluation of forecasting methods in goods management systems underestimation is punished more than overestimation, and thus we should select Y + the hit-interval is also "smaller". Therefore, we give an alternative definition of hits-and-misses. 
Here, the hit-interval has always the length 2c, independently of So far we considered only combination methods which use weights depending on the number of past hits of the individual forecasts. We can also calculate weights to reach a high number of hits in the past with respect to a special minimization criterion (here MSE). Therefore, we proceed as follows: At first we try to calculate an unbiased forecast combination with minimal variance resulting in v hits in the v most recent data points. If this is not possible we try to find a combination with 1 v − hits in the 1 v − most recent data points, and so on. The 1's in ṽ F , a and b restrict the combination weights to sum up to 1. We could restrict the weights further to be nonnegative. Next, we should select the bounds in the algorithm so that it stops for an "adequate"
k, e.g. the number of data points considered should not be so small such that Σ is singular.
Another strategy is to focus in the k-th step on the v most recent data points and try to find combination weights which result in
hits, but this is excluded from the following analysis.
Above, we discussed the hits-and-misses criterion based on sharp bounds between hit values
and miss values. Now we will discuss approaches of hits-and-misses based on a principle well known in fuzzy theory. 
where ∈ Now it is possible to calculate combination weights based on Defintion 3. Again, let 
If we additionally assume that the errors
, of the individual forecasts, are normally distributed, that is ) u ,.., u ( :
, then the "hit-optimal" unbiased forecast combination is obviously that with minimal error variance. Thus, the optimal weights are given by
, where n 1 denotes the 1 n × vector of 1's, and we can get the weights by estimating Σ as above. These weights are identical to the MSE-optimal weights discussed in many other papers.
Finally, we compare the performance of the forecasts by a statistical test. Before combining forecasts, it is often of interest to analyse the individual forecasts. There is the demand to know if some of the forecasts are dominated by others or if the forecasts are systematically wrong. This could lead to a reduction of the number of forecasts included in the combination.
Hendriksson and Merton (1981) analysed the quality of a forecast with a test based on the turning-point criterion. Their test is similar to Fisher's exact test (Cumby and Modest, 1981) .
We now compare two individual forecasts on the basis of Fisher's exact test where we assume that the hit probabilities are constant over time, independent of the magnitude of the variable to be forecasted. If the null hypothesis is that the two forecasts have the same quality, they should result in the same number of hits (for given observations). We can check this with e.g.
Fisher's exact test. For the combination of forecasts we can proceed as follows. If an individual forecast is outperformed by another (rejection of the nullhypothesis for a given level α), we exclude it from the combination. Finally, we calculate the arithmetic mean of the remaining forecasts.
Application
We consider 7 institutes which forecast 6 macro economic variables each. The given time series are of length 21, where the last 10 data points are our performance points. The detailed description of the data is given in Klapper (1998 
where we do not restrict the weights to be non-negative since then we get in some cases no result.
For a better illustration, the form of the function ( ) 
Method No. 9 is the MSE-optimal unbiased combination. In method No. 10 the weights are further restricted to be non-negative (in both methods the sum of weights is restricted to be 1). For the calculation of the weights related to methods 5 and 6 we use the S-Plus module NUOPT. We have to remark that the bad performance of these methods (for Export and Import) is a result of the higher number of iteration steps in the algorithm above ( Klapper, 1998 ) and so we would disregard them in practice. Looking at Table 1, the 
Simulation study for the combination of two biased forecasts
In Section 3 the individual forecasts can be considered as unbiased. There are no systematical errors. We can also use the methods if the individual forecasts are biased which in general results in a biased combination. In this case the forecast with the highest hit-probability with the restriction that the weights sum up to 1 is given by the weight vector 
We now perform a simulation study for the combination of two biased forecasts to analyse the quality of the different hits-and-misses strategies. We examine methods No. We focus on three different bias vectors, ) 2 , 1 (
. In addition, we generate 10 covariance matrices and on their basis together with the bias, 100 time series of forecast errors of length 20 each. The first ten data points are fixed for the derivation of the first combination weights, so there are 10 points left for our analysis. In each step the combination weights are reestimated on the basis of the most recent 10 data points.
For each case we calculate the average of the relative RMSEs (third number in the tables). We count how often the special methods have a smaller RMSE than the simple average combination (first number) and the best individual forecast (second number). The results are presented in the following tables. In the case where both individual forecasts are positively biased, most of the hits-and-misses combinations outperform the simple average combination, the latter being of high quality for covariance matrices No. 7 and 10. Especially method No. 14 is highly reliable, because it is theoretically "hit-optimal". We observe that only in a few cases the best individual forecast is outperformed. One reason for this is that the different combination strategies in general have a higher absolute bias than the first individual forecast. Again, the methods based on the Fisher-test cannot improve upon the simple average combination. The latter one is best for covariance matrices No. 7 and 10 and also of high quality for matrices No. 8 and 9. In general, the "hit-optimal" combination performs best.
Depending on the covariance structure, the other methods are sometimes of a higher but in some cases also of lower quality than the simple average. The individual forecasts are outperformed by the different combination techniques.
Looking at the results of the simulation study, it is obvious that method No. 14 is the best.
The estimation of the unknown parameters is quite good, based on the time stable covariance and bias strucure. If the structure is changing over time, the quality of this method would decrease. The methods based on the Fisher-test cannot improve the simple average combination. They often result in the simple average. Comparing methods No. 3 and 4, the combination technique using the wider hit-interval, performs a little bit better. These methods improve in many cases the simple average combination but cannot outperform it clearly. For methods No. 7 and 8, where we used the hit-functions given in Section 2, the same holds. The first individual forecast only in the case of positive bias is of a higher quality than the forecast combinations. We have to remark that only for a few time series we observed no past hits and thus we got no result.
Concluding remarks
The hits-and-misses criterion makes the evaluation of forecasts easy to understand for analysts. Therefore the given combination techniques are very plausible. There are a lot of variations of this criterion, especially the turning-point criterion. If we define a forecast in the right direction as a hit, then we can analyse this basing on hits-and-misses. Thus it is possible to calculate weights with respect to turning points (see Cicarelli, 1982) .
The principle of defining indicator functions for the evaluation of forecasts is also analysed in the contents of interval forecasts. There, we look if a variable takes value in a forecasted interval (see Christofferson, 1998 ) whereas in the case of point forecasts we check if the forecast is in an interval around the value of the variable to be forecasted.
The hits-and-misses criterion makes it easy to imagine why a certain individual forecast has a bigger weight in the combined forecast than others. In the cases where we count for the forecast combination the hits in the past, the calculation of the weights is straightforward.
Proceeding that way is associated with a lower cost than for many other techniques. Here, we do not need any assumptions about the error structure. In the given example of German macro economic data these methods perform a little better than the simple average combination, whereas techniques based on the covariance structure of the forecast errors are of bad quality, except in the case, where we restrict the weights to be non-negative. The Fisher test indicates that almost none of the individual forecasts is dominated by another one. This is a reason why some techniques produce nearly the same results as the simple average. We can also conclude that in such situations the simple average is a combination of high quality.
Most of the hits-and-misses combinations perform well in the simulation study. If the covariance structure is stable over time, the usage of this knowledge results in an improvement of the forecast quality.
The combination techniques based on the hits-and-misses criterion are also more robust than many other techniques. If the weights are e.g. based on the MSE or MAD of the individual forecasts, extreme outliers (extreme forecast errors) in the past data have great influence on them. On the other side, such an outlier results only in at most one more miss and hence, the weight of a special individual forecast in hits-and-misses combinations is very robust.
