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Abstract It is well known that the projection of a matrix A onto a Krylov subspace
span
{
h, Ah, A2h, . . . , Ak−1h
}
, with A ∈ Cn×n and h ∈ Cn , results in a Hessenberg
matrix. We show that the projection of the matrix A onto an extended Krylov subspace,
which is of the form span
{
A−kr h, . . . , A−2h, A−1h, h, Ah, A2h, . . . , Akh
}
, is a
matrix of so-called extended Hessenberg form which can be characterized uniquely
by its Q R-factorization. This Q R-factorization will be presented by means of a pattern
of 2×2 unitary rotations. We will show how this rotation pattern leads to new insights
and allows to elegantly predict the structure of the matrix. In case A is Hermitian
or unitary, this extended Hessenberg matrix is banded and structured, allowing the
design of short recurrence relations. For the unitary case, coupled two term recurrence
relations are derived of which the coefficients capture all information necessary for a
sparse factorization of the corresponding extended Hessenberg matrix.
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1 Introduction
An extended Krylov subspace is spanned by successive vectors starting from h, taken
out of the bilateral sequence
. . . , A3h, A2h, Ah, h, A−1h, A−2h, A−3h, . . . , (1)
with A ∈ Cn×n and v ∈ Cn . The main incentive of this article is to provide theoretical
foundations which can be used to efficiently compute orthonormal bases of extended
Krylov subspaces. The matrix H satisfying AQ = Q H , with Q a unitary matrix
containing the orthonormal basis vectors as its columns, is a structured matrix, which
will be refered to as an extended Hessenberg matrix, and which we also aim to compute
in an efficient way.
Extended Krylov subspaces are fundamental tools in numerous applications includ-
ing matrix functions [4,8], model order reduction [1] and Lyapunov equations [9,11],
among others. For example, in [7] short recurrences for extended Krylov sub-
spaces are investigated, relating them to Laurent polynomials, in order to evaluate
expressions of the form f (A)v with A a large symmetric matrix and v a column
vector.
The article is organized as follows. In Sect. 2 extended Hessenberg matrices are
characterized by means of their Q R-factorization, with Q factored in rotations, where
the pattern of rotations exhibits a zigzag shape [2,12,14]. In Sect. 3 we establish that
the matrix H satisfying AQ = Q H , with Q a unitary matrix, is an extended Hessen-
berg matrix. The remainder of the paper focuses on Hermitian and unitary matrices
as they exhibit a special structure giving rise to short recurrences. In Sect. 3 we show
that the matrix framework built in Sect. 2 easily allows us to predict the banded struc-
ture of Hermitian and unitary extended Hessenberg matrices. This generalizes part
of the theoretical results for Hermitian matrices established in [7]. Section 4 com-
prises a new algorithm for computing an orthonormal basis for an arbitrary extended
Krylov subspace of a unitary matrix. Given the order in which the vectors are chosen
from the bilateral sequence (1), the algorithm returns an orthonormal basis for the
corresponding extended Krylov subspace together with a sparse factorization of the
associated extended Hessenberg matrix H . The latter captures the coefficients of the
recurrence relations between the orthonormal basis vectors. The orthonormal basis is
retrieved recursively making use of coupled two term recurrences. The same approach
of coupled two term recurrences was used in [15] to obtain the so-called CMV-shape,
the latter being a specific extended Hessenberg matrix corresponding to the extended
Krylov space consisting of an alternating sequence of positive and negative powers of
the matrix A. In this article we provide a generalization of this approach applicable to
any extended Krylov subspace.
The following notation is used throughout the article. Matrices are denoted by upper
case letters A = (ai j ), the element in the matrix A on the intersection of the i th row
and j th column is given by ai j , and with I the identity matrix is signaled. Vectors
are written in bold face and lower case letters, e.g., x, y, and z. With span{x, y, z} the
subspace generated by vectors x, y, z is meant. The standard inner product is denoted
as 〈x, y〉 = y∗x, with ·∗ the Hermitian conjugate. Throughout the article, Matlab’s
123
Short recurrences for computing extended Krylov bases
indexing is used to indicate the location of submatrices. An identity matrix with a
2 × 2 unitary matrix of the form
[
α β
−β α
]
, |α|2 + |β|2 = 1,
embedded on the diagonal, will be refered to as a rotation. In graphical representations,
a rotation matrix will be visualized by a bracket, with arrowheads targeting the rows
affected by the rotation. We will only consider rotations acting on two successive rows.
The order in which multiplication between brackets is carried out is just the order in
which matrix multiplication is carried out if each bracket would be replaced by the
matrix it represents. As an example, consider the following picture. One observes how
applying the rotations affects the upper triangular matrix and generates fill-in on the
first subdiagonal.
2 Extended Hessenberg matrices
It is well known that the projection of a matrix onto a Krylov subspace is a Hessenberg
matrix. A Hessenberg matrix has a Q R-factorization of the form Q1 Q2 . . . Qn−1 R
where each Qi is a rotation affecting the i th and (i + 1)th row, resulting in a visually
descending pattern of rotations as depicted in Fig. 1a. A matrix exhibiting a Q R-
factorization of the form Qn−1 . . . Q2 Q1 R, where each Qi is a rotation affecting the
i th and (i + 1)th row, will be refered to as a matrix of inverse Hessenberg form. In
case the matrix is nonsingular, it is the inverse of a Hessenberg matrix, justifying this
choice of terminology. Hence, the Q R-factorization of a matrix of inverse Hessenberg
form has a visually ascending pattern of rotations as depicted in Fig. 1b.
It will be shown in Sect. 3 that the projection of a matrix onto an extended Krylov
subspace results in an extended Hessenberg matrix.1 The Q R-factorizations of these
matrices are comprised of n − 1 rotations and an upper triangular matrix, the posi-
tioning of the individual rotations characterizing the matrix. No specific ordering on
the rotations is imposed. An extended Hessenberg matrix has a Q R-factorization of
the form Q p1 . . . Q pn−1 R with p1, . . . , pn−1 a permutation of 1, . . . , n − 1.
In non-factored format, extended Hessenberg matrices look like the ones in Fig. 2,
possessing diagonal blocks of either Hessenberg or inverse Hessenberg form. The
exact formulation is given in Definition 1.
Definition 1 A matrix H is an extended Hessenberg matrix if there exists an ordered
list of indices i1 = 1 < i2 < i3 < · · · < im−1 < im = n, with n the dimension of H ,
such that the sequence of blocks
1 These matrices were termed compressed matrices in [14], as they admit an equally expensive
Q R-factorization as a Hessenberg matrix.
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(a) (b)
Fig. 1 Graphical depiction of two detailed Q R-factorizations
H(i j : i j+1 + δ j , i j : i j+1 + δ j ), δ j =
{
1 if 1 ≤ j < m − 1,
0 if j = m − 1,
are alternatingly Hessenberg and inverse Hessenberg. Also, for all 1 ≤ j ≤ m − 1,
H(r, s) = 0, if r > i j+1 + δ j and i j ≤ s < i j+1.
When discussing extended Hessenberg matrices, we will often refer to it as a block
structured matrix, as these matrices are characterized by an alternating Hessenberg-
inverse Hessenberg sequence of blocks on the diagonal, each block sharing a 2 × 2
submatrix with the next block. Note that an extended Hessenberg matrix is not a block
matrix in the classical sense, as the blocks are overlapping. Therefore, standard rules
involving block matrices do not apply here. However, for the ease of terminology we
like to refer to the individual Hessenberg and inverse Hessenberg submatrices on the
diagonal as “blocks”.
Often it is more easy and insightful to work with the Q R-factorization than with
Definition 1. Therefore, we will examine the structure of this Q R-factorization more
closely. The ensemble of rotations Q p1 . . . Q pn−1 can be decomposed as a prod-
uct V W H with both V and W unitary Hessenberg matrices. Roughly one can state
that the matrix V encompasses the rotations associated to the Hessenberg blocks in
H (descending ordering) and W the rotations linked to inverse Hessenberg blocks
(ascending ordering). This double Hessenberg factorization was presented in a more
general context in [12] and (2) displays such a factorization for a particular twisted
shape. The indices i j as stated in Definition 1 are also displayed; pointing to the begin-
ning of each individual Hessenberg or inverse Hessenberg block. On the left of the
dashed line a unitary Hessenberg matrix composed of diagonal unitary Hessenberg
blocks is observed, on the right a unitary inverse Hessenberg with non compatible
block diagonal structure is shown.
(2)
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Fig. 2 Structure of an extended Hessenberg matrix and its inverse
Without loss of generality and for the ease of explanation we assume in the remain-
der of the text the upper left diagonal block to be Hessenberg. Then we have that
the blocks H(i j : i j+1 + 1, i j : i j+1 + 1), are Hessenberg for odd j and inverse
Hessenberg for even j .
Remark 1 The inverse of an extended Hessenberg matrix is again an extended Hessen-
berg matrix where the Hessenberg blocks are replaced by inverse Hessenberg blocks
of the same size and vice versa.
In other words, given an extended Hessenberg matrix with alternatingly Hessenberg-
inverse Hessenberg structured blocks, its inverse will be an extended Hessenberg
matrix with alternatingly inverse Hessenberg-Hessenberg structured blocks. Inverting
the double Hessenberg factorization and passing the rotations from right to left through
the upper triangular matrix2 proves the statement. Figure 2 illustrates the block struc-
ture of an extended Hessenberg matrix, shown in the leftmost graphic, and the inverse,
shown in the rightmost graphic of Fig. 2. Special attention is required when examining
the overlapping elements.
3 Extended Krylov spaces
In this section it will be proved that the projection of a matrix A ∈ Cn×n results
in an extended Hessenberg matrix. The main result is captured in Theorem 1. First,
let us introduce some terminology to characterize an extended Krylov subspace. An
extended Krylov subspace is generated by not only powers of A but also of the inverse
A−1. By construction, a k dimensional extended Krylov subspace is spanned by k
successive vectors, starting with a vector h, out of the bilateral sequence
. . . , A3h, A2h, Ah, h, A−1h, A−2h, A−3h, . . . . (3)
The order in which the vectors are added to the subspace is crucial and recorded in a
position vector p of length n −2, comprised of characters  and r . The  indicates that
2 Given a rotation Q and an upper triangular matrix R, the product Q R can be rewritten as R˜ Q˜, where
R˜ is upper triangular. Hence the rotation has been passed from the left to the right of the upper triangular
matrix (of course rotations can also be passed from the right to the left). This shows that one can pass an
entire twisted shape of rotations through an upper triangular matrix without changing the shape.
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the next vector in the subspace is taken on the left, the r points out that the next vector
is taken on the right of (3), e.g., the CMV-shape corresponds to the position vector
p = [, r, , r, , r, . . .]. By positioning positive powers of A in the bilateral sequence
on the left, and inverse powers on the right we are consistent with [12,14].
Suppose that in the first k − 1 components of p the symbol  appears k times and
r appears kr times (kr + k = k − 1), then
Kp,k(A, h) = span
{
A−kr h, . . . , A−2h, A−1h, h, Ah, A2h, . . . , Akh
}
, (4)
depicts the extended Krylov space of dimension k = kr + k + 1. Clearly
Kp,k(A, h) = span
{
A−kr h, . . . , Akh
}
= A−kr Kk(A, h) = AkKk(A−1, h).
The vectors q1, q2, . . . qn constitute an orthonormal basis of the extended Krylov
subspace of the same length, hence they are the theoretical equivalent of successive
orthonormalization of the vectors Ai h of the extended Krylov subspace. The following
table presents in a comprehensible way the essential relations. Assume for now p1 = .
The first and second row shows the position vector, the third row the vector to be
orthonormalized, and the trailing row depicts the computed orthogonal vectors, which
are united as the columns of a unitary matrix Q.
p p1 p2 pi2−1 pi2 pi3−1 pi3
pi   . . .  r . . . r  . . .
vectors Kp,k(A, h) h Ah A2h Ai2−1h A−1h Ai2−i3 h Ai2 h
columns of Q q1 q2 q3 qi2 qi2+1 qi3 qi3+1
p pi4−1 pi4 pi5−1 pi5
pi . . .  r . . . r  . . .
vectors Kp,k(A, h) Ai2−i3+i4−1h Ai2−i3−1h Ai2−i3−i4+i5+1h Ai2−i3+i4 h
columns of Q qi4 qi4+1 qi5 qi5+1
A non-interrupted sequence of vectors out of the two trailing rows starting with h
and q1 generate, by construction, identical subspaces:
span
{
A−kr h, . . . , Akh
}
= span {q1, q2, . . . , qk}.
The inclusion AKk(A, h) ⊂ Kk+1(A, h) for standard Krylov subspaces is a key
item in the derivation of the Hessenberg structure capturing the recurrence coefficients
for the orthogonal vectors. For the extended case, the values of the position vector affect
the relations.
Lemma 1 (Lemma 3.6 in [14]) For k = 1, …, n − 2,
(a) if pk = , then AKp,k(A, h) ⊆ Kp,k+1(A, h).
(b) if pk = r , then A−1Kp,k(A, h) ⊆ Kp,k+1(A, h).
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Once the position vector is set, we are interested in the matrix H satisfying AQ =
Q H , Q unitary. In [12,14] the structure of the matrix H was already established
for the generic matrix case. In the spirit of this article, we will, however, deduce an
alternative proof along the same lines as for the Hessenberg setting. The matrix H
will be an extended Hessenberg matrix, which has Hessenberg and inverse Hessenberg
blocks on its diagonal. More precisely, based on a given position vector p we define
the characterizing indices i j as follows: i1 = 1 and i j is the position k such that the
( j − 1)th transition from  to r , or r to  takes place between pk−1 and pk . The list is
closed by a trailing i j = n, where n is the dimension of A. We will prove now that the
matrix H meets the extended Hessenberg matrix constraints (reconsider Definition 1
in relation with the indices i j ). To do so, we rely on the following result:
Lemma 2 (Corollary of the Nullity Theorem [13]) Suppose A ∈ Rn×n is a nonsin-
gular matrix, and α, β are nonempty subsets of N with |α| < n and |β| < n, N being
the index set {1, 2, . . . , n} and | · | denoting the cardinality of a set. Then
rank
(
A−1(α;β)
)
= rank (A(N\β; N\α)) + |α| + |β| − n.
Theorem 1 Given a matrix A ∈ Cn×n and a vector h ∈ Cn. Assuming no breakdown,
then the projection of A onto the extended Krylov space Kp,n(A, h) results in an
extended Hessenberg matrix.
Proof Reconsidering the relation AQ = Q H of which we want to extract the structure
of H , we see that for i1 = 1 ≤ i ≤ i2 − 1, Aqi is a linear combination of the vectors
q1, . . . , qi+1. This statement results also from Lemma 1: the values of p1, . . . , pi2−1
all equal  and therefore for 1 ≤ i ≤ i2 − 1
A[q1, . . . , qi ] = [q1, . . . qi+1]H(1 : i + 1, 1 : i),
with H(1 : i2, 1 : i2) thus a Hessenberg matrix. The conclusion on the structure can
be extended to all orthogonal vectors qi for which pi = . More precisely, Lemma 1
implies the general relations
A[q1, . . . , qi ] = [q1, . . . , qi+1]H(1 : i + 1, 1 : i), for i j ≤ i ≤ i j+1 − 1, j odd,
imposing thus a Hessenberg structure on the blocks H(i j : i j+1, i j : i j+1) for odd j .
Unfortunately there is not much to say about the other diagonal blocks. Lemma 1
only implies that for i j ≤ i ≤ i j+1, j even, with pi j+1 thus the earliest next appearance
of  that
AKp,i ⊆ Kp,i j+1 .
This yields
A[q1, . . . , qi ] = [q1, . . . , qi j+1+1]H(1 : i j+1 + 1, 1 : i),
and we get thus a dense block H(i j : i j+1 + 1, i j : i j+1 + 1) for even j .
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To prove the inverse Hessenberg structure of the dense diagonal blocks we use the
inverse relation A−1 Q = Q H−1. First we prove that the blocks H−1(i j : i j+1, i j :
i j+1) are Hessenberg matrices, for even j . To construct the matrix Q starting with
A−1, the elements in the position vector need to be exchanged, i.e., symbols r become
’s and vice versa. In this way exactly the same orthonormal basis vectors are found
leading thus to an identical matrix Q. Identical reasoning as in the previous paragraph
leads us to the Hessenberg structure of the diagonal blocks under consideration. Note
that this implies that the diagonal blocks H−1(i j : i j+1 + 1, i j : i j+1 + 1) are
Hessenberg matrices. Therefore, Lemma 2 implies that
rank
(
H(i j + k : n, 1 : i j + l)
) = rank
(
H−1(i j + l + 1 : n, 1 : i j + k − 1)
)
+ l − k + 1,
≤ (k − l) + (l − k + 1) = 1,
with 0 ≤ l ≤ k ≤ i j+1 − i j , the last equality being due to the fact that H−1(i j :
i j+1 + 1, i j : i j+1 + 1) is a Hessenberg matrix. As
rank
(
H(i j + k : n, 1 : i j + l)
) ≥ rank (H(i j + k : i j+1, i j : i j + l)
)
,
it follows that all submatrices of H(i j : i j+1 +1, i j : i j+1 +1), j even, below the first
superdiagonal are of rank at most one, establishing the inverse Hessenberg structure.

unionsq
3.1 Hermitian matrices
In case the matrix A is Hermitian, a generalization of the Lanczos algorithm can
be constructed for computing the orthonormal basis vectors for an extended Krylov
subspace. In [7] short recurrence relations are derived for the position vectors
p = [, r, , r, , . . .] and p = [, , r, , , r, . . .]. Also the corresponding extended
Hessenberg matrix H , i.e., such that AQ = Q H with Q unitary, shows to have a
banded structure. The results are established by making use of orthogonal Laurent
polynomials.
In this section we propose a different approach and combine Theorem 1, which
predicts the structure of the matrix H as a function of the position vector p and the
relation H = H∗, in order to derive the banded structure of the matrix H . It follows that
any Hermitian extended Hessenberg matrix H has a banded structure, the bandwidth
depending on the structure of the position vector p. Position vectors containing long
strings of consecutive r ’s result in matrices with larger bandwidth, i.e., the larger the
difference i j+1 − i j (with j even if the first element of p is an ), the larger the
bandwidth. This can also be seen in Fig. 2, where a succession of r ’s corresponds to
an inverse Hessenberg block on the diagonal, whereas a succession of ’s corresponds
to a Hessenberg block on the diagonal. Depending on the bandwidth, recurrences of
limited length are obtained. These recurrences, together with Algorithm 1 below are
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Fig. 3 Structure of an Hermitian extended Hessenberg matrix and its inverse
applicable to any configuration of the position vector p, hence they can be seen as a
generalization of the recurrence relations derived in [7].
Figure 2 shows the structure of a general extended Hessenberg matrix together
with its inverse. Projecting the Hermitian conjugate of both matrices on themselves,
the zero structure as depicted in Fig. 3 is found. It is assumed that the position vector
p starts with the symbol .
The values of pi j , pi j +1, . . . , pi j+1−1, for j odd, all equal . Hence Lemma 1(a)
and the relation H∗ = H imply the recurrence relations
βvi+1 = Avi −
i∑
k=i−1
αkqk, i j + 2 ≤ i ≤ i j+1 − 1, (5)
with αk = vTk Avi , β =
√
||Avi ||2 − ∑ik=i−1 |αk |2,
γ vi j +1 = Avi j −
i j∑
k=i j−1
δkvk, (6)
with δk = vTk Avi j , γ =
√
||Avi j ||2 −
∑i j
k=i j−1 |δk |2, and
εvi j +2 = Avi j +1 −
i j +1∑
k=i j−1
χkqk, (7)
with χk = vTk Avi j +1, ε =
√
||Avi j +1||2 −
∑i j +1
k=i j−1 |χk |2.
The values of pi j , pi j +1, · · · , pi j+1−1, for j even, all equal r . Hence, by making
use of Lemma 1(b) and (H−1)∗ = H−1 the same formulas for odd j hold with A
replaced by A−1. We obtain
βvi+1 = A−1vi −
i∑
k=i−1
αkvk, i j + 2 ≤ i ≤ i j+1 − 1, (8)
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with αk = vTk A−1vi , β =
√
||A−1vi ||2 − ∑ik=i−1 |αk |2,
γ vi j +1 = A−1vi j −
i j∑
k=i j−1
δkvk, (9)
with δk = vTk A−1vi j , γ =
√
||A−1vi j ||2 −
∑i j
k=i j−1 |δk |2, and
εvi j +2 = A−1vi j +1 −
i j +1∑
k=i j−1
χkvk, (10)
with χk = vTk A−1vi j +1, ε =
√
||A−1vi j +1||2 −
∑i j +1
k=i j−1 |χk |2.
If the value of the first entry of the position vector p is r , the same recurrence rela-
tions hold with A and A−1 swapped. The above recurrence relations are implemented
in Algorithm 1. Furthermore, in [7] various numerical experiments show these type
of recurrence relations often lead to more accurate results than the standard Lanc-
zos algorithm in the approximation of expressions of the form f (A)v. For several
functions, such as exp(−x)/x , √x , exp(−√x), . . . it is established that projecting the
matrix onto an extended Krylov subspace and exploiting the fact that the resulting
extended Hessenberg matrix is banded, gives rise to better results than using the stan-
dard Lanczos algorithm. As Algorithm 1 is applicable to any position vector p, the
algorithm has the potential to become adaptive and give the user the opportunity to
adjust the position vector at runtime in order to improve convergence. However, the
question of how to choose an optimal position vector is a difficult one and beyond the
scope of this article.
We will now apply the above results to the examples discussed in [7] and show how
for these specific cases the recurrences above reduce to the ones stated in [7]. In the
remainder of this section we switch to the index notation used in [7], i.e., the index
m denotes that the corresponding vector is the result of orthonormalizing Amh with h
the starting vector against the previously computed orthonormal vectors. For the first
example consider the position vector p = [, r, , r, , . . .]. We aim to compute the
corresponding orthonormal basis v0, v1, v−1, v2, v−2, . . .. As in this case the indices
i1, i2, . . . , in are consecutive numbers, Eqs. (5), (7), (8) and (10) do not apply. Hence,
the resulting basis is computed by alternatingly applying Eqs. (6) and (9) which, using
the notation of [7], transform into the recurrence relations
δm+1vm+1 = (A − α−m In)v−m − αmvm, α j = vTj Av−m,
δ−mv−m = (A−1 − βm In)vm − β−m+1v−m+1, β j = vTj A−1vm,
δm+1, δ−m orthonormalization factors to make the corresponding vector of unit length.
These are also the recurrence relations as stated in [7].
Another example which is investigated in [7] is the position vector p =
[, , r, , , r, . . .], giving rise to an orthonormal basis v0, v1, v2, v−1, v3, v4, v−2, . . ..
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Algorithm 1 Algorithm for computing orthonormal extended Krylov bases for Her-
mitian matrices.
Require: Hermitian matrix A ∈ Cn×n , starting vector h, position vector p (starting with ) with im = n
v1 = h/||h||;
w = Av1;
α1 = vT1 w; w = w − α1v1;
β = ||w||; v2 = w/β;
for i = 2 → i2 − 1 do
w = Avi ;
αi−1 = vTi−1w; w = w − αi−1vi−1;
αi = vTi w; w = w − αi vi ;
β = ||w||; vi+1 = w/β;
end for
for j = 2 → m − 1 do
if j odd then
w = Avi j ;
else
w = A−1vi j ;
end if
for k = i j−1 → i j do
δk = vTk w; w = w − δkvk ;
end for
γ = ||w||; vi j +1 = w/γ ;
if j odd then
w = Avi j +1;
else
w = A−1vi j +1;
end if
for k = i j−1 → i j + 1 do
χk = vTk w; w = w − χkvk ;
end for
ε = ||w||; vi j +1 = w/ε;
for i = i j + 2 → i j+1 − 1 do
if j odd then
w = Avi ;
else
w = A−1vi
end if
αi−1 = vTi−1w; w = w − αi−1vi−1;
αi = vTi w; w = w − αi vi ;
β = ||w||; vi+1 = w/β;
end for
end for
return (vi )
Examining the position vector p, one concludes that the corresponding basis can be
computed by alternatingly applying Eqs. (6), (7) and (9). Again, using the notation of
[7], these equations transform into the recurrence relations
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δ2m+1v2m+1 = (A − α−m,−m In)v−m − α−m,2mv2m,
δ2mv2m = (A − α2m−1,2m−1 In)v2m−1 − α2m−1,−m+1v−m+1
−α2m−1,2m−2v2m−2,
δ−mv−m = (A−1 − β2m,2m In)v2m − β2m,−m+1v−m+1 − β2m,2m−1v2m−1,
with α j,k = vTj Avk , β j,k = vTj A−1vk , and δ j a positive factor making the corre-
sponding vector of unit length. Again, these are also the recurrence relations as stated
in [7].
3.2 Unitary matrices
The class of unitary matrices in this extended Krylov space setting exhibits the most
intriguing properties, as recently much attention is paid to the rediscovery of the so-
called C MV -matrix [3,10,15]. The pentadiagonal unitary matrix associated to an
alternating appearance of  and r in the position vector is a C MV -matrix. General-
izations for other types of position vectors can, e.g., be found in [2].
The alternating appearance of ’s and r ’s implies i j = j . The leftmost graphic in
Fig. 4 shows the resulting pentadiagonal structure capturing the recurrence coefficients.
The nonzero matrix elements are represented by bullets. We will prove now in a
different way that this structure is correct.
The second graph reveals the structure of the lower triangular part in correspon-
dence to Sect. 3. Projecting the structure of the inverse matrix on the upper Hessenberg
part, using the relation U∗ = U−1, nicely provides us the zero structure of the upper
triangular part of the matrix H . The elements surrounded by a dotted line belong to
a Hessenberg block, the ones surrounded by a dense line make up an inverse Hes-
senberg matrix. The inverse is characterized by a simple interchange of inverse and
Hessenberg blocks. The third graph provides the structure, with marked blocks, of the
inverse.
The same reasoning applies to any type of position vector. As an example, consider
the position vector p = [, , r, , r, r, , r, . . .]. The latter gives rise to the extended
Hessenberg matrix as depicted in the leftmost graphic in Fig. 5. The rightmost graphic
of Fig. 5 represents the inverse. Again the structure of the lower triangular part is
retrieved in correspondence to Sect. 3, whereas the zero structure of the upper triangular
part results from the relation U∗ = U−1.
Fig. 4 C MV structure
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Fig. 5 Interpretations of an extended unitary Hessenberg matrix and its inverse
4 Two term recursions for unitary matrices
In this section an algorithm will be proposed for computing an orthonormal basis for
an extended Krylov subspace, based on coupled two term recurrences, i.e., vectors
are computed successively by only making use of two of the previously computed
vectors. In [15] it is shown that the vectors which consitute a basis for the extended
Krylov subspace corresponding to the position vector p = [, r, , r, , . . .] can be
computed recursively with a coupled two term recurrence. The term ‘coupled’ refers
to the fact that the latter basis is computed simultaneously with a basis for the extended
Krylov subspace corresponding to the position vector p = [r, , r, , . . .]. Projecting
the unitary matrix under consideration on this extended Krylov subspace, gives rise
to a matrix of CMV-form. Our method places the approach used in [15] in a more
general framework, resulting in an algorithm which is able to compute an extended
Krylov basis for any position vector p.
In the first subsection we revisit the CMV-shape and apply our method to derive the
coupled two term recurrences as stated in [15]. The second subsection discusses the
intended generalization, illustrating its applicability in an example in the third subsec-
tion. Finally, in the fourth subsection a more general example and the corresponding
algorithm are provided.
4.1 CMV shape
Given a unitary matrix U and a random starting vector h, the sequence
h, Uh, U−1h, U 2h, U−2h, U 3h, U−3h, . . .
corresponding to an alternating appearance of ’s and r ’s, can be orthonormalized using
two term recursions. To this end, we orthonormalize this sequence simultaneously with
the sequence
h, U−1h, Uh, U−2h, U 2h, U−3h, U 3h, . . . .
We denote the orthonormal basis associated with the first sequence by (vk), and that
associated with the second sequence by (wk). This means we will successively compute
the basis vectors
v0, v1, v−1, v2, v−2, v3, v−3, . . . ,
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Fig. 6 Links between the sequences corresponding to the bases (vk ) and (wk )
as well as
w0, w−1, w1, w−2, w2, w−3, w3, . . . ,
where vk , wk denote the result of orthonormalizing U kh against all previously com-
puted vectors of (vk), (wk) respectively. We will now present our method as a specific
instance applied to CMV, deriving the same coupled two term recurrences as in [15].
The position vector p = [, r, , r, , r, . . .] corresponds to the sequence of rotations
(11).
(11)
Consider the scheme depicted in Fig. 6, which consists of three sequences of vec-
tors. After orthormalization these give rise to the bases (vk), (v˜k) and (wk). The
sequences are constructed as follows. The sequence corresponding to (v˜k) is obtained
by multiplying the sequence corresponding to (vk) with the unitary factor U−1. This
immediately implies the relation vk = U v˜k−1 for all k ∈ Z. Next consider the twisted
pattern of rotations as depicted in (11). Intuitively, the locations of the rotations in
the first column of this pattern link the sequences corresponding to the bases (v˜k)
and (wk), and the locations of the rotations in the second column link the sequences
corresponding to the bases (wk) and (vk). More precisely, the sequence corresponding
to (wk) can be derived from that of (v˜k) by swapping neighbouring elements when-
ever there is a rotation acting on the same positions in the first column. Analogously,
the sequence corresponding to (vk) can be derived from that of (wk) be swapping
neighbouring elements whenever there is a rotation acting on the same positions in
the second column. This is depicted by the arrows in Fig. 6.
Note that the crosses in Fig. 6 follow the same pattern as the rotations in (11), i.e.,
if we go the left in the pattern of rotations (11), we go down in Fig. 6; if we go the
right in the pattern of rotations (11), we go up in Fig. 6.
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Lemma 3 Using the scheme of Fig. 6, the following equalities can be derived:
span{v˜−1, . . . , v˜−k, v˜k−1} = span{w0, . . . , wk−1, w−k}, (12)
span{v˜−1, . . . , v˜−k, v˜k−1} = span{v˜−1, . . . , v˜−k, wk−1}, (13)
span{w0, . . . , wk−1, w−k} = span{w0, . . . , wk−1, v˜−k}, (14)
and
span{w0, . . . , w−k, wk} = span{v0, . . . , vk, v−k}, (15)
span{w0, . . . , w−k, wk} = span{w0, . . . , w−k, vk}, (16)
span{v0, . . . , vk, v−k} = span{v0, . . . , vk, w−k}, (17)
for all k > 0.
Proof We provide a proof only for equalities (12)–(14) as equalities (15)–(17) follow
analogously. Equality (12) is derived from the fact that the sequences in Fig. 6 under-
lying the bases (v˜k) and (wk) are equal to each other up to permutation, and therefore
span the same subspaces. More precisely, we have that
span{v˜−1, v˜0, . . . , v˜−k, v˜k−1} = span{U−1h, h, . . . ,U−kh, U k−1h}
= span{h, U−1h, . . . , U k−1h, U−kh}
= span{w0, w−1, . . . , wk−1, w−k},
thereby establishing Eq. (12). Next note that wk−1 is contained in
span{h, U−1h, . . . , U k−2h, U−k+1h, U k−1h}
= span{w0, w−1, . . . , wk−2, w−k+1, U k−1h}
= span{v˜−1, v˜0, . . . , v˜−k+1, v˜k−2, U k−1h},
where the last equality is due to (12). A key observation is that when writing wk−1
down as a linear combination of the vectors v˜−1, v˜0, . . . , v˜−k+1, v˜k−2 and U k−1h, the
coefficient in the direction of U k−1h is nonzero.
Hence, we obtain
span{v˜−1, v˜0, . . . , v˜−k, v˜k−1} = span{v˜−1, v˜0, . . . , v˜−k, U k−1h}
= span{v˜−1, v˜0, . . . , v˜−k, wk−1},
where the second equality is justified by the observation made in the previous para-
graph, inducing equality (13). Equality (14) can be deduced using the same reasoning
as for Eq. (13) by interchanging the roles of (v˜k) and (wk). 
unionsq
Equalities (12)–(14) are due to the crosses linking the sequences corresponding to
(v˜k) and (wk), whereas equalities (15)–(17) are due to the crosses linking the sequences
corresponding to (wk) and (vk). The columns in Fig. 6 determine the order in which
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the orthonormal vectors will be computed. Intuitively each cross in Fig. 6 represents
a coupled two term recurrence. Going through the pattern of crosses, the orthonormal
vectors are computed columnwise. Note that (v˜k) is only utilized to connect (vk) and
(wk), and does not appear explicitly in the recurrences.
As an example for the application of Lemma 3, consider the computation of v2,
v˜1 and w−2, i.e., the fourth column of orthonormal vectors to be computed in Fig. 6.
To compute w−2 one has to orthonormalize U−2h against w0, w−1 and w1. Equation
(14) implies that U−2h can by replaced by v˜−2 without altering the resulting vector
w−2, i.e., one can orthonormalize v˜−2 against w0, w−1 and w1 in order to obtain w−2.
As v˜−2 is already orthogonal to
span{w0, w−1} = span{h, U−1h} = span{v˜−1, v˜0},
where the latter is due to (12), w−2 is the result of orthonormalizing v˜−2 against
w1. Analogously, v˜1 which is part of the same cross structure as w−2 is the result of
orthonormalizing w1 against v˜−2. The vector v2 is computed as U v˜1.
In general, by the same reasoning as in the previous paragraph, the crosses connect-
ing the sequences corresponding to (v˜k) and (wk) give rise to the recurrence relations
v˜kβk = wk + v˜−k−1αk,
w−k−1βk = v˜−k−1 + wk α¯k,
or equivalently
vk+1βk = Uwk + v−kαk,
w−k−1βk = U−1v−k + wk α¯k,
where
αk = −〈Uwk, v−k〉, βk =
√
1 − |αk |2.
The crosses linking the sequences corresponding to (vk) and (wk) give rise to the
recurrence relations
wk+1	k = vk+1 + w−k−1δk,
v−k−1	k = w−k−1 + vk+1δ¯k,
where
δk = −〈vk+1, w−k−1〉, 	k =
√
1 − |δk |2.
Consequently, we have rediscovered the recurrence relations discussed in [15] for
computing the bases (vk) and (wk) simultaneously. Given the recurrence relations,
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one can see that the matrix of U with respect to the bases (wk) and (vk) is given by
the matrix
X = V∗UW =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−α0 β0
β0 α¯0
−α1 β1
β1 α¯1
−α2 β2
β2 α¯2
. . .
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
,
and the matrix of the identity operator with respect to the bases (vk) and (wk) is given
by the matrix
Y = W∗ I V =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
1
−δ0 ε0
ε0 δ¯0
−δ1 ε1
ε1 δ¯1
−δ2 ε2
ε2 δ¯2
. . .
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
.
Hence, the matrix of U with respect to the bases (vk) is given by XY , which is a
matrix of pentadiagonal form, as already shown in Sect. 3.2.
4.2 The swapping procedure
In this section the technique of swapping elements as described in Subsect. 4.1 will
be generalized, with the intention of determing two term recurrences for arbitrary
extended Krylov sequences for unitary matrices.
We will explain this by means of an example. Consider the pattern of rotations as
depicted in Fig. 7, which corresponds to the sequence
h, Uh, U 2h, U−1h, U−2h, U−3h, U 3h, U 4h, U−4h, U−5h, U 5h, . . . .
(18)
The pattern of rotations as depicted in Fig. 7 consists of four columns. From the
sequence (18) four additional sequences will be constructed, denoted with auxiliary
sequence 1 up to 4. These sequences are depicted in Fig. 8. The first auxiliary sequence
is obtained by multiplying sequence (18) with U−1. Next we apply to the first auxiliary
sequence what we will call the swapping procedure. The second auxiliary sequence is
obtained by swapping neighbouring elements in the first auxiliary sequence whenever
there is a rotation acting on the same positions in the first column of the pattern
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Fig. 7 Graphical representation
of the swapping procedure
Fig. 8 The swapping procedure applied
of rotations (7). The third auxiliary sequence is obtained by swapping neighbouring
elements in the second auxiliary sequence whenever there is a rotation acting on
the same positions in the second column of the pattern of rotations (7) and finally
the fourth auxiliary sequence is obtained by swapping neighbouring elements in the
third sequence whenever there is a rotation acting on the same positions in the third
column of the pattern of rotations (7). The essence of the method is that by swapping
neighbouring elements in the fourth (final) auxiliary sequence whenever there is a
rotation acting on the same positions in the fourth (last) column of the pattern of
rotations, one obtaines the original sequence (18). In order to prove this, consider
Fig. 7 where the result of the swapping procedure is shown, i.e., when applied to
some sequence of vectors, the vector in the first position is transfered to the fourth
position, the vector in the second position is transfered to the first position, and so on.
Note that the pattern of rotations can be divided into two subsequences, a sequence
corresponding to ascending exponents which is highlighted in red and a sequence
corresponding to descending exponents which is highlighted in blue. As is depicted
in Fig. 7, if the i th rotation is highlighted in red, the i th element of the sequence is
mapped to the j th element, where the j th rotation is the last rotation highlighted in red
and preceding the i th one. If the i th rotation is highlighted in blue, the i th element of
the sequence is mapped to the j th element, where the j th rotation is the first rotation
highlighted in blue and following the i th one. In other words, applying the swapping
procedure is indentical with multiplication by U . Therefore, applying the swapping
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Fig. 9 Two patterns of rotations
representing the same unitary
matrix
procedure to the first auxiliary sequence, the latter being the original sequence (18)
times U−1, returns the original sequence (18).
Obviously, the same reasoning applies to any patterns of rotations and the associated
number of sequences to be generated.
Remark 2 In order to compute an extended Krylov basis, the algorithm presented
below introduces additional bases which are coupled with the latter basis and with each
other by two term recurrences. These additional bases are created by the swapping
procedure as described in this section. The number of additional bases is determined
by the number of columns of the corresponding pattern of rotations. Sometimes the
number of additional bases can be reduced by rewriting the pattern of rotations. Con-
sider Fig. 9. On the left a rotation pattern is shown consisting of four columns, whereas
on the right a pattern of rotations is depicted consisting of only three columns, though
both patterns represent the same matrix. Therefore, applying the algorithm described
below on the left pattern will give rise to the computation of four additional bases and
a factorization of the corresponding extended Hessenberg matrix comprised of four
factor matrices, whereas applying the same algorithm on the left pattern will give rise
to the computation of three additional bases and a factorization of the same extended
Hessenberg matrix comprised of three factor matrices.
4.3 Two periodic pattern of rotations
Our aim is to apply the swapping procedure of Sect. 4.2 to arbitrary extended Krylov
sequences. As an example to describe our method, we orthonormalize the sequence
h, Uh, U 2h, U−1h, U−2h, U 3h, U 4h, U−3h, U−4h, . . . ,
of which the position vector corresponds to the pattern of rotations (19).
(19)
The pattern (19) consists of three columns, hence we will simultaneously ortho-
normalize four sequences giving rise to the bases (vk), (v˜k), (wk) and (uk). First
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Fig. 10 Links between the sequences corresponding to the bases (vk ), (wk ) and (uk )
the sequence corresponding to (v˜k) is constructed by multiplying the vectors of the
sequence corresponding to (vk) with U−1. The sequence corresponding to (wk) can
be derived from that of (v˜k) by swapping neighbouring elements whenever there is a
rotation acting on the same positions in the first column. The sequence corresponding
to (uk) can be derived from that of (wk) by swapping neighbouring elements whenever
there is a rotation acting on the same positions in the second column. And finally, the
sequence corresponding to (vk) can be derived from that of (uk) be swapping neigh-
bouring elements whenever there is a rotation acting on the same positions in the third
column. This links all three sequences in a cyclic way and is depicted in Fig. 10. Note
that the arrows in Fig. 10 follow the same pattern as the rotations in (19), i.e., if we
go the left in the pattern of rotations (19), we go down in Fig. 10; if we go the right in
the pattern of rotations (19), we go up in Fig. 10.
Using Fig. 10, similar equalities between the spans of several subspaces can be
deduced as in Lemma 3. Again the crosses connecting the different vectors contain
all necessary information. Suppose we have an orthonormal vector y of which the
underlying product of a power of U with h is located in the right column of a cross.
Then the span of all vectors in the corresponding basis computed before y, including y
itself, remains the same if y is replaced by the orthonormal vector which is connected
to y by the cross. We do not write down these equalities since it would make our
discussion unnecessarily complicated (due to the heavy use of indices) and would not
contribute to the insight Fig. 10 already provides us. Instead, we rely on Fig. 11, which
gives a schematic view on the order of computation of the orthonormal vectors.
Figure 11 should be read together with Fig. 10. The orthonormal vectors are com-
puted column by column. In each column, vectors which are located in a black disk are
orthonormalized first. Vectors in the same column which are connected to each other
with a solid line result in the same orthonormal vector. The dashed line represents the
relation v˜k = U−1vk+1.
To illustrate this, suppose we want to compute the fifth column in Fig. 10, i.e.,
the orthonormal vectors v−2, v˜−3, w2 and u−2. The vectors w2 and u−2 are marked
with a black circle in Fig. 11 and are calculated first. The vector w2 is the result of
orthonormalizing U 2h against w0, w−1, w1 and w−2. As u2 is a linear combination
of h, Uh, U−1h and U 2h with a nonzero component in the direction of U 2h, U 2h
can be replaced by u2 without altering the resulting vector w2, i.e., the vector w2 is
the result of orthonormalizing u2 against w0, w−1, w1 and w−2. Since u2 is already
orthogonal to
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Fig. 11 Schematic view on the order of computation of the orthonormal vectors
span{u0, u1, u−1} = span{h, Uh, U−1h} = span{w0, w−1, w1},
w2 is the result of orthonormalizing u2 against w−2. Similarly, u−2 is the result of
orthonormalizing w−2 against u2. One obtains the recurrence relations
w2ε1 = u2 + w−2δ1,
u−2ε1 = w−2 + u2δ¯1,
where
δ1 = −〈u2, w−2〉, ε1 =
√
1 − |δ1|2.
The vector v−2 is marked with a white circle and connected by a solid line with
u−2. At the same time it is connected by a dashed line with v˜−3. The vector v−2 is the
result of orthonormalizing U−2h against
span{v0, v1, v2, v−1} = span{h, Uh, U 2h, U−1h},
whereas the vector u−2 is the result of orthonormalizing U−2h against
span{u0, u1, u−1, u2} = span{h, Uh, U−1h, U 2h}.
The latter implies that v−2 and u−2 are obtained by orthonormalizing U−2h against
the same subspace, implying that both vectors are equal up to a unimodular factor,
which we choose to be one. Therefore, one obtains
v−2 = u−2.
Finally, by construction one has
v˜−3 = U−1v−2.
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In this way one proceeds columnwise, computing the bases (vk), (wk) and (uk) simul-
taneously.
The matrix of U with respect to the bases (wk) and (vk) is given by the matrix
X = V∗UW =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
−α0 β0
β0 α¯0
1
1
−α1 β1
β1 α¯1
1
. . .
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
,
the matrix of the identity operator with respect to the bases (uk) and (wk) is given by
the matrix
Y = W∗ I U =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
1
−δ0 ε0
ε0 δ¯0
−δ1 ε1
ε1 δ¯1
−δ2 ε2
ε2 δ¯2
. . .
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
,
and the matrix of the identity operator with respect to the bases (vk) and (uk) is given
by the matrix
Z = U∗ I V =
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
1
1
−ξ0 γ0
γ0 ξ¯0
1
1
. . .
⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
.
The product XY Z is an extended Hessenberg matrix corresponding to the position
vector p = [, , r, r, , , . . .].
4.4 Arbitrary rotation patterns and algorithm
In this section a new algorithm is presented for computing an orthonormal extended
Krylov basis. Algorithm 2 returns an orthonormal basis (vk) for an arbitrary extended
Krylov subspace, given a unitary matrix U , a starting vector h and a position vector
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p determining the ordering of the extended Krylov sequence. Together with the basis
vectors (vk) the corresponding extended Hessenberg matrix H , i.e., the projection of
U on the extended Krylov subspace, is returned. When examining Algorithm 2, note
that to compute the upper left m × m submatrix of H correctly, a position vector of
length m is required. We will now explain the mechanics of the algorithm by means
of an example. Consider the extended Krylov sequence
h, U−1h, Uh, U−2h, U−3h, U−4h, U 2h, . . . ,
corresponding to the position vector p = [r, , r, r, r, , . . .] and therefore to the pattern
of rotations (20).
(20)
The pattern (20) consists of four columns, hence in addition to the sequences (wk)
and (uk) an extra sequence (zk) is needed. This is visualized in Fig. 12.
Figure 13 shows the order in which the orthonormal vectors are computed. Given
this and the examples of the previous subsections, the building blocks for a general
algorithm can be constructed. Vectors which are part of a cross structure in Figs. 12
and 13 are computed by the recurrence relations
Fig. 12 Links between the sequences corresponding to (vk ), (wk ), (uk ) and (zk )
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Fig. 13 Schematic view on the order of computation of the orthonormal vectors
where α = −〈y, x〉 and β = √1 − |α|2. The coefficients α and β are stored as they
are part of the sparse factorization of the corresponding extended Hessenberg matrix.
Orthonormal vectors which are connected with a solid line in Fig. 13 are the same.
The dashed line indicates multiplication with U , i.e., for each k ∈ Z, vk = U v˜k−1. As
the vectors indicated with a black disk are computed first, the vectors indicated with a
white disk are found at once. This allows us to run through Fig. 13 column by column,
computing the bases (vk), (wk), (uk) and (zk) simultaneously. Note that as our main
interest is to compute the basis (vk), we do not need to store the whole bases (v˜k),
(wk), (uk) and (zk), but only the most recently computed vectors of the latter bases as
these are the vectors necessary to compute the next basis vector of (vk).
We will now clarify some of the notation used in Algorithm 2. In contrast to the
rest of the manuscript, the orthonormal basis vectors (vk) are indexed linearly, i.e., k
denotes the order in which the vectors are computed, starting with v1. In each iteration
only the most recently computed vectors of the auxiliary bases need to be stored,
these are denoted by the vectors w1, . . . , wwidth . In the example above width = 4
and w1, w2, w3, w4 correspond to the most recently computed vector of the bases
(v˜k), (wk), (uk) and (zk) respectively. Note that the variable width corresponds with
the width of the pattern (20). Finally, the vector row is used to keep track of the
current location in the pattern. More specifically, row(i) indicates the row number
of the upper left element of the i th cross. In the example of Fig. 13 we have row =
[4, 3, 4, 3, 2, 1, . . .]. The vector row is easily obtained from the position vector p.
Algorithm 2 clearly exhibits a computational advantage with respect to the classical
Arnoldi algorithm, as in each iteration only one inner product needs to be computed.
In order to gain this computational advantage, w extra bases need to be computed
simultaneously with the original extended Krylov basis, where w is the width of the
corresponding pattern of rotations. The width w of this pattern is at most equal to the
number of orthonormal vectors to be retrieved, i.e., when the position vector p consists
entirely of ’s or entirely of r ’s. As we only need to store the most recently computed
orthonormal vectors of this extra bases, the memory cost of Algorithm 2 is at worst
twice as high as the memory cost of Arnoldi. Another advantage of Algorithm 2 is
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Algorithm 2 Algorithm for computing orthonormal extended Krylov bases for unitary
matrices.
Require: unitary matrix U , starting vector h, position vector p
 Initialization
v1 ← h/||h||2;
for i = 1 → row(1) do
wi ← U∗v1;
end for
for i = row(1) + 1 → width do
wi ← v1;
end for
for i = 1 → width do
Hi = Ilength p+1
end for
 Update vectors located in black disks
for k = 2 → length p + 1 do
if row(k − 1) = width then
x ← wrow(k−1);
y ← vk−1;
α ← −〈y, x〉;
β ← √1 − αα¯;
wrow(k−1) ← (y + αx)/β;
vk ← (x + α¯y)/β;
else
x ← wrow(k−1);
y ← wrow(k−1)+1;
α ← −〈y, x〉;
β ← √1 − αα¯;
wrow(k−1) ← (y + αx)/β;
wrow(k−1)+1 ← (x + α¯y)/β;
end if
 Update vectors located in white disks
if row(k) > row(k − 1) then
for i = 1 → row(k − 1) − 1 do
wi ← wrow(k−1);
end for
vk ← Uw1;
for i = row(k − 1) + 2 → width do
wi = vk ;
end for
else
if row(k − 1) = width then
for i = row(k − 1) + 2 → width do
wi ← wrow(k−1)+1;
end for
vk ← wwidth ;
for i = 1 → row(k − 1) − 1 do
wi ← U∗vk ;
end for
end if
end if
 Update Hessenberg factorization( (
Hrow(k−1)
)
k−1,k−1
(
Hrow(k−1)
)
k−1,k(
Hrow(k−1)
)
k,k−1
(
Hrow(k−1)
)
k,k
)
←
( −α β
β α¯
)
end for
H ← H1 H2 . . . Hwidth
return (vk ), H
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the computation of the associated extended Hessenberg matrix H , which is returned
in factored form, the factors being sparse block matrices consisting of an alternating
sequence of 2 × 2 unitary rotations and identity blocks.
In case the position vector p consists of an entire sequence of ’s, the algorithm will
compute an orthonormal Krylov basis for a unitary matrix. For this case, the reader
might be interested in the isometric Arnoldi algorithm [5,6,16], which is also based
on coupled two term recurrences.
5 Conclusion
We established a new proof for the general structure of the projection of a matrix onto
an extended Krylov subspace, which is a matrix containing a sequence of overlapping
blocks on the diagonal which are alternatingly of Hessenberg and inverse Hessenberg
form. Furthermore, we characterized this matrices by means of their Q R-factorization,
the factor Q being a product of 2 × 2 unitary rotations. This allowed us to derive and
extend the recurrences for Hermitian matrices as established in [7], without the use of
orthonormal polynomial relations. Furthermore, we investigated the structure of uni-
tary extended Hessenberg matrices and derived corresponding recurrences, including
the CMV-form and its associated coupled two term recurrence as was established in
[15].
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