A consequent approach is proposed to construct symplectic force-gradient algorithms of arbitrarily high orders in the time step for precise integration of motion in classical and quantum mechanics simulations. Within this approach the basic algorithms are first derived up to the eighth order by direct decompositions of exponential propagators and further collected using an advanced composition scheme to obtain the algorithms of higher orders. Contrary to the scheme proposed by Chin and Kidwell ͓Phys. Rev. E 62, 8746 ͑2000͔͒, where high-order algorithms are introduced by standard iterations of a force-gradient integrator of order four, the present method allows one to reduce the total number of expensive force and its gradient evaluations to a minimum. At the same time, the precision of the integration increases significantly, especially with increasing the order of the generated schemes. The algorithms are tested in molecular dynamics and celestial mechanics simulations. It is shown, in particular, that the efficiency of the advanced fourth-order-based algorithms is better approximately in factors 5 to 1000 for orders 4 to 12, respectively. The results corresponding to sixthand eighth-order-based composition schemes are also presented up to the sixteenth order. For orders 14 and 16, such highly precise schemes, at considerably smaller computational costs, allow to reduce unphysical deviations in the total energy up in 100 000 times with respect to those of the standard fourth-order-based iteration approach.
I. INTRODUCTION
Understanding the dynamic phenomena in classical and quantum many-body systems is of importance in most areas of physics and chemistry. The development of efficient algorithms for solving the equations of motion in such systems should therefore impact a lot of fields of fundamental research. During the last decade a considerable activity ͓1-9͔ has been directed on the construction of symplectic timereversible algorithms that employ decompositions of the evolution operators into analytically solvable parts. The decomposition algorithms exactly preserve all Poincaré invariants and, thus, are ideal for long-time integration in molecular dynamics ͓10͔ and astrophysical ͓11͔ simulations. The reason is that for these algorithms the errors in energy conservation appear to be bounded even for relatively large values of the size of the time step. This is in a sharp contrast to traditional Runge-Kutta and predictor-corrector schemes ͓12,13͔, where the numerical uncertainties increase linearly with increasing the integration time ͓9,14 -17͔.
The main attention in previous investigations has been devoted to derive different-order decomposition algorithms involving only force evaluations during the time propagation. For instance, the widely used velocity-and positionVerlet algorithms ͓18,19͔ relate, in the general classification, to a three-stage decomposition scheme of the second order with one force evaluation per step. The fourth-order algorithm by Forest and Ruth ͓2͔ corresponds to a scheme with three such force recalculations and consists of seven singleexponential stages. Sixth-order schemes are reproduced ͓4,6͔ beginning from fifteen stages and seven evaluations of force for each body in the system per given time step. With further increasing the order of force decomposition schemes, the number of stages and thus the number of the corresponding nonlinear equations ͑which are necessary to solve numerically to obtain the required time coefficients for singleexponential propagations͒ increases drastically. In addition, such equations become too cumbersome and all these, taking into account the capabilities of modern supercomputers, led to the impossibility of representing the direct decomposition algorithms of order eight and higher in an explicit form ͓6͔. In order to simplify this problem, it was proposed ͓1,3,5,6,20-23͔ to derive higher-order integrators by composing schemes of lower ͑actually second͒ orders. The resulting second-order-based composition algorithms have been explicitly obtained up to the tenth order ͓5,6,22͔.
Relatively recently ͓24 -26͔, a deeper analysis of the operator factorization process has shown that the class of analytically integrable decomposition integrators can be extended including additionally a higher-order commutator into the single-exponential propagations. As a consequence, a set of so-called force-gradient algorithms of the fourth order has been introduced. A distinguishable feature of these algorithms is the possibility to generate solutions using only positive values for time coefficients during each substage of the integration. This is contrary to the original decomposition approach, where beyond second order ͑as has been rigorously proved by Suzuki ͓3͔͒ any scheme expressed in terms of only force evaluation must produce some negative time coefficients. We mention that applying negative time propagations is impossible, in principle, in such important fields as nonequilibrium statistical mechanics, quantum statistics, stochastic dynamics, etc., because one cannot simulate diffusion or stochastic processes backward in time nor sample configurations with negative temperatures. In the case of stochastic dynamics simulations it has been demonstrated explicitly ͓27,28͔ that using fourth-order force-gradient algorithms leads to much superior propagation over standard Verletbased schemes of the second order in that it allows much larger time steps with no loss of precision. A similar pattern was observed in classical dynamics simulations comparing the usual fourth-order algorithm by Forest and Ruth with its force-gradient counterparts ͓26͔.
Quite recently, Chin and Kidwell ͓29͔ have considered a question of how to iterate the force-gradient algorithms to higher orders. The iteration was based on Creutz and Gocksch's approach ͓30͔ according to which an algorithm of order Kϩ2 can be obtained by triplet construction of a self-adjoint ͑i.e., time-reversible͒ scheme of order K. Then starting from a fourth-order integrator, it has been shown in actual celestial mechanics simulations that for orders 6, 8, 10, and 12, the numerical errors corresponding to the force-gradient-based schemes are significantly smaller than those of the schemes basing on iterations of usual nongradient algorithms. The resulting efficiency of the integration has also increased considerably despite increased computational efforts spent on the calculations of force gradients. The same has been seen in the case of quantum mechanics simulations when solving the time-dependent Schrödinger equation ͓31͔.
It is worth emphasizing, however, that the iteration scheme proposed by Chin and Kidwell is far to be optimal for deriving high-order integrators belonging to the forcegradient class. The reason is that the number of total force and its gradient evaluations increases too rapidly with increasing K. Remembering that such evaluations constitute the most time-consuming part of the calculations, this may restrict the region of applicability of force-gradient algorithms to relative low orders only. Note that high-order computations are especially desirable in problems of astrophysical interest, because then one can observe a system over a very long period of time. They may also be useful in highly precise molecular dynamics and quantum mechanics simulations to identify or confirm very subtle effects.
In the present paper we propose a general approach to construction of symplectic force-gradient algorithms of arbitrary orders. The approach considers the splitting and composing of the evolution operators on the basic level, taking into account the explicit structure of truncation terms at each given order in the time step. This has allowed us to obtain exclusively precise and economical algorithms by using significantly smaller number of single-exponential propagations than that appearing within standard decomposition and iteration schemes. The paper is organized as follows. The equations of motion for classical and quantum systems are presented in Sec. II A. The integration of these equations by direct decompositions and their force-gradient generalization are described in Sec. II B. Explicit expressions for basic force-gradient algorithms of orders 2, 4, 6, and 8 are also given there. The higher-order integration based on advanced compositions of lower-order schemes is considered in Sec. II C. The composition constants for fourth-, sixth-, and eighth-order-based schemes are calculated and written in the same section up to the overall order 16. Sections III A and III B are devoted to applications of obtained force-gradient algorithms to molecular dynamics and celestial mechanics simulations, respectively. A comparative analysis of the introduced algorithms with existing integrators is made there as well. The final discussion and concluding remarks are highlighted at the end in Sec. IV.
II. GENERAL THEORY OF CONSTRUCTION OF FORCE-GRADIENT ALGORITHMS
A. Basic equations of motion for classical and quantum systems
Consider first a classical N-body system described by the Hamiltonian
where r i is the position of particle i moving with velocity v i ϭdr i /dt and carrying mass m i , (r i j )ϵ(͉r i Ϫr j ͉) denotes the interparticle potential of interaction, and T and U relate to the total kinetic and potential energies, respectively. Then the equations of motion can be presented in the following compact form:
Here ϭ͕r,v͖ϵ͕r i ,v i ͖ is the full set (iϭ1,2, . . . ,N) of phase variables, ‫͔ؠ͓‬ represents the Poisson bracket and
is the Liouville operator with f i ϭϪ͚ j( jϭ " i) N Ј(r i j )r i j /r i j being the force acting on particles due to the interactions.
In the case of quantum systems, the state evolution can be described by the time-dependent Schrödinger equation,
where TϭϪ
2 /m i and U are the kinetic and potential energy operators, respectively, and is the wave function. The so-called quantum-classical dynamics models ͓32͔ can also be introduced. This leads to a coupled system of Newtonian ͑2͒ and Schrödinger ͑4͒ equations. But, in order to simplify notations, we restrict ourselves to the above purely classic and quantum considerations.
If an initial configuration (0) or (0) is provided, the unique solution to Eq. ͑2͒ or ͑4͒ can be formally cast as
where ⌬t and lϭt/⌬t are the size of the single time step and the total number of steps, respectively, R denotes either or , whereas L corresponds to L or ϪiH/ប. As is well known, the time evolution of many-particle systems cannot be performed exactly in the general case. Thus, the problem arises on evaluating the propagator e L⌬t by numerical methods. 
͑8͒
is readily derived from Eq. ͑6͒ by putting Pϭ2 with a 1 ϭ0, b 1 ϭb 2 ϭ1/2, and a 2 ϭ1. The fourth-order (Kϭ4) algorithm proposed by Forest and Ruth ͓2͔ is obtained from Eq. ͑6͒ at Pϭ4 with a 1 ϭ0, a 2 ϭa 4 ϭ, a 3 ϭ(1Ϫ2), b 1 ϭb 4 ϭ/2, and b 2 ϭb 3 ϭ(1Ϫ)/2, where ϭ1/(2Ϫͱ 3 2). Schemes of the sixth order (Kϭ6) are derivable starting from Pϭ8 with numerical representation of time coefficients ͓4,6͔.
The original decomposition approach has, however, a set of disadvantages. First of all, it is worth pointing out that with further increasing the order of integration ͑6͒ to Kϭ8 and higher, the number 2 P of unknowns a p and b p begins to increase too rapidly. This leads to the impossibility of representing algorithms of such a type for KϾ6 in an explicit form ͓6͔, because it becomes impossible to solve the same number of the resulting cumbersome nonlinear equations ͑with respect to a p and b p ) even using the capabilities of modern supercomputers. Another drawback consists in the fact that for KϾ2 it is impossible ͓3͔ at any P to derive from Eq. ͑6͒ a decomposition scheme with the help of only positive time coefficients. For example, in the case of ForestRuth integration, three of eight coefficients, namely, a 3 , b 2 , and b 3 , are negative. As was mentioned in the introduction, schemes with negative time coefficients have a restricted region of application and are not acceptable for simulating nonequilibrium statistical mechanics, quantum statistics, stochastic dynamics, and other important processes. Moreover, for schemes expressed in terms of force evaluation only, the main term O(⌬t Kϩ1 ) of truncation uncertainties appears to be, as a rule, too big, resulting in a decrease in the efficiency of the computations.
Generalized force-gradient decomposition method
From the aforesaid, it is quite desirable to introduce a more general approach that is free of the above disadvantages. At the same time, this approach, like the original scheme, must be explicit, i.e., lead to analytical propagations. In addition, it is expected that the already known decomposition algorithms should appear from it as particular cases.
Let us first analyze the structure of third-order truncation errors O(⌬t 3 ) of the velocity-Verlet algorithm in detail. Expanding both the sides of Eq. ͑8͒ into Taylor's series with respect to ⌬t, one finds 
͑9͒
where ͓,͔ denotes the commutator of two operators. Taking into account the explicit expressions for operators A and B it can be shown that one of the two third-order operators in Eq. ͑9͒, namely †B,͓A,B͔ ‡, is relatively simple and, more importantly, it allows to be handled explicitly, contrary to the operator †A,͓A,B͔ ‡. In the case of classical systems it can be obtained readily that
where g i␣ ϭ2 ͚ j␤ f j␤ /m j ‫ץ‬f i␣ /‫ץ‬r j␤ . In view of the expression f i␣ ϭϪ͚ j( j i) Ј(r i j )(r i␣ Ϫr j␣ )/r i j for forces, the required force-gradient evaluations ‫ץ‬f i␣ /‫ץ‬r j␤ are explicitly representable, i.e.,
As can be seen easily from Eqs. ͑10͒ and ͑11͒, the operator C commutes with Bϵa"‫ץ/ץ‬v, and, in addition, the function G like a does not depend on velocity. For quantum systems, where Cϭi ͚ i ͉" i U͉ 2 /(បm i ), the corresponding calculations also present no difficulties ͑at least for particles in external fields͒, because this requires only knowing the gradient of the potential.
An important feature of decomposition integration ͑13͒ is that it, being applied to classical dynamics simulations, conserves the symplectic map of particle's flow in phase space. This is so because separate shifts of positions ͑7͒ and velocities ͑14͒ do not change the phase volume. The time reversibility S(Ϫt)R(t)ϭR (0) Here we take into account the fact that the operators B and C commute between themselves, i.e., ͓B,C͔ϭ0, so that any occurrence of constructions containing the chain †B,͓B, †A,B ‡͔ ‡ has been ignored ͑in particular, for fifth-order truncation term O 5 this has allowed us to exclude the two zero-valued commutators †B,͓B, †B,͓A,B͔ ‡͔ ‡ and †A,͓B, †B,͓A,B͔ ‡͔ ‡). The multipliers ␣, ␤, ␥ 1Ϫ4 , and 1Ϫ10 , arising in Eqs. ͑16͒-͑18͒, are functions of the coeffi-cients a p , b p , and c p , where pϭ1,2, . . . ,P. The concrete form of these functions will depend on P and the version ͑velocity or position͒ under consideration.
The most simple way to obtain explicit expressions for the multipliers consists in the following. First, since we are dealing with self-adjoint schemes, the total number of singleexponential operators ͑stages͒ in Eq. ͑13͒ is actually equal to Sϭ2 PϪ1, i.e., it accepts only odd values ͑mention that one of the boundary set of coefficients is set to zero, a 1 ϭ0 or b P ϭc P ϭ0). Then we can always choose a central singleexponential operator, and further consecutively applying P Ϫ1 times the two types of symmetric transformation, ϵa p , b (n) ϵb p , and c (n) ϵc p in both the lines of transformation ͑19͒. For velocitylike decomposition with odd P or positionlike at even P, the central operator will be e
In this case, the procedure should be started with the first type of transformation at
The recursive relations between the multipliers , , ␣, ␤, and ␥ 1Ϫ4 corresponding to the first line of Eq. ͑19͒ are
For the second type of transformation the relations read
The relations for 1Ϫ10 are presented in the Appendix. In such a way, at the end of the recursive process ͑i.e., after P Ϫ1 steps͒ the multipliers can readily be obtained. The form of the first two multipliers are particularly simple and look as ϭ͚ pϭ1 P a p and ϭ͚ pϭ1 P b p . So that, as was already mentioned above, putting ϭ1 and ϭ1 will cancel the firstorder truncation uncertainties ͑because the resulting exponential propagator must behave like e (AϩB)⌬t ). Next multipliers should be set to zero and we come to the necessity of solving a system of nonlinear equations ͑so-called order conditions͒ with respect to a p , b p , and c p . We shall now consider actual self-adjoint algorithms of orders Kϭ2, 4, 6, and 8.
Force-gradient algorithms of order two
Putting Pϭ2 in Eq. ͑13͒ with a 1 ϭ0, b 1 ϭb 2 ϭ1/2, a 2 ϭ1, and c 1 ϭc 2 ϵ leads to the following velocity-forcegradient algorithm of the second (Kϭ2) order: for which ␣ϭϪ1/24 and ␤ϭϪ1/12ϩ. Letting ϭ1/12 will minimize the third-order truncation errors to the value ␣ †A,͓A,B͔ ‡⌬t 3 , which is even twice smaller in magnitude than that of the velocity version. Note, however, that for both versions ͑28͒ and ͑29͒, which require one force plus one force-gradient evaluations per time step, the order of integration is not increased with respect to the usual ͑when ϭ0) Verlet integrators requiring only one force recalculation. In view of this, the applying force gradients in a particular case of Pϭ2 can be justified only for strongly interacting systems when the kinetic part A of the Liouville operator L is much smaller than the potential part B, i.e., when LϭAϩB with Ӷ1. Then the remaining part ␣ †A,͓A,B͔ ‡⌬t 3 of local uncertainties will behave like ϰ 2 and can be neglected.
Force-gradient algorithms of order four
Further increasing P on unity allows us to kill exactly both the multipliers ␣ and ␤, which is needed for obtaining fourth-order (Kϭ4) integrators. So that choosing Pϭ3 leads to the velocitylike propagation
following from Eq. ͑13͒ at a 1 ϭ0, a 2 ϭa 3 ϭ1/2, b 1 ϭb 3 ϭ, b 2 ϭ1Ϫ2, c 1 ϭc 3 ϭ, and c 2 ϭ. Here relations ͑21͒, ͑22͒, ͑25͒, and ͑26͒ come to the two order conditions
with three unknowns , , and . The first unknown is immediately obtained satisfying the first condition,
The second equality is then reduced to 2ϩϭ1/72, resulting in a whole family of velocity-force-gradient algorithms of the fourth order. In general, such algorithms will require two force and two force-gradient recalculations per time step.
Remembering that we are interested in the derivation of most efficient integrators, three cases deserve to be considered. The two of them are aimed to reduce the number of force-gradient recalculations from two to one. This is possible by choosing either
In the third case we will try to minimize the norm
of fifth-order truncation errors O(⌬t 5 ) at ϭ " 0 and ϭ1/72Ϫ2ϭ " 0, treating as a free parameter. In view of recursive relations ͑23͒ and ͑27͒, explicit expressions for the components of O(⌬t 5 ) are 
͑36͒
and is obtained from Eq. ͑13͒ at Pϭ3 with a 1 ϭa 3 ϭ, a 2 ϭ(1Ϫ2), b 1 ϭb 2 ϭ1/2, c 1 ϭc 2 ϭ, and b 3 ϭc 3 ϭ0. Here, the number of unknowns coincides with the number of the order conditions,
the solving of which yields two solutions,
Then the norm of truncation uncertainties O(⌬t 5 ) appearing in Eq. ͑36͒ is ␥ϭ(1873ϯ40ͱ2187) 1/2 /2160, so that the preference should be given to sign ''-'' in Eq. ͑37͒, because this leads to a smaller value, ␥ Ϫ Ϸ0.000 715, of ␥ ͑whereas ␥ ϩ Ϸ0.0283). Position algorithm ͑36͒ needs, like velocity version ͑35͒, the same number of two force and force-gradient evaluations per time step.
Integrators ͑32͒ and ͑37͒ have been previously derived by Suzuki ͓24͔ based on McLachlan's method of small perturbation ͓33͔ and referred by Chin ͓26͔ to schemes A and B, respectively. Algorithms ͑33͒ and ͑35͒ will be labeled by us as AЈ and AЉ. While scheme AЈ seems to have no advantages over the A integrator, algorithm AЉ corresponds to the best accuracy of the integration, because it minimizes ␥. It requires, however, one extra force-gradient evaluation and, thus, can be recommended for situations when this evaluation does not present significant difficulties.
With the aim of considerably decreasing the truncation errors with a little additional computational efforts, Chin ͓26͔ has proposed to consider extended force-gradient algorithms of the fourth order. This has been achieved by increasing the number of force recalculations on unity with respect to the necessary minimum, i.e., choosing n f ϭ3. At the same time, the number of force-gradient evaluations was fixed to its minimal value n g ϭ1. Within our general approach, it is possible to introduce two fourth-order schemes satisfying the above requirements. 
Relations ͑40͒ constitute a family of extended force-gradient position algorithms ͑38͒ of the fourth order with being a free parameter. Chin ͓26͔ has introduced an algorithm like Eq. ͑38͒ in somewhat another way, namely, as a symmetric product of two third-order schemes. This results only in one set of time coefficients which can be reproduced ͑at sign ''-''͒ from Eq. ͑40͒ as a particular case corresponding to
and has been referred to as scheme C. Solution ͑41͒ may not, however, be necessarily optimal in view of the fact that it does not minimize the norm ␥ ͓see Eq. ͑34͔͒ of truncation uncertainties O(⌬t 5 ). Indeed, the components of ␥ for scheme ͑38͒ are ͑all results found numerically will be presented within sixteen significant digits for schemes up to the eighth order and within thirty two digits for order ten and higher͒. On the other hand, the value of ␥ corresponding to scheme C ͓Eq.
͑41͔͒ is equal only to ͱ87 817/414 720Ϸ0.000 715, i.e., it is approximately five times larger than that of the optimized algorithm ͑42͒. The last algorithm we will designate as scheme CЈ. A similar pattern is observed in the case of extended velocity-force-gradient integration ͑39͒. Previously, Chin and Chen ͓31͔ have indicated that for quantum mechanics simulations the integration of such a type is more preferable than positionlike scheme ͑38͒, because it requires a fewer number of spatial Fourier transforms. Again using the symmetric product of two third-order integrators to increase the order from three to four, they have obtained the following set:
of time coefficients and referred to it as scheme D. We have realized that this set is not the only one possible and found a whole family of solutions ͓which includes Eq. ͑43͔͒, namely, 
͑44͒
and will be labeled as scheme DЈ. At the same time, the norm of errors corresponding to scheme D ͓Eq. ͑43͔͒ is equal to ␥ϭͱ237 457/414 720Ϸ0.00117, i.e., it exceeds the minimum, which may decrease the precision of the calculations. As can be ensured readily, the time coefficients arising at basic operators A and B under exponentials are positive for all the fourth-order force-gradient algorithms described in this subsection. Therefore, contrary to usual force ForestRuth-like schemes, such algorithms can simulate dynamical processes in all areas of physics and chemistry without any principal restrictions.
Force-gradient algorithms of order six
Beginning from Pϭ5, the force-gradient factorization being written in velocity representation allows to eliminate the components of truncation uncertainties up to the sixth order (Kϭ6) inclusively. .
͑45͒
The number of unknowns in propagation ͑45͒ is the same as the number of order conditions which now take the form
Ϫ6ϩ6 2 ͔͒ϩ40Ϫ240ϩ480͖ϭ0.
The unique real solution to system ͑46͒ is
Solution ͑47͒ constitutes a velocity-force-gradient algorithm of the sixth order with four force and three ͑since ϭ0) force-gradient evaluations per time step, i.e., with n f ϭ4 and m g ϭ3. Its advantage over usual sixth-order integrators consists in the fact that it is composed of a considerably smaller number, namely, Sϭ2 PϪ1ϭ9, instead of 15, of single exponential operators. The norm
of seventh-order truncation errors O(⌬t 7 ) ͓see Eq. ͑45͔͒, corresponding to solution ͑47͒, is equal to Ϸ0.001 50. Note also that the position version of decomposition ͑45͒ does not exist at Pϭ5, because then the number of unknowns is less than the number of order equations, resulting in the absence of solutions.
As has been shown in the preceding subsection for the case of fourth-order integration, algorithms with minimal numbers n f of force evaluation may not lead to optimal solutions. The reason is that slightly increasing n f may significantly decrease the local errors and thus overcompensate the increased computational efforts. So that increasing n f as well as P on unity ͑note that n f ϭ PϪ1) and not changing n g , i.e., choosing Pϭ6 with n f ϭ5 and n g ϭ3, it is possible to derive from decomposition ͑13͒ up four ͑two velocitylike and two positionlike͒ extended sixth-order schemes. . Each of these extended schemes has itself correspondingly six, eight, four, and two sets of real solutions for time coefficients. We have realized that the smallest values of the norm ͓see Eq. ͑48͔͒ of local errors O(⌬t 7 ) within the sets are 0.000 026 4, 0.000 014 7, 0.000 146, and 0.000 006 07, respectively. So that the last scheme should be considered as the best. The more explicit form for it is e (AϩB)⌬tϩO (⌬t 7 ) ϭe A⌬t e corresponding to ϭ0.000 006 07. In such a way, the error function has been reduced more than in 200 times with respect to scheme ͑47͒ for which Ϸ0.001 50.
Force-gradient algorithms of order eight
In the case when Kϭ8 we must satisfy up to 18 order conditions, namely, ϭ1, ϭ1, ␣ϭ0, ␤ϭ0, ␥ 1Ϫ4 ϭ0, and 1Ϫ10 ϭ0. Taking into account the symmetry of time coefficients a p , b p , and c p , this can be achieved at least at P ϭ12, i.e., using Sϭ2 PϪ1ϭ23 single exponential operators. For Pϭ12 the velocitylike and positionlike force-gradient decomposition ͑13͒ transforms into the schemes CACACACACACACACACACACAC ͑52͒
and
ACACACACACACACACACACACA, ͑53͒
respectively. The number of unknowns for both the schemes is also equal to 18 and we can try to solve the system of order conditions with respect to these unknowns. It is worth remarking that such a system appears to be very cumbersome for schemes under consideration. For instance, the resulting nonlinear equations of this system being written explicitly in MATHEMATICA create a file of size 0.5 Mb. In view of this, our attempts to solve the equations symbolically have not met with much success. We mention that all the results presented above for algorithms of orders 2, 4, and 6 have been solved analytically or in quadratures. Saying in quadratures we mean that the problem was reduced to finding real zeros for a one-dimensional polynomial of a given order, so that we could identify exactly the number of solutions and their locations. Here the situation is somewhat different because we must solve the system using purely numerical approaches, such as the Newton method. As a result, one cannot guarantee that we will find all possible solutions. However, solving the system on a computer during a significantly long period of time, one can say with a great probability that we have found almost all physically interesting solutions and chosen among them nearly optimal sets.
The numerical calculations have been performed in FOR-TRAN using the well-recognized Newton solver with numerical determination of partial derivatives. The values for nonlinear functions ͑that constitute the system of equations͒ were obtained using recursive relations ͑20͒-͑27͒, ͑A1͒, and ͑A2͒, but not explicit expressions for them to save the processor time and increase the precision of the computations. The initial guesses for solutions were generated at random within the interval ͓Ϫ2.5,2.5͔ in each of the eighteen directions. If Newton's iterations began to diverge at a particular guess or during the calculations, a next random point was involved to repeat the process. In such a way, after several days of continuously attacking the systems of equations on an Origin 3800 workstation, we found two and five solutions for schemes ͑52͒ and ͑53͒, respectively. The optimal among them are the following: , for its positionlike counterpart ͑53͒. The number of force evaluations per times step for schemes ͑52͒ and ͑53͒ is n f ϭ PϪ1ϭ11, whereas the number of force-gradient recalculations consists n g ϭ10 ͓since c 1 ϭ0 and thus the two boundary letters C in formula ͑52͒ should be actually replaced by B͔ and n g ϭ11, respectively.
In view of a complicated structure of the ninth-order truncation uncertainties O(⌬t 9 ), the optimal solutions just presented have been chosen in a somewhat different way than above, namely, by providing a minimum for the function ␦ ϭmax pϭ1 P (͉a p ͉,͉b p ͉). This simplified criterion was used, in particular, by Kahan and Li ͓6,22͔, when optimizing usual force algorithms. As a result, we have obtained ␦ min ϵ͉a 5 ͉ ϭ͉a 9 ͉Ϸ0.721 for scheme ͑52͒ and ␦ min ϵ͉a 5 ͉ϭ͉a 8 ͉Ϸ0.569 for scheme ͑53͒. Since ␦ min is smaller in the last case, the positionlike integration should be considered as more preferable. Its time coefficients have been presented even with thirty two significant digits to be used in applications for very accurate integration. In order to ensure that all the digits shown are correct in both the cases, we have carried out a few additional Newton's iterations in MAPLE with up 200 digits during the internal computations, and taking as initial guesses the solutions already obtained in FORTRAN. The positionlike decomposition ͑53͒ has another advantage over the velocity version ͑52͒ in that all the intermediate (qр P) states in velocity and position space stay during the integration within a given interval ͓0,⌬t͔, i.e., 0р ͚ pϭ1 q a p р1 and 0р ͚ pϭ1 q b p р1. This property may be important when solving ordinary differential equations ͑for specific physical systems or in pure mathematics applications͒ with singularities beyond the interval of the integration ͑note that, in particular, any system of differential equations of the form d 2 x/dt 2 ϭf(x) is reduced to the equations of motion under consideration in this paper͒. Note also that in order to construct eighth-order schemes within usual decomposition approach ͑6͒ ͑i.e., without involving any force gradients͒, it could be necessary to apply up to 2ϫ18Ϫ1ϭ35 ͑instead of 23͒ single exponential propagators. Such schemes have never been derived by decomposition ͑6͒ because of the serious technical difficulties. They can be explicitly introduced only by compositions of lower-order integrators ͑see the following section͒. Instead, using generalized scheme ͑13͒ has allowed us to derive eighth-order algorithms by direct decompositions ͑the force-gradient algorithms have been presented in Sec. II B 5 for order six͒.
All the decomposition algorithms obtained by us in Secs. II B 3, II B 4, II B 5, and II B 6 are collected in Table I . Here, the designations Err3, Err5, and Err7 relate to the norms ͱ␣ 2 ϩ␤ 2 , ␥, and of correspondingly third-, fifth-, and seventh-order truncation errors ͓see Eqs. ͑6͒, ͑15͒-͑18͒, ͑34͒, and ͑48͔͒, whereas n f and n g denote the numbers of force and force-gradient evaluations per time step. The optimal algorithms for orders 2, 4, 6, and 8 are labeled by G2, CЈ, G6, and G8, respectively. Among other schemes presented for each given order, such algorithms reduce the truncation uncertainties to a minimum. Taking into account that this reduction is achieved at the same or nearly the same computational efforts, the optimal algorithms should be considered as the best not only with respect to their precision but in view of the overall efficiency as well ͑see also comments on this in Sec. III͒.
Finally, it is worth remarking that the problem of constructing algorithms with only positive coefficients a p and b p for orders six and higher still remains. We mention that for order four, this problem has been resolved ͑see Sec. II B 4͒ by transferring the force-gradient component of truncation uncertainties into the exponential propagators. For orders K у6, additional higher-order gradients should appear under these exponentials to provide the required positiveness. Our analysis has shown, however, that such high-order exponentials ͑besides their very cumbersome forms͒ cannot be evaluated in quadratures and need performing implicit calculations by iteration. In view of this we can come to a conclusion that beyond fourth order, analytically integrable decomposition algorithms with purely positive coefficients do not exist. Mathematically rigorous proof of this statement will be considered in our further investigation and presented elsewhere.
C. Integration by advanced compositions
With increasing the order of integration to ten and higher, the construction of algorithms by direct decompositions ͑13͒ becomes inefficient because of a large number of order conditions and time coefficients. However, having the already derived force-gradient integrators of lower orders K, we can try to compose them as
for obtaining an algorithm of order QϾK. Then the composition constants d p , where pϭ1,2, . . . ,P, should be chosen in such a way so as to provide the maximal possible value of Q at a given number Pу2. Note that lower-order propagations S K (d p ⌬t) enter symmetrically in composition ͑54͒ and their total number 2 PϪ1 accepts odd values. So that if a basic integrator S K is self-adjoint, the resulting algorithm S Q will be self-adjoint as well. The idea of using a formula like ͑54͒ is not new and has been applied by different authors in previous investigations ͓1,3,5,6,20-23͔. But these investigations were focused, in fact, on the compositions of usual second-order (Kϭ2) schemes ͑to our knowledge, no actual calculations of composition constants for fourth-and higherorder-based integrators have been reported͒. Although using The value corresponding to scheme CЈ. c The value corresponding to scheme DЈ. the second-order-based approach allowed to introduce algorithms to the tenth order ͓5,6,22͔, further increasing Q has led to unresolved numerical difficulties when finding the coefficients of the compositions.
Usually, these difficulties are obviated with the help of Creutz and Gocksch's method ͓30͔. We mention that according to this method, an algorithm of order Kϩ2 can be derived by triplet concatenation,
of a self-adjoint integrator of order K, where D K ϭ1/(2 Ϫ2 1/(Kϩ1) ). In particular, Chin and Kidwell ͓29͔ starting from force-gradient algorithm ͑41͒ of order four and repeating procedure ͑55͒ up to order 12, have indicated a visible increase in the efficiency of the computation with respect to second-order-based schemes. In this approach, however, the number of force and force-gradient evaluations ͑the most time-consuming part of the calculations͒ increases too rapidly with increasing K, namely, as 3 (KϪ4)/2 relatively to the fourth-order integrator.
The present study is aimed to overcome the above problems by an explicit consideration of four-, sixth-, and eighthorder-based ͑force-gradient͒ algorithms within general composition approach ͑54͒. This results in a reduction in the total number of basic propagations to a minimum and significantly speeds up the integration. The composition algorithms are derived up to the sixteenth order inclusively.
Fourth-order based algorithms
In the case when Kϭ4, the basic self-adjoint propagation is S 4 ͑ ͒ϭe X 1 ϩX 5 5 ϩX 7 7 ϩX 9 9 ϩX 11 11 ϩ••• , ͑56͒
where X 1 ϵAϩB. Explicit forms of higher-order truncation operators X 5 , X 7 , X 9 , X 11 , and so on ͓which was previously found for X 5 and X 7 , see Eqs. ͑17͒ and ͑18͔͒ are not important within the composition approach. Then formula ͑54͒ reduces to series (nϭ0,1, . . . ,PϪ2) of the transformation
with S Q (0) ϭS 4 (d P ⌬t) and d (n) ϭd PϪnϪ1 . In view of Eqs. ͑56͒ and ͑57͒, the structure of resulting propagation can be cast at each n as S Q ͑ ⌬t ͒ϭe Y 1 ⌬tϩY 5 ⌬t 5 ϩY 7 ⌬t 7 ϩY 9 ⌬t 9 ϩY 11 ⌬t 11 ϩO(⌬t 13 ) , ͑58͒
with
Y 9 ϭq 5 X 9 ϩq 6 ͓X 1 ,X 1 ,X 7 ͔ϩq 7 ͓X 1 ,X 1 ,X 1 ,X 1 ,X 5 ͔, ͑59͒
Y 11 ϭq 8 X 11 ϩq 9 ͓X 1 ,X 1 ,X 9 ͔ϩq 10 ͓X 1 ,X 1 ,X 1 ,X 1 ,X 7 ͔ ϭq 10 (0) ϭq 11 (0) ϭq 12 (0) ϭ0. Expanding both the sides of Eq. ͑57͒ into Taylor's series with respect to ⌬t, one finds that values for these multipliers at nϾ0 can be obtained using the following recursive relations:
Applying the above relations PϪ1 times will give the final values of q multipliers and thus lead to the desired order conditions. For instance, the first condition is very simple and reads q 1 ϭd P ϩ2 ͚ pϭ1 PϪ1 d p ϭ1. This provides Y 1 ϭX 1 and guarantees ͓see Eqs. ͑56͒, ͑58͒, and ͑59͔͒ that the order of the composition scheme will be at least not lower than that of the basic scheme, i.e., Qу4 in our case. All other multipliers q 2 , q 3 , q 4 , . . . ,q N should be consecutively set to zero, forming higher-order conditions. The total number N of the conditions depends on a required order QϾ4 of the compo-sition scheme. In particular, at Qϭ6 we must kill the term Y 5 at fifth-order truncation uncertainties ͓see Eq. ͑58͔͒. Taking into account Eq. ͑59͒, this results in two order conditions, namely, q 1 ϭ1 and q 2 ϭ0, which can be satisfied at Pϭ2. Then one obtains a system of equations, q 1 ϭ2d 1 ϩd 2 ϭ0, and q 1 ϭ2d 1 5 ϩd 2 5 ϭ0, with respect to two unknowns, d 1 and d 2 . The system can be solved analytically, and the solution is d 1 ϭ1/(2Ϫ2 1/5 )ϵD 4 with d 2 ϭ1Ϫ2d 1 that coincides ͑at K ϭ4) with the result of triplet construction ͑55͒. This coinciding is not surprising because, as can be seen easily, both approaches ͑54͒ and ͑55͒ are identical in a partial case when Pϭ2 and QϪKϭ2.
With further increasing Q, composition approach ͑54͒ will lead to a more efficient integration. Indeed, choosing Qϭ8 requires that the term Y 7 in Eq. ͑58͒ should be killed additionally. This is achieved by putting q 3 ϭq 4 ϭ0 in Eq. ͑59͒, and, therefore, by solving at Pϭ4 a system of four nonlinear equations, q 1 ϭ1, q 2 ϭ0, q 3 ϭ0, and q 4 ϭ0 with respect to the same number of unknowns d 1 , d 2 , d 3 , and d 4 . So that the minimal number of fourth-order integrators in the eightorder composition should be 2 PϪ1ϭ7, whereas this number is equal to 3 (QϪK)/2 ϭ9 when triplet concatenation ͑55͒ is used. Expressions for the non-linear equations can readily be reproduced by applying the corresponding set of recursive relations ͑60͒. We will not present such expressions explicitly, because as has been realized, the order equations do not allow to be solved analytically at QϪKу4 for any Kу4. But, these equations can be solved in a quite efficient way numerically using the Newton's method. Details of the numerical calculations are similar to those described in Sec. II B 6. Here ͑when Pϭ4, Kϭ4, and Qϭ8) we have found five solutions, and it seems that no other real solutions exist. The optimal set is Ϸ0.270 of the main ninth-order term Y(⌬t 9 ) of truncations uncertainties. When deriving tenth-order composition algorithms ͑at K ϭ4), i.e., when Qϭ10, three additional order conditions arise, q 5 ϭ0, q 6 ϭ0, and q 7 ϭ0, needed to eliminate the term Y(⌬t 9 ) ͓see Eqs. ͑58͒ and ͑59͔͒. Then we come in overall to seven nonlinear equations that can be satisfied by appropriately choosing composition constants d p (pϭ1,2, . . . ,P) at Pϭ7. In this case, we have identified more than 150 real solutions and probably there are some others ͑we stopped the search after several days of computation͒. Among the solutions found, the optimal set looks ϭ81 as in the case of usual triplet construction ͑55͒.
Sixth-and eighth-order based algorithms
When Kϭ6 or 8, the basic propagation reads S 6 ͑ ͒ϭe X 1 ϩX 7 7 ϩX 9 9 ϩX 11 11 ϩX 13 13 ϩ••• ͑64͒ or S 8 ͑ ͒ϭe X 1 ϩX 9 9 ϩX 11 11 ϩX 13 13 ϩX 15 15 ϩ••• , ͑65͒
respectively. Here, the compositions reduce to the recursive transformation
with S Q (0) being equal to S 6 (d P ⌬t) or S 8 (d P ⌬t) and n ϭ0,1, . . . ,PϪ2. The left-hand side of expression ͑66͒ can again be presented at each n as a single exponential,
where now
Recursive relations for multipliers q 1Ϫ11 , corresponding to transformation ͑66͒, remain the same in form as in the case Kϭ4, so that we should merely put either Kϭ6 or Kϭ8 in Eq. ͑60͒ to obtain the required set of order conditions. In view of the equivalence of Eqs. ͑54͒ and ͑55͒ at Q ϭKϩ2, the first step on increasing the order of composition scheme to Qϭ8 when Kϭ6 or Qϭ10 when Kϭ8 is trivial and yields Pϭ2, d 1 ϭ1/(2Ϫ2 1/(Kϩ1) )ϵD K , and d 2 ϭ1 Ϫ2d 1 . The next steps on increasing Q to the higher values Kϩ4, Kϩ6, and Kϩ8 at Kϭ6 or 8 are similar to the steps described above for Kϭ4. Namely, they lead to the necessity of solving numerically the system of P nonlinear equations, q 1 ϭ1, q 2 ϭ0, . . . ,q P ϭ0, with Pϭ4, 7, and 11, respectively. The only difference from the case Kϭ4 is that at K ϭ6 or 8 and QϭKϩ8, the number of equations reduces from 12 to Pϭ11, because of a somewhat simplified structure of the last truncation operator shown in Eq. ͑67͒ with respect to that appearing in Eq. ͑59͒. So that below we will present final results only with brief comments for each of the above cases. The best set among the solutions found was identified as the one that minimizes the quantity ␦ ϭmax pϭ1 P ͉d p ͉ ͑this almost always led to the minimization of the norm for the main term of truncation errors as well͒.
For Kϭ6 and Qϭ10 there are five solutions with the best set 10 d p and ␦ min ϵ͉d 11 ͉ϭ0.592. As can be seen, the quantity ␦ min decreases with increasing Q at any K ͑4, 6, and 8͒ considered. Besides the improvement of the precision of the integration, this leads to an extension of the region of stability of the composition algorithms. Indeed, the constants d p appear in the compositions ͓see Eq. ͑54͔͒ in the form of the term d p ⌬t ͓and its combinations of different orders when evaluating truncation uncertainties O(⌬t Qϩ1 )͔. Then, taking into account that ␦ ϭmax pϭ1 P ͉d p ͉, the maximal value for the size ⌬t of the time step, at which these uncertainties do not exceed an acceptable level of precision, can be estimated as ⌬t max ϳ1/␦ min .
This also explains a well correlation of ␦ min with the minimum for the norm of truncation errors.
Sixth-and eighth-order based compositions may have advantages over algorithms based on fourth-order schemes especially when constructing very precise integrators with high values of Q. For instance, in order to derive an integrator of order Qϭ16 on the basis of triplet concatenation ͑55͒ of a scheme of order Kϭ4, it is necessary to apply 3 (QϪK)/2 ϭ729 fourth-order stages. Taking into account that each such stage requires n f ϭ3 force and n g ϭ1 force-gradient evaluations ͓see Eqs. ͑38͒ or ͑39͔͒, one obtains in total the numbers n f ϭ2187 and n g ϭ729 corresponding to a whole time step. On the other hand, in view of result ͑73͒, an integrator of order Qϭ16 can be composed at Kϭ8 and Pϭ11 using 2 PϪ1ϭ21 eighth-order stages for each of which n f ϭn g ϭ11 ͓see Eq. ͑53͔͒. So that the overall number of force and force-gradient recalculations will be equal only to 231 that is much smaller than the above values 2187 and 729 obtained in the case Kϭ4.
III. APPLICATIONS OF FORCE-GRADIENT ALGORITHMS

A. Molecular dynamics simulations
In molecular dynamics ͑MD͒ simulations we dealt with a system of Nϭ256 identical (mϵm i ) particles interacting through a Lennard-Jones potential, ⌽(r)ϭ4u͓(/r) 12 Ϫ(/r) 6 ͔. The particles were placed in a cubical box of volume VϭL 3 and periodic boundary conditions have been used to exclude the finite-size effects. For the same reason, the initial potential was modified as (r)ϭ⌽(r)Ϫ⌽(r c ) Ϫ(rϪr c )⌽Ј(r c ) at rрr c with (r)ϭ0 for rϾr c , where r c ϭL/2 is the cutoff radius. Then the potential and its first-order derivative Јϭd/dr will be continuous functions anywhere in r including the truncation point rϭr c . This avoids an energy drift caused by the passage of particles via the surface of truncation sphere as well as singularities of Ј(r) and Љ(r) at rϭr c . The simulations were carried out in a microcanonical ensemble at a reduced density of n* ϭN 3 /Vϭ0.845 and a reduced temperature of T*ϭk B T/u ϭ1.7. All runs of the length lϭ10 000 time steps each were started from an identical well equilibrated initial configuration (0). The precision of the integration was measured in terms of the relative total energy fluctuations EϭŠ(E Ϫ͗E͘)
͗͘ denotes the microcanonical averaging.
The equations of motion were integrated using forcegradient algorithms ͑30͒, ͑36͒, and ͑38͒ of the fourth order within schemes A, AЈ, B, C, and CЈ ͓see Eqs. ͑32͒, ͑33͒, ͑37͒, ͑41͒, and ͑42͒, respectively͔. For the purpose of comparison the integration with the help of usual fourth-order algorithm by Forest and Ruth ͑FR͒ ͓2͔ ͓which represents, in fact, triplet concatenation ͑55͒ of second-order Verlet scheme ͑8͔͒ has been performed as well. The corresponding results for the total energy fluctuations as functions of the length l ϭt/⌬t of the simulations are presented in Fig. 1͑a͒ for a typical reduced time step of ⌬t*ϭ⌬t(u/m 2 )
1/2 ϭ0.005. As can be seen, schemes A, B, and C exhibit a similar equivalence in energy conservation. This is in agreement with our theoretical predictions presented in Sec. II B 4, where the precision of algorithms has been estimated in terms of the norm ␥ ͓Eq. ͑34͔͒ of fifth-order truncation errors O(⌬t 5 ). In particular, for schemes A, B, and C, it has been obtained as ␥Ϸ0.000 713, 0.000 715, and 0.000 715, respectively. Further, as expected, scheme AЈ (␥Ϸ0.003 34) is worse in pre-cision and leads to values of E which are approximately 0.003 34/0.000 71Ϸ5 times larger. Note that in microcanonical ensembles the total energy is an integral of motion, E(t)ϭE(0), so that within approximate MD simulations, smaller values of E correspond to a better precision of the integration. It is worth remarking also that another integral of motion, namely, total momentum Pϭ ͚ iϭ1 N m i v i , is conserved exactly within force-gradient approach ͑13͒. The reasons are that all velocities are updated at once ͓see Eq. ͑14͔͒ during each stage of decompositions and the fact that ͚ iϭ1 N f i ϭ0 as well as ͚ iϭ1 N g i ϭ0 ͓as can be verified readily using the structure of Eq. ͑11͔͒.
The best accuracy in energy conservation can be achieved within optimized scheme CЈ ͓see Fig. 1͑a͔͒ for which ␥ Ϸ0.000 141. It minimizes E to a level of ϳ10 Ϫ5 that is a factor 0.000 71/0.000 141Ϸ5 lower than those related to schemes A, B, and C. At the same time, the usual FR algorithm leads to the worst result Eϳ10 Ϫ3 . We see, therefore, that applying force-gradient approach allows to reduce unphysical energy fluctuations up to two orders in magnitude. Let us show now that this overcompensates the increased computational efforts caused by additional calculations of the force gradients. The processor time used for carrying out these calculations ͓see Eq. ͑11͔͒ was nearly three times larger than that needed for evaluations of forces itself. Further, we should take into account that algorithm CЈ requires n f ϭ3 force and n g ϭ1 force-gradient recalculations per time step, whereas n f ϭ3 and n g ϭ0 for FR scheme. As a result, one obtains that the size ⌬t of one step within FR propagation must be (3ϩ3ϫ1)/3ϭ2 times shorter than in the case of algorithm CЈ for spending the same overall processor time within both the cases during the integration over a fixed time interval. Finally, in view of the fact that the global error and thus the function E are proportional to the fourth power of ⌬t, i.e., Eϳ⌬t 4 , one finds that, at the above conditions, the level of conservation of the FR scheme reduces from 10 Ϫ3 to Eϳ10 Ϫ3 /2 4 . So that relative efficiency of scheme CЈ with respect to the FR integrator is actually equal to (10 Ϫ3 /2 4 )/10 Ϫ5 ϭ100/16Ϸ6. In order to ensure that scheme CЈ ͓Eq. ͑42͔͒ is indeed the best among the whole family ͑40͒ of CЈ-like integrators ͑38͒, we carried out additional simulations in which the parameter , being constant within each simulation, varied from one run to another. The total energy fluctuations obtained in such simulations at the end of the runs for two ͑fixed within each run͒ undimensional time steps, namely, ⌬t*ϭ0.0025 and 0.005, are shown in Fig. 1͑b͒ as functions of . As can be observed, the dependencies E(,⌬t) have the global minimum located at the same point Ϸ0.247 independent of the size ⌬t of the time step. This point coincides completely with the minimum given by Eq. ͑42͒ for the function ␥() ͓see Eq. ͑34͒ and relations following just after Eq. ͑41͔͒ which is also included in the subset and plotted by a dashed curve ͓where an upper lying part of the curve corresponds to the plus sign in Eq. ͑40͒, whereas a lower lying part as well as the simulation data are related to the minus sign͔, so that our criterion on measuring the precision of the integration in terms of the norm of local truncated uncertainties is in excellent accord. Moreover, the energy fluctuations appear to be proportional to that norm ␥ as E(,⌬t)ϳ␥⌬t 4 and the coefficient of the resulting proportionality almost does not depend on and ⌬t.
In previous studies, algorithms of such a kind have been tested for classical ͓26,29͔ and quantum ͓31͔ mechanics systems composed of a few bodies only ͑or even one body moving in an external field͒. The present investigations have demonstrated that force-gradient algorithms can be used with equal success in statistical mechanics simulations dealing with a great number of particles, i.e., when Nӷ1. In the last case, the calculations of force gradients also present no difficulties. Indeed, during the integration we should first evaluate usual forces f i for each particle i, where iϭ1,2, . . . ,N. This involves number of operations proportional to the second power of N. Then in view of the structure of Eq. ͑11͒ and taking into account the fact that particle's accelerations a i ϭf i /m i are already known quantities, the calculations of gradients g i will require number of operations proportional to the same power of N, i.e., ϰN 2 ͑but not to ϰN 3 , as it may look at first sight͒. Further reducing the computational efforts is possible, taking into account that function g(r i j ) ͓see Eq. ͑11͔͒ decreases with increasing the interparticle separation r i j more rapidly than initial potential (r i j ). In such a case, a secondary cutoff radius R c Ͻr c can be introduced when evaluating g i ͓which is equivalent to putting g(r i j )ϭ0 at r i j ϾR c ͔ in order to speed up the calculations.
B. Celestial mechanics simulations
One of the simplest ways to test force-gradient algorithms of higher orders is to apply them to solution of the twodimensional Kepler problem. In particular, this way has been chosen by Chin and Kidwell ͓26,29͔ when testing fourthorder algorithms A, B, and C and higher-order iterated counterparts of the last scheme. As has been established, this force-gradient scheme is particularly outstanding and appears to be much more superior than usual nongradient integrators, such as fourth order by Forest and Ruth ͓2͔ as well as by Runge and Kutta ͓16,17͔, sixth order by Yoshida ͓1͔, etc. In this subsection it will be demonstrated that further significant improvement in the effectiveness of the integra- tion can be reached by replacing standard iteration procedure ͑55͒ by advanced composition approach ͑54͒. Moreover, using our sixth-and eighth-order force-gradient algorithms as the basis for the composition has allowed us to perform the computations with extremely high precision which exceeds by several orders the accuracy observed within standard fourth-order based schemes.
We will consider the motion of a particle ͑planet͒ of mass m 1 moving in the ͑gravitational͒ field (r)ϭϪc/r of the central body ͑sun͒ with mass m 2 ӷm 1 , where cϾ0 is the constant responsible for intensity of the interaction. For simplifying the calculations, one neglects the influence of all other (iϭ3,4, . . . ,N) particles ͑planets, for which m i Ӷm 2 ) in the ͑solar͒ system. Then the motion can be described by the following system of two equations:
where rϭr 1 Ϫr 2 , and for clarity of presentation we have used units in which the reduced mass m 1 m 2 /(m 1 ϩm 2 ) and the interaction constant c are equal to unity. Since the quantity Eϭv 2 /2Ϫ1/r ͑which is associated with the total energy͒ presents an integral of motion for Eq. ͑74͒, it should be conserved during the integration. However, this will be so if these equations are solved exactly. In numerical simulations, the local truncation uncertainties O(⌬t Qϩ1 ) accumulate step by step during the integration process, leading at tӷ⌬t to the global errors O(⌬t Q ), where Q denotes the order of a selfadjoint algorithm. So that the quantity E can be presented as a function of time as
where E 0 ϵE(0) and E Q is the main step-size independent error coefficient. In our simulations we solved two-dimensional Kepler problem ͑74͒ with the same initial conditions r(0)ϭ(10,0) and v(0)ϭ(0,1/10) as those used by previous authors ͓26,29͔ to make comparative analysis more convenient. The resulting highly eccentric (eϭ0.9) orbit provides a nontrivial testing ground for trajectory integration. The numerical effectiveness of each algorithm was gauged in terms of main error coefficient E Q ϭlim ⌬t→0 ͓E(t)ϪE 0 ͔/⌬t Q ͓see Eq. ͑75͔͒. It can actually be extracted from the fraction ͓E(t) ϪE 0 ͔/⌬t Q by choosing smaller and smaller time steps ⌬t to be entitled to completely ignore next higher-order corrections O(⌬t Qϩ2 ). This typically occurs in the neighborhood of ⌬tϳ P/5000, where Pϭ/(2͉E 0 ͉ 3 ) 1/2 is the period of the elliptical orbit. Since we are dealing with algorithms of high orders Q and small step sizes ⌬t, all the calculations have been carried out in FORTRAN using quadruple ͑instead of double, as for MD simulations͒ precision arithmetics for ensuring the correctness of the results.
The normalized energy deviations E Q /E 0 obtained in the simulations applying fourth-, sixth-, eighth-, tenth-, twelfth-, and fourteenth-order algorithms are plotted in Figs. 2͑a͒, 2͑b͒, 2͑c͒, 2͑d͒, 2͑e͒ , and 2͑f͒, respectively, as functions of time t during one period P of the orbit. These deviations are substantial only near mid period when the particle is at its closest position to the attractive center. Note also that within symplectic integration, the nonconservation of energy for periodic orbits is periodic and its averaged ͑over times tӷ P) value is bounded and independent of t ͑the independence of averaged energy fluctuations at tӷ⌬t has already been demonstrated in MD simulations, see Fig. 1͒ . That is why we presented the results in Fig. 2 within a narrow region of time near tϳ P/2, where the maximal deviations of E Q will give a main contribution to the overall fluctuations.
In the case of fourth-order integration we used most typical algorithms A, B, C, and CЈ ͓see Eqs. ͑32͒, ͑37͒, ͑41͒, and ͑42͒, respectively͔. As can be seen from Fig. 2͑a͒ , the pattern here is somewhat different from that in MD simulations ͓please compare with Fig. 1͑a͔͒ . The algorithm C is clearly better than schemes A and B, which confirms the conclusion of Ref. ͓26͔. On the other hand, integrator CЈ does not exhibit an improved precision in energy conservation with respect to scheme C. Nearly the same was seen when iterating these algorithms to higher orders with the help of triplet FIG. 2 . The normalized energy deviation of a particle in a Keplerian orbit. The results obtained within fourth-, sixth-, eighth-, tenth-, twelfth-, and fourteenth-order algorithms are shown in ͑a͒, ͑b͒, ͑c͒, ͑d͒, ͑e͒, and ͑f͒, respectively. The basic algorithms used are: fourth-order schemes A, B, C, and CЈ, as well as sixth-and eightorder integrators ͑correspondingly marked as G6 and G8). The curves related to higher-order algorithms concatenated on the basis of scheme C by standard iterations are labeled by the same letter C in each the sets. The fourth-, sixth-, and eighth-order based algorithms constructed within advanced composition approach are marked as S, G6, and G8, respectively ͑see the text͒. construction ͑55͒. In particular, the sixth-order CЈ counterpart appeared to be even slightly better than the corresponding counterpart of scheme C ͑see Fig. 2͑b͒͒ . At the same time, higher-order integrators based on schemes A and B were definitely worse. So that the obvious candidates for fourth-order based iterations ͑55͒ and compositions ͑54͒ are schemes C and CЈ.
In order to understand why scheme CЈ does not lead to the expected improvement over scheme C in this particular situation, it should be taken into account that we deal with a small system, actually with one body moving in an effective external field. Moreover, such a body moves periodically and, thus, covers only small part of phase space during its displacement. This is contrary to many-body statistical systems, where the phase point may visit considerably wider regions of phase space. In the latter case, during the averaging along the phase trajectories, different components ␥ 1Ϫ4 of fifth-order local uncertainties ͓see Eq. ͑17͔͒ will enter with approximately the same weights when forming the total error vector O(⌬t 5 ). This has been tentatively assumed when writing the norm ␥ of that vector in the form of Eq. ͑34͒ and further minimizing ␥ to obtain algorithm CЈ. In the case of a few-body system, especially with periodic motion, the above weights may differ considerably. This complicates an analysis of the truncation terms and makes it impossible to find an exact global minimum for them within any analytical approach. Note, however, that even here, the assumption on uniform contribution of truncation-error components works relatively well. Indeed, in view of dependencies shown in Figs. 2͑a͒ and 2͑b͒, we can say that both the schemes C and CЈ are comparable in precision. The same was observed for their higher-order counterparts. For this reason ͑and to reserve more free space for other dependencies͒, in Figs. 2͑c͒-2͑f͒ we will draw only curves corresponding to scheme C.
When considering the sixth-order integration, we realized that direct velocitylike scheme defined by Eqs. ͑45͒ and ͑47͒ is much worse ͑the maximum deviation of E Q were more than two orders larger͒ than its extended positionlike counterpart given by Eqs. ͑50͒ and ͑51͒. This is in agreement with a prediction of Sec. II B 5. The result corresponding to the positionlike algorithm is plotted in Fig. 1͑b͒ by the bold dashed curve marked as G6. As can be seen, all three curves shown in Fig. 1͑b͒ , namely, C, CЈ, and G6 are close enough to each other. But algorithm G6 uses only n f ϭ5 force evaluations per time step, instead of n f ϭ9 needed for iterated Cand CЈ-like schemes ͑for all these three cases the number of force-gradient evaluations is the same and equal to n g ϭ3). Therefore, for order six, direct decomposition approach ͑13͒ leads to more efficient integration than concatenations of fourth-order schemes.
Beginning from order eight, the above concatenations based on standard iterations ͑55͒ and advanced compositions ͑54͒ will result in completely different integrators. The simulation data for these iterated and composed C-based integrators are shown in Fig. 2͑c͒ by thin ͑marked simply as C) and bold ͑marked as S) solid curves, respectively. The curves related to tenth-and twelfth-order iteration and composition integrators ͑based on the same fourth-order scheme C) are plotted correspondingly in Figs. 2͑d͒ and 2͑e͒ , and marked by the same letters C and S. We mention that C-marked curves have already been presented in the work by Chin and Kidwell ͓26,29͔ up to order 12. They are redisplayed by us in order to illustrate the evident superiority of our composition approach over the standard iteration method. Indeed, for the iteration integrators (C-marked curves͒ of orders Qϭ8, 10, and 12, the magnitudes of the normalized energy coefficient E Q /E 0 after one period are 1. 44, 19.24, and 424.8, respectively. On the other hand, the magnitudes related to the composition integrators (S-marked curves͒ constitute correspondingly 0.0953, 0.0577, and 1.41, i.e., they are approximately 15, 330, and 300 times smaller. In addition, the composition integrators are faster with respect to their iteration versions in factors 9/7, 27/13, and 81/23 for Qϭ8, 10, and 12, respectively ͑see Sec. III A 1͒, and thus the resulting efficiencies will increase yet.
What about sixth-and eight-order-based composition schemes at Qу8? First of all, let us consider the case of eight-order integration. Here, the direct scheme chosen was position-like integrator ͑53͒ ͓it leads to better energy conservation with respect to its velocitylike counterpart ͑52͔͒. The result corresponding to this integrator is plotted in Fig. 2͑c͒ by the dashed curve marked as G8. As can be seen, the fourth-order-based composition scheme (S curve͒ is better at Qϭ8 with respect to both direct G8 and iterated G6-like versions. With increasing the order to 10 and 12, they all become nearly equivalent in the accuracy of energy conservation. But fourth-order-based approach requires somewhat fewer number of operations. For instance, for order 12, one obtains that the numbers of force and force-gradient evaluations per time step are equal for it to n f ϭ23ϫ3ϭ69 and n g ϭ23, respectively, whereas these numbers for sixth-and eighth-order-based compositions G6 and G8 are n f ϭ13 ϫ5ϭ65, n g ϭ13ϫ3ϭ39, and n f ϭn g ϭ7ϫ11ϭ77 ͑where G6 integrator requires less operations than G8 scheme͒. However, beginning from order 14, the situation reverses. The fourth-order-based composition S approach is no longer accessible ͑because of the absence of explicit expressions for its time coefficients here͒. On the other hand, applying the standard fourth-order-based iteration C method is very inefficient. In particular, at Qϭ14 the maximal energy deviation within this method is ͉E 14 /E 0 ͉ max ϭ9901 with n f ϭ21ϫ5 ϭ729 and n g ϭ21ϫ3ϭ243. At the same time, the higherorder-based composition schemes lead to much accurate results, namely, ͉E 14 /E 0 ͉ max ϭ2.065 with n f ϭ21ϫ5ϭ105 and n g ϭ21ϫ3ϭ63 for G6-as well as ͉E 14 /E 0 ͉ max ϭ0.101 with n f ϭn g ϭ13ϫ11ϭ143 for G8-based schemes ͑where the better precision for the last scheme compensates to some extent its increased values for quantities n f and n g ). We see, therefore, that the relative efficiencies of G6-and G8-based schemes with respect to C approach constitute about 10 4 -10 5 . Finally, in the case Qϭ16 ͑not shown in Fig. 2͒ we have obtained the values ͉E 16 /E 0 ͉ max ϭ2.43ϫ10 5 and ͉E 16 /E 0 ͉ max ϭ48.16 corresponding to C-and G8-based schemes, respectively. Taking into account the numbers of n f and n g for these schemes presented at the end of Sec. II C 2, one can conclude that the efficiency increases here also approximately in 10 4 to 10 5 times.
IV. CONCLUDING REMARKS
In this work we have formulated a general theory of construction of force-gradient algorithms for solving the equations of motion in classical and quantum systems. This has allowed us to extend considerably the class of analytically integrable symplectic schemes. The algorithms derived include self-adjoint direct decomposition integrators of orders two, four, six, and eight as well as their composition counterparts up to the sixteenth order in the time step. As has been proven theoretically and confirmed in actual numerical simulations, these algorithms lead to significant improvement in the efficiency of the integration with respect to existing force-gradient and nongradient schemes. It has been demonstrated that force-gradient algorithms can be used with equal success for describing the motion in few-body classical and quantum mechanics systems as well as for performing statistical molecular dynamics observations over manyparticle collections. In all the cases the calculation of force gradients presents no difficulties and requires computational efforts comparable with those needed to evaluate usual forces itself. The proposed algorithms may be especially useful for the prediction and study of very subtle dynamical effects in different areas of physics and chemistry including the problems of astrophysical interest, whenever the precise integration of motion during very long times is desirable.
The algorithms introduced exactly reproduce such important features of classical dynamics as time reversibility and symplecticity. This explains their excellent energy conservation and stability properties. In this context it is worth mentioning another class of ͑nongradient͒ integrators recently developed ͓34͔ on the basis of a modified Runge-Kutta approach. Like the force-gradient algorithms, the RungeKutta-like integrators also allow to produce time reversible and symplectic trajectories in phase space with, in principle, arbitrary order in precision. However, such integrators are implicit and require cumbersome systems of globally coupled ͑via positions and forces of all particles͒ nonlinear equations to be solved by expensive iterations at each step of the integration process. Since, in practice, such equations cannot be solved exactly, the time reversibility and symplecticity can be violated. This may lead, in particular, to instabilities in long-term energy conservation, i.e., to the same problem inherent in the traditional ͑nonsymplectic͒ RungeKutta method ͑see the Introduction͒. All these disadvantages are absent in the present approach, where the phase trajectories are propagated explicitly in time by applying consecutive simple shifts of particles in velocity and position space with exact preservation of the phase volume and reversibility of the generated solutions.
The approach presented can also be adapted to the integration of motion in more complicated systems, such as systems with orientational or spin degrees of freedom, etc., where splitting of the Liouville operator into more than two parts may be necessary to obtain analytically solvable subpropagators. These and other related problems will be considered in a separate investigation.
