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Resumo
O objetivo deste trabalho é investigar a hipoeliticidade global para uma classe de opera-
dores do tipo
L =Dt +C (t , x , Dx ), t ∈T=R/(2πZ), x ∈M ,
sendo M uma variedade suave, fechada (compacta e sem bordo) e C (t , x , Dx ) é um opera-
dor pseudodiferencial, de primeira ordem, definido sobre M , o qual depende suavemente da
variável periódica t .
Palavras-chave: Hipoeliticidade global, operadores pseudodiferenciais, fórmula assintótica de Weyl, va-
riedades compactas
Abstract
The main goal on this work is to investigate the global hypoellipticity of the following class
of operators
L
.=Dt +C (t , x , Dx ), t ∈T=R/(2πZ), x ∈M ,
where M is a closed (compact without boundary) smooth manifold and C (t , x , Dx ) is a first
order pseudodifferential operator on M , smoothly depending on the periodic variable t .
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Introdução
O objetivo deste trabalho é investigar a Hipoeliticidade Global para uma classe de operadores do
tipo
L
.=Dt +C (t , x , Dx ), (t , x ) ∈T×M ,
sendoT=R/(2πZ)o toro unidimensional, M uma variedade fechada e suave e C (t , x , Dx )um operador
pseudodiferencial de primeira ordem sobre M , que depende suavemente da variável periódica t .
Recordamos que o operador L é globalmente hipoelítico em T×M , abreviadamente (GH), se
u ∈D ′(T×M ) e Lu ∈C∞(T×M ) implica em u ∈C∞(T×M ).
Enfatizamos que o estudo da hipoeliticidade global para uma classe de operadores tão ampla é um
problema não-trivial que aparentemente não admite uma abordagem única, mesmo no caso em que
C (t , x , Dx ) é um operador diferencial de primeira ordem e M é o toro n-dimensional Tn =Rn/(2πZ)n ,
como pode ser verificado nas referências [1, 2, 3, 4, 10, 11, 12, 15, 16, 22].
Também relembramos a célebre conjectura de Greenfield-Wallach, ver [13]: se uma variedade suave
fechada conexa e orientável admite um campo vetorial suave globalmente hipoelítico, então essa vari-
edade é difeomorfa a um toro e esse campo vetorial é conjugado a um campo vetorial Diofantino. Tal
conjectura foi provada completamente em dimensões 2 e 3 e em alguns casos particulares, por exem-
plo, quando a variedade é o quociente de um grupo de Lie por um subgrupo fechado co-compacto, ver
[8, 13, 16, 19].
Inspirados no trabalho [14] de Greenfield-Wallach, no qual os autores investigam a hipoeliticidade
global para operadores diferenciais que comutam com um operador diferencial elíptico E fixado, in-
troduzimos as hipóteses basilares em nosso trabalho.
Em primeiro lugar, fixamos um operador elíptico E (x , Dx ) sobre M tal que
[C (t , x , Dx ), E (x , Dx )] = 0, ∀t ∈T,
e também assumimos que
C (t , x , Dx ) é normal, ou seja, C
∗C =C C ∗.
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2
Aqui C ∗ denota o operador adjunto de C , com respeito ao espaço L 2(M , dx), sendo dx uma medida
positiva sobre M .
Escrevendo









nossas hipóteses são equivalentes a: para cada t ∈T vale:
A(t , x , Dx ) = A
∗(t , x , Dx ) e B (t , x , Dx ) = B
∗(t , x , Dx ); (0.2)
[A(t , x , Dx ), E (x , Dx )] = 0 e [B (t , x , Dx ), E (x , Dx )] = 0; (0.3)
[A(t , x , Dx ), B (t , x , Dx )] = 0; (0.4)
Neste trabalho nos restringimos ao estudo do caso particular de separação de variáveis, ou seja,
A(t , x , Dx ) = a (t )⊗p (x , Dx ) e B (t , x , Dx ) = b (t )⊗q (x , Dx ) (0.5)
sendo a e b funções reais suaves definidas no toro unidimensional T e p (x , Dx ) e q (x , Dx ) operadores
pseudodiferenciais de primeira ordem sobre M .
Nesse caso as hipóteses (0.2), (0.3) e (0.4) podem ser reescritas (respectivamente) na seguinte forma:
p (x , Dx ) = p
∗(x , Dx ) e q (x , Dx ) = q
∗(x , Dx ); (0.6)
[p (x , Dx ), E (x , Dx )] = 0 e [q (x , Dx ), E (x , Dx )] = 0; (0.7)
[p (x , Dx ), q (x , Dx )] = 0; (0.8)
Assim, os operadores p (x , Dx ) e q (x , Dx ) são simultaneamente diagonalizáveis sobre os auto- espa-
ços associados ao operador elíptico E , e portanto existe um operador unitário S tal que
S ∗ ·p (x , Dx ) ·S e S ∗ ·q (x , Dx ) ·S . (0.9)
são diagonais sobre os auto-espaços de E .
Nestas condições podemos enunciar os principais resultados de nosso trabalho: considere o opera-
dor
L =Dt +a (t )p (x , Dx ) + i b (t )q (x , Dx ), (t , x ) ∈T×M , (0.10)
em que a , b ∈C∞(T :R) e p (x , Dx ) e q (x , Dx ) são operadores pseudodiferenciais de primeira ordem sobre
M satisfazendo as hipóteses (0.6), (0.7), (0.8). Defina por µ j e ν j , j ∈ N, os elementos das diagonais de
p (x , Dx ) e q (x , Dx ) dadas em (0.9) e admita que |ν j | diverge para o infinito.
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Assim, se b 6≡ 0, então as seguintes afirmações são verdadeiras:
(a) Se b não muda de sinal, então L é (GH);







então L não é (GH);






então o operador L é (GH) se, e somente se, o operador
La0,b0 =Dt +a0p (x , D ) + i b0q (x , D )
é (GH), sendo a0 e b0 são as médias de a e b sobre T, respectivamente.
Convém ressaltar que, a partir dos itens (a) e (b) acima, reobtemos os resultados de Hounie, em
[15], para o caso diferencial apresentando uma nova demonstração. Além disso, estendemos esses re-
sultados para uma classe de operadores mais ampla e passamos a compreender melhor a influência da
velocidade da divergência da sequência {ν j } na avaliação da regularidade de L .
Já o item (c) representa uma grande novidade nos estudo da hipoeliticidade global de operadores
lineares do tipo L , pois a partir desse resultado, constatamos que é possível construir um operador (GH)
da forma (0.10) com parte imaginária mudando de sinal. (Obviamente tal operador não será diferencial
e portanto não obtivemos contra-exemplos para a conjectura de Greenfield-Wallach).
Retornando ao enunciado de nossos principais resultados, suponha agora que b ≡ 0. Neste caso, o
operador (0.10) se escreve como
La =Dt +a (t )p (x , Dx ), (t , x ) ∈T×M . (0.11)
Nas mesmas condições para p (x , Dx ) e a descritas anteriormente temos que: o operador La é (GH)
se, e somente se, existe j0 ∈ N tal que a0µ j /∈ Z, para j ¾ j0, e a média a0 é não-Liouville com respeito a
sequência {µ j }, isto é, existem δ > 0, C > 0 e R  1 tais que
inf
`∈Z
|a0µ j + `|¾C j−δ, ∀ j ¾R . (0.12)
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Note que, na desigualdade acima, se a sequência {µ j } percorrerZ, tal definição coincide com a defini-
ção usual de número irracional não-Liouville, logo (0.12) apresenta um novo fenômeno Diofantino.
Para exemplificar estes resultados, considere sobre T2 =Tt ×Tx os operadores
L =Dt +a (t )Dx + i b (t ) log
ρ(2+ |Dx |),
La0,b0 =Dt + a0 Dx + i b0 log
ρ(2+ |Dx |),
sendo ρ > 0, a , b ∈C∞(T :R). No caso em que b 6≡ 0, temos:
1. Se ρ > 1, o operador L é (GH) se, e somente se, b não muda de sinal;
2. Seρ ¶ 1, o operador L é (GH) se, e somente se, La0,b0 é (GH), ou seja, se a média b0 6= 0 ou se b0 = 0
e a0 é um irracional não-Liouville;
Note então que L definido acima pode ser (GH) mesmo quando a parte imaginária b muda de sinal,
ou seja, nossos resultados permitem gerar exemplos de operadores de primeira ordem globalmente
hipoelíticos que não satisfazem a célebre condição (P ) de Niremberg-Treves. Discutimos este exemplo
com mais detalhes na seção 2.2.
Organizamos este texto da seguinte forma: No capítulo 1 fixamos as principais notações e resulta-
dos referentes aos espaços funcionais utilizados e apresentamos as propriedades espectrais dos opera-
dores pseudodiferenciais elípticos. Em especial exibimos a fórmula assintótica de Weyl, da qual obtém-
se uma caracterização conveniente dos espaços das distribuiçõesD ′ e das funções C∞ sobre M e tam-
bém sobre T×M , bem como dos espaços de SobolevH s (M ), através do comportamento dos coefici-
entes de Fourier obtidos através das bases de autofunções geradas por operadores elípticos.
No capítulo 2 descrevemos precisamente os resultados apresentados nesta introdução e exibimos
uma comparação entre os nossos resultados e àqueles obtidos por Hounie, em [15].
Apresentamos no terceiro capítulo a redução à forma normal do operador L , dado em (0.11), a qual
permite estudar, de modo equivalente, a regularidade de operadores com coeficientes constantes. Des-
taca-se aqui que sob condições especiais para a sequência {ν j }, tal redução pode também ser feita para
a parte imaginária de L .
Na sequência, capítulo 4, apresentamos a demonstração de nosso resultado principal, a saber: te-
orema 2.3.
No capítulo 5 apresentamos algumas considerações a respeito de certas hipóteses utilizadas no te-
orema principal. Em particular, mostramos que na ausência da condição |ν j | →∞ o operador (0.10)
pode ser não (GH) ainda que a parte imaginária não mude sinal e b 6≡ 0.
Por fim, no último capítulo fazemos uma breve discussão sobre a generalização de nosso resultados
para algumas classes de operadores em espaços de Hilbert.
Capítulo 1
Espaços Funcionais e a Fórmula de Weyl
No presente capítulo fixamos notações e indicamos resultados que permitem caracterizar os es-
paços funcionais considerados neste trabalho. Dentre estes resultados, citamos aqui as propriedades
espectrais dos operadores elípticos e, em particular, a fórmula assintótica de Weyl pela qual obtemos
uma caracterização conveniente dos espaços das distribuições e das funções suaves sobre M e T×M ,
bem como dos espaços de SobolevH s (M ).
Para os resultados mais relevantes para este trabalho indicamos onde suas demonstrações podem
ser encontradas. Os resultados clássicos são enunciados sem indicação precisa. Entretanto, as nota-
ções e resultados apresentados seguem de perto a apresentação feita por Shubin, [25].
1.1 Notações Básicas
Consideramos o espaço Rn dotado com a estrutura Euclidiana usual dada por









sendo x = (x1, . . . , xn ) ∈Rn .
Cada elemento do conjunto Zn+ = {α = (α1, . . . ,αn ) ∈ Z
n ; α j ¾ 0} é chamado de multi-índice. Em
particular, denotamos N0






α` e α!=α1! · . . . ·αn !,
respectivamente. Dados dois multi-índices α e β dizemos que α¶ β se α j ¶ β j , para cada j = 1, . . . , n .











, se β ¶α,
0, se β >α.
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Dados x ∈Rn e α ∈Zn+ escrevemos x
α = xα11 · . . . · x
αn
n . O símbolo ∂x j denota o operador diferencial
∂ /∂x j , para j ∈ {1, . . . , n} e
Dj = i
−1∂x j ,
em que i é a unidade imaginária i =
p
−1. Se α ∈Zn+, denotamos
D α =D α11 · · ·D
αn
n ,
assim, a regra de Leibnitz assume a forma







D β ( f )D α−β (g ).
Dado um conjunto aberto Ω ⊂ Rn , o espaço das funções teste, denotado por C∞c (Ω), consiste de
todas as funções suaves com suporte compacto. A topologia em C∞c (Ω) é dada pela seguinte noção de
convergência: uma sequência {ϕ j } j∈N ⊂C∞c (Ω) converge a zero neste espaço se existe algum compacto
K ⊂Ω, tal que supp (ϕ j )⊂ K , para todo j , e ainda
sup
x∈Ω
|∂ αϕ j (x )| −→ 0, ∀α ∈Zn+.
Definição 1.1 O espaço das distribuiçõesD ′(Ω) é o conjunto de todos os funcionais lineares, sequencial-
mente contínuos, u : C∞c (Ω)→C. Dizemos que uma sequência {u j } j∈N ⊂D
′(Ω) converge para u ∈D ′(Ω)
se, para cada ϕ ∈C∞c (Ω) vale que
u j (ϕ)−→ u (ϕ), quando j →∞.
Define-se ainda, para cada u ∈D ′(Ω) e α ∈Z+ a distribuição
D αu (ϕ) = (−1)|α|u (D αϕ).
Se ψ : Ω1 → Ω2 é um difeomorfismo entre abertos de Rn e u ∈ D ′(Ω2), então tem-se a distribuição
uψ ∈D ′(Ω1) definida por
uψ(ϕ) = u ((ϕ ◦ψ−1) · |J |), ∀ϕ ∈C∞c (Ω1),
em que J denota o determinante Jacobiano deψ−1.
Ao longo deste texto M = (M n , dx) indica uma variedade suave, n-dimensional, fechada (compacta
e sem bordo) munida de uma medida positiva dx. Considere um sistema de coordenadas suaves sobre
M , ou seja, uma família F de homeomorfismos χ de abertos Ωχ ⊂ M sobre subconjuntos abertos
eΩχ ⊂Rn , que satisfazem as seguintes condições:
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Definição 1.2 SejaF um sistema de coordenadas sobre M . Se para cada χ obtém-se uma distribuição
uχ ∈D ′(eΩχ ) tal que
uχα = uχ ◦ (χσχ
−1





dizemos que o sistema uχ define uma distribuição u em M . O espaço das distribuições em M é denotado
porD ′(M ).
1.2 Operadores Pseudodiferenciais
Sejam m ,ρ eδ números reais, com 0¶δ,ρ ¶ 1 e um abertoΩ⊂Rn . A classe dos símbolos de ordem
m emΩ é o conjunto de todas as funções a (x ,θ ) ∈C∞(Ω×Rn ) a valores complexos, tais que, para todo
α,β ∈Zn+ e todo compacto K ⊂Ω existe uma constante positiva C =Cα,β ,K satisfazendo
|∂ αθ ∂
β
x a (x ,θ )|¶C 〈θ 〉
m−ρ|α|+δ|β |,
sendo 〈θ 〉 = (1+ |θ |2)1/2. Essa classe é denotada por Smρ,δ(Ω×R
n ), ou simplesmente por Smρ,δ quando
estiver claro o aberto Ω.
Definição 1.3 Considere uma sequência de funções a j (x ,θ ) ∈ S
m j
ρ,δ(Ω×R
n ), j ∈ N, tal que m j → −∞,
quando j →∞. Dada uma função a (x ,θ ) ∈C∞(Ω×Rn ) escrevemos




a j (x ,θ ), (1.1)
se para todo inteiro r ¾ 2 tem-se




a j (x ,θ ) ∈ S
mr
ρ,δ,
sendo mr =max{m j ; j ¾ r }. Diz-se que (1.1) é a expansão assintótica de a (x ,θ ).
Definição 1.4 Um símbolo a ∈ Smρ,δ(Ω×R
n ) é dito clássico se existe uma expansão assintótica




am− j (x ,θ ), (1.2)
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tal que cada am− j é homogêneo de ordem m − j , isto é,
am− j (x , t θ ) = t
m− j am− j (x ,θ ), ∀t > 0, ∀|θ |¾ 1.
O elemento am (x ,θ ) é dito o símbolo principal de a (x ,θ ). O espaço dos símbolos clássicos é denotado
por C S mρ,δ(Ω×R
n ).
Definição 1.5 Fixado um símbolo a ∈ Smρ,δ(Ω×Ω×R
n ), chamamos de operador pseudodiferencial, ou
o.p.d. de modo abreviado, a aplicação linear
Au (x ) =
∫ ∫
e i (x−y )·ξa (x , y ,ξ)u (y )d y dξ, x ∈Ω, u ∈C∞c (Ω). (1.3)
A distribuição KA ∈D ′(Ω×Ω) definida por
< KA ,ω>=
∫ ∫ ∫
e i (x−y )·ξa (x , y ,ξ)ω(x , y )d x d y dξ, x ∈Ω, ω ∈C∞c (Ω×Ω).












A classe dos o.p.d’s com símbolos clássicos é representada porCmρ,δ(Ω×R
n ).
Denotamos por supp (KA)⊂Ω×Ω o suporte de KA e por
Π1 : supp KA→Ω e Π2 : supp KA→Ω
as restrições das aplicações de projeção. Assim, um operador pseudodiferencial A é dito propriamente
suportado se ambas projeçõesΠ1,Π2 são aplicações próprias. De modo análogo, dizemos que a (x , y ,ξ)
é propriamente suportada se as projeções
Π1,Π2 : supp x ,y a (x , y ,ξ)−→Ω,
são aplicações próprias.
Definição 1.6 O símbolo de um o.p.d. propriamente suportado A é a funçãoσA definida por
σA(x ,ξ) = e
−i x ·ξ ·A · e i x ·ξ, (x ,ξ) ∈Ω×Rn .
Neste caso podemos escrever
Au (x ) = (2π)−n
∫
e i x ·ξσA(x ,ξ)bu (ξ)dξ, u ∈C∞c (Ω).
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sendo a soma tomada sobre todos os multi-índices α.
Definição 1.7 Um operador E ∈Cm1,0(Ω×Rn ), com m > 0, é dito elíptico se seu símbolo principal am (x ,ξ)
satisfaz a seguinte condição:
am (x ,ξ) 6= 0, (x ,ξ) ∈Ω× (Rn \0).
O espaço dos o.p.d.’s elípticos, de ordem m, sobre Ω será denotado por Em (Ω).
Definição 1.8 Seja A um operador pseudodiferencial propriamente suportado com símboloσA(x ,ξ). O
operador A∗ que satisfaz a igualdade
(Au , v ) = (u , A∗v ), ∀u , v ∈C∞c (Ω)
é dito o adjunto de A, sendo
(u , v ) =
∫
u (x )v (x )d x .
O próximo resultado garante que A∗ pertence a Ψmρ,δ.











Então A∗ é um operador pseudodiferencial propriamente suportado com símboloσ∗A ∈ S
m
ρ,δ(Ω).
Sejam A e B dois operadores pseudodiferenciais propriamente suportados com símbolos σA e σB








∂ αξ σB (x ,ξ)D
α
x σA(x ,ξ).
Proposição 1.3 Se 0 ¶ δ < ρ ¶ 1, então a composta C = B A é também um o.p.d. propriamente supor-
tado, com símboloσB A ∈Ψm1+m2 (Ω).
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Operadores Pseudodiferenciais sobre Variedades
Sejam χ :Ω1→Ω2 um difeomorfismo entre abertos Ω1,Ω2 ⊂Rn e χ∗ o isomorfismo
χ∗ : C∞c (Ω2)−→C
∞
c (Ω1)
u 7−→χ∗u (x ) .= u ◦χ(x ).
Fixado um operador pseudodiferencial A, prop. sup. em Ω1, defina a aplicação
A1u = A(χ
∗u ) ◦χ−1, (1.4)
a qual pode ser escrita, pela expressão (1.3), como
A1u (x ) = (2π)
−n
∫ ∫
e i (χ1(x )−χ1(z ))·ξa (χ1(x ),χ1(z ),ξ)u (z )|detχ
′
1(z )|d z dξ,
sendo χ1 =χ−1 e y =χ1(z ).
Proposição 1.4 Sejam χ : X → X1 um difeomorfismo e A ∈ Ψmρ,δ(Ω1) prop. sup. tal que 1−ρ ¶ δ < ρ.
Então o operador A1, dado por (1.4), pertence a classe Ψ
m
ρ,δ(Ω2). Além disso,





σ(α)A (x , [χ




sendoσ(α)A (x ,ξ) = ∂
α
ξ σA(x ,ξ) e χ
′′
x (z ) =χ(z )−χ(x )−χ
′(x )(z − x ).
Demonstração: Ver teorema 4.2 em [25].
Sejam M uma variedade e A : C∞(M )→ C∞(M ) um operador linear. Suponha que χ : Ω→ eΩ seja
um sistema de coordenadas, tal queχ é um difeomorfismo sobre eΩ. Assim podemos definir o operador
linear A1 : C
∞
c (eΩ)→C
∞(eΩ) através do diagrama







Definição 1.9 Um operador linear A : C∞(M )→ C∞(M ) é um operador pseudodiferencial sobre M se,
para todo sistema de coordenadas (por difeomorfismos) χ , o operador A1 é o.p.d. em eΩ.
Segue da proposição 1.4 que as classes de símbolos Smρ,δ(T
∗M ) e dos operadores Ψmρ,δ(M ) estão bem
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Uma vez que os espaços C S m eCm são também invariantes por difeomorfismos, fica bem definida
a classeCmρ,δ(M ), para 1−ρ ¶ δ ¶ρ. Além disso, se A ∈C
m
ρ,δ(M ), então seu símbolo principal σA(x ,ξ)
pode ser visto como uma função homogênea de grau m definida sobre T ∗M . Logo, fica bem definida
a classe dos operadores elípticos Em (M ).
Teorema 1.5 Seja A um operador pseudodiferencial em Ψmρ,δ(M ). Então:
i. Existe uma extensão contínua A :D ′(M )−→D ′(M );
ii. Para cada s ∈R, tem-se o operador linear contínuo A :H s (M )−→H s−m (M );
Demonstração: Ver teorema 7.1 em [25].
1.2.1 Espectro de Operadores Elípticos
Dado um operador elíptico E ∈ Em (M ) podemos considerar sua extensão (não necessariamente
contínua) E0 ao espaço L
2(M ), tomando como domínio de E o espaçoH m (M ). O seguinte resultado
descreve o espectro do operador E0, para o qual utilizamos a mesma a notação E = E0.
Teorema 1.6 Dado um operador elíptico E ∈ Em (M ), existem uma sequência de números reais {λ j } j∈N
e uma de funções {ϕ j (x )} j∈N em C∞(M ) tais que:
(a) E ·ϕ j =λ jϕ j , ∀ j ∈N e |λ j | →∞;
(b) O espectro spec (E ) coincide com o conjunto de autovalores de E ;
(c) {ϕ j (x )} j∈N é uma base ortonormal de L 2(M );
(d) O auto-espaço Eλ j possui dimensão finita, para cada j ∈N;
Demonstração: Ver teoremas 8.3 e 8.4, referência [25].
Observação 1.1 Podemos supor, sem perda de generalidade, que λ j > 0. De fato, caso isto não ocorra,
basta considerar o operador E+ = E ∗E , então
(E+u , u )L 2(M ) = (E u , E u )L 2(M ) ¾ 0,
de modo que os autovalores de E+ são λ
2
j ¾ 0. Agora, se 0 ∈σ(E ), defina Ec = (E
∗E + c )1/2, sendo c uma
constante positiva. Assim spec (Ec ) = {eλ j = (λ2j + c )
1/2, j ∈N}, de modo que as autofunções de Ec são as
mesmas de E .
Finalmente, reordenando os autovalores de E , caso seja necessário, podemos supor
0<λ1 ¶λ2 ¶ . . .¶λ j →∞.
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Proposição 1.7 Seja a (x , Dx ) um operador pseudodiferencial em Ψν(M ) que comuta com um operador
elíptico E ∈ Em (M ). Então, a (x , Dx ) também comuta com Ec .
Demonstração: Uma vez que a (x , Dx ) é Eλ j -invariante, podemos obter γ
j
k ∈C tais que









sendo {ψ jk (x )}
d j
k=1 uma base do auto-espaço Eλ j . Mostramos no teorema 1.10, página 15, que cada
u ∈ D ′(T×M ) por ser escrita como u =
∑
j∈N u j (t )ϕ(x ), com tal série convergindo na topologia de
D ′(T×M ). Assim,


































u j (t ) a (x , Dx ) ·ϕ j (x )
!
=Ec ◦a (x , Dx ) ·u .
1.2.2 Operadores Elípticos em Tn com Autovalores Simples
Mostramos no capítulo 2 que o estudo da hipoeliticidade global do operador L , dado por (0.10),
pode ser restringida (com hipóteses adequadas) ao caso em que todos os auto-espaços do operador
elíptico E são unidimensionais.
Nesse sentido, o objetivo desta seção é exibir exemplos de operadores elípticos emTn que possuem
apenas autovalores simples. Em particular, a existência de tais operadores nos permite recuperar os
resultados clássicos, como [12] e [14], para hipoeliticidade global de campos vetoriais no toro.
Para tanto, sejamω= (ω j ) ∈Rn e
Res(ω) .= {z ∈Zn ; <ω, z >Rn= 0}
o conjunto das ressonâncias deω.
Se Res(ω) = {0}, então dizemos que ω ∈ Rn é um vetor não-resonante. Em particular, se ω é não
resonante, então as n coordenadasω j são linearmente independentes sobreQ.
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De fato, sejam pj /q j ∈ Q, j ∈ {1, . . . n} tais que
∑n
j=1ω jα j = 0, então definindo por ρ o mínimo







= 0, sendo α j = pj ·q1 · . . .cq j . . . ·qn ,
onde cq j indica a ausência do termo q j , logo pj = 0, para cada j .
Na proposição a seguir obtemos operadores elípticos com auto-espaços unidimensionais.





ω j (Dx j − c j )
2. (1.5)
Então, a seguinte condição é suficiente para que Eω possua apenas autovalores simples:
ω é não-resonante e 2c j 6∈Z, j = 1, . . . , n . (1.6)





ω j (ξ− c j )2, ξ ∈Z.






2c j (η−ξ) +ξ2−η2

= 0. (1.7)
Suponha, por contradição, que (1.6) seja válido mas (1.7) seja possível para ξ 6= η. Como o vetorω
é não-resonante, segue de (1.7) e da independência linear sobre os racionais que
2c j (η−ξ) +ξ2−η2 = 0, j = 1, . . . n ,
portanto 2c j =η+ξ ∈Z, uma contradição.
1.3 Fórmula Assintótica de Weyl
Uma das técnicas presentes na literatura para se estudar a regularidade das soluções de uma equa-
ção diferencial P u = f ∈ C∞(Tn ), consiste em se determinar a velocidade de convergência dos coefi-
cientes de Fourier de u ∈D ′(Tn ).
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Pela natureza dos operadores tratados neste trabalho, não é possível aplicar diretamente está téc-
nica, entretanto podemos adapta-la para o estudo das soluções u ∈D ′(T×M ) do problema
Lu = f ∈C∞(T×M ).
Fixado um operador elíptico E ∈ Em (M ), segue do teorema 1.6 que podemos escrever




Eλ j , j ∈N.
em que Eλ j denota o auto-espaço de E , associado ao autovalor λ j e {ϕ j (x )} j∈N é uma base ortonormal




u j (t )ϕ j (x ),
sendo {u j } j∈N ⊂ C∞(T), então a ideia é obter condições (necessárias e suficientes) para se garantir
u ∈C∞(T×M ) através do comportamento dos coeficientes u j (t ). Assim, esta seção tem como objetivo
formalizar esta ideia.
Considere E ∈ Em (M ), como acima, tal que seu símbolo σm (x ,ξ) satisfaça σm (x ,ξ) ¾ 0, ξ 6= 0.
Segue da observação 1.1 que podemos supor 0<λ1 ¶λ2 ¶ . . ., logo estão bem definidas as funções
N (s ) .=
∑
λ j¶s




Note que N (s ) é o número de autovalores não excedentes a s , por outro lado, a integral na definição
de V (s ) é exatamente o volume em T ∗M do conjunto dos pontos (x ,ξ), tais queσm (x ,ξ)< s .
Teorema 1.9 (Fórmula Assintótica de Weyl) Seja E um operador como descrito acima. Então
i. N (λ)∼V (λ), para λ→∞;













n , para j →∞;
Demonstração: Teoremas 15.2 e 16.1 em [25].
1.3.1 Caracterização dos EspaçosD ′(T×M ) e C∞(T×M )
Como mencionado no início desta seção, nosso objetivo é estabelecer condições necessárias e sufi-
cientes para se determinar quando uma distribuição u ∈D ′(T×M ) provém de uma função suave. Para
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u j (t )ϕ j (x ), sendo u j (t ) =< u ,ϕ j d x > .
O teorema abaixo fornece tais condições.
Teorema 1.10 Para a série
∑
j∈N
c j (t )ϕ j (x ), (1.8)
com coeficientes c j (t ) ∈C∞(T), as seguintes afirmações são equivalentes:
i. A série (1.8) converge na topologia de C∞(T×M );
ii. A série (1.8) é a série de Fourier de alguma função f ∈C∞(T×M );
iii. Fixado k ∈N0, obtemos para todo N > 0 que
max
t ∈T
|∂ kt c j (t )|=O(λ
−N




|∂ kt c j (t )|=O( j
−N ), para j →∞. (1.9)
Além disso, temos a equivalência das seguintes afirmações:
iv. A série (1.8) converge na topologia deD ′(T×M );
v. A série (1.8) é a série de Fourier de alguma distribuição u ∈D ′(T×M );
vi. Existe algum número real N0 satisfazendo (1.9);
Observação 1.2 Se A(t , x , Dx ) e B (t , x , Dx ) são os operadores dados em (0.1), na introdução deste traba-
lho, para os quais vale a separação de variáveis (0.3), então
A(t , x , Dx ) ·u = a (t )⊗p (x , Dx ) ·u =
∑
j∈N
a (t )⊗p (x , Dx ) ·
 





u j (t )p (x , Dx ) ·ϕ j (x )
e analogamente
B (t , x , Dx ) ·u = b (t )
∑
j∈N
u j (t )q (x , Dx ) ·ϕ j (x ).
Assim, escrevemos (por abuso de notação)
p (x , Dx ) ·u
.= 1⊗p (x , Dx ) ·u e q (x , Dx ) ·u
.= 1⊗q (x , Dx ) ·u ,
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e deste modo tem-se
A(t , x , Dx ) ·u = a (t )p (x , Dx ) ·u e B (t , x , Dx ) ·u = b (t )q (x , Dx ) ·u .
1.3.2 Caracterização dos Espaços de SobolevH s (M )
Nesta subseção aplicamos as mesmas ideias anteriores para se caracterizar os espaços das distri-
buiçõesD ′(M ), das funções C∞(M ) e os SobolevH s (M ), para cada s ∈R.









H s (M ) e D ′(M ) =
⋃
s∈R
H s (M ).
Assim, segue da proposição 10.2, em [25], combinada com a fórmula de Weyl o seguinte resultado:
Teorema 1.11 Para a série
∑
j∈N
c jϕ j (x ), (1.10)
com coeficientes complexos c j , as seguintes afirmações são equivalentes:
i. A série (1.10) converge na topologia de C∞(M );
ii. A série (1.10) é a série de Fourier de alguma função f ∈C∞(M );
iii. Para todo N > 0 temos
∑
j∈N
|c j |2 j−N <+∞. (1.11)
Além disso, temos a equivalência das seguintes afirmações:
iv. A série (1.10) converge na topologia deD ′(M );
v. A série (1.10) é a série de Fourier de alguma distribuição u ∈D ′(M );
vi. Existe algum número real N satisfazendo (1.11);
Uma consequência deste resultado é a seguinte caracterização do espaço de SobolevH s (M ):
Teorema 1.12 Seja E ∈ Em (M ) um operador normal. Então para cada s ¾ 0 temos:
i. A aplicação linear E s/m :H s (M )→ L 2(M ) é contínua;
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ii. Se 0 /∈σ(E ), então a seguinte expressão
||u ||H s (M ) = ||E
s
m u ||L 2(M )
define uma norma equivalente emH s (M ). Além disso,









|u j |2 j
2s
n <+∞. (1.12)
Demonstração: Ver teorema 1.1, referência [9].
Capítulo 2
Hipoeliticidade Global e Separação de
Variáveis
Neste capítulo exibimos os principais resultados obtidos neste trabalho, os quais descrevem a hi-
poeliticide global do operador L = Dt +C (t , x , Dx ) no caso em que existe separação de variáveis, ou
seja,
L =Dt +a (t )p (x , Dx ) + i b (t )q (x , Dx ), (t , x ) ∈T×M , (2.1)









b (s )d s
e p (x , Dx ), q (x , Dx ) operadores auto-adjuntos pertencentes a Ψ1(M ), os quais comutam entre si e tam-
bém com um operador elíptico E (x , Dx ) ∈ Em (M ), isto é,
[p (x , Dx ), q (x , Dx )] = 0, (2.2)
[E , p (x , Dx )] = 0 e [E , q (x , Dx )] = 0. (2.3)
Mostramos inicialmente que através das hipóteses (2.2) e (2.3) podemos restringir nosso estudo ao
caso em que todos os autovalores de E (x , Dx ) são simples, ou seja, quando
dimEλ j = 1, ∀ j ∈N.
Para tanto, seguimos a notação dos trabalhos [6, 7, 12] reescrevemos o espectro de E (x , Dx ) sem
contar suas multiplicidades como
spec (E ) = {0<σ1 <σ2 < . . .σ j < . . .→+∞}, mult(σ j ) = d j , j ∈ N (2.4)
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uma base ortonormal de L 2(M ) associada a (2.4).
Assim, cada auto-espaço Eσ j possui dimensão d j e































satisfaz a estimativa (1.9), para
cada ` ∈ {1, . . . , d j }.
Segue da hipótese (2.3) que p (Eλ j ) ⊂ Eλ j e q (Eλ j ) ⊂ Eλ j , para cada j ∈N, portanto podemos consi-
derar as restrições
pj (x , Dx ) : Eσ j −→ Eσ j e q j (x , Dx ) : Eσ j −→ Eσ j .
Dessa forma, para cada u ∈D ′(T×M ) obtemos





Pj ·Uj (t ), e j (x )

Cd j ,





Q j ·Uj (t ), e j (x )

Cd j ,






















, para cada j ∈N.
Portanto, u ∈ D ′(T×M ) é solução da equação Lu = f se, e somente se, cada Uj (t ) é solução do
sistema de equação diferencial
Dt Uj (t ) +C j (t ) ·Uj (t ) = Fj (t ), t ∈T, (2.5)
para cada j ∈N, sendo
C j (t ) = a (t )Pj + i b (t )Q j e Fj (t ) =
 




Neste ponto convém relembrar o seguinte resultado de álgebra linear:
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Lema 2.1 Seja {Tα : V → V ,α ∈Λ} uma família de operadores lineares definidos num espaço vetorial de
dimensão finita V , tais que [Tα, Tβ ] = 0,∀α,β ∈Λ. Então, existe uma matriz unitária S satisfazendo
S ∗ · [Tα] ·S =DTα , ∀ α ∈Λ,
sendo DTα a matriz diagonal dos autovalores de Tα.
Note agora que
[p (x , Dx ), q (x , Dx )] = 0 ⇐⇒ [Pj ,Q j ] = 0, ∀ j ∈N,
por outro lado, P ∗j = Pj e Q
∗
j =Q j , logo para cada j ∈N a família {Pj ,Q j } satisfaz as condições do lema
2.1, então existe uma base ordenada de Eσ j tal que
S ∗j ·Pj ·Sj =DPj e S
∗
j ·Q j ·Sj =DQ j ,
em que cada Sj é uma matriz unitária,
DPj = diag

µ j ,1, . . . ,µ j ,d j

e DQ j = diag






.= S ∗j ·Uj (t ) e G j (t )
.= S ∗j · Fj (t ), (2.6)
a sequência de sistemas (2.5) pode ser reescrita como
Dt Vj (t ) +C j (t ) ·Vj (t ) =G j (t ), j ∈N, (2.7)
com C j (t ) = a (t )DPj + i b (t )DQ j .
Observe agora que o estudo do comportamento das soluções Uj , quando j →∞, é equivalente ao
estudo das soluções Vj . De fato, sendo Sj uma matriz unitária, segue que








S ∗j · ∂
k








Sj ·S ∗j · ∂
k
t Uj (t ),∂
k
t Uj (t )
¶
Cd j




Em particular, quando f ∈C∞(T×M ), ambas sequências {Fj (t )} j∈N e {G j (t )} j∈N em (2.6) satisfazem a
condição (1.9).
Daqui segue que (2.7) equivale a
Dt v
j




` (t ) = g
j
` (t ), j ∈N, (2.8)
com c
j
` (t ) = a (t )µ
j
` + i b (t )ν
j
` , para cada ` ∈ {1, . . . , d j }.
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Assim, se as soluções Vj (t ) de (2.7) satisfazem uma estimativa do tipo





Cd j ¶ C j
N , j →∞,
então cada v
j
` (t ) também a satisfaz, sendo a recíproca também verdadeira.
Portanto, o estudo da hipoeliticidade global do operador L se reduz ao estudo das soluções das
equações (2.8). Neste sentido, basta considerar o caso em que todos os autovalores são simples.
Observação 2.1 Note que para se obter o sistema diagonal (2.7) é necessário utilizar o lema 2.1, o qual
por sua vez exige que as matrizes Pj e Q j comutem para cada j ∈N, ou seja, neste ponto do trabalho fica
em evidência a importância da hipótese de comutatividade
[p (x , Dx ), q (x , Dx )] = 0.
Quando essa comutatividade falha o estudo da hipoeliticidade do operador L fica mais complicado,
de modo que não se obtém o enunciado geral que é apresentado na próxima seção. Além disso, a redução
à forma normal (apresentada no capítulo 3) também depende da comutatividade dos operadores p e q ,
no caso em que os autovalores do operador E não são simples.
Para ilustrar as complicações que surgem na ausência desta hipótese discutimos um exemplo na seção
5.2, página 55.
2.1 Teorema Principal
Em virtude das discussões da seção anterior vamos supor que o operador elíptico E ∈ Em (M ) satis-
faz as seguintes hipóteses:
(A ) [E , p (x , D )] = 0 e [E , q (x , D )] = 0;
(B ) Para cada j ∈N, o auto-espaço Eλ j tem dimensão 1;
Da propriedadeA segue que p (x , D ) e q (x , D ) são invariantes sobre os auto-espaços Eλ j , por outro
lado, da hipóteseB , obtêm-se duas sequências reais {µ j } j∈N e {ν j } j∈N, tais que
p (x , D )ϕ j =µ jϕ j e q (x , D )ϕ j = ν jϕ j . (2.9)
Dessa forma, a equação Lu = f é equivalente a sequência de equações diferenciais
Dt u j (t ) + c j (t )u j (t ) = f j (t ), t ∈T, j ∈N, (2.10)
sendo c j (t ) = a (t )µ j + i b (t )ν j .
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A seguinte proposição descreve a técnica que utilizamos no estudo da hipoeliticidade global do
operador L .
Proposição 2.2 Suponha que o operador L, dado em (2.1), satisfaça as condiçõesA eB . Então L é (GH)
se, e somente se, a sequência de soluções das equações (2.10) satisfaz a seguinte propriedade: dado k ∈N0,
obtém-se para todo N > 0 uma constante positiva C e um j0 ∈N, tais que
|∂ kt u j (t )|¶C j
−N , ∀t ∈T, ∀ j ¾ j0. (2.11)
O comportamento das sequências {µ j } e {ν j }, quando j →∞, é determinante para se investigar
as soluções das equações (2.10), logo este comportamento é também importante no estudo da hipoe-
liticidade do operador L .
Definição 2.1 Dado um número real α, o conjunto
Γα = { j ∈N; µ jα ∈Z}
é chamado de conjunto das ressonâncias de α, com respeito a sequência {µ j }.
Definição 2.2 Diremos que um número realα é não-Liouville, com respeito a sequência {µ j } j∈N, se exis-
tem C > 0, R  1 e δ¾ 0 tais que
inf
`∈Z
|αµ j + `|¾C j−δ, ∀ j ¾R . (2.12)
Se (2.12) não é satisfeita, dizemos que α é Liouville, com respeito a sequência {µ j } j∈N. Por simplici-
dade, utilizamos por vezes as expressões “µ j -não-Liouville” e “µ j -Liouville”.
Assim, estamos em condições de enunciar precisamente os resultados exibidos na introdução deste
texto, cujas demonstrações são exibidas no capítulo 4.
Teorema 2.3 (Teorema Principal) Seja L o operador (2.1). Suponha que sejam válidas as hipótesesA





i. se b ≡ 0, então L é (GH) se, e somente se, o conjunto Γa0 é finito e a0 é µ j -não-Liouville.
ii. se b 6≡ 0 e b não muda de sinal, então L é (GH);
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então L não é (GH);






então L é (GH) se b0 6= 0. Quando for b0 = 0, então L é (GH) se, e somente se, Γa0 é finito e a0 é
não-Liouville com respeito a µ j ;
2.2 Crescimento Logarítmico e Espaços de Sobolev
Nesta seção fazemos um paralelo entre os resultados do Teorema 2.3 e àqueles obtidos por Hounie,
em [15]. Primeiramente introduzimos algumas notações e definições presentes em [15].
Seja A um operador linear auto-adjunto, densamente definido num espaço de Hilbert complexo
H , não limitado, positivo e com inversa contínua A−1.









H sA . (2.14)
Fixada uma função c (t ) = a (t ) + i b (t ) ∈C∞(T) considere o operador
L =Dt + c (t )A, t ∈T,
e sejam a0 e b0 as médias de a (t ) e b (t ) em T, respectivamente.
Definição 2.3 O operadorL é dito globalmente hipoelítico em T, e denota-se porH∞A −(GH), se vale
¨
u ∈C∞(T; H −∞A )
L u ∈C∞(T; H∞A )
=⇒ u ∈C∞(T; H∞A ).
Seja spec (A) o espectro de A e τ> 0 satisfazendo spec (A)⊂ [τ,∞). Considere ainda as funções
r (z ) = z (b0− i a0), e d (ξ) = inf
z∈Γ
|ξ− z |, ξ ∈R,
sendo Γ = {z ∈C; |z |¾τ e r (z ) ∈Z}.
Nestas condições, tem-se:
Teorema 2.4 O operadorL éH∞A −(GH) se, e somente se, valem as seguintes condições:
(a) b não muda de sinal;
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(b) se b ≡ 0, existem c > 0 e δ ∈N, tais que d (ξ)¾ cξ−δ, para todo ξ ∈ spec (A) suficientemente grande.
Demonstração: Ver teorema 2.1, em[15].
Em particular, considerando T2 = Tt × Tx e A como a extensão de Dx em H = L 2(Tx ), então o
operador (I +A2)1/2 define a escala usual de Sobolev em Tx .
Assim obtemosH∞(T) =C∞(T) eH −∞ =D ′(T), portanto
C∞(Tt ; H −∞A ) =D
′(T2) e C∞(Tt ; H∞A ) =C
∞(T2).
Nestas condições a definição 2.3 equivale a:





Assim, segue do Teorema 2.4, o seguinte resultado:
Teorema 2.5 Seja o operador diferencial
LD =Dt + c (t )Dx , (t , x ) ∈T2.
Então:
i. Se b 6≡ 0,LD é C∞− (G H ) se, e somente se, b não muda de sinal;
ii. Se b ≡ 0,LD é C∞− (G H ) se, e somente se, a0 é um irracional não-Liouville;
Demonstração: Ver teorema 2.2, em[15].
Para comparar os resultados obtidos por Hounie com o nosso teorema principal considere o se-
guinte operador
Lρ =Dt +a (t )Dx + i b (t ) log
ρ(2+ |Dx |), (t , x ) ∈Tt ×Tx , (2.15)
sendo ρ > 0 fixado. Observe que no caso b 6≡ 0 o teorema 2.3 afirma o seguinte:
i . se ρ > 1, o operador Lρ é C
∞−(GH) se, e somente se, b (t ) não muda de sinal;
i i . seρ ¶ 1, o operador Lρ é C∞−(GH) se, e somente se, b0 6= 0, ou b0 = 0 e a0 é um número irracional
não-Liouville;
Note que se ρ > 1, então a sequência {ν j = logρ(2+ j )} é super-logarítmica e nossos resultados
coincidem com os obtidos no teorema 2.5. O mesmo ocorre se b ≡ 0.
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Entretanto, se for a ≡ 0, b 6≡ 0 e 0<ρ ¶ 1, tem-se o operador
eLρ =Dt + i b (t ) log
ρ(2+ |Dx |), (t , x ) ∈T×T, (2.16)
e o resultado abstrato de Hounie em [15] não é aplicável para o estudo da C∞−(GH).
De fato, sejaH ε(T) o espaço de Sobolev usual, de ordem ε ∈R, isto é,
H ε(T) =

u ∈D ′(T); ξε bu (ξ) ∈ `2(Z)
	
e seja o operador
Q (x , Dx ) = log
ρ(2+ |Dx |), x ∈Tx .
Seguindo as ideias de [15], definimos a escala de SobolevH sQ associada a Q por
H sQ = {u ∈D
′(T); bu (ξ) logρs (2+ |ξ|) ∈ `2(Z)}, s ∈R,










O próximo resultado fornece a ferramenta principal para as comparações propostas nesta seção.
Proposição 2.6 H∞Q (T) 6=C
∞(T).
Demonstração: Mostraremos que para ε > 0,H∞Q (T) 6⊂H
ε(T). Para tanto, seja θ > 1/2 e defina













(2θ −1) ln2θ−1(R )
<+∞,
portanto {ψ(ξ)}ξ∈Z ∈ `2(Z).




δ(|ξ|) log(log(|ξ|)) se ξ ∈Z \ {0},
0, se ξ= 0.
Dado s > 0 obtemos
logsρ(|ξ|)bu (ξ) =ψ(ξ)e ρs log(log |ξ|)−log
δ(|ξ|) log(log |ξ|))
=ψ(ξ)e −(log
δ(|ξ|)−ρs ) log(log |ξ|), |ξ|  1. (2.17)
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Para cada N > 0 podemos obter R =R (N ,ρs )> 0 tais que
N < logδ(|ξ|)−ρs , |ξ|¾R ,
logo, ∀|ξ|¾R tem-se
e −(log
δ(|ξ|)−ρs ) log(log |ξ|) ¶ e −N log(log |ξ|) = (log |ξ|)−N .
Assim, segue de (2.17) que
logsρ(|ξ|)bu (ξ)¶ψ(ξ)(log |ξ|)−N ≤ψ(ξ), |ξ| ≥R ,
e portanto {bu (ξ)}ξ∈Z define uma distribuição u ∈H∞Q (T).






então para cada ε > 0, existe R ′ > 0 tal que
logδ(|ξ|) log(log |ξ|)¶ ε/2 log(|ξ|), ∀|ξ|¾R ′.
Logo, para |ξ|¾R ′, obtemos




¾ψ(ξ)e ε log(|ξ|)−ε/2 log(|ξ|)
=ψ(ξ)e ε/2 log |ξ|
= |ξ|−n/2+ε/2 log−θ (|ξ|).
Como {|ξ|−1/2+ε/2 log−θ (|ξ|)}ξ∈Z /∈ `2(Z), segue que
{|ξ|ε bu (ξ)}ξ∈Z 6∈ `2(Z),
e assimH∞Q (T) 6⊂H
ε(T).
Segue então da proposição 2.6 que os espaços C∞(Tt ;H∞Q (T)) e C
∞(T2)não coincidem, logo atra-
vés dos resultados obtidos por Hounie não é possível estudar a C∞−hipoeliticidade do operador eLρ ,
quando tem-se ρ ¶ 1.
Capítulo 3
Redução à Forma Normal
Neste capítulo mostramos que se a sequência {ν j } tem crescimento no máximo logarítmico então
a hipoeliticidade global do operador
L =Dt +a (t )p (x , Dx ) + i b (t )q (x , Dx )
equivale a hipoeliticidade de um operador com coeficientes constantes.
De modo preciso, provamos o seguinte teorema:






Então L é (GH) se, e somente se, é (GH) o operador
La0,b0 =Dt +a0p (x , D ) + i b0q (x , D ).
A redução à forma normal da parte real a (t ) do operador L é sempre possível e bastante difundida
na literatura de equações diferenciais e de sistemas dinâmicos, através da conjugação por um “fator
integrante periódico”.
A novidade que temos nesse trabalho é a possibilidade de se obter o mesmo tipo de redução para a
parte imaginária b (t ) de L , mediante a a condição (3.1). (Obviamente tal hipótese não é satisfeita por
operadores diferenciais.)
Note que combinando o teorema 3.1 com os itens i e ii do teorema principal obtemos o item iv,
assim através da redução à forma normal podemos garantir a existência de operadores globalmente
hipoelíticos, da forma L , cuja parte imaginária b muda de sinal.
A ideia para se obter a equivalência da hipoeliticidade global entre L e La0,b0 , proposta pelo teorema
27
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3.1, é construir um automorfismo Ψ no espaço C∞(T×M ) que conjugue tais operadores, ou seja,
Ψ−1 ◦ L ◦Ψ = La0,b0 . (3.2)





e ν j (B (t )−b0t )−iµ j (A(t )−a0t )u j (t )ϕ j (x ),




a (s )d s e B (t ) =
∫ t
0
b (s )d s .
Assim, o teorema 3.1 segue da seguinte proposição:
Proposição 3.2 Se {ν j } satisfaz a condição (3.1), então Ψa ,b é um automorfismo dos espaços D ′(T×M )
e C∞(T×M ). Além disso, Ψa ,b satisfaz (3.2).
A demonstração da proposição 3.2 é dividida em duas etapas. Primeiramente, fazemos a redução
na parte imaginária do operador. Em seguida faz-se a parte real, mais simples e que segue as mes-
mas ideias do primeiro caso. Por fim, mostramos essas reduções no caso em que os auto-espaços do
operador elíptico E são multidimensionais, supondo válida a comutatividade [p (x , D ), q (x , D )] = 0.
Para obter tais resultados utilizamos a seguinte proposição.
Proposição 3.3 |µ j |=O( j 1/n ) e |ν j |=O( j 1/n ), quando j →∞.
Demonstração: Primeiramente, note que se uma sequência de números complexosω= {ω j } j∈N satis-
faz a seguinte propriedade: para toda sequência {u j } j∈N ⊂C,
∑
j∈N
|u j |2 j 2/n <∞ =⇒
∑
j∈N
|ω j |2|u j |2 j 2/n <∞,
entãoω é uma sequência limitada.
De fato, seω é ilimitada, então existe uma subsequência {ω jk }k tal que
|ω jk |> 2
k/2, j1 < j2 < . . .< jk →∞.







, se j = jk
0, se j 6= jk .
satisfaz
∑
j∈N |u j |2 j 2/n <∞, porém
∑
j∈N |ω j |2|u j |2 j 2/n =∞, uma contradição.
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Retornando para a demonstração da proposição 3.3, observe que do teorema 1.12 tém-se
u ∈H 1(M )⇐⇒
∑
j∈N
|u j |2 j 2/n <+∞.
Por outro lado, p (x , D ) é uma aplicação linear e contínua deH 1(M ) paraH 0(M ), logo
∑
j∈N
|u j |2 j 2/n <+∞=⇒ p (x , D )u ∈H 0(M ) = L 2(M )






· (|u j |2 · j 2/n )

Portanto, |µ j | j−1/n é limitada, assim |µ j |=O( j 1/n ) para j →∞.
3.1 Redução da Parte Imaginária





e (B (t )−b0t )ν j u j (t )ϕ j (x ).





e −(B (t )−b0t )ν j u j (t )ϕ j (x ).
Proposição 3.4 Se {ν j } satisfaz (2.13), então Ψb é um automorfismo deD ′(T×M ).
Demonstração: Provar que Ψb ·u ∈D ′(T×M ), para cada u ∈D ′(T×M ), é equivalente a mostrar que a
sequência de funções
ψ j (t ) = e
(B (t )−b0t )ν j u j (t )
satisfaz a condição (1.9) do teorema 1.10, para alguma constante N , isto é,
|∂ kt ψ j (t )|¶C j
N , j →∞. (3.3)
No que segue vamos considerar a seguinte função auxiliar
B (t ) = B (t )− b0t +τ,
em que τ ∈R será escolhido adiante.
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Segue agora da proposição 3.3 e por indução em k que existem constantes C ′ > 0 e j0 ∈N, tais que
|∂ kt e
B (t )ν j |¶C ′ j k/n eB (t )ν j , ∀ j ¾ j0.
para cada k ∈N0. Fixada u ∈D ′(T×M ), segue do teorema 1.10 e da fórmula de Leibnitz a existência de
constantes N0, C
′′ > 0 e j1 ∈N tais que


















C ′ j `/n eB (t )ν j C ′′ j N0
¶C j N1 eB (t )ν j , j ¾ j1, (3.4)
sendo N1 =N0+k/n .
Observe que a hipótese (3.1) é equivale a seguinte afirmação: para todo ε > 0, existe j2 ∈N tais que
|ν j |¶ log( j κ+ε), ∀ j ¾ j2. (3.5)
Sejam δ=max{B (t ); t ∈ [0, 2π]}, ρ =min{B (t ); t ∈ [0, 2π]} e escolha τ ∈R de modo que
0<ρ ¶δ.
Como |ν j | →∞, podemos supor que existe j3 ∈ N tal que ν j > 0, ou que ν j < 0 (a menos da exis-
tência de subsequências). Assim, obtemos
ρν j ¶B (t )ν j ¶δν j , j ¾ j3, ∀t ∈ [0, 2π], se ν j > 0, ou (3.6)
δν j ¶B (t )ν j ¶ρν j , j ¾ j3, ∀t ∈ [0, 2π], se ν j < 0. (3.7)
Escolhendo j0 o maior dentre j1, j2 e j3 obtemos de (3.6) e (3.7) que
|∂ kt ψ j (t )|¶C j
N1B (t )¶
¨
C j N1 e δν j , se ν j > 0
C j N1 e ρν j , se ν j < 0
, ∀ j ¾ j0. (3.8)
Observe que no caso ν j < 0 temos e
ρν j ¶ 1, quando j →∞ e portanto Ψb está bem definida. Por
outro lado, quando ν j > 0, segue de (3.5) e (3.8) que
|∂ kt ψ j (t )|¶C j
N1 e δν j
¶C j N1 e δ log( j
κ+ε )
¶C j N1+δ(κ+ε), j ¾ j0.
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Então, fixado ε > 0 e definindo
N =N1+δ(κ+ ε)
segue que
|∂ kt ψ j (t )|¶C j
N , quando j →∞,
e então Ψb ·u ∈D ′(T×M ).
Corolário 3.5 Se vale 3.1, então Ψb é um automorfismo de C∞(T×M ).
Demonstração: Se u ∈C∞(T×M ), então a expressão (3.4) torna-se
|∂ kt ψ j (t )|¶C j
−η+k/n eB (t )ν j , quando j →∞,
para todo η> 0. Então obtemos |∂ kt ψ j (t )|¶C j
−η+N , j →∞, implicando Ψb ·u ∈C∞(T×M ).
Proposição 3.6 Considere o operador
Lb0 =Dt +a (t )p (x , D ) + i b0q (x , D ).
Se vale a condição (3.1), então:
i. Lu = f se, e somente se, Lb0 v = g , sendo v =Ψ
−1
b ·u e g =Ψ
−1
b · f ;
ii. Ψ−1b ◦ L ◦Ψb = Lb0 ;
iii. L é (GH) se, e somente se, Lb0 é (GH);
Demonstração: Sejam u ∈D ′(T×M ) e f .= Lu . Definindo v =Ψ−1b ·u e g =Ψ
−1







−(B (t )−b0t )ν j u j (t ))
+a (t )µ j e
−(B (t )−b0t )ν j u j (t ) + i b0ν j e
−(B (t )−b0t )ν j u j (t )







[Dt u j (t ) +a (t )µ j u j (t ) + i b (t )ν j u j (t )]e





f j (t )e
−(B (t )−b0t )ν jϕ j (x ) = Ψ
−1
b · f = g .
A recíproca é similar, logo o item i. está provado. Usando a mesmo notação acima tém-se
Ψ−1b ◦ L ◦Ψb (v ) =Ψ
−1
b ◦ L (u ) =Ψ
−1
b (L (u )) =Ψ
−1
b · f = g = Lb0 v,
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portanto ii. também está provado.
Por fim, dado v ∈ D ′(T×M ) tal que g = Lb0 v ∈ C
∞(T×M ) obtemos que f = Ψb · g é uma função
suave sobreT×M , pois Ψb é um automorfismo de C∞(T×M ). Por ii. temos Lu = f , sendo v =Ψ−1b ·u .
Assim, se L for (GH) devemos ter u suave uma vez que v é suave e Lb0 é (GH). A recíproca é demonstrada
da mesma forma.
3.2 Redução da Parte Real
As ideias para este caso são, em essência, as mesmas que no caso imaginário, entretanto as demons-
trações são mais simples uma vez que não é necessário impor nenhuma condição específica sobre as
sequências {µ j } e {ν j }. De fato, esta redução é uma simples extensão de resultados usados por diver-
sos autores em trabalhos como, por exemplo, [2], [4], [12], [14] e [16]. Por esta razão, e pelos passos da
demonstração serem idênticos ao caso anterior, omitiremos a prova do seguinte resultado:





e −i (A(t )−a0t )µ j u j (t )ϕ j (x ).
Então
i. Ψa é um automorfismo deD ′(T×M );
ii. Ψa é um automorfismo de C
∞(T×M );
iii. L é (GH) se, e somente se, La0 =Dt +a0p (x , D ) + i b (t )q (x , D ) é (GH);
Observação 3.1 Note que os coeficientes de Fourier
ψ
j
a ,b (t ) = e
ν j (B (t )−b0t )−iµ j (A(t )−a0t )u j (t )
de Ψa ,b ·u satisfazem a estimativa
|∂ kt ψ j (t )|¶C
′ j k/n e (B (t )−b0t )ν j , quando j →∞.
Segue então da redução para a parte imaginária que Ψa ,b ·u é uma distribuição sobre T×M . É fácil
ver que Ψa ,b comuta os operadores L e La0,b0 , logo tém-se a prova da proposição 3.2
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3.3 Forma Normal e Auto-espaços Multidimensionais
Mostramos nesta seção como obter um automorfismo dos espaços D ′(T×M ) e C∞(T×M ) que
conjuga os operadores L e La0,b0 para o caso dim(Eλ j ) = d j .










u j (t ) =
 
u kj (t )

d j×1
, e e j =
 
e kj (x )

d j×1
, ∀ j ∈N,
sendo {e kj (x )}
d j
k=1 uma base de Eσ j . Ainda com respeito a essas bases, considere Pj ,Q j ∈ C
d j×d j as
matrizes das restrições de p (x , Dx ) e q (x , Dx ) a cada auto-espaço.
Uma vez que cada Pj e Q j são auto-adjuntas, podemos definir as sequências reais
{µ j }




2, . . . ,µ
d2
2 , . . . ,µ
1
j , . . . ,µ
d j
j , . . .}
{ν j }




2, . . . ,ν
d2
2 , . . . ,ν
1
j , . . . ,ν
d j
j , . . .}






`=1 são os autovalores de Pj e Q j , respectivamente.







e (B (t )−b0t ) Q j ·u j (t ), e j (x )

Cd j .







e −(B (t )−b0t ) Q j ·u j (t ), e j (x )

Cd j .
Proposição 3.8 Se {ν j } satisfaz (2.13), entãoΨb é um automorfismo dos espaçosD ′(T×M ) e C∞(T×M ).
Demonstração: Observe que Q j ∼ diag





, logo se {e jk (x )} indica a base na qual se diagonaliza

















j (B (t )−b0t )u kj (t )e
j









sendoψ`j (t ) = e
ν`j (B (t )−b0t )u`j (t ). Assim, segue do caso unidimensional que cada termoψ
`
j (t ) satisfaz as
condições necessárias para que se tenha Ψb ·u ∈D ′(T×M ), ou em C∞(T×M ), caso seja u seja suave.
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e −i (A(t )−a0t ) Q j ·u j (t ), e j (x )

Cd j (3.9)
define automorfismos emD ′(T×M ) e C∞(T×M ).
Demonstração: Seja {e kj (x )} uma base na qual Pj ∼ diag















sendoψ`j (t ) = e
−iν`j (A(t )−a0t )u`j (t ). Assim a demonstração segue do cado unidimensional.
Proposição 3.10 Considere o operador
Lb0 =Dt +a (t )p (x , D ) + i b0q (x , D ).
Se vale a condição (2.13) e [p (x , Dx ), q (x , Dx )] = 0, então:
i. Lu = f se, e somente se, Lb0 v = g , sendo v =Ψ
−1
b ·u e g =Ψ
−1
b · f ;
ii. Ψ−1b ◦ L ◦Ψb = Lb0 ;
iii. L é (GH) se, e somente se, Lb0 é (GH);
Demonstração: Sejam u , f ∈D ′(T×M ) tais que Lu = f e defina v = Ψ−1b ·u e g = Ψ
−1
b · f . Para facilitar
a notação, escrevaM j (t ) = e −(B (t )−b0t ) Q j , j ∈N.
Assim, obtemos







j (t ) +a (t )Pj v
j (t ) + i b0Q j v










M j (t ) ·u j (t )









M j (t ) ·Dt u j (t ) +a (t )PjM j (t ) ·u j (t ) + i b (t )Q jM j (t ) ·u j (t ) , e j (x )

Cd j (3.10)
Como qualquer matriz comuta com a sua exponencial, segue que
Q jM j (t ) =Q j e −(B (t )−b0t ) Q j = e −(B (t )−b0t ) Q j Q j =M j (t )Q j .
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Por outro lado, a hipótese de comutatividade implica em Pj Q j =Q j Pj , portanto
PjM j (t ) = Pj e −(B (t )−b0t ) Q j = e −(B (t )−b0t ) Q j Pj =M j (t )Pj , (3.11)






M j (t ) ·
 
Dt u
j (t ) +a (t )Pj u
j (t ) + i b0Q j u
j (t )









e −(B (t )−b0t ) Q j · f j (t ) , e j (x )

Cd j
=Ψ−1b · f = g , (3.12)
ou seja, Lb0 v = g . De modo equivalente prova-se a outra implicação e conclui-se a demonstração do
item i. Para os demais itens basta readequar a demonstração do caso unidimensional, logo a demons-
tração está concluída.
Observação 3.2 Note que um ponto decisivo para se passar da equação (3.10) para (3.12) é a equação
(3.11), que por sua vez é obtida da hipótese [p (x , Dx ), q (x , Dx )] = 0. Observe então que sem essa comu-
tatividade não podemos obter a conjugação entre os campos L e Lb0 . Um fato ainda mais curioso é que
este mesmo fenômeno ocorre ao tentarmos conjugar os campos L e
La0 =Dt +a0p (x , D ) + i b (t )q (x , D )
através da aplicação (3.9). De fato, definindo
N j (t ) = e i (A(t )−a0t ) Pj , j ∈N.
e seguindo as ideias anteriores precisa-se obter
Q jN j (t ) =Q j e i (A(t )−a0t ) Pj = e i (A(t )−a0t ) Pj Q j =N j (t )Pj .
Conclui-se então que, diferentemente do caso unidimensional, pode não existir redução à forma nor-
mal para a parte real do operador através das conjugações acima descritas.
Capítulo 4
Demonstração do Teorema Principal
Começamos relembrando que o operador
L =Dt +a (t )p (x , D ) + i b (t )q (x , D ),
satisfaz as hipóteses
(A ) [E , p (x , D )] = 0 e [E , q (x , D )] = 0;
(B ) Para cada j ∈N, o auto-espaço Eλ j tem dimensão 1;
das quais seguem a existência das sequência reais {µ j } e {ν j }, que satisfazem
p (x , D )ϕ j =µ jϕ j , q (x , D )ϕ j = ν jϕ j , j ∈N,
e ainda lim j→∞ |ν j |=∞.
Note que o operador L é (GH) se, e somente se, é (GH) o operador
i L = ∂t + i a (t )p (x , D )− b (t )q (x , D ).
Nas proposições 4.4 e 4.5 estudamos a hipoeliticidade do operador i L . A razão desta escolha é tornar
a notação (principalmente dos coeficientes de Fourier) mais próxima do caso diferencial presente na
maioria dos trabalhos publicados na área.
Segue das discussões feitas na seção 2.1, página 21, que estudar a regularidade de uma distribuição
u ∈ D ′(T×M ), solução da equação i Lu = f ∈ C∞(T×M ), equivale a estudar o comportamento das
soluções da sequência de equações diferenciais
∂t u j (t ) + c j (t )u j (t ) = f j (t ), t ∈T, j ∈N, (4.1)
em que c j (t ) =−b (t )ν j + i a (t )µ j .
36
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Denotando c 0j = −b0ν j + i a0µ j , obtém-se para cada j ∈ N, tal que c
0
j /∈ iZ, que a equação (4.1)
possui única solução, a qual pode ser escrita como






t c j (τ)dτ f j (t − s )d s , (4.2)
ou equivalentemente,






t c j (τ)dτ f j (t + s )d s . (4.3)
Note que para aplicar a proposição 2.2, página 22, devemos estudar o comportamento das derivadas
das soluções 4.2 e 4.3. Os seguintes resultados são utilizados com este propósito.




a (s )d s e B (t ) =
∫ t
0
b (s )d s .
Então, para cada k ∈N0, existe uma constante C =Ck ,a ,b > 0, tal que

∂ kt e
C j (t )

¶C j k/n e −ν j B (t ), quando j →∞. (4.4)
Demonstração: Para k = 0 não há o que provar. Suponha então que (4.4) vale para cada ` ∈ {0, 1, . . . , k}.
Pela proposição 3.3 temos que |ν j + iµ j |` =O( j `/n ), quando j →∞, logo:

∂ k+1t e





















`/n e −ν j B (t ) |ν j + iµ j | max

||∂ k−`t a (t )||∞, ||∂
k−`
t b (t )||∞
	
¶Ck ,a ,b j
k+1
n e −ν j B (t ).





t c j (τ)dτ


¶C1 j k/n e ν j
∫ t






t c j (τ)dτ


¶C2 j k/n e −ν j
∫ t+s
t b (τ)dτ, s ∈ [0, 2π],
quando j →∞.
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Retornando ao estudo das soluções 4.2 e 4.3, observe que por ser f uma função suave, então dado
α ∈N0, obtemos para cada η> 0 uma constante C > 0 tal que
sup
t ∈T
|∂ αt f j (t )|¶C j
−η, quando j →+∞. (4.5)
Para cada k ∈N0 obtém-se, do corolário 4.2 e da desigualdade (4.5), que as derivadas das soluções
(4.2) satisfazem


















































j l /n e ν j
∫ t
t−s b (τ)dτd s





t−s b (τ)dτd s ,
sendo Θ j = |1− e
−2πc 0j |−1. De modo análogo, para as soluções (4.3), tem-se




































j l /n e −ν j
∫ t+s
t b (τ)dτd s





t b (τ)dτd s .
A próxima proposição faz o estudo do comportamento das sequências {Θ j } e {Θ j e ν j 2πb0}.
Proposição 4.3 Se b0 < 0, então
lim
j→+∞
Θ j = 1, se ν j →+∞, e lim
j→+∞
Θ j e
ν j 2πb0 = 1, se ν j →−∞.
Demonstração: Da relação de Euler




e ν j 4πb0 −2e ν j 2πb0 cos(2πa0µ j ) +1
	−1/2
, (4.9)
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ou, equivalentemente,
Θ j e
ν j 2πb0 =

1−2e −ν j 2πb0 cos(2πa0µ j ) + e −4ν jπb0
	−1/2
. (4.10)
Assim, se ν j →∞ então os termos exponenciais de (4.9) convergem para zero. Analogamente, se
ν j →−∞ os termos exponencias de (4.10) também se aproximam de 0.
A demonstração do teorema principal é apresentada da seguinte forma: os itens i . e i i . são obtidos






então obtemos através da redução à forma normal que L é (GH) se, e somente se, La0,b0 é (GH). Portanto,
tém-se a demonstração do item iv. do teorema principal.
Por uma questão de organização do texto, as duas proposições 4.4 e 4.5 são colocadas numa seção
própria, intitulada: Hipoeliticidade Global e Fenômeno Diofantino.
Em seguida, introduzimos uma nova seção onde provamos a proposição 4.6, que demonstra o item
i i i . do teorema principal.
4.1 Hipoeliticidade Global e Fenômeno Diofantino
Proposição 4.4 Se b não muda de sinal e b 6≡ 0, então L é (GH).
Demonstração: Note que
c 0j ∈ iZ ⇔ b0ν j = 0 e a0µ j ∈Z
mas, por ser b 6≡ 0 e não mudar de sinal tem-se b0 6= 0. Por outro lado, ν j = 0 apenas para um número
finito de índices j , pois |ν j | →∞. Portanto, o conjunto { j ∈N; c 0j ∈ iZ} é finito.
Assim, para provar que u j (t ) satisfaz (1.9) é suficiente estudar o comportamento das soluções (4.2)
e (4.3), para j suficientemente grande.
Podemos supor, sem perda de generalidade, que
b (t )¶ 0, t ∈ [0, 2π],
e em particular b0 < 0. De fato, se for b (t )¾ 0, então através da mudança de variáveis (t , x ) 7→ (−t , x ), L
torna-se
eL =−Dt + ea (t )p (x , D ) + ieb (t )q (x , D ),
sendo eb (t ) =−b (−t )¶ 0 e claramente L é (GH) se, e somente se, eL é (GH).
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Tendo em vista as observações acima, e o fato que |ν j | →∞, vamos mostrar que as derivadas das
soluções {u j }, dadas em 4.2 e 4.3, satisfazem a condição (2.11) da proposição 2.2, analisando separa-
damente os casos em que {ν j } tem subsequências ν jk →∞, ou ν jk → −∞. Para facilitar a notação
vamos fazer tais analises admitindo ν j →+∞ e depois ν j →−∞.
Seja s0 ∈ [0, 2π] o ponto de máximo de b , ou seja,
b (s0) = max
t ∈[0,2π]
b (t )¶ 0.
Então, para todo s ∈ [0, 2π], temos
∫ t
t−s
b (τ)dτ¶ b (s0)s ¶ 0 e
∫ t+s
t
b (τ)dτ¶ b (s0)s ¶ 0,





t−s b (τ)dτd s ¶ 2π, j ¾ j1. (4.11)
Pela proposição 4.3, existem constantes C1, C2 e j2, tais que
0<C1 ¶Θ j ¶C2. (4.12)
Portanto, tomando j3 o maior entre j1 e j2, segue de (4.6) que
|∂ kt u j (t )|¶C j
−η+k/n , j ¾ j3. (4.13)
Quando ν j →−∞, usamos a expressão equivalente (4.3) e a estimativa (4.7). Neste caso, existe um





t b (τ)dτd s ¶ 2π, j ¾ j4. (4.14)
Novamente pela proposição 4.3, existem constantes positivas C3, C4 e j5 ∈N e satisfazendo
0<C1 ¶Θ j e ν j 2πb0 ¶C2, (4.15)
assim
|∂ kt u j (t )|¶ C j
−η+k/n , j ¾ j6, (4.16)
sendo j6 o maior entre j4 e j5.
Logo, tomando j0 = max{ j3, j6}, segue de (4.5), (4.13) e (4.16) que para cada k ∈ N0, existe C > 0
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para todo N > 0, tais que
|∂ kt u j (t )|¶C j
−N , j ¾ j0.
Proposição 4.5 Se b ≡ 0, então o operador L é (GH) se, e somente se, o conjunto das ressonâncias Γa0 é
finito e a0 é não-Liouville com respeito a sequência {µ j } j∈N.
Demonstração: Provamos primeiramente a suficiência. Considere uma distribuição u ∈ D ′(T ×M )
solução da equação i Lu = f ∈C∞(T×M ). De acordo com a introdução deste capítulo, os coeficientes
de Fourier de u devem satisfazer a equação diferencial
∂t u j (t ) + i a (t )µ j u j (t ) = f j (t ), t ∈T, j ∈N.
Como Γa0 é finito, então c
0
j = i a0µ j ∈ iZ apenas para um número finito de índices, logo é suficiente
estudar o comportamento das soluções (4.2), ou (4.3), quando j →∞.
Sendo b ≡ 0, e assim b0 = 0, as expressões (4.6) e (4.7) tornam-se
|∂ kt u j (t )|¶C j
−η+k/n Φ j , ∀η> 0, j →∞, (4.17)
sendo Φ j = |1− e −2πiµ j a0 |−1.
Note agora que para cada j ∈N existe um inteiro `( j ), tal que
|1− e −2πiµ j a0 |¾ 4 |µ j a0+ `( j )|. (4.18)
De fato, dado j ∈N, existe `( j ) ∈Z satisfazendo









|x |, se x ∈ [−π/2,π/2] ; (4.21)
Da relação de Euler (4.8) obtemos as desigualdades
|1− e −2πiµ j a0 |¾ |1− cos[2π(µ j a0+ `( j ))]|, (4.22)
|1− e −2πiµ j a0 |¾ |sen[2π(µ j a0+ `( j ))]|, (4.23)
portanto:
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• Se π/2¶ |2π[µ j a0+ `( j )]|¶π, então: (4.22), (4.20) e (4.19) =⇒ (4.18).
• Se |2π[µ j a0+ `( j )]|¶π/2, então: (4.23), (4.21) e (4.19) =⇒ (4.18).
Então, como a0 é não-Liouville, com respeito a µ j , segue que
Φ j = |1− e




|a0µ j + `|
−1
¶C j δ, (4.24)
para j grande o suficiente.
Segue de (4.17) e (4.24) que
|∂ kt u j (t )|¶C j
−η+k/n+δ, ∀η> 0, j →∞,
implicando u ∈C∞(T×M ), provando que L é (GH).
Para demonstrar a necessidade das hipóteses Γa0 finito e a0 é não-Liouville, estudamos o operador
La0 =Dt +a0p (x , D ),
pois, pela redução à forma normal, La0 é (GH) se, e somente se L é (GH).
Comece supondo que Γa0 é um conjunto infinito, com
Γa0 = { j1 < j2 < . . .< jk < . . .}
e defina a seguinte sequência de funções em C∞(T):
u j (t )
.=
¨
e −i a0µ jk t , se j = jk ,
0, se j 6= jk .
Note que |u jk (t )| ≡ 1, para cada k ∈N e fixado ` ∈N tém-se
|∂ `t u jk (t )|= |a0µ jk |
` ¶ C j `/nk , k →∞,











−i a0µ jk t ) +a0µ jk e
−i a0µ jk t ]ϕ jk (x ) = 0,
então La0 não é (GH) e assim L também não é (GH).
Suponha agora que a0 é µ j -Liouville. Neste caso, existe uma subsequência {µ jk }k∈N e uma sequên-
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cia de números inteiros {τk }k∈N, tais que
|a0µ jk −τk |< jk
−k/2, k →∞. (4.25)
Particularmente, segue de (4.25) que
|τk |=O( jk−k/2+1/n ), k →∞. (4.26)
Defina as seguintes sequências de funções suaves em T
u j (t ) =
¨
e −iτk t , se j = jk ,
0, caso contrário.
e f j (t ) =
¨
(a0µ jk −τk )e
−iτk t , se j = jk ,
0, caso contrário.
Segue de (4.26), que para todo ` ∈N, tem-se
|∂ `t u jk (t )|= |τk |
` ¶C jk−k/2+1/n , k →∞,
e como |u jk (t )| ≡ 1, então {u j (t )} define uma distribuição u ∈D
′(T×M ) \C∞(T×M ).
Porém, para cada ` ∈N0, obtemos de (4.25) e (4.26) que
|∂ `t f jk (t )|¶|τk |




¶C jk−k+1/n , k →∞.
Logo, { f j (t )} define uma função f ∈ C∞(T×M ), tal que La0 u = f , portanto La0 não é (GH) e con-
sequentemente L também não é.
4.2 Mudança de Sinal e Crescimento Super-Logarítmico






Então, L não é (GH).
Nossa estratégia para esta demonstração é exibir uma solução singular para a equação Lu = f , isto




u j (t )ϕ j ∈D ′(T×M ) \C∞(T×M ) e f
.= Lu ∈C∞(T×M ).
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A demonstração da proposição 4.6 será dividida em três subseções: Na primeira estudamos o caso
em que b ∈ C ω(T), pois assim a prova se torna mais elegante e os passos contém ideias centrais para
o estudo mais geral. Na seção seguinte exibimos uma função suave b , para a qual a demonstração no
primeiro caso não pode ser aplicada, a priori. Por fim, na terceira subseção, consideramos o caso geral
em que b ∈C∞(T).
4.2.1 O Caso Analítico
Para ajudar a organizar a demonstração e simplificar as notações vamos supor inicialmente que a
subsequência {ν jk } é positiva, e assim ν jk →+∞.
Uma vez que b é analítica e periódica, existem pontos t0, t
∗, t ∗∗ ∈ [0, 2π] satisfazendo b (t0) = 0,
0¶ t ∗ < t0 < t ∗∗ ¶ 2π,





a (s )d s e B (t ) .=
∫ t
t0
b (s )d s , t ∈ [t ∗, t ∗∗],
e fixe dois pontos t1 ∈ (t ∗, t0) e t2 ∈ (t0, t ∗∗). Então
B (t ∗)¶ B (s )¶ B (t1)¶ 0, se s ∈ (t ∗, t1 ), e (4.28)
B (t ∗∗)¶ B (s )¶ B (t2)¶ 0, se s ∈ (t2, t ∗∗). (4.29)
Sejam g ,ψ ∈C∞(T) satisfazendo
supp(ψ)⊂ [0, 2π] e ψ|[t ∗,t ∗∗] ≡ 1,
supp(g )⊂ [t ∗, t ∗∗] e g |[t1,t2] ≡ 1.
Assim, defina a sequência {u j } ⊂C∞(T) pondo
u j (t ) =
¨
g (t )e ν jk B (t )ψ(t )−iµ jk A(t )ψ(t ), se j = jk para algum k ∈N,
0, caso contrário.
Note que
g (t )e ν jk B (t )ψ(t )−iµ jk A(t )ψ(t ) = e ν jk B (t )−iµ jk A(t ), ∀t ∈ supp(g ),
logo das inequações (4.28), (4.29) obtemos e ν jk B (t )ψ(t ) ¶ 1, para t ∈ supp(g ) e k suficientemente grande,
uma vez que ν jk →+∞.
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e ν jk B (t )−iµ jk A(t )


¶Ca ,b ,g ,β
 
|µ jk |+ |ν jk |
β
e ν jk B (t )
¶C j β/nk ,
quando k →∞.





u j (t )ϕ j (x ) ∈D ′(T×M ) \C∞(T×M ).
Mostraremos agora que f
.= Lu ∈C∞(T×M ). Aqui, f =
∑
j f j (t )ϕ j (x ), sendo
f j (t ) =
¨
−i g ′(t )e ν jk B (t )ψ(t )−iµ jk A(t )ψ(t ), se j = jk , para algum k ∈N,
0, caso contrário.
Note que supp ( f jk )⊂ [t
∗, t1]∪ [t2, t ∗∗], para todo k ∈N e
|∂ βt f jk (t )|¶C j
β/n
k e
ν jk B (t )ψ(t ), k →∞. (4.30)
Observe que, até este ponto, não podemos eliminar o termo exponencial acima através das ex-
pressões (4.28) e (4.29), pois isso garantiria apenas que { f j } tem crescimento lento e portanto f se-
ria uma distribuição periódica, sem garantias de ser uma função suave. Precisamos então analisar as
consequências do crescimento super-logarítmico para obter o decaimento rápido (1.9).
Definindo ρ
.=−max{B (t1), B (t2)}> 0, segue de (4.28) e (4.29) que
ν jk B (t )ψ(t )¶−ν jkρ, ∀t ∈ supp ( f jk ).
Uma vez que (4.27) é equivalente a
(∀η> 0)(∃ k0 ∈N)(∀k ¾ k0) log( j
η
k )<ν jk ,
segue de (4.30) que
|∂ βt f jk (t )|¶C jk
β/n e ν jk B (t ) ¶C jkβ/n e −ν jk ρ
¶C jkβ/n e −ρ log( jk
η) ¶ C jk−ηρ+β/n , se k > k0,
para cada t ∈ supp ( f jk ).
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Como η pode ser escolhido arbitrariamente grande, então a sequência { f j } satisfaz (1.9), portanto
tem-se f ∈C∞(T×M ), logo L não é (GH).
Assim a prova fica concluída no caso ν jk →+∞ e b muda de sinal de mais para menos.
Agora, observando a construção acima, é fácil ver que podemos substituir a condição ν jk → +∞
pela condição mais fraca: {ν jk } possui uma subsequência que diverge para +∞. Por outro lado, se
ν jk → −∞, então pela periodicidade de b , podemos considerar um ponto onde b muda de sinal de
menos para mais e sem dificuldades podemos adaptar a demonstração acima para esta situação.
Observação 4.1 A demonstração apresentada acima se estende facilmente para o seguinte caso: Existem
um intervalo [t0, t1]⊂ [0, 2π] e um δ > 0, tais que
b (t )> 0, ∀t ∈ (t0−δ, t0),
b ≡ 0, ∀t ∈ [t0, t1],
b (t )< 0, ∀t ∈ (t1, t1+δ).
De fato, basta considerar duas funções de corte g0 e g1, tais que
supp (g0)⊂ [t0−ε, t0+ε] e g0|[t0−ε/2,t0+ε/2] ≡ 1,
supp (g1)⊂ [t0−ε, t0+ε] e g1|[t1−ε/2,t1+ε/2] ≡ 1,











b (s )d s , t ∈ supp(g1)
Assim, a sequência de funções
u j (t ) =
¨
g0(t )e
ν jk B0(t )−iµ jk A(t )+ g1(t )e
ν jk B1(t )−iµ jk A(t ), se j = jk para algum k ∈N
0, caso contrário;
define uma u ∈D ′(T×M ) \C∞(T×M ), tal que Lu ∈C∞(T×M ).
4.2.2 Oscilação Total
É importante observar que, na demonstração anterior, a analiticidade de b é utilizada apenas para
garantir que seu conjunto de seus zeros é discreto, portanto, se b (t0) = 0 então podemos escolher ε> 0
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tal que b mantém sinal na vizinhança [t0−ε, t0] e o sinal oposto em [t0, t0+ε].
O objetivo desta subseção é construir uma função b que não mantem sinal em nenhuma vizinhança
de um zero, ou seja, se b (t ∗) = 0, então para qualquer vizinhança a esquerda deste zero, b assumirá
valores negativos e positivos, sendo que o mesmo ocorre para qualquer vizinhança a direita. Portanto,
a construção feita para o caso analítico não pode ser aplicado, a priori, para este tipo de função.












, t ∈ I .
sendoσ e ρ constantes positivas.
Dessa forma Eσρ,I é analítica em I e, se definirmos E
σ
ρ,I ≡ 0 sobre R \ I , nós obtemos uma função
suave mas não analítica em R. De fato, basta checarmos os extremos no intervalo I . Uma vez que
obtem-se Eσρ,I (α) = E
σ
ρ,I (β ) = 0, a continuidade de E
σ
ρ,I e todas as suas derivadas nestes pontos seguem
do fato de que
sup
t ∈I













Agora, denote por K o conjunto de Cantor do intervalo [0, 1]. Lembramos que no primeiro estágio
da construção de K, o terço médio I0,1 de [0, 1] é removido, restando o conjunto K1 que é a união de
dois intervalos fechados. Em seguida, removemos o terço médio I1,1 e I1,2 de cada uma das componen-
tes de K1, restando agora o conjunto K2 que é a união de 22 intervalos fechados. Então, continuando
indutivamente, removemos de cada componente K j os terços médios
I j ,1, I j ,2, . . . , I j ,2 j , de comprimento 1/3
j+1,
restando o conjunto K j+1, o qual é a união de 2 j intervalos fechados. Assim







I j ,2` .
Finalmente, fixandoσ= 1, definimos a função b em [0, 2π] por






(−1)`E1ρ,I j ,` (t ), se t ∈ I j ,l , `= 1, 2, 3, . . . , 2
j e j ∈N;
E1ρ,I (t ), se t ∈ [1, 2π];
0, se t ∈K.
Observe que
1. b é analítica em [0, 2π] \K;
2. b |K ≡ 0;
3. Para cada τ ∈K e cada δ > 0, existem pontos
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t1, t2 ∈ (τ−δ,τ) tais que b (t1)< 0< b (t2), e
t ′1, t
′
2 ∈ (τ,τ+δ) tais que b (t
′
1)< 0< b (t
′
2).
Então, a função b assume valores positivos e negativos, mas não muda de sinal de modo semelhante
a seção anterior, portanto aquela demonstração não tem porquê ser aplicável neste caso.
Observe que a continuidade de b e todas as suas derivadas em cada ponto de K segue de b (τ) = 0,
para todo τ ∈ K e de
sup
t ∈I j ,l









4.2.3 O Caso Suave
É razoável dizer que uma função “muda de sinal” se esta assume valores positivos e negativos. En-
tretanto, como visto anteriormente, a questão importante da mudança de sinal é analisar como a fun-
ção b se comporta numa vizinhança de seus zeros. Neste sentido, descreveremos no que segue o sig-
nificado de “b muda se sinal num ponto”, tendo como motivação os trabalhos de Niremberg e Treves
[20, 21, 26], sobre resolubilidade e hipoeliticidade.
Definição 4.1 Dizemos que b ∈ C∞(T) muda de sinal em algum ponto t0 ∈ T, se b (t ) assume valores
positivos e negativos em toda vizinhança de t0 e é possível determinar, próximo a t0, um ponto t1 tal que
a primitiva B (t ) de b (t ) que se anula em t1 possui as seguintes propriedades:
i . B (t )mantém o mesmo sinal em alguma vizinhança de t1;
i i . B (t ) não se anula identicamente em (t1− r, t1), nem em (t1, t1+ r ), para todo r > 0.
Observação 4.2 No exemplo da subseção anterior todos os pontos pertencentes ao conjunto de Cantor
K são pontos onde b muda de sinal. De fato, se t0 ∈ K é um ponto arbitrário então, dado δ > 0, existem
pontos t + ∈ (t0 −δ, t0) and t − ∈ (t0, t0 +δ) tais que b (t +) > 0 e b (t −) < 0. Assim, qualquer primitiva de
b (t ) possui um ponto de máximo t1 ∈ (t +, t −), portanto
B (t ) =
∫ t
t1
b (s )d s ,
se anula em t1 e satisfaz as condições i . e i i . acima. Note ainda que todos os ponto no conjunto de Cantor
são pontos onde b muda de sinal de mais para menos e também de menos para mais.
Para finalizar a demonstração da proposição 4.6, no caso geral b ∈C∞(T), note que as condições i .
e i i . da definição (4.1) nos dão exatamente as inequações obtidas em (4.28) e (4.29), então a demons-
tração para b ∈C∞(T) segue as mesmas ideias anteriores.
Capítulo 5
Sobre Algumas Hipóteses do Teorema
Principal
Neste capítulo discutimos a necessidade de duas hipóteses fundamentais de nosso trabalho, a partir
das quais pudemos estabelecer o teorema 2.3, a saber:
• a comutatividade entre os operadores p (x , Dx ) e q (x , Dx ); e
• o fato de |ν j | →∞.
A ideia aqui é enfraquecer essas hipóteses e construir exemplos mostrando quais resultados são
preservados e quais são perdidos. Para essa discussão nos apoiaremos nos resultados e notações de
Ruzhansky e Delgado, ver [5], para isso introduzimos aqui as seguintes notações:







uma base dos auto-espaços Eσ j e considere a
decomposição


















σ( j ) ·u j , e j (x )

Cd j , u ∈D
′(T). (5.1)
Se a aplicação T acima define um operador linear T : C∞(M ) → L 2(M ), dizemos que a família
σT = {σ( j ); j ∈N} é o símbolo de T .
Os seguintes resultados caracterizam a regularidade de tais operadores através do estudo de seus
símbolos.
Proposição 5.1 Seja T um operador linear T : C∞(M )→ L 2(M )da forma (5.1). Então T possui extensão
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contínua L 2(M )→ L 2(M ) se, e somente se,
sup
j∈N
||σ( j )||o p <∞,
sendo ||σ( j )||o p = ||σ( j )||L (Eσ( j )). Além disso,
||T ||L (L 2(M )) = sup
j∈N
||σ( j )||o p .
Demonstração: Ver teorema 4.3, em [5].
Combinando-se a proposição acima, a fórmula de Weyl e o corolário 4.5 - [5], obtém-se:
Proposição 5.2 Sejam T um operador como na proposição 5.1 eσT seu símbolo. Se existem C > 0 e um
número κ ∈R, tais que
||σ( j )||o p ¶C j κ/n , ∀ j ∈N,
então T possui extensão contínuaH s (M )→H s−κ(M ), para cada s ∈R.
Organizamos este capítulo em duas seções: na primeira mostramos como é possível enfraquecer
a hipótese |ν j | → ∞ recuperando-se ainda as conclusões do teorema principal. Na segunda seção
exibimos um exemplo de operador L em que [p , q ] 6= 0 e estudamos a hipoeliticidade desse operador,
mostrando que os resultados do teorema principal não são necessariamente preservados e que novos
e interessantes fenômenos Diofantinos podem aparecer.
5.1 A Condição |ν j | →∞
Antes de iniciar uma discussão mais aprofundada a respeito da hipótese
lim
j→∞
|ν j |=∞, (5.2)
destacamos que ela foi usada apenas nos seguintes pontos da demonstração do teorema principal:
a. na página 40, para obter as limitações
0<C1 ¶Θ j ¶C2 e 0<C1 ¶Θ j e ν j 2πb0 ¶C2, j →∞.










t b (τ)dτd s ¶ 2π, j →∞.
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c. Na página 30, para obter as desigualdades
ρν j ¶ (B (t )− b0t )ν j ¶δν j e δν j ¶ (B (t )− b0t )ν j ¶ρν j , j →∞.
d. Na página 39, para garantir que ν j = 0 apenas para um número finito de índices j .
Não é difícil ver que os resultados a que se referem os itens (b), (c) e (d) acima podem ser obtidos
exigindo-se que
existem C > 0 e j0 ∈N, tais que |ν j |¾C , ∀ j ¾ j0.
Por outro lado, a principal virtude do resultado destacado no item (a) é garantir que nenhuma das
sequências {Θ j } e {Θ j e ν j 2πb0} divirja para +∞, ou de modo equivalente, garantir que a sequência
ω j = e
ν j 2πb0
 
e ν j 2πb0 −2 cos(2πa0µ j )

+1 (5.3)
não possua subsequências convergindo para zero.
Logo, vamos estabelecer sob quais condições essa sequência possui uma subsequência {ω jk }k con-
vergindo para zero, quando k →∞.
Observe que seω jk → 0 então, da expressão (5.3), obtemos
e ν jk 2πb0 < 2 cos(2πa0µ jk )¶ 2, k →∞,
o que implica em
ν jkπb0 < log(2), k →∞.
Sejam κ= lim supk∈Nν jk e {ν j`}` uma subsequência, tal que
lim
`→∞
ν j` = κ e lim`→∞




ω j` = lim`→∞
e ν j`2πb0
 

















Desta última condição tem-se 1+α2 ¶ 2α, o que ocorre apenas para α = 1. Deste fato, conclui-se
que κ= 0.
Assim, uma condição necessária para que {ω j } tenha uma subsequência se aproximando de zero
é que {ν j } possua alguma subsequência {ν j`}` convergindo para zero. Em particular, tem-se de (5.4),
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que {a0µ j`}` converge para algum inteiro θ .
Então, desta discussão prova-se o seguinte resultado:
Proposição 5.3 No enunciado do teorema 2.3, a hipótese (5.2) pode ser substituída pela seguinte condi-
ção mais fraca:
Zero não é ponto de acumulação da sequência de {ν j }.
Exemplo 5.1 Sejam τ ∈N, c ∈Z+ e a sequência
µ j =
(c + j )τ
j τ
,
para a qual existem j0 ∈N e C ′ > 0 tais que
0<C ′ ¶µ j , ∀ j ¾ j0. (5.5)
Considere o operador
q (x , Dx ) ·u =
∑
j∈N
u jµ jϕ j (x )
que possui extensão contínua q (x , Dx ) :H s (Tx )→H s (Tx ), pela proposição 5.2.
Assim, dado α ∈R, defina
P =Dt +αq (x , Dx ), (t , x ) ∈T2 =Tt ×Tx .
















para toda sequência de números racionais {pj /q j }.
Afirmamos que α é não-Liouville com respeito a µ j . De fato, para cada ` ∈Z obtemos de (5.6) e (5.5)
que















logo tem-se inf`∈Z |αµ j + `|¾C j−δτ, ∀ j ¾ j0.
Como α ∈R \Q, então
Γα = { j ∈N; αµ j ∈Z}= ;.
Assim, segue do teorema princiapal, item i, que o operadorP é (GH).
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Observação 5.1 Para obter um operador elíptico em E ∈ Em (Tx ) podemos utilizar a construção feita na
seção 1.2.2, página 12.
Neste ponto surge uma pergunta natural: quais são as consequências na regularidade do operador
L quando existe uma subsequência de {ν j } convergindo para zero?
Não temos uma resposta completa para esta questão, entretanto, exibimos um exemplo que pode
contribuir para se compreender as consequências de tal comportamento de {ν j }.
Considere uma sequência de números reais {µ j } convergente a zero e defina
q (x , Dx ) ·u =
∑
j∈N
u jµ jϕ j (x ),
para cada u =
∑
j∈N u jϕ j (x ) ∈D ′(Tx ).
Segue da proposição 5.2 que q (x , Dx ) possui extensão contínuaH s (Tx )→H s (Tx ), ∀s ∈R.
Sejam α,β ∈R e considere o operador linear
P =Dt + (α+ iβ )q (x , Dx ), (t , x ) ∈Tt ×Tx .
Como apresentado no capítulo 4, estudar a regularidade das soluções deP ·u = f equivale a estudar
o comportamento das soluções das equações
∂t u j (t ) +µ j (−β + iα)u j (t ) = f j (t ), t ∈T, j ∈N. (5.7)
Suponha que o conjunto { j ∈N; µ j (−β + iα) ∈Z} seja finito.
Nestas condições, as soluções de (5.7) podem ser escritas como
u j (t ) =
 




e µ j (−β+iα)s f j (t − s )d s , t ∈T,
para j suficientemente grande.
Assim, se f ∈C∞(T2), então dado γ ∈Z+ obtemos ∀η> 0, uma constante C > 0 satisfazendo
|∂ γt u j (t )|¶ C j
−ηΘ j , j →∞,
sendo Θ j = |1− e 2πµ j (β−iα)|−1.
A respeito da regularidade do operadorP , no caso α 6= 0, obtemos:
Proposição 5.4 P é (GH) se, e somente se, α é não-Liouville com respeito a {µ j }.
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Demonstração: Para j suficientemente grande, tem-se
Θ j =

e µ j 2πβ
 











Uma vez que |1− cos(y )|¾ |y |3, para |y |¶ 1/2, obtém-se




|αµ j − `|
ª−3/2
, j →∞
Portanto, se α é não-Liouville com respeito a {µ j }, segue que Θ j ¶ C j δ, para algum δ > 0, para j
suficientemente grande, logo o operadorP é (GH).
Suponha agora que α é Liouville com respeito a {µ j }. Assim, da prova da proposição 4.5, obtêm-se
uma subsequência {µ jk }k∈N e uma sequência de inteiros {τk }k∈NZ tais que
|a0µ jk −τk |< jk
−k/2 e |τk |=O( jk−k/2), k →∞. (5.8)
Para completar a demonstração, basta observar que a sequência
u j (t ) =
¨
e −iτk t , se j = jk ,
0, caso contrário.
corresponde a uma distribuição u ∈D ′(T2) \C∞(T2), enquanto que, de (5.8) obtemos a sequência
f j (t ) =
¨
[(αµ jk −τk ) + iµ jkβ ]e
−iτk t , se j = jk ,
0, caso contrário.
que fornece uma função f
.=P ·u ∈C∞(T2).
Exemplo 5.2 Sejam τ ∈N, c ∈Z+ e defina a sequência
µ j =
(c + j )τ
j τ+1
,
a qual converge para zero.
Dado um número irracional α considere o operador
L =Dt +αq (x , Dx ), (t , x ) ∈T2 =Tt ×Tx ,
sendo
q (x , Dx ) ·u =
∑
j∈N
u jµ jϕ j (x ).
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Suponha que α é um número não-Liouville, então para cada ` ∈N










(c + j )τδ
=
(c + j )τ
j τ+1
1
(c + j )τδ
=
C ′





portanto α é não-Liouville com respeito a sequência {µ j }.
Uma vez que α é um número irracional obtemos Γα = ;, logo segue da proposição 5.4 queL é (GH).
Observação 5.2 A proposição 5.4 garante a existência de operadores lineares da forma
L =Dt + (a + b i )q (x , Dx ),
definidos sobre o toro T2 não globalmente hipoelíticos, mesmo com parte imaginária b 6= 0, o que se
trata de um fenômeno surpreendente quando comparado aos resultados clássicos obtidos por Greenfield
e Wallach, [12], ou mais gerais de Hounie-[15].
Note ainda que a sequência {µ j } tem crescimento no máximo logarítmico, portanto pela redução à
forma normal, a conclusão acima vale para operadores com coeficientes variáveis. Pode-se então obter
operadores com partes imaginárias não identicamente nulas, que não mudam de sinal, e ainda assim
não-(GH). Um resultado que não pode ser obtido pelo teorema principal, ou ainda, pelos resultados em
Hounie-[15].
5.2 Operadores não Comutativos
Como discutido na observação 2.1, página 21, para se obter a diagonalização simultânea das matri-
zes Pj e Q j , através do lema (2.1), utiliza-se que tais matrizes comutam,∀ j ∈N, o que equivale a afirmar
que
[p (x , Dx ), q (x , Dx )] = 0. (5.9)
Nesta seção apresentamos um exemplo de operador L para o qual a condição (5.9) não é satisfeita,
e analisamos algumas das consequências no estudo da regularidade de L .
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Seja {e j1 (x ), e
j
2 (x )} j∈N uma base do espaço L 2(Tx ) formada pelas autofunções do Laplaciano ∆x .
Fixada uma sequência de números reais {µ j } j∈N, tal que |µ j | = O( j δ), para algum δ ∈ R, defina as
sequências de matrizes
Pj
.= Pµ j e Q j
.=Qµ j , j ∈N.















Pj ·u j , e j (x )






Q j ·u j , e j (x )

C2 .






































































.= Pγ ·u +Pβ ·u .




2 j N0 <+∞, k = 1, 2,













2 j N0 <+∞.
Assim, Pγ ·u ∈ D ′(Tx ) e analogamente Pβ ·u ∈ D ′(Tx ). Segue disso que p (x , Dx ) e q (x , Dx ) definem
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operadores lineares deD ′(Tx ) paraD ′(Tx ). Pelas proposições 5.1 e 5.2, segue que:
i. p (x , Dx ) e q (x , Dx ) tem extensão contínua H s (T)→H s−δ(T), ∀s ∈R.
ii. Se sup j∈N |µ j |=µ, então p (x , Dx ) e q (x , Dx ) se estendem continuamente a L 2(T)→ L 2(T), com
||p (x , Dx )||L (L 2(T)) = µ ||P ||∞ e ||q (x , Dx )||L (L 2(T)) = µ ||Q ||∞.
Considere agora o operador
L =Dt +p (x , Dx ) + i q (x , Dx ), (t , x ) ∈Tt ×Tx , (5.10)
para o qual
[p (x , Dx ),∆] = [q (x , Dx ),∆] = 0 e [p (x , Dx ), q (x , Dx )] 6= 0.
Assim, dada u ∈D ′(T2), solução de Lu = f ∈C∞(T2), obtém-se a sequência de equações
Dt Uj (t ) +µ j C ·Uj (t ) = Fj (t ), j ∈N, (5.11)








a1+ i b1 τ
τ a2+ i b2

.
O seguinte resultado nos permite diagonalizar a matriz C .
Lema 5.5 Suponha que b1 =−b2, a1 = a2 e defina b = |b1|= |b2|. Se b < |τ|, então C é diagonalizável.
Demonstração: Sejam a = a1 = a2 e
PolC (λ) =λ
2−2aλ+ (a 2+ b 2−τ2)
o polinômio característico de C . Observe que PolC possui raízes reais se, e somente se, b ¶ |τ|. Neste




e portanto C é diagonalizável.
O seguinte teorema caracteriza completamente a hipoeliticidade global para operador L .
Teorema 5.6 Nas condições do lema 5.5 o operador L é (GH) se, e somente se, cada uma das raízes (5.12)
é não-Liouville com respeito a sequência {µ j } e são finitos os conjuntos Γ` = { j ∈N; µ jλ` ∈Z}, `= 1, 2.
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Demonstração: As coordenadas do sistema 5.11, já na sua forma diagonal, são dadas por
∂t v
j
` + iµ jλ`v
j
` (t ) = g
j
` (t ), `= 1, 2 j ∈N
cujas soluções, para µ jλ` /∈Z, são
v
j
` (t ) =
 




e iλ`µ j s g
j
` (t − s )d s . (5.13)
Assim, o comportamento de {v j` (t )} depende apenas do termo |1−e
−2πiλ`µ j |−1, logo basta repetir a
demonstração da proposição 4.5, página 41.
Observação 5.3 Note que a condição “λ` é não-Liouville com respeito a µ j ” depende de ambos os opera-
dores p (x , D ) e q (x , D ), diferentemente do caso comutativo.
Desta forma, mesmo sendo possível reescrever o sistema (5.11) na forma diagonal, ainda assim ob-
temos resultados diferentes do esperado. Além disso, como observado no final da seção 5.1, conclui-se
que podem existir operadores de coeficientes constatantes com parte imaginária diferente de zero, não
trocando de sinal, e ainda assim serem não (GH).
O próximo lema nos permite fazer mais algumas observações sobre o operador L em 5.10.
Lema 5.7 Se b1b2 > 0 então a matriz C , dada em (5.10), é diagonalizável.
Demonstração: Se λ é uma raiz de PolC (λ), obtém-se
PolC (λ) = (a1−λ)(a2−λ)− b1b2−τ2+ i [b1(a2−λ) + b2(a1−λ)] = 0.










(1+ s 2)b1b2+τ2 = 0
Da terceira equação de γ tem-se b1b2 =−τ2/(1+ s 2), a qual é impossível, pois τ 6= 0 e b1b2 > 0. Logo
PolC possui apenas raízes complexas ξ`, `= 1, 2.
Note agora que o sistema (5.13) assume a forma
∂t v
j
` + iµ jξ`v
j
` (t ) = g
j
` (t ), `= 1, 2 j ∈N,
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de modo que iµ jξ` ∈ iZ se, e somente se, µ j = 0 e µ j Re(ξ`) ∈Z.
Se admitirmos |µ j | > C , para algum C > 0 e para todo j ≥ j0, então segue das discussões da seção










Por outro lado, se {µ j } se aproxima de zero, então obtemos novamente os fenômenos da seção 5.1,
nos quais temos a dependência da aproximação de {µ j Re(ξ`)} ao conjunto Z. Repete-se ainda o fato
da condição não-Liouville depender de ambos operadores p e q .
Por fim, consideramos agora o caso em que C não pode ser diagonalizável.













Demonstração: Basta utilizar o sistema γ dado na demonstração do lema 5.7.
Nestas condições, suponha que






Assim, o sistema (5.11) pode ser escrito com
Dt Vj (t ) +µ j J ·Vj (t ) =G j (t ), t ∈T, j ∈N,
Admitindo µ jλ /∈Z, a solução de (5.11) pode ser escrita como
Vj (t ) = e











I − e −i 2πµ jλJ
−1
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Assim, se {µ j } não possui subsequência convergindo para zero, então L é (GH) se, e somente se, λ
é não-Liouville com respeito a {µ j }. Novamente tem-se λ dependendo de ambos operadores p e q .
Por outro lado, se {µ j } se aproxima de zero, então obtemos novamente os fenômenos da seção 5.1.
Capítulo 6
Uma Classe Mais Geral de Operadores
Neste trabalho estudamos a hipoeliticidade global do o operador
L =Dt +a (t )p (x , Dx ) + i b (t )q (x , Dx ), (t , x ) ∈T×M ,
sendo p (x , Dx ), q (x , Dx )operadores pseudodiferencias emΨ1(M ), os quais comutam com um operador
elíptico E (x , Dx ) ∈ Em (M ), o qual define uma base ortonormal de autofunções {ϕ j } j∈N em L 2(M ), de
modo que cada auto-espaço Eλ j possui dimensão finita d j e o espectro spec (E ) = {λ j , j ∈N} coincide
com o conjunto de autovalores de E .
Em especial, as propriedades cruciais dos operadores pseudodiferencias utilizadas são:
• os autovalores λ j do operador E cumprem a fórmula assintótica de Weyl, isto é,
λ j ∼ κ j
m
n , j →∞,
para alguma constante positiva κ;
• os operadores p (x , Dx ), q (x , Dx ) são contínuos deH s (M ) emH s−1(M ), para cada s ∈R;
• as sequências numéricas {µ j } e {ν j }, dadas por
p (x , D )ϕ j =µ jϕ j e q (x , D )ϕ j = ν jϕ j ,
satisfazem a condição
|µ j |=O( j 1/n ) e |ν j |=O( j 1/n ),
quando j →∞;
Assim, o objetivo deste capítulo é apresentar algumas ideias de como podemos estender nossos
resultados para uma classe mais geral de operadores, para os quais as propriedades acima são preser-
vadas e pode-se recuperar o teorema principal.
61
Capítulo 6. Uma Classe Mais Geral de Operadores 62
Sejam H um espaço de Hilbert complexo, de dimensão infinita, Dom(A) um subespaço denso de H
e A : Dom(A)→H um operador linear auto-ajunto, não-limitado com inverso A−1 compacto.
Nestas condições, o espectro spec (A) = {λ j , j ∈ N} coincide com o conjunto de seus autovalores e
determina sobre H uma base ortonormal de autovetores {e j , j ∈N}. Mais ainda:
(a) cada auto-espaço Eλ j possui dimensão finita;
(b) lim j→∞ |λ j |=∞;
No que segue admitiremos a seguinte hipótese: existem constantes positivas κ e τ, tais que
|λ j | ∼ κ j τ, j →∞. (6.1)
Definição 6.1 Para cada s ∈ R as escalas de Espaços de Sobolev H s são definidas da seguinte forma:
para s ¾ 0 tem-se o espaço
H s .= {u ∈H ; As ·u ∈H },
no qual defini-se a norma
||u ||s = ||As ·u ||H .









e neles consideramos suas topologias naturais.
Para cada k ∈N0 denotamos por C k (T : H∞) o espaço das funções de classe C k definidas em T e
avaliadas emH k . Assim, defini-se o espaço
C∞(T : H∞) .=
⋂
k∈N0
C k (T : H∞),
que consiste de todas as funções C∞ emT e avaliadas emH∞. Consideramos que C∞(T : H∞) está
dotado com sua topologia natural. Denota-se por C∞(T : H −∞) o dual de C∞(T : H∞) que consiste
no espaço das funções C∞ em T e avaliadas emH −∞.
Proposição 6.1 Tem-se u ∈C∞(T : H∞) se, e somente se, as seguintes condições são satisfeitas:
i. ∂ kt u (t , ·) ∈H
∞, para cada k ∈N0;
ii. a aplicação Ψ :T→H∞, dada por
t 7−→Ψ(t ) .= u (t , ·) ∈H∞,
é contínua na topologia natural deH∞.
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u j (t )e j (x ), u j (t ) = (u (t , ·), e j (x ))H ,
a qual converge na topologia deD ′(T : H −∞), sendo u j ∈C∞(T), para cada j ∈N.
Note que se u ∈C∞(T : H∞), então fixados s ¾ 0 e k ∈N0 obtemos da proposição 6.1, item (i), que


















∂ kt u j (t )A





















|∂ kt u j (t )|
2λ2sj <∞.
Portanto, dado ε > 0 existe j0 ∈N tais que
|∂ kt u j (t )|¶ ε|λ j |
−s , j ¾ j0.







































|u j (t )−u j (t0)|2λ2sj <∞,
portanto, dado ε > 0 existe j0 ∈N tais que
|u j (t )−u j (t0)|¶ ε|λ j |−s , j ¾ j0.
Assim, obtemos de (6.1) o seguinte resultado:
Proposição 6.2 u ∈ C∞(T : H∞) se, e somente se, para cada k ∈ N0 obtêm-se para todo N > 0 uma
constante positiva C , tais que
|∂ kt u j (t )|¶C j
−N , j →∞.
SejamP eQ operadores lineares auto-adjuntos de H , tais que as aplicações
P :H s →H s−m e Q :H s →H s−m ,
são contínuas, para algum m > 0 e ∀s ∈R.
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Supondo válida a hipótese de comutatividade
[P , A] = 0 e [Q, A] = 0,
obtêm-se duas sequências de números reais {ν j } e {µ j }, tais que
P · e j =µ j e j e Q · e j = ν j e j ,
Segue da proposição 3.2, página 28, que existe uma constante positiva ρ tal que
|µ j |=O( jρ) e |ν j |=O( jρ),
para j →∞.
Portanto, tomando os operadores A, P eQ como descritos acima podemos reobter todas as con-
clusões do teorema principal, quando se considera a seguinte noção de hipoeliticidade global:
Definição 6.2 Dizemos que o operador
L =Dt +a (t )P + i b (t )Q, t ∈T.
é globalmente hipoelítico em T se toda vez que
u ∈C∞(T : H −∞) e L u ∈C∞(T : H∞)
tivermos u ∈C∞(T : H∞).
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