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RESUMEN 
El objetivo de este trabajo es desarrollar nuevos 
algoritmos de aprendizaje para agentes inteligentes. 
En una etapa inicial, investigamos la manera que el 
ser humano adquiere el conocimiento basándonos en 
las teorías de aprendizaje desarrolladas en otras 
disciplinas científicas, es decir ,el trabajo tiene 
características transdiciplinarias ya que posee un 
enfoque desde la ciencia cognitiva en su conjunto. 
Debemos destacar que esta investigación no tiene 
intención de realizar un sistema o programa para 
lograr un objetivo particular sino demostrar como un 
sistema puede adquirir el conocimiento a partir de la 
experiencia, y cómo puede emplearse con fines 
prácticos. Fue necesario producir un hardware y 
software básicos donde implementar los algoritmos 
de aprendizaje. Luego, se desarrollaron los módulos 
correspondientes al tipo de aprendizaje particular. 
Existen varias etapas previstas, donde se modelaron 
y modelan los distintos tipos, basados  en las 
diferentes teorías. La primera de ellas es la que 
mostramos en este trabajo, donde se han 
desarrollado algoritmos que emulan el 
condicionamiento clásico. El resto se desarrollará en 
la etapa que comienza. Consideramos que  se trata 
de un proyecto original e innovador, sirviendo de 
punto de partida de muchas investigaciones 
posteriores. 
Palabras clave: reglas de producción, 
algoritmos de aprendizaje, condicionamiento 
clásico. 
CONTEXTO 
El proyecto se inserta en el grupo de 
investigaciones en inteligencia artificial y 
robótica impulsadas por el Departamento de 
Sistemas y el Programa de Transferencia de 
Tecnología Informática (PROTTI). Este es 
 
un programa de transferencia tecnológica en el 
área de Informática y Sistemas. A través de él, 
se ponen a disposición de toda la comunidad los 
desarrollos realizados por alumnos y docentes 
de la carrera de sistemas. El objetivo del 
PROTTI es participar en el desarrollo  social y 
económico de la comunidad aportando 
conocimiento en el ámbito de sistemas a 
empresas, particulares u organizaciones 
estatales. Esta investigación fue financiada en su 
totalidad con recursos provenientes de la 
universidad. 
 
1. INTRODUCCIÓN 
Gran parte de las capacidades del cerebro 
humano son utilizadas para predecir el futuro, 
tanto el comportamiento de la naturaleza como 
el de otras personas. Para lograr los objetivos de 
la forma más adecuada, tanto en el medio 
natural como en el social, los seres humanos 
tratan de realizar predicciones basadas en 
conocimientos adquiridos con anterioridad. La 
inteligencia artificial produce sistemas que 
intentan emular el conocimiento humano en las 
máquinas, cuando el aprendizaje se realiza a 
través de la 
 
 
experiencia, nos encontramos frente a un agente 
inteligente [González, 2013]. Si este 
conocimiento es almacenado mediante reglas de 
producción, denominamos a este sistema, 
agente inteligente basado en reglas. 
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Estas reglas no son estáticas sino dinámicas, no 
permanecen inmutables desde su origen sino 
que pueden ser absorbidas por otras más 
generales, desdoblarse a ámbitos  más reducidos 
o simplemente entrar en conflicto y ser 
eliminadas. 
El modelado de agentes o la adquisición de un 
determinado comportamiento, implica el 
desarrollo de dos módulos o subsistemas 
fundamentales. El primero de ellos es  el sistema 
que genera las reglas, encargado del 
aprendizaje, mientras que el segundo, el 
planificador evalúa las metas u objetivos y 
genera las tareas que se requieren para alcanzar 
los mismos [García Martínez, Servente y 
Pasquini, 2003]. De acuerdo a estas últimas, las 
interfaces (actuadores) actúan con el medio, 
ejecutando movimientos (acciones). 
Adicionalmente, este conocimiento puede ser 
transferido a otros agentes, compartiendo los 
conocimientos adquiridos y, de ese modo, 
potenciar el sistema. 
Desde hace ya una década, los métodos y 
técnicas utilizados para modelar el 
comportamiento de los agentes son muy 
debatidas y presentan configuraciones muy 
variadas [Giráldez Bretón, 1999, P. 18-24]. 
Tanto los sistemas expertos como las redes 
neuronales poseen ámbitos de aplicación donde 
producen mejores resultados. Las redes  parecen 
tener muy buen desempeño en medios difusos, 
cercanos al medio físico pero aún no han dado 
muestra de resultados evidenciables  al tratar la 
abstracción simbólica propia del ser humano. 
En cambio, los sistemas inteligentes, 
evoluciones de los sistemas expertos, se 
desempeñan eficazmente en este medio. Es 
posible complementar ambas técnicas para 
lograr resultados más satisfactorios. Este es  uno 
de los objetivos que pretendemos desarrollar en 
una segunda etapa que está comenzando. 
Durante el ciclo anterior nos centramos en el 
aprendizaje del agente. 
Debemos destacar que este trabajo no tiene 
intención de realizar un sistema o programa para 
lograr un objetivo particular, sino mostrar como 
el sistema adquiere el conocimiento.   Se 
podría decir que el trabajo tiene una finalidad 
epistemológica y otra pragmática, ya que, por un 
lado, se pretende conocer cómo es posible 
adquirir conocimiento en máquinas, y por otro 
aplicarlo en sistemas artificiales. 
La denominada Inteligencia Artificial Fuerte, 
pretende producir máquinas inteligentes que 
simulen o no la inteligencia humana. Este 
desarrollo se encuentra enmarcado dentro de los 
llamados agentes inteligentes autónomos, estos 
son sistemas que adquieren el conocimiento 
interactuando con el entorno, limitados por su 
diseño, es decir por la teoría  de aprendizaje que 
se propone modelar [Moriello, 2004, p. 55-67]. 
Para lograr que el agente situado adquiera los 
conocimientos, en su interacción con el medio, 
que le permiten alcanzar sus objetivos de un 
modo más eficiente, se requiere del desarrollo 
de un conjunto de módulos de software y una 
serie de sensores y actuadores. Estos interactúan 
con el medio, mientras que un sistema que 
hemos denominado Generador de Reglas, 
resulta ser el encargado de interpretar los datos 
de los sensores a través de alguna de las teorías 
de aprendizaje propuestas, y producir las reglas 
donde se almacena el conocimiento adquirido. 
En este  último  módulo reside el componente 
que diferencia nuestro trabajo, de otros trabajos 
sobre agentes, y donde se encuentra el núcleo 
del objetivo mismo que nos hemos propuesto. A 
continuación mencionamos algunas de las 
teorías seleccionadas. 
Las teorías del aprendizaje conforman un variado 
conjunto de marcos teóricos que algunas veces se 
complementan y otras se contradicen. A fin de 
organizar las diferentes corrientes, mostramos la 
siguiente clasificación [Perez Gomez y Sacristán, 
1992]: 
 
Teorías asociacionistas: 
Estas teorías se basan en el conductismo que 
postulan el aprendizaje por condicionamiento 
estímulo-respuesta. 
 Condicionamiento básico o clásico (Pavlov, 
Watson, Guthrie.) y condicionamiento
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instrumental u operante (Hull, Thorndike y 
Skinner.) 
 
Teorías mediacionales: 
 Se tiene en cuenta la importancia de las 
variables y reorganización interna interna.
 Aprendizaje social, condicionamiento por 
imitación de modelos (Bandura, Lorenz, 
Tinbergen, Rosenthal)
 
Teorías cognitivas 
 Teoría de la Gestalt (Kofka, Köhler, 
Vhertheimer, Maslow y Rogers.)
 Psicología genético-cognitiva (Piaget, Bruner, 
Ausubel, Inhelder.)
 Psicología genético-dialéctica (Vigotsky, Luria, 
Leontiev, Rubinstein, Wallon.)
 La teoría del procesamiento de información 
(Gagné, Newell, Simon, Mayer, Pascual, 
Leone.)
Nuestra intención es tomar los principios teóricos de 
algunas de ellas para que el sistema elabore su 
propio conocimiento. El grado de dificultad para 
hacerlo varía enormemente según la  teoría escogida. 
Para nuestro primer modelo escogimos el 
condicionamiento clásico debido a sus particulares 
características [Perez y Cruz, 2003]. Previamente 
hemos realizado un proceso de análisis y selección 
que no está cerrado definitivamente. Por el momento 
hemos incluido las siguientes etapas: 
 Condicionamiento básico o clásico.
 Condicionamiento instrumental u operante.
 Psicología genético-cognitiva.
 La teoría del procesamiento de información.
En este informe presentamos los resultados 
obtenidos hasta el momento sobre el desarrollo de la 
primera etapa: El condicionamiento básico o clásico. 
 
 
2. LINEAS DE INVESTIGACION Y 
DESARROLLO 
 
Se desarrolló una plataforma base que permite 
probar los algoritmos de aprendizaje. El 
conocimiento adquirido por estos módulos se 
almacena mediante reglas de producción, se medirá 
la utilidad del mismo de acuerdo al cambio de 
comportamiento de un sistema móvil para alcanzar 
un determinado objetivo. Consta de una parte móvil, 
el robot, y una fija, una PC donde reside    la 
parte central e inteligente del sistema, comunicados 
vía bluetooth. En la PC, se probarán los distintos 
algoritmos de aprendizaje, basados en diferentes 
teorías ya mencionadas. Se detallan las fases del 
desarrollo: 
 Se diseñó un robot móvil basado en un 
microcontrolador ATMega 328 (Arduino Uno).
 Se diseñó y construyó un agente inteligente 
basado en reglas de producción y se instaló en 
una computadora (PC).
 Se elaboró una base de datos donde se 
almacenan reglas de producción, datos 
históricos y actuales de los sensores, y 
planificación de tareas.
 Se instaló en la PC y el robot un módulo de 
comunicaciones bluetooth que permite el 
intercambio de información entre ambos.
 Se desarrolló un protocolo de comunicaciones 
bidireccional para enviar información desde los 
sensores del robot y órdenes desde la PC.
 Se desarrolló la programación del Arduino.
 Se desarrolló un módulo de aprendizaje de 
reglas basado en aprendizaje por reforzamiento 
que emula el condicionamiento clásico.
 Se realizaron pruebas con el sistema, 
actualmente se están revisando los resultados  de 
dichas pruebas y modificando parte del 
programa.
La metodología de desarrollo de software  empleada, 
es decir el conjunto de métodos, principios y reglas 
que posibilitan realizar el desarrollo del software, 
están planteadas como una serie de tareas, que 
pueden repetirse de manera recursiva, orientadas a la 
construcción y prueba de dicho programa, o de una 
serie de módulos que conforman el mismo. 
Para este desarrollo, hemos escogido el ciclo de vida 
de prototipos por considerarlo el  más adecuado para 
el modo en que se plantea este desarrollo. Nos 
permite incorporar nuevas funcionalidades a partir 
de la finalización de las anteriores. 
El desarrollo por prototipos ayuda a comprender las 
funcionalidades requeridas por el usuario, sobre todo 
si este no tiene una idea clara o acabada de lo que 
desea. Se produce una versión preliminar de lo que 
será el producto final, con una funcionalidad acotada 
que se irá aumentando gradualmente a partir  de  
ciclos  sucesivos  de  las especificaciones 
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del sistema, hasta lograr el sistema final o solución 
buscada [Fernández, 2001]. 
 
3. RESULTADOS OBTENIDOS/ESPERADOS 
 
Se realizaron pruebas para diferentes objetivos del 
agente. Se emplearon tres casos diferentes. Se 
lograron mayormente resultados satisfactorios, sin 
embargo se encontró que una gran cantidad de reglas 
generadas que no se ajustaron a lo esperado. Luego 
de un análisis de decidió incorporar un módulo de 
validación entre el objetivo y la regla formada que 
categorice el nivel de la misma. Cuanto más 
reforzamiento, o sea cuantas más veces se produce 
la situación esperada se incrementa el nivel de la 
regla, diferenciándose de este modo las reglas 
casuales. Después de cierto tiempo las reglas 
generadas con bajo nivel de reforzamiento son 
descartadas. Se probaron algunas reglas frente a 
situaciones nuevas obteniendo un resultado 
satisfactorio; se logró el comportamiento esperado. 
Quedan pendientes algunas modificaciones para 
mejorar los resultados. Una vez corregidos los 
pendientes se evaluará el sistema de acuerdo a los 
indicadores de desempeño (KPI) desarrollados para 
registrar las mejoras respecto al alcance de una meta 
u objetivo. 
Como evolución del sistema proponemos un mayor 
grado de autonomía del equipo móvil incorporando 
al mismo una placa raspberry pi, eliminando la PC y 
la dependencia de la misma, la incorporación de 
otros algoritmos de aprendizaje y se completará el 
Planificador. También proponemos la  
incorporación de redes neuronales como interface 
entre el sistema central y el medio, ya que estas 
logran un buen desempeño en entornos con ruido.  A 
grandes rasgos, el sistema podría verse como un 
sistema central determinístico y otro periférico que 
interconecta el núcleo con el mundo real de 
características analógicas, semejante al propuesto 
por Jerry Fodor (La modularidad de la mente, 1983). 
Tratándose de un sistema de propósito general las 
aplicaciones son innumerables. Mediante estos 
sistemas se puede ofrecer una solución a muchos 
problemas aún no resueltos, o bien resueltos por 
caminos menos eficientes. 
 
 
4. FORMACIÓN DE RECURSOS HUMANOS 
EL grupo de investigación está integrado 
actualmente por dos docentes y cinco alumnos. La 
participación es abierta aunque existe un cupo 
máximo de colaboradores. 
En cuanto a las TFI, se han finalizado y aprobado 
dos trabajos sobre sistemas expertos. En curso de 
desarrollo se han relevado: una tesis sobre redes 
neuronales y otra sobre algoritmos genéticos. 
Podemos agregar varias propuestas para TFI aún no 
evaluadas. 
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