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Розроблено підходи до моделювання впливу топо-
логічної структури спайкових нейронних мереж 
на ефективність обробки інформаційних процесів. 
Побудовано моделі для опису впливу топології ней-
ронної мережі для дискретного та неперервного 
випадків. Знайдені умови, за яких перетворення 
інформації буде ефективним. Запропоновано отри-
мані результати застосувати як до природних, так 
і до штучних спайкових нейронних мереж
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Разработаны подходы к моделированию влияния 
топологической структуры спайковых нейронных 
сетей на эффективность обработки информацион-
ных потоков. Построены модели для описания вли-
яния топологии нейронной сети для дискретного и 
непрерывного случаев. Получены условия для оцен-
ки уровня эффективности преобразования инфор-
мации. Предложено полученные результаты при-
менить как к природным, так и к искусственным 
спайковым нейронным сетям
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1. Вступ
Моделювання нейронних мереж є звичним на сьо-
годні шляхом дослідження діяльності як біологічного 
прототипу – мозку, так і штучних об’єктів для інфор-
маційних технологій.
В статті буде розглянуто саме застосування моде-
лювання нейронних мереж у інформаційних техно-
логіях.
Як правило, штучні нейронні мережі мають досить 
просту топологічну будову. Найчастіше вони являють 
собою послідовні шари нейронів, зв’язки в яких розта-
шовані послідовно. Як правило, така структура засто-
совується для задач розпізнавання.
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Але для задач реалізації управління потрібна інша 
організація нейронної мережі. Зокрема, в ній повинні 
бути виділені нейрони, які видають управлінські ко-
манди. Дослідження таких нейронних мереж є сьогод-
ні актуальною науковою та важливою в практичному 
сенсі задачею.
2. Постановка проблеми та огляд літератури
Спайкові нейронні мережі побудовані із нейронів, 
які обмінюються однаковими за амплітудою та часом 
сигналами (які й звуться спайками) [1-4]. Інформація 
в таких мережах кодується через часову послідовність 
спайків.
Важливою для практичного застосування особли-
вістю функціонування спайкової нейронної мережі є 
те, що вона здатна запам’ятовувати патерни, які мають 
часову організацію. Таким чином, ці мережі є перспек-
тивними для застосування в якості автоматичних си-
стем управління об’єктами, що рухаються [5, 6].
Спайкова генерація нейрона є відповіддю на сиг-
нали, отримані ним від інших нейронів [1-4]. Але ці 
сигнали є результатом діяльності не тільки тих ней-
ронів, які є в найближчому околі виділеного нейрону. 
Виділений нейрон, по суті, «знімає» сигналі із всіх 
інших нейронів мережі.
Таким чином, в спайкових сигналах, які отримує 
виділений нейрон, знаходять своє відображення осо-
бливості топологічної будови всієї нейронної мережі.
Ці задача сьогодні ще не є вирішеною, так як основ-
ні зусилля дослідників були зосереджені на задачах 
розпізнавання образів та навчання спайкових нейрон-
них мереж [1-8].
Метою статті є розробка моделей для опису впливу 
топології нейронної мережі на діяльність спайкового 
нейрона.
3. Виклад основного матеріалу
Розглянемо довільний нейрон в спайковій нейрон-
ній мережі (СНМ). Позначимо його як N0. Нейронна 
мережа отримує сигнал від зовнішнього оточення 
через певну виділену сукупність нейронів {Ni}. Розгля-
немо сукупність можливих шляхів через СНМ від ней-
рона Nk∈{Ni} до нейрона N0. Позначимо цю сукупність 
шляхів як L. Так як розглядаємо конечні СНМ, то в L 
існують найкоротший lm та найдовший lM шляхи. Ві-
домо [9], що визначені таким чином множина шляхів 
L задає топологічну структуру дискретного простору, 
тобто, в нашому випадку, топологічну будову СНМ.
Розглянемо декілька типових задач для моделю-
вання СНМ.
Задача 1. Нейрони в СНМ знаходяться в стані від-
сутності генерації. Зовнішній сигнал отримує один 
нейрон. Він генерує спайки та передає їх на інші ней-
рони (з яким він зв’язаний). Сигнал розповсюджується 
по нейронній мережі та досягає нейрона N0. Цей ней-
рон також починає генерувати спайки.
Але, завдяки наявності множини шляхів L, нейрон 
N0 отримає сигнал від багатьох нейронів внаслідок 
того, що він до нього буде розповсюджуватися за різ-
ними шляхами. 
В результаті, нейрон N0 буде знаходитися під впли-
вом досить великої кількості спайків, які є роззосеред-
женими за часом. 
Як правило, спочатку на нейрон починає діяти 
сигнал, який пройшов по СНМ найкоротшим шля-
хом lm. Останнім – сигнал, який пройшов шляхом lM. 
Таким чином, нейрон N0 в момент часу t знаходиться 
під впливом спайків від інших нейронів, який можна 
розрахувати за такою формулою.
I t
t t
I t t t t t
I t t t t
m





























тут I0(t) – спайковий сигнал, який отримує нейрон 
N0; tm – час, за який до нейрона N0 доходить сигнал по 
найкоротшому шляху lm; tM – час, за який до нейро-
на N0 доходить сигнал по найдовшому шляху lM; lt – 
шлях, за яким до нейрона N0 доходить сигнал за час t; 
Ii – спайковий1 сигнал, який доходить до нейрона N0 за 
i-тим шляхом.
Підкреслимо, що змінний вплив на нейрон N0 має 
лише в період часу tm<t<tM.
Використання формули (1) має дві особливості.
По-перше, кожний нейрон у СНМ має характерний 
латентний час t0, за який він здійснює генерацію спай-
ка (сюди включається також процес сумації (агрегу-
вання, опрацювання) спайків, які отримані на даний 
момент часу від інших нейронів). Тому випадку, коли 
tm<t0, в (1) сума здійснюється лише по тим шляхам, 
для яких tm>t0.
Таким чином, має місце така теорема.
Теорема 1. З метою опрацювання інформації, СНМ 
повинні будуватися таким чином, щоб нейрони N0, з 
яких знімається опрацьована у СНМ інформація, за-
довольняли умові tm>t0.
Наслідок з теореми 1. В біологічних прототипах 
СНМ існує мінімальна відстань між нейронами із поля 
рецепторів та поля мотонейронів. Ця відстань залежить 
як від специфіки функціонування нейрона, так і від 
швидкості розповсюдження збудження між нейронами.
По-друге, нейрон у стані генерування спайків може 
перебувати тільки конечний час tg. Тому випадку, коли 
tM – tm>tg, сума в (1) здійснюється тільки за тими шля-
хами, час розповсюдження збудження вздовж яких є 
меншим за час tm + tg.
Таким чином, має місце така теорема.
Теорема 2. «Великі» СНМ, для яких виконано умо-
ву tM – tm>tg, є надлишковими з точки зору опрацюван-
ня інформації в тому смислі, що буде відсутній вплив 
входу інформації у СНМ на нейрон N0. 
Наслідок з теореми 2. В біологічних прототипах 
існує максимальний розмір СНМ, тобто відстань між 
нейронами із поля рецепторів та поля мотонейронів. 
Ця відстань залежить як від специфіки функціону-
вання нейрона (його здатності відповідати на спайки, 
отримані від інших нейронів), так і відшвидкості роз-
повсюдження збудження між нейронами.
Задача 2 (узагальнена). В загальному випадку ней-
рони знаходяться у стані вільної генерації у відповідь 
на попередні зовнішні стимули. До того ж, зовнішні сти-
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мули сприймаються не одним нейроном, а певним сен-
сорним полем, яке складається із багатьох нейронів.
Нас цікавить той стан, у який перейде певна виділе-
на сукупність нейронів – поле мотонейронів.
Алгоритм розв’язання цієї задачі є аналогічним по-
передньому.
Спочатку ми вводимо множину можливих шляхів, 
які маркуються довжиною або часом розповсюдження 
збудження по шляху (останнє важливе за умови, що 
СНМ складається або із нейронів різного роду, або 
сама є просторово неоднорідною).
В загальному випадку можна ввести (неперервну 
або дискретну) функцію розподілу шляхів за довжи-
ною або часом: f(l) або f(t), яка є кількістю шляхів 
довжини l (або часу розповсюдження збудження t, 
відповідно).
Тоді формула (1) може бути переписана у такому 
вигляді.
I t f I d
t
( ) ( ) ( ) .= ∫ τ τ τ
0
 (2)
Відмітимо, що формулу (2) можна записати у вигля-
ді, коли ми розглядаємо свого роду «трубку шляхів» 
від сенсорного поля (входу в СНМ) до моторного поля 
(виходу з СНМ). Тоді в якості параметра, який характе-
ризує шлях, можна взяти «радіус трубки шляхів» R.
В цьому випадку формула (2) прийме вигляд
I R f r I r dr
R
( ) ( ) ( ) .= ∫
0
 (3)
Для такої форми запису для функції f(R) можна 
здійснити деякі оцінки (розглядаємо випадок непе-
рервної СНМ).
Для малих R функцію f(R) можна оцінити як 
f(R)=С⋅Rα , де α≤2. Рівність α=2 буде мати місце лише 
у випадку однорідної СНМ.
Цікаво, що значення α<2 можна інтерпретувати, 
як наявність у СНМ певної топологічної структу-
ри, коли шляхи в «трубці шляхів» створюють певні 
структури.
Для великих же R функція f(R) буде спадати до 
нуля внаслідок малого впливу «довгих шляхів» у 
СНМ (детальне обговорення цього ефекту було на-
ведене вище).
Для загальної задачі також будуть справедливі 
аналоги теорем 1 та 2 та наслідки з них.
4. Перспективи подальших досліджень
Отримані в статті результати дозволяють моде-
лювати широке коло характерних для біологічного 
прототипу – головного мозку – особливостей функці-
онування [10].
Наприклад, отримані результати дозволяють ста-
вити задачі про моделювання ролі та впливу структур-
ної будови головного мозку.
З точки зору ж технічного застосування, отримані 
в статті результати дозволяють сформувати програму 
розробки СНМ, які можуть бути застосовані в техніч-
них системах як для розпізнавання образів, так і для 
управління технічними системами.
5. Висновки
Розроблено підходи до моделювання впливу то-
пологічної структури спайкових нейронних мереж 
на ефективність обробки інформаційних процесів. 
Знайдені умови, за яких перетворення інформації буде 
ефективним.
Показано, що отримані в статті результати можуть 
бути застосовані як до природних, так і до штучних 
спайкових нейронних мереж.
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