Abstract-This paper presents an orientation estimate scheme using monocular camera and inertial measurement units (IMUs). Unlike the traditional wearable orientation estimation methods, our proposed approach combines both of these two modalities in a novel pattern. Firstly, two visual correspondences between consecutive frames are selected that not only meet the requirement of descriptor similarity constraint, but satisfy the locality constraints, which is under the assumption that the correspondence will be taken as an inlier if their nearestneighbor feature-point counterparts are within the predefined thresholds with respect to the objective feature-point counterpart. Secondly, these two selected correspondences from visual sensor and quaternions from inertial sensor are jointly employed to derive the initial body poses. Thirdly, a coarseto-fine procedure proceeds in removing visual false matches and estimating body poses iteratively using Expectation Maximization (EM). Ultimately, the optimal orientation estimation is achieved. Experimental results validate that our proposed method is effective and well suited for wearable orientation estimate.
I. INTRODUCTION
Wearable orientation estimate is the process of estimating the moving agent (e.g., human body, robot) directions using wearable sensors like camera, inertial measurement unit (IMU), which can be widely applied to stroke patient rehabilitation, clinical gait analysis, robot navigation, body motion capture, etc. [1] - [3] .
The inertial sensors and visual sensors are two of the most commonly used during estimating the body orientations. With the advent of the MEMS technology, inertial sensor integrated with three-axis accelerometer, three-axis gyroscope and three-axis magnetometer, is becoming lightweight, wearable and quick in response. Many researches have been focused on using this type of sensor to conduct orientation estimate. For instance, Bachmann et al. [2] exploited stochastic methods like Kalman Filter and its extended form to recover orientations. This stochastic strategy takes the sensor noise statistical property into consideration, which effectively lowers the effects of noises. However, it is not suitable for long-term estimate due to its vulnerability to fluctuated sensor biases. Additionally, a number of researchers (e.g., [4] , [5] ) have proposed to conduct the quaternion-filter based orientation estimate using optimization methods in improving accuracy. Yet their algorithms are still based upon the assumption that the collected accelerations are uniquely related to gravity components, which is apparently not the case if the body conducts fast and abrupt movements. In comparison with the inertial based orientation, visual based methods are more stable and accurate, but it suffers from heavy computational burdens and lacks of instantaneity. Wearable visual methods to recover the orientation can be divided into two classes: feature based methods and appearance based methods [6] . The former one normally takes advantage of salient and repeatable features tracked over successive frames using robust and invariant feature descriptors. It is able to effectively recover the orientation with large-scale viewpoint changes. The disadvantage of feature based methods lies in its wrong data associations. Though the Sample Consensus methods are capable of effectively alleviating the mistaken feature-pair drawbacks, it sometimes fails in presence of large percentage of outliers among putative correspondences. The appearance based methods operates directly on the overall image pixel intensity values. It is more suitable for the scenes with little or no textures. Yet the major drawback is that it is not robust to occlusions and illumination changes.
Given the above mentioned visual and inertial integration merits, there are still some potential drawbacks that should be further resolved in wearable monocular camera and IMU (MC-IMU) system. First and foremost, the matched features between two different camera views sometimes give rise to wrong data associations and thereby it is in desperate need for image outlier detection among putative correspondences between the successive camera frames. However, the com- [7] ) are rather time-consuming in the sense that their random samples would incorporate the undesirable outliers. Secondly, these Sample Consensus methods are not effective in deriving the optimal orientations in presence of large percentage of outliers among putative correspondences, which will further result in erroneous or even unacceptable orientation estimation outcomes.
With respect to these problems in wearable MC-IMU orientation estimation, we propose an algorithm based on IMU quaternions and visual putative correspondences with locality constraint. Firstly, two image feature point correspondences are selected using the smallest descriptor distance metric under the assumption that the distances between the objective feature point and several nearest neighbor feature points in the current frame can still be within the defined threshold in the next frame, which is able to effectively avoid false matching among the putative correspondences. Secondly, these two selected feature points and IMU outputs are exploited as prior motion information and are imposed upon image putative correspondences to distinguish inliers and outliers initially. Then the posterior Bayes Rule and Expectation Maximization (EM) algorithm are subsequently adopted to select the inliers among feature point matches within a few iterations. Meanwhile, optimal pose estimates are obtained from these selected image inliers.
The main contributions of this paper are: (i) nearest neighbor constraints for the initial feature points matching; (ii) a few iterations for optimal orientation estimate given putative correspondence sets, IMU quaternions and the reliable two visual feature pairs; (iii) the designed wearable MC-IMU system for orientation estimate.
II. PROBLEM FORMULATION

A. Camera Model
The camera model is built on the principles of pinhole camera projection: 3D point is projected through the center of camera lens onto the image plane. The specific point P in world coordinate and the corresponding point p in image plane are related through the camera matrix C 3×4 , i.e.,
Notation "∼" is used to denote that equivalence is valid up to a multiplicative scalar; M 3×4 denotes the camera extrinsic matrix; K 3×3 denotes the camera intrinsic matrix. Fig. 1 . Epipolar Geometry and Epipolar Line Constraint
B. Two-view Epipolar Geometry
As illustrated in Fig. 1 , a world point P is observed by the moving camera. P is projected onto the consecutive images labeled p and p ′ in the left and right images respectively.
These two points, located at x 1 and x 2 in the image planes, are related by the fundamental matrix F [7] . The epipolar constraint is as follows:
l 1 and l 2 are the epipolar lines that correspond to x 2 and x 1 ; e is the epipole in image 1 that all epipolar lines pass through. The same property holds for epipole e ′ in image 2.
Algebraically, F represents epipolar geometry and has rank 2. The prevalent method to obtain F is by using 8-point algorithm. In comparison with fundamental matrix F, the essential matrix E is able to relate only the corresponding point p and p ′ in the camera coordinates and leaves alone the camera intrinsic parameters. E is characteristic of representing the direct translation T and rotation R, known as extrinsic parameters. The relationship between F and E is given as
where K is the camera intrinsic matrix.
[T] × is the skewsymmetric three by three matrix corresponding to camera translation.
C. Image-pair Feature Point Matching
Feature point pre-matching consists two steps: feature point detection and description, feature point matching.
In the first step, the salient and repeatable keypoints are searched over the whole image regions. The common feature detectors are based on corner features. Corner detectors are computationally faster, but are less distinctive especially in the presence of scale ambiguities, whereas blob detectors require higher computations but are more distinctive and better localized in scale part. Weighing the pros and cons of these two types of detectors, we prefer to choose blobtype feature detector like SURF, for their distinctiveness in scale and invariance to viewpoint changes.
In the matching step, the way to match the features between the camera consecutive frames is to adopt the feature descriptor similarity metric.
However, the mere use of this metric results in mistaken matches. Given the fact that we search the nearest neighbor feature points relative to the objective feature points in the current frame, these neighbors corresponding feature points are also in proximity to the objective feature point in the second frame. Consequently, our objective in improving feature point matching is through nearest feature similarity constraint. For the sake of better understanding the following sections, we introduce the pre-defined variables at advance in Table I . 
the i −th feature point in the k + 1 frame corresponding to the i − th feature point in the k frame
the i − th feature point in the k frame corresponding to the i − th feature point in the k + 1 frame
the q−th nearest neighbour feature point with respect to the i − th feature point in the k frame, q = 1, 2, 3
η i the i − th putative correspondence in the image pair {R t , T t } body pose that consists of rotation and translation at time instant t
the set of image putative correspondence labels
The main part of our approach can be divided into two stages (i.e., the initialization stage and optimization stage), as shown in Fig. 2 . In the initialization stage, as the name suggests, the initial pose is estimated using IMU quaternions and two feature points with nearest neighbor constraints from the image pair. In the second stage, it seeks to obtain the optimal orientation solutions: the optimal rotation matrix, which proceeds within the Bayes Rule and Expectation Maximization framework.
A. Relative Pose Initialization 1) Feature Point Matching with Locality Constraint:
Apart from the conventional feature point matching methods that basically apply similarity constraint, the novelly designed locality constraint strategy that takes the feature point corresponding nearest neighbors into consideration is exploited. This strategy is based on the assumption that the distance of Fig. 3 . Locality Constraint Feature Point Matching the objective feature point and the nearest neighbor feature point in the current frame can still be within the defined threshold in the next frame, which is able to effectively avoid the false match among the putative correspondences.
The graphical interpretation of this locality constraint for feature point matching is illustrated in Fig. 3 . Suppose we have already obtained two feature point pairs (P(k), P(k + 1)) and (Q(k), Q(k + 1)) between the camera successive frames. There are three nearest neighbor feature points around
Intuitively, if the putative correspondence between (P(k), P(k + 1)) really exist, the distances be-
} must all be within the pre-defined threshold. Likewise, the feature points
N3 } in camera frame k + 1 corresponding to the three nearest neighbor feature points around feature point Q(k): N3 } also satisfy the locality constraint. The above mentioned context is based on the frame k nearest neighbors to verify the corresponding feature points in frame k +1. Similarly, our method also proceeds from camera frame k + 1 nearest neighbors to verify the corresponding feature points in camera frame K.
Using this strategy, we define the objective function as follows:
The corresponding variables will subject to the constraints:
Our objective is to seek the most similar feature points, or say the least feature-point-descriptors sum of squared 2) Pose Initialization: Rigid body motion can be decomposed into rotation and translation. Generally, there are six parameters to represent the body motion, three for rotation and three for translation. Given the impossibility to recover the camera scale factor and the rotation parameters from IMU, merely two feature point correspondences are needed to attain the translation part.
The traditional way to express body translation is through Cartesian coordinate representation T = [T x , T y , T z ] T . Similarly, through the means of spherical coordinate expression, it can be given by
which also means that
where ρ refers to the radial distance; β represents the polar angle; α denotes the azimuthal angle as is shown in Fig. 4 . Given the rotation from IMU, the left rigid body motion is the pure translation. Then the essential matrix can be simplified as
Considering two feature points P and Q, they are denoted as {P k , P k+1 } and {Q k , Q k+1 } in camera frame k and k + 1 respectively. We impose the epipolar constraint and obtain the following equations:
11) Given Eq. 10 and Eq. 11, the parameters α and β are recovered of the following form:
where the parameters {a, b, c, d, e, f } denote:
B. Relative Pose Optimization
In the second stage, the relative pose optimization procedure is performed to obtain the optimal body orientation estimate using the initial poses derived in the initialization stage.
Assume that the putative correspondences, which we define
} may contain a large number of correct matches (also called inliers) and a few false matches (also known as outliers). We define the set of unknown objective parameters as follows:
where R and T represent body frame rotation and translation respectively. O n consist of n point correspondence labels of which o i,(1≤i≤n) ∈ {0, 1} denotes the i − th point correspondence label: o i = 1 implies the i −th sample belongs to inlier group; o i = 0 implies the i − th sample belongs to outlier group. The goal to estimate the body pose is equivalent to maximize the likelihood of P {θ | (η 1 , η 2 , · · · η n )}:
where (η 1 , η 2 , · · · η n ) symbolizes the consecutive image putative correspondences: [8] , the posteriori likelihood of parameter set θ (i.e., camera motion and putative correspondence labels)
Note that P(η 1 , η 2 , · · · η n ) is the prior joint probability of consecutive image point matching outcomes. Each component η i in {η 1 , η 2 , · · · η n } is assumed to be independent and identically distributed (i.i.d). It is merely related to predetermined feature point extraction and description using SURF. This assumption allows us to express the likelihood function as the product over all data points of the probability distribution evaluated at each data point.
The posteriori likelihood in Eq. 16 can be extended, i.e.,
The goal in finding the most suitable θ is then converted to maximize the posterior probability in Eq. 17. By plugging in Eq. 15, 16, 17 and dropping the term P(η 1 , η 2 , · · · η n ) (as it does not depend on θ ), we then obtain the optimal solution on θ :
2) EM Estimation: To find the most suitable body frame motion, we have to seek the maximum likelihood solutions in Eq. 18. It proceeds within two phases: Expectation step (E-step) and Maximization step (M-step).
In the E-Step, we use the current motion estimates {R, T } old from the initialization stage or the last iteration in M step to find the posterior distribution of these latent variables and determine these (o 1 , o 2 , · · · , o n ) hidden group values. In our case, the hidden variable o i obeys the Bernoulli distribution {0, 1}.
In the M-Step, we apply those latent variables (o 1 , o 2 , · · · , o n ) acquired from E-step to Eq. 18 and determine the parameter set {R, T } new
IV. EXPERIMENTAL EVALUATION
A. System Setup
In our orientation estimation system, the monocular camera shown in Fig. 5 (a) (Imaging Source product: DFK23GV 024, Camera Lens: HV 7517, focal length: 7.5mm − 75mm), samples the data at 10 f ps with a resolution of 752 × 480 pixels. The constant focal length is set as 7.5mm.
The designed IMU board is shown in Fig. 5 (b) that includes an embedded ARM processor ST M32FL03 and the MEMS three-axis accelerometer (full scale range: ±16g), three-axis gyroscope (full scale range: ±2000deg/sec) and three-axis magnetometer. The IMU and host computer is connected through bluetooth. The board size is 35mm × 30mm × 8mm. IMU signals are sampled at 40Hz. 
B. Experimental Evaluation 1) Removing Outliers:
In this part, verification on the feature-point correspondences is conducted. Firstly, the putative correspondences are attained using SURF featurepoint nearest matching method. Then the false matches are removed using the prevailing methods: RANSAC, MSAC, MLESAC and 2-Point-RANSAC in addition to our proposed method. Table II shows the number of inliers and outliers using SAC methods and our method. The traditional SAC methods: RANSAC, MLESAC, MSAC are capable of alleviating the effect of outliers on pose estimate but fail to eliminate all the outliers for the sake of their randomness in sampling as well as their limited number of iterations. IMU-2-Point RANSAC method consumes less computational time in removing outliers but it still preserves five mismatches since it relies heavily on IMU gyroscopic data for rotation and its inherent randomness still exists though merely 2 points are selected.
It is noticeable that our proposed algorithm outperforms these prevailing methods in computational time and in removing outliers. Unlike the other four methods that still preserve mismatches, the reason why our method characterizes no mismatches is that it firstly takes advantage of IMU outputs and the two correct correspondences to calculate the initial pose {R 0 , T 0 }, followed by a few iterations for obtaining the maxima from the predefined cost function using EM in a probabilistic framework. Finally, the optimal pose {R * , T * } is obtained within the relatively limited time, which is merely 0.485 seconds. Though the number of identified inliers is relatively lower than the other four methods, our method is able to guarantee the authenticity of the identified inliers.
2) Wearable Orientation Estimation:
In order to verify our proposed orientation estimation performance, we have designed the experiment that the subject wears the monocular camera and IMU on the right arm and conduct a set of arm movements. As shown in Fig. 6 , two IMUs are fixed on the subject right arm planar region near the elbow and ulnar region near the wrist respectively. The monocular camera is fixed under the IMU for elbow. In order to seek a reliable estimation for the position and orientation of human arm movements, we resort to numerical algorithms for solving inverse kinematic problems. It is assumed that IMU and camera are rigidly fixed and attached to the planar region near the elbow joint. To validate the performance of our method for orientation estimation, we resort to VICON capture system with sub-millimeter accuracy as ground truth data. The participant is required to perform a series of gentle and smooth upper arm movements, i.e., arm lifting up and down, arm waving left and right and forearm bending over. Seven reflective markers are affixed in proximity to the elbow and wrist. The positions of the reflective marker for elbow and wrist, which are derived from VICON, serve as the benchmark.
These tests are repeated two times, the corresponding angle curve average differences and correlations are shown in Table  III . As can be seen that using monocular camera, to a large extent, assists IMU in improving angle estimate accuracy. 
V. CONCLUSION AND FUTURE WORK
A novel orientation estimate approach that takes advantage of the complementary properties of inertial sensor and visual sensor is introduced. In the first place, two image putative correspondences with locality constraints between consecutive frames and quaternions deduced from IMU are firstly employed to calculate the initial body pose. Then the visual false correspondences are iteratively removed using EM method and posteriori Bayes Rule. Ultimately, the optimal orientation is achieved via the correct visual correspondences. Since our system is lightweight and portable, it is quite suitable for wearable orientation estimate applications.
