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Abstract
Given a complete undirected graph with the nodes partitioned into m
node sets called clusters, the Generalized Minimum Spanning Tree prob-
lem denoted by GMST is to nd a minimum-cost tree which includes
exactly one node from each cluster. It is known that the GMST problem
is NP-hard and even nding a near optimal solution is NP-hard. We give
an approximation algorithm for the Generalized Minimum Spanning Tree
problem in the case when the cluster size is bounded by . In this case,
the GMST problem can be approximated to within 2.
Keywords: approximation algorithms, combinatorial optimization, gen-
eralized minimum spanning trees, LP relaxation.
Mathematical Subject Classication: 90C11, 90C27, 05C05, 90B10.
1 Introduction
The GMST problem was introduced by Myung et al. [7]. The problem arises
in simultaneus selection and sequencing decision, e.g. as in location problems,
telecommunications where metropolitan and regional area networks must be in-
terconnected by a tree containing a gateway from each cluster, settings involving
agricultural irrigation systems, etc.
The GMST problem is dened on an undirected graph G = (V;E) with nodes
partitioned into m clusters. Let K = f1; 2; : : : ;mg be the index set of the node
sets (clusters). Then, V = V1 [ V2 [ : : : [ Vm and Vl \ Vk = ; for all l; k 2 K
such that l 6= k. We assume that edges are dened between any two nodes
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and each edge fi; jg 2 E has a nonnegative cost cij : The GMST problem is
the problem of nding a minimum-cost tree spanning a subset of nodes which
includes exactly one node from each cluster. We will call a tree containing one
node from each cluster a generalized spanning tree.
The following two theorems were proved in [7].
Theorem 1 The GMSTP is NP-hard. 
Even an approximation algorithm for the GMST problem can not be polynomial.
Theorem 2 Let H be a polynomial-time heuristic for the GMST problem. As-
sume P 6= NP . Then no value L 1 can exist such that
ZH (I)
Z (I)
 L
for every instance I where Z (I) and ZH (I) are the values of an optimal solution
and of the solution found by H, respectively. 
However if the size of the clusters is bounded,
jVkj   , for all k=1,...m (a)
then a polynomial approximation algorithm is possible.
In this paper under condition (a) and the assumption that the costs cij are non-
negative and satisfy the triangle inequality an approximation algorithm for the
GMST problem with performance ratio 2 is given. The approximation algo-
rithm is constructed following the ideas in [9] where the Generalized Traveling
Salesman Problem and Group Steiner problem have been treated.
2 Integer program and LP relaxation of GMST
problem
We formulate the GMST problem as an integer programming problem. We
dene for each edge fi; jg and each node i the binary variables:
xij =
8<: 1 if edge fi; jg is included in the selected subgraph0 otherwise
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yi =
8<: 1 if node i is included in the selected subgraph0 otherwise
The GMST problem can be formulated as the following integer programming
problem:
Problem IP1:
Z1 = minimize
P
e2E cexe
subject to y(Vk) = 1; for all k 2 K (1)
x((S))  yi; for all i 2 S  V (2)
x(E) = m− 1 (3)
xe 2 f0; 1g ; for all e 2 E (4)
yi 2 f0; 1g ; for all i 2 V (5)
We use here the standard shorthand notations: for every subset S of V
E(S) = f(i; j) 2 Eji; j 2 Sg; x(E(S)) = Pe2E(S) xe; y (S) = Pj2S yj and as
usual the cutset (S) is dened by
(S) = ffi; jg 2 E j i 2 S and j =2 Sg :
Condition (1) guarantees that a feasible solution contains exactly one vertex
from every cluster. Condition (2) guarantees that any feasible solution is a
connected subgraph. Condition (3) simply assures that any feasible solution
has m-1 edges and due to the fact that the cost function is non-negative this
constraint is redundant.
Consider now the LP relaxation of the integer programming formulation of the
GMST problem. In order to do that, we simply replace conditions (4) and (5)
in IP1 by new conditions (4
0
) and (5
0
), where
(4
0
) 0  xe  1, for all e 2 E
(5
0
) 0  yi  1, for all i 2 V
3 Approximation algorithm
First we assume that the graph has bounded cluster size, i.e. jVkj   for all
j=1,...,m and the cost function ce = cfi;jg is symmetric and satises the triangle
inequality, i.e. cij + cjk  cik for all i; j; k 2 V .
The algorithm for approximating the optimal solution of the GMST problem is
as follows:
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Algorithm "Approximate the GMST problem"
Input: A complete graph G=(V,E) with non-negative symmetric cost func-
tion on the edges satisfying the triangle inequality, and clusters V1; :::; Vm such
that V = V1 [ V2 [ : : : [ Vm and with bounded size.
Output: A tree T  G spanning some vertices W 0  V which includes
exactly one vertex from every cluster, that approximates the optimal solution
to the GMST problem.
1. Solve the LP relaxation of the problem IP1 and let
(y; x; Z1 ) = ((y

i )
n
i=1; (x

e)e2E ; Z1 ) be the optimal solution.
2. Set W  =
n
i 2 V jyi  1
o
and consider W
0 W  with the property that
W
0
has exactly one vertex from each cluster, and nd a minimum spanning tree
T  G on the subgraph G0 generated by W 0 .
3. Output APP = length(T) and the tree T.
Even though the LP relaxation of the problem IP1 has exponentially many
constraints, it can still be solved in polynomial time either using ellipsoid method
with a min-cut max-flow oracle [4] or using Karmakar’s algorithm [5] since the
LP relaxation can be formulated compactly using flow variables [7, 8].
4 Auxiliary results
In order to stablish upper bounds on the performance ratio of the above algo-
rithm, we now present some auxiliary results.
The parsimonius property proven by Goemans and Bertsimas [3] can be stated
as follows: considering a complete undirected graph G=(V,E), for any pair
(i,j) of vertices, let rij be the connectivity requirement between i and j (rij is
assumed to be symmetric,i.e. rij = rji). Consider now the following two integer
programs:
IZ(r) = min
P
e2E cexe
s.t. x((S))  max(i;j)2(S)rij ; for all S  V , S 6= 
0  xe, for all e 2 E
xe integral, for all e 2 E
Let denote Z(r) the optimal value of the LP relaxation (obtained by dropping
the integrality restrictions). Clearly Z(r) is a lower bound on IZ(r).
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IZD(r) = min
P
e2E cexe
s.t. x((S))  max(i;j)2(S)rij ; for all S  V , S 6= 
x((i)) = maxj2V nfigrij ; i 2 D, D  V
0  xe, for all e 2 E
xe integral, for all e 2 E
Let ZD(r) the optimal value of the LP relaxation.
Theorem 3 (parsimonious property) If the costs cij satisfy the triangle inequal-
ity, then
Z(r) = ZD(r)
for all subsets D  V: 
The proof of this theorem is based on a result due to Lovasz [6] on connectivity
properties of Eulerian multigraphs.
Let W  V . Consider the following linear program.
Problem LP2:
Z2 (W ) = min
P
e2E cexe
s.t. x((S))  1; for all S  V s.t. W \ S 6=  6= W n S (6)P
e2(i) xe = 0, for all i 2 V nW (7)
0  xe  1, for all e 2 E (8)
Let us consider the following relaxation of problem LP2.
Problem LP3:
Z3 (W ) = min
P
e2E cexe
s.t. x((S))  1; for all S  V s.t. W \ S 6=  6= W n S (6)
0  xe, for all e 2 E (9)
Thus we omitted constraint (7) and relaxed constraint (8).
The following result is a straightforward consequence of the parsimonius prop-
erty, if we choose rij=1 if i; j 2 S and 0 otherwise, and D=V nW .
Lemma 4 The optimal solution values to problems LP2 and LP3 are the same,
that is
Z2 (W ) = Z

3 (W ):

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Consider the following problem:
Problem IP4:
Z4 = minimize
P
e2E cexe
subject to x((S))  1; for all S  V ,  6= S 6= V (10)
xe 2 f0; 1g ; for all e 2 E (11)
Clearly, it is the integer programming formulation of the MST (minimum span-
ning tree) problem. Let LP4 be the LP relaxation of this formulation, that is
we simply replace the constraint (11) by a new constraint (11
0
), where
(11
0
) 0  xe  1, for all e 2 E
Denote by Z4 the value of the optimal solution of the LP4.
Proposition 5
LT (V )  (2− 2jV j )Z

4 :
Proof. Let S be a proper nonempty subset of V. Denote by S the complement
of S in V that is S = V n S. Constraints (10) imply that for all i 2 V
1 
X
e2(i)
xe
and summing over all i 2 S, we get
jSj 
X
i2S
X
e2(i)
xe = 2
X
e2E(S)
xe +
X
e2(S)
xe
Adding constraint (10) gives
jSj+ 1 
X
i2S
X
e2(i)
xe +
X
e2(S)
xe = 2
X
e2E(S)
xe + 2
X
e2(S)
xe
Now, it easy to see that
jSj+ 1 = jSj+ 1jSj jSj 
jV j
jV j − 1 jSj =
jV j
jV j − 1(jV j − jSj):
Therefore the problem:
6
min
P
e2E cexe
s.t.
P
e=2E(S) xe  jV j2(jV j−1)(jV j − jSj), for all S  V ,  6= S 6= V (12)
xe  0, for all e 2 E (13)
is a valid relaxation of the LP4 problem. Combining the results of Fulkerson [2],
Edmonds [1] and Tutte [10], we see that the extremal points of the polyhedra
determined by constraints (12) and (13) are jV j2(jV j−1) multiples of spanning trees.
Therefore, the length of the minimum spanning tree on V is no longer than
(2− 2jV j )Z4 .
Let W  V . We can easily modify Proposition 5 to obtain:
Proposition 6
LT (W )  (2− 2jW j )Z

2 (W ):
Proof. Since for any feasible solution to LP2, e =2 E(W ) implies xe = 0, we
can use Proposition 5 to prove the inequality.
5 Performance Bounds
Let (y; x; Z1 ) = ((y

i )
n
i=1; (x

e)e2E ; Z

1 ) be the optimal solution to the LP re-
laxation fo the GMST problem. Dene
bxe = xe
byi =
8<:
1 if yi  1
0 otherwise
W  =
n
i 2 V jyi  1
o
= fi 2 V jbyi = 1g. Because we need only one vertex from
every cluster we delete extra vertices from W  and consider W
0 W  such that
jW 0 j = m and W 0 consists of exactly one vertex from every cluster.
Since LP1 is the LP relaxation of the problem IP1, we have
Z1  Z1
Now let us show that (bxe)e2E is a feasible solution to LP3. Indeed, bxe  0 for
all e 2 E, hence condition (9) is satised. Let S  V be such that W 0 \ S 6=
7
 6= W 0 n S and choose some i 2 W 0 \ S. Hence byi = 1 and yi  1 . Then we
have X
e2(S)
bxe =  X
e2(S)
xe  yi  
1

= 1
by denition of bxe and the fact that the xe are solution to LP1. Hence the bxe
satisfy constraint (6) in LP3.
Therefore,
APP = LT (W
0
)  (2− 2jW 0 j )Z

2 (W
0
) = (2− 2jW 0 j )Z

3 (W
0
)
 (2− 2jW 0 j )
X
e2E
cebxe = (2− 2jW 0 j )X
e2E
cex

e = (2−
2
jW 0 j )Z

1
 (2− 2jW 0 j )Z1 = (2−
2
jW 0 j )OPT:
And since W
0  V , that is m = jW 0 j  jV j = n, we have proved the following.
Theorem 7 The performance ratio of the algorithm "Approximate GMST prob-
lem" for approximating the optimum solution to the GMST problem satises:
APP
OPT
 (2− 2
n
):

Note: One can easily generalize the algorithm and its analysis to the case
when, in addition to distances between edges, there is a cost associated with
each vertex. In fact, we can show that, in this case,
APP = LAPP + CAPP  (2− 2
n
)LOPT + COPT
 (2− 2
n
)(LOPT + COPT )  (2− 2
n
)OPT:
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