Abstract. An adaptive algorithm for vibration signal modeling is proposed in the paper. The aim of the signal processing is to detect the impact signals (shocks) related to damages in rolling element bearings (REB). Damage in the REB may result in cyclic impulsive disturbance in the signal, however they are usually completely masked by the noise. Moreover, impulses may have amplitudes that vary in time due to changes transmission path, load and properties of the noise. Thus, the solution should be an adaptive one. The proposed approach is based on the normalized exact least-square time-variant lattice filter (adaptive Schur filter). It is characterized by an extremely fast start-up performance, an excellent convergence behavior, and a fast parameter tracking capability and make this approach interesting. The method is well-adapted for analysis of the non-stationary time-series, so it seems to be very promising for diagnostics of machines working in time varying load/speed conditions.
Introduction
Identification of quasi-periodic (or cyclic) impulsive signal components in a raw vibration signal generated by Rolling Element Bearings (REB) is one of the most exploited issue in the subject focused on condition monitoring. It is important for many types of machines where REB are commonly used i.e. rotating and reciprocating machines including gearboxes, fans, engines, compressors, etc [1] - [17] . Typical damages in the REB give cyclic disturbance in the signal [1] , [5] , however, they are usually completely masked by the noise [6] - [13] . Moreover impulses may have amplitudes that vary in time due to changes of transmission path, time varying load and time varying properties of noise [14] , [15] .
Thus, there is a need to use an adaptive method, i.e. an adaptive system that can be tuned according to changing environment [16] - [18] for a signal with varying time-frequency structure. By changing environment we understand here several factors that affect vibration signal captured from the bearing' housing. Basic reason for non-stationarity of the signal is short, transient disturbance associated with the damage. Additionally, properties of the signal depend on variation of the rotational speed and external load related to the material stream transported on the belt (amount of material being transported). Finally, the time varying mixture consists also of time varying response from other parts of the drive unit (gearbox) and other sources including Gaussian and non-Gaussian noise.
In order to meet the expectation (i.e. to extract the information about damage) a novel approach for stochastic modeling, namely the algorithm that is based on the adaptive optimal orthogonal parameterization, i.e. the adaptive Schur filter is proposed [19] . Based on the linear prediction theory which uses the innovative filters, we propose an advanced structure of adaptive filter that is known in signal processing community as the adaptive Schur filter. However, it should be highlighted, that it was difficult to find any example of application of the Schur filter for vibration signals.
The idea of the stochastic modeling of the signal will be presented first, and than several features aimed to enhance the detection efficiency will be proposed. The results of applying the adaptive Schur filter to synthetic and real time series (vibrations) will be shown. The filter calculates an optimal orthogonal signal representation using second-order statistics of the signal, resulting in a set of time-varying Schur coefficients. Some simple procedures (derivatives of reflection coefficients (RCs), sum of them etc.) of further processing designed to improve the damage detection are proposed. It will be shown that the method is well-adapted for analysis of the non-stationary time-series [20] , and it seems to be very promising for condition monitoring of machines working in time varying load/speed conditions. It should be noted that damage detection in bearings is an important topic in the literature. It is possible to find many examples of using the existing techniques (wavelets, adaptive LMS filter, optimal Wiener filter, etc), (see [23] ). However, most of the known techniques referred to laboratory test data and stationary load/speed conditions. Any information about applying the Schur filter in bearings diagnostics were found.
Theoretical Background
The basic theory concerning the linear prediction, first for stationary case and next for non-stationary case, which use adaptive approach will be briefly described in this section. It is necessary to understand the idea of used signal processing method.
Stochastic Modeling of Signal in Stationary Case
Modeling of the signal used here origins from classical linear prediction problem [17] , [21] . It is well known that for stationary autoregressive process with discrete time of rank P , the next value x(t) of signal at any time t may be estimated using previous P sampleŝ
where {a n : n = 1, ..., P } are coefficients which depend on signal, forming a prediction filter. Prediction described by (1) is named as forward prediction; by analogy backward one also exists. Estimation error, called also the prediction error, is defined as
Values of coefficients of the filter are calculated using minimization of mean square error, i.e.:
where E is an expected value operator. This kind of filter is also called meansquare filter. Quality of modeling the signal (i.e. value of prediction error) is a function of: length P of filter, values of coefficients and signal itself. The prediction filtering scheme is presented on Fig. 1 . The input is a signal history of rank P , and the output is the estimator of signal sample for given time t. By substitution {α n = −a n : n = 1, ..., P } and α 0 = 1 it is possible to obtain the complementary filter called innovative or whitening filter. The idea of the innovative filtering is presented on Fig. 2 . The output from the innovative filter is the prediction error called also the innovative signal, which tends to be white noise if rank of the filter increases.
Filters presented above are suitable for stationary signals. However they are not able to react in case of rapid impulsive changes in the signal. Obviously, vibration signals, especially when damage occurs in the machine, are non-stationary. Hence, to process a non-stationary signal it is necessary to have an adaptive filter that will change filter coefficients according to changes of the signal statistics.
Stochastic Modeling of Signal via Adaptive Schur Filter
An adaptive Schur filter calculates recursively the solution for the signal prediction following from the orthogonal projection theorem (the least-square approach) [22] at every time step. Obviously, in the case considered here, due to non-stationary nature of time-series, the solution is time-dependent. The ladderform realization of the Schur filter is presented in Fig. 3 . The filter consists of P equal sections. Each section Θ(n, t) is entirely described by the reflection coefficient ρ(n, t) and it is updated, in time and in order, by a set of double-recursive, as follows:
where e(n+1, t) and r(n+1, t) denote the forward prediction error and backward prediction error on the (n + 1) th section at time t respectively. The number of filter sections P is a function of the analyzed signal type. The estimation quality depends on the decreasing rapidity of covariance function C(k) where k denotes a time-lag. If the rapidity is high, estimation quality decreases slowly with increase of P and as a result it is necessary to use higher filter order. If the rapidity is low, estimation quality decreases quickly and lower filter order is needed.
In previous applications [6] , [7] , [10] of adaptive filters (LMS) based on linear prediction two output signals were considered: denoised signal (predicted deterministic contribution) or prediction error. In mechanical applications for REB damage detection, the signal of interest is the prediction error. In case of adaptive normalized Schur algorithm, the obtained results are the prediction errors and reflection coefficients (RCs). When for given signal and for given time instant, a local disturbance of signal statistics appears, updating procedure will modify set of prediction errors and set of reflection coefficients. If signal doesn't contain impulsive disturbances, prediction errors and reflection coefficients become constant (excluding changes connected with estimation errors of statistics). Authors propose here several approaches for stochastic modeling of the signal to detect fault. They will be discussed in next sections.
Filter Initiation
As it was said, the reflection coefficients, forward and backward prediction errors in each section and time instant are calculated recursively. Simultaneously, to ensure the stability of the filter and its good numerical properties, the analyzed signal should be normalized, hence:
-The first sample x s (0) is normalized according to the formula
where
where δ is small positive constant to avoid division by 0 -Initiation of forward/backward prediction errors for t = 0
and r(n, −1) = 0; n = 0, ..., P − 1 (10)
-Initiation of reflection coefficients
-The next signal samples, are normalized according to the formula
c t represents estimator of variance of signal assuming that its mean equals zero. In turn, λ ∈ (0, 1) is a forgetting factor. The role of this factor is to minimize the weight of previous values in comparison with the new signal samples.
After initiation only two a priori parameters are required: filter order P and the forgetting factor λ. As it was mentioned, filter order depends on signals properties. In practice P = 8 or P = 10 was established. The forgetting factor may be adaptive in some cases however here the value of λ = 0.998 is assumed. It should be clearly stressed that in fact, setting value of parameters for this filter is not critical. Parameter λ should be set to assure that the adaptation time (T s = 1/(1 − λ) -in samples) equals expected distance between impulses. Filter order P should provide satisfactory model of the signal. However, if P is too big, prediction errors and reflection coefficients of higher index will converge to constant values. Future effort will be focused on automatic, blind selection of the parameters that means fully adaptive (self-organizing) system with unsupervised training phase.
Performance Analysis Using Simulations
To test the performance of the proposed approach a synthetic signal was used. It simulates a noisy observation from real machine, i.e. it is a mixture of impulsive signal and narrow-band deterministic signal (several sine waves), Fig. 4 . 
Application to Industrial Data
In this section the results of application of Schur filter to real data, i.e. vibration time series acquired from the machine working in the mining company, will be presented. A scheme and photographs of the machine during experiments are presented on Fig. 7 .
Several acquisition sessions have been performed. For each signal has been acquired with following parameters: sampling frequency Fs=19200Hz, duration T=5s. Location of accelerometer is shown on the Fig. 7 (right bottom corner) ; sensor has been mounted horizontally using the screw. The parameters have been established by experts from company providing the monitoring system. Characteristic damage frequencies (calculated based on shaft rotational speed and geometry of the bearings) are: 12.35Hz, 16.1Hz and 8.9Hz (inner ring, outer ring and rolling element, respectively).
The task defined here (from diagnostics point of view) is to detect the local disturbance signal with one of cycles corresponding to the fault frequency. Unfortunately, the signal of interest (impulsive, cyclic contribution related to the damaged bearings) is completely masked by high energy source related to the gearbox located nearby (see Fig. 7 (left bottom) and Fig. 8 (top) ). In the paper the task is limited to the signal of interest extraction. Further identification of fault type is a classical one and it is based on the envelope analysis (the Hilbert transform to get the envelope signal and spectral analysis to identify periodicity of the envelope). More information can be found in other papers concerning the diagnostics of these machine (for example [14] ).
The idea of results description is as follow. Raw (not processed) vibration time series are difficult to interpret due to strong noise contribution. It is expected to get an enhanced signal after processig. Several cyclic spikes (impacts) related to the damage should be clearly visible. At this stage there is no objective, mathematical criterion to compare results. They are assesed based on visual inspection. For comparison, two cases will be analysed: vibration time series from damaged and undamaged REB.
Apart from using prediction errors and reflection coefficients, two new features has been defined, i.e. derivatives of reflection coefficients [20] :
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By analogy, the same approach has been applied to the data from undamaged machine. In this case it is not expected to see any impulses -no damage in the REB has been noticed. 
Conclusion
A novel technique of vibration signals analysis based on the adaptive Schur filter is presented in the paper. It has been investigated in the context of REB damage detection. Proposed approach can be interpreted as a preprocessor i.e. classical adaptive filter with prediction error as output signal or tool for stochastic modeling of non-stationary signal with several features based on reflection coefficients variation. Several innovative approaches for damage detection in bearings, such as using the reflection coefficients, derivative of RCs and sum of absolute value of derivative of RCs were defined. All these features provided good results, however, the last one is probably the best, especially for industrial data. Further efforts will focus on defining the criterion in order to compare results. It needs to be noticed that, without signal pre-processing, detection of impulses (that indicate local damage) is not possible at all. Results presented in this paper have been obtained based on synthetic as well as real signals captured from industrial machines working in surface lignite mines.
