GPS Radio Occultation (RO), is a remote sensing technique aiming at characterizing the Earth atmosphere and ionosphere , through the inversion of excess-phase measurements carried-out by a GPS receiver placed on-board a LEO (Low Earth Orbit) satellite in radio occultation condition with respect to the transmitter. The main goal of this project is to merge RO algorithms and Grid Computing in order to apply, on one side, a collaborative engineering approach and, on the other, to reduce the time required by the overall data processing.
Introduction
In the years 2000-2001, the Italian Space Agency (ASI) started the development of a new GPS receiver devoted to Radio Occultation (RO) ROSA, "Radio Occultation Sounder of the Atmosphere". The space-based GPS limb sounding, conventionally known as GPS Radio Occultation, is a relatively new remote sensing technique aiming to characterize the Earth atmosphere and ionosphere through the extraction of "quasi vertical" profiles of refractivity, temperature, pressure, water vapour and electron density. The GPS signal, observed when it emerges from the Earth limb, is refracted by the atmosphere. This will cause the phase of the signal to be delayed. Moreover, the bent Geometric Optics trajectories followed by the signal during an entire occultation event will span the entire atmosphere in the vertical direction. As a consequence, through the inversion of the phase delay measurements, the refractivity related to each trajectory perigee can be evaluated, and a vertical profile can be identified. From refractivity, and adopting variational techniques, temperature and water vapour profiles can also be inferred. Given the characteristics of global coverage, good accuracy and high vertical resolution, products derived using such a technique are operationally used in input to weather forecasting model tools, and could also be harnessed in monitoring climate changes. Results encouraging the future exploiting of atmospheric remote sensing using GPS RO technique were given in the framework of the analysis of data acquired during the first NASA RO concept mission, the GPS-MET, launched in 1995 [Melbourne et al., 1994; Ware et al., 1996; Kursinsky et al., 1997; Hajj et al. 2001] , which demonstrated the effectiveness of this technique. After GPS-MET, several other satellite missions carrying out a GPS payload for RO purposes were planned. Between others, the German CHAMP mission [Wickert et al., 2001; Wickert et al., 2004] , the European GRAS receiver mounted on-board METOP-1 [Luntama et al., 2008] and the NASA-TAIWAN satellite constellation COSMIC [Anthes et al., 2008] have to be mentioned, since at present they are the operating GPS Radio Occultation missions. The Italian GPS receiver for Radio Occultation (ROSA) will fly in the forthcoming OCEANSAT-2 Indian mission. In this framework, Italian Space Agency has funded [to Istituto Superiore Mario Boella (ISMB)] the development of the operational RO Ground Segment, which will include the ROSA-ROSSA software ("ROSA-Research, Operational Satellite and Software Activities"). Partners of this project are several Italian universities research groups, research centres and an industry, which are responsible for the development and the integration of the various software modules defining the ROSA-ROSSA software: Politecnico of Turin, CISAS (University of Padua), University "La Sapienza" of Rome, University of Camerino, ICTP (International Center of Theoretical Physics) of Trieste, ISC (Istituto dei Sistemi Complessi) of Florence, Innova (Consorzio per l'Informatica e la Telematica) of Matera. The ROSA Ground Segment will be implemented in two different ways. The former is the operational Data Processing Centre, defined by well consolidated software modules. The rather is mainly formed by new algorithms not yet standardized. This second ground segment, not operational, will also be the environment where the partners will validate new algorithms and will try new ideas for the RO data processing. It will be implemented in a distributed architecture, through the computing infrastructure called the Grid Processing Management (GPM).
Description of the project

Application scenarios
The main goal of this project is to merge RO algorithms and Grid Computing in order to apply, on one side, a collaborative engineering approach and, on the other, to reduce the time required by the overall data processing. For what concerns collaborative engineering aspects, it has to be noted that the Grid Computing environment has been chosen since what we had to develop and to made quickly available (given the forthcoming OCEANSAT-2 launch) was a modular software. By using a Grid Environment it has been possible for each partner (responsible for each software module) to develop his own module independently of the other partners, by simply exploiting the distributed hardware and software environment and using on input the data from other missions, made available after a reformatting procedure at the various ROSA-ROSSA data levels. Thanks to the availability of such distributed and not operative ground segment, in the future it will be possible for each partner to manage its own data generator, improving it if necessary, testing it and easily replacing it in the overall operational processing chain. More important, it will be possible for other interested research groups distributed all over the world to create their own software module working with the ROSA data at a particular level, and to introduce it in the overall processing chain by simply respecting well defined interfaces. And this will be one of the main strength of our distributed software and hardware environment with respect to the classical Radio Occultation ground segments, which are generally concentrated in well defined control centres and whose software modules are not easily upgradable. The second strength point is the possibility to significantly reduce the processing time thanks to the high number of distributed CPUs. When a user wants to process a collection of data, more than one job could be sent and processed through the Distributed Architecture. In this case we could obtain results in less time due to the opportunity to use more than one node for each execution. Initial tests, which results are given in this paper, have shown an overall reduction of about 30% of the time necessary to process three events, with respect to the processing time observed when the same processing chain is run on a single workstation. Moreover, parallelization mechanisms exploitable by using the Grid approach will be adopted in the final ROSA-ROSSA release, in particular for what concerns the GPS and LEO orbit determination. Both these aspects will be particularly important in the future, when raw data are provided to the ROSA-ROSSA processing chain within the real time constraints (actually this is not the case for ROSA on-board OCEANSAT-2). This will allow the ROSA-ROSSA software to make Radio Occultation products available to the meteorological centres for weather prediction applications, as already is done by the other RO processing centres.
Process chain overview
In this paper software modules or jobs will be referred to "Data Generators" (DGs). The processing chain to obtain atmospheric profiles is subdivided into seven different DGs that must be executed in a sequential mode. This top-down approach starts with the acquisition of "raw" data from satellites and ends with the calculation of atmospheric (and ionospheric) profiles. The procedure must follow a specific ordered chain: the generic DG receives as input the results of the previous one and its output provides the input for the next DG, and so on. Figure 1 represents a simple diagram of the processing chain, while Figure 2 shows a sketch of the Radio Occultation geometry concept and of the variables involved.
Description of Data Generators algorithms
Input data for the Grid Processing Management will be ROSA observations (occultation and navigation data) that are made available by the ASI acquisition centre (namely CNM, "Centro Nazionale Multimissione") and the Indian counterpart, together with observations carried out by the International GNSS Service (IGS), an international ground network of GPS receivers. Accordingly to the already mentioned top-down approach (see Fig. 1 ), these input data will be processed by the first DG (namely SWOrD, SoftWare for Orbit Determination), in order to retrieve precise LEO and GPS orbits (positions and velocities) during a certain time interval. SWOrD is also responsible for the separation of the daily data stream into data related to each occultation event, and for the correspondent Excess phase profile extraction from carrier phase occultation measurements. SWOrD output data will be used as input to DG_BEND, the software module responsible for the extraction of the profile of bending angle and impact parameter (respectively α and a in Fig. 2 ) from excess phase data. The bending angle profile will be in turn compensated for ionospheric effects by DG_BDIF module and optimized in stratosphere for residual ionospheric effects by DG_BISI module. Bending angles evolution given as output by DG_BISI is then inverted into the correspondent refractivity profile by DG_NREF module. This is the basis for the extraction of temperature, pressure and humidity profiles. These are tasks of DG_ATMO. In a parallel chain, starting from SWOrD outputs, DG_DELN module the electron density profile charactering the ionosphere. For each observed occultation event, this overall chain will be managed by the GPM in the distributed Grid environment, in order to perform the complete RO processing. It is possible to catalogue the DGs on the basis of the software and languages (Fortran, C++, Matlab, Mathematica) they are given and of the platform architecture (32/64 bits) needed for their execution. In fact, we use both platforms to improve the scalability and flexibility of the Grid on our distributed architecture. In what follows some further details related each Data Generator of the ROSA-ROSSA processing chain are given. Please refer to Figure 2 for the identification of the main RO variables. SWOrD is at the top of the whole processing chain. Figure 3 shows some details of this DG. It acquires ROSA RO Data, ROSA Navigation Data and other support data necessary to compute LEO and GPS precise orbits. It works on two levels:
-Level-1: allows the evaluation of LEO orbits (positions and velocities) estimated through kinematic and reduced dynamic methods and GPS satellites orbits following a fully dynamic approach; -Level-2: after the separation of the occultation events observed during a fixed time interval (24 hours for the first ROSA-ROSSA release, 6 hours in the final one), allows the evaluation of the single event excess phase profile (the observed carrier phase minus the phase related to the vacuum propagation) on both GPS signal carriers L1 and L2. Products generated will be ASCII files. In the first release, the output data at the first level will cover daily time intervals, while at the Level-2 around 250 different ASCII files are expected (one file for each occultation event). These files (i.e. these excess phase profiles) will be processed on the Grid in a sequential way. For each day of observations, SWOrD produces also a table which describes the localization of all the occultation events in an ECEF (Earth Centered Earth Fixed) reference frame. This table will be based on orbits estimated or predicted (in the final ROSA-ROSA release). The DG_BEND (DG_BENDing) Data Generator provides raw bending and impact parameter profiles (α and a in Fig. 2 ) computed on L1 and L2 GPS excess phase data (converted into excess Doppler data since these are the quantities directly involved in the total trajectory bending angle definition) deduced by SWOrD. In the first ROSA-ROSSA release the standard Geometric Optics approach has been adopted [see Melbourne et al., 1994] , while algorithms based on Fourier operator [see Jensen et al., 2003 ] are expected to be implemented in the final ROSA-ROSSA release. This Data Generator processes L1 and L2 Excess Phase data in order to compute bending and impact parameter profiles referred to the local centre of refraction (which is the local spherical symmetry centre). This centre of refraction is computed on the basis of the latitude and longitude of the geometrical tangent point (i.e.: the perigee of the geometric trajectory connecting the GPS with the LEO satellite), following the algorithm defined by [Syndergaard, 1998 ]. Bending profiles given in output to DG_BEND belong to two different categories: the former is obtained filtering the L1 excess phase data at a high cut-off frequency; the latter is computed filtering the L1 and L2 excess phase data using a lower cut-off frequency. For each value of the filtered bending and correspondent impact parameter, the location of the real tangent point (TP real in Fig. 2 ) in latitude and longitude is given. All data are time tagged. All this information is stored in an ASCII file. For each event the DG_BDIF (DG_BenDing Iono Free) Data Generator provides a bending and impact parameter profile on which the ionospheric effects have been compensated for. By applying a linear combination to L1 and L2 bending and impact parameter profiles (available after the different smoothing processes applied during the DG_BEND processing), first order ionospheric dispersive effects are minimized [see Hocke et al., 1997] . The final bending and impact parameter iono-free profile is given on output to this DG and stored ion an ASCII formatted file. The DG_BISI (DG_Bending Iono-free Stratospheric Initialization) Data Generator provides bending angle and impact parameter profiles initialized in stratosphere using correspondent climatological values. At heights above 40-50 km, bending angle are very small and the first order ionospheric compensation applied to measured data (by the previous DG_BDIF) leaves a high noise level. This data generator performs an optimization procedure [see Healy, 2001 ] which applies a decreasing weight to climatological bending angle profile (calculating by using climatological values of pressure and temperature for the geographic coordinates and for the local time of the occultation) when more lower atmospheric layers are considered. The contribution of bending angles obtained by measured data to the final profile is increased when altitude is decreased. Output data are stored in an ASCII file. For each event, the DG_NREF (DG_NREFractivity) Data Generator provides the refractivity, the dry air temperature and pressure profiles. This Data Generator processes iono-free and initialized bending and impact parameter profiles in order to compute the correspondent "quasi" vertical refractivity profile, by inverting bending and impact parameter profiles trough the classical inverse Abel integral [see Melbourne et al., 1994] . In addition, pressure profiles will be available after this processing stage by integrating the hydrostatic equation (starting from climatological pressures relative to higher levels). Dry temperature profile extraction is straightforward. The geodetic latitude and longitude correspondent to the location of each point of the profile (which corresponds to each trajectory perigee) is given on a global domain above the EGM96 geoid model. An ASCII file will be available on output.
The DG_ATMO (DG_ATMOspheric profiles) Data Generator allows the evaluation of water vapour and temperature profiles by using Global Climatological Models (in the first release) or Numerical Weather Prediction data (in the final release), following a 1DVAR approach [see Poli et al., 2002] . The DG_DELN (DG_Density ELectroN) Data Generator computes the electron density profile in ionosphere. It receives on input three files: GPS orbit, LEO orbit and L1 and L2 excess phase data collected from the occulted satellite. Each file corresponds to one occultation event. It produces electron density vertical profiles following the onion peeling approach [see Melbourne et al., 1994] . For each event, an ASCII file is produced on output.
Locations of each profile point (latitude, longitude and altitude) are also stored.
The architecture design
In our project we need to transfer a large amount of data and to submit jobs from several different organizations (Italian Universities and Research Centres) located in many different places. We decided to use an open source middleware as Globus Toolkit. It is a fundamental enabling technology for the Grid, its task is allow sharing computing power, databases, and other tools securely online [Foster et al., 2003; Berman et al., 2005] . The toolkit [Globus website] includes software for security, information infrastructure, resource management, data management, communication, fault detection and portability. It is packaged as a set of components that can be used either independently or together to develop applications. The Globus Toolkit was conceived to remove obstacles that prevent seamless collaboration. Its core services, interfaces and protocols allow users to access remote resources as if they were located within their own machine room, while simultaneously preserving local control over who can use resources and when. The Grid Processing Management (GPM), depicted in Figure 4 , is an integrated system devoted to handle and process RO data acquired by the ROSA payload onboard the satellite OCEANSAT-2. The GPM is composed by the following subsystems: -a set of Software Modules for processing RO files; -a Repository Facility of raw and product data, organized in directories and files; -a Relational Database storing data about node description, grid configuration, DG description, all input files needed for execution of each DG, user account and credential; -a Java Application providing a graphical interface used to submit jobs from each node [Jacob and Ferreira, 2003 ]; -a System Agent in order to have a feedback of information status from nodes; -a Scheduler for the identification of available resources on the Grid for the execution of each job. We will discuss this subject further in the following sections. The configuration of the Grid used for the project is composed of 9 machines:
-seven client nodes, located in several Universities and Research Centres in Italy; -one server node and one backup node located in Turin, Italy. The main goal of the master node is to monitor the Grid Resources, but it also handles the storage of output files in a centralized repository. The master contains information about every resource belonging to the Grid. Instead, the Backup Node is a replication of the master node and it works only if master node has some troubles or it is down. The client nodes can submit job requests through a standalone Java application [http://wiki.cogkit.org]. Users can send request of job execution in two different ways: a single job request or a processing chain for a specific event. 
The scheduler and resource agent
The agent In spite of the success of Grid computing in providing solutions for a number of large-scale science fields, one problem is the system scalability. The agents are emerging as a solution for providing flexible, autonomous and intelligent software components [Kurowski et al., 2006] . In our architecture, there are two type of agents:
-Performances Job Agent, to monitor some parameters on nodes during the job execution; -Resources System Agent, to monitor services status on nodes. One of our goals is scalability. Furthermore, when we have a job request, the scheduler never queries nodes on grid to get information, but it only queries the relational database. The main objective of the agent was decentralization; all parameters needed for the scheduler are sent by the agents on every node and stored on database.
The scheduler
As explained above, the whole processing chain is composed of seven different Data Generators executable. These parameters are retrieved after executing of complex algorithms which involve a set of languages like Fortran, MatLab, C++, Mathematica and Java. The usage of this heterogeneous mix of technologies increases the scheduling policy implementation complexity. In a typical scenario, the job chain is executed by a single machine, in which different events run one by one: in case of N events to be executed, event N can be processed only when the previous N-1 events have been completed. This sequential architecture is defined as Non-Distributed Architecture (NDA). In our scenario, since each event is split into seven sub-activities corresponding to as many algorithms, we can exploit the Distributed Architecture (DA) in order to benefit from job parallelization. In this way we are able to submit jobs, referred to several events, to different nodes at the same time, thus reducing the time required for determining the atmospheric parameters referred to each event.
In Figure 5 , the comparison of processing time between two different architectures is depicted: in both examples the start time is set to t 0 , but while in the DA event execution terminates at t 0 +Δ t , in NDA it finishes at t 0 +αt, with Δ t < αt. This time reduction is ascribable to the fact that in the DA it is not necessary to execute all the jobs related to one event in the same node. It is instead possible to run, for example, in Node 1 the DG_BEND job for Event1 but also in the same time the DG_BEND job for Event2 on Node 2.
In a non-distributed architecture, the execution time is [1]:
In a distributed architecture, the execution time is [2]: 
Scheduling model
In our application requirements we have several programming languages involved in the processing chain and a high number of input files [Hongzhang et al., 2004] . After these considerations we have decided to implement an ad-hoc scheduler which takes into amount the following fundamental aspects:
-nodes capabilities: software and specific library installed, token capacity, ram; -job requirements: software, library and token needed, time needed. We have also considered among the scheduling jobs a set of: In order to select the best node to run a job, the node capability scheduler assigns to each node a Unit Capacity (Token) depending on specific weight criteria like: CPU usage and available RAM. The scheduler, also named broker, during the procedure of node selection, follows several steps for the negotiation and reservation of resource.
In Figure 6 , users ask to submit a job on the grid through the Java application (1,2), scheduler queries the DB on Master Node (3), scheduler through scheduling policy selects which machine has the best performance for job execution, scheduler assigns the job to selected node (4), each node through agent sends information about its own status to Master Node [Hassaine, 2002] . [Hassaine, 2002] .
Improving performances
We executed some tests for each DG algorithm to evaluate the performance of the system. The aim of the first test is to obtain an estimate of the total processing time for each DG. The procedure involves the execution of seven jobs, on each Grid node. The test was repeated several times in order to achieve an average value for the execution time of each DG. In Figure 8 we have measured the DG process time in a Non Distributed Architecture only for three events. The second group of tests considers the execution of three distinct events in order to make a comparison between a Non-Distributed and a Distributed Architecture. We want to point out that we don't get any gain time in grid environment when a single event is processed, because we need to add transfer files time. Thanks to this evaluation we can notice that, in general, in the DA the execution time of the three events is considerably shorter than the same execution time in the NDA. In Figure 9 we can observe that the total execution time in the DA reaches a peak at 37.06 minutes (the maximum time among the three executions), while in the NDA the total execution time is about 57.11 minutes (the sum of the three events). Please note that processing times of the SWOrD runs shown in Figures 7, 8 and 9 are related to the first "not-optimized" release of this data generator. Actually, with an in-depth code optimization, SWOrD processing time is expected to be one order magnitude lower. 
Conclusion and future works
In this paper we have presented our approach to reduce the total execution time in the context of a particular processing chain execution under a distributed environment. Our application scenario is related to the calculation of atmospheric profiles through the analysis of Radio Occultation data collected by the Italian GPS ROSA receiver that will be launched on-board the Indian OCEANSAT-2 mission. The Grid approach has been adopted to develop a non-operative version of the official ROSA ground segment. The main idea for its development was given by the collaborative engineering possibilities offered by a distributed approach. Moreover, the choice of this Grid distributed architecture allows processing the single radio occultation event in parallel, with a significant reduction in execution time. Furthermore, we have evaluated the difference between the performances of a distributed architecture and a non distributed one. Despite the time "lost" for file transfer, the first tests have shown a 30% decrease in the time needed to completely process three consecutive RO events. Thanks to these tests we could notice that the use of a distributed architecture best suits our requirements and also improves the general performances of the system. The parallelization of the most complex and time-consuming data generator execution (the orbit determination software module, namely SWOrD) is expected to be applied to the final ROSA-ROSSA release and will further decrease the overall execution time, enabling the real time availability of ROSA products to numerical Weather Prediction Systems for operational meteorology purposes. Moreover, as future works we plan to improve the scheduling policy by introducing a resource reservation mechanism aided by a prediction system.
