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Abstract
This paper concerns with the use of geometric meshes in product integration Simpson’s rules for the numerical evaluation of
weakly singular weighted integrals. We provide a criterion for selecting the mesh in order to achieve a desired accuracy with a low
amount of computation. Numerical experiments indicate a reduction in computational costs with respect to the same rules with
uniform meshes.
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1. Introduction
In some applications, such as evaluating coefﬁcients in collocation methods for integral equations or implementing
the boundary element method, accurate numerical evaluations are required for weakly singular weighted integrals of
the form
I

t0,t [g] =
∫ t
t0
(t − u)−1g(u) du, 0< < 1. (1)
Due to the unbounded nature of the merely integrable kernel (t − u)−1, the use of standard quadrature rules is not
suitable. A widely used technique consists of product integration [3] in which, on some mesh, g(u) is replaced by a
piecewise interpolant and the resulting integral is analytically evaluated.
Some authors, particularly in the context of solution of Volterra integral equations, concentrated their attention on
formulas based on quadratic approximations, generally named as product integration Simpson’s (PIS) rules [5,11].
The use of PIS’s rules involves a higher amount of computation as compared with standard compound quadrature
rules. In [10], geometric meshes were proposed for reducing the computational cost in collocation methods forVolterra
integro-differential equationswith singularity. Furthermore, a superconvergence behavior of collocation approximations
based on such meshes was showed. Successively, the use of geometric meshes has been studied in the context of solving
Volterra integral equations with proportional time delays [2]. Further applications of geometric and quasi-geometric
meshes to the pantograph equation have been investigated in [9].
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Although geometric meshes can also reduce computational costs in PIS’s rules for (1), numerical experiments [7]
showed how accuracy is strictly related to the dimension of the mesh. Without an appropriate choice of the mesh, it
can generally result a loss in accuracy as compared to uniform meshes with the same number of mesh points.
The main object of this paper is to investigate the way in which geometric meshes can be properly selected in order
to reach good accuracy at reduced costs.
In Section 2 a brief overview of PIS is provided together with a result concerning the remainder. Section 3 is devoted
to the derivation of speciﬁc weights for rules based on geometric meshes and a comparison of costs for the computation
of weights with uniform and geometric meshes is done.
In Section 4 a speciﬁc formulation for the remainder is obtained and some convergence aspects are studied in Section
5. Thanks to this analysis, we are able to establish a procedure for building a mesh in order to achieve a given tolerance.
The existence of such procedure constitutes the main advantage related to the use of geometric meshes for numerically
solving (1).
Finally, in Section 6 results from previous sections are veriﬁed by means of some numerical experiments and
performances of uniform and geometric meshes are compared.
2. Product integration Simpson’s rule
On the interval [t0, t] consider a mesh  = {tn : n = 0, 1, . . . , N}, t0 < t1 < · · ·< tN t , let hn = tn+1 − tn, n =
0, 1, . . . , N−1, hmax=max hn and assume t−tNhmax.Moreover consider, on each subinterval [tn, tn+1], the second
order Lagrange interpolating polynomial gn(u) for g(u) on grid points tn, tn+1/2, tn+1, where tn+1/2 = tn + hn/2.
By replacing g(u) with the piecewise approximation {gn(u)}n, PIS’s rules are obtained from (1) in the form:
Q

t0,t [g,N ] =
N∑
n=0
ng(tn) +
N−1∑
n=0
n+1/2g(tn+1/2), (2)
where weights n and n+1/2 originate from the analytical integration of the resulting integrals.
In order to establish a procedure for selecting a suitable mesh for (2), we introduce a result concerning the remainder
R

t0,t [g,N ] = It0,t [g] − Qt0,t [g,N ]. To this purpose we ﬁrst consider, for 0< < 1, the second order parametric
polynomial P(x) = a2,x2 + a1,x + a0,, where
a0, = 1
(− 1)(+ 1) , a1, = −
2
(+ 1)(+ 2)
and
a2, = 1
(+ 1)(+ 2)(+ 3) ,
and we observe that P(x)< 0 for any x ∈ [0, 1] [7].
Theorem 1. Let 0< < 1, g(u) ∈ C1([t0, t]), indicate with gn,3(u) the third divided difference of g at points
tn, tn+1/2, tn+1, u, with u ∈ (tn, tn+1), and consider N() = 2+1N P(N)/(1 − N)+3, N = (t − tN )/(t − tN−1),
and
n() =
∫ 1
0
2 (− 1)2
(
t − tn
hn
− 
)−2
d, n = 0, 1, ...N − 1.
There exist two sequences {¯n}Nn=0 and {˜n}N−1n=0 , with ¯n, ˜n ∈ (tn, tn+1), n = 0, 1, . . . , N − 1, and ¯N ∈ (tN−1, t),
such that
R

t0,t [g,N ] =
− 1
4
G3(, N, t) − 14G4(, N, t), (3)
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where
G3(, N, t) =
N−1∑
n=0
n()h
3+
n gn,3(¯n) + N()h3+N−1gn,3(¯N)
and
G4(, N, t) =
N−1∑
n=0
n(+ 1)h4+n ddugn,3(˜n).
Proof. Consider the remainder rn[g](u) of the second order interpolant polynomial for g(u) on {tn, tn+1/2, tn+1} and
observe that
R

t0,t [g,N ] =
N−1∑
n=0
∫ tn+1
tn
(t − u)−1rn[g](u) du +
∫ t
tN
(t − u)−1rN−1[g](u) du.
Denote now
	2() =
∫ 
0
s
(
s − 1
2
)
(s − 1) ds = 1
4
2(− 1)2, (4)
for which it is 	2(0) = 	2(1) = 0 and (d/d)	2() = ( − 12 )( − 1). Performing changes of integration variables
u = tn + hn in each subinterval [tn, tn+1], we can integrate by parts and obtain∫ tn+1
tn
(t − u)−1rn[g](u) du = (− 1)h5n
∫ 1
0
	2()(t − tn − hn)−2gn,3(tn + hn) d
− h5n
∫ 1
0
	2()(t − tn − hn)−1 ddgn,3(tn + hn) d.
Since 	2()(t − tn − hn)−2 and 	2()(t − tn − hn)−1 do not change their sign for  ∈ [0, 1], by the generalized
mean-value theorem [4], and thanks to (4), there exist some values ¯n, ˜n ∈ (tn, tn+1) such that∫ tn+1
tn
(t − u)−1rn[g](u) du = (− 1)h
3+
n n()
4
gn,3(¯n) − h
4+
n n(+ 1)
4
d
dt
gn,3(˜n).
Furthermore, (t − u)−1(u − tN−1)(u − tN−1/2)(u − tN )0 for u ∈ [tN , t] and we can then assume the existence of
¯N ∈ (tN−1, t) such that∫ t
tN
(t − u)−1rN−1[g](u) du = gn,3(¯N)
∫ t
tN
(t − u)−1(u − tN−1)(u − tN−1/2)(u − tN ) du.
By putting N = (t − tN )/(t − tN−1)< 1, for which it is (t − tN )/hN−1 = N/(1 − N), after some elementary
computations we observe that
∫ t
tN
(t − u)−1rN−1[g](u) du = (− 1)gn,3(¯N)2
+1N
(1 − N)+3
h
+3
N−1P(N). 
3. Geometric meshes
Despite of the straightforward way in which PIS’s rule (2) is obtained, weights n and n+1/2 depend on tn, t ,  and
N (for shortness we suppressed this dependence in the notation) and their computation is quite expensive. For uniform
meshes tn = t0 + nh, h= (t − t0)/N , the effort for evaluating weights cannot be lesser than 8N + 3 additions, 6N + 9
multiplications and N − 1 real powers [6].
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We can reduce computational costs for evaluating weights in (2) by using meshes of geometric type. Geometric
meshes, ﬁrst proposed in [2,10], can be deﬁned for problem (1) as
tn = t − 
n(t − t0), n = 0, 1, . . . , N , (5)
where 0< 
< 1 is independent ofN . Observe that the right endpoint t does not belong to the mesh (hence (5) generates
open meshes) and assumption t − tNhmax is satisﬁed as N log(1 − 
)/ log 
. After some elementary calculations
[6], formula (2) with geometric meshes can be rewritten as
Q

t0,t [g,N ] = (t − t0)
[
w0g(t0) + w1
N−2∑
n=1

ng(tn) + w2
(N−1)g(tN−1)
+w3
Ng(tN ) + w4
N−2∑
n=0

ng(tn+1/2) + w5
(N−1)g(tN−1/2)
]
,
where, by putting for shortness c0 = 1/, c1 = 1/(+ 1), c2 = 4/(+ 1)(+ 2), it is
w0 = c2 1 − 

+2
(1 − 
)2 − c1
3 + 
+1
1 − 
 + c0,
w1 = c2 (1 + 

)(1 − 
+2)

(1 − 
)2 − c1
(
3 + 
+1
1 − 
 +
3
+1 + 1

(1 − 
)
)
,
w2 = c2
(
1 − 
+2

(1 − 
)2 +
1
1 − 
2
)
− c1
(
1 + 3
+1

(1 − 
) +
3
1 − 

)
,
w3 = c2 1

(1 − 
)2 − c1
1

(1 − 
) , w4 = 2c2

+2 − 1
(1 − 
)2 + 4c1

+1 + 1
1 − 
 ,
w5 = −2c2 1
(1 − 
)2 + 4c1
1
1 − 
 .
In the above formula weights are splitted in a varying (with respect to n) part 
n and in some coefﬁcients w0, w1, w2,
w3, w4 and w5 which depend only on 
 and . Once 
 has been chosen, coefﬁcients wj can be evaluated and used for
any values of N , allowing some savings in computational costs.
By organizing computation in an optimal way, with no difﬁculty we can indeed see that an effort of only 18 additions,
3N + 31 multiplications and 1 real power is involved in computation of weights with geometric meshes. This effort is
noticeably less severe as compared with the effort for weights with uniform meshes, especially when high values of N
are required.
4. The remainder on geometric meshes
Since hn = 
n(1− 
)(t − t0), n=0, 1, . . . , N −1, note that (t − tn)/hn =1/(1− 
), n=0, 1, . . . , N −1 and N = 
.
Hence, we can rewrite G3(, N, t) and G4(, N, t), respectively, as
G3(, N, t) = 
()
N−1∑
n=0
h
3+
n gn,3(¯n) + 
()h3+N−1gn,3(¯N),
G4(, N, t) = 
(+ 1)
N−1∑
n=0
h
4+
n
d
du
gn,3(˜n),
where

() =
∫ 1
0
2(− 1)2
(
1
1 − 
 − 
)−2
d (6)
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and
()=2
+1P(
)/(1−
)+3 (note that
() and
() are independent onn). It is readily veriﬁed that
()> 0
for any  and 
()< 0 for 0< < 1. Moreover, 
(+ 1)<
() and, by choosing 
 such that max{ 12 , 1 − 1/(t −
t0)}< 
< 1, for which it is hmax < 1, for gn,3(u) sufﬁciently smooth it is not too restrictive to consider G4(, N, t)
negligible when compared with G3(, N, t).
By assuming now
h
3+
N−1 −

()

()
min
{
N−1∑
n=0
h
3+
n
gn,3(¯n) − m¯3
gn,3(¯N) − m¯3
,
N−1∑
n=0
h
3+
n
M¯3 − gn,3(¯n)
M¯3 − gn,3(¯N)
}
,
where m¯3 = minx∈[t0,t]gn,3(x) and M¯3 = maxx∈[a,b]gn,3(x), it is easy to see that(

()
N−1∑
n=0
h
3+
n + 
()h3+N−1
)
m¯3G3(, N, t)
and
G3(, N, t)
(

()
N−1∑
n=0
h
3+
n + 
()h3+N−1
)
M¯3.
Hence, since hN−1 = 
N−1(1− 
)(t − t0), for a sufﬁciently large value of N the term G3(, N, t) in the remainder can
be expressed [7] as
G3(, N, t) = 2(t − t0)+3M3E(
, N, ), (7)
where M3 is an approximation in [t0, t] for gn,3(u) and
E(
, N, ) = 1
2(t − t0)+3
(

()
N−1∑
n=0
h
3+
n + 
()h3+N−1
)
.
In order to provide a more easily evaluable expression for E(
, N, ), for any polynomial P(x) = ∑nj=0 ajxj we
introduce its adjoint P (x) =∑nj=0 an−j xj .
Proposition 2. Let 0< < 1 and 0< 
< 1. Then
E(
, N, ) = (
) −(
)
N(+3), (8)
where
(
) =
P  (
) − 
+1P(
)
1 − 
+3 and (
) =
P  (
) − 
−2P(
)
1 − 
+3 .
Proof. Since hn = 
n(1 − 
)(t − t0), n = 0, 1, . . . , N − 1, we have
E(
, N, ) = (1 − 
)
+3
2
(

()
N−1∑
n=0

n(+3) + 
()
(N−1)(+3)
)
.
Observe now that (1 − 
+3)∑N−1n=0 
n(+3) = 1 − 
N(+3), and hence it is
E(
, N, ) = (1 − 
)
+3
2
(

()
1 − 
+3 − 

N(+3)
() + (1 − 
−(+3))
()
1 − 
+3
)
.
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By making the change of variable = 1/(1 − 
)z we have∫ 1
0
n
(
1
1 − 
 − 
)−2
d= B(n + 1, − 1)
(1 − 
)+n−1 I1−
(n + 1, − 1),
where B(a, b) and Ix(a, b) are, respectively, the Beta and the incomplete Beta functions. Since for any integer n it
is [1]
I1−x(n + 1, b) = 1 − x
b
B(n + 1, b)
n∑
i=0
(−1)i
(
n
i
)
xi
b + i ,
after some long but standard computation we obtain from (6)

() =
2(P  (
) − 
+1P(
))
(1 − 
)+3 ,
and, hence, by putting,
(
) =

()(1 − 
)+3
2(1 − 
+3) , (
) =

() + (1 − 
−(+3))
()
2 (1 − 
+3) (1 − 
)
+3 (9)
the thesis immediately follows. 
We can study the behavior of (
) and (
) as functions of 
 by means of the following Lemma.
Lemma 3. Let 0< < 1, 0< 
< 1 and consider the functions (
) and (
) introduced in Proposition 2. Then
it is
(i) (
)> 0, (
)> 0;
(ii) (
) decreases monotonically with respect to 
;
(iii) lim

→1(
) = 0, lim
→1(
) = 12/(1 − )(+ 1)(+ 2)(+ 3) .
Proof. From (6) note that
()> 0.Moreover,
()< 0 and, since 1−
−(+3) < 0, part (i) follows. By differentiating
with respect to 
 it is easy to see that (/
)
()< 0 as < 2 and (/
)(1 − 
)+3/(1 − 
+3)< 0 as > − 2.
Therefore, (
) is the product of two positive and monotonically decreasing function which proves part (ii). Part (iii)
can be easily proved by means of standard analysis arguments. 
We are now able to study the behavior of E(
, N, ) as function of N by means of the following result.
Proposition 4. Let 0< < 1 and 0< 
< 1. Then
(i) E(
, N, ) changes sign as N varies in [0,+∞);
(ii) E(
, N, ) is monotonically increasing with respect to N .
Proof. Byusing (9) in (8)wehaveE(
, 0, )=
+1(
−(+3)−1)/(1−
+3)P(
)< 0.Moreover, limN→∞E(
, N, )=
(
)> 0 which proves part (i). For part (ii) consider E(
, N, ) as a continuous function with respect to N , which
derivative (/N)E(
, N, ) = −
N(+3) ln 
+3(
) is nonnegative thanks to Lemma 3. 
Note that in the aboveproposition part (i) has beenproved in [0,+∞) even if in computationsN ∈ [1,+∞).However,
it is readily veriﬁed thatE(
, 1, )=P  (
)< 0 as 
()< 
< 1,where 
()=((1−)/(+2))(
√
3/(1 − )(+ 3)−1)
and the maximum value of 
() is obtained at  = √3 − 1, for which 
() = 7 − 4√3 ≈ 0.0718. Therefore, in a
wide range for 
 (i.e., 
> 0.0718) Proposition 4 holds in [1,+∞) too.
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5. Analysis of convergence
In the previous section it has been stated that convergence of PIS with geometric meshes is achieved as both 
 → 1−
and N → ∞.
From a practical point of view it is more interesting to investigate a general criterion for choosing the mesh in such a
way a given tolerance is achieved. The following theorem, which is the main result of this paper, allows us to establish
the existence of such criterion.
Theorem 5. Let 0< < 1. For any > 0 there exists a threshold value 
() such that |E(
, N, )| for any 
 ∈
[
(), 1) and N sufﬁciently large.
Proof. From Lemma 3 the monotonically decreasing character of the positive function(
) assures the existence of a
value 
() such that(
) as 
 ∈ [
(), 1) and, as a consequence of Proposition 2,E(
, N, ) goes asymptotically
to (
), as N → ∞. From Proposition 4, since E(
, N, ) increases monotonically up to (
), with respect to N ,
for 

() it holds E(
, N, ) for any N . Moreover, monotonicity, together with the change in sign in [0,+∞),
assures that E(
, N, ) −  for sufﬁciently large values of N . As a consequence, a threshold value N,(
) exists
such that |E(
, N, )| for any NN,(
). 
In the proof of the above theorem a threshold value N,(
) for the number of mesh points N needed to actually
achieve a given tolerance  has been introduced. This value can be easily evaluated from (8) as
N,(
) =
⌈
1
log(
+3)
· log
(
(
) + 
(
)
)⌉
, (10)
where x denotes the nearest integer greater than or equal to x. As a consequence, an algorithm for generating a mesh
assuring |E(
, N, )|, for any given tolerance , can be developed in the following way:
1. evaluate 
() by solving (
) = ;
2. calculate, using (10), N,(
) for 
= 
();
3. generate the geometric mesh (5) with 
= 
() and N = N,(
).
The existence of such procedure (which cannot be devised when uniform meshes are used) is the main advantage of
the introduction of geometric meshes.
The main difﬁculty in the above algorithm consists in solving the nonlinear equation (
) =  in order to ﬁnd

(). Even if it can be done numerically, by means for example of a customized version of the Newton method, a less
expensive procedure for approximating 
() is proposed. To this purpose, consider the following expansion for 
+1:

+1 =
∞∑
k=0
(
+ 1
k
)
(
− 1)k, 0< 
< 2
and observe that, after some simple manipulation, we can write
(
) − = (
− 1)
(1 − 
+3)Q(
− 1), 
 	= 1,
where Q(x) depends on  and z and
Q(x) =
∞∑
k=0
ckx
k, ck =
⎧⎪⎨
⎪⎩
ck =
(
+ 3
k + 1
)
 for k = 0, 1, 2, 3,
ck = −k +
(
+ 3
k + 1
)
 as k4,
with k = a2,
(
+ 1
k − 1
)
+ (2a2, + a1,)
(
+ 1
k
)
+ (a2, + a1, + a0,)
(
+ 1
k + 1
)
.
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Table 1
Values of (
) obtained by using 
= 
¯4 instead of the exact solution of (
) = 
Tolerance 
 1.0 × 10−3 1.0 × 10−5 1.0 × 10−7 1.0 × 10−9 1.0 × 10−11
0.10 1.989 × 10−3 1.223 × 10−5 1.065 × 10−7 1.020 × 10−9 1.003 × 10−11
0.30 1.847 × 10−3 1.200 × 10−5 1.059 × 10−7 1.018 × 10−9 1.006 × 10−11
0.50 1.716 × 10−3 1.176 × 10−5 1.052 × 10−7 1.016 × 10−9 1.006 × 10−11
0.70 1.593 × 10−3 1.152 × 10−5 1.046 × 10−7 1.014 × 10−9 1.005 × 10−11
0.90 1.480 × 10−3 1.128 × 10−5 1.039 × 10−7 1.012 × 10−9 1.001 × 10−11
Indicate now with Qn(x) the polynomial obtained by truncating Q(x) after its ﬁrst n–power terms and observe that
the following result holds.
Proposition 6. Let 0< < 1 and 0< < 2/(5 − 53 + 4 + 120). For n4 the polynomial Qn(x) monotonically
increases for any x < 0 and has exactly one zero in the interval (−1, 0). Moreover, by indicating with z¯n the unique
zero of Qn(x) in (−1, 0), it results that z¯n z¯n+1, n4.
Proof. Preliminarily observe that ck > 0, k3, and, by writing k as
k =
(
+ 3
k + 1
)
(k − 2)(k − 3)
(− 1)(+ 1)(+ 2)(+ 3) ,
we note, for k4, that ck < 0 when k is even and ck > 0 when k is odd. Hence, as x < 0,Q′4(x)> c1+2c2x+3c3x2 > 0.
Moreover, it is easy to see that Q4(−1)< 0 for < 2/(5 −53 +4+120) and Qn(0)> 0 for any n4 which proves
the ﬁrst part of the thesis for n = 4.
Assume now the thesis true for n and inductively observe that, since Qn+1(x) = Qn(x) + cn+1xn+1, we have
Q′n+1(x) = Q′n(x) + (n + 1)cn+1xn > 0 for any x < 0. Moreover Qn+1(z¯n) = cn+1z¯n+1n < 0 and hence Qn+1(x)
possesses a unique root z¯n+1 such that −1< z¯n < z¯n+1 < 0. 
From the above result, for a sufﬁciently small , the sequence of polynomials {Qn(x)}n4 generates an increasing
sequence of roots {
¯n}n4, 
¯n = z¯n + 1, converging to 
(z) as n → ∞. Therefore, the root 
¯4 of Q4(
 − 1) deﬁnes
a lower bound for 
(z) which can be analytically evaluated, at a low computational cost, by operating some simple
transformations on Q4(x) and using the Cardano–Tartaglia formula.
Our experience (see Table 1) shows that the use of 
¯4, instead of the exact value of 
() for the solution of(
)= ,
leads to values of (
) very close to , especially for small values . So, after noting that the assumption on  in
Proposition 6 is not too restrictive (we can easily evaluate that the more pessimistic case happens at  ≈ 0.5439, for
which the assumption on  becomes < 0.0165)we can conclude that 
¯4 can be proposed as a satisfactory approximation
for 
().
6. Numerical experiments
In numerical tests we considered functions g(u)=u7 and g(u)=cos(u) on the interval [0, 1] and, for some tolerances
, we ﬁrst determined threshold values for 
 in order to assure that the principal term in the remainder (3) be under . To
this purpose, approximations 
¯4 for 
(z()) are evaluated, with z()= |2/(M3(− 1)(t − t0)+3)|, and a pessimistic
estimation M3 = maxu∈[t0,t] |gn,3(u)| is taken.
Results in Tables 2 and 3 put in evidence how geometric meshes generally allow to reach a given tolerance with
reduced computational costs, as compared with uniformmeshes, especially for low values of  and when high accuracy
is required. For values of close to 1 andwhen low accuracy is required, geometricmeshes usually fail to be competitive.
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Table 2
Computational cost for achieving some tolerances (test problem g(u) = u7)
Toler. Uniform mesh Geometric mesh Saving
 ε (%)
N Oper. Error 
¯4 N,z Oper. Error
10−4 27 860 8.28 × 10−5 0.82325220 24 441 1.95 × 10−4 37.4
0.1 10−7 243 7556 9.85 × 10−8 0.96731767 206 3353 1.82 × 10−7 54.3
10−10 2255 69928 8.23 × 10−11 0.99414684 1540 24 697 3.46 × 10−10 64.5
10−4 14 457 7.08 × 10−5 0.79285392 16 313 9.35 × 10−5 10.3
0.5 10−7 98 3061 9.35 × 10−8 0.96111783 137 2249 1.81 × 10−7 23.4
10−10 708 21971 9.76 × 10−11 0.99301600 1053 16 905 1.93 × 10−10 22.6
10−4 9 302 5.78 × 10−5 0.74099735 11 233 6.50 × 10−5 −9.3
0.8 10−7 53 1666 8.88 × 10−8 0.95035401 94 1561 1.76 × 10−7 0.5
10−10 333 10346 9.50 × 10−11 0.99104420 731 11 753 1.86 × 10−10 −14.5
Table 3
Computational cost for achieving some tolerances (test problem g(u) = cos(x))
Toler. Uniform mesh Geometric mesh Saving
 ε (%)
N Oper. Error 
¯4 N,z Oper. Error
10−4 5 178 6.14 × 10−5 0.38181828 4 121 9.23 × 10−5 −22.5
0.1 10−7 41 1294 9.80 × 10−8 0.87334351 38 665 1.11 × 10−7 41.1
10−10 380 11803 6.05 × 10−11 0.97684188 311 5033 1.71 × 10−10 56.5
10−4 3 116 6.13 × 10−5 0.29938800 2 89 6.68 × 10−5 −60.3
0.5 10−7 20 643 9.69 × 10−8 0.85080818 25 457 4.27 × 10−8 13.8
10−10 146 4549 9.81 × 10−11 0.97242014 208 3385 1.18 × 10−10 23.5
10−4 2 85 6.80 × 10−5 0.15587591 2 89 2.59 × 10−4 −118.8
0.8 10−7 12 395 9.89 × 10−8 0.81217389 17 329 3.91 × 10−8 −7.8
10−10 77 2410 9.84 × 10−11 0.96473187 143 2345 5.55 × 10−11 −1.3
In all experiments, made with Matlab ver 5.2, the number of ﬂoating-points operations is counted by means of the
Matlab built-in ﬂops function and we indicate N,z = N,z()(
¯4). In the last column of Tables 2 and 3 savings in
computation between geometric (including costs for evaluating 
¯4) and uniform meshes are reported. Negative values
indicate an increase of computation instead of a saving.
In order to test a possible application of the rule under investigation directly to weakly singular Volterra integral
equations, the major problem is related to difﬁculties in estimatingM3, due to the unknown nature of the function g(u).
In [8] it was proposed a ﬁrst (not expensive) integration at low accuracy with the only aim of estimating a value for M3
and, once suitable values for the diameter of the mesh and the number of mesh points have been computed, integration
at the required accuracy is done. For the linear test problem
y(t) = f (t) + 
∫ t
t0
(t − u)−1K(t, u)y(u) du, < 0, t ∈ [t0, T ],
with f (t) and K(t, u) continuous and K(t, t) 	= 0, we made computation with the evaluated values of 
() and
N,(
()), together with some perturbations of 
 with the same number of mesh points. The error with respect to the
true solution has been computed.
Results plotted in Fig. 1 generally indicates a better behavior of the numerical solution obtained with the mesh
diameter estimated according to the method under investigation. That seems to suggest a possibility for applying
successfully this method also to Volterra integral equations, even if some more sophisticated way for estimating M3
should be investigated and an accurate comparison with the multitude of existing methods for these problems should
be done.
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Fig. 1. Numerical errors in weakly singular Volterra integral test equations.
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