ABSTRACT This paper proposes a participating-domain segmentation based server selection scheme in a delay-sensitive distributed communication approach to reducing the computational time for solving the server selection problem. The proposed scheme divides the users' participation domain into a number of regions. The delay between a region and a server is a function of locations of the region and the server. The length between the region and the server is considered based on conservative approximation. The location of the region is determined regardless of the number of users and their participation location. The proposed scheme includes two phases. The first phase uses the server finding process and determines the number of users that are accommodated from each region by each server, instead of actual server selection, to reduce the computational complexity. The second phase uses the delay improvement process and determines the overall delay and the selected server for each user. We formulate an integer linear programming problem for the server selection in the proposed scheme and evaluate the performance in terms of computation time and delay. The numerical results indicate that the computational time using the proposed scheme is smaller than that of the conventional scheme, and the effectiveness of the proposed scheme enhances as the number of users increases.
I. INTRODUCTION
Network Function Virtualization (NFV) [1] intends to virtualize over generic servers the network functions that typically are executed in dedicated appliances in order to obtain all the advantages of cloud applications. It serves various real-time critical interactive applications, such as music sessions through networks, telephone services, and network games, using the techniques of virtualization.
Typically two types of application processing approaches in a wide-area network (WAN), which are centralized and distributed processing approaches, have been considered for handling critical interactive applications. These real-time applications usually deal with a problem of delay caused in WANs, which should be reduced up to several tens of The associate editor coordinating the review of this manuscript and approving it for publication was Seyedali Mirjalili.
milliseconds. The centralized approach executes all the states of users in a centralized server, which introduces extra delays that cannot be expected for critical real time interactive applications. To handle such a issue, the idea of edge computing [2] has been adopted to reduce network delay; the application is processed with distributed servers, where a nearest suitable server is accessed by each user.
Taking this direction, the work in [3] presented a real-time network application based distributed processing communication scheme, which offers interactive services for different users. The application is processed at the distributed servers, each of which is accessed by the nearest user. The delay-sensitive communication scheme adopts the concept of edge computing; the application is processed on several distributed servers and the processed data is multi-casted to each other in order to synchronize the data on each server. To minimize the end-to-end delay, the delay-sensitive communication scheme selects appropriate servers among multiple distributed servers for executing applications. The server selection problem in [3] is an NP-complete problem. The server selection problem in [3] is intractable when the number of participating users becomes large. To solve this issue, the work in [5] introduced approximate algorithms, which achieve better scalability compared to the ILP for server selection introduced in [3] . When the participating users' domain becomes large, the delay using the approximate algorithms introduced in [5] increases.
This paper aims to circumvent the drawback of the server selection problem introduced in [3] and [5] by pursuing an efficient server selection scheme that is based on the segmentation of participating users' domain. The proposed scheme divides the users' participation domain into a number of regions in order to reduce the computational time for solving the server selection problem. The delay between a region and a server is a function of locations of the region and the server. The length between the region and the server is considered based on conservative approximation; the location of the region is determined regardless of the number of users and their participation location. We formulate an integer linear programming (ILP) problem for the server selection in the proposed scheme and evaluate the performance in terms of computation time and delay. Numerical results indicate that the computational time using the proposed scheme is smaller than that of the conventional scheme, and the effectiveness of the proposed scheme improves as the number of users increases.
This paper is an extended version of [6] with various additions, which are mainly described as follows. We provide the up-to-date literatures on distributed system by ensuring event occurrence order, low delay processing system for network application, and the optimization and approximate algorithms of server selection problems. The detailed ILP formulation for the conventional server selection scheme is presented. We analyze the numbers of used variables and constraints in proposed scheme and compared them with those of conventional server selection scheme. In the performance evaluation, we analyze the effect of different users' participation patterns in the proposed scheme in terms of computational time and delay. We further analyze the effect of the proposed scheme when the users' participation domain is divided into number of different regions.
In the following, the structure of the paper is described. Section II provides the related works on distributed system. The conventional distributed delay-sensitive communication approach is presented in Section III. Section IV introduces the proposed scheme. We evaluate the performance of the proposed scheme in Section V, and Section VI winds up the paper by providing conclusion.
II. RELATED WORKS
This section presents the related works on distributed system by ensuring event occurrence order, low delay processing system for network application, and the optimization and approximate algorithms of server selection problems.
In distributed processing system, several works [3] , [7] - [9] have been carried out considering the event occurrence order. To satisfy the reproducing of actual event occurrence order, conventional techniques are typically divided into two major synchronization categories, namely (i) conservative synchronization and (ii) optimistic synchronization [7] . In the conservative synchronization [8] , the event order occurrence is assured consecutively by assigning the time evidence to the event. An example of conservative synchronization is the terminal processing approach. In contrast, the approach of optimistic synchronization does not require to maintain the accurate order of events in advance. If a past event is received by the processing function, it assurances the event order by rolling back the status and adjusts its outcome. To reproduce the event order, we typically use the causal ordering and total ordering methods. The causal ordering [9] directs an event with a time stamp to assure the event re-ordering using the time stamp. In contrast, the total ordering [10] is executed in a way in which the same order of all events is used on all servers. The delay-sensitive approach [3] is based on the conservative synchronization algorithm and total ordering.
In the edge computing technology, where the applications are processed on the servers located near the user [2] , [11] - [13] , several server selection methods have been considered to improve the delay characteristic. The work in [14] and [15] presented two algorithms in order to reduce the delay variation for client-server and peer-to-peer architectures. Current research has noticed that edge computing enhances the performance approximately 20-70 % than the standard web engine [16] .
The server selection problem that minimizes delays has been studied at the controller placement problem in software-defined networks (SDNs). The work in [17] addressed a specific question on a given topology and investigated the number of required controllers and their placement. The authors examined the fundamental limits to control plane propagation delay on future Internet deployment, and then increase the scope to over 100 openly existing wide area network (WAN) topologies. To estimate the average and worst delays due to server placement position and number of servers, no placement rule that applies to every network appears when the controller performs distributed processing with multiple servers [17] . The work in [18] presented a server selection, configuration, reconfiguration and automatic performance verification technology to satisfy the user functional and performance requirements on several types of cloud compute servers.
From a viewpoint of reducing the computation time for the server selection problem [3] , the work in [5] introduced approximate algorithms at the situation that the user selects the nearest server, which achieves better scalability compared to the work introduced in [3] .
The research of parallel and distributed systems are mainly focused on the processing of event ordering guarantee; it does not focus on end-to-end delay for communication services and cloud applications. The research of suppressing end-toend delay using edge computing is focused on the communication model between client and server, such as web service. These works are difficult to apply for applications with undirected communication in multiple users. The research of the optimal server selection at SDN controller allocation focuses on the delay between the controller and target devices. These works are not adopted for reducing the end-to-end delay among the multiple users. The intension of our work is to reduce the computation time for the server selection at the distributed communication approach, which is similar the work introduced in [5] .
When the users' participation domain becomes large, the delay using the approximate algorithm introduced in [5] increases. This paper tackles how to reduce delay using approximation.
III. CONVENTIONAL SERVER SELECTION SCHEME IN DISTRIBUTED PROCESSING APPROACH
The conventional server selection scheme [3] in distributed processing approach minimizes the delay for interactive services based real-time applications, which are dedicated for multiple users.
We represent the network as undirected graph G(V , E), where V and E are the set of nodes and set of undirected links, respectively. V U ⊆ V represents the set of all users, and a user is denoted by p ∈ V U . V S ⊆ V represents the set of servers, and a server is denoted by i ∈ V S . V U ∪ V S = V since a node is either a server or a user, and V U ∩ V S = ∅ since a node is neither a user nor a server. E U ⊆ E represents the set of links between user and server, and a link between user p ∈ V U and server i ∈ V S is denoted by (p, i) ∈ E U . (p, i) ∈ E U exists between all users p ∈ V U and all servers i ∈ V S . A user is allowed to select a server that is not the nearest one to the user. E S ⊆ E represents the set of links between server and server, and a link between server i and server j is denoted by (i, j) ∈ E S . (i, j) ∈ E S exists between all servers i ∈ V S and all servers j ∈ V S (i = j). E U ∪ E S = E since a link is either a server-server or a user-server link, and E U ∩ E S = ∅ since a link does not exist between neither user-server nor server-server links.
A delay of the link between user p ∈ V U and server i ∈ V S is denoted by d pi . The maximum value of d pi over in-use (p, i) ∈ E U in the proposed approach is denoted by D max U . A delay of the link between server i ∈ V S and server j ∈ V S is denoted by d ij . The maximum value of d ij over in-use (i, j) ∈ E S in the proposed approach is denoted by D max S . The maximum number of users that is allowed to belong to server i ∈ V S is denoted by M i . x kl is a binary variable for (k, l) ∈ E S , where x kl = 1 if (k, l) is used, and x kl = 0 otherwise. y i is a binary variable for i ∈ V S , where y i = 1 if server i is used, and y i = 0 otherwise. x kl = 1 if y k = 1 and y l = 1, and x kl = 0 otherwise. In other words, y k · y l = x kl is satisfied.
We assume that all users and servers are given in the server selection scheme of the distributed processing approach, and the application is executed in different servers that are located in a distributed manner. The solution of the server selection problem is to access suitable servers for all users. In the following, we formulate an ILP problem to select the distributed servers, which minimizes the delay for determining the virtual time; (2D max U + D max S ) is minimized as the objective.
Objective min(2D
The decision variables are D max U , D max S , and x pi . The given parameters are d pi , d ij , Y MAX , and M i . The objective function in (1a) indicates the difference between the virtual time and the current time. Equation (1b) represents that one link is used between a user-server pair. The number of users that belongs to server i does not exceed M i , which is captured in (1c). Equation (1d) represents that the maximum number of distributed servers used by users is limited by Y MAX . As Y MAX increases, the complexity to synchronize the distributed servers becomes larger, which may introduces extra delay. The extra delay for synchronization is typically restricted by Y MAX . The maximum value of the delay between a user-server pair over all user-server pairs does not exceed D max U , which is captured in (1e). Equation (1f) indicates that the maximum value of d ij for all (i, j) ∈ E S does not exceed D max S . Equation (1g) represents that server i is used, y i = 1, if it is used by at least one user. Equations (1h)-(1j) indicate y k · y l = x kl and y k · y l = x kl in the linear model. Equations (1k)-(1l) represent that x ij and y i are binary variables.
The conventional server selection problem in distributed processing approach is an NP-complete problem [4] . The server selection problem in [3] is intractable when the number of participating users becomes large. To solve this issue, the following section proposes a participating-domain segmentation based server selection scheme in distributed processing approach. 
IV. PROPOSED PARTICIPATING-DOMAIN SEGMENTATION BASED SERVER SELECTION SCHEME A. OVERVIEW
This section presents the proposed participating-domain segmentation based server selection scheme, named P3SM, in order to reduce the computational time for solving the server selection problem. In P3SM, the users' participation domain is divided into a number of regions. To explain the proposed scheme, we consider that the delay between a region and a server is proportional to the length between the region and the server for the sake of simplicity. Note that, if this assumption is not maintained, the proposed scheme is still valid by defining the delay between a region and a server as a function of locations of them. In this paper, the length between the region and the server is considered based on conservative approximation [19] ; the location of the region is determined regardless of the number of users and their participation location.
The distance between region m ∈ M and server i ∈ V S , which is denoted by d mi , is defined by the distance between the farthest point of region m ∈ M to server i, as shown in Fig. 1 . Let Q m be the set of position q whose tip position is located in region m ∈ M , and r i be a position vector of server i. |q − r i | is the distance between q and r i . The farthest distance from server i to region m ∈ M is expressed by,
P3SM consists of two phases; the first phase is the server finding process considering the longest distance between server-user pair and the second phase is the delay improvement process. P3SM is an approximation method for server selection as it restricts the server finding process by limiting the searching space, and hence it requires less amount of computing time. The number of users is unknown before the server finding process. In the server finding process, the user's participation domain is divided into a number of regions. Initially, it is assumed that each region can have a number of users and each user can select any server. The server finding process is mainly intended to find the selectable server from each region. The outcomes of the server finding process are further considered as inputs in the delay improvement process. Finally, the delay improvement process decides the overall delay and the selected server for each user.
In summary, the first phase of P3SM determines the number of users that are accommodated from each region by each server, and the second phase of P3SM determines which server is used by each user. The first phase is carried out before the users' participation, and hence it requires less amount of computation time. However, the delay using the first phase may be increased as the server finding process considers the conservative approximation on the distance between a region and a server estimated by Equation (2) . The delay can be improved in the second phase by determining the selected server for each user. Figure 2 illustrates the two phases of P3SM. In the following subsections, we focus our discussion on the formulation of ILP for the server finding process followed by the delay improvement process.
B. NETWORK MODEL FOR P3SM
For P3SM, the network is represented as undirected graph G (V , E ), where V and E represent the set of nodes and set of non-directional links, respectively. V S ⊆ V represents the set of servers, and a server is denoted by i ∈ V S . V R ⊆ V is the set of regions, and a region is denoted by m ∈ V R . V R ∪ V S = V since a node is either a region or a server, and V R ∩ V S = ∅ since a node is neither a user nor a server. E R ⊆ E represents the set of links between region and server, and a link between region m ∈ V R and server i ∈ V S is denoted by (m, i) ∈ E R . (m, i) ∈ E R exists between all regions m ∈ V R and all servers i ∈ V S . A region is allowed to select one or more servers. E R ∪ E S = E is satisfied since a link is either a region-server or server-server link, and E R ∩ E S = ∅ since a link does not exist as neither region-server nor server-server links.
C. SERVER FINDING PROCESS
This subsection presents the server finding process in P3SM. As the users' participation domain in P3SM is divided into multiple regions and each region can have multiple users and each user can select any server, the intention of the server finding process is to determine the number of users that are accommodated from each region by each server, instead of actual server selection so that the computational complexity can be reduced compared to [3] . To achieve our goal, we formulate an ILP to minimize the computational time in the following.
The number of users located in region m ∈ V R is denoted by n m . The number of users located in region m ∈ V R that selects server i ∈ V S is denoted by w mi . The delay between a user in region m ∈ V R and server i ∈ V S is denoted by d mi , and the delay between server i ∈ V S and j ∈ V S is denoted by d ij .
D max U
and D max S denote the maximum value of d mi over in-use (m, i) ∈ E R and d ij over in-use (i, j) ∈ E R , respectively. The sum of the delay for all users is denoted by F f , which will be used as the second objective function. We use x uv , (u, v) ∈ E , as binary decision variables. x mi ∈ E R is set to 1 if at least a user in region m ∈ V R select server i ∈ V S , and 0 otherwise. x ij ∈ E S is set to 1 if link between server i ∈ V S and j ∈ V S is selected, and 0 otherwise. α (m,i)∈E R x mi d mi can be satisfied. In other words, α is an adjustable parameter by a network designer, which can be set in such way that the first of term of (3a) becomes primary objective function and the second term of (3a) becomes the secondary objective functions. Equation (3b) expresses that the number of users in region m ∈ V R is n m ; each region is connected to any of the servers. Equations (3c) and (3d) indicate that if w mi ≥ 1, then x mi = 1, and otherwise x mi = 0. Equation (3c) is considered when n m = 0. Equations (3e) and (3f) ensure that D max R and D max S are the maximum delay between region-server pairs, and server-server pairs, respectively. Equation (3g) ensures that no server accommodates more than M i users. Equations (3h)-(3k) express the constraints of server selection. Equation (3h) forces the binary variable y i to 1, if server i is selected. Equations (3i)-(3k) force x ij to 1, if both servers i and j are selected, and 0 otherwise. Equation (3l) defines the non-negative integer variable. Equations (3m) and (3n) define the boolean decision variables.
D. DELAY IMPROVEMENT PROCESS
This subsection is intended to decide the user delay and the selected server for each user. The delay improvement process uses the outputs of the server finding process as inputs and finally determines the delay and the selected server for each user. In other words, the decision variables decided in the server finding process are treated as given parameters in the delay improvement process. To achieve our goal, we formulate an ILP for the delay improvement process in the following.
Let m p ∈ V U be a region that includes p ∈ V U . E U is a set of (p, i) ∈ E U with w m p i > 0, (m p , i) ∈ E R , where E U ⊆ E U . By using E U , we can reduce the number of decision variables, x pi .
Objective min (2D
The objective function in (4a) indicates the delay. Equation (4b) represents that one link, (p, i) ∈ E U , is used between a user-server pair. Equation (4c) indicates that the number of users in region m that uses server i is equal to the total number of selected links in the users' participation. Equation (4d) determines the maximum value of the delay, D max U , between a user-server pair over all user-server pairs, with minimizing the objective function of (3a). Equation (4e) states that x pi is a binary variable. 
E. ANALYSIS OF USED VARIABLES AND CONSTRAINTS IN PROPOSED SCHEME
The ILP formulation of the server finding process in the proposed scheme has 2 + 2|E R | + |E S | + |V S | variables and
The ILP formulation of the delay improvement process in the proposed scheme has 1+|E U | variables and |V U |+|V S |+|E U | constraints. In contrast, the ILP formulation of the server selection process in [3] has 2 + |E U | + |E S | + |V S | variables and 1
V. EVALUATION
This section assesses the performance of the proposed scheme with respect to delay and computation time. We compare the results of the proposed scheme with the conventional scheme [3] . The following assumptions are considered for the purpose of evaluation. We consider the communication delay, produced by the transmission distance, is proportional to the transmission distance. In advance, we measure the communication delays between user-toserver and server-to-server. The processing delay at the server is overlooked. All users can directly communicate to any distributed server. Either wireless or wire can be used as a transmission medium between a user and server pair. Two servers are typically connected by a wire link.
We consider that the distributed servers are located at the nodes in Kanto-area of JPN48 model [20] . All servers are logically connected each other by the shortest route on the link of JPN48 model, as shown in Fig. 3 . We assume that all users are distributed in the participation domain, which is defined as horizontal axis longitude from 139 to 140.5 and vertical axis latitude from 35.2 to 36.8. The delay between a user and a server is mapped as the distance between two points of the coordinate (see Fig. 3 ). The considered horizontal axis longitude from 139 to 140.5 is equivalent to 150 km, which corresponds to 0.75 [ms] of delay. The considered vertical axis latitude from 35.2 to 36.8 is equivalent to 150 km, which corresponds to 0.75 [ms] of delay. The distance between the user and the server is treated as the linear distance on the coordinate multiplied by 1.6 in consideration of the influence of delay in access networks or wireless networks. The ILP model is solved by Solving Constraint Integer Programs (SCIP) [21] using Intel(R) Core(TM) i7-7660U 2.50GHz 16GB memory.
In the proposed scheme, we consider four types of users' participation patterns, which are random, centrality, corner, and edge, as shown in Fig. 4 . We assume that the participating users are uniformly distributed in each pattern; the user participation area is highlighted by gray color. We further consider that the users' participation domain is divided into four, 16, and 64 regions, as shown in Fig. 5 . In this evaluation, we consider α = 0.001, Y MAX = 8, |V R | = 4, 16, or 64, |V S | = 8, |V U | = 10-10000, |E R | = 32, 128, or 512, |E S | = 56, and |E U | = 80-80000. Figure 6 shows the computation times in [sec] using both conventional server selection [3] and proposed P3SM schemes using different users' participation patterns. We observe that the computation time of the proposed P3SM scheme, considering both server finding process and delay improvement process, for any pattern or any partition is lower than that of the conventional server selection scheme in [3] . The computation times of P3SM with 64 partitions using random, centrality, corner, and edge patterns are, respectively, approximately 1.06-1400, 1.29-24000, 0.4-2100, and 0.8-10000 times faster than that of conventional server selection scheme, when the number of users varies from 10 to 10000. Finally and foremost, it is observed that the effectiveness of the proposed scheme strengthens as the number of users increases. Figure 7 compares the delays in [ms] using both conventional server selection [3] and proposed P3SM schemes using different users' participation patterns. Note that the delay using the conventional server selection scheme is the optimum. The delays of P3SM with 64 partitions using random, centrality, corner, and edge patterns are, respectively, approximately 1-1.03, 1-1, 1-1, and 1-1.09 times larger than that of conventional server selection scheme, when the number of users varies from 10 to 10000. It is observed that when the number of partitions of the users' participation domain becomes large, it is possible to select more suitable servers, which reduces delay. Figures 8 and 9 show, respectively, the computation time and delay using P3SM, when the number of users is 1000 and M i = 250 for all i ∈ V S . In this condition, there is a possibility that multiple selectable servers exist in the regions during the server finding process. The suitable server for each user is selected from the multiple selectable servers during the delay improvement process. We observe that the delay degradation using P3SM is 10% less than that of the conventional server selection scheme [3] , whereas the computation time using P3SM is approximately 40-110 times faster than that of the conventional server selection scheme, considering all patterns with 64 partitions.
From the above results, we can summarize that the proposed scheme reduces the computational time for server selection compared to the conventional scheme, and the effectiveness of the proposed scheme improves as the number of users increases. According to the delay characteristics and the admissible waiting time for the application, it is necessary to divide the users' participation domain into an appropriate number of regions.
VI. CONCLUSIONS
This paper proposed a participating-domain segmentation based server selection scheme in delay-sensitive distributed communication approach in order to reduce the computational time for solving the server selection problem. The proposed scheme divides the users' participation domain into a number of regions. We considered the delay between a region and a server as a function of locations of the region and the server. The length between the region and the server is considered based on conservative approximation. The proposed scheme consists of two phases. The first phase uses server finding process and determines the number of users that are accommodated from each region by each server, instead of actual server selection, in order to reduce the computational complexity. The second phase uses the delay improvement process and determines the overall delay and the selected server for each user. We formulated an integer linear programming problem for the server selection in the proposed scheme and evaluate the performance in terms of computation time and delay. We observed that the computation times of P3SM with 64 partitions using random, centrality, corner, and edge patterns are, respectively, approximately 1.06-1400, 1.29-24000, 0.4-2100, and 0.8-10000 times faster than that of conventional server selection scheme, when the number of users varies from 10 to 10000. The effectiveness of the proposed scheme strengthens as the number of users increases. We further noticed that the delays of the proposed scheme are increased 0-10% compared to the conventional scheme under different users' participating patterns, when the number of users varies from 10 to 10000.
In the proposed scheme, we do not consider any method for dividing users' participating domain; it is assumed that the users' participating domain is given. Developing a method to determine the area for users' participating domain is left as part of future works. In addition, this paper developed the proposed scheme to circumvent the drawback of the conventional server selection scheme introduced in [3] according to the ILP-based approximation approach. Some heuristic approaches, including genetic algorithms and stochastic methods, should be considered to solve the server selection problem and compare their results with the proposed scheme, which are also left as a part of future works. 
