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Das Thema sind Uberlagerungen von Modulraumen fur Kurven. Was das
ist und warum Menschen sich dafur interessieren, steht in x 1.
Im x 2 erinnere ich an Techniken der Quotientbildung (Stacks), wie sie in
der Modultheorie gebraucht werden, und zwar sowohl zur Konstruktion der
Modulraume als auch, wie sich zeigen wird, zur Beschreibung von Kurven,
die von Randpunkten des Modulraums parametrisiert werden.
x 3 behandelt unendliche Verzweigungspunkte (Spitzen) von Uberlage-
rungen, identiziert den Abiko-Teichmullerraum Tg;n als universelle uber
dem Rand verzweigte Uberlagerung von Mg;n und ordnet weitere Modul-
raume in den Verband der Zwischenuberlagerungen ein. In x 4 geht es um
die universelle Familie uber Tg;n und um die universelle Eigenschaft dieses
Modulraums fur stabile Kurven mit Teichmullerstruktur.
Anschlieend (x 5) wende ich mich endlichen Uberlagerungen von Mg;n,
d. h. Modulraumen fur Kurven mit endlicher Zusatzstruktur zu. Davon gibt
es sehr viele; seit 1979 ist bekannt, dass sich unter den Uberlagerungen von
M0;4 bzw. M1;1 sogar samtliche algebraischen Kurven uber Q nden. In x 6
geht es um die Frage, inwieweit fur Flachen Ahnliches gilt. Fur die meisten
Klassen von Flachen erhalte ich eine positive Antwort, fur den sogenannten
allgemeinen Typ kann ich allerdings nur Beispiele angeben. Um die konkrete
Behandlung von Beispielen geht es dann in x 7.
In einigen Beweisen benutze ich den Begri
"
oenbar\. Ich versichere,
dass mir die entsprechenden Oenbarungen zuteil geworden sind.
Mein Dank richtet sich zunachst an Herrn Prof. Herrlich, der diese Arbeit
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en fur seine Studenten (auer mittwochs, aber das hat
seine Grunde), wofur ihm nicht genug gedankt werden kann [24]. Last, aber
not least hatte ich mir ohne seine Unterstutzung niemals einreden konnen,
dass diese Arbeit fertig sei.
Weiter danke ich allen anderen, die mich bei der Anfertigung dieser Ar-
beit unterstutzt haben, namentlich Stefan Kuhnlein (siehe x 7) und Mar-
kus Even (siehe x 6.2) sowie Bernhard Kock. Auerdem danke ich Markus,
Martin Moller und Stefan, die unfertige Teile der Arbeit Korrektur gelesen
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1 Moduli fur Kurven
1.1 Einfuhrung
Sei Sg eine kompakte riemannsche Flache vom Geschlecht g > 2. Die Struk-
tur von Sg hangt, wie schon Riemann an den Fingern abzahlte, von 3g   3
komplexen Parametern ab. Nachdem Grothendieck dieser Aussage eine ma-
thematische Bedeutung verliehen hatte, konnte Mumford [48] sie beweisen.
Lohn der Muhe war ein geometrisches Objekt, dessen Erforschung mit der
Klassikationstheorie algebraischer Kurven gleichzusetzen ist: der Modul-
raum fur glatte projektive Kurven. Mumford gewann ihn, indem er aus
einem Hilbertschema eine algebraische Gruppe austeilte; dieses Verfahren
funktioniert dank der von Mumford entwickelten geometrischen Invarian-
tentheorie uber einem beliebigen Basisschema.
Speziell zur Parametrisierung projektiver Kurven uber dem Grundkorper
C , d. h. kompakter riemannscher Flachen, hat Teichmuller um 1940 einen
anderen Weg gewiesen, der von Ahlfors weiter verfolgt wurde und zu einer
komplexen Mannigfaltigkeit fuhrte, die markierte Flachen parametrisiert.
Fur den Begri der Markierung sind mehrere Denitionen in Gebrauch, die
fur glatte Flachen aquivalent sind.
Schon Newton (fur g = 1) wusste, dass riemannsche Flachen degene-
rieren konnen. Geometrisch gesehen: Am Rand von Riemanns Modulraum
verbergen sich weitere Punkte, die nicht fur glatte Flachen stehen. Wie hat
man Teichmullers Parameterraum zu vergroern, um solche Erscheinungen
zu erfassen?
Seit Deligne und Mumford [19] fur Riemanns Modulraum eine uberzeu-
gende Kompaktizierung entwickelt haben, die stabile Kurven parametri-
siert, konzentriert sich das Interesse auf Raume, die fur den Teichmullerraum
Ahnliches leisten. Der Rand hat dann komplexe Kodimension 1 und besteht
aus
"
Spitzen\. (Harvey [32] hat eine Art Borel-Serre-Rand mit reeller Kodi-
mension 1 konstruiert. Dieser und ahnliche Rander werden bei geometrisch-
topologischen Untersuchungen benutzt, sind aber nicht Thema der vorliegen-
den Arbeit.) Abiko [3] und Herrlich [34] haben den Teichmullerraum auf
unterschiedliche Weise mit Spitzen umrandet. Abiko parametrisiert stabi-
le Flachen X, die durch eine Homotopieklasse von Deformationen Sg ! X
markiert sind. Herrlich dagegen identiziert solche Markierungen, wenn sie
den gleichen Homomorphismus der Fundamentalgruppen induzieren. Beide
Autoren erhalten Hausdorraume; nur Herrlich hat sich die Muhe gemacht,
seinen Raum mit einer komplexen Struktur auszustatten.
Die Qual der Wahl zwischen unterschiedlichen Teilkompaktizierungen
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und komplexen Strukturen entfallt bei den Raumen, die Teichmullerniveau-
strukturen fur endliche Gruppen parametrisieren (vgl. [19] Denition 5.6).
Sie uberlagern den Modulraum endlich und verzweigen uber dem Rand.
Unter ihnen wurden von Looijenga [44], de Jong und Pikaart [38] glatte Va-
rietaten entdeckt; dies ist bemerkenswert, da die Existenz glatter endlicher
Uberlagerungen des Modulraums vorher nicht bekannt war. Kompaktiziert
werden diese Raume einfach, indem man den Modulraum fur stabile Kurven
in ihnen normalisiert. Im Fall abelscher Niveaustrukturen wollte Popp [53]
zeigen, dass die dabei entstehenden Randpunkte stabile Kurven CjS mit ei-
ner n-Teilungspunktstruktur parametrisieren; damit meint er symplektische
Garbenhomomorphismen H1(CjS) ! (Z=n)2g. Sein Doktorand Mostafa
[47] bemerkte, dass das beispielsweise fur irreduzible Kurven mit mehr als
einem Knoten nicht stimmt.
Abramovich, Vistoli [5] und andere verfolgen derzeit einen Ansatz, der
weiter zu tragen verspricht. Sie betrachten auf (semi)stabilen Kurven C
allgemeinere Zusatzstrukturen, namlich solche, die durch eine Abbildung
von C in einen Deligne-Mumford-StackM gegeben sind; wobeiM gewissen
geometrischen Anforderungen genugen muss. IstM Modulstack fur irgend-
welche geometrischen Objekte, so besteht die Zusatzstruktur auf C in einer
Familie solcher Objekte uber C. Im Zusammenhang mit G-Niveaustruktu-
ren interessieren G-Prinzipalbundel bzw. deren Modulstack M := BG.
Aus dieser Sicht von Zusatzstrukturen ergibt sich die Suche nach Klassen
von Abbildungen C !M, die durch ansehnliche Modulraume oder Stacks
parametrisiert werden. Vorbild sind Kontsevichs Modulraume fur stabile
Abbildungen in projektive Schemata. Der Trick besteht darin, dass man
den Kurven C selbst erlaubt, zu
"
echten Stacks\ zu entarten: Die Stacks
Kg;n(M; d) nach Abramovich und Vistoli sind laut [5] Theorem 1.11.1 ei-
gentlich mit projektivem Modulraum und bestehen aus twisted stable maps
C !M vom Grad d; hierbei ist C eine n-fach punktierte twisted stable cur-
ve vom Geschlecht g. Der twist bei einer solchen Kurve C besteht in einer
Tragheitsgruppe (Stack-Struktur) bei den Knoten von C. Das Phanomen
der Degeneration von Kurven in Orbifolds entspricht der Lebenserfahrung,
dass bei Kurven dieselben Singularitaten und sonstigen Absonderlichkeiten
auftreten wie in ihrem Modulraum. Moralisch hangt das damit zusammen,
dass Mg;n+1 die universelle Kurve uber Mg;n ist.
Fur G := (Z=mZ)2g ndet sich in Kg(BG; 0) eine Zusammenhangskom-
ponente, die { wenn die Operation von G aus der Stack-Struktur entfernt
wird { laut [5] Proposition 3.5.2 zur Normalisierung von Mg im StackM
(m)
g
der Kurven mit abelscher Niveau-m-Struktur isomorph ist. Die Autoren von
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[5] versprechen, in [4] auf nicht abelsche Niveaustrukturen einzugehen.
Unendliche Gruppen G betrachten sie wohl nicht. Auch umgekehrt
wird in den komplex-geometrischen Arbeiten von Abiko [3] und Herrlich
[34], [25] die Verbindung zu der hochentwickelten algebraisch-geometrischen
Theorie endlicher Niveaustrukturen nicht weiter verfolgt.
1.2 Teichmullerraume
Mannigfaltigkeiten, insbesondere riemannsche Flachen sind zusammenhan-
gend.
1.2.1 Denition: Unter einer n-punktierten riemannschen Flache verstehe
ich ein Datum
(C; p1; : : : ; pn)
aus einer kompakten riemannschen Flache C und n verschiedenen Punk-
ten p1; : : : ; pn 2 C. Fur die gelochte Flache wird das Symbol C
0 :=
C r fp1; : : : ; png verwendet. Mit Abbildungen (Homoomorphismen usw.)
zwischen punktierten riemannschen Flachen sind punktierungstreue Abbil-
dungen (Homoomorphismen usw.) zwischen den zugrundeliegenden rie-
mannschen Flachen gemeint.
Sei L die untere und U die obere Halbebene. Sei Sg;n eine n-punktierte
riemannsche Flache vom Geschlecht g, im folgenden Referenzache genannt.
Aus praktischen Grunden (vgl. x 4) wird
Sg;n = (Sg;0; pg;1; : : : ; pg;n)
mit paarweise verschiedenen Punkten pg;1; pg;2; : : : der Referenzache Sg;0
gewahlt. Ab sofort wird 3g   3 + n > 0 vorausgesetzt. Sei g;n die Fun-
damentalgruppe von S0g;n, identiziert mit einer fuchsschen Gruppe g;n <
PSL2(R), sodass S
0
g;n = U=g;n von der oberen Halbebene uniformisiert wird.
Diese Bezeichungen gelten fur die gesamte vorliegende Arbeit.
Der Teichmullerraum Tg;n = T (Sg;n) ist eine komplexe Mannigfaltig-
keit. Er parametrisiert Paare (C; ) aus einer riemannschen Flache C und
einer Homotopieklasse von quasikonformen Homoomorphismen  zwischen
der Referenzache Sg;n und C. Alternativ parametrisiert er quasifuchssche
Deformationen von g;n.
1.2.2 Denition: Eine Deformation von g;n ist ein Paar (f; ) aus einem
Homomorphismus : g;n ! Aut bC und einer konformen Einbettung f :
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fur alle  2 g;n kommutiert.
Als Invariante unter Koordinatenwechsel auf bC wird einer Deformation
(f; ) die schwarzsche Ableitung von f zugeordnet. Diese Zuordnung bil-
det die Menge der Deformationen von g;n modulo Aut(bC ) injektiv in den
Vektorraum der g;n-invarianten quadratischen Dierentiale auf der unteren
Halbebene ab. Das Bild liegt im endlichdimensionalen (im punktierten Fall
echten) Unterraum B2(L=g;n) der beschrankten quadratischen Dierentia-
le.
1.2.3 Denition: Eine Deformation (f; ) ist quasifuchssch, wenn f sich zu
einem quasikonformen Homoomorphismus ~f von bC fortsetzen lasst, sodass
: g;n ! Aut bC die Konjugation mit ~f ist.
In diesem Fall zerfallt der Diskontinuitatsbereich von G := (g;n) in ei-
ne Komponente 
+(G) = ~f(U) zur Linken und eine Komponente 
 (G) =
f(L) zur Rechten des Quasikreises ~f(R). Der Quotient C := 
+(G)=G ist
eine riemannsche Flache in Mg;n. Die Abbildung ~f steigt zu einem qua-
sikonformen Homoomorphismus S0g;n ! C
0 ab, der sich zu einem punktie-
rungstreuen Homoomorphismus (
"
Markierung\) Sg;n! C fortsetzen lasst.
Sei T (g;n)  B2(L=g;n) die Menge der schwarzschen Ableitungen von
quasifuchsschen Deformationen. Nach Satzen von Ahlfors und Bers ist
T (g;n) ein oenes Gebiet in B2(L=g;n) und wird durch die obige Konstruk-
tion von 
+(G)=G mit dem Teichmullerraum Tg;n = T (Sg;n) identiziert.
Normiert man die Deformationen zu f(0) = 0, f(1) = 1 und f(1) =1,
oder alternativ und fur unsere spateren Zwecke besser zu f(z i) = z+O(z3),
so fugen sich die 
+(G) zu einer Familie 
+  bC Tg;n zusammen. 
+=g;n
ist die universelle Kurve uber dem Teichmullerraum. Ihre universelle Eigen-
schaft steht in Satz 1.3.5.
1.3 Kurven mit Teichmullerstruktur
Die axiomatische Beschreibung von Teichmullerraumen geht auf Grothen-
dieck [28] zuruck, der bei dieser Gelegenheit den Teichmullerraum mit Hilfe
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des Hilbertschemas kontruierte, also ohne quasikonforme Geometrie zu be-
nutzen. (Leider lieferte dieser Zugang nicht die Zusammenziehbarkeit des
Teichmullerraums.)
Die ersten Verallgemeinerungen auf den von Grothendieck nicht betrach-
teten Fall punktierter Kurven stammen von Earle [20] und Hubbard [37].
Eine Teichmullermarkierung einer riemannschen Flache ist hier ein Homoo-
morphismus zur Referenzache Sg;n, modulo Homotopie. Solche Markierun-
gen werden von der Abbildungsklassengruppe
 g;n = fHomoomorphismen Sg;n! Sg;ng=Homotopie
permutiert. Ich folge Engber [23]. Eine Variante davon gibt es bei Nag [49]
(5.4.1) in Lehrbuchform.
1.3.1 Denition: Eine n-punktierte Kurve vom Geschlecht g uber einem
komplexen Raum S ist ein komplexer Raum CjS, der eigentlich und glatt
uber S ist und dessen Fasern glatte Kurven vom Geschlecht g sind, zusam-
men mit n disjunkten Schnitten (
"
Punktierungen\) s1; : : : ; sn: S ! C.
Morphismen von n-punktierten Kurven sind Isomorphismen uber S, die
die Punktierungen einschlielich ihrer Reihenfolge respektieren.
Mg;n(S) ist das Gruppoid (siehe x 2) dieser Kurven.
1.3.2 Bemerkung: Jede Kurve C 2Mg;n(S) ist topologisch ein Faserbun-
del uber S. Die Menge RCjS der Homotopieklassen von orientierungstreuen
Homoomorphismen zwischen der Referenzache Sg;n und Fasern von C bil-
det in naturlicher Weise ein  g;n-Bundel uber S.
Beweis: [23] Lemma 2.3 und Proposition 2.4. 2
1.3.3 Denition: Eine Teichmullerstruktur auf einer Kurve C 2Mg;n(S)
ist ein Schnitt von RCjS .
Aus [50] schreibe ich folgende Variante von RCjS ab:
1.3.4 Denition: Eine g;n-Markierung einer n-punktierten riemannschen
Flache S vom Geschlecht g ist ein Isomorphismus g;n ! 1(S
0), der
 die Konjugationsklassen der Schleifen um die Punktierungen respek-
tiert,
 einen Isomorphismus g;0 ! 1(S) induziert und
 die Orientierungsklasse in der zweiten Kohomologie respektiert.
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Fur eine Familie von Kurven C 2Mg;n(S) bilden die g;n-Markierungen der
Fasern ein Unterbundel RCjS unter den aueren Homomorphismen zwischen
g;n  S und der relativen Fundamentalgruppe von C
0jS.
Da die Abbildungsklassengruppe  g;n naturlich in die auere Automor-
phismengruppe von g;n eingebettet ist und das Bild genau aus den g;n-
Markierungen gema obiger Denition besteht, sind die beiden Bundel RCjS
isomorph und liefern denselben Teichmullerfunktor.
1.3.5 Satz: Der als Deformationsraum quasifuchsscher Gruppen konstru-
ierte Teichmullerraum Tg;n stellt den Teichmullerfunktor dar, der jedem
komplexen Raum S die n-punktierten Kurven vom Geschlecht g uber S mit
Teichmullerstruktur zuordnet.
Fur meine Zwecke (vgl. x 4.3) sollte sich folgende Subvariante des Funk-
tors eignen:
1.3.6 Denition: Eine Teichmullerstruktur auf einer Kurve C 2 Mg;n(S)
ist ein g;n-Bundel U jC
0, das eine g;n-Markierung der Fasern induziert. Iso-
morphismen zwischen Teichmullerkurven sind g;n-Bundelisomorphismen.
1.4 Stabile Kurven
1.4.1 Denition: Eine normale Uberkreuzung ist eine (oene) komplexe
Kurve, die zum Achsenkreuz im Dizylinder D 2 isomorph ist, also topologisch
die zusammenhangende Summe von zwei Kreisscheiben. Ein Knoten ist die
Singularitat einer normalen Uberkreuzung.
1.4.2 Denition: Unter einer n-punktierten riemannschen Flache mit Kno-
ten verstehe ich ein Datum (C; p1; : : : ; pn) aus einer projektiven Kurve CjC ,
deren Singularitaten hochstens Knoten sind, und n verschiedenen Punkten
p1; : : : ; pn im glatten Teil von C. Fur die gelochte Flache wird das Symbol
C
0 := C r fp1; : : : ; png verwendet. Die Flache ist stabil, wenn ihre Auto-
morphismengruppe (Morphismen respektieren die Punktierungen!) endlich
ist.
1.4.3 Denition: Besondere Punkte einer stabilen riemannschen Flache
sind die n markierten Punkte und die Knoten. Der Rest sind gewohnliche
Punkte.
1.4.4 Denition: Eine n-punktierte stabile Kurve vom Geschlecht g uber
einem komplexen Raum S ist ein komplexer Raum CjS, der eigentlich und
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ach uber S ist, zusammen mit n disjunkten Schnitten s1; : : : ; sn: S ! C
des glatten Ortes von CjS, sodass die Fasern (C(t); s1(t); : : : ; sn(t)) (fur t 2
S) n-punktierte stabile riemannsche Flachen vom arithmetischen Geschlecht
g sind.
Morphismen von n-punktierten Kurven sind Isomorphismen uber S, die
die Punktierungen (Schnitte) einschlielich ihrer Reihenfolge respektieren.
Mg;n(S) ist das Gruppoid (vgl. x 2) dieser Kurven.
2 Quotientobjekte
Alle wissen, dass die Abbildungsklassengruppe  g;n diskontinuierlich auf
dem Teichmullerraum Tg;n operiert und als Quotienten den ModulraumMg;n
liefert.
Wenn es keine Fixpunkte gabe, ach, wie leicht ware das Leben! Der
Modulraum ware eine Mannigfaltigkeit, weil der Teichmullerraum eine ist;
die Abbildungsklassengruppe ware die Fundamentalgruppe von Mg;n und
der Teichmullerraum die universelle Uberlagerung. Leider stimmt das nur
fur g = 0.
Per denitionem ist Mg;n die Menge der Kurven modulo Isomorphie.
Jeder Isomorphismus f : C

! C 0 zwischen zwei Kurven wird also benutzt,
um zwei Kurven zu einem Punkt im Modulraum zu identizieren { auer
wenn zufallig sowieso schon C = C 0 ist: in diesem Fall ignoriert Mg;n die
Existenz von f . Diese Ungerechtigkeit ist die Wurzel allen Ubels.
Orbifolds und analytische oder algebraische Stacks sind Datenstruktu-
ren, in denen geometrische Gebilde zusammen mit Zusatzinformationen der
Art von Aut(C) verpackt werden konnen. Die Schlusseltechnologie ist dabei,
dass man Mengen (von Bahnen) durch Gruppoide ersetzt.
Quellen zur Stacktheorie sind zunachst Giraud [26] fur die abstrakte,
Deligne und Mumford [19] fur die etale und Artin [7] fur die fppf-Version.
Zur leichteren Verdauung aufbereitete Einfuhrungen sind das Preprint [27]
oder der Anhang zu [56]. Siehe auch [22]. Ein ganzes Buch uber algebraische
Stacks haben G. Laumon und L.Moret-Bailly zu Papier [42] gebracht. Fur
die topologische Version kenne ich keine Referenz. Da ich allerdings nur
sehr spezielle Stacks, namlich Quotientobjekte benutze, kann ich mich auf
Elementares beschranken.
Fur Quotientstacks [X=G] braucht man den Begri im Prinzip gar nicht,
weil alle Probleme in G-aquivariante Probleme auf X ubersetzt werden
konnen { genau wie bei Quotientorbifolds {, aber das ware oft muhsamer,
unkanonischer (Urbilder wahlen...) und nicht so intuitiv. Auerdem ist
12 2 QUOTIENTOBJEKTE
manchmal der Stack [X=G] zuerst da, bevor man noch die Uberlagerung X
kennt.
Ich gehe grundsatzlich davon aus, dass alle meine Kategorien klein sind,
sodass keine klassentheoretischen Probleme auftreten. Das ist erreichbar, in-
demman seine mathematischen Objekte mehr oder weniger weitgehend einer
festen Menge (Universum) entnimmt. In SGA und den zitierten Dissertatio-
nen [26] [30], die aus diesem Umfeld hervorgegangen sind, wird beschrieben,
wie das im Einzelnen geht.
2.1 Gruppoide
2.1.1 Denition: Ein Gruppoid ist eine Kategorie, in der alle Pfeile Iso-
morphismen sind.
Mit Funktoren als 1-Morphismen und naturlichen Transformationen von
Funktoren als 2-Morphismen bilden Gruppoide eine 2-Kategorie. (Die 3-
Kategorie der 2-Kategorien fuhrt J. Benabou [13] ein.) Zwei Gruppoide
werden als isomorph (=) betrachtet, wenn sie als Kategorien aquivalent
sind.
2.1.2 Anmerkung: Wie jede Kategorie ist auch ein Gruppoid aquivalent
zu seinem Skelett : man wahlt aus jeder Isomorphieklasse einen Vertreter
aus. Wenn man mochte, kann man das fur jedes Gruppoid tun. Dann
ist ein Gruppoid einfach eine Menge X zusammen mit einer Familie von
Gruppen Aut(x), x 2 X.
Das sieht auf den ersten Blick nach einer Vereinfachung der Theorie
ohne Substanzverlust aus. Wenn man allerdings bei einem in der Natur
vorkommenden Gruppoid (z. B. Modulstacks, s. u.) versucht, zum Skelett
uberzugehen, dann ist das mit praktisch undurchfuhrbaren Auswahlprozes-
sen verbunden. Siehe auch Ubungsaufgabe 2.1.4 zum Skelett des Faserpro-
dukts.
Fur den Anfang haben Skelettgruppoide einen Vorteil: Im Skelett ste-
hen genau die Daten zusammengefasst, auf die es ankommt. Man kann
auch 2-Morphismen (naturliche Transformationen von Funktoren) leichter
verstehen: 1-Morphismen Y ! X von Skelettgruppoiden sind nur dann
(und genau dann) 2-isomorph, wenn sie auf Objekten ubereinstimmen und
sich auf den Pfeilen hochstens durch innere Automorphismen von Aut(x),




Gruppoide sind hier als Verallgemeinerung von Mengen aufzufassen. Genau-
er gesagt haben wir einen volltreuen Funktor Gpd von Mengen zu (Skelett-)
Gruppoiden, der aus einer Menge M ein Gruppoid Gpd(M) macht: Die
Punkte von Gpd(M) sind die Elemente von M ; dann wird Aut(x) := fidg
und Hom(x; y) := ; fur x 6= y gesetzt (x, y 2 M). Zu diesem Funktor gibt
es einen rechtsadjungierten, der einem Gruppoid X die Menge jXj der Iso-
morphieklassen seiner Punkte zuordnet; d. h. bei Skelettgruppoiden einfach
die Automorphismengruppen vergisst.
Weil Gpd volltreu ist, darf man konsequentM mit Gpd(M) verwechseln.
Der Funktor Gpd wird als Vergissfunktor betrachtet: Er vergisst, dass M
eine Menge ist. Umgekehrt sagt man, ein Gruppoid X ist eine Menge, wenn
X = Gpd(M) fur eine Menge M . Das ist genau dann der Fall, wenn alle
HomX(x; y) hochstens ein Element haben; dann ist namlich X = Gpd(jXj).
"
Geometrisch\ stellt man sich unter einem Gruppoid in erster Naherung
die Klassenmenge jXj vor. Zwei Punkte in einem Gruppoid X werden als
identisch betrachtet, wenn es einen Pfeil zwischen ihnen gibt. Im Gegensatz
zur Klassenmenge jXj merkt sich das Gruppoid aber, ob dabei zwei Punkte
mehrfach miteinander bzw. ein Punkt (mehrfach) mit sich selbst identiziert
worden sind.
Faserprodukt
Denition Seien f : X ! S und g: Y ! S Gruppoidmorphismen. Das
Faserprodukt ist das folgende Gruppoid P = X S Y : Objekte von P sind
Tripel (x; y; ), wobei x 2 X, y 2 Y , und  : f(x)! g(y) ein Isomorphismus




0), fur die 0 Æ f() = g() Æ .
Dieses Faserprodukt hat die ubliche 2-universelle Eigenschaft.
2.1.3 Ubungsaufgabe: P = X S Y ist wirklich ein Gruppoid.













1) = (x2; y2; 2) kann ich Pfeile verketten.
Sei namlich
(2; 2) Æ (1; 1) := (21; 21)











2f(2)f(1) = g(2)2f(1) = g(2)
0
1f(1)
= g(2)g(1)1 = g(21)1
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Die Assoziativitat der Verkettung ist klar, ebenso id(x;y;) = (idx; idy). Diese
ist ubrigens ein Pfeil in P , weil
f(idx) =  idf(x) =  = idg(y)  = g(idy)
Der Umkehrpfeil von (; ) ist ( 1;  1). 2
2.1.4 Ubungsaufgabe: Wenn X und Y in Skelettform sind, dann be-
kommt man das Skelett P des Faserprodukts folgendermaen: Objekte von
P sind Tripel (x; y; ), wobei f(x) = g(y) =: s und  2 Aut(s) aus einem
Vertretersystem von g(Aut y)nAut(s)=f(Autx). Morphismen in P sind
AutP (x; y; ) = f(; ) 2 Aut(x)Aut(y) j g() = f()
 1g
Das Faserprodukt von Mengen uber einem Gruppoid ist stets eine Menge.
2.2 Quotientgruppoide
Sei c ein Situs, das heit: eine Kategorie mit einer Grothendieck-Topologie.
Ich unterstelle, dass die Topologie durch eine pretopologie gegeben ist, das
heit: Es ist deniert, welche Morphismen f : U ! X in c als (
"
zulassige\)
Uberdeckungen (oder Atlanten) zu betrachten sind. Weiter setze ich voraus,
dass c ein Initialobjekt ;, ein Finalobjekt pt und endliche Faserprodukte
hat und dass Abstiegsprobleme fur Morphismen stets eindeutig losbar sind,
das heit: Ein Morphismus X ! Y in c ist wohldeniert, wenn er auf einer
(zulassigen) Uberdeckung von X gegeben ist.
Man denke dabei an topologische Raume, komplexe Raume mit der klas-
sischen Topologie (Atlanten sind surjektive, lokal isomorphe Abbildungen),
Varietaten oder Schemata oder algebraische Raume mit der etalen oder fppf-
Topologie. Genauer gesagt denke man an kleine Unterkategorien davon.
Sei X ein Objekt von c und G eine Gruppe in c, die auf X operiert.
Gesucht ist eine Datenstruktur fur den Quotienten X=G, die der Anwe-
senheit von Fixpunkten Rechnung tragt, um aus der Theorie xpunktfreier
Gruppenaktionen so viel Substanz wie moglich zu retten. (Und naturlich im
xpunktfreien Fall ein Objekt X=G liefert, das sich in naturlicher Weise mit
dem bewahrten Quotientraum X=G identiziert, siehe Bemerkung 2.2.5.)
Die folgenden zwei Beobachtungen liefern einen Ansatz zur Losung:
 Yonedas Lemma. Ein ObjektX von c ist eindeutig durch seinen Punkt-
funktor T 7! X(T ) := Hom(T;X) (T 2 c) bestimmt.
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 Angenommen, die Quotientenbildung funktioniert in c, d. h. es gibt
ein Objekt X=G 2 c, uber dem X ein G-Prinzipalbundel1 ist. Dann
lasst sich jeder T -wertige Punkt f 2 Hom(T;X=G) durch die Hoch-
hebung ~f 2 HomG(B;X) beschreiben, wobei B := T X=G X ein
G-Prinzipalbundel uber T ist.
Um aus diesen Beobachtungen eine Denition von X=G zu machen, muss
man B := T X=G X durch ein unbestimmtes Prinzipalbundel BjT erset-
zen. Und dafur sogen, dass x 2 X(B) mit x0 2 X(B0) identiziert wird,
wenn es einen Bundelisomorphismus B ! B0 gibt, der x in x0 uberfuhrt.
Wie schon angedeutet: Um dieses Identizieren richtig zu erfassen, wird als
Datenstruktur fur (X=G)(T ) ein Gruppoid benutzt.
2.2.1 Denition: Der Quotient Q = [X=G] ist ein kontravarianter grup-
poidwertiger Funktor auf c mit
Q(T ) := fx : B ! X j B ist G-Prinzipalbundel uber T ,
x ist G-aquivariantg
und fur x: B ! X, x0: B0 ! X aus Q(T ) sei
HomQ(T )(x
0
; x) := fb : B0 ! B j b ist Bundelisomorphismus, x0 = x Æ bg
Jeder Pfeil f : T 0 ! T in c induziert einen GruppoidmorphismusQ(f) = f:
Q(T )! Q(T 0) mit
f
(x : B ! X) = (x Æ prB : B T T
0 ! X):
Fur b 2 HomQ(T )(x
0 : B0 ! X;x : B ! X) ist f(b) := b  idT 0 wohlde-
niert, d. h. f(b) ist ein Bundelisomorphismus fB0 ! fB, der fx0 in fx
uberfuhrt.
Die Schreibweise f fur Q(f) ist bei gruppoidwertigen Funktoren allge-




gruppoidwertiger kontravarianter Funktor auf c\ sagt man auch
Gruppoid uber c oder 2-Funktor auf c. Gruppoide uber c sollen eine Verall-
gemeinerung von Objekten von c sein. Dazu wird c volltreu in die 2-Kate-
gorie der 2-Funktoren eingebettet: Yoneda macht aus X 2 c einen Funktor
Hom(  ;X), und Gpd macht aus dem Funktor einen 2-Funktor, siehe z. B.
[30] I 1.9.
1Ein G-Prinzipalbundel in c ist ein Objekt B 2 c zusammen mit einer Abbildung
B ! T und einer G-Operation auf B, sodass B T U fur eine geeignete Uberdeckung
U ! T isomorph zu GU wird, wobei naturlich die G-Operation respektiert werden soll.
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2.2.2 Ubungsaufgabe: Sei X ein Gruppoid uber c. Fur S 2 c gilt
jX(S)j = Hom(S;X)==2
Siehe auch [56] (7.10) oder [27] (2.18).
2.2.3 Denition: Sei P eine Eigenschaft von Morphismen in c, die stabil
unter Basiswechsel ist. Ein Morphismus f : Y ! X von Gruppoiden uber
c hat die Eigenschaft P , wenn fur jeden Punkt x 2 X(T ) mit T 2 c das
Faserprodukt YT = Y X T darstellbar ist und das Pullback fT = f  idT :
YT ! T die Eigenschaft P hat.
Ab sofort setze ich voraus, dass G-Prinzipalbundel in c (zulassige) Uber-
deckungen sind. Nach wie vor ist X 2 c ein Objekt, auf dem G operiert.
2.2.4 Bemerkung: Dann ist X ein G-Prinzipalbundel uber Q = [X=G]
mit der folgenden Bundelprojektion : X ! Q: Fur x 2 X(T ), T 2 c, ist
(x) 2 Q(T ) der Morphismus G T ! X, (g; t) 7! g  x(t).
Beweis: Ich behaupte:
(1) X ! Q ist eine Uberdeckung, d. h. fur jedes S 2 c und jeden Mor-
phismus q: S ! Q ist X Q S darstellbar durch ein Objekt U 2 c und die
Projektion U ! S eine Uberdeckung in c.
(2) Das Pullback X Q X ist darstellbar durch das triviale Bundel G
X 2 c, wobei die (zweite) Projektion von XQX in die Projektion GX !
X uberfuhrt wird.
Beweis (1): Laut Ubungsaufgabe 2.2.2 kommt q von einem Element
~q 2 Q(S), also einem aquivarianten Morphismus ~q: B ! X, wobei BjS ein
G-Prinzipalbundel ist. Genauer ist
(8T 2 c) (8s : T ! S) q(s) = (s~q : sB ! X)
Ein Punkt im Faserprodukt (X Q S)(T ) ist nun ein Tripel (x; s; ), wobei
x 2 X(T ), s 2 S(T ) und  2 HomQ(x; q(s)). Dabei ist
 x 2 Q(T ) das Bild von x 2 X(T ) unter der Projektion X ! Q, also
der aquivariante Morphismus G T ! X, (g; t) 7! g  x(t)
 q(s) ist s~q: B S T ! X, (b; t) 7! ~q(b)
  ein G-BundelisomorphismusGT ! BST mit g x(t)  ~q((g; t)).
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Nach Voraussetzung ist B ! Q eine Uberdeckung in c. Ich will einen Iso-
morphismus X Q S ! B erklaren, indem ich (x; s; ) 2 X Q S(T ) auf
(1; ) 2 B(T ) abbilde. Der Umkehrmorphismus schickt dann b 2 B(T ) auf
(x; s; ) mit x = ~q Æ b, s = (B ! S) Æ b und (g; t) = (g  b(t); t). Nach
Konstruktion sind diese beiden Morphismen auf dem Niveau von Objekten
zueinander invers. Das reicht: B hat als Menge (genauer: mengenwerti-
ger Funktor) keine nichttrivialen Morphismen; X Q S auch nicht, siehe
Ubungsaufgabe 2.1.4.
Beweis (2): Auch X Q X ist mengenwertig. Die Punkte von X Q
X(T ) sind (x0; x; ), wobei x0, x 2 X(T ) und  ein G-Bundelisomorphismus
von G  T nach G  T ist mit g  x0(t)  1(g; t)  x(t), wobei 1 :=
prG Æ, also (g; t)  (1(g; t); t)  (g  1(1; t); t). Ich erhalte einen G-
Bundelisomorphismus X Q X ! GX, (x
0
; x; ) 7! (1(1; ); x). 2
2.2.5 Bemerkung: Gibt es in c einen Quotienten X=G, uber dem X ein
G-Prinzipalbundel ist, dann ist [X=G] = X=G.
Beweis: Sei Q = [X=G]. Von X=G nach Q fuhrt der oensichtliche Mor-
phismus h mit
h(x : T ! X=G) := (x = x idX : T X=G X 7! X):
Ich konstruiere jetzt den Umkehrmorphismus h0. Sei zunachst q 2 Q(T ),
also q: B ! X aquivariant fur ein G-Prinzipalbundel B ! T . Weil B ! T
eine Uberdeckung in c ist, steigt q zu einem Morphismus h0(q): T ! X=G
ab. Sei B0jT das Pullback von X via h0(q). Dann geht hh0(q) aquivariant
von B0 nach X, und es gibt genau einen Bundelisomorphismus B: B ! B
0,
der das Dreieck mit q und hh0(q) kommutativ macht. (Das ist klar, wenn die
Bundel trivial sind, und folgt allgemein mit der Abstiegsvoraussetzung.) Die




Oenbar ist h0h = idX=G. 2
2.2.6 Beispiel: Sei c die Kategorie der C -Schemata mit der fppf-Topologie.
Das Gruppoid Mg;n aus x 1 ist Quotient [U=PGLN ] fur den lokal abgeschlos-
senen Teil U des Hilbertschemas von PN , der kanonisch eingebettete Kurven
parametrisiert. In der etalen Topologie oder (bei komplexen Raumen) in der
klassischen Topologie ist Mg;n nur lokal ein Quotientgruppoid.
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2.3 Stacks
2.3.1 Denition: SeiX ein Gruppoid uber c und f : U ! T eine (zulassige)
Uberdeckung in c.
Ein Abstiegsdatum fur ein Objekt (von X(T ), uber f) ist ein Objekt x 2
X(U) zusammen mit einem Isomorphismus : pr1 x

! pr2 x in X(U T U),







Das Abstiegsdatum kommt von einem Objekt x 2 X(T ), wenn es einen
Isomorphismus  : fx











  pr2 x
kommutiert.
Das Abstiegsdatum ist eektiv, wenn es von einem Objekt x 2 X(T )
kommt.
2.3.2 Denition: Sei X ein Gruppoid uber c. Seien x; y 2 X(T ) fur ein
Objekt T 2 c, und sei f : U ! T eine (zulassige) Uberdeckung.
Ein Abstiegsdatum fur einen Morphismus (von x nach y, via f) ist ein




in X(U T U).
3 Das Abstiegsdatum ist eektiv, wenn  = f fur einen
Morphismus : x! y in X(T ) gilt.
2.3.3 Denition: Ein Stack ist eine Garbe von Gruppoiden auf c, das
heit: ein Gruppoid X uber c, in dem
(a) Abstiegsprobleme fur Morphismen eindeutig losbar sind, d. h. jedes
Abstiegsdatum ist eektiv, und der Morphismus  in Denition 2.3.2
ist durch  stets eindeutig bestimmt;
2In der Tat: Auf beiden Seiten der Gleichung stehen Isomorphismen in X(UT UT U)
von pr1 x nach pr

3 x.
3In der Tat: Auf beiden Seiten der Gleichung stehen Isomorphismen von pr1 f
x =
pr2 f
x nach pr1 f
y = pr2 f
y.
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(b) Abstiegsdaten fur Objekte eektiv sind.
X ist ein geometrischer Stack4, wenn auerdem gilt:
(c) Fur je zwei Objekte x 2 X(T ), x0 2 X(S) mit T; S 2 c ist das Faser-
produkt T X S darstellbar.
(d) Es gibt eine (zulassige) Uberdeckung U ! X durch ein Objekt U 2 c.
2.3.4 Anmerkung: Wenn X ein Stack ist, dann ist auch das Objekt x
in Denition 2.3.1 durch das Abstiegsdatum eindeutig bis auf Isomorphie
bestimmt, weil der Isomorphismus  absteigt.
2.3.5 Anmerkung: In der Situation von Denition 2.2.3 sei Y 2 c und
X ein geometrischer Stack. Wenn die Eigenschaft P lokal in der Basis ist,
braucht sie nur auf einer zulassigen Uberdeckung U ! X uberpruft zu
werden: Aus P (fU) folgt fur beliebige x 2 X(T ) zunachst per Basiswechsel
P (fTXU ) und daraus P (fT ), weil T X U eine zulassige
Uberdeckung von
T ist.
2.3.6 Satz: Unter geeigneten Voraussetzungen ist [X=G] ein geometrischer
Stack.
Beweis: Wenn man den Satz so formuliert, ist er allerdings trivial. Die
"
optimale\ Formulierung der Voraussetzungen ist mir aber nicht bekannt.
Daher kummere ich mich nur um Spezialfalle, die ich spater brauche.
Im algebraischen Fall, wenn G glatt und aÆn ist, ist die Aussage weder
trivial noch elementar, aber richtig: Siehe [42] (2.4.2), [56] example 7.17,
[22] proposition 2.2. Der topologische Fall ist viel einfacher.
Fur die Garbeneigenschaft (a, b) wird der Abstieg von G-Prinzipalbun-
deln und deren Morphismen benotigt. In der topologischen (auch komplex
geringten) Kategorie gilt aber viel mehr: Abstiegsdaten fur Objekte sind
immer eektiv, was nichts anderes bedeutet, als dass man Raume an oenen
Teilen verkleben kann.
2.3.7 Bemerkung: Ein Quotientstack [X=G] ist genau dann geometrisch,







4Das ist eine Denition ad hoc. Meine Stacks sind alle
"
geometrisch\ und damit spe-









Artin\, im analytischen Fall
"
analytisch\ nennt.
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mit G-Prinzipalbundeln E, E0 der Quotient [F=G] darstellbar ist.
Beweis: Als zulassige Uberdeckung von [X=G] taugt dasG-Prinzipalbundel
X ! [X=G]. Zu uberprufen bleibt die Darstellbarkeit von Faserprodukten
uber Q := [X=G]. Seien dazu E 2 Q(T ) und E0 2 Q(T 0) Punkte von Q,
also G-Prinzipalbundel mit aquivarianten Abbildungen nach X. Oenbar
ist T Q T
0 = [E X E
0
=G]. 2
Zuruck zu Satz 2.3.6: Die Bedingung in Bemerkung 2.3.7 ist erfullt, wenn
c die Kategorie topologischer oder komplex geringter Raume und G eine
diskrete Gruppe ist. Jeder Punkt p 2 E hat namlich eine oene Umgebung
U  E, die zu ihren Translaten gU unter g 2 G, g 6= 1, disjunkt ist. Das
gilt dann auch fur das Urbild V  F von U . Infolgedessen wird V isomorph
auf das Bild in [F=G] = F=G abgebildet. 2
2.4 Kategorienwechsel
Sei c0 ein weiterer Situs, der den gleichen Anforderungen wie c genugt, und
A: c! c0 ein Funktor, der zulassige Uberdeckungen auf ebensolche schickt
und Faserprodukte respektiert. Man denke an die Analytizierung
(algebraische Schemata uber C , etale Topologie)! (komplexe Raume)
oder den Vergissfunktor
(komplexe Raume)! (topologische Raume):
2.4.1 Denition: Aus einem Stack X uber c wird ein Stack A(X) uber c0
als Vergarbung [26] des Gruppoids A0(X) mit
A
0(X)(T ) = f(f; x) j (9U 2 c) f 2 Homc0(T;A(U)); x 2 X(U)g
und dem oensichtlichen Isomorphiebegri. Ein Morphismus U ! A(X)
faktorisiert also lokal (in der Topologie von c0) uber Objekte aus c.
Die hier betrachteten Funktoren (s. o.) respektieren auch Prinzipalbundel
und fuhren daher Quotientstacks wie Mg;n in ebensolche uber.
3 Spitzen des Teichmullerraums
3.1 Abschluss von Uberlagerungen
Im folgenden sei S eine komplexe Mannigfaltigkeit und A = S r S0 eine
nirgends dichte analytische Teilmenge von S.
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Gedacht ist dabei an den Modulraum S = Mg;n mit seinem Rand A =
Mg;nrMg;n. Ziel ist es, einen Teichmullerraum zu konstruieren, der einige
der in x 1.1 aufgefuhrten Konstruktionen (uber C ) als Quotienten liefert,
mithin die Beziehungen zwischen ihnen aufhellt, und gleichzeitig Modulraum
fur Kurven mit einer explizit zu beschreibenden Markierung ist.
Bekanntlich gibt es in der Kategorie der verzweigten Uberlagerungen
kein universelles (initiales) Objekt. Deswegen muss ich Uberlagerungen mit
"
Spitzen\ einbeziehen, wie man sie aus der Kompaktizierung symmetri-
scher Raume [9] kennt.
3.1.1 Denition: Sei : X ! S eine stetige Abbildung, sodass S = X=G
fur eine Gruppe G 6 Aut(X).
(a) SeiH eine Untergruppe von G. Eine Teilmenge U  X ist genau unter
H invariant (precisely invariant [46] II.E.3, brauchbar [17]), wenn gilt:
U = HU , und gU trit U nicht fur g 2 GrH.
(b) Sei x 2 X. Eine Umgebung von x ist anstandig bezuglich G (nice
[46] II.E.5, brauchbar [17]), wenn sie genau unter dem Stabilisator Gx
invariant ist.
3.1.2 Anmerkung: (1) Sei U  X oen und zusammenhangend, V =
(U). Wenn U genau unter H 6 G invariant ist, dann ist V = U=H und U
Zusammenhangskomponente des Urbilds von V in X.
(2) Ist umgekehrt V  S oen und X lokal zusammenhangend, so ist
jede Zusammenhangskomponente des Urbilds  1(V ) genau unter ihrem
Stabilisator invariant.
Beweis: (1) Das Urbild von V ist GU . Weil U und (G r H)U oen
sind, ist U eine Zusammenhangskomponente davon. Auerdem ist U=H =
(GU)=G = V .
(2) Sei U eine Zusammenhangskomponente von  1(V ) undH ihr Stabi-
lisator. WeilX lokal zusammenhangt, ist U oen. Fur  2 G mit U\U 6= ;
ist U [ U eine zusammenhangende Teilmenge von  1(V ), also U  U .
Da auch U [ 1U zusammenhangt, folgt analog U  U , insgesamt  2 H.
Somit ist U genau unter H invariant. 2
3.1.3 Denition: (Siehe [17] x 1.3.) Sei S eine komplexe Mannigfaltigkeit,
A  S eine nirgends dichte analytische Teilmenge und S0 := S r A ihr
Komplement. Sei X ein lokal komplex geringter Raum, dessen Strukturgar-
be aus stetigen Funktionen besteht und Riemanns Hebbarkeitssatz erfullt.5
5Ist U  X oen, A  U analytisch und nirgends dicht, f : U ! C stetig und auf
U rA holomorph, so ist f holomorph.
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Sei auerdem S = X=G fur eine Gruppe G 6 Aut(X) und p: X ! S die
Quotientabbildung.
1. Die Abbildung p ist eine Uberlagerung mit Spitzen (UlSp) uber A,
wenn X0 := p
 1(S0) eine komplexe Mannigfaltigkeit und unverzweigte
Uberlagerung von S0 mit Deckgruppe G ist und wenn jeder Punkt von
X eine Umgebungsbasis aus anstandigen Umgebungen besitzt.
2. Eine UlSp p ist eine richtige Uberlagerung mit Spitzen (RUlSp), wenn
X ein normaler komplexer Raum ist.
3.1.4 Anmerkung: Die rein topologische Variante davon (ohne komplexe
Struktur) schreibe ich nicht extra auf. Auch ein Raum XjS, der nur als
topologischer Raum gegeben ist, kann via OX := p
OS als UlSp betrachtet
werden.
3.1.5 Anmerkung: Mit der topologischen Einschrankung an X wird er-
reicht, dass erstens ein Initialobjekt uberhaupt existiert (siehe [17] x 1.4),
zweitens wenigstens etwas Ahnliches wie eine Uberlagerung herauskommt;
wenn X schon nicht lokal homoomorph zu S sein kann, so soll doch die To-
pologie von X moglichst weitgehend der von S entsprechen, das heit: nicht
zu viele oene Mengen beim Ubergang zum Quotienten verloren gehen.
Die Anforderungen an die Strukturgarbe von X haben zur Folge, dass
OX durch OX0 eindeutig bestimmt ist: Schnitte von OX uber U  X sind
stetige Funktionen, die auf U \X0 holomorph sind.
Zwischen UlSp und RUlSp gibt es einen rein topologischen Unterschied:
Um Herrlichs extended Teichmuller space mit zu erfassen { zumindest auf
topologischem Niveau, denn seine Strukturgarbe genugt dem Hebbarkeits-
satz nicht {, muss ich UlSp's zulassen, die die verschiedenen Aste von X in
der Nahe einer Spitze nicht auseinanderhalten. Ist X ein normaler komple-
xer Raum, so tritt das Problem nicht auf. Dieses Standardargument wird
in Bemerkung 3.1.8 ausgefuhrt.
Im folgenden sei p : X ! S stets eine UlSp mit Spitzen uberA  S, S0 =
S rA und X0 = p
 1(S0) der unverzweigte Teil. Mit Blick auf die spateren
Anwendungen wird A und alles, was daruber liegt, als Rand bezeichnet.
3.1.6 Bemerkung: X ist hausdorsch.
Beweis: Seien x und y verschiedene Punkte von X. Falls sie in derselben
Faser liegen, liefert Denition 3.1.3 sofort (anstandige) disjunkte Umgebun-
gen. Ansonsten nehme man Urbilder disjunkter Umgebungen von p(x) und
p(y). 2
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Diese Trivialitat wird spater standig benutzt, um zu schlieen: Stimmen
Abbildungen, die auf X deniert sind, auf X0 uberein, so sind sie gleich.
Hier geht ein, dass OX reduziert ist.
Wenn aus X ein Normalteiler der Deckgruppe herausfaktorisiert wird,
werden anstandige Umgebungen auf ebensolche abgebildet:
3.1.7 Bemerkung: Fur jeden Normalteiler H G ist X=H eine UlSp be-
ziehungsweise R UlSp von S.
Jeder Punkt von X hat eine Umgebungsbasis aus anstandigen zusam-
menhangenden Umgebungen ([17] x 2.3 Hilfssatz 5). Daher ist X lokal zu-
sammenhangend.
3.1.8 Bemerkung: Ist p eine RUlSp, so gilt: Eine oene Teilmenge U von
X hangt genau dann zusammen, wenn ihr Schnitt mit X0 zusammenhangend
ist.
Beweis: Siehe [17] x 3.1 Hilfssatz 8. Die Implikation ruckwarts gilt, weil X0
dicht liegt.
Sei U \X0 = Z1 [ Z2 mit in U \ X0 oen-abgeschlossenen, disjunkten
Teilen Z1, Z2. Dann gilt U = Z1 [ Z2, wobei naturlich die Abschlusse in U
gemeint sind. Zu zeigen bleibt, dass auch Z1 zu Z2 disjunkt ist.
Sei x 2 U beliebig undW eine so kleine Umgebung von p(x), dassOS(W )
integer ist und eine Funktion f 6= 0 enthalt, die auf A verschwindet. Sei 
die charakteristische Funktion von U \Z1. Dann ist g :=   p

f holomorph
um x. Da g=pf ganz uber OX;x (sogar uber C ) ist, mu g=p

f in OX;x
liegen, also stetig sein. Dann kann x aber nicht gleichzeitig in Z1 und Z2
liegen. 2
3.1.9 Satz: Sei S eine komplexe Mannigfaltigkeit und A eine nirgends dich-
te analytische Teilmenge.
1. Es gibt eine bis auf kanonische Isomorphie eindeutig bestimmte uni-
verselle R UlSp p : X ! S mit Spitzen uber A. Sie ist gleichzeitig
universelle UlSp. Der uber S r A gelegene Teil ist die universelle
Uberlagerung von S rA.
2. Ist p0 : X 0 ! S0 eine UlSp einer Mannigfaltigkeit S0 mit Spitzen uber
einer nirgends dichten analytischen Teilmenge A0  S0, f : S ! S0 ho-
lomorph mit f 1(A0)  A, x 2 X mit p(x) =2 A und x0 2 p0
 1
(fp(x)),
so gibt es genau einen Pfeil F : X ! X 0 mit fp = p0F und F (x) = x0.
Ist p0 eine RUlSp, so ist F holomorph.
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3. Ist S0 = S und p0 irgendeine R UlSp, so faktorisiert F uber einen Iso-
morphismus F : X=G

! X 0 fur eine Untergruppe G von AutS(X).
4. Ist f eine oene Einbettung mit A = f 1(A0) und p0 universell, so ist
auch
X= ker(f : 1(S rA)! 1(S
0 rA0))! X 0
eine oene Einbettung.
3.1.10 Bemerkung und Denition: Jeder Punkt a 2 A hat eine ausge-
zeichnete Umgebungsbasis U, sodass 1(U rA) = 1(U
0 rA) kanonisch fur
alle U;U 0 2 U. Solche Umgebungen U 2 U von a nenne ich auch anstandig,
weil das Urbild von U in der universellen RUlSp XjS in anstandige Umge-
bungen der Urbilder von a zerfallt. Das ergibt sich aus der Konstruktion
[17].
Beweis von Satz 3.1.9: 1. und 2. Siehe [17] Satz 7 .
3. Uber S0 := S r A ist X
0 ! S eine unverzweigte Uberlagerung,
sodass dort p : X0 ! S zu q : X0 ! X
0 liftet und schlielich zu einem
Isomorphismus q : X0=G

! X 0S S0 faktorisiert (beachte dabei: AutS X =
AutS0 X0). Der Morphismus X ! X
0 aus (2) setzt q fort und heie daher
auch q. Die Gleichung (8g 2 G) q Æ g = q gilt uber S rA, also uberall (weil
X hausdorsch und reduziert ist und XSA dunn liegt). Daher faktorisiert
q zu q : X=G! X 0.
Die Umkehrabbildung q 1 : X 0 ! X=G ist zunachst uber S rA erklart.
Nach Bemerkung 3.1.8 und Denition entsprechen die Punkte einer Faser
p
0 1(a) uber a 2 A umkehrbar eindeutig den Zusammenhangskomponenten
von p0
 1
(U \ S0) fur eine anstandige Umgebung U von a. Das gleiche gilt
fur X=G statt X 0, wenn U auch fur X anstandig ist. Da U sich in der
Tat so wahlen lasst { oensichtlich konnen Umgebungen, wenn man sie
verkleinert, nur noch anstandiger werden, als sie ohnehin schon sind {, folgt
die Bijektivitat von q.
Fur einen Punkt x 2 X mit p(x) = a wird jetzt uberpruft, ob q bei
x := Gx=G oen ist. Sei V die Komponente von p 1(U), die x enthalt. Weil
die Projektionen V  X=G von Mengen dieser Bauart eine Umgebungsbasis
von x bilden, genugt der Nachweis, dass q(V ) = q( V ) oen ist. Sei dazu
v ein Vertretersystem von GnAutS(X)=AutS(X)x. Dann ist p
0 1(U) die
disjunkte Vereinigung der zusammenhangenden Mengen q(V ),  2 v, von
denen jede genau einen Punkt uber a enthalt. Es kann sich also nur um
die Zusammenhangskomponenten von p0
 1
(U) handeln: q(V ) ist sogar eine
anstandige Umgebung von q(x).
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Die geringte Struktur ist auf beiden Seiten die fur (R)UlSp eindeutig
(s.o.) bestimmte Fortsetzung der Struktur auf X=G = X 0 S S0.
4. folgt aus 3. 2
3.1.11 Anmerkung: In (3) wird
"
RUlSp\ nur gebraucht, damit F am
Rand injektiv ist. Eine topologische Quotientabbildung X=G ! X 0, die
uber S0 ein Isomorphismus ist, erhalt man auch, wenn p
0 nur eine UlSp ist.
3.1.12 Anmerkung: Der riemannsche Hebbarkeitssatz aufX 0 wird nur fur
die Holomorphie der Umkehrabbildung benotigt.
3.1.13 Beispiel: Ist S = D eine Kreisscheibe und A = f0g der Mittel-
punkt, so wird die obere Halbebene U mit der Spitze i1 (und der ublichen
Horozykeltopologie) zur universellen RUlSp via
Û := U [ fi1g  ! D ; z 7 ! e2iz :
3.1.14 Anmerkung: Die Voraussetzung, dass die Basis S glatt sei, habe
ich [17] gebraucht, um aus der lokalen Kegelformigkeit analytischer Mengen
schlieen zu konnen, dass der Limes lim !U
1(U r A) uber geeignete Basi-
sumgebungen U eines beliebigen Punktes a 2 A stets stationar wird (siehe
Denition 3.1.10). Fur den singularen Fall kannte ich keinen passenden Satz.
Fur einen Knoten a in einer Kurve S allerdings wird der Limes oensichtlich
stationar Z2. Als universelle RUlSp einer normalen Uberkreuzung mit Spitze
uber dem Knoten ist dann die zusammenhangende Summe von zwei Kopien
von Û zu betrachten (verklebt in der Spitze). Dieses Objekt ist als doppelter
Spitzenbereich aus der Strukturtheorie kleinscher Gruppen bekannt, siehe
spater. Entsprechend haben auch stabile Kurven universelle RUlSp's mit
Spitzen uber dem singularen Ort; die Spitzen am Rand des Teichmuller-
raums parametrisieren solche RUlSp's (mit markierter Deckgruppe), siehe
spater.
3.2 Erweiterte Teichmullerraume
Ab hier ist die Basismannigfaltigkeit S := Mg;n, und uber dem Ort A der
singularen Kurven werden Spitzen zugelassen. Dummerweise ist Mg;n keine
Mannigfaltigkeit, sondern blo ein glatter Stack. Die Eigenschaft, (R)UlSp
zu sein, ist aber lokal in der Basis, was die folgende Denition ermoglicht
(vgl. Denition 2.2.3):
3.2.1 Denition: Eine (R)UlSp von S = Mg;n ist lokal (R)UlSp von Uber-
lagerungen U 0 ! U  S, wobei U 0 eine Mannigfaltigkeit ist.
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Ist X 0 die universelle RUlSp von U 0 und U 00 noch so eine lokale Uber-
lagerung, so ist U 00 S U
0 eine lokale Uberlagerung von U 0 und U 00 S X
0
eine RUlSp einer Zusammenhangskomponente von U 00 S U
0 und somit ein





verkleben dann zur universellen RUlSp Tg;n ! Mg;n.
Alternativ konnte man auch gleich ganz Mg;n durch eine hochstens uber
A verzweigte Uberlagerung ersetzen, die wenigstens uber Mg;n ein Schema
ist; etwa Mg;n[l] fur ein Niveau l > 3.
3.2.2 Anmerkung: Da A ein Divisor mit normalen Uberkreuzungen ist,
ist Tg;n lokal isomorph zu Raumen der Form
U := Ûs  D 3g 3+n s
mit Û aus Beispiel 3.1.13 (vgl. [17]); wobei der Punkt (i1 : : : ; i1; 0; : : : ; 0) 2
U einer Kurve C mit s > 0 singularen Punkten entspricht.
Um das genauer zu beschreiben: Die Kurve C besitzt eine lokale uni-
verselle Deformation uber dem Parameterraum B := D 3g 3+n , in dem die
ersten s Koordinatenachsen jeweils fur einen der Doppelpunkte von C der
Ort sind, wo er uberlebt (vgl. [44] x 2, [38] S. 495 oder [52] S. 34). B ist eine
etale Karte fur Mg;n um [C]=. Der Spitzenbereich U uberlagert D
3g 3+n
universell mit Spitzen uber dem Achsenkreuz
@B := f(z1; : : : ; z3g 3+n) 2 D
3g 3+n j z1  : : :  zs = 0g:
Die (lokale) Deckgruppe AutB(U) wird einerseits mit der Fundamental-
gruppe des Achsenkreuzkomplements B0 := B r @B identiziert, einer
freien abelschen Gruppe in s Erzeugern; andererseits als Fixgruppe von
(i1; : : : ; i1; 0; : : : ; 0) 2 U mit Aut Mg;n(
Tg;n)x fur irgendeinen Punkt x
uber [C]=, siehe z.B. [52] 3.3.3: Die Schleifen um die ersten s Koordinaten-
achsen von B werden von Dehn-Twists 1; : : : ; s langs Schleifen c1; : : : ; cs
uberlagert, die in C degeneriert sind. Diese Dehn-Twists erzeugen frei die
Fixgruppe von x uber B. Insbesondere wird die Fundamentalgruppe von
B0 in die Fundamentalgruppe vonMg eingebettet, und Satz 3.1.9 (4) liefert
eine oene Einbettung U ,! Tg;n.
3.3 B-Gruppen
Die Spitzen von Tg;n sollten stabile Kurven mit Teichmullerstruktur para-
metrisieren. Es geht also hier darum, was mit der Teichmullerstruktur auf
einer Kurve passiert, wenn die Kurve entartet.
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Ausgehend von Bers [14] und Maskit [45] haben in den siebziger Jahren
zahlreiche Leute verfolgt, wie (markierte) quasifuchssche Gruppen degene-
rieren, und haben dabei die Spitzen von Tg;n innerhalb des Bers-Randes von
Tg;n identiziert. Der Bers-Rand von Tg;n ist der Rand des Bers-Modells
T (g;n) im Vektorraum der quadratischen Dierentiale B2(L=g;n). Er
hangt wesentlich von der Wahl der Referenzache Sg;n ab [39]. Interessan-
terweise hat Abiko jedoch eine Teilmenge der Bers-Kompaktizierung von
Tg;n mit einer Topologie versehen, die nicht von der Referenzache abhangt
([3] Theorem 2). Es wird sich zeigen, dass dies der topologische Raum ist,
der Tg;n zugrundeliegt.
Abiko [2] [3] erweitert den Teichmullerraum T (g;n) um regulare B-
Gruppen, siehe auch [1]. Daher muss ich an dieser Stelle die entsprechende
Fachsprache einfuhren und folge dabei Maskit [46] (Kapitel IX). Der Zusam-
menhang zwischen B-Gruppen und entarteten riemannschen Flachen ndet
sich u. a. zusammengefasst bei Hejhal [33].
3.3.1 Denition: Eine B-Gruppe (G;D) besteht aus einer endlich erzeug-
ten kleinschen GruppeG und einer einfach zusammenhangendenG-invarian-
ten Komponente D ihres Diskontinuitatsbereichs 
(G)  bC .
Solche Gruppen kommen am Rand des Teichmullerraums T (g;n) 
B2(L=g;n) vor; in diesem Zusammenhang hat Bers [14] sie "
B\ (boundary)
genannt. Die entsprechenden Deformationen (: g;n ! G, f : L ! D)
bilden die untere Halbebene L konform auf die einfach zusammenhangen-
de Komponente 
 (G) := D der B-Gruppe (G;D) ab; diese Komponente
uniformisiert also nach wie vor die Referenzache. Die restlichen Kompo-
nenten des Diskontinuitatsbereichs der B-Gruppe uniformisieren irreduzible
Komponenten einer deformierten Flache. (Ahlfors hat bewiesen, dass die
Quotientache einer endlich erzeugten kleinschen Gruppe immer aus end-
lich vielen konform endlichen Komponenten besteht, d. h. aus geschlossenen
riemannschen Flachen minus endlich viele Punkte.)
Im Hinblick auf diese Situation interessiere ich mich nur fur nicht ele-
mentare B-Gruppen. Fur eine solche B-Gruppe (G;D) gibt es einen Iso-
morphismus : D

! U, d. h. die B-Gruppe ist konform ahnlich zu einer
fuchsschen Gruppe F := G 1, dem fuchsschen Modell von G. Weil die
Quotientache U=F konform endlich ist, handelt es sich um eine endlich
erzeugte fuchssche Gruppe erster Art.
3.3.2 Bemerkung: Sei (G;D) eine nicht elementare B-Gruppe mit D 6=

(G).
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Die Grenzmenge (G) ist der Rand von D, insbesondere zusammen-
hangend. Alle Komponenten 
i von 
(G) hangen einfach zusammen.
Sei Gi der Stabilisator von 
i. Wenn 
i=Gi konform endlich ist, dann
ist 
i auch eine Komponente von 
(Gi).
Jeder Homoomorphismus  von 
, der G zentralisiert, lasst sich durch
j := id zu einer Deformation fortsetzen, d. h. einem Homoomorphismus
von bC , der G zentralisiert.
Wenn G nicht quasifuchssch ist, dann ist D die einzige invariante Kom-
ponente.
Beweis: vgl. Maskit [46] Kapitel IX.D. 2
Bei manchen B-Gruppen (G;D) ist die einfach zusammenhangende Kom-
ponente D schon der ganze Diskontinuitatsbereich. Man nennt diese B-
Gruppen entartet. Im folgenden wird erklart, wie G aussehen muss, damit

(G)rD nicht leer ist und eine Flache mit Knoten uniformisiert.
3.3.3 Denition: Sei (G;D) eine B-Gruppe. Ein versehentlich paraboli-
sches Element (accidental parabolic [46] IX.D.6) ist ein parabolisches Ele-
ment  2 G, das unter einer konformen Ahnlichkeit zu einem nicht parabo-
lischen Element einer (anderen) B-Gruppe konjugiert ist. (Eine Ahnlichkeit
zwischen (G;D) und (G0;D0) ist ein Homoomorphismus f : D ! D0 mit
fGf
 1 = G0.)
Das heit: Ein versehentlich parabolisches Element gehort nicht zu einem
punktformigen Loch, sondern uberlagert eine Schleife in der Quotientache.
Nur ist die universelle Uberlagerung D ! D=G so verzerrt in bC eingebettet,
dass das Element trotzdem parabolisch wird.
3.3.4 Bemerkung: In fuchsschen Gruppen erster Art ist niemand aus Ver-
sehen parabolisch.
Beweis: Siehe [46] IX.D.7 und VI.A.7. Nimm ein primitives parabolisches
Element , normiere zu (z) = z + 1. Die Uberlagerung U ! U=G fak-
torisiert uber die punktierte Kreisscheibe U=hi. Die Quotientache U=G
enthalt also eine gelochte Kreisscheibe, und  uberlagert das Loch. Nach
Ahlfors' Lemma [46] IX.A.5 kann die Schleife um eine Punktierung niemals
von einem loxodromischen/hyperbolischen Element uberlagert werden. 2
Genauso sieht es in quasifuchsschen Gruppen aus. Parabolische Ele-
mente einer beliebigen B-Gruppe sind also genau dann nur versehentlich
parabolisch, wenn sie im (quasi)fuchsschen Modell hyperbolisch sind.
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3.3.5 Denition: Die Achse einer versehentlich parabolischen Transforma-
tion in (G;D) ist ihre Achse als Isometrie von D mit der hyperbolischen
Metrik.
Die Achse ist also in D eine Geodatische, in bC dagegen eine Schleife, die
beim Fixpunkt der parabolischen Transformation beginnt und endet.
3.3.6 Denition: Sei (G;D) eine B-Gruppe.
(1) Ein Spitzenbereich (cusped region [46] VI.A.8) ist eine oene Kreis-
scheibe fur die spharische Metrik in bC , die genau unter einer zyklischen
Untergruppe von G invariant (vgl. Denition 3.1.1) ist.
Diese Untergruppe besteht dann aus parabolischen Elementen mit einem
gemeinsamen Fixpunkt (Spitze) auf dem Rand des Spitzenbereichs.
(2) Ein doppelter Spitzenbereich (doubly cusped region [46] VI.A.8) be-
steht aus zwei disjunkten Spitzenbereichen mit derselben Fixgruppe sowie
der (gemeinsamen) Spitze. (Ich verwende den Ausdruck gelegentlich auch
fur Bereiche, die zu so etwas isomorph sind.) Da ich mich nur fur torsi-
onsfreie B-Gruppen interessiere, mochte ich in dieser Denition auerdem
ausschlieen, dass eine Transformation inG die beiden Halften des doppelten
Spitzenbereichs vertauscht. Die Fixgruppe des doppelten Spitzenbereichs ist
also die gemeinsame Fixgruppe der beiden Halften.
(3) Die B-Gruppe (G;D) ist regular [1], wenn sie nicht entartet ist und
zu jeder parabolischen Transformation ein doppelter Spitzenbereich gehort.
(4) Sei (G;D) eine regulare B-Gruppe. Der erweiterte Diskontinuitatsbe-
reich 
̂(G) der Gruppe besteht aus dem Diskontinuitatsbereich 
(G) sowie
den parabolischen Fixpunkten von G und wird mit der Spitzentopologie ver-
sehen (vgl. Hidalgo [35] x1 oder [36] Seite 210), die von den oenen Mengen
der ublichen Topologie zusammen mit den doppelten Spitzenbereichen er-
zeugt wird.
3.3.7 Bemerkung: Jeder doppelte Spitzenbereich D  
̂(G) uberlagert ei-
ne normale Uberkreuzung im Quotientraum 
̂(G)=G.
Beweis: Sei D ein doppelter Spitzenbereich und hi seine Fixgruppe. Bei
geeigneter Koordinatenwahl wird  = (z 7! z+1) Translation. Dann fallt die
Spitze auf 1, und der doppelte Spitzenbereich enthalt das Komplement ei-
nes horizontalen Streifens. Im Quotientraum 
(G)=G uberlagern die beiden
Halften von D jeweils eine gelochte Kreisscheibe. Das Bild der Spitze fullt
die Locher beider Kreisscheiben, es entsteht topologisch eine Uberkreuzung.
Die Strukturgarbe des Quotientraums ordnet einem oenen Teil V= hi von
D= hi die Algebra OD(V ) zu, also invariante Funktionen, die in der Spitze
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stetig und sonst holomorph sind. Das ist kanonisch dasselbe wie Funktio-
nen auf V= hi, die im Knoten stetig und sonst holomorph sind, also die
Strukturgarbe einer normalen Uberkreuzung. 2
Sei (G;D) eine regulare B-Gruppe am Rand von T (g;n), 

 (G) =
D die invariante Komponente und 
+(G) der Rest des Diskontinuitatsbe-
reichs. Mit 
̂+(G) ist die Vereinigung dieses Rests mit den Fixpunkten
der versehentlich parabolischen Elemente gemeint. Der Quotient C(G) :=

̂+(G)=G ist dann eine riemannsche Flache mit normalen Uberkreuzungen.
Sie hangt zusammen und ist stabil mit arithmetischem Geschlecht g und
n Punktierungen (vgl. [45] und/oder [1] Theorem 1). Die Punktierungen
sind die Bilder der versehentlich parabolischen Fixpunkte, deren doppelter
Spitzenbereich zur Halfte in D = 
 (G) liegt.
3.3.8 Hilfssatz: Sei (G;D) eine regulare B-Gruppe am Rand des Teich-
mullerraums. Dann ist 
̂(G) eine RUlSp von 
̂(G)=G mit Spitzen uber
den Knoten. Somit ist 
̂+(G) eine R UlSp von C(G) mit Spitzen uber den
Knoten und den Punktierungen von C(G).
Beweis: Nur an den Knoten ist etwas zu zeigen. Sei U eine oene zusam-
menhangende Teilmenge von C(G), die nur einen Knoten enthalt. Ich zeige,
dass U eine fur die Uberlagerung 
̂+(G)! C(G) anstandige Umgebung des
Knotens enthalt.
Sei z der Knoten in U und z1 2 
̂(G) ein beliebiges Urbild davon. Das
Urbild von U ist eine Umgebung der Spitze z1, enthalt also einen doppelten
Spitzenbereich V1  
̂(G). Das Bild von V1 in C(G) besteht aus zwei dis-
junkten punktierten Kreisscheiben und deren gemeinsamem Zentrum: dem
Knoten. Das Bild von V1 ist also eine Umgebung U1 des Knotens. Das Ur-
bild von U1 in 
̂(G) besteht aus den disjunkten doppelten Spitzenbereichen
g(V1), wobei g 2 G ein Vertretersystem modulo der zyklischen Untergruppe
Stab(z1) durchlauft, unter der V1 genau invariant ist. 2
3.4 Abikos Teichmullerraum
3.4.1 Denition: Abikos augmented Teichmuller space T Abikog;n besteht
aus dem Teichmullerraum T (g;n) und den regularen B-Gruppen an seinem
Rand.
Punkte G 2 T Abikog;n schreibe ich auch (siehe [3]) als [C; f ], wobei C =

̂+(G)=G die von G uniformisierte stabile Kurve ist und f : Sg;n ! C die
zugehorige Deformation (stetige Abbildung, die Schleifen kontrahiert).
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Die Topologie auf T Abikog;n erklart Abiko folgendermaen: Basisumge-




eine markierungstreue Deformation : C 0 ! C zulassen (d. h. Æf 0  f), die
auerhalb einer vorgegebenen UmgebungK der Knoten von C quasikonform
oder auch quasiisometrisch mit vorgegebenem Modul 1 + " ist.
3.4.2 Satz: Abikos augmented Teichmuller space T
Abiko
g;n ist der topolo-
gische Raum, der Tg;n zugrundeliegt.
Dazu muss ich zuerst den Stabilisator Stab(G) einer GruppeG 2 T Abikog;n
beschreiben, die einer degenerierten Kurve C wie oben entspricht. Abiko
[3] ist an dieser Stelle (x 2.2, Theorem 4) nicht so explizit, wie ich das brau-
che, auerdem hat der AMS-Reviewer C.Earle einen (unwesentlichen) Fehler
entdeckt.6
3.4.3 Hilfssatz: Seien i disjunkte Jordankurven auf einer Flache S. Sei
 ein Homoomorphismus von S, der jede der Kurven i auf eine isotope
Kurve (i) abbildet. Dann gibt es einen zu  isotopen Homoomorphismus,
der die i punktweise festhalt.
Beweis: Baer [8], Satz 1a 2
3.4.4 Hilfssatz: Seien c1; : : : ; cs  Sg;n die Schleifen, die zu den versehent-
lich parabolischen Elementen in G gehoren. Sei Zs die von den Dehntwists
1; : : : ; s um c1; : : : ; cs erzeugte Untergruppe der Abbildungsklassengruppe
 g;n. Dann steht Stab(G) in einer exakten Sequenz
0! Zs! Stab(G)! Aut(C)! 1
Beweis: Abiko [3] behauptet eine exakte Sequenz
1!MhGi ! Stab(G)! Aut(C)! 1;
wobei { mit den Bezeichungen aus Anmerkung 3.2.2 { Aut(C) die Automor-
phismengruppe von B0 uber Mg;n ist. Ich muss nur noch zeigen, dassMhGi
die freie abelsche Gruppe ist, die von den Dehntwists wie oben erzeugt wird.
Sei  2 MhGi. Laut [3] (2.2) zentralisiert  die Dehntwists i, xiert
also die Isotopieklassen der degenerierten Kurven ci, und auerdem gilt
6Abiko hatte ubersehen, dass das von ihm hGi genannte Randstratum von Modul-
transformationen stabilisiert wird, die zu den gemeinsamen Automorphismen aller Kurven
in diesem Stratum gehoren.
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() =  fur alle Kurven , die keine ci schneiden. Ich wahle eine ma-
ximale Entartung der stabilen Kurve C, erganze c1; : : : ; cs also zu einem
System (c1; : : : ; cN ) von N = 3g   3 + n disjunkten Kurven, sodass die
Komponenten des Komplements dreifach gelochte Spharen sind. Nach dem
Hilfssatz 3.4.3 kann ich annehmen, dass  alle diese Kurven festhalt (ein-
schliesslich ihrer Orientierung). Dann halt  auch alle Komponenten des
Komplements C0r (c1 [ : : :[ cN ) fest, und weil die Abbildungsklassengrup-
pe einer dreifach gelochten Sphare trivial ist bzw. bei festgehaltenem Rand
von den Dehntwists entlang den drei Randkurven erzeugt wird, ist  auf
dem Komplement der N Kurven isotop zur Identitat. Insgesamt ist  ein
Produkt von Dehntwists an den N Kurven. Dass daran eine Kurve  auer
c1; : : : ; cs beteiligt ist, kann ich ausschlieen:
Die von den Dehntwists i an ci (s+ 1 6 i 6 N) erzeugte freie abelsche




gebildet, wobei i die Fundamentalgruppen der irreduziblen Komponenten
von C sind. Erst recht operiert sie treu auf der Fundamentalgruppe 1(C),
also auch xpunktfrei auf der Bahn in T Herrlichg;n , erst recht in
T Abikog;n . 2
Beweis von Satz 3.4.2: Laut [34] gibt es eine Quotientabbildung
p : T Abikog;n !
Mg;n
Abikos Topologie genugt den Anforderungen dafur, dass p eine UlSp ist:
Fur G = [C; f ] 2 T Abikog;n muss ich eine Umgebungsbasis aus anstandigen
Umgebungen nden. Ich behaupte: Die Schnitte
\2Aut(C)(UK;"(G))
tun es. Dazu habe ich nach Hilfssatz 3.4.4 noch zu zeigen, dass UK;"(G)
unter Zs invariant ist. Das ist aber klar.
Jetzt greift der dritte Teil von Satz 3.1.9, genauer gesagt Anmerkung
3.1.11. Die Abbildung ~p: Tg;n ! T
Abiko
g;n ist bijektiv wegen Hilfssatz 3.4.4:
Ein Punkt in T Abikog;n hat keinen groeren Stabilisator als sein Urbild in
Tg;n.
(Das wird auch in [31] S. 207 angedeutet.) 2
3.4.5 Denition: Zu t 2 Tg;n bezeichne ich die entsprechende B-Gruppe





Quotientkurve mit Ct usw. Die Gruppen Gt < Aut(bC ) werden normiert
wie zum Beispiel in [33], sodass die universelle Deformation g;n ! Tg;n !
Aut(bC ) stetig ist.
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3.5 Raume zwischen Tg;n und Modulraum
3.5.1 Bemerkung: Von Tg;n fuhrt eine holomorphe Surjektion in Herrlichs
extended Teichmuller space. Sie ist auf dem Rand nicht injektiv und hat
nicht einmal uberall endliche Fasern. Eine Quotientabbildung ist sie nur
auf topologischem Niveau.
Beweis: Herrlichs Teichmullerraum ist nach [34] Proposition 2 und Theo-
rem eine UlSp. (Seine Strukturgarbe ist grober als die von Tg;n induzierte.)
Es gibt also eine stetige Abbildung (UlSp) Tg;n ! Mg;n
T Herrlichg;n . Nach An-
merkung 3.1.11 ist sie surjektiv. Sie ist holomorph, weil auch Herrlichs ho-
lomorphe Funktionen stetig und im Innern Tg;n holomorph sind. Sie ist
nach Denition von Herrlichs Topologie und Satz 3.4.2 topologisch eine
Quotientabbildung. Sie ist aber auf dem Rand nicht injektiv: Im exten-
ded Teichmuller space nach Herrlich uberschneiden sich am Rand Spitzen
verschiedener Zweige von Tg;n. Siehe dazu [34] (1.3) und (1.4). 2
3.5.2 Bemerkung: Die Modulraume fur stabile Kurven mit endlicher Ni-
veaustruktur bestehen aus Zusammenhangskomponenten, die zu Quotienten
von Tg;n isomorph sind.
Beweis: Das ist der dritte Teil von Satz 3.1.9. 2
3.5.3 Bemerkung: Sei H eine Untergruppe der Teichmullermodulgruppe
 g := Aut Mg;n(
Tg;n). Genau dann ist Tg;n=H ein komplexer Raum, wenn
fur jeden Dehntwist  2  g eine Potenz 
n (n > 1) in H liegt.
Beweis: Ist Tg;n=H ein komplexer Raum und  ein Dehntwist, so sei x 2
Tg;n mit (x) = x, K  Tg;n=H eine kompakte Umgebung von Hx und
U  K eine oene, deren Abschluss im Inneren KÆ von K liegt. Das Urbild
V  Tg;n von U umgibt x; U lasst sich verkleinern, sodass  xV = V . In V
gibt es einen Punkt y, der uber dem automorphismenfreien Ort von Mg;n
liegt. Da U kompakt ist, konvergiert Hn(y) gegen einen Punkt Hz 2 U fur
eine Teilfolge n ! 1. Sei H 0 := f 2   j H(y) 6= Hzg. Da die  -Bahnen
in Tg;n diskret sind, ist K
Æ r (H 0y)=H oen in Tg;n=H; mit Hz liegen auch
fast alle Hn(y) aus der gewahlten Teilfolge darin. Fur diese n gilt dann
H
n(y) = Hz. Seien n0 > n aus der Teilfolge. Aus n
0
y = hny fur ein
passendes Element h 2 H folgt | weil   auf der Bahn von y treu operiert
| schon n
0
= hn, also n
0
 n 2 H.
Umkehrung: Um x herum ist Tg;n isomorph zu U := (U [ fi1g)
s 
D 3g 3+n s , und die Deckgruppe von U uber Mg;n enthalt die Deckgruppe
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Zs uber einer lokalen universellen Deformation B = D 3g 3+n als Normal-
teiler von endlichem Index (B : Mg;n). (Der Quotient ist die Automor-
phismengruppe der entsprechenden Kurve.) H 0 := Zs \ H ist normal in
Hx =  x\H und von endlichem Index sowohl in Hx als auch in Z
s. Wir ha-
ben also U=Hx  Tg;n=H als Quotient von U=H
0 nach einer endlichen Grup-
pe dargestellt und brauchen nur noch zu zeigen, dass U=H 0 ein komplexer
Raum ist. Als koendliche Untergruppe von Zs enthalt H 0 eine (wiederum
koendliche) Untergruppe (dZ)s, und U=H 0 ist Quotient von U=(dZ)s nach
einer endlichen Gruppe. U=(dZ)s schlielich ist oensichtlich ein komplexer
Raum, isomorph zu D 3g 3+n . 2
4 Moduli fur stabile Teichmullerkurven
4.1 Stabile Teichmullerkurven
Wir haben jetzt einen Zugang zu den Spitzen des Teichmullerraums in der
Begriswelt der Deformation kleinscher Gruppen. Als nachste Aufgabe
wird das in die Sprechweise der in x 1.3 besprochenen axiomatischen De-
nitionen von Tg;n zu ubersetzen sein. Ein Problem ist dabei, dass in den
Fundamental- und Abbildungsklassengruppen bei entarteten Kurven zu viel
verloren geht, um den Teichmullerfunktor formal wie oben denieren zu
konnen. Das Problem will ich umgehen, indem ich statt einer stabilen Kurve
C(G) := 
̂+(G)=G den Quotienten ~C(G) := [
̂+(G)=G] in der 2-Kategorie
der geometrischen Stacks von komplexen Raumen mit Spitzen betrachte.
Siehe auch [6], wo eine endliche Version dieser Konstruktion motiviert wird.
4.1.1 Denition: Zu jeder stabilen Kurve C betrachte ich den Quotient-
stack ~C in der Spitzenkategorie, der aus C hervorgeht, indem die Knoten
wie folgt durch Quotientpunkte ersetzt werden: Sei z 2 C ein Knoten und
U = D tz D eine Umgebung. Sei V die universelle RUlSp von U mit Spitzen
uber dem Knoten wie in Anmerkung 3.1.14. Dieser geringte Raum ist iso-
morph zu einem doppelten Spitzenbereich. Die Deckgruppe AutU V = Z
2
ist in oensichtlicher Weise das Produkt der Fundamentalgruppen der bei-
den punktierten Kreisscheiben, aus denen der glatte Teil von U besteht. Sei
nun  2 AutU V die Transformation, die auf der einen Halfte des doppelten
Spitzenbereichs einem positiv orientierten, auf der anderen Halfte einem ne-
gativ orientierten Umlauf in der darunterliegenden gelochten Kreisscheibe
entspricht. Wohldeniert ist zwar nicht  selbst, aber die von  erzeugte
Untergruppe in AutU V (die zweite Winkelhalbierende in Z
2). Das Quoti-
entgruppoid ~U := [V=hi] ist auerhalb des Knotens zu U isomorph. Der
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Stack ~C entsteht aus C, indem ich U durch ~U ersetze.
4.1.2 Anmerkung: Sei (G;D) eine regulare B-Gruppe und C die Quoti-
entkurve 
̂+(G)=G. Dann ist ~C das Quotientgruppoid [
̂+(G)=G]. (Nach
Denition von regularen B-Gruppen wird jeder Knoten in C durch doppel-
te Spitzenbereiche uberlagert.) Weil der topologische Raum 
̂+(G) einfach
zusammenhangt, hat der Quotient die Fundamentalgruppe 1( ~C) = G.
4.1.3 Bemerkung: Jede Deformation f : C ! C 0 induziert einen eindeutig
bestimmten Morphismus ~f : ~C ! ~C 0 (von topologischen Stacks).
Beweis: Seien t;  2 Tg;n mit C = Ct und C
0 = C . Sei  2 C
0 ein Knoten.
Zwei Falle:
(1) Das Urbild von  ist ein Knoten z 2 C. Die Deformation f ist homoo-
morph in einer Umgebung U  C von z, die aus zwei sich uberkreuzenden
Kreisscheiben besteht. Das Urbild von U in 
̂+
t
besteht (evtl. nach Verklei-
nern von U) aus doppelten Spitzenbereichen, d. h. die Komponenten sind
isomorph zu Û ti1 Û, wobei die lokale Deckgruppe sich als Translations-
gruppe Z schreibt.





̂+ , d. h. einen Isomorphismus zwischen
~C und
~C 0.
(2) Das Urbild von  ist eine einfache Schleife   C. In diesem Fall
sei U  C ein Kragen um , also topologisch zusammengesetzt aus der
Schleife  und zwei oenen Ringgebieten. Dann sieht f(U) aus wie im Fall
(1) und dementsprechend das Urbild in 
̂+ . Das Urbild von U in 
t besteht
aus Streifen mit zyklischer Deckgruppe, erzeugt von  (als Element der










Ist insbesondere C = C0 die Referenzache, so induziert die Deformation
einen aueren Homomorphismus
g;n = 1(C)! 1( ~C
0):
4.1.4 Folge: Seien t,  2 T (g;n). Jede Deformation f : Ct ! C lasst
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4.1.5 Anmerkung: Die im Beweis konstruierte Liftung f̂ liftet auch den
Gruppoidmorphismus ~Ct ! ~C aus Bemerkung 4.1.3 und ist durch diese
Zusatzforderung eindeutig modulo g;n bestimmt (weil in ein g;n-Prinzipal-








der den aueren Isomorphismus 1( ~f): 1( ~Ct)! 1( ~C ) reprasentiert.
4.1.6 Folge: Falls f markierungstreu ist, also 1(f) die Identitat auf g;n,






Beweis: Das Zentrum von g;n ist trivial. 2
4.2 Die universelle stabile Teichmullerkurve
Um einen Parameterraum mit einer universellen Eigenschaft zu versehen,
braucht man vor allem ein universelles Objekt. Ich kenne im Wesentlichen
zwei Techniken, mit denen im glatten Fall die universelle Familie uber dem
Teichmullerraum konstruiert wird.
Erstens kann man den Vergissmorphismus Tg;n+1 ! Tg;n benutzen. Man
hat eine exakte Sequenz
1! g;n !  g;n+1 !  g;n ! 1:
Der Morphismus Tg;n+1=g;n ! Tg;n ist die universelle Kurve und Tg;n+1 !
Tg;n+1=g;n die universelle Markierung. Genauso kann man naturlich
Cg;n := Tg;n+1=g;n
betrachten. Dabei stellen sich zwei Fragen: Gibt es einen (naturlichen)
Morphismus Cg;n ! Tg;n, und wenn ja: was sind seine Fasern?
Zweitens kann man (wieder im glatten Fall) eine Berseinbettung
Tg;n ,! Hom(g;n;PSL2 C )
benutzen und die obere Halfte 
+ des Diskontinuitatsbereichs verwenden,
um die universelle Kurve 
+=g;n zu markieren. Funktioniert das noch fur
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stabile Kurven? Faserweise ist klar, was 
̂+j Tg;n ist { sobald man Tg;n mit
T Abikog;n identiziert und somit in Hom(g;n;PSL2 C ) eingebettet hat. Das
ist kein U-Bundel mehr uber Tg;n, aber wenigstens sollte 
̂
+ eine naturliche
Struktur als komplexer Raum mit Spitzen haben.
Der Isomorphiesatz von Bers [15] stellt fest, dass im glatten Fall beide
Konstruktionen zum gleichen Ergebnis fuhren. Ziel des vorliegenden x 4.2
ist die Verallgemeinerung dieses Isomorphiesatzes auf den nicht glatten (sta-
bilen) Fall.
4.2.1 Hilfssatz: 
+ := f(t; z) 2 Tg;n  bC j z 2 
+t g ist oen in Tg;n  bC .
Das stimmt in der Bers-Topologie (die von der Inklusion
Tg;n ,! B2(L=g;n)
induziert wird) ubrigens nicht. Die Gruppen mit nicht leerem 
+ sind eine
Nullmenge auf dem Bers-Rand.
Beweis von Hilfssatz 4.2.1: Das ist im glatten Bereich [15] Theorem 1 und
folgt im degenerierten Fall aus [33] Theorem 1.17. Ich folge dem Argument
in [3] unter x 3 Lemma 1: Sei  2 Tg;n und t !  in Abikos Topologie.








Dann gibt es Deformationen ht: Ct ! C und Umgebungen Kt  C
der Knoten von C , sodass ht auerhalb von Kt quasikonform mit Modul
1 + "t und "t ! 0 ist. Die Kt haben die Eigenschaft, dass jede Umgebung
K  C der Knoten alle hinreichend spaten Kt enthalt.










+ beschrankt und quasikonform,
ihre Dilatation geht lokal gleichmaig gegen Null. Fur eine Teilfolge t!1
konvergiert also ĥ 1
t
! h lokal gleichmaig auf 
+ , und die Grenzfunktion




 entweder konform oder nimmt nur
endlich viele Werte an, vgl. [43] x 5. Sei H 6 g;n der Stabilisator von 
i.
Mit ht ist auch h auf 
i eine H-aquivariante Abbildung. Als Deckgruppe
einer Komponente der stabilen Kurve C ist H eine nichtelementare klein-
sche Gruppe, xiert also keine endliche Menge. Deshalb kann h(
i) nicht
endlich sein.





+ )=G ist also zum gewohnlichen Teil von C isomorph. Da
eine algebraische Kurve nicht isomorph zu einem echten oenen Teil von sich
ist, folgt h(
+ ) = 

+
 . (Es gilt ubrigens sogar h = id, und der
Ubergang
zur Teilfolge ist uberussig, vgl. [3] loc.cit.)
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Sei z = h(z0). Wegen ht ! h und h









4.2.2 Denition: Die obere Halfte des universellen erweiterten Diskonti-
nuitatsbereichs ist

̂+g;n := f(t; z) 2
Tg;n  bC j z 2 
̂+t g
In den folgenden Ausfuhrungen benutze ich haug oene Teilmengen
einer stabilen riemannschen Flache, die so aussehen, wie man sich das vor-
stellt:
4.2.3 Denition: Eine Standardumgebung eines Knotens in einer stabilen
riemannschen Flache besteht aus zwei abgeschlossenen Scheiben in den bei-
den lokalen Komponenten der riemannschen Flache, die auer dem Knoten
keinen weiteren besonderen Punkt enthalten. Eine Standardumgebung der
Knoten besteht aus disjunkten Standardumgebungen fur jeden einzelnen
Knoten. Eine Scheibe um einen glatten Punkt p ist eine Standardumgebung
von p, wenn sie auer (evtl.) p keinen weiteren besonderen Punkt enthalt.
4.2.4 Anmerkung: Sei C eine stabile Kurve vom Typ (g; n + 1) und C
die Kurve vom Typ (g; n), die aus C entsteht, indem die letzte Markierung
wegfallt und die dabei instabil gewordene Komponente E gegebenenfalls
niedergeblasen wird. (Das passiert dann, wenn die vergessene Markierung
auf einer rationalen Komponente mit nur zwei weiteren besonderen Punkten
lag.) Folgende Falle sind zu unterscheiden:
(A) Der letzte markierte Punkt pn+1(C) fallt auf einen gewohnlichen Punkt
von C. Dann gibt es keine Ausnahmekomponente.
(B) Der Punkt pn+1(C) wird in C auf einen markierten Punkt pi( C) (1 6
i 6 n) abgebildet. Die Ausnahmekomponente E enthalt als weitere
Punkte auer pn+1(C) noch pi(C) und einen Knoten k.
(C) Der Punkt pn+1(C) wird in C auf einen Knoten k abgebildet. Die
Ausnahmekomponente enthalt als besondere Punkte auer pn+1(C)
noch zwei Knoten k1 und k2, die beide (wie die ganze Komponente E)
auf k 2 C abgebildet werden.
4.2.5 Anmerkung: Seien C, C 0 stabile Kurven vom Typ (g; n + 1) und
C, E bzw. C 0, E0 wie in Anmerkung 4.2.4. Um die Projektion von Tg;n+1
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nach Tg;n zu verstehen, muss ich darauf eingehen, wie sich eine Deformation
h: C 0 ! C gegebenenfalls im Bereich der Ausnahmekomponenten E und
E
0 verhalten kann. Weil eine Deformation eine rationale Komponente mit
drei besonderen Punkten nur auf eine ebensolche abbilden kann (es gibt
keine Schleife, die zusammenzuziehen erlaubt ware), gilt h(E0) = E, sofern
uberhaupt eine Ausnahmekomponente E0 in C 0 existiert. (Insbesondere gibt
es dann auch eine Ausnahmekomponente E in C.) Umgekehrt ist, sofern
eine Ausnahmekomponente E in C existiert, deren Urbild topologisch {
im allgemeinen nicht konform { ein P1 mit drei besonderen Punkten oder
Lochern. Folgende Falle sind zu unterscheiden:
(a) C sieht aus wie in Anmerkung 4.2.4 (A). Dann gibt es keine Ausnah-
mekomponenten.
(b) C sieht aus wie in Anmerkung 4.2.4 (B). Das Urbild E0 in C 0 sieht
genauso aus und wird von der Deformation h homoomorph auf E
abgebildet.
(c) C sieht aus wie in (b), aber das Urbild des Knotens k ist eine Schlei-




(d) C sieht aus wie in Anmerkung 4.2.4 (C). Das Urbild E0 in C 0 sieht
genauso aus und wird von der Deformation h homoomorph auf E
abgebildet.
(e) C sieht aus wie in (d), aber das Urbild von k1 ist eine Schleife l1 in C
0
und berandet die abgeschlossene Scheibe h 1(E) mit den besonderen
Punkten pn+1(C
0) und einem Knoten h 1(k2).
(f) C sieht aus wie in (d), aber die Urbilder von ki sind Schleifen li in C
0
(i = 1; 2) und beranden das Ringgebiet h 1(E) mit dem besonderen
Punkt pn+1(C
0).
Die Deformation h kontrahiert jeweils die Schleifen l beziehungsweise li und
ist sonst im betrachteten Bereich ein Homoomorphismus.
4.2.6 Hilfssatz: In der Situation von Anmerkung 4.2.5 sei K eine Stan-
dardumgebung der Knoten von C. Dann gibt es eine Deformation h: C 0 !
C, die auerhalb von K mit h ubereinstimmt. Die Homotopieklasse von h
ist eindeutig bestimmt und hangt nur von der Homotopieklasse von h, nicht
aber von K ab. Auerdem kann h so gewahlt werden, dass das Bild von
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pn+1(C
0) in C 0 in eine beliebig kleine Umgebung des Bilds von pn+1(C) in C
abgebildet wird bzw. sogar auf letzteren Punkt fallt, falls der ein gewohnlicher
Punkt von C ist.
Beweis: Ich muss die sechs Falle aus Anmerkung 4.2.5 betrachten. Im
ersten Fall tut es h = h. Bei (b) und (d) geht auch h = h, wobei die
kontrahierten Komponenten einfach weggelassen werden. Bei (c) ist h 1(K)
eine oene Scheibe, die die abgeschlossene h 1(E) enthalt. Sei : C 0 ! C 0
eine stetige Surjektion, die h 1(E) auf pi(C
0) kontrahiert, sonst ein Homoo-
morphismus ist und auerhalb von h 1(K) die Identitat. (Insgesamt ist
dann  homotop zur Identitat.) Dann ist h := h Æ  1 durch h(pi) := k
zu einer Deformation auf ganz C 0 fortsetzbar. Die ubrigen Falle (e) und
(f) gehen analog;  zieht hier h 1(E) auf den Knoten h 1(k2) bzw. auf die
Schleife l1 zusammen.
In den Fallen (a,b,d) respektiert h nach Konstruktion die vergessene
Markierung. In den ubrigen Fallen lasst sich das durchWahl von  annahern.
Die Eindeutigkeit der Homotopieklasse von h ist klar, weil entweder Scheiben
auf Scheiben (Falle b, c) oder Uberkreuzungen (Falle d, e) bzw. Ringgebiete
(Fall f) auf Uberkreuzungen abgebildet werden mussen und alle Deforma-
tionen dieser Art mit vorgegebenen Randwerten homotop sind (elementar!).
2
4.2.7 Anmerkung: Die Konstruktion ist vermutlich sogar funktoriell in
der Homotopiekategorie; zumindest ist h Æ  = h Æ  fur einen Homoomor-
phismus  von C 0, wenn C 0 glatt ist.
Nach Satz 3.1.9 lasst sich die Projektion Tg;n+1 ! Tg;n zu einem Mor-
phismus : Tg;n+1 ! Tg;n fortsetzen, der den kanonischen Morphismus
Mg;n+1 ! Mg;n uberlagert.
4.2.8 Satz: Sei t 2 Tg;n+1 und f : Sg;n+1 ! Ct die von diesem Punkt
parametrisierte Deformation. Dann parametrisiert der Bildpunkt (t) 2 Tg;n
die Deformation f : Sg;n! C(t) aus Hilfssatz 4.2.6.
Beweis: Sei K eine Standardumgebung der Knoten von Ct und UK;"(t) die
entsprechende Umgebung in der Abiko-Topologie. Ich lege die Referenz-
ache in diese Umgebung. (Das darf ich nach Anmerkung 4.2.7.) Dann
gibt es eine Deformation h: Sg;n+1 ! Ct, die auerhalb von K (1 + ")-
quasikonform ist und die Markierung von Ct vertritt. Die Deformation h
aus Hilfssatz 4.2.6 ist (1 + ")-quasikonform auer uber dem Bild K 0  C(t)
von K. Fur den Teichmullerpunkt t, der diese Deformation parametrisiert,
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liegt also der Basispunkt in UK0;"(t). Nun ist Tg;n ! Mg;n eine RUlSp und
Tg;n+1 ! Mg;n+1 auch. Wenn ich UK;"(t) und UK0;"(t) anstandig gewahlt
habe, folgt t = (t). 2
4.2.9 Folge: Ist h aus Hilfssatz 4.2.6 markierungstreu, so auch h.
Ich mochte jetzt eine Bijektion : 
̂+g;n !
Tg;n+1 angeben, die auf den
Fasern uber Tg;n Isomorphismen induziert. Die Abbildung  hangt von der
Wahl eines Urbilds ug;n+1 2 U von pg;n+1 2 S
0
g;n = U=g;n ab. Die Wahl sei
hiermit fur alle Zukunft erfolgt.




und p das Bild von u in Ct. Sei
C
0 die stabile Kurve vom Typ (g; n+1), die entsteht, wenn in Ct zusatzlich
der Punkt p markiert wird.
Dann sei (t; u) 2 Tg;n+1 die Flache C
0, durch f aus dem folgenden
Hilfssatz 4.2.11 markiert:
4.2.11 Hilfssatz: Es gibt bis auf Homotopie genau eine Markierung f :
Sg;n+1 ! C
0, sodass f : Sg;n ! Ct (aus Hilfssatz 4.2.6) die Markierung





den Punkt ug;n+1 auf u abbildet.
Beweis: Sei f1: Sg;n+1! C
0 irgendeine Markierung. Weil die Abbildungs-
klassengruppe  g;n+1 auf  g;n surjiziert, gibt es einen Homoomorphismus 
von Sg;n+1, sodass f1 Æ  (mit f1 aus Hilfssatz 4.2.6) die Markierung von Ct




die g;n-aquivariante Liftung von f (aus
Folge 4.1.6). Nach Konstruktion ist f̂(ug;n+1) = 
 1
u fur ein  2 g;n. Die
exakte Sequenz
1! g;n !  g;n+1 !  g;n ! 1
gibt mir die Moglichkeit,  so zu wahlen, dass  = 1 wird: Die Behauptung
folgt aus dem folgenden Hilfssatz. 2
4.2.12 Hilfssatz: Zu jedem Element  2 g;n gibt es (bis auf Isotopie)
genau einen Homoomorphismus : Sg;n+1! Sg;n+1 im Kern von  g;n+1 !
 g;n, sodass die g;n-aquivariante Liftung ~: U ! U von : Sg;n! Sg;n den
Punkt u = ug;n+1 auf u abbildet.
Beweis: Sei p 2 Sg;n der Bildpunkt von u und  eine Schleife ab p, die 
vertritt (mit u und p als Basispunkten fur die Fundamentalgruppen). De-
formiere die Identitat auf Sg;n in ihrer Isotopieklasse so, dass u langs  nach
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u zuruckwandert. Der Homoomorphismus  am Ende dieser Deformation
liegt im Kern von  g;n+1 !  g;n. Indem ich die Isotopie zwischen id und
 auf die universelle Uberlagerung U lifte, erhalte ich zum Schluss die g;n-
aquivariante Liftung von : der Punkt u folgt wahrend der Isotopie einer
Liftung von  und landet schlielich, wo er soll.
Es ist bekannt, dass g;n durch die beschriebene Konstruktion mit dem
Kern von  g;n+1 !  g;n identiziert wird. Daher ist  bis auf Isotopie
eindeutig bestimmt. 2
4.2.13 Satz: Die Abbildung : 
̂+g;n !
Tg;n+1 aus Denition 4.2.10 ist
bijektiv und induziert auf den Fasern uber Tg;n Isomorphismen.
Beweis: Satz 4.2.8 zeigt, dass  mit der Projektion auf Tg;n vertauscht.
Nach Konstruktion vertauscht  auch mit der Projektion auf Cg;n = Mg;n+1.
Auerdem ist  nach Konstruktion aquivariant fur die Operationen von
g;n = ker( g;n+1 !  g;n)
auf 
̂+g;n und auf
Tg;n+1, also ist  auf den Fasern uber Tg;n  Mg;n+1 sur-
jektiv. Die Injektivitat auf diesen Fasern wird sich aus dem Vergleich der
Stabilisatoren in g;n ergeben, sodass  bijektiv ist. Ich fuhre den Beweis
jetzt fur automorphismenfreie Kurven. Ansonsten ware Mg;n durch eine
lokale Uberlagerung wie in Anmerkung 3.2.2 und der Stabilisator durch die
entsprechende Untergruppe zu ersetzen.
4.2.14 Hilfssatz: Die Punkte (t; u) 2 
̂+g;n und (t; u) 2
Tg;n haben den-
selben Stabilisator in g;n = ker( g;n !  g;n+1).
Beweis: Sei S die Menge der von f zusammengezogenen Schleifen auf
Sg;n+1 und S die Menge der von f zusammengezogenen Schleifen auf Sg;n.
Nach Konstruktion ist mit den Bezeichnungen aus Anmerkung 4.2.4 ent-
weder (Fall A) S = S oder (Fall B) S = S [ ff 1(k)g oder (Fall C)
S = S0 [ ff
 1(k1); f
 1(k2)g mit S0 = S r f f
 1(k)g. Der Stabilisator von
(t; u) in  g;n+1 ist die von Dehntwists erzeugte freie abelsche Gruppe Z
S;
analog ist Z
S der Stabilisator von t 2 Tg;n. Der kanonische Homomorphis-
mus  g;n+1 !  g;n bildet (Fall B) f
 1(k) auf 0 bzw. (Fall C) f 1(k1) und
f
 1(k2) auf f
 1(k) ab und die ubrigen Erzeuger identisch. Ich muss zeigen,
dass der Stabilisator von (t; u) 2 
̂+g;n auf den Stabilisator von (t; u) surji-
ziert. Weil er sicher auf den Stabilisator von t in  g;n surjiziert, brauche ich
nur fur jedes Element des Kerns von ZS ! Z
S ein Urbild in g;n (Funda-
mentalgruppe mit Basispunkt pg;n+1) zu nden, das u stabilisiert. Im Fall
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(C) betrachte ich die Schleife f 1(k). Ihr Bild in  g;n+1 ist die Dierenz
der Dehntwists entlang f 1(ki) (i = 1; 2). Im Fall (B) betrachte ich eine
Schleife, die innerhalb von f 1(E) um die Markierung pi herumlauft. Ihr
Bild in  g;n+1 ist der Dehntwist langs f
 1(k). 2




sei  0 die Initialtopologie fur :

̂+g;n !
Tg;n+1 und  die Spitzentopologie aus Denition 3.3.6. Zu zeigen ist
 =  0. Sei u 2 
̂+
t














Ct = Cg;n(m) Mg;n+1(m)
(1)
kommutiert. Ich setze C = Ct undC = C(t;u) und rufe noch einmal die Fall-
unterscheidung aus Anmerkung 4.2.4 in Erinnerung. Sei U  C eine Stan-
dardumgebung um c. Sei V die u enthaltende  -Zusammenhangskomponente
des Urbilds von U in 
̂+
t
. Dann ist V genau unter dem Stabilisator hi 6 g;n
von u invariant, und das volle Urbild g;nV von U ist disjunkte Vereinigung
von Kopien von V .
4.2.15 Hilfssatz: Sei " > 0, K eine Standardumgebung der Knoten in C
und K  C ihr Bild. Fur hinreichend kleine U ist (V ) in UK;"((t; u))
enthalten.
Beweis: Sei f : Sg;n+1 ! C die zu (t; u) gehorige Markierung, also f :
Sg;n! C die zu t gehorige. Die folgenden Falle A{C sind die aus Anmerkung
4.2.4.
Fall (A): c ist ein gewohnlicher Punkt von C, der Stabilisator von u
trivial ( = 1), U und V sind Scheiben. Sei U1  C eine beliebige Stan-
dardumgebung von c. Bekanntlich gibt es Æ > 0, sodass sich fur jj < Æ die
Identitat auf D stets zu einem (1 + ") quasikonformen Homoomorphismus
 mit () = 0 bei festen Randwerten deformieren lasst. Somit enthalt
U1 eine Scheibe U , sodass zu c
0 2 U sets ein isotopietrivialer, (1 + ")-
quasikonformer Homoomorphismus : C ! C mit  = id auerhalb von
U1 und (c
0) = c existiert. Sei V wie oben und z0 2 V mit Bild c0 2 U . Da
die g;n-aquivariante Liftung [ Æ f auerhalb von U mit f̂ ubereinstimmt
(und stetig ist), muss mit u = f̂(ug;n+1) auch 
 1 Æ f̂(ug;n+1) in V liegen.
Andererseits ist  1 Æ f(pg;n+1) = c
0, es folgt  1 Æ f̂(ug;n+1) = z
0. Nach
Denition ist (t; z0) die Kurve C mit der Markierung  1 Æ f .
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Fall (B): c ist eine Punktierung f(pi),  ist parabolisch, U ist eine Scheibe
mit markiertem Mittelpunkt, V ein einfacher Spitzenbereich. Sei K1  K
die Zusammenhangskomponente bei k. Ihr Bild in C ist eine Scheibe K1
um c = pi(t). Sei l  K1 eine Schleife um c und U1 das von der Schleife
umschlossene Gebiet. Weiter sei
Ur = fc
0 2 U1 j (U1; c; c
0) < (E rK1; pi; pn+1)g;
wobei (D; a; b) den Modul einer zweifach punktierten Kreisscheibe D r
fa; bg bezeichne mit (D ; 0; z) := jzj. Dann liegt also U als konforme Kreis-
scheibe in U1. Sei c
0 2 U , c0 6= c (insbesondere ein gewohnlicher Punkt) und
f
0: Sg;n! C eine Markierung mit f
0(pg;n+1) = c
0 und f 0 = f = f auerhalb
von K1. Dann nde ich eine Deformation : C ! C mit  = id auer-
halb von K1, die l kontrahiert, U1 auf die Ausnahmekomponente E und die
Punkte c; c0 2 U1 auf pi(C) bzw. pn+1(C) abbildet. Auerdem erreiche ich,
dass  auerhalb von  1(U) konform ist, indem ich eine Scheibe U 0 mit
U  U 0  U1 und (U
0
; c; c
0) = (E rK1; pi; pn+1) wahle und konform auf
E rK1 abbilde.
Wie in Hilfssatz 4.2.6 sieht man ein, dass die Markierung Æf 0: Sg;n+1!
C homotop zu f ist. Das Argument aus Fall (A) zeigt wieder, dass die
Markierung Sg;n+1! ( C; c
0) einen Punkt (t; u0) in UK;"((t; u)) mit u
0 2 V
beschreibt. Um jedes Urbild ku0 von c0 in V zu erreichen, modiziere man
f
0 um einen k-fachen Dehntwist langs l.
Fall (C): c ist ein Knoten von Ct,  ist hyperbolisch, U eine Uberkreuzung,
V ein doppelter Spitzenbereich. Sei Ki  K die Komponente bei ki (i =
1; 2). Das Bild von K1 in C ist eine Scheibe K1 um c = k. Das Bild von K2
in C ist eine Scheibe K2 um c = k in der anderen lokalen Komponente von
C bei k. Ahnlich wie im Fall (B) wahle ich U  U1  K1 mit
(8c0 2 U) (U1; c; c
0) < (E rK1; k2; pn+1)
Sei c0 2 U c0 6= c (insbesondere ein gewohnlicher Punkt) und f 0: Sg;n ! C
eine Markierung mit f 0(pg;n+1) = c
0 und f 0 = f = f auerhalb von K1[ K2.
Dann nde ich eine Deformation : C ! C mit  = id auerhalb von K1, die
k auf k2 und c
0 auf pn+1(C) abbildet. Sie kontrahiert eine Schleife l  K1,
die die beiden Punkte k und c0 umlauft, zum Knoten k1 und bildet das
Innere dieser Schleife auf die Ausnahmekomponente E  C ab. Das Urbild

 1(K1) ist ein Kragen um l, also das Urbild von ErK1 eine Scheibe um k
und c0. Wie in (B) folgt, dass  sich auerhalb von K1 konform wahlen lasst
usw. U ist zwar nur eine einseitige Umgebung von c = k, aber die Rollen
von K1 und K2 sind selbstverstandlich austauschbar. 2
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Da die Projektion Tg;n+1 ! Mg;n+1 eine RUlSp ist, kann ich K  C
und " > 0 so wahlen, dass UK;"((t; u)) in einer anstandigen Umgebung
W von (t; u) enthalten ist. Das Bild W  Mg;n+1 von W enthalt U .
Die Umgebung W1 = ( W r Mg;n+1(m)) [ U ist ebenfalls anstandig. (Jede
zusammenhangende Umgebung, die in einer anstandigen enthalten ist, ist
selbst anstandig.) Sei W1  Tg;n die (t; u) enthaltende Urbildkomponente




. Dann gilt V  V1, weil W1
denselben Stabilisator wie W (und (t; u)) hat und daher (V ) kein echtes
Translat von W1 treen kann. Es folgt sogar V = V1, weil jede von beiden
Mengen genau eine hi-Bahn aus dem Urbild jedes Punktes u 2 U enthalt.
Jetzt ist zumindest bewiesen, dass  nicht grober als  0 sein kann, weil
Mengen wie V die Topologie  erzeugen. Andererseits erzeugen Mengen wie
V1 die Topologie auf Tg;n(t), weil jeder Punkt in Tg;n+1 eine Umgebungsbasis
aus anstandigen W hat, die jeweils noch ein UK;" enthalten.
Somit induziert  Homoomorphismen auf den Fasern. Aber die Struk-
turgarbe? Das Diagramm (1) zeigt zunachst, dass 
̂+t ! Ct in der von











auf dem Teil, wo 
̂+
t
! Ct ein lokaler Homoomorphis-
mus ist.
Fur den Rand el mir nur ein indirektes Argument ein, das ubrigens noch
einmal abstrakt die Existenz der oben konkret beschriebenen Abbildung 
impliziert, allerdings nur faserweise.
4.2.16 Hilfssatz: Die Abbildung Tg;n+1(t)! Mg;n+1(m) ist eine R UlSp.
Beweis: Wie man (zum Beispiel Knudsen [40] S. 179) wei, hat ein Knoten
in Mg;n+1(m) eine Umgebung U  Mg;n+1 mit Koordinaten
U

! f(z; w;m1;m2; : : :) 2 D
2  D 3g 3+n j zw =m1g;
die via (m1;m2; : : :) auf U  Mg;n, U = D
3g 3+n projiziert, und @ Mg;n\ U
wird durch eine Gleichung m1m2   ms beschrieben.
Der Rand von Mg;n+1 besteht aus dem Urbild des Randes von Mg;n
sowie den speziellen Punkten der Fasern. Auf U ist der Rand also durch
die Gleichung m1m2   ms = zwm2   ms gegeben. Dann wird Tg;n+1 dort
durch Ûs+1  D 3g 3+n s parametrisiert. Die Faser Tg;n+1(t) mit den Glei-
chungen
u1 oder u2 = i1; u3 =    = u5 = i1; Rest 0
wird durch
(eiu1 ; : : : ; eius ; us+1; : : : ; u3g 3+n s)
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auf die Faser Mg;n+1(m) abgebildet, also ein doppelter Spitzenbereich
f(u1; u2) 2 Û
2 j u1 = i1 oder u2 = i1g  Tg;n+1(t)
auf einen Knoten
fzw = 0g  Mg;n+1(m):
Dann lasst sich namlich 





! Tg;n+1(t) fortsetzen. Das muss der Homoomorphismus
 sein! 2
Damit ist auch Satz 4.2.13 bewiesen.
4.3 Die universelle Eigenschaft
Was parametrisiert der Modulstack Mg;n uber der Kategorie der lokal kom-
plex geringten Hausdorraume? Nach der Lekture von [30] lasst er sich
auch hier als Stack von relativen stabilen Kurven uber geringten Raumen
auassen. Um Teichmullerstrukturen auf relativen stabilen Kurven wie in
Denition 1.3.6 erklaren zu konnen, muss ich auf die Konstruktion aus De-
nition 4.1.1 zuruckgreifen.
4.3.1 Denition: Eine Teichmullerstruktur auf einer Kurve C 2 Mg;n(C )
ist eine universelle Uberlagerung U ! ~C zusammen mit einer Markierung
g;n

! Aut(U j ~C). Isomorphismen zwischen Teichmullerkurven sind g;n-
Bundelisomorphismen.
Eine stabile Teichmullerkurve hat keine Automorphismen: Sonst gabe
es eine B-Gruppe G und einen Automorphismus von 
̂+(G), der G zentra-
lisiert. Dieser liee sich zu einem Automorphismus von bC fortsetzen. Der
Zentralisator einer nichtelementaren kleinschen Gruppe ist jedoch trivial.
Somit ist das Gruppoid der Teichmullerkurven uber C aquivalent zur
Menge der Isomorphieklassen von Teichmullerkurven. Der Teichmuller-
raum Tg;n parametrisiert diese Isomorphieklassen. Da er eine Familie von
Teichmullerkurven C = 




C tragt, stellt er den Funktor dar, wenn man Teichmullerstrukturen auf
Familien von stabilen Kurven passend deniert.
Der Teichmullerraum Tg;n ist also ein feiner Modulraum fur Teichmuller-
strukturen auf stabilen Kurven.
4.3.2 Anmerkung: Vermutlich ist Tg;n die universelle Uberlagerung des
Stacks fMg;n der getwisteten stabilen Kurven im Sinn von Denition 4.1.1.
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Ich muss das als Vermutung formulieren, weil ich gar nicht beschrieben habe,
was das Twisten fur eine relative stabile Kurve uber einem geringten Raum
bedeutet. Siehe hierzu die algebraische Analogie [6]. Der wesentliche Unter-
schied zwischen fMg;n und Mg;n ( Mg;n ist einfach zusammenhangend!) ist
folgender:
Wenn t 2 Tg;n zu einer stabilen Teichmullerkurve Ct mit s > 0 Kno-
ten gehort, dann wird t ja von der Untergruppe Zs 6  g;n stabilisiert, die
von den Dehntwists entlang den entarteten Schleifen erzeugt wird. UberfMg;n sollte diese Untergruppe jedoch keine Verzweigung bewirken, weil
sie im Gruppoid fMg;n als Untergruppe von Aut( ~Ct) auftritt: Der Dehn-
twist um einen Knoten gibt einen nichttrivialen Gruppoidautomorphismus
~Ct ! ~Ct, weil er in der Bezeichnungsweise aus Denition 4.1.1 lokal einer
Transformation (0; 1) 2 Z2 = Aut(V jCt) entspricht, wahrend die Deckgrup-
pe Aut(V j ~Ct) nur die von (1; 1) erzeugte Untergruppe ist.
5 Endliche Uberlagerungen von Modulraumen
Wenn von Uberlagerungen von Modulraumen fur Kurven die Rede ist, dann
ist grundsatzlich Verzweigung hochstens uber dem Rand erlaubt. Im ein-
dimensionalen Fall sind solche Uberlagerungen (von M1;1 oder M0;4) ein
klassisches Thema (
"
Modulkurven\), das nicht zuletzt aus zahlentheoreti-
schem Interesse exzessiv studiert worden ist.
Die bekanntesten Uberlagerungen (im ein- wie hoherdimensionalen Fall)
sind die Modulraume Mg;0[l] fur Kurven mit abelscher Niveaustruktur, das
heit: fur Kurven C vom Geschlecht g zusammen mit einem Isomorphismus
H
1(C;Z=l)! (Z=l)2g. Sie wurden eingefuhrt, weil eine Niveaustruktur auf
C vom Niveau l > 3 die Kurve C rigidiziert, das heit: C besitzt keine
nichttrivialen Automorphismen, die die Niveaustruktur respektieren. Das
hat zur Folge, dass der Stack Mg;n[l] einen feinen Modulraum besitzt.
Etwas allgemeinere Uberlagerungen wurden in den letzten Jahren haupt-
sachlich von einer Arbeitsgruppe in Utrecht untersucht. Einige Ergebnisse:
Glatte Uberlagerungen Jeder Modulstack Mg;n besitzt Uberlagerun-




 k;lg;n = ker( g;n ! Out(g;n=V
k;l
g;n));
wobei V k;lg;n 6 g;n erzeugt wird von
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 den l-ten Potenzen,
 den (h+ 1)-stelligen Kommutatoren,
 den h-stelligen Kommutatoren, die gleichzeitig in W h+ig;n liegen,
wobei k = h(h + 1)=2 + i mit 0 6 i 6 h. Zu erklaren bleibt W jg;n, und
das geht so: W 1g;n = g;n. W
2
g;n wird von den Kommutatoren und








fur j > 2. Auerdem muss
 k = 3; 5; 6 oder 7, l ungerade und n = 1; oder
 k = 4 und l ungerade; oder
 g = 2
gelten. Dann ist M
k;l
g;n glatt uber Z[1=l]. Dagegen ist die universelle Kurve
uber diesen Modulraumen stets singular (auch stacktheoretisch).
Geometrie Es wird gezeigt, dass einige (Serien von) Modulstacks einfach
zusammenhangen, darunter die Modulraume Mg;n[l] fur abelsche Niveau-
strukturen, l > 3. Bei den oben erwahnten Tg;n= 
6;2l+3
g;0 ist die Picardgruppe
endlich erzeugt (g > 3).
Randdivisoren [16] x 2 enthalt eine Version von Knudsens kombinato-
rischer Beschreibung der Randkomponenten, die Niveaustrukturen beruck-
sichtigt. Wenn der grobe Modulraum glatt ist (s. o.), dann auch samtliche
Randkomponenten.
5.1 Feine Modulraume unterhalb des Schottkyraums
Bei Looijenga [44] und Pikaart [52] geht das Argument ein, dass die Prym-
Niveaustruktur bzw. die Niveau-G-Struktur glatte Kurven rigidiziert, weil
sie eine abelsche Niveau-n-Struktur verfeinert. Entsprechend geht es auch
unterhalb von Schottkyraumen:
5.1.1 Denition: Eine abelsche Schottky-Niveau-n-Struktur auf einer glat-
ten Kurve X ist ein auerer Homomorphismus 1(X) ! (Z=nZ)
g, der sich
zu einer Schottkystruktur 1(X) ! Fg hochheben lasst.
7
Sg[n] sei der ent-
sprechende Modulraum.
7Fg ist die freie Gruppe in g Erzeugern
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5.1.2 Bemerkung: Fur n > 3 ist Sg[n] ein feiner Modulraum.
Beweis: Zu zeigen ist, dass keine Kurve Automorphismen hat, die eine
Niveaustruktur festhalten. Sei also f : 1(X) ! (Z=nZ)
g eine abelsche
Schottky-Niveau-n-Struktur auf X und  ein Automorphismus von (X; f).
Nach Voraussetzung faktorisiert f uber eine Schottkystruktur, die durch ein
Schnittsystem (c1; : : : ; cg) auf X gegeben ist. Die ci sind freie Homotopie-
klassen von Wegen i 2 1(X), die sich zu einem geometrischen Erzeugen-
densystem (1; : : : ; g; 1; : : : ; g) der Fundamentalgruppe erganzen lassen;






le Zahlen fur (gg)-Blocke stehen. (Z=nZ)g hat die Basis (f(1); : : : ; f(g)),
und der von f induzierte Homomorphismus f : H1(X;Z)! (Z=nZ)
g schreibt
sich als (g  2g)-Matrix (0 1).
Der Automorphismus  induziert eine symplektische Transformation 





2 Sp2g(Z). (Die symplekti-





gegeben.) Die -Invarianz der Niveaustruktur liest sich als f Æ  = f , also
C  0 und D  1 modulo n.
Behauptung: C = 0 und D = 1.
Beweis: Indem man  durch eine geeignete Potenz ersetzt, kann man
annehmen, dass  Primzahlordnung q hat. Wegen n > 3 enthalt n eine

































betrachte man die unteren g Zeilen: qpsX  0 modulo p2s. Da X einen
Eintrag hat, der nicht durch p teilbar ist, folgt p = q und s = 1; erst recht
l = 1, also p > 3.
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modulo p3 liefert dann in den unteren g Zeilen nach Division durch p2 die
Kongruenz X  0 modulo p, Widerspruch!


















also B = 0. Aus  = 1 folgt (fur g > 2) schon  = 1. 2
5.2 Zweidimensionale Modulraume
Ich wende mich nun speziellen Modulraumen zu. Dabei liegt es nahe, sich
zunachst die zweidimensionalen Modulraume vorzunehmen. Im Unterschied
zum hoherdimensionalen Fall sind die zweidimensionalen Teichmullerraume
T1;2 und T0;5 isomorph. Ihre Automorphismengruppe ist nach dem Satz von
Royden [54] [21] genau die Modulgruppe  0;[5] der Abbildungsklassen eines
funach punktierten P1, wobei (und das ist der Unterschied zwischen  0;[5]
und  0;5) die funf Punkte permutiert werden durfen. Das Symbol M0;[5]
bezeichnet entsprechend den Stack der Kurven mit einer ausgezeichneten
Teilmenge von 5 Punkten. Die Uberlagerung M0;5 ! M0;[5] ist der oen-
sichtliche Quotient nach der symmetrischen Gruppe S5: auf einem funach
punktierten P1 wird die Reihenfolge der funf markierten Punkte
"
vergessen\.
In der Kette von Uberlagerungen
T1;2 = T0;5 !M0;5 !M1;2 !M0;[5]
ist M0;5 das letzte Schema, dann kommen "
echte\ Stacks: M1;2 parame-
trisiert zweifach punktierte Kurven (E; p1; p2) vom Geschlecht 1, und diese
haben z. B. die elliptische Involution als Automorphismus, wenn p2   p1 ein
Zweiteilungspunkt ist. Der Stack M1;2 ist also zwar generisch ein Schema,
aber immerhin auf einem Divisor nicht.
Die Uberlagerung M0;5 ! M1;2 ordnet einer Geraden mit funf ausge-
zeichneten Punkten eine elliptische Kurve zu, die die Gerade zweiblattrig
uberlagert und uber den ersten vier ausgezeichneten Punkten verzweigt; die
markierten Punkte auf der elliptischen Kurve sind die beiden Urbilder des
funften ausgezeichneten Punktes auf der Geraden. Die Reihenfolge der bei-
den Punkte ist dabei egal, weil die elliptische Involution beide identiziert.
Mit anderen Worten: M1;[2] ist QuotientM1;2=S2, wobei S2 trivial operiert.
Somit ist M1;[2] keine Uberlagerung von M0;[5].
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Die universelle Uberlagerung all dieser Modulraume (auch M1;[2]) ist
der Teichmullerraum T0;5 = T1;2: ein oenes beschranktes Gebiet in C
2 ,
topologisch ein Ball, holomorph aber nicht. Die Faserungen T0;5 ! T0;4 und
T1;2 ! T1;1 machen T0;5 = T1;2 jeweils zu einem D -Bundel uber D , das nicht
trivial ist, denn der
"
Teichmullerball\ hat, wie schon erwahnt, eine diskrete
Automorphismengruppe.
Die Frage ist nun, was fur Flachen auer den drei genannten als Quoti-
enten von T0;5 auftreten.
Ich gehe im Folgenden meist von M0;5 aus, weil diese Flache unter den
genannten am einfachsten explizit zu beschreiben ist: Eine glatte rationa-
le Kurve mit funf verschiedenen ausgezeichneten Punkten kann ich mit P1
identizieren, indem ich die ersten drei Punkte 0, 1 beziehungsweise1 nen-
ne. Als Moduli bleiben dann die Bilder x4, x5 2 P
1 des vierten und funften
ausgezeichneten Punktes. Es folgt
M0;5 = (P
1 r f0; 1;1g)2 r (Diagonale):
Oensichtlich tragt dieser Raum eine universelle Familie von funach punk-
tierten Geraden. Die dazu passende Parametrisierung von M0;5 erhalt man,
indem man die Flache P1P1 in den drei Punkten (0; 0), (1; 1) und (1;1)
aufblast. Der Randdivisor besteht aus zehn Geraden. Es sind dies
 die strikten Transformierten D14, D24, D34 der senkrechten Geraden
x4 = 0; 1;1, wo der vierte markierte Punkt auf einen der ersten drei
stot
 die strikten Transformierten D15, D25, D35 der waagrechten Geraden
x5 = 0; 1;1, wo der funfte markierte Punkt auf einen der ersten drei
stot
 die strikte Transformierte D45 der Diagonalen des projektiven Qua-
drats; dort stoen der vierte und der funfte ausgezeichnete Punkt auf-
einander
 die Ausnahmegerade D23 uber (0; 0), wo der zweite ausgezeichnete
Punkt auf den dritten stot
 die AusnahmegeradeD13 uber (1; 1), wo der erste ausgezeichnete Punkt
auf den dritten stot
 die Ausnahmegerade D12 uber (1;1), wo der erste ausgezeichnete
Punkt auf den zweiten stot
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Alle diese Randgeraden sind ( 1)-Kurven, und es sind die einzigen ( 1)-
Kurven in M0;5. Soweit sie sich gegenseitig schneiden, tun sie das trans-
versal in einfachen Doppelpunkten des Randdivisors. Die Picardgruppe von
M0;5 ist frei abelsch vom Rang 5. Als Erzeuger kann man Urbilder (totale
Transformierte) d, d0 von Koordinatenachsen des Quadrats sowie die Klas-
sen d23, d13, d12 der drei Ausnahmegeraden heranziehen. Die Schnittmatrix
der Flache M0;5 wird in dieser Basis als0
BBB@
0 1 0 0 0
1 0 0 0 0
0 0  1 0 0
0 0 0  1 0
0 0 0 0  1
1
CCCA (2)
dargestellt. Die Randgeraden haben die Klassen
[D14] = d  d23
[D24] = d  d13







[D45] = (d+ d
0)  (d23 + d13 + d12)






































Alternativ lasst sich M0;5 auch in die projektive Ebene einbetten, und
zwar als Komplement einer klassischen Geradenkonguration, dem voll-
standigen Quadrat (oder Tetraederkonguration [11]). Es handelt sich um
53
samtliche Verbindungsgeraden von vier Punkten in allgemeiner Lage in der
projektiven Ebene. Man beachte, dass die Automorphismengruppe PGL3
der projektiven Ebene transitiv auf Quadrupeln von Punkten in allgemeiner
Lage operiert, sodass diese Geradenkonguration nicht von Moduli abhangt.
Die passende Realisierung von M0;5 entsteht, indem man die projektive
Ebene in den vier gewahlten Punkten (in allgemeiner Lage) aufblast. Um-
gekehrt entsteht die Quadratkonguration aus M0;5, wenn vier disjunkte
Randgeraden niedergeblasen werden, also etwa D12, D13, D14 und D15.
6 Belyiabbildungen fur Flachen?
Welche Varietaten liegen zwischen den Teichmuller- und Modulraumen? Im
eindimensionalen Fall werden sie durch den Satz von Belyi [12] bestimmt:
Es sind genau die Kurven, die uber den algebraischen Zahlen deniert sind.
Grothendieck erwahnt diese Beobachtung in Esquisse d'un programme [29].
Hier geht es um den zweidimensionalen Fall: Welche Flachen sind birational
aquivalent zu endlichen Uberlagerungen von M0;[5]? Ich betrachte die Frage
bis auf birationale Aquivalenz, weil eine Flache X (im Gegensatz zu einer
Kurve) kein ausgezeichnetes Modell hat, auf dem alle rationalen Abbildun-
gen X ! M0;5 deniert sind. Dass das minimale oder gar kanonische Mo-
dell im allgemeinen nicht genugen wird, ist leicht einzusehen: Jedes Modell
Xj M0;5 lasst eine Faserung zu, weil M0;5 in funf verschiedene Richtungen
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uber M0;4 fasert. Schon die projektive Ebene liegt also nicht selbst uber
M0;5 { dafur zum Beispiel in der aufgeblasenen Gestalt ihres Modells M0;5.
6.0.1 Satz (Weil): Sei X eine endliche Uberlagerung von M0;5, die hochs-
tens uber dem Rand verzweigt. Dann ist X = X 0 
 C fur eine projektive
Flache X 0jQ .
6.1 Belyis Satz und gefaserte Flachen
Dummerweise gibt es, soweit ich informiert bin, keinen Belyi-Algorithmus
uber Funktionenkorpern. Das ware aber nett, denn dann wurde jede uber
Q denierte Flache uber M0;5 auftreten.
6.1.1 Satz: Sei X eine glatte irreduzible Flache uber Q und X ! C ein
Morphismus mit zusammenhangenden Fasern auf eine Kurve CjQ . Sei
K = K(C) der Funktionenkorper der Kurve. Wenn die generische Fa-
ser XK einen Morphismus XK ! P
1
K
zulasst, der hochstens uber vier K-
rationalen Punkten verzweigt, dann gibt es eine Flache X 0jQ , die birational
zu X ist, den Modulraum M0;5 endlich uberlagert und hochstens uber dem
Rand verzweigt.
Beweis: Mit X ist auch XK glatt (und geometrisch integer). Laut Annah-
me gibt es einen K-Morphismus gK : XK ! P
1
K
, der hochstens uber vier
K-rationalen Punkten verzweigt. Ich nenne sie 0, 1, 1 und t.
Ich kann t als Morphismus C ! P1Q auassen, weil jede rationale Ab-
bildung auf einer glatten Kurve uberall deniert ist. Wenn die Abbildung
konstant, also t 2 Q ist, tut Belyis Algorithmus den Rest. Sei also t tran-
szendent uber Q .
Sei C0  C ein oener Teil, sodass X0 := X C C0 uber C0 glatt ist,
auerdem gK von einem Morphismus g0: X0 ! P
1 kommt und die Ein-
schrankung von g0 auf eine (jede) Faser X(c), c 2 C0, hochstens uber 0, 1
1 und t(c) verzweigt. Ich blase X auf, bis g0 sich zu g : X ! P
1 fortsetzt.
Alle Ausnahmekurven, die dabei entstehen, liegen uber C r C0.
Belyi produziert mir einen Morphismus b: P1Q ! P
1
Q
, der nicht nur 0, 1,
1 sowie alle Verzweigungspunkte von b und kritischen Werte von t, sondern
auch t(C r C0) nach 0, 1 oder 1 befordert.
Sei h: X ! M0;5 die durch z1 = 0, z2 = 1, z3 =1, z4 = bÆ tÆ (X ! C),
z5 = b Æ g denierte Abbildung. Ich behaupte, dass h nur uber dem Rand
verzweigt.
Sei x 2 X ein Punkt, wo h verzweigt. Sei c der Bildpunkt von x in C.
Dann ist h nicht lokal injektiv auf den komplexen Punkten bei x, und es
tritt mindestens einer der folgenden beiden Falle ein:
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(a) z5: X(c) ! P
1 ist nicht lokal injektiv bei x. Falls c =2 C0, so ist
z4(x) 2 f0; 1;1g und ich bin uber dem Rand. Sonst ist x ein Verzweigungs-
punkt von X(c)! P1. Wegen z5 = b Æ g kann das zwei Grunde haben:
(aa) b verzweigt in g(x). Dann ist z5(x) 2 f0; 1;1g.
(ab) g verzweigt in x. Dann ist g(x) 2 f0; 1;1; t(c)g und folglich
z5(x) 2 f0; 1;1; b(t(c))g. Jedenfalls bin ich uber dem Rand, und zwar im
Fall z5(x) = b(t(c)) = z4(x) uber der "
Diagonalen\.
(b) b Æ t: C ! P1 verzweigt bei c. Nach Wahl von b ist dann z4(x) 2
f0; 1;1g.
Ich muss noch die Fasern von h niederblasen (Stein-Faktorisierung), da-
mit h endlich wird. 2
Ich will jetzt fur spezielle Faserungen XjC Morphismen von XK nach
P1
K
konstruieren und werde dabei gelegentlich ausnutzen, dass P1 uber K
nur in der Standardform auftritt:
6.1.2 Anmerkung: Jede glatte Kurve vom Geschlecht 0 uber K ist zur
projektiven Geraden P1
K
isomorph. Das ist die birationale Klassikation
von Regelachen: P1-Bundel uber einer komplexen Kurve sind Zariski-lokal
trivial, vgl. [10] Proposition V.4.1.
6.2 Die einfachsten Falle
Alle Varietaten in diesem Abschnitt leben uber Q . Belyi realisiert zwar
(vielleicht) nicht alle Flachen als endliche Uberlagerungen von M0;5, aber
doch einige (ich betrachte das immer bis auf birationale Aquivalenz):
6.2.1 Anmerkung: Flachen der Form C  C 0 lassen sich realisieren, und
zwar sogar so, dass sie uber der
"
Diagonalen\ nicht verzweigen: Man setze
einfach Belyiabbildungen von C und C 0 zusammen.
Damit sind realisiert:
 alle rationalen Flachen (es gibt nur eine), uberhaupt alle Regelachen
 manche abelsche und elliptische Flachen, manche Flachen vom allge-
meinen Typ
6.2.2 Bemerkung: Jedes Faserbundel hat einen Belyimorphismus.
Beweis: Sei X ! C ein etales Bundel mit Faser F . Sei F := F=Aut(F )
und V  F der Verzweigungsort von F ! F . Dann habe ich (s.u.) einen
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Morphismus p: X ! F  C, der genau uber V  C verzweigt. Aus Belyi-
morphismen fur die Kurven C und F , wobei der von F auch noch V nach
f0; 1;1g schicken soll, entsteht der Belyimorphismus fur die Flache X.
Der Morphismus p: X ! F  C soll faserweise die Projektion F ! F
sein. Hier soll ausfuhrlich vorgerechnet werden, dass wirklich ein Abstiegsda-
tum vorliegt. SeiC 0jC etale und surjektiv,X 0 = XCC
0 und : X 0

! FC 0
ein Isomorphismus uber C 0. Ich muss zeigen, dass
 := (F ! F ) Æ prF Æ : X
0 ! F
uber X faktorisiert. Das bedeutet, dass auf X 00 = X 0 X X
0 die beiden
Abbildungen  Æ pr1 und  Æ pr2 ubereinstimmen.
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1)) = prF Æ(x
0
2)
folgt  (x01) =  (x
0
2). 2
6.2.3 Bemerkung (mit M. Even): Jede abelsche Flache lasst sich uber
M0;[5] realisieren.
Beweis: Wenn die abelsche Flache A isogen zum Produkt von zwei ellip-
tischen Kurven ist, sind wir fertig. Sonst ist A die Jacobivarietat einer
Kurve C vom Geschlecht 2. M.Even hat mich darauf aufmerksam ge-
macht, dass eine solche Jacobiache birational zum symmetrischen Qua-
drat Sym2 C = (C  C)=S2 der Kurve ist. Aus einem Belyimorphismus :
C ! P1 bekommt man also eine Abbildung (; ): A! Sym2(P1), die nur
uber (0; t), (1; t), (1; t) und (t; t) verzweigt (t 2 C ). 2
Der letzte Spezialfall, den ich behandeln konnte, macht etwas mehr
Muhe.
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6.3 Elliptische Faserungen
Die Flache X in diesem Abschnitt fasert uber einer Kurve C, und die all-
gemeine Faser ist eine glatte Kurve vom Geschlecht 1. K := K(C) ist der
Funktionenkorper (oder der generische Punkt) der Basiskurve. Die gene-
rische Faser XK = X C K ist dann eine Kurve vom Geschlecht 1 uber
K.
6.3.1 Hilfssatz: Wenn XK einen Schnitt und eine Zweiteilungspunktstruk-
tur zulasst, dann hat X eine Belyiabbildung.
Man erinnere sich: Eine Zweiteilungspunktstruktur auf einer elliptischen
Kurve EjT besteht aus vier Schnitten T ! E, die in den geometrischen
Fasern die Zweiteilungspunkte abdecken.
Eine Zweiteilungspunktstruktur auf XK ist also ein injektiver Homo-
morphismus V4 ,! X(K). Das Bild von 0 2 V4 wird als Nullpunkt von XK
betrachtet; die anderen drei Bildpunkte sind dann die Zweiteilungspunkte
von XK .
Beweis von Hilfssatz 6.3.1: Ich bilde XK auf P
1 ab, indem ich die Grup-
peninversion austeile. Der Morphismus verzweigt in den Fixpunkten der
Inversion. Das sind die vier Zweiteilungspunkte, die kraft Voraussetzung
K-rational sind. 2
6.3.2 Hilfssatz: Wenn XK einen Schnitt zulasst, dann hat X eine Belyiab-
bildung.
Beweis: Sei o 2 X(K) der Schnitt. Er macht XK zu einer elliptischen
Kurve uber K, also einem Gruppenschema uber K mit Neutralelement o.
Sei q : XK ! P
1 der Quotient nach der Gruppeninversion.
Die Zweiteilungspunkte bilden ein K-Unterschema XK(2), namlich die
Faser uber o unter x 7! x + x. Ihr Bild unter q sind die kritischen Werte
von q: eine uber K denierte Untervarietat von P1 mit vier Punkten q(o),
z1, z2, z3 uber einem algebraischen Abschluss K von K.
SeiH die Untergruppe von Aut(P1), die die drei kritischenWerte z1; z2; z3
permutiert. Uber K ist sie zur symmetrischen Gruppe S3 isomorph. Uber
K sind moglicherweise nicht ihre einzelnen Elemente deniert, sehr wohl
aber die Menge der drei Involutionen, die Menge der beiden 3-Zyklen und
das Untergruppenschema insgesamt.





der Quotient nach H. Seine Verzweigungspunkte uber
K zerfallen in drei Bahnen:
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 die Fixpunkte der 3-Zyklen sind unter jeder Involution konjugiert
 die zi sind nach Konstruktion von H( K) konjugiert
 die drei ubrigen Fixpunkte der Involutionen sind dann ebenfalls kon-
jugiert
Alle drei Bahnen sind uber K deniert. Ihre Bilder unter q2, die kritischen
Werte von q2, sind daher K-rational. Ich darf sie 1728, 1 und 0 nennen.
Der Punkt q(o) wird dann auf die j-Invariante von XK abgebildet.
Die Verkettung q2 Æ q: XK ! P
1
K
verzweigt nur uber den K-rationalen
Punkten 0, 1728, j(X K) = j(XK) und 1. 2
6.3.3 Satz: Jede elliptische Faserung hat einen Belyimorphismus.
Beweis: Nach Hilfssatz 6.3.2 genugt es, eine Isogenie von XK auf eine Kur-
ve X 0 uber K mit einem K-rationalen Punkt zu nden.8
Sei LjK eine endliche normale Erweiterung, sodassXK einen L-rationalen
Punkt o hat. Dann ist XL = XK K L eine elliptische Kurve uber L mit
Nullpunkt o.
Die Galoisgruppe G := AutK L operiert auf XLjK, namlich auf dem
rechten Faktor von XL = XK K L. Oenbar gilt XL=G = XK .
Die Bilder von o 2 XL(L) unterG, namlich die Schnitte o
 1: L! XL,
bilden eine endliche Untergruppe H von XL(L). Als Translationsgrup-
pe operiert sie xpunktfrei, sodass XL=H wieder eine elliptische Kurve
uber L ist. Da G im Normalisator von H 6 AutK(XL) liegt, operiert G
auf XL=H (als Gruppe von K-Automorphismen) und liefert ein K-Schema
X
0 := XL=HG.
Um zu sehen, dass X 0 eine elliptische Kurve uber K ist, schaue ich mir
an, was uber einem geometrischen Punkt c von K passiert. Sein Urbild in
L ist eine (treue) G-Bahn L(c) = G~c, ~c 2 L(c). XK(c) ist eine elliptische
Kurve uber c. Daruber liegt eine disjunkte Vereinigung von jGj elliptischen
Kurven: XL(c) = XK(c)L(c). H permutiert diese jGj Kopien von XK(c).
Die geometrische Faser von X 0 = XL=HG ist also X
0(c) = XK(c)=H, eine
elliptische Kurve.
Ich habe auch gezeigt, dass XK ! X
0 unverzweigt ist. (Das folgt sowieso
aus der Formel von Riemann-Hurwitz.) 2
Damit sind uber M0;5 realisiert:
8Die folgende Konstruktion hatte ich mir sparen konnen, denn naturlich deniert jeder
Punkt a 2 XK eine Polarisierung von XK vom Grad m = [a : K], d. h. eine Isogenie
XK ! Pic
0XK , p 7! O(m[p]  [a]) vom Grad m.
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 alle elliptischen, hyperelliptischen und Enriques-Flachen
 manche abelsche und K3-Flachen { nicht alle lassen elliptische Fase-
rungen zu
7 Endliche Uberlagerungen von M0;5
Jetzt geht es um Beispiele: Wie lassen sich einzelne Uberlagerungen von
M0;5 bestimmen und beschreiben, etwa ihre diskreten Invarianten ausrech-
nen?
7.1 Invarianten von M0;5 und M0;5
Die (meromorphe) kanonische Form dx4 ^ dx5 auf M0;5, hier aufgefasst als
dreimal aufgeblasenes Quadrat, bestimmt den kanonischen Divisor
K =  2D34   2D35 +D23 +D13   3D12:
Seine Picardklasse schreibt sich in der Basis aus x 5.2 als
( 2; 2; 1; 1; 1):






und die logarithmische Chernzahl
c21(
M0;5; @ M0;5) = (K + @ M0;5)
2 = 5:
Die zweite Chernzahl, also die topologische Eulercharakteristik, ist
c2( M0;5) = top( M0;5) = top(P
1)2 + 3 = 7;
logarithmisch
c2( M0;5; @ M0;5) = top(M0;5)
= top(P
1 r f0; 1;1g)2   top(D45 r f0; 1;1g)
= 2
M0;5 (und damit alle zweidimensionalen Modulraume) liegt also etwas un-
terhalb der Bogomolov-Miyaoka-Yau-Schranke (c21 6 3c2), die von den Ball-
quotienten erreicht wird.
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7.2 Zweiblattrige Uberlagerungen
Die kann man leicht alle bestimmen, und es gibt fertige Formeln fur die
diskreten Invarianten der Uberlagerungsache beziehungsweise ihres glatten
Modells. Ich verweise auf [51]. Sei also X ! M0;5 eine zweiblattrige Uber-
lagerung mit branch divisor B  @ M0;5. X ist genau dann glatt, wenn B
regular ist, und genau dann normal, wenn B keine mehrfachen Komponenten
hat. Da ich mich nur fur die Normalisierung von X interessiere, die ja auch
noch eine hochstens uber dem Rand verzweigte Uberlagerung von M0;5 ist,
brauche ich nur Divisoren B zu betrachten, in denen alle Randkomponenten
KoeÆzient 0 oder 1 haben. Die Konstruktion von X aus B entspricht dem
Wurzelziehen aus B in der Picardgruppe. Genauer: Ist D ein Divisor mit
2D  B und L das zugehorige Geradenbundel, so konstruiert man X als
fx 2 L j x2 = 1g, wobei mit 1 die konstante Funktion 1 als Schnitt von
OX(D) gemeint ist.
Ich suche also Linearkombinationen aus den zehn Randgeraden mit Ko-
eÆzienten 0 und 1, die in der Picardgruppe Pic( M0;5) eine Wurzel haben.
Da ich oben bereits eine Basis der Picardgruppe angegeben und die Rand-
geraden in dieser Basis dargestellt habe, brauche ich jetzt nur noch fur 210
Linearkombinationen zu testen, ob ihre Picardklasse gerade KoeÆzienten
hat. Ein PC kam auf die nachstehenden Moglichkeiten fur B:
d14 + d24 + d15 + d25  (2; 2; 2; 2; 0)
d14 + d34 + d15 + d35  (2; 2; 2; 0; 2)
d24 + d34 + d25 + d35  (2; 2; 0; 2; 2)
d14 + d24 + d23 + d13  (2; 0; 0; 0; 0)
d15 + d25 + d23 + d13  (0; 2; 0; 0; 0)
d14 + d34 + d23 + d12  (2; 0; 0; 0; 0)
d15 + d35 + d23 + d12  (0; 2; 0; 0; 0)
d24 + d34 + d13 + d12  (2; 0; 0; 0; 0)
d25 + d35 + d13 + d12  (0; 2; 0; 0; 0)
d34 + d25 + d23 + d45  (2; 2; 0; 2; 2)
d24 + d35 + d23 + d45  (2; 2; 0; 2; 2)
d34 + d15 + d13 + d45  (2; 2; 2; 0; 2)
d14 + d35 + d13 + d45  (2; 2; 2; 0; 2)
d24 + d15 + d12 + d45  (2; 2; 2; 2; 0)
d14 + d25 + d12 + d45  (2; 2; 2; 2; 0)
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d24 + d34 + d15 + d35 + d23 + d13  (2; 2; 0; 0; 2)
d14 + d34 + d25 + d35 + d23 + d13  (2; 2; 0; 0; 2)
d24 + d34 + d15 + d25 + d23 + d12  (2; 2; 0; 2; 0)
d14 + d24 + d25 + d35 + d23 + d12  (2; 2; 0; 2; 0)
d14 + d34 + d15 + d25 + d13 + d12  (2; 2; 2; 0; 0)
d14 + d24 + d15 + d35 + d13 + d12  (2; 2; 2; 0; 0)
d14 + d24 + d34 + d15 + d23 + d45  (4; 2; 2; 2; 2)
d14 + d15 + d25 + d35 + d23 + d45  (2; 4; 2; 2; 2)
d14 + d24 + d34 + d25 + d13 + d45  (4; 2; 2; 2; 2)
d24 + d15 + d25 + d35 + d13 + d45  (2; 4; 2; 2; 2)
d14 + d24 + d34 + d35 + d12 + d45  (4; 2; 2; 2; 2)
d34 + d15 + d25 + d35 + d12 + d45  (2; 4; 2; 2; 2)
d14 + d15 + d23 + d13 + d12 + d45  (2; 2; 2; 0; 0)
d24 + d25 + d23 + d13 + d12 + d45  (2; 2; 0; 2; 0)
d34 + d35 + d23 + d13 + d12 + d45  (2; 2; 0; 0; 2)
d14 + d24 + d34 + d15 + d25 + d35 + d23 + d13 + d12 + d45  (4; 4; 2; 2; 2)
Links steht der Divisor, rechts seine Picardklasse bezuglich der oben
angegebenen Basis von Pic( M0;5).
Diese einunddreiig Kombinationen sind naturlich nicht alle wesentlich
verschieden. Auf M0;5 operiert, wie schon erwahnt, die symmetrische Grup-
pe S5, indem sie die Nummern der funf Punkte auf den durch M0;5 para-
metrisierten Kurven permutiert. Weitere Automorphismen, die das Innere
auf sich abbilden, hat M0;5 nicht. Das folgt aus Roydens Satz uber die
Automorphismengruppe von Tg;n.
Die 15 Uberlagerungen mit vier Verzweigungsgeraden sind alle unter S5
konjugiert, denn z. B. die Konguration d14 + d24 + d15 + d25 zeichnet das
Viereck (1425) aus, ihr Stabilisator in S5 ist also hochstens eine Diedergrup-
peD4 mit 8 = 120=15 Elementen. Auch die 15 Verzweigungskongurationen
aus sechs Geraden sind konjugiert. Zusammen mit der Konguration aus
allen zehn Randgeraden gibt es also genau 3 zweiblattrige Uberlagerungen
Xj M0;5.
Um die Uberlagerungsachen naher zu bestimmen, benutze ich wieder
die projektive Ebene als Modell fur M0;5, wobei das vollstandige Quadrat
dem Rand @ M0;5 entspricht. Alle Singularitaten des vollstandigen Qua-
drats sind gewohnliche ebene Dreifachpunkte, also einfache (ADE-) Singu-
laritaten, namlich D4, siehe [10] Seite 64 unten. Somit sind die Formeln in
[10], Seite 183 direkt anwendbar. Die Uberlagerungen, die uber vier oder
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sechs Randgeraden verzweigen (dann je nach Lage uber 2{4 Geraden des
Quadrats in P2), sind rationale Flachen. Uber dem ganzen Rand verzweigt
eine minimale K3-Flache.
7.3 Zellenzerlegung von M0;5
Um die Topologie einer Uberlagerung von X := M0;5 darzustellen, brauche
ich eine Zellenzerlegung von M0;5.
7.3.1 Denition: Zwei Punkte in M0;5 liegen in der gleichen Zelle, wenn
sie unter jeder der (im Wesentlichen 5) Projektionen auf M0;4 in eine ge-
meinsame Zelle abgebildet werden. Dabei wird M0;4 wie ublich in obere
und untere Halbebene, die Punkte 0, 1 und 1 und die reellen Intervalle
dazwischen zerlegt.
Das gibt 20 4-Zellen, die alle konjugiert sind. Die Zerlegung ist nach
Konstruktion S5-stabil. Jede 4-Zelle hat eine Fixgruppe H = S3, die in S5
zu H = h(123); (12)(45)i konjugiert ist.
Im folgenden sei Y !M0;5 eine endliche Uberlagerung, Y ihr Abschluss
uber M0;5 und ~Y dessen minimale Desingularisierung. Sei M
 die Verei-
nigung der 4-Zellen in M0;5 mit 3-Zellen, die zusammen einen maximalen
Teilbaum im Inzidenzdiagramm bilden. M ist also zusammenziehbar.
7.3.2 Denition: Sei C = 0(Y jM
) die Menge der zusammenziehbaren
Teilmengen von Y , die isomorph aufM abgebildet werden. Fur jede 3-Zelle
i gibt es genau eine Permutation i von C mit der folgenden Eigenschaft:
Ein Weg, der in der Komponente c 2 C im Bereich uber einer 4-Zelle Z
beginnt und aus diesem Bereich durch das Urbild der 3-Zelle i in den Bereich
uber einer 4-Zelle Z 0 ubertritt, fuhrt in die Komponente i(c) beziehungs-
weise  1
i
(c), je nachdem die 3-Zelle i vorwarts oder ruckwarts durchlaufen
wird bezuglich einer Orientierung, die bei Bedarf, d. h. vom Computerpro-
gramm, willkurlich festgelegt wird.
Durch die i ist der Isomorphietyp der Uberlagerung eindeutig bestimmt.
Ich unterstelle im folgenden oft, dass die Komponenten c 2 C durchnume-
riert sind, und fasse die i als Elemente von S[Y :X] auf. Das Dreiigtupel
der i in S[Y :X] ist dann bis auf Konjugation durch den Isomorphietyp der
Uberlagerung bestimmt. Neben den inneren Automorphismen der symme-
trischen Gruppe operiert noch die Symmetriegruppe S5 der Basis M0;5 auf
den Dreiigtupeln. Dreiigtupel, die in der selben Doppelbahn unter diesen
beiden Operationen liegen, sind als aquivalent zu betrachten.
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Aus der Forderung, dass um die zwolf 2-Zellen in M0;5 herum keine
Verzweigung auftrete, ergeben sich Relationen fur die i, die sich mit GAP
[GAP00] zu sechs Kommutatorrelationen an funf Erzeuger vereinfachen las-
sen. Funf Permutationen 2, 4, 5, 7 und 8 denieren genau dann eine
unverzweigte Uberlagerung von M0;5, wenn sie diese Relationen erfullen.
Wie S.Kuhnlein bemerkte, sind diese sechs Relationen immer erfullt,
wenn fur jede davon die beteiligten Permutationen vertauschbar sind. Diese
Beobachtung liefert ganze Serien von Beispielen fur alle Grade [Y : X].
Die einfachste dieser Serien ist durch i =  (i = 2; 4; 5; 7; 8) fur eine
einzige Permutation  2 Sn gegeben, n := [Y : X]. Die Uberlagerung hangt
genau dann zusammen, wenn die von  erzeugte Gruppe transitiv operiert.
Da nur zusammenhangende Uberlagerungen interessieren und es auerdem
nur auf den Isomorphietyp uberM0;5 ankommt, d. h. auf die Konjugations-
klasse des Dreiigtupels (i), ist  o.B.d.A. der n-Zyklus (1234 : : : n). Fur
jede Blatterzahl n enthalt diese einfachste Serie somit genau eine Uberlage-
rung An, n > 1.
Eine dreiblattrige Uberlagerung, fur die 2 nicht mit 4 kommutiert, ist
beispielsweise durch die Permutationen
2 = (23); 4 = (13); 5 = (23); 7 = (123); 8 = (23)
gegeben. Auch dieses Beispiel stammt von S.Kuhnlein. Diese Uberlagerung
hangt zusammen, da die von den i erzeugte Gruppe transitiv auf f1; 2; 3g
operiert; letzteres erkennt man besonders schnell durch einen scharfen Blick
auf 7. Auch dieses Beispiel lasst sich zu einer Serie ausbauen.
7.4 Chernzahlen der glatten Uberlagerungen
Ich gehe erst einmal davon aus, dass die Uberlagerung glatt ist. Sei n der
Uberlagerungsgrad n = [Y :M0;5] und G 6 Sn die Monodromiegruppe, also
das Erzeugnis von 2, 4, 5, 7 und 8 in Sn. Die zweite Chernzahl, die to-
pologische Eulercharakteristik von ~Y = Y , ergibt sich leicht durch Abzahlen:
Sei K die Menge der Komponenten und E die Menge der Doppelpunkte von
@M0;5. Die lokalen Monodromiegruppen Gl bei den Randgeraden l 2 K
und Gp bei den Ecken p 2 E sind bis auf Konjugation als Untergruppen der
symmetrischen Gruppe Sn bestimmt.
Sei l eine Randgerade. Seien p1, p2 und p3 die auf l gelegenen Ecken
und l der Rest von l. Seien Ci die Urbildkurven von l
 in Y (i 2 Il) und
ei die lokalen Verzweigungsordnungen von  : Y ! M0;5 um Ci, fi der
Uberlagerungsgrad [Ci : l
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Sei x0 2 M0;5 ein Punkt in der Nahe von x 2 l und y
0 2 Y ein Urbild
von x0. Sei Z die 4-Zelle in Y , in der y0 liegt. Fur g 2 G sei g(y0) das Urbild
von x0 in der 4-Zelle g(Z). y0 liegt in der Nahe eines Urbilds y von x.
7.4.1 Hilfssatz: Ein Urbild y00 von x0 liegt genau dann in der Nahe dessel-
ben Urbilds y von x, wenn y00 = g(y0) mit g 2 Gl.
Beweis: Sei V eine anstandige Umgebung von x. Gl ist das Bild von 1(V \
M0;5) = Z in G. Die Komponenten des Urbilds von V oder auch V \
M0;5 stehen in Bijektion zur Faser uber x. Hinreichend: g 2 Gl ordnet
y
0 den Endpunkt der Liftung ab y0 eines Weges in V \ M0;5 zu. Dieser
Endpunkt liegt in derselben Komponente von  1(V ) wie y0. Notwendig:
y
00 liegt in derselben Komponente von  1(V ) wie y0. Es gibt also einen
Weg , der im Urbild von V \M0;5 von y
0 nach y00 fuhrt. Sei g 2 Gl die
Monodromieoperation des Bildwegs (). 2
Per denitionem operiert G auf der Menge C = 0(Y jM
) der zusam-
menziehbaren Teilmengen von Y , die isomorph auf M abgebildet werden.
Die Urbilder von x 2 l entsprechen nach dem vorigen Lemma den Gl-
Bahnen in C, wobei die Lange einer Bahn die Verzweigungsordnung von 
beim entsprechenden Urbild von x angibt. Zu jeder Urbildkurve Ci gehoren
demnach fi = [Ci : l
] Bahnen der Lange ei in C=Gl.
Die topologische Eulercharakteristik von Y zerlege ich









Bei unverzweigten Uberlagerungen multipliziert sich die Eulercharakteristik
einfach mit dem Uberlagerungsgrad:
(Y ) = n(M0;5)
Die (topologische) Eulercharakteristik top(M0;5) wurde in Abschnitt 7.1








Als dreifach gelochte Gerade hat l die Eulercharakteristik  1. Ich erhalte
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zu berechnen. Am Anfang steht die Verzweigungsformel














folgende Terme zu addieren: Erstens
(KX :Ci) = (KX :Ci) = (KX :fil) =  fi;
wobei ich fur die letzte Umformung die Schnittmatrix (2) von M0;5 und
aus Abschnitt 7.1 die Darstellung ( 2; 2; 1; 1; 1) fur den kanonischen Divi-
sor verwendet habe. Das hatte ich allerdings nicht zu tun brauchen, denn
(KX :l) =  1 gilt allgemein fur ( 1)-Kurven l.
Zweitens schneiden sich die Urbildkurven von Randgeraden l 6= l0, die




(ei   1)(ej   1)(Ci:Cj) =
X
yjp
(ei   1)(ej   1)
Die Punkte y uber p entsprechen den Bahnen o 2 C=Gp. Die eiej Punkte ei-
ner solchen Bahn o entsprechen den Punkten aus einer Faser uber x0 2M0;5
nahe p. Im folgenden bezeichnen e1(o) und e2(o) die Verzweigungsordnun-
gen ei und ej um die beiden Randkurven Ci und Cj, die sich in y treen.





Schleifen um die beiden bei p zusammentreenden Geraden erzeugt. Die
Operatoren werden fur eine Ecke von Hand bestimmt und fur die anderen
automatisch via S5-Operation. Ihre Bahnen innerhalb von o haben die Lange
e1(o) beziehungsweise e2(o). Die Voraussetzung, dass die Uberlagerung bei y
glatt sei, bedeutet, dass Gp auf o als direktes Produkt (Z=e1(o)) (Z=e2(o))
mit Erzeugern 
p
1 jo und 
p
2 jo operiert.
Drittens bleiben die Schnitte der Urbilder einer festen Randgeraden l.
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Vorstehende Uberlegungen gestatten es, fur festes n  1 samtliche n-
blattrigen Uberlagerungen Y vonM0;5 zu bestimmen, deren Abschluss uber
M0;5 glatt ist.
Maschinelle Rechnung zeigt, dass es nur zehn glatte Uberlagerungen
vom Grad 2 6 n 6 6 gibt. Sie sind alle vierblattrig. Die Deckgruppe
ist eine kleinsche Vierergruppe, die einfach transitiv auf f0; 1; 2; 3g ope-
riert. Somit ist die Uberlagerung zusammenhangend und galoissch mit
AutX Y = Z=(2)  Z=(2). Die Chernzahlen sind c
2
1(
Y ) = 2, c2( Y ) = 10.
Es handelt sich also hochstwahrscheinlich um 6- bis 7-mal aufgeblasene ra-
tionale Flachen.
Y verzweigt einfach uber einem Sechseck B  @M0;5. Dieses Sechs-
eck besteht aus allen Randgeraden, die eine bestimmte Randgerade nicht
schneiden. Da die Automorphismen vonM0;5 transitiv auf der Kantenmen-
ge operieren, gibt es neun weitere Uberlagerungen, die unter AutM0;5 zu
Y konjugiert sind. Die zehn nichttrivialen glatten Uberlagerungen sind also
eigentlich nur eine.
Die sechs Ecken des Verzweigungssechsecks haben jeweils nur ein Urbild,
in dem sich zwei Verzweigungsgeraden schneiden. Die sechs Schnittpunkte
des Sechsecks mit den ubrigen Randkomponenten haben jeweils zwei Urbil-
der, namlich gewohnliche Punkte von Verzweigungsgeraden. Auerdem gibt
es noch die drei Ecken auerhalb des Sechsecks; sie haben je vier einfache
Urbilder.
In [11] wird die Serie der glatten Uberlagerungen betrachtet, die uber
allen Randgeraden
"
konstant e-fach verzweigt\ sind, und festgestellt, dass
im Fall e = 5 ein Ballquotient entsteht. Die zugehorigen Permutationen
deute ich fur n = 5 in Zykelschreibweise an:
 = (0 1 2 3 4)(5 6 7 8 9)(10 11 12 13 14) : : :
2 = (0 5 10 15 20)(1 6 11 16 21) : : :(4 9 14 19 24)(25 30 35 40 45) : : :
4 = (0 25 50 75 100)(1 26 51 76 101) : : :
und so weiter. Die Uberlagerungen sind oensichtlich galoissch mit Deck-
gruppe AutX Y = (Z=(e))
5. Wir erhalten die folgenden Chernzahlen:




Y ) c2( Y ) c
2
1=c2
2 32 0 24 0
3 243 135 81 1,666
4 1 024 1 280 448 2,857
5 3 125 5 625 1 875 3
6 7 776 17 380 5 832 2,962
7 16 807 42 875 14 749 2,906
8 32 768 segmentation fault
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[11] gibt auch Formeln fur die Chernzahlen von Uberlagerungen dieses spe-
ziellen Typs an, die einfacher sind als die hier angegebenen Formeln und
sich auch noch fur groere e einsetzen lassen.
7.5 Auosung der Singularitaten von Uberlagerungen
Sei  : Y ! M0;5 die durch die Permutationen i gegebene unverzweigte
Uberlagerung von M0;5, Y ihre Normalisierung im Funktionenkorper von
M0;5 und ~Y die minimale Desingularisierung von Y .
Singularitaten von Y konnen uber den Singularitaten des Verzweigungs-
orts, d. h. uber den Ecken p von @M0;5 auftreten. Wie die Uberlagerungen
in der Nahe eines Urbilds von p aussehen, steht in [10] auf Seite 82/83. Ich
































M0;5 (D  )2
    D 2
   M0;5
Dabei ist U die obere Halbebene, D die komplexe Einheitskreisscheibe, D  :=
D r f0g. Die Abbildung von U nach D  ist die universelle Uberlagerung
z 7! e2iz . Alle Rechtecke sind cartesisch. Die senkrechten Pfeile in der
linken Halfte des Diagramms sind unverzweigte Uberlagerungen.
Sei (vorubergehend) V die im Diagramm als (D )2 beschriebene Teil-
menge von M0;5. Die im Diagramm angesprochene Gruppe   = AutB U
2
ist der Kern der lokalen Monodromieoperation
AutV U
2 ! 1(V )! AutV B:
(Die Deckgruppe von U2jV ist kanonisch isomorph zur Fundamentalgruppe














tritt eine An;q-Singularitat in B auf, die in ~B durch eine Hirzebruch-Jung-
Kette aufgelost wird. Siehe dazu [10] Seite 80.
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Die Invarianten m1, m2, n, q und damit ei, i und i (vgl. [10]) lassen











Untergruppe  0 gehort zu einer maximalen glatten Uberlagerung von M0;5,
die von B dominiert wird.  0 enthalt oenbar  . Zur Berechnung von
n und q aus  = 0 siehe [10] Seite 83 oben (d). Wie man die Kennzahlen
der Hirzebruch-Jung-Kette mittels n=q bekommt, steht auf Seite 80/81 im
selben Buch.
Sei p 2 E ein Doppelpunkt von @M0;5. Das Urbild Y (p) steht in
(auerer) Bijektion zur Restklassenmenge C=Gp. Die Bijektion hangt von
der Wahl eines Punktes x0 2 M0;5 ab, der in einer 4-Zelle, aber nahe an p
liegt; zu g 2 G gehort dann das Urbild von p in der Nahe von Y (x0)\ g(C0),
wobei C0 2 C im Prinzip auch willkurlich zu wahlen ist. (In den Rechnungen
sind die Zellen ohnehin durchnummeriert.) Sei nun y 2 Y ein festes Urbild
von p und o 2 C=Gp die zugehorige Bahn. Seien l1(p) und l2(p) die beiden
Randgeraden, die sich in p treen. Ich identiziere die lokale Monodromie-
gruppe 1(U ;x
0), U  M0;5, mit Z
2, erzeugt von kleinen Schleifen 1 um
l1(p) und 2 um l2(p), und will den Kern
  = ker(Z2 ! Sym(o))
der lokalen Monodromieoperation ausrechnen. Ich folge [10] Seite 83 oben
(d). Seien ~N und b0 die Ordnungen von 1jo beziehungsweise 2jo. Dann ist
















2  , das heit a1 Æ 
b
2 jo = id gilt. Wenn es keine sol-
chen Paare gibt, liegt unabhangige Verzweigung um die beiden Randkurven
vor; dann ist Y bei y glatt, und ich brauche nichts weiter zu unternehmen.
Andernfalls schreibe ich all die Paare in eine Matrix
A =

~N a0 a1 a2
0 b0 b1 b2
  






ist torsionsfrei vom Rang 1, also zyklisch.
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Die Zahlen ~q und m2 lassen sich so wahlen, dass ~q 2 f0; : : : ; ~N   1g und
m2 > 0. Sie sind durch diese Zusatzbedingung eindeutig bestimmt. Oenbar
gilt m2jb0. Da ich von einem singularen Punkt y 2 Y ausgehe, ist ~q 6=
0. Die Zahl m2 ist oenbar der grote gemeinsame Teiler der bi. Euklids
Algorithmus bestimmt u1, v1 2 Z, sodass d1 := u1b0 + v1b1 der grote





mit c1 := u1a0 + v1a1
liegt dann in  . Ich bestimme jetzt u2 und v2, sodass d2 := u2d1 + v2b2 der
grote gemeinsame Teiler von d1 und b2 (und somit von b0, b1 und b2) ist,
setze c2 := u2c1 + v2a2, fahre so fort und erhalte schlielich (cr; dr) 2   mit
dr = m2. Dann muss ~q der Rest von cr modulo ~N sein. Laut [10] Seite 83
oben (d) liegt dann eine Hirzebruch-Jung-Singularitat vom Typ AN;q, wobei
man N und q aus ~N und ~q erhalt, indem man den groten gemeinsamen
Teiler aus beiden herauszieht.
Um die Singularitat aufzulosen, muss man [10] in y eine Hirzebruch-
Jung-Kette aus rationalen Kurven Ck mit Selbstschnitten ek hineinblasen.
Vorubergehend nummeriere ich sie C1; : : : ; Cr und zitiere aus [10] (Seite 80)
den Schnittgraphen
C0 C1 C2    Cr Cr+1 ;
wobei C0 eine Urbildkurve der Randgeraden l1(y) und Cr+1 eine Urbild-
kurve der Randgeraden l2(y) ist. Sei k = Ck die Vielfachheit von Ck im
kanonischen Divisor von ~Y , also














(K ~Y + Ck):Ck = degKCk
liest sich
k 1 + (k + 1)ek + k+1 =  2; k = 1; : : : ; r:
Das ist ein lineares Gleichungssystem fur die k, 1 6 k 6 r, namlich0
BBBBBBB@
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 2  r+1   er
1
CCCCCA
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auf dessen linker Seite die Schnittmatrix der Hirzebruch-Jung-Kette steht.
Die Matrix ist negativ denit [10]. Ich kann die k also ausrechnen, wenn
ich die ek kenne. Die ek erhalte ich aber aus einer Kettenbruchentwicklung
von n=q, siehe [10] Seite 80 unten.
7.6 Chernzahlen der singularen Uberlagerungen
Mit diesem Vorwissen kann ich es wagen,

















2 = nK2M0;5 = 5n























(joj   1)(K M0;5 :l)
(3) Fur die Kurven C, die uber Punkten p 2 E liegen, ist das Schnitt-
produkt (K M0;5 :C) = 0 nach der Projektionsformel.
(4) Die Urbilder der Verzweigungsgeraden schneiden sich gegenseitig
transversal in denjenigen Urbildern der Ecken, wo Y glatt ist, also nichts
hineingeblasen wird. An einem solchen Punkt y 2 Y seien e1(y), e2(y) die























Die Selbstschnitte C2, Cjl, mussen auf die mit der Projektionsformel bere-
chenbare Groe
(C:l) = (C:l) = (fC l:l) =  fC
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zuruckgefuhrt werden. Dazu muss ich mir uberlegen, welche Komponenten,
die in l stecken, von C geschnitten werden. Zunachst steckt C selbst
mit Vielfachheit eC in 

l. Lauft C durch eine Stelle, wo Y aufgeblasen
wurde, so schneidet C auerdem eine der dortigen Ausnahmekurven; ich
ubernehme die Bezeichnungen von weiter oben, wo das Aufblasen von Y
besprochen wurde.
 Entweder ist C = C0 in der Hirzebruch-Jung-Konguration. Dann ist


l lokal durch die Gleichung fm1 gegeben (mit den Bezeichnungen
von oben). Die von C = C0 getroene Ausnahmekurve C1 tritt mit
Vielfachheit 1m1 = qm1 in 

l auf.
 Andernfalls ist C = Cr+1. Dann ist 

l lokal durch die Gleichung gm2
gegeben. Die von C = Cr+1 getroene Ausnahmekurve Cr tritt mit




























































































(5) Der nachste Term betrit schon wieder die Schnitte von Rand- und





















((0   1)1 + r(r+1   1))
(6) Schlielich die Selbstschnitte der Ausnahmekomponenten: Zu einer
Hirzebruch-Jung-Kette uber y 2 Ysing gehort die Schnittmatrix E(y) und







































































+ 2((0   1)1 + r(r+1   1))








































Zur topologischen Eulercharakteristik gibt es Beitrage des Inneren
top(Y ) = ntop(M0;5) = 2n;
































wobei r := 0 fur eine Ecke y 2 Y mit regularer Verzweigung.
7.7 Galoisuberlagerungen
Ist ~Y j M0;5 galoissch, so kann man C = fg(C0) j g 2 Gg mit G = Aut M0;5
~Y
identizieren. Die Monodromieoperation wird zur LinkstranslationGG!
G. Die Uberlagerungen, deren Deckgruppe isomorph zu einer bestimmten
abelschen Gruppe G ist, entsprechen den Quintupeln (2; 4; 5; 7; 8) 2
G
5, modulo Automorphismen von G. Die sechs sechsstelligen Relationen
fur die i sind namlich in abelschen Gruppen automatisch erfullt.
Bei der Berechnung der Chernzahlen hat man im galoisschen Fall den
Vorteil, dass man fur jede Kante und Ecke nur ein Urbild zu betrachten
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und
top( ~Y ) = 2n 
X
l2K
(G : Gl) +
X
p2E
(G : Gp)(r + 1):
Ich habe maschinell alle Uberlagerungen vom Grad 2 6 n 6 10 sowie
die Galoisuberlagerungen fur einige Gruppen bestimmt und deren diskrete
Kenndaten (Chernzahlen, Homologie) ausgerechnet.
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