Abstract. The aim of this work is to rigorously formulate the non-commutative calculus within the framework of quantum field theory. In so doing, we will consider the application of integrable and differential structures to local algebras. In the application of integrable structures to local algebras, we make use of a new approach based on quantum Orlicz spaces. We specifically propose regularity conditions which ensure good behaviour of field operators as observables in the context of local algebras. This complements earlier work by Buchholz, Driessler, Summers & Wichman, etc, on generalized H-bounds. The pair of Orlicz spaces we explicitly use are respectively built on the exponential function (for the description of regular field operators) and on an entropic type function (for the description of the corresponding states). These spaces form a dual pair. This formalism has been shown to be well suited to a description of quantum statistical mechanics, and in the present work we show that it is also a very useful and elegant tool for Quantum Field Theory. Secondly as far as differential structures are concerned, we argue that the formalism based on local algebras is also well suited to the development of a non-commutative differential geometric structure along the lines of the du Bois-Violette approach to such theory. In that way we obtain a complete depiction: integrable structures based on local algebras provide a static setting for an analysis of Quantum Field Theory and an effective tool for describing regular behaviour of field operators, whereas differentiable structures posit indispensable tools for a description of equations of motion. Finally we indicate that the formalism presented here is also relevant for local algebras based on Lorentzian manifolds.
say that in a laboratory a physicist deals with bounded functions of observables only! However, as it was already remarked by Borchers [9] , in this method "some detailed information about a physical system is usually lost". Furthermore, this scheme admits "non-physical states" having badly defined entropy, see [38] and the references given there.
The second method uses unbounded operators. The motivation for this method can be taken from representations of canonical commutation relations, Wightman's formulation of quantum field theory and the theory of Lie algebras. Although mathematical aspects of algebras of unbounded operators have been analyzed in much detail, see [1] , [47] , [3] , it is well known that formal calculations can be misleading; see Section VIII.5 in [43] .
Here, we will argue that non-commutative integration theory offers a third alternative lying between the above discussed approaches, see also [39] . Besides other technical conditions it relies of selecting "more" regular unbounded operators, where "more" regular means τ -measurability (see the following pages for definitions and details). In this method one not only has the advantage of having access to a very well-behaved *-algebra of unbounded operators (the algebra of τ -measurable operators), but this unbounded framework also appears as a natural limiting case of the bounded framework. (Any semifinite von Neumann algebra is dense in the associated algebra of τ -measurable operators.) Our objective in this paper, is therefore not to analyse some specific model, but rather to on the one hand introduce this framework, and on the other to show how various aspects of Quantum Field Theory may be harmonised within this framework.
The algebraic approach to relativistic quantum field theory was formulated in the sixties by R. Haag, D. Kastler, H. Araki, H. J. Borchers and others, see [27] , [2] , [18] .
The basic object of this approach is a net of von Neumann algebras, O → M(O), on a Hilbert space H, labeled by subsets O of (Minkowski) space-time IR 4 . It satisfies, see [2] Remark 1.1. In an analysis of Poincaré-Lorentz transformations it is convenient to distinguish those related with one frame, F , and those which involve another frame, F ′ , which moves with velocity v relative to F . In other words there are two basic types of Poincaré-Lorentz transformations:
(1) transformations defined in terms of inertial frames with no relative motion, i.e. the frames are simply tilted. In particular, there are rotations (but without continuous rotation) and translations. (2) transformations describing relative motion with constant (uniform) velocity and without rotations of the space coordinates. Such transformations are called boosts. It is worth pointing out that that the spectral conditions, mentioned in the point (6) above, are relevant for the first type of Poincaré-Lorentz transformations. In particular, the spectral conditions are not applicable to generators of boosts.
The vital consequences of the observation just presented, will be described in the discussion on regularity conditions of fields operators in the next section.
On the other hand, in the fifties, Wightman and Gärding, see [24] , [25] , [53] , formulated postulates for general quantum field theory in terms of (unbounded) operators on a Hilbert space. Depending on the context, there are various subtle variations of these postulates. However we are not interested in a detailed application of the resultant theory to a specific context, but rather in the overarching mathematical framework and how this framework may be harmonised. The basic mathematical ingredients of these postulates that are relevant to our study, may be expressed as below (see [2] ). The reader interested in finer detail, may refer to [24] , [25] and [53] .
(F1) Quantum fields: The operators φ 1 (f ), ..., φ n (f ) are given for each C ∞ -function with compact support in the Minkowski space IR 4 . Each φ i (f ) and its hermitian conjugate operator φ where the matrix (S(A) j,k ) is n-dimensional representation of A ∈ SL(2, C), and f (a,A) (z) = f (Λ(A) −1 (z − a)). (F3) Local commutativity: if the supports of f and g are space-like separated, then for any vector v ∈ D
where ⋄ denotes the following possibilities: no * , one * , and both operators φ have a * . (F4) Vacuum; there exists a well defined vacuum state, i.e. a vector Ω ∈ H, invariant with respect to the Poincaré group such that the following spectrum condition is satisfied : the spectrum of the translation group U (a, I) on Ω ⊥ is contained in V m = {p; (p, p) ≥ m 2 , p 0 > 0}, m > 0.
Properties of field operators versus noncommutative integration.
As a first step we note the following:
Observation 2.1. For any field operator φ(f ) satisfying Wightman's postulates, one has (2.1) (v, φ n (f )w) ∈ C, for any v, w ∈ D, and any n ∈ IN. In other words, the number (v, φ n (f )w) is finite for any n ∈ IN.
Remark 2.2. For states ω x (·) ≡ (x, ·x) with x ∈ D, field operators in QFT enjoy the property of having all moments finite. We remind that this feature is a starting point for an analysis of applications of the quantum Orlicz space formalism to Statistical Physics.
However, to argue that the scheme based on noncommutative Orlicz spaces is applicable to QFT, we must additionally show that there is good reason to postulate that field operators may in a natural way be embedded into the noncommutative Orlicz space consisting of the regular observables of the von Neumann algebra appearing in the algebraic approach to QFT. The reasonableness of this postulate, is demonstrated in a step-wise process. We specifically show that:
• field operators are affiliated to the von Neumann algebras appearing in the algebraic approach to QFT, • there is good reason to assign criteria to these operators which ensure that they embed into a larger algebra of unbounded operators (the so-called algebra of τ -measurable operators (definition loc. cit.), • these criteria ensure that the field operators may be represented as elements of the noncommutative Orlicz space generated by the regular observables of the system, • and that these criteria lead to physically reasonable consequences.
2.1. The affiliation of field operators to local algebras. To indicate that field operators satisfy the first requirement, we follow Araki [2] by beginning with a brief description of arguments showing how a field operator can be associated to a net of von Neumann algebras, see [23] , [17] , [2] .
Let P be a family of operators with a common dense domain of definition D in a Hilbert space H (cf. Wightman's rule presented above) such that if φ ∈ P then also φ * | D ≡ φ † ∈ P. The weak commutant P w , of P is defined as the set of all bounded operators C on H such that (v, Cφw) = (φ † v, Cw), for all v, w ∈ D. For simplicity of our arguments we will restrict ourselves to one type of real scalar field φ; i.e. φ(f ) * coincides with φ(f ) on D. Furthermore, apart from the Wightman postulates we assume:
w is an algebra for any double cone O p q ≡ {x; p− x ∈ V + , x− q ∈ V + }, where V + = {positive timelike vectors }. (A2) The vacuum vector Ω is cyclic for the union of P(D ′ ) w over all double cones D, where D ′ is the causal complement of D.
The following theorem is taken from [2] , but stems from results given in [23] , [17] . 
Then M(D) is a von Neumann algebra and the net D → M(D) satisfies conditions (L1)-(L3) for local algebras (cf the first section). On defining M to be the von Neumann algebra generated by ∪ D M(D), the state on M determined by Ω is then a pure vacuum state for which
• Ω is cyclic for each M(D),
• and each operator φ ∈ P(D) has a closed extension φ e ⊂ φ †, * which is affiliated with M(D). (Here, φ e ⊂ A means that the domain of φ e is contained in the domain of A and that φ e = A on the domain of φ e .) Theorem 2.3 yields Corollary 2.4. Field operators lead to operators affiliated to the von Neumann algebra M(D). We remind that this property is the starting point for the definition of measurable operators.
Moreover, one has
Remark 2.5. There are sufficient conditions, motivated by physical requirements, for conditions (A1) and (A2) (given prior to Theorem 2.3) to hold, see [23] , [17] , [11] .
As an example of such condition we quote from [11] Definition 2.6. Let φ be a Wightman field and let H denote its Hamiltonian. The field satisfies a generalized H-bound if there exists a nonnegative number α < 1, such that φ(f ) * * e −H α is a bounded operator for all f .
It worth reiterating the fact pointed out in [23] , that the physical significance of such conditions, is that they select models with slightly more regular high energy behaviour.
2.2.
Local algebras and the crossed product construction. To proceed with an analysis of the τ -measurability criteria of φ e operators, a containing von Neumann algebra with a faithful normal semifinite trace is necessary. However (see the comprehensive review [54] ) the local algebras M(D) are, under physically plausible assumptions, the same for all relativistic quantum field theories, namely they are isomorphic to the unique hyperfinite type III 1 factor. But type III factors are known not to have any nontrivial traces (see vol I and II of Takesaki [49] , [49] ). Therefore, we should employ the superalgebra, the crossed product, M ⋊ σ IR, which will be defined below. We can do this, as due to the Reeh-Schlieder property of vacuum states, see [45] (cf also Theorem 4.14 in [2] ), we can consider such vacuum states as those whose GNS-vector Ω is cyclic and separating for the von Neumann algebra M(D), where D is a bounded region in the Minkowski space. Consequently, the Tomita-Takesaki theory can be employed. In particular, the modular action for the triple (M(D), Ω, H) exists and it will be denoted by σ t , t ∈ IR.
Remark 2.7. One can generalize the line of reasoning given below by replacing the vacuum state ω(·) = (Ω, ·Ω) by a faithful normal semifinite weight. We remind that such a weight always exists for a von Neumann algebra. Here the vacuum state provides the connection between the approach suggested above, and the rules of Quantum Field Theory.
The great significance of the above mentioned enlarged algebra, follows from the fact that the crossed product M ≡ M ⋊ σ IR with respect to the modular automorphism group of the canonical weight ω (see overleaf for the construction), is a semifinite von Neumann algebra when M is type III, cf [49] . In particular, M ⋊ σ IR can be equipped with a faithful normal semifinite trace τ . This object, τ , is a necessary tool for a definition of τ -measurable operator, see [49] , [50] , or [40] . Definition 2.8. Let M be a semifinite von Neumann algebra acting on a Hilbert space H, and equipped with a faithful normal semifinite trace τ . A closed and densely defined linear operator a on H is called τ − measurable if a is affiliated with M (that is, au = ua for all unitary operators in the commutant M ′ of M) and there exists a 0 < λ 0 ∈ IR such that τ (E |a| (λ 0 , ∞)) < ∞ (where E |a| denotes the spectral measure of the selfadjoint operator |a|). The space of all τ -measurable operators is denoted by M and can be equipped with a topology of convergence in measure, with respect to which it proves to be a complete metrisable *-algebra. Details may be found in [49, §IX.2] . This *-algebra is the noncommutative analogue of the completion of L ∞ (X, Σ, ν) with respect to the topology of convergence in measure.
To proceed with an analysis of the τ -measurability criteria of field operators, we have to describe M ≡ M ⋊ σ IR in some detail. To this end we will follow Haagerup's modification of Takesaki's construction as presented in Lemma 5.2 of [30] . This was developed in series of three papers [28, 29, 30] , culminating in the result just mentioned. The bulk of the discussion below is taken from these papers, with occasional references from other sources where appropriate. For the sake of clarity we will extract only the very basic points of the exposition, without going to the point of sacrificing its essential content. Some modifications, which we made, are necessary in order to be able to follow the scheme of Quantum Field Theory as closely as possible. Recall that the basic ingredient of the operator algebraic approach to Quantum Field Theory is a net of local algebras having the properties described in the first section. A large part of our task is then to indicate how some of the subtleties of such algebras fit into the crossed product construction, rather than just presenting an abstract mathematical formalism.
Let IR 4 ∋ O → M(O) be a net of local observables. In general, M(O) is type III. We fix a region O 0 , so we can restrict ourselves to one von Neumann algebra
Further there is well defined vacuum state ω on M, having the properties described in the first section and at the beginning of the second section. Moreover on passing to GNS representation if necessary, there is no loss of generality in assuming that M is a von Neumann algebra acting on a Hilbert space H with cyclic and separating vector Ω. As (M, Ω, H) is then in the so-called standard form, there is a modular operator ∆ and a modular automorphism
Denote the Hilbert space of all square integrable H-valued functions on IR by L 2 (IR, H). Define representations π σ of M, and λ of IR, as follows:
Definition 2.9. The von Neumann algebra generated by π σ (M) and λ(IR) on L 2 (IR, H), is called the crossed product of M by σ, and is denoted by M ⋊ σ IR.
In the sequel we will write M ≡ M ⋊ σ IR and also identify M with π σ (M) to simplify the notation.
Remark 2.10. We know that any given field operator φ e is affiliated with M (that is taking the polar decomposition of φ e , φ e = v|φ e |, one has that v and the spectral projections of |φ e | are in M). But then φ e will trivially also be a densely defined closed operator on L 2 (IR, H) for which v and the spectral projections of |φ e | are in M. Hence it must be affiliated with M. Now, our task is to find a trace τ on M which can be useful for an analysis of measurability. This is done in several steps. As a first step, one defines a dual action of R on M in the form of a one-parameter group of automorphisms (θ s ) by means of the prescription (2.5) θ s (a) = a, θ s (λ(t)) = e −ist λ(t) for all a ∈ M and s, t ∈ R.
A fact not immediately clear from the definition of this action is that M is not just contained in the fixed points of this dual action, but in fact M = {a ∈ M : θ s (a) = a for all s ∈ R}. The next step is to define a so called faithful normal semifinite operator valued weight from the extended positive part of M to the extended positive part of M. We pause to clarify these concepts.
Observe that for each a ∈ M + and each ρ ∈ (M * ) + , the prescription ρ → ρ(a) yields an affine lower-semicontinuous map from (M * ) + onto [0, ∞). With this as a starting point, the extended positive partM + of M, is then defined to be the collection of maps m :
Haagerup goes on to develop a theory of these objects (see [29] ), showing amongst other facts that any normal semifinite weight on M, extends to a "weight" onM 
where {E λ : λ ∈ [0, ∞)} is an increasing family of projections in M, and p = 1 − lim λ→∞ E λ [29, Theorem 1.5]. In the context of the relation of M to M, one may use this description to show that the group (θ s ) extends to automorphisms onM + , the extended positive part of M. In addition one can also show thatM + can be identified with the subset {m ∈M + : θ s (m) = m for all s ∈ R} ofM + . An operator valued weight T from say M to a von Neumann subalgebra N, is then a map T from M + into the extended positive partN + of N, which satisfies
Such an operator valued weight, is then some sort of generalised conditional expectation. This operator valued weight of interest to us, is defined on M + by means of the formula
Observe that by construction, we will have that θ s (T (x)) = T (x) for any x ∈ M + -a fact which ensures that (as claimed) we do then indeed have that T (x) ∈M + . Starting with the faithful normal semifinite weight ω, the prescriptionω = ω • T yields a corresponding faithful normal semifinite weight on M (the so-called the dual weight of ω), where ω denotes the extension of ω to a normal weight onM + -the extended positive part of M [30] . It is now possible to show that the action on M of the modular automorphism groupσ t (·) produced by this dual weight, is implemented by the maps λ(t) (t ∈ R)) in the sense thatσ t (a) = λ(t)aλ(t) * . (See the proof of [30, Lemma 5.2] .) However with σ t denoting the modular automorphism group on M produced by ω, it is not difficult to see that on embedding M into M we have by construction that σ s (a) = λ(s)aλ(s) * for all s ∈ R. So one of the benefits of passing to the crossed product and equipping it with the dual weight, is that we now have a modular group with an inner action.
By the Stone-von Neumann theorem there exists a densely defined positive operator h on L 2 (IR, H) such that h it = λ(t). But then by [49, Theorem X.3.14], M is not only semifinite, but h must also be affiliated M. Sinceω is in fact faithful, h must be non-singular (dense-range and injective). The affiliation of h to M also ensures that (θ s ) has an action on h. It is now an exercise to conclude from the fact that h it = λ(t), that the action of (θ s ) as defined on the λ(t)'s, ensures that Following Takesaki one may now propose the weight
as a trace τ on M. The verification that this is indeed a well-defined trace on M, may be found in the [42, Theorem 7.4] . (Take note that when those authors write ω(h −1 ·) in the proof of this theorem, what they have in mind is
See the notational convention introduced at the start of section 4 of this paper.) This is precisely the trace which we were looking for! Further computation then shows that the fact that θ s (h) = e −s h, translates to the fact that for this trace, we have that τ • θ s = e −s τ for all s ∈ R. The relation just stated also ensures that the automorphisms θ s are continuous with respect to the topology of convergence in measure induced by τ on M, and hence that they allow of unique extensions to M. In the final picture, the operator h then turns out to be the density dω dτ of the dual weightω with respect to the trace just constructed. The fact that ω is a state, ensures that in this case h is in fact τ -measurable. [50, Corollary II.6] .
Having identified a suitable trace, we now have a framework for identifying the natural τ -measurability criteria of field operators. However before doing so, we pause to comment on the specific nature of the operator h as it relates to local algebras under discussion.
Remark 2.11. One could write
where, using "KMS" ideology, K can be interpreted as the Hamiltonian describing the equilibrium dynamics for some fixed (non-moving) frame. For this (modular) dynamics, ω is moreover an equilibrium (KMS)-state. It is important to remember that the spectrum σ(K) of K, in general, satisfies
Note that this property is a characteristic feature of modular groups of type III 1 factors! To fully appreciate this observation we remind the reader that σ t (A) = σ t (a) for all a ∈ M, where σ t (respectively σ t ) is the modular group produced by the dual weight ω (respectively the weight ω). (Compare the earlier discussion following the introduction of the operator-valued weight.) On the other hand, it is worth pointing out that, in general, K is not equal to H. Thus, the spectral conditions assumed for H, are not applicable to K! To clarify this point and emphasise its connection to physical criteria, we will follow some arguments given in Chapter V.4 in [27] . Let W denote the wedge in Minkowski space M.
and U (Λ(s)) (U (r)) the unitary operators implementing the boosts Λ(s) (the spacetime translations respectively). The corresponding generators will be denoted by K and P µ , i.e.
Finally, let Θ stand for CPT-operator (cf Chapter II in [27] ) and R 1 (π) denote a special rotation through the angle of π around the 1-axis. Bisognano and Wichmann proved, see [6] , [7] Theorem 2.12 ([6], [7] ). Let J W , ∆ W denote the modular conjugation and the modular operator for the pair (M(W ), Ω). Then (2.10)
Moreover, the modular automorphisms σ t , t ∈ IR, act geometrically as the boosts!
We pause to note that although the Bisognano-Wichmann result is a theorem about M(W ), it is also a theorem about the geometry of the canonical modular group. Hence with (σ t ) denoting the modular group, the fact that inside the crossed product σ t may be realised by σ t (a) = λ(t)aλ(t)
* , provides an elegant way of connecting their result with the crossed product approach.
2.3.
Field operators and τ -measurability. Within the algebra of τ -measurable operators affiliated to M, one may identify spaces which represent the quantum L p and Orlicz spaces for M. We will revisit this point shortly. First we explore natural ways in which to assign τ -measurability criteria to the field operators. In this ensuing discussion we will identify M with π σ (M) in order to simplify notation.
Let us now apply the above ideas to the action of the field operators on M(D) where D is some double cone. At this point it is very seductive to suggest that one could simply require the field operators themselves to be measurable. But there is a problem with that. We noted earlier that the action of each θ s extends to affiliated operators, hence also to the field operators. Each positive operator affiliated to M(D) can of course be written as a pointwise increasing limit of positive elements of M(D), and may therefore be regarded as an element of the extended positive part of M(D). But we know from our earlier analysis, that the elements ofM + (D) are fixed points of this dual action. In other words we must have θ s (|φ(f )|) = |φ(f )| for all s. So if φ(f ) was in fact τ -measurable, it would follow from Proposition II.10 of [50] that in the context of M(D) the action of these operators would be bounded! So when imposing a regularity assumption related to τ -measurability, we need to take care that we impose a regularity restriction which allows for unboundedness of the field operators. In search of such a criterion we turn to [37] for clues. In that paper a strong case was made that regular observables find their home in the Orlicz space L cosh −1 (M(D)). The significance of this space is that it "contains" M properly, and hence allows for unboundedness of observables. (What we at this point mean by containment should be explained. When in the tracial case we speak of containment, we mean standard set theoretic containment. However in the crossed product paradigm this translates to the statement that the canonical adjoint preserving embedding of embedding of
).) So a natural way in which we can assign τ -measurability criteria to the field operators, is to ask that they canonically embed into the space of regular observables, namely
To understand what this means, some background is necessary.
Coming back to the general theory of quantum L p -spaces, we have already noted that M = {a ∈ M : θ s (a) = a for all s ∈ R}. On a similar note Haagerup also showed that M * ≡ {a ∈ M : θ s (a) = e −s a for all s ∈ R}. So if M and M * respectively represent the quantum spaces L ∞ (M) and L 1 (M), it makes sense to suggest that the L p (M) spaces 1 ≤ p ≤ ∞ may well be represented by the scale of spaces L p (M) = {a ∈ M : θ s (a) = e −s/p a for all s ∈ R}. Haagerup's triumph was in showing that these are all Banach spaces with respect to the subspace topology inherited from the topology of convergence in measure on M, and that there exists a tracial functional tr on L 1 (M) (different from τ ) in terms of which one may define a dual action of L 
Moreover in the tracial case this construction produces spaces which are canonically isometric to their more classically defined tracial counterparts. Details may be found in Chapter II of [50] . We are however interested in spaces more general than L p -spaces, namely Orlicz spaces. In order to introduce Orlicz spaces, we first need to acquaint readers with the concept of a Young's function.
• Ψ(0) = 0 and lim u→∞ Ψ(u) = ∞;
• it is neither identically zero nor infinite valued on all of (0, ∞),
• and is left continuous at
A noteworthy aspect of Young's functions, is that they come in complementary pairs, with the complementary function defined by the formula Ψ
To each Young's function Ψ, we may associate a corresponding Orlicz space. With L 0 denoting the space of all measurable functions on some σ-finite measure space (Ω, Σ, m), the Orlicz space associated with a given Young's function Ψ, may be defined by the prescription:
These spaces admit of several natural norms, but ultimately these norms turn out to be equivalent. (See [5, §4.8] .) For the sake of completeness we mention the two most important norms.
• Luxemburg-Nakano norm:
A notational convention used by many authors to indicate the norm in view, is to write L Ψ when the Luxemburg norm is used, and L Ψ when the Orlicz norm is used.
There is an interesting connection between the spaces produced by a complementary pair of Young's functions, namely that the spaces produced by such a pair, are Köthe duals of each other! By the claim that L Ψ * (X, Σ, ν) is the Köthe dual of say L Ψ (X, Σ, ν), we specifically mean that a measurable function f belongs to
, and that the norm on L Ψ * is realised by the formula sup{|
To be able to define Orlicz spaces for type III algebras, we need the concept of a fundamental function, specifically fundamental functions of Orlicz spaces
For each such space, say X, the associated fundamental function is defined by the prescription ϕ X (t) = χ E X where ν(E) = t.
In the case X = L Ψ (0, ∞) we will write ϕ Ψ for the fundamental function, and in the case X = L Ψ (0, ∞) write ϕ Ψ . These functions turn out to be so-called 
and ϕ Ψ (t) ϕ Ψ * (t) = t for all t.
Given Ψ, the Orlicz space L Ψ (M) associated with M may then be defined by means of the following prescription (see [36, Lemma 5.11] 
To define L Ψ (M) one simply uses ϕ Ψ * in the definition instead of ϕ Ψ * . We point out that in the case where Ψ(t) = t p , this prescription yields exactly Haagerup's definition of L p -spaces. As with the Haagerup L p -spaces, these turn out to be complete quasi-normed spaces under the topology of convergence in measure inherited from M with the natural quasinorm on each of these spaces once again being given by the prescription
(See [34, Proposition 3.11] .) In the case where M is semifinite and ω a trace, we will up to Fourier transform
, where here the von Neumann algebra tensor product is in view. The canonical trace on M will in this case be ω(·) ⊗ R ·e −t dt with the elements of for example the Orlicz space L Ψ (M) being simple tensors of the form g ⊗ ϕ Ψ (e t ), where g is an element of the "tracial" Orlicz space L Ψ (M, ω) = {a ∈ M : Ψ(λ|a|) ∈ M and ω(Ψ(λ|a|)) < ∞}. Moreover the map sending g to g ⊗ ϕ Ψ (e t ) turns out to be a linear isometry from [34, Corollary 2.3] .) So in the tracial case, this prescription produces exactly the "classical" Orlicz spaces.
Coming back to field operators and their action in the context of M(D), we remind the reader that the self-adjoint elements of the space L cosh −1 (M(D)) represents the space of regular observables. If then the field operators are to be regular in this sense, a natural restriction to place on them would be to require them to embed into the space L cosh −1 (M(D)) in a natural way. This leads us to the following definition
is a closable operator for which the closure is τ -measurable, i.e. the closure is an element of the space M.
Remark 2.16. Given that each of the φ(f )'s are fixed points of the action of (θ s ), it is a simple matter to verify that an L cosh −1 regularity restriction on some φ(f ), ensures that the closure of
observe that with Ψ * denoting the conjugate Young's function to cosh −1 we may use the second formula in equation 2.11 to show that
We re-emphasise that the L cosh −1 regularity restriction allows room for unboundedness of the field operators! This restriction clearly has the same flavour as the generalised H-boundedness restriction on the field operators π σ (φ e ) mentioned earlier, which implied their affiliation to the local algebras M(D). The difference here is that we have a "symmetrised" product, and that we ask for this product to be τ -measurable rather than bounded.
We note that the L cosh −1 regularity condition is inherited by certain "translates" of open bounded regions O for which this condition is known to hold. Specifically given g = (a, Λ) ∈ P ↑ + and O ⊂ M, it follows from (L2) that there is an automor-
The concept of L cosh −1 -regularity may of course be considered in terms of any of the local algebras M(O). However in some sense local algebras M(W ) corresponding to a wedge in Minkowski space occupy a special place in this regard. To support this claim we remind the reader that it is precisely the result of Bisognano and Wichman regarding such algebras (Theorem 2.12) which served as the starting point for motivating the utility of the crossed product construction for local algebras. In addition, as we will see below, such algebras serve as the context for proving that the concept of L cosh −1 regularity, behaves well with regard to "subtheories". Before we are able to prove such good behaviour of L cosh −1 -regularity with respect to subtheories, some background is necessary. In particular we need Borchers' concept of "modular covariant subalgebras", and a description of how that concept relates to the construction of subtheories. (See sections VI.1 and VI.3 of [10] .)
In the language of Borchers, a modular covariant von Neumann subalgebra N of a von Neumann algebra M, is an algebra which satisfies the requirement that ∆ , that this requirement is equivalent to the existence of a faithful normal conditional expectation E from M onto N, which leaves the canonical faithful normal weight ω on M, invariant in the sense that ω = ω • E.
To apply these concepts to local algebras, one needs the notion of "coherent" subalgebras. Specifically, following Borchers [10, Def VI. In [10] Borchers defines the concept of coherence for subalgebras corresponding to double cones as well. However for the purpose of recovering his main theorem regarding subtheories (stated below), we only need information regarding the coherence of subalgebras corresponding to wedges. Following Borchers, we assume that the considered quantum field fulfills the Bisognano-Wichmann property, i.e. that for every wedge the modular groups acts locally like the associated group of Lorentz boosts on the underlying space [10, Definition III. We may now further refine the above theorem to show that such subtheories also behave well with regard to the L cosh −1 -regularity condition. 
Once these identifications have been made, the conclusion of the theorem is obvious.
Consequences of L
cosh −1 regularity of field operators. There is further evidence that this restriction is a physically reasonable one to make for field operators, namely that membership of L cosh −1 (M(D)), will ensure that the "generalised moments" of the field operators are all finite. This restriction may therefore be seen as a requirement which complements the requirements noted in for example Equation 2.1 and Axiom (F1). What we mean by these statement is contained in the following Proposition. (For the sake of simplicity of notation, we will simply write M for M(D) in the remainder of this subsection. Proposition 2.20. Let M be σ-finite and let M and h be as before. If for each f we have that
. Hence in their action on M, the generalised moments of the field operators will all be finite, in the sense that for any a ∈ M, tr(a[h 1/(2p) φ(f )h 1/(2p) ] p ) will always be a finite complex number. (Here tr is the tracial functional on L 1 , not τ .)
Proof. Given any 2 ≤ p < ∞, select m ∈ N so that 2m ≤ p < 2(m + 1). Then of course t p ≤ t 2m + t 2(m+1) for all t ≥ 0. On considering the Maclaurin expansion of cosh(t) − 1, it now trivially follows that
It is now a straightforward exercise to conclude from this fact that
In other words the function γ p (t) =
. It is now a simple matter to verify that this τ -measurable operator satisfies all the membership criteria for L p (M). It remains to consider the case 1 ≤ p < 2. For σ-finite algebras it is however known that L 2 (M) contractively embeds into any L p (M) (where 1 ≤ p < 2) in a way which will send h 1/4 φ(f )h 1/4 to h 1/(2p) φ(f )h 1/(2p) (see [33] ). This proves the proposition.
Although thus far our focus has been on analysing the link between field operators and the space L cosh −1 (M), in concluding this section we make some brief comments about the space L log(L + 1)(M). This is an Orlicz space produced by the Young's function t log(t + 1). To clarify our interest in this Orlicz space, we remind the reader that entropy is a crucial tool in the thermodynamical description of quantum systems. However the standard approach to statistical mechanics leads to serious problems with the definition of entropy (see Wehrl [52] ). The Orlicz space L log(L + 1), being dual to L cosh −1 , can be considered to be the natural home for the states acting on regular observables. Importantly in [37] a strong case was made that the space L 1 ∩ L log(L + 1) is home for the states with good entropy (see [37, Proposition 6.8] ). So in addition to the duality noted above, the space L log(L + 1) can also be considered as the space generated by states with "good" entropy.
2.5.
A definition of entropy for type III algebras. As a first step in achieving this outcome, we note that classically L 1 ∩ L log(L + 1) is an Orlicz space produced by the Young's function Ψ ent (t) = max(t, t log(t + 1)) = t 0 ≤ t ≤ e − 1 t log(t + 1) e − 1 ≤ t So in order to extend the ideas of [37] to the type III case, we need to faithfully follow the algorithm for constructing Orlicz spaces for type III algebras, in order to produce a type III analogue of the space L 1 ∩ L log(L + 1). Getting back to the classical setting, we will for simplicity of computation assume that each of L log(L+ 1)(0, ∞) and L 1 ∩ L log(L + 1)(0, ∞) are equipped with the Luxemburg norm. It is then an exercise to see that the fundamental function of L 1 ∩ L log(L + 1)(0, ∞) is of the form ϕ ent (t) = max(t, ϕ log (t)). It is this fundamental function that we use to construct our type III analogue of L 1 ∩ L log(L + 1) according to the prescription. Let us denote this space by L ent (M). From the above computations, it is clear that the functions ζ 1 (t) = t ϕent(t) , and ζ log (t) = ϕ log (t) ϕent(t) are both continuous and bounded above (by 1) on (0, ∞). Hence the operators ζ 1 (h) and ζ log (h) are both contractive elements of M. It is now an exercise to see that the prescriptions
+ be given. For such an element, the quantity
will then be well-defined (albeit possibly infinite-valued). It is this quantity that we propose as the type III analogue of von Neumann entropy. To see that this does indeed make sense, recall that in the case where M is semifinite and ω a trace, M may be identified with M ⊗ L ∞ (R), and that with respect to this identification, any given Orlicz space L Ψ (M) will consist of the simple tensors in M ⊗ L ∞ (R) of the form f ⊗ ϕ Ψ (e t ), where f is an element of the "tracial" Orlicz space L Ψ (M, ω) = {g ∈ M : Ψ(λ|g|) ∈ M and ω(Ψ(λ|g|)) < ∞}. It therefore easily follows from [34, Corollary 2.3] , that for x = f ⊗ ϕ ent (e t ), the quantity
may be rewritten as
By [37, Proposition 6.8], this yields exactly ω(f log(f )). Hence that above prescription for entropy, is a faithful extension of the existing descriptions on semifinite von Neumann algebras 2.6. Concluding remarks. The analysis in the preceding section leads to the following conclusions:
Corollary 2.21. The τ -measurability regularity conditions on the field operators are strongly related to the principle of relativity, i.e. on the one hand the affiliation of the field operators to the local algebra M(D) results from some form of regularity with respect to the generator H of time translations, whilst the embedding of the field operators into the space
, is a consequence of regularity with respect to the generator K of boosts. Consequently, both of the basic transformations employed by the principle of relativity are used! and Corollary 2.22. The axioms of QFT imply that field operators should have all moments finite. This requirement is intimately related to the requirement that these operators embed into the space L cosh −1 (M). The states which come from the space L ent (M) (the type III analogue of L 1 ∩ L log(L + 1) described above) moreover all admit a good definition of entropy. Consequently, the strategy based on the quantum Pistone-Sempi theorem, see [35] , [37] leads to the conjecture that the proper formalism for QFT is that based on the pair of quantum Orlicz spaces
Local algebras and graded algebras of differential forms
Having considered the application of integrable structures to local algebras, we now turn our attention to differential structures. We note that such structures are indispensable tools for the description of time evolution of quantum systems. In other words, integrable structures provide a rather static setting for an analysis of systems, whilst differential structures are employed for an examination of time evolution of these systems. Throughout M will be a (smooth) d-dimensional, connected time-oriented globally hyperbolic Lorentzian manifold, g a Lorentzian metric on M , and M d-dimensional Minkowski space-time.
The axiomatisation of local algebras for manifolds rather than Minkowski space, was pioneered by Dimock, et al, as early as 1980 [20, 21] . However it was not until 2003 that Brunetti, Fredenhagen and Verch added the all important principle of locality to the covariance axioms for these algebras. For the sake of background we review some material from [16] , [15] . All these results are formulated in strongly categorical language. However the crucial result for us, is the description of such local algebras given in [16, Theorem 2.3] . For a local algebra fulfilling their criteria, Brunetti, Fredenhagen and Verch obtain the result below. This encapsulates the structural information which will form the starting point of our subsequent modelling. Since in their theory the local algebras can be either C * -algebras or von Neumann algebras, we here follow their convention of denoting the local algebras by A(O). Here K(M ) denotes the set of all open subsets in M which are relatively compact and which for each pair of points x and y, also contain all g-causal curves in M connecting x and y. Moreover, as before A(O) denotes the C * -algebra generated by field operators φ(f ) with test function supported in O, i.e. suppf ⊆ O. We emphasize that M is now a much more general manifold than M, which was the focus in the previous section. 
(b) If there exists a group G of isometric diffeomorphisms κ : M → M (so that κ * g = g) preserving orientation and time-orientation, then there is a representation by C * -algebra automorphisms α κ :
(c) If the algebra belongs to the "causal" category of their theory, then it also holds that where S ⊥⊥ is the double causal complement of S, and A(S ⊥⊥ ) is defined as the smallest C * -algebra formed by all
To formulate the next result some preliminaries are necessary. We wish to consider local algebras generated by field operators which are solutions of the KleinGordon equation. As was stated, M stands for a manifold satisfying the conditions given at the beginning of this section. C ∞ 0 (M ) will denote the space of smooth, real valued functions on M which have compact support. Following Dimock [20] (see also [16] ), we will describe the CCR algebra of bosonic fields on the manifold M given by solutions of the Klein-Gordon equation. The crucial point in his construction, is that global hyperbolicity of M entails existence of global fundamental solutions E for the Klein-Gordon equation ( + m 2 + ξR)φ = 0, where m ≥ 0 , ξ ≥ 0 are constants, and R is the scalar curvature of the metric on M . In particular, E = E adv − E ret , where E adv/ret (advanced/retarded, respectively) are well defined maps such that E adv/ret :
It was shown by Dimock [20] , that the property of bosonic field operators being solutions of the Klein-Gordon equation, is characterized by the following relations:
This leads to the following form of Weyl relations for W (f ) ≡ e iφ(f ) :
Denote by R the real vector space E ((C ∞ 0 (M )). We note that σ(f, g) = M f EgdV M , where dV M is the volume form on M , gives a symplectic form on R, i.e. (R, σ) is the symplectic space. The C * -algebra of canonical commutation relations over a symplectic form (R, σ), writen as M(R, σ), is by definition the C * -algebra generated by elements g 1 ) and (M 2 , g 2 ) be two given manifolds satisfying the prescribed conditions. Assume that ψ :
and which also preserves causality and orientation; see [16] for details. Denote by E ψ the global fundamental solution of the Klein-Gordon equation on ψ(M ), and write
where σ ψ is a symplectic form on R ψ which is defined in an analogous fashion to σ. Then the prescription
for the generators {W ψ } of the CCR algebra over (R ψ , σ ψ ), leads to * -isomorphisms between the corresponding algebras. To summarize, the CCR algebras described above, yield a version of Theorem 3.1 adapted to solutions of the Klein-Gordon equation. The theorem as stated below is due to Brunetti, Fredenhagen and Verch (see [16, Theorem 2.2] ). To be faithful to their comprehension and formulation of this result, we first define the category Loc Loc: The class of objects obj(Loc) is formed by all (smooth) d-dimensional (d ≥ 2 is held fixed), globally hyperbolic Lorentzian spacetimes M which are oriented and time-oriented. Given any two such objects M 1 and M 2 , the morphisms ψ ∈ hom Loc (M 1 , M 2 ) are taken to be the isometric embeddings
is any causal curve and γ(a), γ(b) ∈ ψ(M 1 ) then the whole curve must be in the image ψ(M 1 ), i.e., γ(t) ∈ ψ(M 1 ) for all t ∈]a, b[; (ii) any morphism preserves orientation and time-orientation of the embedded spacetime. Composition is composition of maps, the unit element in hom Loc (M, M ) is given by the identical embedding id M : M → M for any M ∈ obj(Loc).
(with m, ξ fixed for all M and R the scalar curvature), and for each
(Here W ψ ( . ) are as before, W (.) the generators of the Weyl-generators of W(R, σ), and W ′ ( . ) the Weyl-generators of W(R ′ , σ ′ ), while T ψ is the corresponding symplectic map from (R ψ , σ ψ ) into (R ′ , σ ′ ).) Then the corresponding local algebra fulfills all the criteria of the preceding theorem including causality and the time-slice axiom.
3.1.
Realising A(M) as a "tangent algebra" of A(M ). Our first task is to show that the picture described above can be further refined to allow for tangential phenomena. In particular we introduce the concept of tangentially conditioned local algebras. Definition 3.3. We say that a local algebra A(M ) is tangentially conditioned if A(M ) behaves well with respect to the atlas on M in the following sense: Given a quadruple (p, ι p , O p ,Õ 0 ) from this atlas, where O p is a neighbourhood of some p ∈ M ,Õ 0 a corresponding diffeomorphic neighbourhood of 0 ∈ M, and ι p the diffeomorphism onÕ 0 identifying these neighbourhoods, it must be true that the algebras A(O p ) and A(Õ 0 ) are * -isomorphic by means of a * -isomorphism β p , which implements the diffeomorphism in the sense that for any open subset
It is clear from the definition that tangentially conditioned algebras A(M ), are those which at a local level "look like" the algebra A(M). The important fact to note, is that the CCR-algebras considered earlier in Theorem 3.1 provide concrete examples of tangentially conditioned algebras! Theorem 3.2 also provides concrete examples of tangentially conditioned algebras, on condition that the Klein-Gordon equation is locally solvable, i.e. there is an atlas such that for each chart (O p , ι p ) there is a (local) fundamental solutions E Op . In other words, O p considered as a manifold should enjoy all manifold properties assumed in Theorem 3.2.
It is easy to see that T is a linear bijection from H p onto H 0 . We will show that T is an isometry. To this end we note that
where (ι p ) * is the pull-back of ι p .
But, then T preserves the symplectic form σ. Hence, by [14, Theorem 5.2.8], the prescription
The second claim follows by arguments given prior to Theorem 3.2.
3.2.
Tangentially conditioned algebras and local flows along contours. We now turn to the question of dynamics on algebras A(M ). When studying dynamics, it is important to identify the appropriate mode of continuity with which to describe such a dynamical flow. We are particularly interested in the appropriate mode of continuity that may be assigned to the translation automorphisms in the representation of the Poincaré group. Property 1 of the Gärding-Wightman postulates for field operators (see [44, §IX.8] ), as well as the behavior of local algebras which fulfil the spectrum condition (see [46, p. 33] ), both suggest that it is a physically reasonable assumption to make, that these translation automorphisms are implemented by a strongly continuous unitary group acting on the underlying Hilbert space. That translates to SOT continuity of the translation automorphisms. This mode of continuity is however more suited to a von Neumann algebraic rather than a C * -algebraic framework. Hence in the remainder of the paper we will restrict ourselves to von Neumann local algebras, for which the group of translation automorphisms on M(M) is SOT continuous. The only comment we will make about C * -framework, is that each of the subsequent results will under appropriate restrictions admit of a C * -version. With the framework in which we will work now clear, that leads us to the question of how one may realise a dynamical flow on the manifold M , at the algebra level. Part (b) of Theorem 3.1 assures us that in the case where one is fortunate enough to have a globally defined group G of isometric diffeomorphisms on M preserving orientation and time-orientation, the dynamics described by that group canonically lifts to the algebra setting. But what is equally clear from this theorem, is that not all algebras M(M ) have this property. If however one is content to settle for fairly strong locality as far as dynamics is concerned, the situation improves. Specifically for any tangentially conditioned local algebra M(M ), the "local" dynamics on M does indeed lift to the algebra level. We point out that this behaviour is in line with the classical setting. See the discussion on page 35 of [51] .
In order to be able to deliver on our promise, some background is necessary. ∞ (U ), we will at a formal level be able to give a "chart-wise" description of the quantum smooth local flows associated with a tangentially conditioned algebra M(M ). However the manifolds in view here are Lorentzian. We therefore briefly pause to describe how the above idea may be refined to this context. Using this fact, we may select our charts for M in such a way that the local diffeomorphisms which compare M to M , maps points of the form (t, x 1 , x 2 , . . . , x d−1 ) in sayÕ 0 ⊂ M, onto points (r(t), s) in O p ⊂ M , where (r(t), s) ∈ R × S, with t going to r(t) and (x 1 , x 2 , . . . , x d−1 ) to s. Suppose that this is the case and let O p be a neighbourhood of some p ∈ M which is in the above sense diffeomorphic to a neighbourhoodÕ of 0 ∈ M by means of some diffeomorphism ι p of the above type.
Based on the above discussion and the assumptions made therein, on the chart O p a continuous local dynamical flow along some contour on M passing through p = (t p , s p ), may in principle be regarded as the image under ι p of a continuous local dynamical flow along a contour flowing through 0 ∈ M, where the dynamical flow on M corresponds to a set of points (t, x 1 (t), x 2 (t), . . . , x d−1 (t)) ∈Õ 0 which varies continuously as t varies over the interval (−ε, +ε), with (0, x 1 (0), x 2 (0), . . . , x d−1 (0)) = 0, and with ι p (0) = p. For the sake of simplicity let us write g t for (t, x 1 (t), x 2 (t), . . . , x d−1 (t)) and β p for the *-isomorphism from
In the context of M(M), this local dynamics may then formally be lifted to the algebra level by using the "translation automorphisms" in the representation of the Poincaré group on M(M). Specifically if on M the contour is described by the set of points g t (indexed by the time variable), we may pass to the set α gt where each α gt satisfies α gt (M(Õ)) = M(g t +Õ) (Õ an open subset of M). The natural domain of the "restriction" of the action of α gt to the
For any g t this natural domain will include all subalgebras M(Õ t ) of M(Õ 0 ), for whichÕ t is a subset ofÕ 0 small enough to ensure that g t +Õ t ⊂Õ 0 . As g t gets "closer" to 0, we expect the size of the setsÕ t we are able to select, to increase. We pause to explain how one can make these ideas exact.
By passing to a subset if necessary, we may assume that the set ofÕ 0 is an open double cone K =Õ 0 centred at 0. It is then an exercise to see that K = ∪ ∞ n=1 n n+1 K. We may further find a decreasing sequence ε n > 0 such that
As far as our local dynamical flow along the given contour is concerned, for each ε n > 0 we may by assumption find some δ n > 0 such that g(t)
k=1 |x k (t)| 2 < ε n whenever |t| < δ n . At the operator level, each α gt for which |t| < δ n , will then yield a well defined operator from M( 
That is for additive systems, the subalgebra of M(K) for which we obtain dynamics for short times, is weak* dense in M(K).
We summarise the conclusions of the above discussion in the following theorem:
is additive in the sense of [2, Definition 4.13], then for any smooth contour C through p ∈ M , the dynamics along this contour will for a small enough neighbourhood O p ⊂ M of p, lifts to dynamics for short times on a weak* dense subalgebra of M(O p ). The dynamics at the algebra level is determined by the local action of the translation automorphisms on M(M).
(For these same ideas to work in the C * -algebra context, we need our local algebra to satisfy what we might call "strong" additivity in the sense that for any open double cone K and any collection of open subsets {O λ } of K covering K, we will need ∪ ∞ n=1 A(O λ ) to be norm-dense in A(K).) 3.3. The space of generators of local flows. Each locus of points of either the form (t, 0, 0, . . . ) or the form (0, 0, . . . , 0, x k , 0, . . . , 0) is a copy of R. We may denote these loci by R t and R k (2 ≤ k ≤ d) respectively. The groups α x corresponding to translation by x, where x belongs to either R t or R k , are then one-parameter groups on M(M).
Hence the derivatives at 0, namely δ t and δ k , are densely defined closed *-derivations. For the sake of simplicity, we will in the discussion hereafter write δ 0 for δ t . Our first result in this subsection, shows that these derivations are the appropriate noncommutative analogues of the partial differential operators ∂ ∂xi . This result also shows that in a very real sense, the space span{δ k : 0 ≤ k ≤ (d − 1)} acts as a space of infinitesimal generators of the action of the translation automorphisms on M(M). Theorem 3.6. Let C be a smooth contour through 0 ∈ M parametrised by say x(t) where −1 ≤ t ≤ 1, and x(0) = 0. Let O be a neighbourhood of 0 ∈ M. Then for any
, the derivative at 0 of the set α x(t) (f ) (t ∈ [−1, 1]) exists in the weak* topology on M(M), and corresponds to k=0 a k δ k (f ) where
Proof. Let f be as in the hypothesis. Since each δ k is adjoint-preserving, we may clearly assume that f = f * . As in the previous proof we will write t k for the vector with t ∈ R in the k-th coordinate and 0's elsewhere. The fact that the translation automorphisms are implemented by a strongly continuous unitary group acting on the underlying Hilbert space, ensures that for each k, we have that
Let x(t) be of the form x(t) = (x 0 (t), x 1 (t), . . . , x (d−1) (t)). We denote the vector (0, . . . , 0, x k (t), 0, . . . , 0) byx k (t). We first prove that for any ξ in the underlying Hilbert space and any 0 ≤ k ≤ (d − 1), we have that
= 0 for every 0 < |t| < ε. Since x k (t) → 0 as t → 0, the claim will in this case follow by rewriting
for all 0 < |t| < ε, and then letting t → 0.
If a k = 0, then for the claim to be true, we must have that
Suppose this is not the case. In that case there must exist some ε > 0 and a sequence {t n } tending 0 such that
we must then also have that x k (t n ) = 0 for all n. But then we may write
. But as n → ∞, this expression must converge in norm to a k δ k (f )ξ = 0, which is a clear contradiction. Hence our assumption that 1 t (αx k (t) (f ) − f )ξ does not converge to 0 as t → 0, must be false.
We claim that for each k, the terms Π
) converge to 0 in the weak* topology as t → 0.
Suppose that for some k this is not the case. Then there must exist a normal state ω of M(M) such that ω(Π
equivalently there exists a normal state ω and a sequence {t n } tending to 0 such that for some ε > 0 we have that
Proof. The proof is based on a modification of [41, Theorem 2.7] . Hence at some points we will not give full details, but instead refer the reader to the corresponding argument in [41] . Let C be the space of all complex-valued C ∞ functions on the open cell (0, ∞) d which are compactly supported. Given any x ∈ M, we will throughout write α x for the automorphism corresponding to translation by x in the sense that α x (M(O)) = M(x+O). We will further write t k for the vector with t ∈ R in the k-th coordinate and 0's elsewhere, and ϕ k for the partial derivative of ϕ with respect to the k-th coordinate. Given any a ∈ M(M) and ϕ ∈ C, then with s denoting (s 0 , . . . ,
In view of the assumption regarding the SOT continuity of the representation x → α x , this integral converges in the SOT topology, which in turn ensures that a(ϕ) ∈ M(M). Assuming that h > 0 it is then an exercise to see that for example
(Again convergence is in the SOT topology.) Hence a(ϕ) ∈ dom(δ 0 ) with δ 0 (a(ϕ)) = (−1)a(ϕ s0 ). Here we chose the coordinate k = 0 for no other reason than simplicity of notation. Hence for any k we have that a(ϕ) ∈ dom(δ k ) with δ k (a(ϕ)) = (−1)a(ϕ k ). This in particular ensures that the space Y = span{a(ϕ) : a ∈ M(M), ϕ ∈ C} is contained in M ∞ (M). To conclude the proof we therefore need to show that Y is weak* dense in M(M).
Suppose that this is not the case. Then by the Hahn-Banach theorem there must exists some non-zero element ρ of (M(M)) * , which vanishes on Y . But each such ρ is SOT continuous [8 
Quantum graded algebras for M(M).
The discussion at the end of the previous subsection, shows that the space of derivations ∆ M in some sense provides the technology for giving a chart-wise description of the "quantum local flows" of a given tangentially conditioned algebra M(M ). We have in addition seen that under mild restrictions, the space M ∞ (M) is weak* dense in M(M). Hence a quantum graded algebra of differential forms for M constructed using these objects, should in principle be "chart-wise" relevant for tangentially conditioned algebras M(M ).
Using the work of Michel du Bois-Violette as a template (see the excellent review in [22] ), one may now construct a graded algebra of differential forms from the pair (M ∞ (M), ∆ M ). The actual construction of such a quantum graded algebra, can be done exactly as in section 2.5 of [22] , with the only difference being that we replace the pair (M, Der M ) used by Djemai, et al, by the pair (M ∞ (M), ∆ M ). All other ingredients remain exactly the same. We pause to justify this replacement before going on to explain why this framework is sufficient for the construction to go through.
Recall that by assumption the translation automorphisms are induced by a strongly continuous unitary group acting on the underlying Hilbert space. Using this fact, one is able to conclude that each of the derivations δ k is of the form δ k (a) = i[H k , a]. For the time variable H 0 is just the Hamiltonian, with H k being a momentum operator for k = 1, . . . , (d − 1). These operators are all necessarily unbounded, and hence so are each of the δ k 's. These are therefore clearly not defined on all of M(M), and hence if we want a model incorporating the information encoded in the δ k 's, we cannot a priori insist on using M(M) in the construction, as this will exclude these operators. However each δ k is defined everywhere on a smooth part of the algebra, namely M ∞ (M). The replacement of M(M) with M ∞ (M), therefore allows one to incorporate the δ k 's into the picture. In fact Djemai himself reveals an implicit concern for "smoothness", when at the start of [22, Subsection 2.5.2] he points out that the constructs described at that point may be applied to C ∞ (M ). For the readers who are concerned about the validity of the claim that the construction in [22, §2.5] carries over to the pair (M ∞ (M), ∆ M ), we hasten to point out that the construction in [22, §2.5 ] is entirely algebraic, and that all we in principle need is a * -algebra, and a space of derivations on that algebra which admits a left-module action of that algebra, and that we do have. We pause to further justify the claim that a * -algebra rather than a C * -algebra will suffices. Note for example that although the author invokes the "topological" tensor product at the start of section 2.2 of [22] , the algebraic tensor product will do just as well for this part of the construction. Note further that in the construction described in sections 2.1-2.5 of [22] , there are three crucial ingredients. These are Property 1 on page 808, Property 2 on page 808, and Proposition 3 on page 809. Although full details are not given in the actual text of [22] , it can be seen from [12, Chapter III, §X] that Property 1 is a purely algebraic property. For the other two aspects Djemai cites [19] as a reference. In that paper Connes announces a 7 step programme (on p 264), with the bulk of [19] devoted to step II. This is the part required by the construction in [22] . But as can be seen from the declaration at the top of page 262 of [19] , the content of [19, Part II] is purely algebraic! Readers that have some concern that at some point Part II of [19] has a hidden reliance on the more topological Part I, will be reassured by the discussion on page 310, where Alain Connes describes the relationship between Parts I and II.
The above discussion leads us to the following conclusion:
Theorem 3.8. The algebra M(M) admits the construction of a smooth quantum graded algebra of differential forms which on a chart-wise basis models the action of smooth quantum local flows on a tangentially conditioned algebra M(M ).
In closing we wish to point out that there is a very comprehensive theory of the derivational approach to noncommutative differential geometry. Our goal in this paper was to demonstrate how one aspect of this theory may be incorporated into the theory of local algebras. There is surely more that can be done in this regard, but that is not the concern of the present paper.
Conclusions.
In the present paper we have continued our study on the new approach based on Orlicz spaces to the analysis of large systems, i.e. systems having an infinite number of degrees of freedom, see [35] , [36] , [37] . Having shifted our focus to quantum field theory, we here show that this new strategy initially developed for quantum statistical mechanics, can in a very natural and elegant way be applied to quantum field theory, obviously with suitable modifications. It is important to note that the modifications necessary for the application of this strategy to quantum field theory, are drawn from the very basic ingredients of the principle of relativity; see Corollary 2.21.
Having thus well established the static setting of quantum fields, one should take into account that to examine physical laws and the mathematical equations describing these laws, one needs differential structures. To give an elementary example, of the usefulness of these structures, we note that even Maxwell equations fit naturally into differential geometry; specifically the calculus on manifolds. We have shown that the presented formalism is well suited to a du Bois-Violette approach to noncommutative differential geometry. But, as was hinted at the end of the previous section, the theory of quantum local flows on local algebras is incomplete. In other words, we conclude the paper with the acknowledgment that there remain many questions, and that the community of researchers struggling with this problem are still far from achieving a "theory of everything". We do however hope that the present contribution will in some small way help to illuminate the next step in this grand quest.
