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FIXED POINTS OF NONEXPANSIVE MAPS ON CLOSED, BOUNDED,
CONVEX SETS IN `1.
Thomas M. Everest, PhD
University of Pittsburgh, 2013
In 1965, W.A. Kirk proved that all reflexive Banach spaces (X, ‖·‖) with normal structure are
such that for all nonempty, closed, bounded, and convex subsets C ⊆ X, every nonexpansive
map T : C −→ C has a fixed point, i.e. (X, ‖·‖) has the fixed point property for nonexpansive
mappings (FPP(n.e.)).
In 1979, K. Goebel and T. Kuczumow constructed “very irregular” closed, bounded,
convex, non-weak∗-compact subsets K of `1, and showed that such K have the FPP(n.e.).
We show that we may perturb the sets of Goebel and Kuczumow to construct a new and
larger class of sets that have the FPP(n.e.).
Ultimately, we would like to answer the following: which isomorphic `1-basic sequences
(xn)n∈N are such that their closed convex hulls have the FPP(n.e.)? Theorem 2.2.1, Theorem
2.3.15, and Theorem 2.3.18 give new and interesting isomorphic `1-basic sequences in (`1, ‖ ·
‖1) whose closed convex hulls have the FPP(n.e.).
In 2003, W. Kaczor and S. Prus showed that under a certain assumption, the sets con-
structed by Goebel and Kuczumow have the fixed point property for asymptotically nonex-
pansive mappings and that this is equivalent to the sets having the fixed point property for
mappings of asymptotically nonexpansive type.
In the second part of this thesis, we prove a theorem (Theorem 3.4.1) that provides an
estimate for the `1-distance of a point to a simplex. As a corollary, we prove an interesting
special case of the theorem of Kaczor and Prus.
We further calculate the best uniform-Lipschitz constant of the right shift R on one of
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the sets K of Goebel and Kuczumow.
We also consider another closed, bounded, convex, non-weak∗-compact subset G of the
positive face of the usual unit sphere S in `1. We show that, in contrast to the sets K above,
G fails to have the fixed point property for asymptotically nonexpansive mappings.
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1.0 INTRODUCTION
We begin by giving a brief introduction to metric fixed point theory, and also to the work
of Goebel and Kuczumow that inspired much of the work in this thesis.
In 1912, L.E.J. Brouwer [3] determined that for n ∈ N, for C equal to the closed unit
ball of Rn, every norm-to-norm continuous map f : C −→ C has a fixed point. This result
was later extended to every compact convex subset of Rn. In this form, the theorem was
extended by J. Schauder [14] in 1930 to every Banach space (X, ‖ · ‖). The class of norm
compact, convex sets is small. On the other hand, the class of continuous mappings involved
is large.
In 1922, S. Banach [1] introduced the Banach Contraction Mapping Theorem. If (X, d)
is a complete metric space, and f : X −→ X is a strict contraction, then f has a unique fixed
point in X. In terms of Banach spaces, it follows that for a nonempty, closed, bounded, and
convex subset C of a Banach space (X, ‖ · ‖), if T : C −→ C is a strict contraction for the
metric d = d‖·‖ generated by the norm, then T has a fixed point. Here the class of closed,
bounded, and convex sets is large. On the other hand, the class of continuous maps only
includes the strict contractions.
In terms of the sizes of the classes involved, F. Browder [4] provided a more balanced
theorem in 1965. It stated that for all nonempty, closed, bounded, and convex subsets C of
a Hilbert space (H, 〈·, ·〉) with associated norm ‖ · ‖, every nonexpansive map T : C −→ C
has a fixed point in C. Here, T is nonexpansive means that ‖Tx−Ty‖ ≤ ‖x−y‖,∀x, y ∈ C.
Later in 1965, Browder [5] and D. Go¨hde [10] each generalized the previous theorem to
all uniformly convex Banach spaces. A Banach space (X, ‖ ·‖) is said to be uniformly convex
if for each ε ∈ (0, 2] there exists δ > 0 such that for x, y ∈ X,
1
‖x‖ ≤ 1
‖y‖ ≤ 1
‖x− y‖ > ε
 =⇒
∥∥∥∥x+ y2
∥∥∥∥ ≤ 1− δ.
An example of a uniformly convex Banach space is Lp, 1 < p <∞ with the standard norm
‖ · ‖p.
Even later still in 1965, W.A. Kirk [12] further generalized the theorem of Browder to
all reflexive Banach spaces (X, ‖ · ‖) with normal structure, i.e. those spaces such that all
non-singleton closed, bounded, and convex sets have a greater diameter than radius. Banach
spaces (X, ‖ · ‖) such that for all nonempty, closed, bounded, and convex subsets C ⊆ X,
every nonexpansive map T : C −→ C has a fixed point, are called spaces with the fixed point
property for nonexpansive mappings. We often abbreviate this and write FPP(n.e.). We also
note that the sequence spaces (c0, ‖ · ‖∞) and (`1, ‖ · ‖1) are both nonreflexive and do not
have the FPP(n.e.).
For a long time, it was unclear whether or not all Banach spaces with the property
FPP(n.e.) were reflexive. In 2008, P.K. Lin [13] provided the first example of a nonreflexive
Banach space with the FPP(n.e.). Lin’s example is the space `1 endowed with a norm that
is equivalent to the usual norm.
The primary motivation for our work occurred in 1979. K. Goebel and T. Kuczumow [9]
constructed “very irregular” closed, bounded, convex, non-weak∗-compact subsets K of `1
(with its usual norm), and showed that such K have the FPP(n.e.): i.e., every nonexpansive
mapping T : K −→ K has a fixed point. In this thesis we show that we may perturb the
sets of Goebel and Kuczumow to construct a new and larger class of sets that have the
FPP(n.e.). Note that in Theorem 2.0.4, Goebel and Kuczumow use bi = 1 + ai > 0. Our
results in Theorem 2.3.1, Theorem 2.3.6, Theorem 2.3.11, Theorem 2.3.15, and Theorem
2.3.18 allow for each bi to be real-valued.
Ultimately, we would like to answer the following question. Precisely which isomorphic `1-
basic sequences (xn)n∈N (or asymptotically isometric `1-basic sequences (xn)n∈N) in (`1, ‖·‖1)
are such that their closed convex hulls have the FPP(n.e.)? Our theorems (Theorem 2.2.1,
Theorem 2.3.15, and Theorem 2.3.18) give new and interesting isomorphic `1-basic sequences
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in (`1, ‖·‖1) whose closed convex hulls have the FPP(n.e.); which is a step towards a solution
of this open problem.
In 2003, W. Kaczor and S. Prus [11] showed that under a certain assumption, the sets
constructed by Goebel and Kuczumow have the fixed point property for asymptotically
nonexpansive mappings and that this is equivalent to the sets having the fixed point property
for mappings of asymptotically nonexpansive type.
In the second part of this thesis, we prove a theorem (Theorem 3.4.1) that provides an
estimate for the `1-distance of a point to a simplex. As a corollary to Theorem 3.4.1 we
prove an interesting special case of the theorem of Kaczor and Prus. We remark that our
proof technique seems to be rather different to the method used in their paper.
We further calculate the best uniform-Lipschitz constant of the right shift R on one of
the sets K of Goebel and Kuczumow. Note that R is fixed point free on K, and so must fail
to be asymptotically nonexpansive.
We also consider another closed, bounded, convex, non-weak∗-compact subset G of the
positive face of the usual unit sphere S in `1. Dowling, Lennard and Turett [7] recently
showed that G has the fixed point property for nonexpansive mappings. In this thesis we
show that, in contrast to the sets K above, G fails to have the fixed point property for
asymptotically nonexpansive mappings.
1.1 PRELIMINARIES AND OVERVIEW
We denote the set of all positive integers and the set of all real numbers by N and R,
respectively. We define the Banach space (`1, ‖ · ‖1) by
`1 :=
{
x = (xn)n∈N : each xn ∈ R and ‖x‖1 :=
∞∑
n=1
|xn| <∞
}
.
For all n ∈ N, let en = (en,k)k∈N be defined by setting en,n := 1 and en,k := 0, for all k ∈ N
with k 6= n. Of course, each en ∈ `1. We will often write ‖ · ‖1 as ‖ · ‖.
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Also, the Banach space (c0, ‖ · ‖∞) is given by
c0 :=
{
x = (xn)n∈N : each xn ∈ R and lim
n−→∞
xn = 0
}
;
where ‖x‖∞ := supn∈N |xn|, for all x = (xn)n∈N ∈ c0. Of course, `1 is the dual of c0.
The subspace (c00, ‖ · ‖∞) of (c0, ‖ · ‖∞) is defined as
c00 :=
{
x = (xn)n∈N : each xn ∈ R and xn = 0 for all but finitely many n ∈ N
}
.
Definition 1.1.1. Let C be a nonempty closed, bounded, convex subset of a Banach space
(X, ‖ · ‖). Let T : C −→ C be a mapping.
(1) We say that T is nonexpansive if
‖T (x)− T (y)‖ ≤ ‖x− y‖ , for all x, y ∈ C .
(2) We say that T is asymptotically nonexpansive if there exists a sequence
(λm)m∈N ⊆ R decreasing to 1, such that for all m ∈ N,
‖Tm(x)− Tm(y)‖ ≤ λm ‖x− y‖ , for all x, y ∈ C .
(3) We say that T is uniformly Lipschitzian if there exists M ∈ [1,∞), such that for all
m ∈ N,
‖Tm(x)− Tm(y)‖ ≤M ‖x− y‖ , for all x, y ∈ C .
We call M a uniform Lipschitz constant for T .
(4) We define T to be affine if
T (α1x1 + α2x2) = α1T (x1) + α2T (x2) ,
for all x1, x2 ∈ C with α1, α2 ≥ 0 and α1 + α2 = 1.
(5) We say that T has an approximate fixed point sequence if there exists (xn)n∈N in C such
that ‖T (xn)− xn‖ −→
n
0.
Clearly, [(1) =⇒ (2) =⇒ (3)]. Of course, the converses are not generally true. Some
of our examples below illustrate this. It is also well known that [(1) =⇒ (5)]. (See, for
example, [8].) We note that it is an open question as to whether [(2) =⇒ (5)]. It is also
well known that [(4) =⇒ (5)]. We include a proof, for the sake of completeness.
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Lemma 1.1.2. Let (X, ‖·‖) be a Banach space and M ⊆ X be a nonempty, closed, bounded,
and convex set. Let T : M −→ M be an affine mapping. Then there exists an approximate
fixed point sequence (xn)n∈N for T in M .
Proof. Fix x0 ∈M . Define
xn :=
(
I + T + T 2 + · · ·+ T n
n+ 1
)
(x0) , for all n ∈ N .
Each xn is in M , because M is convex. Let
d := diam(M) := sup
u,v∈M
‖u− v‖ ∈ [0,∞) .
Since T is affine, we have that
‖Txn − xn‖ =
∥∥∥∥T(I + T + T 2 + · · ·+ T nn+ 1
)
(x0)−
(
I + T + T 2 + · · ·+ T n
n+ 1
)
(x0)
∥∥∥∥
=
1
n+ 1
∥∥∥∥(T + T 2 + T 3 + · · ·T n+1)(x0)− (I + T + T 2 + · · ·+ T n)(x0)∥∥∥∥
=
1
n+ 1
∥∥∥∥T n+1x0 − x0∥∥∥∥
≤ d
n+ 1
−→ 0
Therefore, (xn)n∈N is an approximate fixed point sequence for T .
We will sometimes use “c.b.c.” as an abbreviation for the phrase “closed, bounded and
convex”. Also for a given collection of mappings E on a c.b.c. set C in a Banach space
(X, ‖ · ‖), we say that that C has the fixed point property with respect to E (FPP(E)) if for
all T ∈ E , T has a fixed point in C.
Definition 1.1.3. We say that a Banach space (X, ‖ · ‖) is asymptotically isometric to
(`1, ‖ · ‖1) if there exists a sequence (xn)n∈N in X such that
X = linear span{xn : n ∈ N} and there exists a sequence of scalars (εn)n∈N in [0, 1) such
that limn−→∞ εn = 0 and ∀α ∈ c00,
∞∑
n=1
(1− εn)|an| ≤
∥∥∥∥ ∞∑
n=1
αnxn
∥∥∥∥ ≤ ∞∑
n=1
(1 + εn)|an|
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Note that
(1) When each εn = 0, (X, ‖ · ‖) is an isometric copy of (`1, ‖ · ‖1).
(2) 1− εn ≤ ‖xn‖ ≤ 1 + εn,∀n ∈ N.
(3) We may replace “∀α ∈ c00” by “∀α ∈ `1.”
(4) Without loss of generality, each ‖xn‖ = 1 and we replace the right hand inequality in
the definition by
∥∥∥∥ ∞∑
n=1
αnxn
∥∥∥∥ ≤ ∞∑
n=1
|an|.
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2.0 RESULTS FOR NONEXPANSIVE MAPPINGS
In 1979, Goebel and Kuczumow [9] proved the following theorem.
Theorem 2.0.4. Let (bj)j∈N be a bounded sequence of positive real numbers with Γ :=
infj∈N bj > 0 and put fj = bjej. Let C be the non-weak-star compact, closed, bounded,
and convex set defined by
C =
{
x =
∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
Let N0 := {j ∈ N : bj = Γ}. Then C has the FPP(n.e.) if and only if N0 is nonempty
and finite.
In Chapters 3 and 4, we aim to prove similar theorems for more general sets that can
be considered to be perturbed Goebel and Kuczumow sets. Two of our theorems, Theorem
2.3.15 and Theorem 2.3.18, will include Theorem 2.0.4 as a special case. We begin by
exploring some basic examples (Examples 2.1.1, 2.1.2, 2.1.3, and 2.1.4). All examples except
for Example 2.1.2 are new results. Example 2.1.2 is a special case of Theorem 2.0.4 (with
b1 = b, b2 = b, and bn = 1, ∀n ≥ 3) that we include for the purpose of comparison with our
three new examples. Example 2.1.4 includes Example 2.1.1, Example 2.1.2, and Example
2.1.3 as special cases.
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2.1 EXAMPLES
Example 2.1.1. To begin, let b and c be real numbers such that 0 ≤ c < b < 1 and b+c < 1.
Define f1 := be1 + ce2 and fn := en, ∀n ≥ 2, where {ej : j ∈ N} is the usual basis for `1.
Next, we define the following closed, bounded, and convex subset of `1.
Kb,c :=
{
x =
∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
We will show that
Theorem The set Kb,c has the FPP(n.e.)
Proof. Note that for α = (αj)j∈N ∈ `1 and x =
∑∞
j=1 αjfj,
‖x‖1 = ‖α1(be1 + ce2) + α2e2 + α3e3 + · · · ‖1
= ‖α1be1 + (α1c+ α2)e2 + α3e3 + α4e4 + · · · ‖1
= |α1|b+ |α1c+ α2|+ |α3|+ |α4|+ · · ·
≤ |α1|(b+ c) +
∞∑
j=2
|αj|
≤ (1 ∨ (b+ c))
∞∑
j=1
|αj|.
Also,
‖x‖1 ≥ |α1|b+ (|α2| − |α1|c) + |α3|+ |α4|+ · · ·
= |α1|(b− c) + |α2|+ |α3|+ |α4|+ · · ·
≥ (1 ∧ (b− c))
∞∑
j=1
|αj|.
Hence,
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(b− c)
∞∑
j=1
|αj| ≤ ‖x‖1 ≤
∞∑
j=1
|αj|
and so (fj)j∈N is an `1-basic sequence for `1. Note that, from above, (fj)j∈N is also an
asymptotically isometric `1-basic sequence in `1.
Note that Kb,c = co{fj : j ∈ N}.
Let T : Kb,c −→ Kb,c be nonexpansive. Then there exists (x(n))n∈N ⊆ Kb,c such that
‖x(n) − Tx(n)‖1 −→
n
0.
Without loss of generality, passing to a subsequence if necessary, there exists z ∈ `1 such
that x(n) −→
n
z weak-star. Hence we have that z ∈ Wb,c, where
Wb,c := Kb,c
w∗
=
{ ∞∑
j=1
γjfj : each γj ≥ 0 and
∞∑
j=1
γj ≤ 1
}
.
We now show that T must have a fixed point in Kb,c.
Case 1: z ∈ Kb,c.
Define
r(y) := lim sup
n−→∞
‖x(n) − y‖1,∀y ∈ `1.
In [9], Goebel and Kuczumow show that ∀y ∈ `1,
r(y) = r(z) + ‖z − y‖1. (F)
Then, by (F) we have that r(Tz) = r(z) + ‖z − Tz‖1. However,
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r(Tz) = lim sup
n−→∞
‖Tz − x(n)‖1
≤ lim sup
n−→∞
‖Tz − Tx(n)‖1 + lim sup
n−→∞
‖Tx(n) − x(n)‖1
≤ r(z) + 0
= r(z).
Therefore ‖z − Tz‖ ≤ 0 and so Tz = z.
Case 2: z ∈ Wb,c\Kb,c.
Then z is of the form z =
∑∞
j=1 γjfj, such that
∑∞
j=1 γj < 1. Define
δ := 1−∑∞j=1 γj.
Next we define hλ := (γ1 + λδ)f1 + (γ2 + (1− λ)δ)f2 +
∑∞
j=1 γjfj. We wish for hλ to be
in Kb,c, so we restrict values of λ to be in [−γ1δ , γ2δ + 1].
Note that, for λ ∈ R,
‖hλ − z‖1 = ‖λbδe1 + [λδc+ (1− λ)δ]e2‖1
= |λ|bδ + |λδc+ (1− λ)δ|
= |λ|bδ + δ|λc+ (1− λ)|
=

δ(−(b− c)− 1)λ+ δ, if λ < 0;
δ((b+ c)− 1)λ+ δ if 0 ≤ λ < 1
1−c ;
δ((b− c) + 1)λ− δ if 1
1−c ≤ λ.
Since 0 ≤ c < b < 1 and b + c < 1, ‖hλ − z‖1 is minimized when λ = 11−c . However, we
must consider two cases; when 1
1−c <
γ2
δ
+ 1 and when 1
1−c ≥ γ2δ + 1.
Sub-Case (a): 1
1−c <
γ2
δ
+ 1.
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‖hλ − z‖1 is minimized when λ = λ0 = 11−c . Note that
hλ0 =
(
γ1 +
δ
1− c
)
f1 +
(
γ2 − cδ
1− c
)
f2 +
∞∑
j=3
γjfj,
and ‖hλ0 − z‖1 = δ b1−c .
Next, fix y ∈ Kb,c of the form y =
∑∞
j=1 tjfj. Observe that
‖y − z‖1 = |t1 − γ1|b+ |(t1 − γ1)c+ (t2 − γ2)|+
∞∑
j=3
|tj − γj|
= |t1 − γ1|b+ b
1− c |(t1 − γ1)c+ (t2 − γ2)|+
b
1− c
∞∑
j=3
|tj − γj|
+
(
1− b
1− c
)
|(t1 − γ1)c+ (t2 − γ2)|+
(
1− b
1− c
) ∞∑
j=3
|tj − γj|.
Let
Q :=
(
1− b
1− c
)
|(t1 − γ1)c+ (t2 − γ2)|+
(
1− b
1− c
) ∞∑
j=3
|tj − γj|.
Then,
‖y − z‖1 = |t1 − γ1|b+ b
1− c |(t1 − γ1)c+ (t2 − γ2)|+
b
1− c
∞∑
j=3
|tj − γj|+Q
≥
∣∣∣∣(t1 − γ1)b+ b1− c
[
(t1 − γ1)c+ (t2 − γ2)
]
+
b
1− c
∞∑
j=3
(tj − γj)
∣∣∣∣+Q
=
∣∣∣∣ b1− c(t1 − γ1) + b1− c(t2 − γ2) + b1− c
∞∑
j=3
(tj − γj)
∣∣∣∣+Q
=
b
1− c
∣∣∣∣ ∞∑
j=1
tj −
∞∑
j=1
γj
∣∣∣∣+Q
=
b
1− c
∣∣∣∣1− (1− δ)∣∣∣∣+Q
= δ
b
1− c +Q
≥ δ b
1− c
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with equality in the last inequality if and only if Q = 0.
Note that in the case of Q = 0 we must have that both tj = γj, ∀j ≥ 3 and
|(t1 − γ1)c+ (t2 − γ2)| = 0. However,
|(t1 − γ1)c+ (t2 − γ2)| = 0 =⇒ (t1 − γ1)c+ (t2 − γ2) = 0.
Now, since tj = γj, ∀j ≥ 3,
∑∞
j=1 tj = 1, and
∑∞
j=1 γj = 1− δ, some simple calculations
show that
t1 + t2 = γ1 + γ2 + δ (2.1)
ct1 + t2 = cγ1 + γ2 (2.2)
Solving these equations gives
t1 = γ1 +
δ
1− c (2.3)
t2 = γ2 − cδ
1− c (2.4)
Hence Q = 0 if and only if y = hλ0 .
Therefore,
‖hλ0 − z‖1 = min
y∈Kb,c
‖y − z‖1
and this minimizer hλ0 is unique.
Let h = hλ0 . From above, r(Th) = r(z) + ‖z − Th‖1. Also,
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r(Th) = lim sup
n−→∞
‖x(n) − Th‖1
≤ lim sup
n−→∞
[
‖x(n) − Tx(n)‖1 + ‖Tx(n) − Th‖1
]
≤ 0 + lim sup
n−→∞
‖Tx(n) − Th‖1
≤ lim sup
n−→∞
‖x(n) − h‖1
= r(h)
= r(z) + ‖z − h‖1.
This implies that ‖z − Th‖1 ≤ ‖z − h‖1.
Hence, since Th ∈ Kb,c,
δb
1− c ≤ ‖z − Th‖1 ≤ ‖z − h‖1 =
δb
1− c.
Therefore, since the minimizer is unique, Th = h.
Sub-Case (b): 1
1−c ≥ γ2δ + 1.
Let λ0 :=
γ2
δ
+ 1. Since 0 ≤ c < b < 1, b+ c < 1, and
‖hλ − z‖1 =

δ(−(b− c)− 1)λ+ δ, if λ < 0;
δ((b+ c)− 1)λ+ δ if 0 ≤ λ < 1
1−c ;
δ((b− c) + 1)λ− δ if 1
1−c ≤ λ,
we have that
min
λ∈
[
− γ1
δ
,
γ2
δ
+1
] ‖hλ − z‖1 = ‖hλ0 − z‖1 = δ[(b+ c)− (1− (b+ c))γ2δ
]
Define Γ := δ
[
(b+ c)− (1− (b+ c))γ2
δ
]
. Note that
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δb
1− c < Γ ≤ δ(b+ c)
and since δ > 0,
0 <
b
1− c <
Γ
δ
≤ b+ c < 1.
Next, fix a general y ∈ Kb,c of the form y =
∑∞
j=1 tjfj, where each tj ≥ 0 and
∑∞
j=1 tj = 1.
Then
‖y − z‖1 = |t1 − γ1|b+ |(t1 − γ1)c+ (t2 − γ2)|+
∞∑
j=3
|tj − γj|
Sub-Case (b)(i): Both t1 ≥ γ1 and t2 ≥ γ2.
Then we have
‖y − z‖1 = (t1 − γ1)b+ (t1 − γ1)c+ (t2 − γ2) +
∞∑
j=3
|tj − γj|
= (t1 − γ1)(b+ c) + (t2 − γ2) +
∞∑
j=3
|tj − γj|
= (t1 − γ1)(b+ c)
[
Γ
δ(b+ c)
]
+ (t1 − γ1)(b+ c)
[
1− Γ
δ(b+ c)
]
+ (t2 − γ2)
[
Γ
δ
]
+ (t2 − γ2)
[
1− Γ
δ
]
+
[
Γ
δ
] ∞∑
j=3
|tj − γj|+
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
=
∣∣∣∣(t1 − γ1)(b+ c)[ Γδ(b+ c)
]∣∣∣∣+ ∣∣∣∣(t2 − γ2)[Γδ
]∣∣∣∣+ Γδ
∞∑
j=3
|tj − γj|+Q
where
Q = (t1 − γ1)(b+ c)
[
1− Γ
δ(b+ c)
]
+ (t2 − γ2)
[
1− Γ
δ
]
+
[
1− Γ
δ
] ∞∑
j=3
|tj − γj| ≥ 0.
Then
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‖y − z‖1 ≥
∣∣∣∣(t1 − γ1)(b+ c)[ Γδ(b+ c)
]
+ (t2 − γ2)Γ
δ
+
∞∑
j=3
Γ
δ
(tj − γj)
∣∣∣∣+Q
=
Γ
δ
∣∣∣∣ ∞∑
j=1
(tj − γj)
∣∣∣∣+Q
= Γ +Q
Hence ‖y − z‖1 ≥ Γ with equality if and only if Q = 0. However,
Q = 0⇐⇒ tj = γj,∀j ∈ N
and
∑∞
j=1 tj = 1, whereas
∑∞
j=1 γj < 1. Therefore in the case that both t1 ≥ γ1 and t2 ≥ γ2,
we have that ‖y − z‖1 > Γ.
Sub-Case (b)(ii): t1 < γ1.
Then
‖y − z‖1 = (γ1 − t1)b+ |(t1 − γ1)c+ (t2 − γ2)|+
∞∑
j=3
|tj − γj|
≥ (γ1 − t1)b+ (t1 − γ1)c+ (t2 − γ2) +
∞∑
j=3
(tj − γj)
= (γ1 − t1)(b− c) +
∞∑
j=2
(tj − γj)
= (γ1 − t1)(b− c) + (1− t1) + (δ − 1 + γ1)
= (γ1 − t1)(1 + (b− c)) + δ
> δ
> Γ.
Hence, in the case where t1 < γ1, ‖y − z‖1 > Γ.
Sub-Case (b)(iii): t1 ≥ γ1, t2 < γ2, and t1 − γ1 ≤ δ + γ2.
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In this case,
‖y − z‖1 = (t1 − γ1)b+ |(t1 − γ1)c+ (t2 − γ2)|+
∞∑
j=3
|tj − γj|
≥ (t1 − γ1)(b+ c) + (t2 − γ2) +
∞∑
j=3
|tj − γj|
= (t1 − γ1)(b+ c)
[
Γ
δ(b+ c)
]
+ (t1 − γ1)(b+ c)
[
1− Γ
δ(b+ c)
]
+ (t2 − γ2)
[
Γ
δ
]
+ (t2 − γ2)
[
1− Γ
δ
]
+
[
Γ
δ
] ∞∑
j=3
|tj − γj|+
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
= (t1 − γ1)
[
Γ
δ
]
+ (t2 − γ2)
[
Γ
δ
]
+
[
Γ
δ
] ∞∑
j=3
|tj − γj|
+ (t1 − γ1)
[
(b+ c)− Γ
δ
]
+ (t2 − γ2)
[
1− Γ
δ
]
+
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
≥ (t1 − γ1)
[
Γ
δ
]
+ (t2 − γ2)
[
Γ
δ
]
+
[
Γ
δ
] ∞∑
j=3
(tj − γj) +Q
where
Q = (t1 − γ1)
[
(b+ c)− Γ
δ
]
+ (t2 − γ2)
[
1− Γ
δ
]
+
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|.
Hence,
‖y − z‖1 ≥
[
Γ
δ
] ∞∑
j=1
(tj − γj) +Q
= Γ +Q
Hence ‖y − z‖1 ≥ Γ with equality if and only if Q = 0.
Note that
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Q ≥ (t1 − γ1)
[
(b+ c)− Γ
δ
]
+
[
1− Γ
δ
]
(t2 − γ2) +
[
1− Γ
δ
] ∞∑
j=3
(tj − γj)
= (t1 − γ1)
[
(b+ c)− Γ
δ
]
+
[
1− Γ
δ
]
(t2 − γ2)
+
[
1− Γ
δ
]
[(1− t1 − t2)− (1− δ − γ1 − γ2)]
= (t1 − γ1)
[
(b+ c)− Γ
δ
− 1 + Γ
δ
]
+ (t2 − γ2)
[
1− Γ
δ
− 1 + Γ
δ
]
+ δ
[
1− Γ
δ
]
= (t1 − γ1)
[
(b+ c)− 1
]
+ δ − Γ.
Let Q′ := (t1 − γ1)
[
(b+ c)− 1
]
+ δ − Γ. Then
Q′ ≥ 0⇐⇒ (t1 − γ1)[(b+ c)− 1] ≥ Γ− δ
⇐⇒ (t1 − γ1) ≤ δ − Γ
1− (b+ c)
Also,
δ − Γ
1− (b+ c) = δ + γ2,
and so,
Q′ ≥ 0⇐⇒ t1 − γ1 ≤ δ + γ2.
Therefore Q = 0 =⇒ Q′ = 0 =⇒ t1 = γ1 + γ2 + δ. In this case,
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Q ≥ (γ2 + δ)
[
b+ c− Γ
δ
]
+
[
1− Γ
δ
]
(−γ2) +
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
= γ2[b+ c− 1] + δ(b+ c)− Γ +
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
= Γ− Γ +
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
=
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
≥ 0.
Hence,
Q = 0 =⇒
[
1− Γ
δ
] ∞∑
j=3
|tj − γj| = 0
=⇒ tj = γj,∀j ≥ 3.
Then,
t2 = 1− t1 −
∞∑
j=3
tj
= 1− (γ1 + γ2 + δ)−
∞∑
j=3
γj
= 1− δ −
∞∑
j=1
γj
= 1− δ − (1− δ)
= 0
Therefore, in summary, we have that ‖y − z‖1 ≥ Γ with equality when
y = (γ1 + γ2 + δ)f1 + 0 · f2 +
∑∞
j=3 γjfj, i.e. when y = hλ0 .
Sub-Case (b)(iv): t1 ≥ γ1, t2 < γ2, and t1 − γ1 > δ + γ2.
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Observe here that
‖y − z‖1 ≥ (t1 − γ1)(b+ c) + t2 − γ2 +
∞∑
j=3
|tj − γj|
> (δ + γ2)(b+ c)− γ2 +
∞∑
j=3
|tj − γj|
= δ(b+ c)− (1− (b+ c))γ2 +
∞∑
j=3
|tj − γj|
= Γ +
∞∑
j=3
|tj − γj|
≥ Γ.
Therefore, due to the strict inequality in this calculation, ‖y − z‖1 > Γ.
Now, having covered all of the cases in 2(b), we see that h = hλ0 is the unique minimizer
of {‖y − z‖1 : y ∈ Kb,c}. Therefore, just as in case 2(a), we see that Th = h.
Hence, Kb,c has the Fixed Point Property for nonexpansive maps, as desired.
Example 2.1.2. Let 0 < b < 1 and define f1 := be1, f2 := be2, and fn := en, ∀n ≥ 3.
Next, define the closed, bounded, and convex subset of `1,
Kb :=
{
x =
∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
We will show that
Theorem [Goebel and Kuczumow] The set Kb has the FPP(n.e.)
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Proof. Note that for α = (αj)j∈N ∈ `1 and x =
∑∞
j=1 αjfj,
‖x‖1 = ‖α1be1 + α2be2 + α3e3 + · · · ‖1
= |α1|b+ |α2|b+ |α3|+ |α4|+ · · ·
≤
∞∑
j=1
|αj|.
Also,
‖x‖1 ≥ |α1|b+ |α2|b+ |α3|b+ |α4|b+ · · ·
= b
∞∑
j=1
|αj|.
In summary,
b
∞∑
j=1
|αj| ≤ ‖x‖1 ≤
∞∑
j=1
|αj|.
Note that (fj)j∈N is an isomorphic `1-basic sequence for `1, and
Kb = co{fj : j ∈ N}. Note that, from above, (fj)j∈N is also an asymptotically isomorphic
`1-basic sequence in `1.
Let T : Kb −→ Kb be nonexpansive. Then there exists (x(n))n∈N ⊆ Kb such that
‖x(n) − Tx(n)‖1 −→
n
0.
Without loss of generality, passing to a subsequence if necessary, there exists z ∈ `1 such
that x(n) −→
n
z weak-star. Hence we have that z ∈ Wb, where
Wb := Kb
w∗
=
{ ∞∑
j=1
γjfj : each γj ≥ 0 and
∞∑
j=1
γj ≤ 1
}
.
We now show that T must have a fixed point in Kb.
Case 1: z ∈ Kb.
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Note that the proof of Case 1 in Example 2.1.1 also demonstrates that T has a fixed
point in this case as well.
Case 2: z ∈ Wb\Kb.
In this case, z =
∑∞
j=1 γjfj such that each γj ≥ 0 and
∑∞
j=1 γj < 1. Let δ := 1−
∑∞
j=1 γj ∈
(0, 1].
Note that for an arbitrary y ∈ Kb of the form
∑∞
j=1 tjfj,
‖y − z‖1 =
∥∥∥∥(t1 − γ1)f1 + (t2 − γ2)f2 + ∞∑
j=3
(tj − γj)fj
∥∥∥∥
1
=
∥∥∥∥(t1 − γ1)be1 + (t2 − γ2)be2 + ∞∑
j=3
(tj − γj)ej
∥∥∥∥
1
= b|t1 − γ1|+ b|t2 − γ2|+
∞∑
j=3
|tj − γj|.
For λ ∈
[
− γ1
δ
, γ2
δ
+ 1
]
, define
hλ := (γ1 + λδ)f1 + (γ2 + (1− λ)δ)f2 +
∞∑
j=3
γjfj.
Then,
‖hλ − z‖1 = ‖λδf1 + (1− λ)δf2‖1
= |λ|bδ + |1− λ|bδ
=

−2bδλ+ bδ if λ ∈
[
− γ1
δ
, 0
)
;
bδ if λ ∈
[
0, 1
]
;
2bδλ− bδ if λ ∈
(
1, γ2
δ
+ 1
]
.
Hence, ‖hλ − z‖1 is minimized for λ ∈ [0, 1], in which case ‖hλ − z‖1 = bδ.
Note that
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‖y − z‖1 = b|t1 − γ1|+ b|t2 − γ2|+
∞∑
j=3
|tj − γj|
= b|t1 − γ1|+ b|t2 − γ2|+ b
∞∑
j=3
|tj − γj|+ (1− b)
∞∑
j=3
|tj − γj|
≥ b
∣∣∣∣ ∞∑
j=1
(tj − γj)
∣∣∣∣+ (1− b) ∞∑
j=3
|tj − γj|
= bδ + (1− b)
∞∑
j=3
|tj − γj|
≥ bδ
with equality in the last inequality if and only if (1− b)∑∞j=3 |tj − γj| = 0. Since b ∈ (0, 1),
this occurs if and only if tj = γj,∀j ≥ 3. Therefore, ‖y − z‖1 = bδ if and only if y = hλ for
some λ ∈ [0, 1].
Let Λ := {hλ : λ ∈ [0, 1]} ⊆ Kb. Note that Λ is compact as it is the continuous image of
a compact set. It is also easy to check that Λ is convex.
Note that for h ∈ Λ,
r(Th) = lim sup
n−→∞
‖x(n) − Th‖1
= lim sup
n−→∞
‖x(n) − Tx(n) + Tx(n) − Th‖1
≤ lim sup
n−→∞
‖x(n) − Tx(n)‖1 + lim sup
n−→∞
‖Tx(n) − Th‖1
≤ lim sup
n−→∞
‖x(n) − Tx(n)‖1 + lim sup
n−→∞
‖x(n) − h‖1
= 0 + lim sup
n−→∞
‖x(n) − h‖1
= r(h).
Also, r(Th) = z + ‖z − Th‖1 and r(h) = z + ‖z − h‖1. Hence,
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‖z − Th‖1 ≤ ‖z − h‖1 =⇒ ‖z − Th‖1 = ‖z − h‖1
=⇒ Th ∈ Λ.
Therefore, T (Λ) ⊆ Λ, and since T is continuous, Brouwer’s Fixed Point Theorem tells
us that T has a fixed point.
Hence, Kb has the Fixed Point Property for nonexpansive maps, as desired.
Example 2.1.3. Let 0 ≤ c < b < 1 with b + c < 1. Let f1 := be1 + ce2, f2 := be2, and
fn := en, ∀j ≥ 3.
Let
Kb,c :=
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
and
Wb,c := Kb,c
w∗
=
{ ∞∑
j=1
γjfj : each γj ≥ 0 and
∞∑
j=1
γj ≤ 1
}
.
Note that for α = (αj)j∈N ∈ `1 and x =
∑∞
j=1 αjfj,
‖x‖1 = ‖α1(be1 + ce2) + α2be2 + α3e3 + · · · ‖1
= |α1|b+ |α2b+ α1c|+ |α3|+ |α4|+ · · ·
≤ |α1|(b+ c) + |α2|b+ |α3|+ |α4|+ · · ·
≤
∞∑
j=1
|αj|.
Also,
‖x‖1 ≥ |α1|(b− c) + |α2|b+ |α3|+ |α4|+ · · ·
≥ (b− c)
∞∑
j=1
|αj|.
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In summary,
(b− c)
∞∑
j=1
|αj| ≤ ‖x‖1 ≤
∞∑
j=1
|αj|.
Note that (fj)j∈N is an isomorphic `1-basic sequence for `1, and
Kb = co{fj : j ∈ N}. Note that, from above, (fj)j∈N is also an asymptotically isomorphic
`1-basic sequence in `1.
We will show that
Theorem The set Kb,c has the FPP(n.e.)
Proof. Let T : Kb,c −→ Kb,c be nonexpansive. Then there exists (x(n))n∈N ⊆ Kb,c such that
‖x(n) − Tx(n)‖1 −→
n
0.
Without loss of generality, passing to a subsequence if necessary, there exists z ∈ Wb,c
such that x(n) −→
n
z weak-star. We will now show that T has a fixed point in Kb,c.
Case 1: z ∈ Kb,c.
This case proceeds in exactly the same manner as in Examples 2.1.1 and 2.1.2.
Case 2: z ∈ Wb,c\Kb,c.
Then z has the form z =
∑∞
j=1 γjfj such that each γj ≥ 0 and
∑∞
j=1 γj < 1. Let
δ := 1−∑∞j=1 γj.
For λ ∈
[
− γ1
δ
, γ2
δ
+ 1
]
, define
hλ := (γ1 + λδ)f1 + (γ2 + (1− λ)δ)f2 +
∞∑
j=3
γjfj.
Then,
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‖hλ − z‖1 = ‖λδf1 + (1− λ)δf2‖1
= ‖λδ(be1 + ce2) + (1− λ)bδe2‖1
= ‖λbδe1 + (λδc+ (1− λ)bδ))e2‖1
= δ
[
|λ|b+ |λc+ (1− λ)b|
]
=

−δ(2b− c)λ+ bδ if λ ∈
[
− γ1
δ
, 0
)
;
δcλ+ bδ if λ ∈
[
0, b
b−c
]
;
δ(2b− c)λ− bδ if λ ∈
(
b
b−c ,
γ2
δ
+ 1
]
.
Hence ‖hλ − z‖1 is minimized when λ = 0, in which case ‖hλ − z‖1 = bδ.
Note that for an arbitrary y ∈ Kb of the form
∑∞
j=1 tjfj,
‖y − z‖1 = |t1 − γ1|b+ |(t2 − γ2)b+ (t1 − γ1)c|+
∞∑
j=3
|tj − γj|
=
(
1− c
b
)
|t1 − γ1|b+
(
c
b
)
|t1 − γ1|b+ |(t2 − γ2)b+ (t1 − γ1)c|
+ b
∞∑
j=3
|tj − γj|+ (1− b)
∞∑
j=3
|tj − γj|
≥
∣∣∣∣(b− c)(t1 − γ1) + (t2 − γ2)b+ (t1 − γ1)c+ b ∞∑
j=3
|tj − γj|
∣∣∣∣
+
(
c
b
)
|t1 − γ1|b+ (1− b)
∞∑
j=3
|tj − γj|
=
∣∣∣∣b ∞∑
j=1
(tj − γj)
∣∣∣∣+ (|t1 − γ1|c+ (1− b) ∞∑
j=3
|tj − γj|
)
Let Q := |t1 − γ1|c+ (1− b)
∑∞
j=3 |tj − γj|. Then
‖y − z‖1 ≥ bδ +Q ≥ bδ
with equality in the last inequality if and only if Q = 0. Let us examine this case.
25
Note that if c = 0, then our current example is the same as Example 2.1.2, so let us
assume that c > 0. Then
Q = 0 =⇒ t1 = γ1 and tj = γj,∀j ≥ 3.
Hence ‖y − z‖1 ≥ bδ with equality if and only if y = γ1f1 + (γ2 + δ)f2 +
∑∞
j=3 γjfj, i.e.
if and only if y = h0.
Therefore, in this case there is a unique minimizer, and so just as in case 2 in Example
2.1.1, T has a fixed point.
Hence, Kb,c has the Fixed Point Property for nonexpansive maps, as desired.
Example 2.1.4. To begin, let b, b2, and c be real numbers such that 0 ≤ c < b ≤ b2 ≤ 1
and b+ c < 1. Define f1 := be1 + ce2, f2 := b2e2, and fn := en, ∀n ≥ 3, where {ej : j ∈ N} is
the usual basis for `1.
Next, we define the following closed, bounded, and convex subset of `1.
Kb,c :=
{
x =
∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
We will show that
Theorem The set Kb,c has the FPP(n.e.)
Proof. Note that for α = (αj)j∈N ∈ `1 and x =
∑∞
j=1 αjfj,
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‖x‖1 = ‖α1(be1 + ce2) + α2b2e2 + α3e3 + · · · ‖1
= ‖α1be1 + (α1c+ α2b2)e2 + α3e3 + α4e4 + · · · ‖1
= |α1|b+ |α1c+ α2b2|+ |α3|+ |α4|+ · · ·
≤ |α1|(b+ c) + |α2|b2
∞∑
j=3
|αj|
≤
∞∑
j=1
|αj|.
Also,
‖x‖1 ≥ |α1|b+ (|α2|b2 − |α1|c) + |α3|+ |α4|+ · · ·
= |α1|(b− c) + |α2|b2 + |α3|+ |α4|+ · · ·
≥ (b− c)
∞∑
j=1
|αj|.
Hence,
(b− c)
∞∑
j=1
|αj| ≤ ‖x‖1 ≤
∞∑
j=1
|αj|
and so (fj)j∈N is an `1-basic sequence for `1. Note that, from above, (fj)j∈N is also an
asymptotically isometric `1-basic sequence in `1.
Note that Kb,c = co{fj : j ∈ N}. We will show that Kb,c has the fixed point property for
nonexpansive maps.
Let T : Kb,c −→ Kb,c be nonexpansive. Then there exists (x(n))n∈N ⊆ Kb,c such that
‖x(n) − Tx(n)‖1 −→
n
0.
Without loss of generality, passing to a subsequence if necessary, there exists z ∈ `1 such
that x(n) −→
n
z weak-star. Hence we have that z ∈ Wb,c, where
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Wb,c := Kb,c
w∗
=
{ ∞∑
j=1
γjfj : each γj ≥ 0 and
∞∑
j=1
γj ≤ 1
}
.
We now show that T must have a fixed point in Kb,c.
Case 1: z ∈ Kb,c.
This case proceeds in exactly the same manner as in the previous examples.
Case 2: z ∈ Wb,c\Kb,c.
Then z is of the form z =
∑∞
j=1 γjfj, such that
∑∞
j=1 γj < 1. Define
δ := 1−∑∞j=1 γj.
Next we define hλ := (γ1 + λδ)f1 + (γ2 + (1− λ)δ)f2 +
∑∞
j=1 γjfj. We want hλ to be in
Kb,c, so we restrict values of λ to be in
[
− γ1
δ
, γ2
δ
+ 1
]
.
Note that, for λ ∈ R,
‖hλ − z‖1 = δ‖λbe1 + [λc+ (1− λ)b2]e2‖1
= δ
[
|λ|b+ |λc+ (1− λ)b2|
]
=

δ[−(b2 + b− c)λ+ b2], if λ < 0;
δ[(b+ c− b2)λ+ b2], if 0 ≤ λ < b2b2−c ;
δ[(b2 + b− c)λ− b2], if b2b2−c ≤ λ.
Sub-Case (a): b2 ≤ b+ c.
Then,
min
λ∈
[
− γ1
δ
,
γ2
δ
+1
] ‖hλ − z‖1 = δb2,
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which occurs when λ = 0 if b2 < b+ c, and for all λ ∈
[
0,min
{
b2
b2−c ,
γ2
δ
+ 1
}]
if b2 = b+ c.
Note that, for y ∈ Kb,c of the form y =
∑∞
j=1 tjfj,
‖y − z‖1 = |t1 − γ1|b+ |(t1 − γ1)c+ (t2 − γ2)b2|+
∞∑
j=3
|tj − γj|
=
(
b2 − c
b
)
|t1 − γ1|b+ |(t1 − γ1)c+ (t2 − γ2)b2|+ b2
∞∑
j=3
|tj − γj|
+
(
1− b2 − c
b
)
|t1 − γ1|b+ (1− b2)
∞∑
j=3
|tj − γj|
= (b2 − c)|t1 − γ1|+ |(t1 − γ1)c+ (t2 − γ2)b2|+ b2
∞∑
j=3
|tj − γj|
+ (b+ c− b2)|t1 − γ1|+ (1− b2)
∞∑
j=3
|tj − γj|
≥ b2
∣∣∣∣ ∞∑
j=1
(tj − γj)
∣∣∣∣+Q
= δb2 +Q
≥ δb2
where Q := (b+ c− b2)|t1 − γ1|+ (1− b2)
∑∞
j=3 |tj − γj| ≥ 0 since 0 ≤ b2−cb ≤ 1.
Note that we have equality in the last inequality if and only if Q = 0. In this case, we
have to consider two possibilities.
Sub-Case (a)(i): b2 < b+ c and b2 < 1.
Then Q = 0 implies that t1 = γ1 and tj = γj for all j ≥ 3. Hence
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t2 = 1−
∞∑
j=3
tj − t1
= 1−
∞∑
j=3
γj − γ1
=
(
1−
∞∑
j=1
γj
)
+ γ2
= δ + γ2
Hence ‖y − z‖1 = δb2 if and only if y = h0 = γ1f1 + (γ2 + δ)f2 +
∑∞
j=3 γjfj.
Let h = h0. From above, r(Th) = r(z) + ‖z − Th‖1. Also,
r(Th) = lim sup
n−→∞
‖x(n) − Th‖1
≤ lim sup
n−→∞
[
‖x(n) − Tx(n)‖1 + ‖Tx(n) − Th‖1
]
≤ 0 + lim sup
n−→∞
‖Tx(n) − Th‖1
≤ lim sup
n−→∞
‖x(n) − h‖1
= r(h)
= r(z) + ‖z − h‖1.
This implies that ‖z − Th‖1 ≤ ‖z − h‖1.
Hence, since Th ∈ Kb,c,
δb2 ≤ ‖z − Th‖1 ≤ ‖z − h‖1 = δb2,
and so
‖z − Th‖1 = ‖z − h‖1 = δb2.
Therefore, since the minimizer is unique, Th = h.
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Sub-Case (a)(ii): b2 = b+ c and b2 < 1.
In this case Q = 0 implies that tj = γj for all j ≥ 3. Then
t1 + t2 = 1−
∞∑
j=3
tj
= 1−
∞∑
j=3
γj
= δ + γ1 + γ2.
Hence ‖y − z‖1 = δb2 if and only if y = hλ for λ ∈
[
0,min
{
b2
b2−c ,
γ2
δ
+ 1
}]
.
Let Λ :=
{
hλ : λ ∈
[
0,min
{
b2
b2−c ,
γ2
δ
+ 1
}]}
⊆ Kb. Note that Λ is compact as it is the
continuous image of a compact set. It is also easy to check that Λ is convex.
Note that for h ∈ Λ,
r(Th) = lim sup
n−→∞
‖x(n) − Th‖1
= lim sup
n−→∞
‖x(n) − Tx(n) + Tx(n) − Th‖1
≤ lim sup
n−→∞
‖x(n) − Tx(n)‖1 + lim sup
n−→∞
‖Tx(n) − Th‖1
≤ lim sup
n−→∞
‖x(n) − Tx(n)‖1 + lim sup
n−→∞
‖x(n) − h‖1
= 0 + lim sup
n−→∞
‖x(n) − h‖1
= r(h).
Also, r(Th) = z + ‖z − Th‖1 and r(h) = z + ‖z − h‖1. Hence,
‖z − Th‖1 ≤ ‖z − h‖1 =⇒ ‖z − Th‖1 = ‖z − h‖1
=⇒ Th ∈ Λ.
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Therefore, T (Λ) ⊆ Λ, and since T is continuous, Brouwer’s Fixed Point Theorem tells
us that T has a fixed point.
Sub-Case (b): b+ c < b2.
Then,
min
λ∈
[
− γ1
δ
,
γ2
δ
+1
] ‖hλ − z‖1 =

b2b
b2−cδ, if
b2
b2−c ≤
γ2
δ
+ 1;
(b+ c− b2)(γ2 + δ) + b2δ, if γ2δ + 1 < b2b2−c .
Sub-Case (b)(i): b2
b2−c ≤
γ2
δ
+ 1.
Note that, for y ∈ Kb,c of the form y =
∑∞
j=1 tjfj,
‖y − z‖1 = |t1 − γ1|b+ |(t1 − γ1)c+ (t2 − γ2)b2|+
∞∑
j=3
|tj − γj|
= |t1 − γ1|b+
(
b
b2 − c
)
|(t1 − γ1)c+ (t2 − γ2)b2|+
(
b2b
b2 − c
) ∞∑
j=3
|tj − γj|
+
(
1− b
b2 − c
)
|(t1 − γ1)c+ (t2 − γ2)b2|+
(
1− b2b
b2 − c
) ∞∑
j=3
|tj − γj|
≥ b2b
b2 − c
∣∣∣∣ ∞∑
j=1
(tj − γj)
∣∣∣∣
+
(
1− b
b2 − c
)
|(t1 − γ1)c+ (t2 − γ2)b2|+
(
1− b2b
b2 − c
) ∞∑
j=3
|tj − γj|
=
b2b
b2 − cδ +Q
≥ b2b
b2 − cδ
where Q :=
(
1− b
b2−c
)
|(t1 − γ1)c+ (t2 − γ2)b2|+
(
1− b2b
b2−c
)∑∞
j=3 |tj − γj| ≥ 0.
Note that we have equality in the last inequality if and only if Q = 0. Since both
b
b2−c ∈ (0, 1) and b2bb2−c ∈ (0, 1), we must have
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(t1 − γ1)c+ (t2 − γ2)b2 = 0 (2.5)
tj = γj for all j ≥ 3 (2.6)
Since tj = γj, ∀j ≥ 3,
∑∞
j=1 tj = 1, and
∑∞
j=1 γj = 1− δ this last system is equivalent to
t1c+ t2b2 = γ1c+ γ2b2 (2.7)
t1 + t2 = γ1 + γ2 + δ (2.8)
Solving these equations gives
t1 = γ1 +
δb2
b2 − c (2.9)
t2 = γ2 − δc
b2 − c (2.10)
Hence, ‖y − z‖1 = b2bb2−cδ if and only if y = hλ for λ = b2b2−c .
Therefore, since the minimizer is unique, just as in Sub-Case (A)(i), Thλ = hλ.
Sub-Case (b)(ii): γ2
δ
+ 1 < b2
b2−c .
For simplicity, let Γ := (b+ c− b2)(γ2 + δ) + b2δ, i.e.
Γ = min
λ∈
[
− γ1
δ
,
γ2
δ
+1
] ‖hλ − z‖1.
Also, define λ0 =
γ2
δ
+ 1.
Note that 0 < Γ
δ
< 1, 0 < Γ
δ(b+c)
< 1, and 0 < Γ
δb2
< 1.
Fix a general y ∈ Kb,c of the form y =
∑∞
j=1 tjfj, where each tj ≥ 0 and
∑∞
j=1 tj = 1.
Then
‖y − z‖1 = |t1 − γ1|b+ |(t1 − γ1)c+ (t2 − γ2)b2|+
∞∑
j=3
|tj − γj|
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Sub-Case (b)(ii)(α): Both t1 ≥ γ1 and t2 ≥ γ2.
Then we have
‖y − z‖1 ≥ (b+ c)(t1 − γ1) + (t2 − γ2)b2 +
∞∑
j=3
|tj − γj|
=
(
Γ
δ(b+ c)
)
(b+ c)(t1 − γ1) +
(
Γ
δb2
)
(t2 − γ2)b2 +
(
Γ
δ
) ∞∑
j=3
|tj − γj|
+
(
1− Γ
δ(b+ c)
)
(b+ c)(t1 − γ1) +
(
1− Γ
δb2
)
(t2 − γ2)b2
+
(
1− Γ
δ
) ∞∑
j=3
|tj − γj|
≥ Γ
δ
∞∑
j=1
(tj − γj) +
(
1− Γ
δ(b+ c)
)
(b+ c)(t1 − γ1)
+
(
1− Γ
δb2
)
(t2 − γ2)b2 +
(
1− Γ
δ
) ∞∑
j=3
|tj − γj|
= Γ +Q
≥ Γ
where
Q =
(
1− Γ
δ(b+ c)
)
(b+ c)(t1 − γ1) +
(
1− Γ
δb2
)
(t2 − γ2)b2 +
(
1− Γ
δ
) ∞∑
j=3
|tj − γj|.
Hence ‖y − z‖1 ≥ Γ with equality if and only if Q = 0. However,
Q = 0⇐⇒ tj = γj,∀j ∈ N
and
∑∞
j=1 tj = 1, whereas
∑∞
j=1 γj < 1. Therefore in the case that both t1 ≥ γ1 and t2 ≥ γ2,
we have that ‖y − z‖1 > Γ.
Sub-Case (b)(ii)(β): t1 < γ1.
In this case
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‖y − z‖1 = (γ1 − t1)b+ |(t1 − γ1)c+ (t2 − γ2)b2|+
∞∑
j=3
|tj − γj|
≥ (γ1 − t1)b+ (t1 − γ1)c+ (t2 − γ2)b2 + b2
∞∑
j=3
(tj − γj)
= (γ1 − t1)(b− c) + b2
∞∑
j=2
(tj − γj)
= (γ1 − t1)(b− c) + b2(1− t1) + b2(δ − 1 + γ1)
= (γ1 − t1)(b− c+ b2) + b2δ
> b2δ
> Γ.
Hence, in the case where t1 < γ1, ‖y − z‖1 > Γ.
Sub-Case (b)(ii)(γ): t1 ≥ γ1, t2 < γ2, and t1 − γ1 ≤ δ + γ2.
Then as in Sub-Case (b)(ii)(α),
‖y − z‖1 ≥ Γ +Q
≥ Γ
where
Q =
(
1− Γ
δ(b+ c)
)
(b+ c)(t1 − γ1) +
(
1− Γ
δb2
)
(t2 − γ2)b2 +
(
1− Γ
δ
) ∞∑
j=3
|tj − γj|.
Hence ‖y − z‖1 ≥ Γ with equality if and only if Q = 0.
Note that
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Q ≥ (t1 − γ1)
[
(b+ c)− Γ
δ
]
+ (t2 − γ2)
[
b2 − Γ
δ
]
+
[
b2 − Γ
δ
] ∞∑
j=3
(tj − γj)
= (t1 − γ1)
[
(b+ c)− Γ
δ
]
+
[
b2 − Γ
δ
]
(t2 − γ2)
+
[
b2 − Γ
δ
]
[(1− t1 − t2)− (1− δ − γ1 − γ2)]
= (t1 − γ1)
[
(b+ c)− Γ
δ
− b2 + Γ
δ
]
+ (t2 − γ2)
[
b2 − Γ
δ
− b2 + Γ
δ
]
+ δ
[
b2 − Γ
δ
]
= (t1 − γ1)
[
(b+ c)− b2
]
+ δb2 − Γ.
Let Q′ := (t1 − γ1)
[
(b+ c)− b2
]
+ δb2 − Γ. Then
Q′ ≥ 0⇐⇒ (t1 − γ1)[(b+ c)− b2] ≥ Γ− δb2
⇐⇒ (t1 − γ1) ≤ δb2 − Γ
b2 − (b+ c) = γ2 + δ
Therefore Q = 0 =⇒ Q′ = 0 =⇒ t1 = γ1 + γ2 + δ. In this case,
0 = Q ≥ (γ2 + δ)
[
b+ c− Γ
δ
]
+
[
b2 − Γ
δ
]
(−γ2) +
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
= γ2[b+ c− b2] + δ(b+ c)− Γ +
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
= Γ− Γ +
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
=
[
1− Γ
δ
] ∞∑
j=3
|tj − γj|
≥ 0.
Hence,
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Q = 0 =⇒
[
1− Γ
δ
] ∞∑
j=3
|tj − γj| = 0
=⇒ tj = γj,∀j ≥ 3.
Then,
t2 = 1− t1 −
∞∑
j=3
tj
= 1− (γ1 + γ2 + δ)−
∞∑
j=3
γj
= 1− δ −
∞∑
j=1
γj
= 1− δ − (1− δ)
= 0
Therefore, in summary, we have that ‖y − z‖1 ≥ Γ with equality when
y = (γ1 + γ2 + δ)f1 + 0 · f2 +
∑∞
j=3 γjfj, i.e. when y = hλ0 .
Sub-Case (b)(ii)(δ): t1 ≥ γ1, t2 < γ2, and t1 − γ1 > δ + γ2.
Observe here that
‖y − z‖1 ≥ (t1 − γ1)(b+ c) + (t2 − γ2)b2 +
∞∑
j=3
|tj − γj|
> (γ2 + δ)(b+ c)− γ2b2 +
∞∑
j=3
|tj − γj|
= Γ +
∞∑
j=3
|tj − γj|
≥ Γ.
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Therefore, due to the strict inequality in this calculation, in this case,
‖y − z‖1 > Γ.
Now, having covered all of the sub-cases, we see that h = hλ0 is the unique minimizer of
{‖y − z‖1 : y ∈ Kb,c}. Therefore, as in Sub-Case (a)(i), we see that Th = h.
Hence, Kb,c has the FPP(n.e.), as desired.
2.2 FIRST THEOREM
We now prove a theorem that generalizes the perturbation idea in Example 2.1.1 to an
arbitrary finite number of coordinates. We begin with the necessary definitions.
Fix n ∈ N and let b, c ∈ R such that 0 ≤ c < b < 1 and b + c < 1. Define fk :=
bek + cek+1,∀k ∈ {1, . . . , n} and fk := ek,∀k > n, where (as usual) {ej : j ∈ N} is the
standard basis for `1.
Next, we define the following closed, bounded, and convex subset of `1.
Kb,c :=
{
x =
∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
Note that for α = (αj)j∈N ∈ `1 and x =
∑∞
j=1 αjfj,
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‖x‖1 = ‖α1(be1 + ce2) + · · ·+ αn−1(ben−1 + cen) + αn(ben + cen+1)
+ αn+1en+1 + an+2en+2 + · · · ‖1
= ‖α1be1 + (α1c+ α2b)e2 + · · ·+ (αn−1c+ αnb)en
+ (αnc+ αn+1)en+1 + αn+2en+2 + · · · ‖1
= |α1|b+ |α1c+ α2b|+ · · ·+ |αn−1c+ αnb|+ |αnc+ αn+1|+
∞∑
j=n+2
|αj|
≤ |α1|(b+ c) + |α2|(b+ c) + · · ·+ |αn−1(b+ c) + |αn|(b+ c) +
∞∑
j=n+1
|αj|
≤
∞∑
j=1
|αj|
Also,
‖x‖1 ≥ |α1|(b− c) + |α2|(b− c) + · · · |αn|(b− c) +
∞∑
j=n+1
|αj|
≥ (b− c)
∞∑
j=1
|αj|.
Hence,
(b− c)
∞∑
j=1
|αj| ≤ ‖x‖1 ≤
∞∑
j=1
|αj|
and so (fj)j∈N is an isomorphic `1-basic sequence for `1. Indeed, from above, (fj)j∈N is
also an asymptotically isometric `1-basic sequence in `1.
Note that Kb,c = co{fj : j ∈ N}.
Theorem 2.2.1. The set Kb,c has the FPP(n.e.).
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Proof. Let T : Kb,c −→ Kb,c be nonexpansive. Then there exists (x(n))n∈N ⊆ Kb,c such that
‖x(n) − Tx(n)‖1 −→
n
0.
Without loss of generality, passing to a subsequence if necessary, there exists z ∈ `1 such
that x(n) −→
n
z weak-star. Hence we have that z ∈ Wb,c, where
Wb,c := Kb,c
w∗
=
{ ∞∑
j=1
γjfj : each γj ≥ 0 and
∞∑
j=1
γj ≤ 1
}
.
Case 1: z ∈ Kb,c.
Note that the proof of Case 1 in Example 2.1.1 works here without any changes to show
that Tz = z.
Case 2: z ∈ Wb,c\Kb,c.
Then z =
∑∞
j=1 γjfj such that each γj ≥ 0 and
∑∞
j=1 γj < 1. Let
δ = 1−∑∞j=1 γj ∈ (0, 1].
Sub-Case 2(a): 1
1−c ≤ γn+1δ + 1.
Lemma 2.2.2. (♥) Let Γ := δb
1−c . For all y =
∑∞
j=1 tjfj ∈ Kb,c,
‖y − z‖1 ≥ Γ + (1− (b+ c))
∞∑
j=n+2
|tj − γj|.
Proof.
‖y − z‖1 = U + (1− (b+ c))
∞∑
j=n+2
|tj − γj|
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where
U = |t1 − γ1|b+
n∑
j=2
|(tj−1 − γj−1)c+ (tj − γj)b|
+ |(tn − γn)c+ (tn+1 − γn+1)|+ (b+ c)
∞∑
j=n+2
|tj − γj|.
We must show that U ≥ Γ.
Let q1, q2, . . . , qn be defined as follows.
qn = 1 and qj−1 =
b− qjc+ qjc2
b(1− c) ,∀j ∈ {2, . . . , n}.
Claim 2.2.3. (F1) For j ∈ {1, . . . , n}, qj ∈
[
b
1−c , 1
]
.
Proof of Claim (F1). By induction (counting down), when j = n,
qn = 1 ∈
[
b
1− c, 1
]
.
When j = n− 1,
qn−1 =
b− c+ c2
b(1− c)
Hence,
qn−1 ≤ 1⇐⇒ b− c+ c2 ≤ b(1− c)
⇐⇒ b ≤ b(1− c) + c(1− c) = (b+ c)(1− c)
⇐⇒ b
1− c ≤ b+ c
Note that this last inequality is indeed true. Also,
qn−1 ≥ b
1− c ⇐⇒ b− c+ c
2 ≥ b2
⇐⇒ b− c ≥ b2 − c2 = (b+ c)(b− c)
⇐⇒ 1 ≥ b+ c
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This last inequality is also true. Hence, qn−1 ∈
[
b
1−c , 1
]
.
Now assume that qj ∈
[
b
1−c , 1
]
for j ∈ {ν, . . . , n} (ν ≥ 2). To finish the proof of the
claim, we show that this implies that qν−1 ∈
[
b
1−c , 1
]
.
Note that
qν−1 =
b− qνc+ qνc2
b(1− c) .
Then,
qν−1 ≤ 1⇐⇒ b− qνc+ qνc2 ≤ b− bc
⇐⇒ bc ≤ qνc(1− c)
⇐⇒ b
1− c ≤ qν
and this last inequality is true by our inductive hypothesis.
Also,
qν−1 ≥ b
1− c ⇐⇒ b− qνc+ qνc
2 ≥ b2
⇐⇒ b− qνc ≥ b2 − qνc2
⇐⇒ b− qνc ≥ (b− qνc)c− bc+ b2
⇐⇒ (b− qνc)(1− c) ≥ b(b− c)
⇐⇒ b− qνc
b− c ≥
b
1− c
However, since qν ≤ 1 by assumption,
b
1− c ≤ 1 ≤ 1 +
c(1− qν)
b− c =
b− qνc
b− c .
Hence, qν−1 ∈
[
b
1−c , 1
]
.
Claim 2.2.4. (F2) For j ∈ {1, . . . , n− 1}, bqj + cqj+1 = b1−c .
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Proof of Claim (F2). Fix j ∈ {1, . . . , n− 1}.
bqj + cqj+1 = b
b− qj+1c+ qj+1c2
b(1− c) + cqj+1
=
b− qj+1c+ qj+1c2
1− c +
(1− c)cqj+1
1− c
=
b− qj+1c+ qj+1c2 + qj+1c− qj+1c2
1− c
=
b
1− c
Then, using these claims, we have that
U ≥ |t1 − γ1|bq1 +
n∑
j=2
|(tj−1 − γj−1)c+ (tj − γj)b|qj
+ |(tn − γn)c+ (tn+1 − γn+1)|
(
b
1− c
)
+
(
b
1− c
) ∞∑
j=n+2
|tj − γj|
≥
n−1∑
j=1
(tj − γj)(bqj + cqj+1) + (tn − γn)
(
bqn + c
b
1− c
)
+
(
b
1− c
) ∞∑
j=n+1
(tj − γj)
=
b
1− c
∞∑
j=1
(tj − γj)
=
bδ
1− c
= Γ.
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Note also that
h = γ1f1 + γ2f2 + · · ·+ γn−1fn−1
+
(
γn +
δ
1− c
)
fn +
(
γn+1 − cδ
1− c
)
fn+1 +
∞∑
j=n+2
γjfj ∈ Kb,c
and
‖h− z‖1 = Γ.
Let Q :=
{
y ∈ Kb,c : ‖y − z‖1 ≤ Γ
}
. Note that h ∈ Q and so Q 6= φ. Note also that Q
is closed, bounded, and convex, as well as T -invariant. By Lemma (♥), for all y ∈ Q,
Γ + (1− (b+ c))
∞∑
j=n+2
|tj − γj| ≤ ‖y − z‖1 ≤ Γ,
which implies that tj = γj, ∀j ≥ n+ 2. Hence,
Q ⊆
{
y =
∞∑
j=1
tjfj ∈ Kb,c : tj = γj,∀j ≥ n+ 2
}
which is a norm compact set. Therefore Q is norm compact, and so by Brouwer’s Fixed
Point Theorem, T has a fixed point in Q ⊆ Kb,c.
Sub-Case 2(b): γn+1
δ
+ 1 < 1
1−c .
Lemma 2.2.5. (♦) Let Γ˜ := (b+ c)δ − (1− (b+ c))γn+1. For all
y =
∑∞
j=1 tjfj ∈ Kb,c,
‖y − z‖1 ≥ Γ˜ + (1− (b+ c))
∞∑
j=n+2
|tj − γj|.
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Proof.
‖y − z‖1 = |t1 − γ1|b+
( n∑
j=2
∣∣∣∣(tj−1 − γj−1)c+ (tj − γj)b∣∣∣∣)
+
∣∣∣∣(tn − γn)c+ (tn+1 − γn+1)∣∣∣∣+ ( ∞∑
j=n+2
∣∣∣∣tj − γj∣∣∣∣)
= |t1 − γ1|b+
( n∑
j=2
∣∣∣∣(tj−1 − γj−1)c+ (tj − γj)b∣∣∣∣)
+
∣∣∣∣(tn − γn)c+ (tn+1 − γn+1)∣∣∣∣
+ (b+ c)
( ∞∑
j=n+2
∣∣∣∣tj − γj∣∣∣∣)+ (1− (b+ c))( ∞∑
j=n+2
∣∣∣∣tj − γj∣∣∣∣)
Let
U := |t1 − γ1|b+
n∑
j=2
∣∣∣∣(tj−1 − γj−1)c+ (tj − γj)b∣∣∣∣+ ∣∣∣∣(tn − γn)c+ (tn+1 − γn+1)∣∣∣∣
+ (b+ c)
∞∑
j=n+2
∣∣∣∣tj − γj∣∣∣∣.
If we can show that U ≥ Γ˜ then we are done.
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U = |t1 − γ1|b+
n∑
j=2
∣∣∣∣(tj−1 − γj−1)c+ (tj − γj)b∣∣∣∣
+
∣∣∣∣(tn − γn)c+ (tn+1 − γn+1)∣∣∣∣+ (b+ c) ∞∑
j=n+2
∣∣∣∣tj − γj∣∣∣∣
≥ (t1 − γ1)b+
n∑
j=2
(
(tj−1 − γj−1)c+ (tj − γj)b
)
+
(
(tn − γn)c+ (tn+1 − γn+1)
)
+ (b+ c)
∞∑
j=n+2
(
tj − γj
)
=
n∑
j=1
(tj − γj)(b+ c) + (tn+1 − γn+1) + (b+ c)
∞∑
j=n+2
(
tj − γj
)
= (b+ c)
[ ∞∑
j=1
(tj − γj)
]
+ (1− (b+ c))(tn+1 − γn+1)
= (b+ c)δ + (1− (b+ c))(tn+1 − γn+1)
= Γ˜ + (1− (b+ c))γn+1 + (1− (b+ c))(tn+1 − γn+1)
= Γ˜ + (1− (b+ c))tn+1
≥ Γ˜.
Note here that
h = γ1f1 + γ2f2 + · · ·+ γn−1fn−1
+ (γn + γn+1 + δ)fn + 0fn+1 +
∞∑
j=n+2
γjfj ∈ Kb,c
and
‖h− z‖1 = Γ˜.
Let Q :=
{
y ∈ Kb,c : ‖y − z‖1 ≤ Γ˜
}
. Note that h ∈ Q and so Q 6= φ. Note also that Q
is closed, bounded, and convex, as well as T -invariant. By Lemma (♦), for all y ∈ Q,
Γ˜ + (1− (b+ c))
∞∑
j=n+2
|tj − γj| ≤ ‖y − z‖1 ≤ Γ˜,
46
which implies that tj = γj, ∀j ≥ n+ 2. Hence,
Q ⊆
{
y =
∞∑
j=1
tjfj ∈ Kb,c : tj = γj,∀j ≥ n+ 2
}
which is a norm compact set. Therefore Q is norm compact, and so by Brouwer’s Fixed
Point Theorem, T has a fixed point in Q ⊆ Kb,c.
2.3 A NEW APPROACH TO EXTENDING THE THEOREMS OF
GOEBEL AND KUCZUMOW TO A LARGER CLASS OF SUBSETS
OF `1.
In Theorem 2.0.4, Goebel and Kuczumow showed that C has the FPP(n.e.) precisely when
N0 is finite and nonempty. In our examples and in Theorem 2.2.1 in Chapter 3, we assumed
without loss of generality that N0 = {1, 2, . . . , n} for some n ∈ N. Note that these examples,
and this theorem allowed for perturbations of one “N0-coordinate” (namely, n) with an
“N\N0-coordinate” (n+ 1).
In this chapter we will prove two theorems (Theorem 2.3.15 and Theorem 2.3.18) that
generalize Theorem 2.0.4 but do not include the examples of Chapter 3, nor Theorem 2.2.1
as special cases. This is because, in contrast to the material in Chapter 3, “N0-coordinates”
are perturbed strictly amongst themselves. Also, in the following theorems, we are again
assuming that N0 is finite and nonempty, and we typically assume, without loss of generality,
that N0 = {1, 2, . . . , ν, ν + 1} for some ν ∈ N.
To begin, fix ν ∈ N. Let b1, b2, . . . , bν+1 ∈ (−1, 1) and c1, c2, . . . , cν+1 ∈ (−1, 1). Also
assume that ∀j ∈ {1, 2, . . . , ν + 1},
|bj|+ |cj| ∈ (0, 1)
|bj| − |cj| > 0
Let
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fj = bjej + cjej+1,∀j ∈ {1, 2, . . . , ν}
fν+1 = bν+1eν+1 + cν+1e1
fj = ej,∀j ≥ ν + 2.
Note that for all x =
∑
j∈N αjfj,
‖x‖1 = ‖α1(b1e1 + c1e2) + · · ·+ αν(bνeν + cνeν+1) + αν+1(bν+1eν+1 + cν+1e1)
+
∞∑
j=ν+2
αjej‖1
= ‖(α1b1 + αν+1cν+1)e1 + (α2b2 + α1c1)e2 + (α3b3 + α2c2)e3 + · · ·
+ (ανbν + αν−1cν−1)eν + (αν+1bν+1 + ανcν)eν+1 +
∞∑
j=ν+2
αjej‖1
= |α1b1 + αν+1cν+1|+ |α2b2 + α1c1|+ · · ·+ |αν+1bν+1 + ανcν |
+
∞∑
j=ν+2
|αj|
Then
min
k∈{1,...,ν+1}
(|bk| − |ck|)
∑
j∈N
|αj| ≤ ‖x‖1 ≤
∑
j∈N
|αj|
Note that (fj)j∈N is an `1-basic sequence.
Let C ⊆ `1 be defined by
C := co{fj : j ∈ N} =
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
Theorem 2.3.1. The set C has the FPP(n.e.).
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Proof. Fix a nonexpansive map T : C −→ C. Let (x(k))k∈N be an approximate fixed point
sequence for T , i.e., ‖Tx(k) − x(k)‖1 −→
k
0.
Let W be the weak∗ = σ(`1, c0) - closure of C in `1. Then,
W =
{ ∞∑
j=1
βjfj : each βj ≥ 0 and
∞∑
j=1
βj ≤ 1
}
.
Note that B`1 is weak∗-sequentially compact. Hence, there exists a subsequence (x(kj))j∈N
of (x(k))k∈N and z ∈ W such that x(kj) −→
j
z weak∗. Without loss of generality, x(k) −→
k
z
weak∗.
Case 1: z ∈ C.
The same method used in Chapter 3 shows that Tz = z. (See Example 2.1.1).
Case 2: z ∈ W\C.
In this case, z =
∑∞
j=1 γjfj, where each γj ≥ 0 and
∑∞
j=1 γj < 1. Let
δ := 1−∑∞j=1 γj ∈ (0, 1].
For all ~λ = (λ1, λ2, . . . , λν+1) with each λj ∈ R and λ1 + λ2 + · · ·+ λν+1 = 1 (i.e. ~λ ∈ Λ),
define
h~λ := (γ1 + λ1δ)f1 + (γ2 + λ2δ)f2 + · · ·+ (γν + λνδ)fν + (γν+1 + λν+1δ)fν+1 +
∞∑
j=ν+2
γjfj.
Let H :=
{
h~λ :
~λ ∈ Λ
}
.
Let
Q := H ∩ C =
{
h~λ :
~λ ∈ Λ and γj + λjδ ≥ 0, ∀j ∈ {1, 2, . . . , ν + 1}
}
.
Clearly, Q ⊇
{
h~λ :
~λ ∈ Λ and each λj ≥ 0
}
6= φ.
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Claim 2.3.2.
Q =
{
p = s1f1 + s2f2 + · · ·+ sνfν + sν+1fν+1 +
∞∑
j=ν+2
γjfj : each sj ≥ 0
and
ν+1∑
j=1
sj +
∞∑
j=ν+2
γj = 1
}
=: P
Proof. Q ⊆ P is clear.
To show P ⊆ Q, let p ∈ P . Define ~λ = (λ1, λ2, . . . , λν+1) ∈ Rν+1 implicitly via:
γj + λjδ = sj,∀j ∈ {1, 2, . . . , ν + 1}.
So, each λj :=
sj−γj
δ
∈ R.
Note that
ν+1∑
j=1
λj =
1
δ
( ν+1∑
j=1
sj −
ν+1∑
j=1
γj
)
=
1
δ
(
1−
∞∑
j=ν+2
γj −
ν+1∑
j=1
γj
)
=
1
δ
(
1−
∞∑
j=1
γj
)
=
1
δ
· δ
= 1
Hence, p ∈ Q.
Let y ∈ C be arbitrary, i.e., y = ∑∞j=1 tjfj, where each tj ≥ 0 and ∑∞j=1 tj = 1. Then,
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‖y − z‖1 =
∥∥∥∥ ∞∑
j=1
tjfj −
∞∑
j=1
γjfj
∥∥∥∥
1
=
∥∥∥∥ ∞∑
j=1
(tj − γj)fj
∥∥∥∥
1
=
∥∥∥∥ ν∑
j=1
(tj − γj)(bjej + cjej+1) + (tν+1 − γν+1)(bν+1eν+1 + cν+1e1)
+
∞∑
j=ν+2
(tj − γj)ej
∥∥∥∥
1
=
∥∥∥∥ ν+1∑
j=1
(tj − γj)bjej +
[ ν∑
j=1
(tj − γj)cjej+1 + (tν+1 − γν+1)cν+1e1
]
+
∞∑
j=ν+2
(tj − γj)ej
∥∥∥∥
1
=
∥∥∥∥ ν+1∑
j=1
(tj − γj)bjej +
ν+1∑
k=2
(tk−1 − γk−1)ck−1ek + cν+1(tν+1 − γν+1)e1
+
∞∑
j=ν+2
(tj − γj)ej
∥∥∥∥
1
=
∥∥∥∥ ν+1∑
j=2
[
(tj − γj)bj + (tj−1 − γj−1)cj−1
]
ej
+
[
(t1 − γ1)b1 + (tν+1 − γν+1)cν+1
]
e1 +
∞∑
j=ν+2
(tj − γj)ej
∥∥∥∥
1
Hence,
‖y − z‖1 =
ν+1∑
j=2
∣∣∣∣(tj − γj)bj + (tj−1 − γj−1)cj−1∣∣∣∣
+
∣∣∣∣(t1 − γ1)b1 + (tν+1 − γν+1)cν+1∣∣∣∣+ ∞∑
j=ν+2
|tj − γj|.
Claim 2.3.3. Suppose that theres exists µ ≥ ν + 2 such that tµ > γµ. Then there exists
w ∈ C, i.e., w = ∑∞j=1 σjfj such that each σj ≥ 0 and ∑∞j=1 σj = 1, for which σj ≤ γj, for
all j ≥ ν + 2, and ‖w − z‖1 < ‖y − z‖1.
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Proof. Let
A :=
{
k ≥ ν + 2 : tk > γk
}
.
Note that A 6= φ since µ ∈ A.
Let τ :=
∑
k∈A(tk − γk) > 0, and let
(σj)j∈N =
(
t1 + τ, t2, . . . , tν , tν+1, σν+2, σν+3, . . .
)
,
where for all k ∈ A, σk := γk, and for all k ∈ B := F\A, σk := tk, where F := {ν + 2, ν +
3, . . .}.
Note that for all k ∈ B, tk ≤ γk. So, for all k ≥ ν + 2, σk ≤ γk. Also, for all j ∈ N,
σj ≥ 0. Further,
∞∑
j=1
σj = t1 + τ +
ν+1∑
j=2
tj +
∑
k≥ν+2
σk
= τ +
ν+1∑
j=1
tj +
∑
k∈A
σk +
∑
k∈B
σk
=
∑
k∈A
(tk − γk) +
ν+1∑
j=1
tj +
∑
k∈A
γk +
∑
k∈B
tk
=
∑
k≥ν+2
tk +
ν+1∑
j=1
tj
=
∞∑
j=1
tj
= 1.
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‖w − z‖1 = |(t1 + τ − γ1)b1 + (tν+1 − γν+1)cν+1|
+ |(t2 − γ2)b2 + (t1 + τ − γ1)c1|
+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+
∞∑
j=ν+2
|σj − γj|.
Note that
∑∞
j=ν+2 |σj − γj| =
∑
j∈B |tj − γj|.
Then,
‖w − z‖1 ≤ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+ τ |b1|+ |(t2 − γ2)b2 + (t1 − γ1)c1|+ τ |c1|
+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+
∞∑
j=ν+2
|tj − γj|
−
∑
j∈A
|tj − γj|.
So,
‖w − z‖1 ≤ ‖y − z‖1 + τ(|b1|+ |c1|)−
∑
j∈A
(tj − γj)
= ‖y − z‖1 + (|b1|+ |c1| − 1)τ
< ‖y − z‖1.
Claim 2.3.4. Suppose that [tj ≤ γj,∀j ≥ ν + 2](?) and that there exists µ ≥ ν + 2 such that
tµ < γµ. Then there exists p ∈ Q such that
‖p− z‖1 < ‖y − z‖1.
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Proof. Let E := {k ≥ ν+2 : tk < γk}. Note E 6= φ since µ ∈ E. Let τ :=
∑
k∈E(γk−tk) > 0.
Note that an arbitrary p ∈ Q has the form p = ∑∞j=1 ηjfj such that each ηj ≥ 0,∑∞
j=1 ηj = 1, and ηj = γj,∀j ≥ ν + 2.
Define
(ηj)j∈N := (t1(1− ε), t2(1− ε), . . . , tν(1− ε), tν+1(1− ε), γν+2, γν+3, . . . , γk, . . .),
where ε ∈ [0, 1) is fixed (to be chosen later).
Note that for all j ∈ N, ηj ≥ 0.
Further,
∞∑
j=1
ηj =
ν+1∑
j=1
tj(1− ε) +
∞∑
j=ν+2
γj
= (1− ε)
ν+1∑
j=1
tj +
∞∑
j=ν+2
γj
We want
∑∞
j=1 ηj = 1. This is true if and only if
(1− ε)
(
1−
∞∑
j=ν+2
tj
)
+
∞∑
j=ν+2
γj = 1
⇐⇒1− ε = 1−
∑∞
j=ν+2 γj
1−∑∞j=ν+2 tj
Note that
1−
∞∑
j=ν+2
γj ≥ 1−
∞∑
j=1
γj = δ > 0.
Also,
1−
∞∑
j=ν+2
γj ≤ 1−
∞∑
j=ν+2
tj
⇐⇒
[ ∞∑
j=ν+2
tj ≤
∞∑
j=ν+2
γj
]
(†)
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By hypothesis (?), statement (†) is true. Therefore,
0 < δ ≤ 1−
∞∑
j=ν+2
γj ≤ 1−
∞∑
j=ν+2
tj
is a true statement.
Consequently, 1− ε above is well-defined and 1− ε ∈ (0, 1].
Hence ε ∈ [0, 1) and
ε = 1−
(
1−∑∞j=ν+2 γj
1−∑∞j=ν+2 tj
)
=
∑∞
j=ν+2(γj − tj)
1−∑∞j=ν+2 tj
Hence,
ε =
∑
k∈E(γk − tk)∑ν+1
j=1 tj
=
τ∑ν+1
j=1 tj
and so ε ∈ (0, 1).
Then,
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‖p− z‖1 = |(t1(1− ε)− γ1)b1 + (tν+1(1− ε)− γν+1)cν+1|
+
ν+1∑
j=2
|(tj(1− ε)− γj)bj + (tj−1(1− ε)− γj−1)cj−1|
+
∞∑
j=ν+2
|γj − γj|
≤ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+ t1ε|b1|+ tν+1ε|cν+1|
+
ν+1∑
j=2
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+
ν+1∑
j=2
tjε|bj|
+
ν+1∑
j=2
tj−1ε|cj−1|
= ‖y − z‖1 −
∞∑
j=ν+2
|tj − γj|+ ε
[ ν+1∑
j=1
tj|bj|+
ν+1∑
k=1
tk|ck|
]
= ‖y − z‖1 − τ + ε
ν+1∑
j=1
tj(|bj|+ |cj|)
≤ ‖y − z‖1 − τ + τ∑ν+1
j=1 tj
max
1≤j≤ν+1
(|bj|+ |cj|)
ν+1∑
j=1
tj
= ‖y − z‖1 + τ(max{|b1|+ |c1|, . . . , |bν+1|+ |cν+1|} − 1)
< ‖y − z‖1
Claim 2.3.5.
JC := inf
y∈C
‖y − z‖1 ≥ inf
p∈Q
‖p− z‖1 =: JQ
and
[
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q
]
(‡).
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Proof. First note that by Claim 2.3.3 and Claim 2.3.4,
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q.
To show that JC ≥ JQ, fix y ∈ C. If y ∈ Q, then ‖y − z‖1 ≥ ‖y − z‖1. So suppose that
y /∈ Q. Then there exists µ ≥ ν + 2 such that tµ 6= γµ.
Case 1: There exists µ ≥ ν + 2 such that tµ > γµ.
By Claim 2.3.3, there exists w ∈∑∞j=1 σjfj ∈ C such that
[σj ≤ γj,∀j ≥ ν + 2] and ‖y − z‖1 > ‖w − z‖1.
If σj = γj for all j ≥ ν + 2 then w ∈ Q. Otherwise, there exists ψ ≥ ν + 2 such that
tψ < γψ.
By Claim 2.3.4, there exists p ∈ Q such that
‖w − z‖1 > ‖p− z‖1
=⇒ ‖y − z‖1 > ‖p− z‖1.
Case 2: For all µ ≥ ν + 2, tµ ≤ γµ.
By Case 1, there exists q ∈ Q such that
‖y − z‖1 ≥ ‖q − z‖1.
In all cases, ∀y ∈ C, there exists p ∈ Q such that
‖y − z‖1 ≥ ‖p− z‖1.
Hence, JC ≥ JQ.
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However, Q is a nonempty, norm compact (convex) subset of `1. Thus, there exists
p0 ∈ Q ⊆ C such that
‖y − z‖1 ≥ ‖p0 − z‖1, ∀y ∈ C.
Let
Q˜ := {y ∈ C : ‖y − z‖1 ≤ ‖p0 − z‖1}.
Then by (‡) in Claim 2.3.5, Q˜ ⊆ Q ⊆ C.
Note that Q˜ is a closed, bounded, and convex set in `1 that is nonempty and norm
compact. However, since
r(y) = r(z) + ‖y − z‖1,∀y ∈ `1,
we have that r(Ty) ≤ r(y), ∀y ∈ C. Therefore, y ∈ Q˜ =⇒ Ty ∈ Q˜.
Thus T maps Q˜ into Q˜ and so by Brouwer’s (or Schauder’s) Fixed Point Theorem, there
exists v ∈ Q˜ ⊆ Q ⊆ C such that Tv = v.
In our next theorem, we show that we can remove the restriction that
bj = 1,∀j /∈ F .
Let (bj)j∈N be a bounded sequence of real numbers. Assume that there exists F ⊆ N
that is finite and nonempty such that
Γˆ := max
j∈F
(|bj|+ |cj|) < |bk|,∀k ∈ N\F
where (cj)j∈F is a sequence of real numbers such that
|bj| − |cj| > 0,∀j ∈ F.
For what follows, we may assume without loss of generality, that
F = {1, 2, . . . , ν + 1} for some ν ∈ N.
Let
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fj = bjej + cjej+1,∀j ∈ {1, 2, . . . , ν}
fν+1 = bν+1eν+1 + cν+1e1
fj = bjej,∀j ≥ ν + 2.
Note that for all x =
∑
j∈N αjfj,
‖x‖1 = ‖α1(b1e1 + c1e2) + · · ·+ αν(bνeν + cνeν+1) + αν+1(bν+1eν+1 + cν+1e1)
+
∞∑
j=ν+2
αjbjej‖1
= ‖(α1b1 + αν+1cν+1)e1 + (α2b2 + α1c1)e2 + (α3b3 + α2c2)e3 + · · ·
+ (ανbν + αν−1cν−1)eν + (αν+1bν+1 + ανcν)eν+1 +
∞∑
j=ν+2
αjbjej‖1
= |α1b1 + αν+1cν+1|+ |α2b2 + α1c1|+ · · ·+ |αν+1bν+1 + ανcν |
+
∞∑
j=ν+2
|αj||bj|
Then
min
k∈{1,...,ν+1}
(|bk| − |ck|)
∑
j∈N
|αj| ≤ ‖x‖1 ≤ sup
k∈N
|bk|
∑
j∈N
|αj|
and so (fj)j∈N is an `1-basic sequence.
Let C ⊆ `1 be defined by
C := co{fj : j ∈ N} =
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
Theorem 2.3.6. The set C has the FPP(n.e.).
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Proof. Fix a nonexpansive map T : C −→ C. Let (x(k))k∈N be an approximate fixed point
sequence for T , i.e., ‖Tx(k) − x(k)‖1 −→
k
0.
Let W be the weak∗ = σ(`1, c0) - closure of C in `1. Then,
W =
{ ∞∑
j=1
βjfj : each βj ≥ 0 and
∞∑
j=1
βj ≤ 1
}
.
Note that B`1 is weak∗-sequentially compact. Hence, there exists a subsequence (x(kj))j∈N
of (x(k))k∈N and z ∈ W such that x(kj) −→
j
z weak∗. Without loss of generality, x(k) −→
k
z
weak∗.
Case 1: z ∈ C.
Then as before, Tz = z.
Case 2: z ∈ W\C.
In this case, z =
∑∞
j=1 γjfj, where each γj ≥ 0 and
∑∞
j=1 γj < 1. Let
δ := 1−∑∞j=1 γj ∈ (0, 1].
For all ~λ = (λ1, λ2, . . . , λν+1) with each λj ∈ R and λ1 + λ2 + · · ·+ λν+1 = 1 (i.e. ~λ ∈ Λ),
define
h~λ := (γ1 + λ1δ)f1 + (γ2 + λ2δ)f2 + · · ·+ (γν + λνδ)fν + (γν+1 + λν+1δ)fν+1 +
∞∑
j=ν+2
γjfj.
Let H :=
{
h~λ :
~λ ∈ Λ
}
.
Let
Q := H ∩ C =
{
h~λ :
~λ ∈ Λ and γj + λjδ ≥ 0, ∀j ∈ {1, 2, . . . , ν + 1}
}
.
Clearly, Q ⊇
{
h~λ :
~λ ∈ Λ and each λj ≥ 0
}
6= φ.
As in the previous section,
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Q =
{
p = s1f1 + s2f2 + · · ·+ sνfν + sν+1fν+1 +
∞∑
j=ν+2
γjfj : each sj ≥ 0
and
ν+1∑
j=1
sj +
∞∑
j=ν+2
γj = 1
}
Let y ∈ C be arbitrary, i.e., y = ∑∞j=1 tjfj, where each tj ≥ 0 and ∑∞j=1 tj = 1. Then,
‖y − z‖1 =
∥∥∥∥ ∞∑
j=1
tjfj −
∞∑
j=1
γjfj
∥∥∥∥
1
=
∥∥∥∥ ∞∑
j=1
(tj − γj)fj
∥∥∥∥
1
=
∥∥∥∥ ν∑
j=1
(tj − γj)(bjej + cjej+1) + (tν+1 − γν+1)(bν+1eν+1 + cν+1e1)
+
∞∑
j=ν+2
(tj − γj)bjej
∥∥∥∥
1
=
∥∥∥∥ ν+1∑
j=1
(tj − γj)bjej +
[ ν∑
j=1
(tj − γj)cjej+1 + (tν+1 − γν+1)cν+1e1
]
+
∞∑
j=ν+2
(tj − γj)bjej
∥∥∥∥
1
=
∥∥∥∥ ν+1∑
j=1
(tj − γj)bjej +
ν+1∑
k=2
(tk−1 − γk−1)ck−1ek + cν+1(tν+1 − γν+1)e1
+
∞∑
j=ν+2
(tj − γj)bjej
∥∥∥∥
1
=
∥∥∥∥ ν+1∑
j=2
[
(tj − γj)bj + (tj−1 − γj−1)cj−1
]
ej +
[
(t1 − γ1)b1 + (tν+1 − γν+1)cν+1
]
e1
+
∞∑
j=ν+2
(tj − γj)bjej
∥∥∥∥
1
Hence,
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‖y − z‖1 =
ν+1∑
j=2
∣∣∣∣(tj − γj)bj + (tj−1 − γj−1)cj−1∣∣∣∣+ ∣∣∣∣(t1 − γ1)b1 + (tν+1 − γν+1)cν+1∣∣∣∣
+
∞∑
j=ν+2
|(tj − γj)bj|.
Claim 2.3.7. Suppose that theres exists µ ≥ ν + 2 such that tµ > γµ. Then there exists
w ∈ C, i.e., w = ∑∞j=1 σjfj such that each σj ≥ 0 and ∑∞j=1 σj = 1, for which σj ≤ γj, for
all j ≥ ν + 2, and ‖w − z‖1 < ‖y − z‖1.
Proof. Let
A :=
{
k ≥ ν + 2 : tk > γk
}
.
Note that A 6= φ since µ ∈ A.
Let τ :=
∑
k∈A(tk − γk) > 0, and let
(σj)j∈N =
(
t1 + τ, t2, . . . , tν , tν+1, σν+2, σν+3, . . .
)
,
where for all k ∈ A, σk := γk, and for all k ∈ B := F\A, σk := tk, where F := {ν + 2, ν +
3, . . .}.
Note that for all k ∈ B, tk ≤ γk. So, for all k ≥ ν + 2, σk ≤ γk. Also, for all j ∈ N,
σj ≥ 0. Further,
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∞∑
j=1
σj = t1 + τ +
ν+1∑
j=2
tj +
∑
k≥ν+2
σk
= τ +
ν+1∑
j=1
tj +
∑
k∈A
σk +
∑
k∈B
σk
=
∑
k∈A
(tk − γk) +
ν+1∑
j=1
tj +
∑
k∈A
γk +
∑
k∈B
tk
=
∑
k≥ν+2
tk +
ν+1∑
j=1
tj
=
∞∑
j=1
tj
= 1.
‖w − z‖1 = |(t1 + τ − γ1)b1 + (tν+1 − γν+1)cν+1|
+ |(t2 − γ2)b2 + (t1 + τ − γ1)c1|
+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+
∞∑
j=ν+2
|(σj − γj)bj|.
Note that
∑∞
j=ν+2 |(σj − γj)bj| =
∑
j∈B |(tj − γj)bj|.
Then,
‖w − z‖1 ≤ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+ τ |b1|+ |(t2 − γ2)b2 + (t1 − γ1)c1|
+ τ |c1|+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+
∞∑
j=ν+2
|tj − γj||bj|
−
∑
j∈A
|tj − γj||bj|.
So,
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‖w − z‖1 ≤ ‖y − z‖1 + τ(|b1|+ |c1|)−
∑
j∈A
(tj − γj)|bj|
= ‖y − z‖1 +
∑
j∈A
(tj − γj)(|b1|+ |c1| − |bj|)
< ‖y − z‖1.
Claim 2.3.8. Suppose that [tj ≤ γj,∀j ≥ ν + 2](?) and that there exists µ ≥ ν + 2 such that
tµ < γµ. Then there exists p ∈ Q such that
‖p− z‖1 < ‖y − z‖1.
Proof. Let E := {k ≥ ν + 2 : tk < γk}. Note E 6= φ since µ ∈ E. Let
τ :=
∑
k∈E(γk − tk) > 0.
Note that an arbitrary p ∈ Q has the form p = ∑∞j=1 ηjfj such that each ηj ≥ 0,∑∞
j=1 ηj = 1, and ηj = γj,∀j ≥ ν + 2.
Define
(ηj)j∈N := (t1(1− ε), t2(1− ε), . . . , tν(1− ε), tν+1(1− ε), γν+2, γν+3, . . . , γk, . . .),
where ε ∈ [0, 1) is fixed (to be chosen later).
Note that for all j ∈ N, ηj ≥ 0.
Further,
∞∑
j=1
ηj =
ν+1∑
j=1
tj(1− ε) +
∞∑
j=ν+2
γj
= (1− ε)
ν+1∑
j=1
tj +
∞∑
j=ν+2
γj
We want
∑∞
j=1 ηj = 1. This is true if and only if
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(1− ε)
(
1−
∞∑
j=ν+2
tj
)
+
∞∑
j=ν+2
γj = 1
⇐⇒1− ε = 1−
∑∞
j=ν+2 γj
1−∑∞j=ν+2 tj
Note that
1−
∞∑
j=ν+2
γj ≥ 1−
∞∑
j=1
γj = δ > 0.
Also,
1−
∞∑
j=ν+2
γj ≤ 1−
∞∑
j=ν+2
tj
⇐⇒
[ ∞∑
j=ν+2
tj ≤
∞∑
j=ν+2
γj
]
(†)
By hypothesis (?), statement (†) is true. Therefore,
0 < δ ≤ 1−
∞∑
j=ν+2
γj ≤ 1−
∞∑
j=ν+2
tj
is a true statement.
Consequently, 1− ε above is well-defined and 1− ε ∈ (0, 1].
Hence ε ∈ [0, 1) and
ε = 1−
(
1−∑∞j=ν+2 γj
1−∑∞j=ν+2 tj
)
=
∑∞
j=ν+2(γj − tj)
1−∑∞j=ν+2 tj
Hence,
65
ε =
∑
k∈E(γk − tk)∑ν+1
j=1 tj
=
τ∑ν+1
j=1 tj
and so ε ∈ (0, 1).
Then,
‖p− z‖1 = |(t1(1− ε)− γ1)b1 + (tν+1(1− ε)− γν+1)cν+1|
+
ν+1∑
j=2
|(tj(1− ε)− γj)bj + (tj−1(1− ε)− γj−1)cj−1|
+
∞∑
j=ν+2
|(γj − γj)bj|
≤ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+ t1ε|b1|+ tν+1ε|cν+1|
+
ν+1∑
j=2
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+
ν+1∑
j=2
tjε|bj|
+
ν+1∑
j=2
tj−1ε|cj−1|
= ‖y − z‖1 −
∞∑
j=ν+2
|(tj − γj)bj|+ ε
[ ν+1∑
j=1
tj|bj|+
ν+1∑
k=1
tk|ck|
]
= ‖y − z‖1 −
∑
k∈E
(γk − tk)|bk|+ ε
ν+1∑
j=1
tj(|bj|+ |cj|)
≤ ‖y − z‖1 −
∑
k∈E
(γk − tk)|bk|+ τ∑ν+1
j=1 tj
max
1≤j≤ν+1
(|bj|+ |cj|)
ν+1∑
j=1
tj
= ‖y − z‖1 −
∑
k∈E
(γk − tk)|bk|+ τ
(
max
1≤j≤ν+1
(|bj|+ |cj|)
)
= ‖y − z‖1 +
∑
k∈E
(γk − tk)
(
max
1≤j≤ν+1
(|bj|+ |cj|)− |bk|
)
< ‖y − z‖1
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Claim 2.3.9.
JC := inf
y∈C
‖y − z‖1 ≥ inf
p∈Q
‖p− z‖1 =: JQ
and
[
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q
]
(‡).
Proof. First note that by Claim 2.3.7 and Claim 2.3.8,
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q.
To show that JC ≥ JQ, fix y ∈ C. If y ∈ Q, then ‖y − z‖1 ≥ ‖y − z‖1. So suppose that
y /∈ Q. Then there exists µ ≥ ν + 2 such that tµ 6= γµ.
Case 1: There exists µ ≥ ν + 2 such that tµ > γµ.
By Claim 2.3.7, there exists w ∈∑∞j=1 σjfj ∈ C such that
[σj ≤ γj,∀j ≥ ν + 2] and ‖y − z‖1 > ‖w − z‖1.
If σj = γj for all j ≥ ν + 2 then w ∈ Q. Otherwise, there exists ψ ≥ ν + 2 such that
tψ < γψ.
By Claim 2.3.8, there exists p ∈ Q such that
‖w − z‖1 > ‖p− z‖1
=⇒ ‖y − z‖1 > ‖p− z‖1.
Case 2: For all µ ≥ ν + 2, tµ ≤ γµ.
By Case 1, there exists q ∈ Q such that
‖y − z‖1 ≥ ‖q − z‖1.
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In all cases, ∀y ∈ C, there exists p ∈ Q such that
‖y − z‖1 ≥ ‖p− z‖1.
Hence, JC ≥ JQ.
However, Q is a nonempty, norm compact (convex) subset of `1. Thus, there exists
p0 ∈ Q ⊆ C such that
‖y − z‖1 ≥ ‖p0 − z‖1, ∀y ∈ C.
Let
Q˜ := {y ∈ C : ‖y − z‖1 ≤ ‖p0 − z‖1}.
Then by (‡) in Claim 2.3.9, Q˜ ⊆ Q ⊆ C.
Note that Q˜ is a closed, bounded, and convex set in `1 that is nonempty and norm
compact. However, since
r(y) = r(z) + ‖y − z‖1,∀y ∈ `1,
we have that r(Ty) ≤ r(y), ∀y ∈ C. Therefore, y ∈ Q˜ =⇒ Ty ∈ Q˜.
Thus T maps Q˜ into Q˜ and so by Brouwer’s (or Schauder’s) Fixed Point Theorem, there
exists v ∈ Q˜ ⊆ Q ⊆ C such that Tv = v.
Now we give an example to demonstrate that the class of sets we have considered in
Theorem 2.3.1 and Theorem 2.3.6 is different from the class of sets in Theorem 2.0.4.
Example 2.3.10. Let (bj)j∈N be a bounded sequence of positive numbers and (cj)j∈{1,...,ν+1}
be such that for all j ∈ {1, . . . , ν + 1},
bj + |cj| < 1
bj − |cj| > 0.
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Define fj = bjej + cjej+1 for j ∈ {1, . . . , ν}, fν+1 = bν+1eν+1 + cν+1e1, and fj = ej, for all
j ≥ ν + 2. We have seen previously that (fj)j∈N is an `1-basic sequence. As before we define
C =
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
Also, recall that Goebel and Kuczumow sets in Theorem 2.0.4 have the following form.
For (dk)k∈N such that 0 < dk < 1 for all k ∈ {1, . . . , ν + 1}, define
gk = dkek, ∀k ∈ {1, . . . , ν + 1}
gk = ek, ∀k ≥ ν + 2.
Then
D =
{ ∞∑
k=1
skgk : each sk ≥ 0 and
∞∑
k=1
sk = 1
}
.
We wish to show that there are examples of sets C that are not equal to some Goebel
and Kuczumow set D.
Assuming that ν = 1, fix a set C as above. If C = D for some set D as above, then
C ⊆ D. Therefore we have
f1 =
∞∑
k=1
skgk.
This implies that b1 = s1d1, c1 = s2d2, and sk = 0 for all k ≥ 3. Therefore,
b1
d1
+
c1
d2
= 1.
Similarly,
f2 =
∞∑
k=1
ukgk.
which implies that b2 = u2d2, c2 = u1d1, and uk = 0 for all k ≥ 3. Hence
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c2
d1
+
b2
d2
= 1.
Let q1 = d
−1
1 and q2 = d
−1
2 . Then we have the following system.
b1q1 + c1q2 = 1
c2q1 + b2q2 = 1.
The solution of this system should be such that 0 < d1, d2 < 1, i.e. q1, q2 > 1. From
linear algebra, the solution is
q1
q2
 = 1
b1b2 − c1c2
b2 − c1
b1 − c2
 .
(Note that b1b2 − c1c2 > 0).
However, by making a choice of b1, b2, c1, c2 such that c1 < b1 < c2 < b2 we see that this
forces q1 > 0 and q2 < 0, a contradiction. Therefore such a set C cannot be written as a
Goebel and Kuczumow set D.
Next fix a Goebel and Kuczumow set D. Suppose that D ⊆ C for some C as above.
Then
g1 = d1e1 = t1f1 + t2f2 + t3f3 + · · ·
= t1(b1e1 + c1e2) + t2(b2e2 + c2e1) + t3e3 + · · · .
Also,
g2 = d2e2 = w1f1 + w2f2 + w3f3 + · · ·
= w1(b1e1 + c1e2) + w2(b2e2 + c2e1) + w3e3 + · · · .
Hence tj = wj = 0 for all j ≥ 3, and
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d1 = t1b1 + t2c2
0 = t1c1 + t2b2
d2 = w1c1 + w2b2
0 = w1b1 + w2c2.
However, if for example b1, b2, c1, c2 > 0, this implies that t1 = t2 = 0 and w1 = w2 = 0,
a contradiction.
Therefore, there are examples of sets C that are not subsets of any Goebel and Kuczumow
set D, and also examples of sets D that cannot be subsets of a set that has the form C.
Next we further generalize Theorem 2.3.6.
Let (bj)j∈N and (cj)j∈N be bounded sequences of real numbers such that
|bj| − |cj| > 0, ∀j ∈ N.
Assume that there exists F ⊆ N that is finite and nonempty such that
0 < Γˆ := max
j∈F
(|bj|+ |cj|) < |bk| − |ck|, ∀k ∈ N\F
|bj| − |cj| > 0,∀j ∈ F.
For what follows, we may assume without loss of generality, that
F = {1, 2, . . . , ν + 1} for some ν ∈ N.
Let
fj = bjej + cjej+1,∀j ∈ {1, 2, . . . , ν}
fν+1 = bν+1eν+1 + cν+1e1
fj = bjej + cjej+1,∀j ≥ ν + 2.
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Note that for all x =
∑
j∈N αjfj,
‖x‖1 = ‖α1(b1e1 + c1e2) + · · ·+ αν(bνeν + cνeν+1) + αν+1(bν+1eν+1 + cν+1e1)
+
∞∑
j=ν+2
αj(bjej + cjej+1)‖1
= ‖(α1b1 + αν+1cν+1)e1 + (α2b2 + α1c1)e2 + (α3b3 + α2c2)e3 + · · ·
+ (ανbν + αν−1cν−1)eν + (αν+1bν+1 + ανcν)eν+1 + (αν+2bν+2)eν+2
+
∞∑
j=ν+3
(αjbj + αj−1cj−1)ej‖1
= |α1b1 + αν+1cν+1|+
ν+1∑
j=2
|αjbj + αj−1cj−1|+ |αν+2bν+2|
+
∞∑
j=ν+3
|αjbj + αj−1cj−1|
Then
min
k∈{1,...,ν+1}
(|bk| − |ck|)
∑
j∈N
|αj| ≤ ‖x‖1 ≤ sup
k∈N
(|bk|+ |ck|)
∑
j∈N
|αj|
and so (fj)j∈N is an `1-basic sequence.
Let C ⊆ `1 be defined by
C := co{fj : j ∈ N} =
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
Theorem 2.3.11. Suppose that
(~)∀k ≥ ν + 2, [bk+1 > 0 and ck ≤ 0] or [bk+1 < 0 and ck ≥ 0]
If T : C −→ C is a nonexpansive map, then T has a fixed point in C.
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Proof. Fix a nonexpansive map T : C −→ C. Let (x(k))k∈N be an approximate fixed point
sequence for T , i.e., ‖Tx(k) − x(k)‖1 −→
k
0.
Let W be the weak∗ = σ(`1, c0) - closure of C in `1. Then,
W =
{ ∞∑
j=1
βjfj : each βj ≥ 0 and
∞∑
j=1
βj ≤ 1
}
.
Note that B`1 is weak∗-sequentially compact. Hence, there exists a subsequence (x(kj))j∈N
of (x(k))k∈N and z ∈ W such that x(kj) −→
j
z weak∗. Without loss of generality, x(k) −→
k
z
weak∗.
Note that if z ∈ C, then as we have seen previously, Tz = z. Assume that z =∑∞
j=1 γjfj ∈ W\C.
For all ~λ = (λ1, λ2, . . . , λν+1) with each λj ∈ R and λ1 + λ2 + · · ·+ λν+1 = 1 (i.e. ~λ ∈ Λ),
define
h~λ := (γ1 + λ1δ)f1 + (γ2 + λ2δ)f2 + · · ·+ (γν + λνδ)fν + (γν+1 + λν+1δ)fν+1 +
∞∑
j=ν+2
γjfj.
Let H :=
{
h~λ :
~λ ∈ Λ
}
.
Let
Q := H ∩ C =
{
h~λ :
~λ ∈ Λ and γj + λjδ ≥ 0, ∀j ∈ {1, 2, . . . , ν + 1}
}
.
As we have shown previously,
Q =
{
p = s1f1 + s2f2 + · · ·+ sνfν + sν+1fν+1 +
∞∑
j=ν+2
γjfj : each sj ≥ 0
and
ν+1∑
j=1
sj +
∞∑
j=ν+2
γj = 1
}
Let y =
∑∞
j=1 tjfj ∈ C be arbitrary. Note that
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‖y − z‖1 = |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+
ν+1∑
j=2
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+ |(tν+2 − γν+2)bν+2|+
∞∑
j=ν+3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
Claim 2.3.12. Suppose that theres exists µ ≥ ν + 2 such that tµ > γµ. Then there exists
w ∈ C, i.e., w = ∑∞j=1 σjfj such that each σj ≥ 0 and ∑∞j=1 σj = 1, for which σj ≤ γj, for
all j ≥ ν + 2, and ‖w − z‖1 < ‖y − z‖1.
Proof. Let
A :=
{
k ≥ ν + 2 : tk > γk
}
.
Note that A 6= φ since µ ∈ A.
Let τ :=
∑
k∈A(tk − γk) > 0, and let
(σj)j∈N =
(
t1 + τ, t2, . . . , tν , tν+1, σν+2, σν+3, . . .
)
,
where for all k ∈ A, σk := γk, and for all k ∈ B := F\A, σk := tk, where F := {ν + 2, ν +
3, . . .}.
Note that for all k ∈ B, tk ≤ γk. So, for all k ≥ ν + 2, σk ≤ γk. Also, for all j ∈ N,
σj ≥ 0. Further,
∞∑
j=1
σj = t1 + τ +
ν+1∑
j=2
tj +
∑
k≥ν+2
σk
= τ +
ν+1∑
j=1
tj +
∑
k∈A
σk +
∑
k∈B
σk
=
∑
k∈A
(tk − γk) +
ν+1∑
j=1
tj +
∑
k∈A
γk +
∑
k∈B
tk
=
∑
k≥ν+2
tk +
ν+1∑
j=1
tj
=
∞∑
j=1
tj
= 1
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Let w =
∑∞
j=1 σjfj. Then,
‖w − z‖1 = |(t1 + τ − γ1)b1 + (tν+1 − γν+1)cν+1|+ |(t2 − γ2)b2 + (t1 + τ − γ1)c1|
+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+ |(σν+2 − γν+2)bν+2|
+
∞∑
j=ν+3
|(σj − γj)bj + (σj−1 − γj−1)cj−1|
Using the triangle inequality along with the definition of σj for j ∈ A versus j ∈ B,
‖w − z‖1 ≤ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+ |(t2 − γ2)b2 + (t1 − γ1)c1|
+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+ |(σν+2 − γν+2)bν+2|
+
∞∑
j=ν+3
j,j−1∈B
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+
∞∑
j=ν+3
j∈B,j−1∈A
|(tj − γj)bj|+
∞∑
j=ν+3
j∈A,j−1∈B
|(tj−1 − γj−1)cj−1|
+ τ(|b1|+ |c1|)
Hence, if (?) = ‖y − z‖1 − ‖w − z‖1, then
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(?) ≥ −τ(|b1|+ |c1|)
+ |(tν+2 − γν+2)bν+2| − |(σν+2 − γν+2)bν+2|
+
∞∑
j=ν+3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
−
∞∑
j=ν+3
j,j−1∈B
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
−
∞∑
j=ν+3
j∈B,j−1∈A
|(tj − γj)bj|
−
∞∑
j=ν+3
j∈A,j−1∈B
|(tj−1 − γj−1)cj−1|
= −τ(|b1|+ |c1|) +
ν+2∑
j=ν+2
j∈A
|(tj − γj)bj|
+
∞∑
j=ν+3
j,j−1∈A
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+
∞∑
j=ν+3
j∈B,j−1∈A
[
|(tj − γj)bj + (tj−1 − γj−1)cj−1| − |(tj − γj)bj|
]
+
∞∑
j=ν+3
j∈A,j−1∈B
[
|(tj − γj)bj + (tj−1 − γj−1)cj−1| − |(tj−1 − γj−1)cj−1|
]
Now since bj and cj−1 have opposite signs for each j, we can evaluate the absolute values
in each of the last two sums. Doing so, we obtain the following.
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‖y − z‖1 − ‖w − z‖1 ≥ −τ(|b1|+ |c1|) +
ν+2∑
j=ν+2
j∈A
|(tj − γj)bj|
+
∞∑
j=ν+3
j,j−1∈A
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+
∞∑
j=ν+3
j∈B,j−1∈A
|(tj−1 − γj−1)cj−1|
+
∞∑
j=ν+3
j∈A,j−1∈B
|(tj − γj)bj|
Using the reverse triangle inequality,
‖y − z‖1 − ‖w − z‖1 ≥ −τ(|b1|+ |c1|) +
ν+2∑
j=ν+2
j∈A
|(tj − γj)bj|
+
∞∑
j=ν+3
j,j−1∈A
|(tj − γj)bj| −
∞∑
j=ν+3
j,j−1∈A
|(tj−1 − γj−1)cj−1|
+
∞∑
j=ν+3
j∈B,j−1∈A
|(tj−1 − γj−1)cj−1|
+
∞∑
j=ν+3
j∈A,j−1∈B
|(tj − γj)bj|
Noting that
∞∑
j=ν+3
j∈B,j−1∈A
|(tj−1 − γj−1)cj−1| ≥ 0
and ∞∑
j=ν+3
j,j−1∈A
|(tj−1 − γj−1)cj−1| ≤
∞∑
j=ν+3
j−1∈A
|(tj−1 − γj−1)cj−1|
and combining
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∞∑
j=ν+3
j,j−1∈A
|(tj − γj)bj|+
∞∑
j=ν+3
j∈A,j−1∈B
|(tj − γj)bj|
we observe that
‖y − z‖1 − ‖w − z‖1 ≥ −τ(|b1|+ |c1|)
+
ν+2∑
j=ν+2
j∈A
|(tj − γj)bj|+
∞∑
j=ν+3
j∈A
|(tj − γj)bj|
+ 0−
∞∑
j=ν+3
j−1∈A
|(tj−1 − γj−1)cj−1|
Hence,
‖y − z‖1 − ‖w − z‖1 ≥ −
(∑
k∈A
(tk − γk
)
(|b1|+ |c1|)
+
∞∑
j=ν+2
j∈A
|(tj − γj)bj| −
∞∑
k=ν+2
k∈A
|(tk − γk)ck|
≥
∑
k∈A
(tk − γk)
[
|bk| − |ck| − Γˆ
]
> 0
Therefore, ‖y − z‖1 > ‖w − z‖1, as desired.
Claim 2.3.13. Suppose that [tj ≤ γj,∀j ≥ ν + 2](?) and that there exists µ ≥ ν + 2 such
that tµ < γµ. Then there exists p ∈ Q such that
‖p− z‖1 < ‖y − z‖1.
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Proof. Let E :=
{
k ≥ ν + 2 : tk < γk
}
. Note that E 6= φ since µ ∈ E. Let τ :=∑
k∈E(γk − tk) > 0. Note that an arbitrary p ∈ Q has the form p =
∑∞
j=1 ηjfj such that
each ηj ≥ 0 and
∑∞
j=1 ηj = 1, and ηj = γj, ∀j ≥ ν + 2.
Define
(ηj)j∈N :=
(
t1(1− ε), t2(1− ε), . . . , tν(1− ε), tν+1(1− ε), γν+2, γν+3, . . . , γk, . . .
)
where ε ∈ (0, 1) is fixed, and to be chosen later.
Note that ∀j ∈ N, ηj ≥ 0. Also
∞∑
j=1
ηj =
ν+1∑
j=1
tj(1− ε) +
∞∑
j=ν+2
γj
= (1− ε)
ν+1∑
j=1
tj +
∞∑
j=ν+2
γj
We want
∑∞
j=1 ηj = 1. This is true if and only if
(1− ε)
(
1−
∞∑
j=ν+2
tj
)
+
∞∑
j=ν+2
γj = 1
⇐⇒1− ε = 1−
∑∞
j=ν+2 γj
1−∑∞j=ν+2 tj
Note that
1−
∞∑
j=ν+2
γj ≥ 1−
∞∑
j=1
γj = δ > 0.
Also,
1−
∞∑
j=ν+2
γj ≤ 1−
∞∑
j=ν+2
tj
⇐⇒
[ ∞∑
j=ν+2
tj ≤
∞∑
j=ν+2
γj
]
(†)
By hypothesis (?), statement (†) is true. Further, ∃µ ≥ ν + 2 such that tµ < γµ.
Therefore,
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0 < δ ≤ 1−
∞∑
j=ν+2
γj < 1−
∞∑
j=ν+2
tj
is a true statement.
Consequently, 1− ε above is well-defined and 1− ε ∈ (0, 1).
Hence ε ∈ (0, 1) and
ε = 1−
(
1−∑∞j=ν+2 γj
1−∑∞j=ν+2 tj
)
=
∑∞
j=ν+2(γj − tj)
1−∑∞j=ν+2 tj
=
τ
1−∑∞j=ν+2 tj
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Hence, p ∈ Q. Also,
‖p− z‖1 = |(t1(1− ε)− γ1)b1 + (tν+1(1− ε)− γν+1)cν+1|
+
ν+1∑
j=2
|(tj(1− ε)− γj)bj + (tj−1(1− ε)− γj−1)cj−1|
+ |(γν+2 − γν+2)bν+2|+
∞∑
j=ν+3
|(γj − γj)bj + (γj−1 − γj−1)cj−1|
= |(t1(1− ε)− γ1)b1 + (tν+1(1− ε)− γν+1)cν+1|
+
ν+1∑
j=2
|(tj(1− ε)− γj)bj + (tj−1(1− ε)− γj−1)cj−1|
≤ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+ t1ε|b1|+ tν+1ε|cν+1|
+
ν+1∑
j=2
|(tj − γj)bj + (tj−1 − γj−1)cj−1|+
ν+1∑
j=2
tjε|bj|
+
ν+1∑
j=2
tj−1ε|cj−1|
= ‖y − z‖1 − |(tν+2 − γν+2)bν+2|
−
∞∑
j=ν+3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+ ε
[ ν+1∑
j=1
tj|bj|+
ν+1∑
k=1
tk|ck|
]
≤ ‖y − z‖1 − |(tν+2 − γν+2)bν+2|
−
( ∞∑
j=ν+3
[
|(tj − γj)bj| − |(tj−1 − γj−1)cj−1|
])
+ ε
ν+1∑
j=1
(|bj|+ |cj|)tj
≤ ‖y − z‖1 −
∞∑
j=ν+2
|(tj − γj)bj|
+
∞∑
k=ν+2
|(tk − γk)ck|
+
τ∑ν+1
α=1 tα
[
max
l∈{1,...,ν+1}
(|bl|+ |cl|)
] ν+1∑
j=1
tj
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Hence,
‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
k=ν+2
(γk − tk)(|bk| − |ck|)
+
∑
k∈E
(γk − tk)Γˆ
= ‖y − z‖1 −
∑
k∈E
(γk − tk)(|bk| − |ck|) +
∑
k∈E
(γk − tk)Γˆ
= ‖y − z‖1 −
∑
k∈E
(γk − tk)
[
|bk| − |ck| − Γˆ
]
< ‖y − z‖1
Claim 2.3.14.
JC := inf
y∈C
‖y − z‖1 ≥ inf
p∈Q
‖p− z‖1 =: JQ
and
[
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q
]
(‡).
Proof. First note that by Claim 2.3.12 and Claim 2.3.13,
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q.
To show that JC ≥ JQ, fix y ∈ C. If y ∈ Q, then ‖y − z‖1 ≥ ‖y − z‖1. So suppose that
y /∈ Q. Then there exists µ ≥ ν + 2 such that tµ 6= γµ.
Case 1: There exists µ ≥ ν + 2 such that tµ > γµ.
By Claim 2.3.12, there exists w ∈∑∞j=1 σjfj ∈ C such that
[σj ≤ γj,∀j ≥ ν + 2] and ‖y − z‖1 > ‖w − z‖1.
If σj = γj for all j ≥ ν + 2 then w ∈ Q. Otherwise, there exists ψ ≥ ν + 2 such that
tψ < γψ.
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By Claim 2.3.13, there exists p ∈ Q such that
‖w − z‖1 > ‖p− z‖1
=⇒ ‖y − z‖1 > ‖p− z‖1.
Case 2: For all µ ≥ ν + 2, tµ ≤ γµ.
By Case 1, there exists q ∈ Q such that
‖y − z‖1 ≥ ‖q − z‖1.
In all cases, ∀y ∈ C, there exists p ∈ Q such that
‖y − z‖1 ≥ ‖p− z‖1.
Hence, JC ≥ JQ.
However, Q is a nonempty, norm compact (convex) subset of `1. Thus, there exists
p0 ∈ Q ⊆ C such that
‖y − z‖1 ≥ ‖p0 − z‖1, ∀y ∈ C.
Let
Q˜ := {y ∈ C : ‖y − z‖1 ≤ ‖p0 − z‖1}.
Then by (‡) in Claim 2.3.14, Q˜ ⊆ Q ⊆ C.
Note that Q˜ is a closed, bounded, and convex set in `1 that is nonempty and norm
compact. However, since
r(y) = r(z) + ‖y − z‖1,∀y ∈ `1,
we have that r(Ty) ≤ r(y), ∀y ∈ C. Therefore, y ∈ Q˜ =⇒ Ty ∈ Q˜.
Thus T maps Q˜ into Q˜ and so by Brouwer’s (or Schauder’s) Fixed Point Theorem, there
exists v ∈ Q˜ ⊆ Q ⊆ C such that Tv = v.
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Note that in Theorem 2.3.11 we need special assumptions about the signs of each bj and
cj. We now show that we may remove those restrictions.
As in Theorem 2.3.11, let (bj)j∈N and (cj)j∈N be bounded sequences of real numbers such
that
|bj| − |cj| > 0, ∀j ∈ N.
Assume that there exists F ⊆ N that is finite and nonempty such that
0 < Γˆ := max
j∈F
(|bj|+ |cj|) < |bk| − |ck|, ∀k ∈ N\F
|bj| − |cj| > 0,∀j ∈ F.
For what follows, we may assume without loss of generality, that
F = {1, 2, . . . , ν + 1} for some ν ∈ N.
Let
fj = bjej + cjej+1,∀j ∈ {1, 2, . . . , ν}
fν+1 = bν+1eν+1 + cν+1e1
fj = bjej + cjej+1,∀j ≥ ν + 2.
Note that as before, ∀x = ∑j∈N αjfj,
min
k∈{1,...,ν+1}
(|bk| − |ck|)
∑
j∈N
|αj| ≤ ‖x‖1 ≤ sup
k∈N
(|bk|+ |ck|)
∑
j∈N
|αj|
and so (fj)j∈N is an `1-basic sequence.
Let C ⊆ `1 be defined by
C := co{fj : j ∈ N} =
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
Theorem 2.3.15. The set C has the FPP(n.e.).
84
Proof. Fix a nonexpansive map T : C −→ C. Let (x(k))k∈N be an approximate fixed point
sequence for T , i.e., ‖Tx(k) − x(k)‖1 −→
k
0.
Let W be the weak∗ = σ(`1, c0) - closure of C in `1. Then,
W =
{ ∞∑
j=1
βjfj : each βj ≥ 0 and
∞∑
j=1
βj ≤ 1
}
.
Note that B`1 is weak∗-sequentially compact. Hence, there exists a subsequence (x(kj))j∈N
of (x(k))k∈N and z ∈ W such that x(kj) −→
j
z weak∗. Without loss of generality, x(k) −→
k
z
weak∗.
Note that if z ∈ C, then as we have seen previously, Tz = z. Assume that z =∑∞
j=1 γjfj ∈ W\C.
For all ~λ = (λ1, λ2, . . . , λν+1) with each λj ∈ R and λ1 + λ2 + · · ·+ λν+1 = 1 (i.e. ~λ ∈ Λ),
define
h~λ := (γ1 + λ1δ)f1 + (γ2 + λ2δ)f2 + · · ·+ (γν + λνδ)fν + (γν+1 + λν+1δ)fν+1 +
∞∑
j=ν+2
γjfj.
Let H :=
{
h~λ :
~λ ∈ Λ
}
.
Let
Q := H ∩ C =
{
h~λ :
~λ ∈ Λ and γj + λjδ ≥ 0, ∀j ∈ {1, 2, . . . , ν + 1}
}
.
As we have shown previously,
Q =
{
p = s1f1 + s2f2 + · · ·+ sνfν + sν+1fν+1 +
∞∑
j=ν+2
γjfj : each sj ≥ 0
and
ν+1∑
j=1
sj +
∞∑
j=ν+2
γj = 1
}
Fix y ∈ C of the form y = ∑∞k=1 tkfk. Note that
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‖y − z‖1 = |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|+
ν+1∑
j=2
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
+ |(tν+2 − γν+2)bν+2|+
∞∑
j=ν+3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
Claim 2.3.16. Suppose that tµ 6= γµ for at least one µ ≥ ν + 2. Then ∃ p ∈ Q such that
‖p− z‖1 < ‖y − z‖1.
Proof. Let
A := {k ≥ ν + 2 : tk > γk}
and
B := {ν + 2, ν + 3, . . .}\A = {k ≥ ν + 2 : tk ≤ γk}.
Define τ :=
∑
k∈A(tk − γk). Note that τ ≥ 0 and τ = 0⇐⇒ A = φ.
Let w = φ(y) :=
∑∞
j=1 σjfj, where (σj)j∈N is defined as follows.
(σj)j∈N = (t1 + τ, t2, . . . , tν , tν+1, σν+2, σν+3, . . .)
where ∀k ∈ A, σk := γk and ∀k ∈ B, σk := tk.
Note that σj ≤ γj,∀j ≥ ν + 2.
Define E := {k ≥ ν + 2 : σk < γk} and ξ :=
∑
k∈E(γk − σk). Note that ξ ≥ 0 and
ξ = 0⇐⇒ E = φ. Also note that E ⊆ B and so ξ = ∑k∈B(γk − σk) = ∑k∈B(γk − tk).
Note that, by hypothesis, either τ > 0 or ξ > 0
Next, let p = ψ(w) = (ψ ◦ φ)(y) := ∑∞j=1 ηjfj, where (ηj)j∈N is defined as follows.
(ηj)j∈N := (σ1(1− ε), σ2(1− ε), . . . , σν(1− ε), σν+1(1− ε), γν+2, γν+3, . . . , γk, . . .)
where
ε :=
∑∞
j=ν+2(γj − σj)∑ν+1
j=1 σj
=
ξ∑ν+1
j=1 tj + τ
It is easily checked that ε ∈ [0, 1) and ∑∞j=1 ηj = 1, i.e. p ∈ Q.
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Then, we have that
‖p− z‖1 = |(η1 − γ1)b1 + (ην+1 − γν+1)cν+1|
+
ν+1∑
j=2
|(ηj − γj)bj + (ηj−1 − γj−1)cj−1|
+ |(ην+2 − γν+2)bν+2|
+
∞∑
j=ν+3
|(ηj − γj)bj + (ηj−1 − γj−1)cj−1|
= |(η1 − γ1)b1 + (ην+1 − γν+1)cν+1|
+
ν+1∑
j=2
|(ηj − γj)bj + (ηj−1 − γj−1)cj−1|
= |((t1 + τ)(1− ε)− γ1)b1 + (tν+1(1− ε)− γν+1)cν+1|
+ |(t2(1− ε)− γ2)b2 + ((t1 + τ)(1− ε)− γ1)c1|
+
∞∑
j=3
|(tj(1− ε)− γj)bj + (tj−1(1− ε)− γj−1)cj−1|
Therefore,
‖p− z‖1 ≤ τ(1− ε)|b1|+ t1ε|b1|+ tν+1ε|cν+1|
+ |(t1 − γ1)b1 + (tν+1 − γν+1)cν+1|
+ t2ε|b2|+ τ(1− ε)|c1|+ t1ε|c1|+ |(t2 − γ2b2 + (t1 − γ1)c1|
+
ν+1∑
j=3
tjε|bj|+
∞∑
j=3
tj−1ε|cj−1|+
ν+1∑
j=3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
= ‖y − z‖1 − |(tν+2 − γν+2)bν+2|
−
( ∞∑
j=ν+3
|(tj − γj)bj + (tj−1 − γj−1)cj−1|
)
+ ε
ν+1∑
j=1
tj(|bj|+ |cj|) + τ(1− ε)(|b1|+ |c1|)
Hence,
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‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
j=ν+2
|(tj − γj)bj|+
∞∑
k=ν+2
|(tk − γk)ck|
+
ξ∑ν+1
j=1 tj + τ
[
max
1≤l≤ν+1
(|bl|+ |cl|)
] ν+1∑
j=1
tj
+ τ(1− ε)Γˆ
= ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|)
+
Γˆ∑ν+1
j=1 tj + τ
(
ξ
ν+1∑
j=1
tj + (τ − τε)
( ν+1∑
j=1
tj + τ
))
= ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|)
+
Γˆ∑ν+1
j=1 tj + τ
(
(ξ + τ)
ν+1∑
j=1
tj − τε
ν+1∑
j=1
tj + τ
2 − τ 2ε
)
= ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|)
+
Γˆ∑ν+1
j=1 tj + τ
(
(ξ + τ)
[ ν+1∑
j=1
tj + τ
]
− (ξ + τ)τ − τε
ν+1∑
j=1
tj + τ
2 − τ 2ε
)
= ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|)
+
Γˆ∑ν+1
j=1 tj + τ
(
(ξ + τ)
[ ν+1∑
j=1
tj + τ
]
− ξτ − τε
ν+1∑
j=1
tj − τ 2ε
)
≤ ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|)
+
Γˆ∑ν+1
j=1 tj + τ
(
(ξ + τ)
[ ν+1∑
j=1
tj + τ
])
= ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|) + Γˆ(ξ + τ)
Note that
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ξ + τ =
∑
k∈B
(γk − tk) +
∑
k∈A
(tk − γk)
=
∞∑
k=ν+2
|tk − γk|
Hence,
‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|(|bk| − |ck|) + Γˆ
∞∑
k=ν+2
|tk − γk|
= ‖y − z‖1 −
∞∑
k=ν+2
|tk − γk|
[
(|bk| − |ck|)− Γˆ
]
Note that since, by hypothesis, ∃µ ≥ ν + 2 with tµ 6= γµ,
∞∑
k=ν+2
|tk − γk|
[
(|bk| − |ck|)− Γˆ
]
> 0
and hence ‖p− z‖1 < ‖y − z‖1, as desired.
Claim 2.3.17.
JC := inf
y∈C
‖y − z‖1 ≥ inf
p∈Q
‖p− z‖1 =: JQ
and
[
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q
]
(‡).
Proof. First note that by Claim 2.3.16,
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q.
To show that JC ≥ JQ, fix y ∈ C. If y ∈ Q, then ‖y − z‖1 ≥ ‖y − z‖1. So suppose that
y /∈ Q. Then there exists µ ≥ ν + 2 such that tµ 6= γµ.
Again, by Claim 2.3.16, there exists p ∈ Q such that
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‖y − z‖1 > ‖p− z‖1
Hence, JC ≥ JQ.
However, Q is a nonempty, norm compact (convex) subset of `1. Thus, there exists
p0 ∈ Q ⊆ C such that
‖y − z‖1 ≥ ‖p0 − z‖1, ∀y ∈ C.
Let
Q˜ := {y ∈ C : ‖y − z‖1 ≤ ‖p0 − z‖1}.
Then by (‡) in Claim 2.3.17, Q˜ ⊆ Q ⊆ C.
Note that Q˜ is a closed, bounded, and convex set in `1 that is nonempty and norm
compact. However, since
r(y) = r(z) + ‖y − z‖1,∀y ∈ `1,
we have that r(Ty) ≤ r(y), ∀y ∈ C. Therefore, y ∈ Q˜ =⇒ Ty ∈ Q˜.
Thus T maps Q˜ into Q˜ and so by Brouwer’s (or Schauder’s) Fixed Point Theorem, there
exists v ∈ Q˜ ⊆ Q ⊆ C such that Tv = v.
In Theorem 2.2.1, Theorem 2.3.1, Theorem 2.3.6, Theorem 2.3.11, and Theorem 2.3.15,
the perturbations involved only two coordinates at a time. In Theorem 2.3.18, we construct a
set C in a similar way to Theorem 2.3.15, but we allow for “N0-coordinates” to be arbitrarily
perturbed amongst themselves.
Define for all j ∈ N
fj :=
∞∑
k=1
bj,kek
Assume that there exists F ⊆ N that is finite and nonempty such that
∀j ∈ F, [bj,k = 0,∀k /∈ F ]. In other words, ∀j ∈ F ,
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fj =
∑
k∈F
bj,kek
Without loss of generality, we may assume that F = {1, 2, . . . , ν, ν + 1}, for some ν ∈ N.
I.e. ∀j ∈ F ,
fj =
ν+1∑
k=1
bj,kek
Assume that
0 < Γˆ := max
1≤j≤ν+1
( ∞∑
k=1
|bj,k|
)
< |bm,m| −
∑
k∈N\{m}
|bm,k|,∀m ∈ N\F
Note that
Γˆ := max
1≤j≤ν+1
( ν+1∑
k=1
|bj,k|
)
Also assume
|bm,m| −
∑
k∈N\{m}
|bm,k| > 0, ∀m ∈ F
which implies that ∃ Γ˜ > 0 such that |bm,m| −
∑
k∈N\{m} |bm,k| ≥ Γ˜,∀m ∈ N.
There exists constants U and V such that
0 < U ≤ |bm,m| ≤ V <∞,∀m ∈ N
Each fj ∈ `1. Let α = (αj)j∈N ∈ `1.
‖
∞∑
j=1
αjfj‖1 = ‖
∞∑
j=1
∞∑
k=1
bj,kαjek‖1
=
∞∑
k=1
∣∣∣∣ ∞∑
j=1
bj,kαj
∣∣∣∣
≤ 2V ‖α‖1
Also,
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‖
∞∑
j=1
αjfj‖1 =
∞∑
k=1
∣∣∣∣bk,kαk + ∑
j∈N\{k}
bj,kαj
∣∣∣∣
≥
∞∑
k=1
(
|bk,k||αk| −
∞∑
j=1
j 6=k
|bj,k||αj|
)
=
∞∑
k=1
|bk,k||αk| −
∞∑
k=1
∞∑
j=1
j 6=k
|bj,k||αj|
=
∞∑
k=1
|bk,k||αk| −
∞∑
j=1
( ∞∑
k=1
k 6=j
|bj,k|
)
|αj|
=
∞∑
m=1
|bm,m||αm| −
∞∑
m=1
( ∑
k∈N\{m}
|bm,k|
)
|αm|
=
∞∑
m=1
(
|bm,m| −
∑
k∈N\{m}
|bm,k|
)
|αm|
≥
∞∑
m=1
Γ˜|αm|
= Γ˜‖α‖1
Hence, (fj)j∈N spans an isomorphic copy of `1 inside of (`1, ‖ · ‖1).
Let C ⊆ `1 be defined by
C := co{fj : j ∈ N} =
{ ∞∑
j=1
tjfj : each tj ≥ 0 and
∞∑
j=1
tj = 1
}
.
Note that C is a closed, bounded, and convex subset of `1.
Theorem 2.3.18. The set C has the FPP(n.e.).
Proof. Fix a nonexpansive map T : C −→ C. Let (x(k))k∈N be an approximate fixed point
sequence for T , i.e., ‖Tx(k) − x(k)‖1 −→
k
0.
Let W be the weak∗ = σ(`1, c0) - closure of C in `1. Then,
W =
{ ∞∑
j=1
βjfj : each βj ≥ 0 and
∞∑
j=1
βj ≤ 1
}
.
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Note that B`1 is weak∗-sequentially compact. Hence, there exists a subsequence (x(kj))j∈N
of (x(k))k∈N and z ∈ W such that x(kj) −→
j
z weak∗. Without loss of generality, x(k) −→
k
z
weak∗.
Note that if z ∈ C, then as we have seen previously, Tz = z. Assume that z =∑∞
j=1 γjfj ∈ W\C.
For all ~λ = (λ1, λ2, . . . , λν+1) with each λj ∈ R and λ1 + λ2 + · · ·+ λν+1 = 1 (i.e. ~λ ∈ Λ),
define
h~λ := (γ1 + λ1δ)f1 + (γ2 + λ2δ)f2 + · · ·+ (γν + λνδ)fν + (γν+1 + λν+1δ)fν+1 +
∞∑
j=ν+2
γjfj.
Let H :=
{
h~λ :
~λ ∈ Λ
}
.
Let
Q := H ∩ C =
{
h~λ :
~λ ∈ Λ and γj + λjδ ≥ 0, ∀j ∈ {1, 2, . . . , ν + 1}
}
.
As we have shown previously,
Q =
{
p = s1f1 + s2f2 + · · ·+ sνfν + sν+1fν+1 +
∞∑
j=ν+2
γjfj : each sj ≥ 0
and
ν+1∑
j=1
sj +
∞∑
j=ν+2
γj = 1
}
Fix y ∈ C of the form y = ∑∞k=1 tkfk. Note that
‖y − z‖1 =
∥∥∥∥ ∞∑
j=1
(tj − γj)fj
∥∥∥∥
1
=
∞∑
k=1
∣∣∣∣ ∞∑
j=1
bj,k(tj − γj)
∣∣∣∣
Claim 2.3.19. Suppose that tµ 6= γµ for at least one µ ≥ ν + 2. Then ∃ p ∈ Q such that
‖p− z‖1 < ‖y − z‖1.
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Proof. Let
A := {k ≥ ν + 2 : tk > γk}
and
B := {ν + 2, ν + 3, . . .}\A = {k ≥ ν + 2 : tk ≤ γk}.
Define τ :=
∑
k∈A(tk − γk). Note that τ ≥ 0 and τ = 0⇐⇒ A = φ.
Let w = φ(y) :=
∑∞
j=1 σjfj, where (σj)j∈N is defined as follows.
(σj)j∈N = (t1 + τ, t2, . . . , tν , tν+1, σν+2, σν+3, . . .)
where ∀k ∈ A, σk := γk and ∀k ∈ B, σk := tk.
Note that σj ≤ γj,∀j ≥ ν + 2.
Define E := {k ≥ ν + 2 : σk < γk} and ξ :=
∑
k∈E(γk − σk). Note that ξ ≥ 0 and
ξ = 0⇐⇒ E = φ. Also note that E ⊆ B and so ξ = ∑k∈B(γk − σk) = ∑k∈B(γk − tk).
Note that, by hypothesis, either τ > 0 or ξ > 0
Next, let p = ψ(w) = (ψ ◦ φ)(y) := ∑∞j=1 ηjfj, where (ηj)j∈N is defined as follows.
(ηj)j∈N := (σ1(1− ε), σ2(1− ε), . . . , σν(1− ε), σν+1(1− ε), γν+2, γν+3, . . . , γk, . . .)
where
ε :=
∑∞
j=ν+2(γj − σj)∑ν+1
j=1 σj
=
ξ∑ν+1
j=1 tj + τ
It is easily checked that ε ∈ [0, 1) and ∑∞j=1 ηj = 1, i.e. p ∈ Q.
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Then, we have that
‖p− z‖1 =
∞∑
k=1
∣∣∣∣ ∞∑
j=1
bj,k(ηj − γj)
∣∣∣∣
=
∞∑
k=1
∣∣∣∣ ν+1∑
j=1
bj,k(ηj − γj)
∣∣∣∣
=
∞∑
k=1
∣∣∣∣b1,k((t1 + τ)(1− ε)− γ1) + ν+1∑
j=2
bj,k(tj(1− ε)− γj)
∣∣∣∣
≤
∞∑
k=1
τ(1− ε)|b1,k|+
∞∑
k=1
|b1,k|t1|ε+
∞∑
k=1
ν+1∑
j=2
|bj,k|tjε
+
∞∑
k=1
∣∣∣∣b1,k(t1 − γ1) + ν+1∑
j=2
bj,k(tj − γj)
∣∣∣∣
= τ(1− ε)
∞∑
k=1
|b1,k|+ ε
∞∑
k=1
ν+1∑
j=1
|bj,k|tj +
∞∑
k=1
∣∣∣∣ ν+1∑
j=1
bj,k(tj − γj)
∣∣∣∣
Hence,
‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
k=1
∣∣∣∣ ∞∑
j=1
bj,k(tj − γj)
∣∣∣∣
+ τ(1− ε)Γˆ + Γˆε
ν+1∑
j=1
tj +
∞∑
k=1
∣∣∣∣ ν+1∑
j=1
bj,k(tj − γj)
∣∣∣∣
= ‖y − z‖1 −
ν+1∑
k=1
∣∣∣∣ ∞∑
j=1
bj,k(tj − γj)
∣∣∣∣− ∞∑
k=ν+2
∣∣∣∣ ∞∑
j=1
bj,k(tj − γj
∣∣∣∣
+ τ(1− ε)Γˆ + Γˆε
ν+1∑
j=1
tj +
ν+1∑
k=1
∣∣∣∣ ν+1∑
j=1
bj,k(tj − γj)
∣∣∣∣
+
∞∑
k=ν+2
∣∣∣∣ ν+1∑
j=1
bj,k(tj − γj)
∣∣∣∣
Therefore,
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‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
k=ν+2
∣∣∣∣bk,k(tk − γk) + ∑
j∈N\{k}
bj,k(tj − γj)
∣∣∣∣
+
ν+1∑
k=1
∣∣∣∣ ∞∑
j=ν+2
bj,k(tj − γj)
∣∣∣∣+ τ(1− ε)Γˆ
+
∞∑
k=ν+2
∣∣∣∣ ν+1∑
j=1
bj,k(tj − γj)
∣∣∣∣+ Γˆε ν+1∑
j=1
tj
≤ ‖y − z‖1 −
[ ∞∑
k=ν+2
|bk,k||tk − γk| −
∞∑
k=ν+2
∑
j∈N\{k}
|bj,k||tj − γj|
]
+
ν+1∑
k=1
∞∑
j=ν+2
|bj,k||tj − γj|+
∞∑
k=ν+2
ν+1∑
j=1
|bj,k||tj − γj|
+ τ(1− ε)Γˆ + Γˆε
ν+1∑
j=1
tj
Let
Θ :=
∞∑
k=ν+2
∑
j∈N\{k}
|bj,k||tj − γj|
Ω :=
ν+1∑
k=1
∞∑
j=ν+2
|bj,k||tj − γj|
Z :=
∞∑
k=ν+2
ν+1∑
j=1
|bj,k||tj − γj|
Then,
‖p− z‖1 ≤ ‖y − z‖1 −
[ ∞∑
k=ν+2
|bk,k||tk − γk| −Θ
]
+ Ω + Z + τ(1− ε)Γˆ + Γˆε
ν+1∑
j=1
tj
Note that
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Θ =
∞∑
k=ν+2
ν+1∑
j=1
|bj,k||tj − γj|+
∞∑
k=ν+2
∞∑
j=ν+2
j 6=k
|bj,k||tj − γj|
= Z +
∞∑
j=ν+2
∞∑
k=ν+2
k 6=j
|bj,k||tj − γj|
Recall that ∀j ∈ {1, 2, . . . , ν + 1}, [bj,k = 0, ∀k ≥ ν + 2]. Hence Z = 0, and
Θ =
∞∑
j=ν+2
( ∞∑
k=ν+2
k 6=j
|bj,k|
)
|tj − γj|
Also,
Ω =
∞∑
j=ν+2
( ν+1∑
k=1
|bj,k|
)
|tj − γj|
and so
‖p− z‖1 ≤ ‖y − z‖1 −
[ ∞∑
m=ν+2
|bm,m||tm − γm| − (Ω + Θ)
]
+ τ(1− ε)Γˆ + Γˆε
ν+1∑
j=1
tj
Note that
Ω + Θ =
∞∑
m=ν+2
( ν+1∑
k=1
|bm,k|
)
|tm − γm|
+
∞∑
m=ν+2
( ∞∑
k=ν+2
k 6=m
|bm,k|
)
|tm − γm|
=
∞∑
m=ν+2
( ∞∑
k=1
k 6=m
|bm,k|
)
|tm − γm|
Hence,
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‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
m=ν+2
[
|bm,m| −
∞∑
k=1
k 6=m
|bm,k|
]
|tm − γm|
+ Γˆ
[
ε
ν+1∑
j=1
tj + (τ − τε)
]
Call
W := Γˆ
[
ε
ν+1∑
j=1
tj + (τ − τε)
]
Note that
W =
Γˆ∑ν+1
j=1 tj + τ
[
ξ
ν+1∑
j=1
tj + (τ − τε)
( ν+1∑
j=1
tj + τ
)]
=
Γˆ∑ν+1
j=1 tj + τ
[
(ξ + τ)
ν+1∑
j=1
tj − τε
ν+1∑
j=1
tj + τ
2 − τ 2ε
]
=
Γˆ∑ν+1
j=1 tj + τ
[
(ξ + τ)
( ν+1∑
j=1
tj + τ
)
− (ξ + τ)τ − τε
ν+1∑
j=1
tj + τ
2 − τ 2ε
]
=
Γˆ∑ν+1
j=1 tj + τ
[
(ξ + τ)
[ ν+1∑
j=1
tj + τ
]
− ξτ − τε
ν+1∑
j=1
tj − τ 2ε
]
≤ Γˆ∑ν+1
j=1 tj + τ
(ξ + τ)
[ ν+1∑
j=1
tj + τ
]
= Γˆ
[∑
k∈B
(γk − tk) +
∑
k∈A
(tk − γk)
]
= Γˆ
[∑
k∈B
|tk − γk|+
∑
k∈A
|tk − γk|
]
= Γˆ
∞∑
k=ν+2
|tk − γk|
Thus,
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‖p− z‖1 ≤ ‖y − z‖1 −
∞∑
m=ν+2
[
|bm,m| −
∞∑
k=1
k 6=m
|bm,k|
]
|tm − γm|
+ Γˆ
∞∑
m=ν+2
|tm − γm|
= ‖y − z‖1 −
∞∑
m=ν+2
([
|bm,m| −
∞∑
k=1
k 6=m
|bm,k|
]
− Γˆ
)
|tm − γm|
Note that since, by hypothesis, ∃µ ≥ ν + 2 with tµ 6= γµ,
∞∑
m=ν+2
([
|bm,m| −
∞∑
k=1
k 6=m
|bm,k|
]
− Γˆ
)
|tm − γm| > 0
Hence, ‖p− z‖1 < ‖y − z‖1, as desired.
Claim 2.3.20.
JC := inf
y∈C
‖y − z‖1 ≥ inf
p∈Q
‖p− z‖1 =: JQ
and
[
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q
]
(‡).
Proof. First note that by Claim 2.3.19,
‖y0 − z‖1 = inf
y∈C
‖y − c‖1 =⇒ y0 ∈ Q.
To show that JC ≥ JQ, fix y ∈ C. If y ∈ Q, then ‖y − z‖1 ≥ ‖y − z‖1. So suppose that
y /∈ Q. Then there exists µ ≥ ν + 2 such that tµ 6= γµ.
Again, by Claim 2.3.19, there exists p ∈ Q such that
‖y − z‖1 > ‖p− z‖1
Hence, JC ≥ JQ.
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However, Q is a nonempty, norm compact (convex) subset of `1. Thus, there exists
p0 ∈ Q ⊆ C such that
‖y − z‖1 ≥ ‖p0 − z‖1, ∀y ∈ C.
Let
Q˜ := {y ∈ C : ‖y − z‖1 ≤ ‖p0 − z‖1}.
Then by (‡) in Claim 2.3.20, Q˜ ⊆ Q ⊆ C.
Note that Q˜ is a closed, bounded, and convex set in `1 that is nonempty and norm
compact. However, since
r(y) = r(z) + ‖y − z‖1,∀y ∈ `1,
we have that r(Ty) ≤ r(y), ∀y ∈ C. Therefore, y ∈ Q˜ =⇒ Ty ∈ Q˜.
Thus T maps Q˜ into Q˜ and so by Brouwer’s (or Schauder’s) Fixed Point Theorem, there
exists v ∈ Q˜ ⊆ Q ⊆ C such that Tv = v.
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3.0 RESULTS FOR ASYMPTOTICALLY NONEXPANSIVE MAPPINGS
3.1 A C.B.C. NON-WEAK∗-COMPACT SUBSET OF `1 THAT HAS THE
FIXED POINT PROPERTY FOR CERTAIN ASYMPTOTICALLY
NONEXPANSIVE MAPPINGS
Fix b ∈ (0, 1) and define f1 := b e1, and fn := en for all n ≥ 2. We also, define the closed,
bounded, convex subset K of
(
`1, ‖ · ‖1
)
by
K :=
{ ∞∑
j=1
tj fj :
∞∑
j=1
tj = 1 and each tj ≥ 0
}
.
In 1979 Goebel and Kuczumow [9] proved that for all mappings T : K −→ K that are
‖ · ‖1-nonexpansive, T has a fixed point. Our first result is an extension of this theorem.
Theorem 3.1.1. Let K be as defined as above. Let T : K −→ K be a mapping that is
asymptotically nonexpansive and has an approximate fixed point sequence. Then T has a
fixed point.
In particular, all asymptotically nonexpansive, affine mappings T : K −→ K have a fixed
point.
Proof. Consider the weak∗ = σ(`1, c0) topology on `1. Recall that on bounded subsets of `1,
such as K, this topology is equivalent to the topology of coordinate-wise convergence. Also,
c0 is separable. Consequently, applying the Banach-Alaoglu theorem, we see that the closed
unit ball B`1 is weak
∗-sequentially compact.
We define W := the weak∗-closure of K. It is straightforward to check that
W =
{ ∞∑
j=1
βj fj :
∞∑
j=1
βj ≤ 1 and each βj ≥ 0
}
.
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Let (xn)n∈N be an approximate fixed point sequence for T in K. By passing to a subsequence
if necessary, we may assume that there exists an x0 ∈ W such that xn −→
n
x0 weak
∗.
Case 1: x0 ∈ K.
We define r(z), the asymptotic radius about z with respect to (xn)n∈N, by
r(z) := lim sup
n∈N
‖xn − z‖ , for all z ∈ `1 .
Goebel and Kuczumow [9], Lemma 3, proved that
r(z) = r(x0) + ‖z − x0‖ , for all z ∈ `1 . (†)
Since T is asymptotically nonexpansive, there exists a sequence (λm)m∈N in [1,∞), decreasing
to 1, such that
‖Tmu− Tmv‖ ≤ λm ‖u− v‖ , for all u, v ∈ K .
Fix m ∈ N. For all n ∈ N we have that
‖Tmxn − xn‖ ≤
m∑
j=1
‖T jxn − T j−1xn‖ ≤ ‖Txn − xn‖
( m∑
j=1
λj−1
)
−→ 0 ,
as n −→∞. Next, fix z ∈ K and m ∈ N. Then,
r(Tmz) = lim sup
n∈N
‖Tmz − xn‖
≤ lim sup
n∈N
(
‖Tmz − Tmxn‖+ ‖Tmxn − xn‖
)
≤ lim sup
n∈N
‖Tmz − Tmxn‖+ lim sup
n∈N
‖Tmxn − xn‖
≤ λm lim sup
n∈N
‖z − xn‖
Thus,
r(Tmz) ≤ λm r(z) , for all z ∈ K and for all m ∈ N . (‡)
From (†) and(‡) we have that
r(x0) + ‖Tmx0 − x0‖ = r(Tmx0) ≤ λm r(x0) ;
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and hence,
‖Tmx0 − x0‖ ≤ (λm − 1)r(x0) .
Since λm −→ 1 as m −→∞, we see that
‖Tm+1x0 − x0‖ −→
m
0
and
‖Tm+1x0 − Tx0‖ ≤ λ1‖Tmx0 − x0‖ −→
m
0 .
Consequently, by uniqueness of limits, Tx0 = x0.
Case 2: x0 /∈ K.
The limit x0 ∈ W , and so we may write x0 =
∑∞
j=1 βj fj, where each βj ≥ 0 and∑∞
j=1 βj < 1. We define δ := 1−
∑∞
j=1 βj ∈ (0, 1]. Let y0 := (β1 + δ) f1 +
∑∞
j=2 βj fj ∈ K.
Fix an arbitrary y :=
∑∞
j=1 αj fj ∈ K, so that each αj ≥ 0 and
∑∞
j=1 αj = 1. Then,
‖y − x0‖ =
∥∥∥∥ ∞∑
n=1
(αn − βn)fn
∥∥∥∥ = |α1 − β1|‖f1‖+ ∞∑
n=2
|αn − βn|‖fn‖
= b |α1 − β1|+
∞∑
n=2
|αn − βn|
= b
(
|α1 − β1|+
∞∑
n=2
|αn − βn|
)
+ (1− b)
∞∑
n=2
|αn − βn|
≥ b
∣∣∣∣ ∞∑
n=1
αn −
∞∑
n=1
βn
∣∣∣∣+ (1− b) ∞∑
n=2
|αn − βn|
= b |1− (1− δ)|+ (1− b)
∞∑
n=2
|αn − βn| = b δ + (1− b)
∞∑
n=2
|αn − βn|
≥ b δ ;
with equality if and only if αn = βn, for all n ≥ 2. Equality implies that
α1 = 1−
∞∑
n=2
αn = 1−
∞∑
n=2
βn
= 1 + β1 −
∞∑
n=1
βn = 1 + β1 − (1− δ)
= β1 + δ .
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Hence we have that for all y ∈ K, ‖y − x0‖ ≥ ‖y0 − x0‖, with equality if and only if
y = y0. It follows that
r(y0) = ‖y0 − x0‖+ r(x0) , by (†) ;
≤ ‖Tmy0 − x0‖+ r(x0)
= r(Tmy0)
≤ λm r(y0) , by (‡) .
But λm −→
m
1. Therefore,
‖Tmy0 − x0‖+ r(x0) −→
m
‖y0 − x0‖+ r(x0) ;
and so
‖Tmy0 − x0‖ −→
m
‖y0 − x0‖.
In this situation, we claim that the previous statement implies
‖Tmy0 − y0‖ −→
m
0 . (F)
Suppose we have shown (F). It follows that
‖Ty0 − y0‖ = ‖Ty0 − Tmy0 + Tmy0 − y0‖
≤ ‖Ty0 − Tmy0‖+ ‖Tmy0 − y0‖
≤ λ1‖y0 − Tm−1y0‖+ ‖Tmy0 − y0‖ −→
m
0 ;
and hence Ty0 = y0.
It remains to show that (F). We will do this by establishing the following two facts.
1. For all ε > 0, there exists γ(ε) > 0 such that for all y ∈ K,
∣∣‖y − x0‖ − ‖y0 − x0‖∣∣ < γ =⇒ ‖y − y0‖ < ε .
2. For all sequences (zm)m∈N in K such that ‖zm − x0‖ −→
m
‖y0 − x0‖, it follows that
‖zm − y0‖ −→
m
0.
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Note that (2) follows immediately from (1), and our desired conclusion follows from (2) with
(zm)m∈N defined by
zm := T
my0 , for all m ∈ N .
We will now prove (1). Fix ε > 0 and recall that 0 < b < 1. Choose
γ(ε) :=
(1− b)
(1 + b)
ε ∈ (0,∞) .
Fix y =
∑∞
j=1 αj fj ∈ K such that
∣∣‖y−x0‖−‖y0−x0‖∣∣ = ‖y−x0‖−‖y0−x0‖ < γ. Then,
‖y − y0‖ =
∥∥∥∥ ∞∑
j=1
αj fj − (β1 + δ) f1 −
∞∑
j=2
βj fj
∥∥∥∥
= |α1 − β1 − δ| b+
∞∑
j=2
|αj − βj| .
Note that
|α1 − β1 − δ| =
∣∣∣∣α1 − β1 − (1− ∞∑
j=1
βj
)∣∣∣∣ = ∣∣∣∣α1 − 1 + ∞∑
j=2
βj
∣∣∣∣
=
∣∣∣∣ ∞∑
j=2
βj −
∞∑
j=2
αj
∣∣∣∣ ≤ ∞∑
j=2
|αj − βj| .
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Therefore,
‖y − y0‖ ≤ b
∞∑
j=2
|αj − βj|+
∞∑
j=2
|αj − βj|
= (1 + b)
∞∑
j=2
|αj − βj| = (1 + b)
(1− b) (1− b)
∞∑
j=2
|αj − βj|
=
(1 + b)
(1− b)
[
b |1− (1− δ)|+ (1− b)
∞∑
j=2
|αj − βj| − b δ
]
=
(1 + b)
(1− b)
[
b
∣∣∣∣ ∞∑
j=1
αj −
∞∑
j=1
βj
∣∣∣∣+ (1− b) ∞∑
j=2
|αj − βj| − b δ
]
≤ (1 + b)
(1− b)
[
b
∞∑
j=1
|αj − βj|+ (1− b)
∞∑
j=2
|αj − βj| − b δ
]
=
(1 + b)
(1− b)
[
b |α1 − β1|+
∞∑
j=2
|αj − βj| − b δ
]
=
(1 + b)
(1− b)
[ ‖y − x0‖ − ‖y0 − x0‖ ]
<
(1 + b)
(1− b) γ
= ε .
This proves (1); and therefore the proof of Theorem 3.1.1 is complete.
We thank Paddy Dowling for pointing out to us that the proof of Case 1 above generalizes,
essentially without change, to prove the following corollary.
Corollary 3.1.2. Let C be any nonempty, weak∗-compact, convex subset of `1. Let T :
C −→ C be a mapping that is asymptotically nonexpansive and has an approximate fixed
point sequence. Then T has a fixed point.
In particular, all asymptotically nonexpansive affine mappings T : C −→ C have a fixed
point.
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3.2 THE RIGHT SHIFT R ON THE C.B.C. SET K
Let b ∈ (0, 1). Let K = Kb be the set defined in the previous section. Consider the right
shift map R : K −→ K defined by
R(x) :=
∞∑
n=1
tn fn+1 , for all x =
∞∑
n=1
tn fn ∈ K .
Note that R is affine and fixed point free. Fix x =
∑∞
n=1 tn fn and y =
∑∞
n=1 sn fn in K.
Then
‖x− y‖1 = b |t1 − s1|+
∞∑
n=2
|tn − sn| .
Further, for all m ∈ N, it is easy to check that
‖Rm(x)−Rm(y)‖1 = |t1 − s1|+
∞∑
n=2
|tn − sn| .
Fix m ∈ N. Then
‖Rm(x)−Rm(y)‖1 = |t1 − s1|+
∞∑
n=2
|tn − sn|
=
∣∣∣∣(1− ∞∑
k=2
tk
)
−
(
1−
∞∑
k=2
sk
)∣∣∣∣+ ∞∑
n=2
|tn − sn|
=
∣∣∣∣ ∞∑
k=2
(tk − sk)
∣∣∣∣+ ∞∑
n=2
|tn − sn|
≤ 2
∞∑
n=2
|tn − sn| ≤ 2
(
b |t1 − s1|+
∞∑
n=2
|tn − sn|
)
= 2 ‖x− y‖1 .
Further,
‖Rm(x)−Rm(y)‖1 = |t1 − s1|+
∞∑
n=2
|tn − sn|
=
1
b
(
b |t1 − s1|+ b
∞∑
n=2
|tn − sn|
)
≤ 1
b
(
b |t1 − s1|+
∞∑
n=2
|tn − sn|
)
=
1
b
‖x− y‖1 .
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Therefore,
‖Rm(x)−Rm(y)‖1 ≤ min
{
2,
1
b
}
‖x− y‖1 .
Consider this uniform Lipschitz constant Mb := min
{
2, 1/b
}
. Note that for b ∈ [1/2, 1),
Mb = 1/b ∈ (1, 2]. E.g., if b = 2/3, then Mb = 3/2. Also, for b ∈ (0, 1/2], Mb = 2.
An initial question is: “Is Mb best (i.e., smallest) possible?” The answer is “No”, as we
will see below.
Theorem 3.2.1. Let b ∈ (0, 1). Let f1 := b e1, and fn := en for all n ≥ 2. Define
K := Kb :=
{ ∞∑
j=1
tjfj :
∞∑
j=1
tj = 1 and each tj ≥ 0
}
.
Consider the right shift map R : K −→ K defined by
R(x) :=
∞∑
n=1
tn fn+1 , for all x =
∞∑
n=1
tn fn ∈ K .
Let Wb := 2/(1 + b). Then, for all m ∈ N, for every x, y ∈ Kb,
‖Rm(x)−Rm(y)‖1 ≤ Wb ‖x− y‖1 .
Moreover, Wb is the smallest possible uniform Lipschitz constant for R.
Proof. Fix m ∈ N. Let x = ∑∞n=1 tn fn and y = ∑∞n=1 sn fn in K. Further, let τ ∈ [0, 1].
We have that
‖Rm(x)−Rm(y)‖1 = |t1 − s1|+
∞∑
n=2
|tn − sn|
= τ |t1 − s1|+ (1− τ) |t1 − s1|+
∞∑
n=2
|tn − sn|
= τ |t1 − s1|+ (1− τ)
∣∣∣∣ ∞∑
k=2
tk −
∞∑
k=2
sk
∣∣∣∣+ ∞∑
n=2
|tn − sn|
≤ τ |t1 − s1|+ (2− τ)
∞∑
n=2
|tn − sn|
(F)
=
τ
b
(
b |t1 − s1|+ (2− τ) b
τ
∞∑
n=2
|tn − sn|
)
(FF)
=
(2− τ)
(
τ
2− τ |t1 − s1|+
∞∑
n=2
|tn − sn|
)
.
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In order to use (F) above to gain a uniform Lipschitz estimate for R, we require
(2− τ) b
τ
≤ 1 ⇐⇒ 2 b− τ b ≤ τ ⇐⇒ 2 b
1 + b
≤ τ .
Now, to minimize τ/b, we minimize τ ; i.e., let
τ :=
2 b
1 + b
∈ (0, 1) =⇒ τ
b
=
2
1 + b
.
On the other hand, in order to use (FF) above to get a uniform Lipschitz estimate for
R, we require
τ
2− τ ≤ b ⇐⇒ τ ≤ 2 b− b τ ⇐⇒ τ ≤
2 b
1 + b
.
So, to minimize 2− τ , we maximize τ ; i.e., let
τ :=
2 b
1 + b
∈ (0, 1) =⇒ 2− τ = 2
1 + b
.
We see that both (F) and (FF) lead to our desired uniform Lipschitz constant for R;
i.e., Wb := 2/(1 + b). To see that Wb is best possible, consider x := f1 and y := f2 ∈ K.
Then ‖f1 − f2‖1 = ‖b e1 − e2‖1 = b+ 1. Further, for all m ∈ N,
‖Rm(f1)−Rm(f2)‖1 = ‖fm+1 − fm+2‖1 = ‖em+1 − em+2‖1 = 1 + 1 = 2
= Wb ‖f1 − f2‖1 .
Open questions.
(1) For a given b ∈ (0, 1), are there any fixed point free, affine, uniformly Lipschitzian
mappings U : K −→ K with (best) uniform Lipschitz constant M ∈ (1, 2/(1 + b))?
(2) Can we find an explicit example of a mapping U : K −→ K that is asymptotically
nonexpansive and affine, and yet not nonexpansive? (Such a U necessarily has a fixed point
in K, by Theorem 3.1.1 above.)
109
An answer for question (2): “Yes”.
Let r ∈ R such that b+1
2
< r < 1. Define U : K −→ K by
U : x = (bt1, t2, t3, t4 . . .) 7→ (b(1− r), rt1, rt2, rt3, . . .) .
By induction, we see that for arbitrary x =
∑∞
n=1 tn fn and y =
∑∞
n=1 sn fn ∈ K, and for all
m ∈ N,
‖Umx− Umy‖1 = rm
∞∑
n=1
|tn − sn|.
Using the techniques in Theorem 3.2.1, we may write
‖Um(x)− Um(y)‖1 = rm
(
|t1 − s1|+
∞∑
n=2
|tn − sn|
)
= rm
(
τ |t1 − s1|+ (1− τ) |t1 − s1|+
∞∑
n=2
|tn − sn|
)
= rm
(
τ |t1 − s1|+ (1− τ)
∣∣∣∣ ∞∑
k=2
tk −
∞∑
k=2
sk
∣∣∣∣+ ∞∑
n=2
|tn − sn|
)
≤ rm
(
τ |t1 − s1|+ (2− τ)
∞∑
n=2
|tn − sn|
)
(F)
=
τ rm
b
(
b |t1 − s1|+ (2− τ) b
τ
∞∑
n=2
|tn − sn|
)
(FF)
=
(2− τ) rm
(
τ
2− τ |t1 − s1|+
∞∑
n=2
|tn − sn|
)
.
Similarly to before, from (F) or (FF), we obtain a Lipschitz constant for Um of Wb,m :=
(2 rm)/(1 + b). To see that Wb,m is best possible, consider again x := f1 and y := f2 ∈ K.
Then ‖f1 − f2‖1 = ‖b e1 − e2‖1 = b+ 1. Further, for all m ∈ N,
‖Um(f1)− Um(f2)‖1 = ‖rm fm+1 − rm fm+2‖1 = ‖rm em+1 − rm em+2‖1 = rm + rm = 2 rm
= Wb,m ‖f1 − f2‖1 .
In summary, for all m ∈ N,
‖Umx− Umy‖1 ≤ 2r
m
b+ 1
‖x− y‖1 , for all x, y ∈ K ;
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and the Lipschitz constant for Um is best possible. Since rm −→
m
0, it follows that U is an
affine, asymptotically nonexpansive map on K. On the other hand, since r ∈
(
b+1
2
, 1
)
, we
have that 2 r
b+1
> 1. Hence,
‖Uf1 − Uf2‖1 > ‖f1 − f2‖1 ;
and consequently U is not nonexpansive.
We note that Um is a strict contraction for all sufficiently large m, and C with the `1
metric is a complete metric space. Therefore, there is a second way to see that that U has a
fixed point in K. Indeed, by a corollary of the Banach Contraction Mapping Theorem, we
may conclude that U has a unique fixed point in K.
Open Question. Does there exist an affine, asymptotically nonexpansive map V on K
such that V is not nonexpansive, and for which each V m is not a strict contraction?
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3.3 A C.B.C. NON-WEAK∗-COMPACT SUBSET OF `1 THAT HAS THE
FIXED POINT PROPERTY FOR NONEXPANSIVE MAPPINGS, BUT
FAILS THE F.P.P. FOR AFFINE ASYMPTOTICALLY
NONEXPANSIVE MAPPINGS
Following Section 3 of [7], we define the closed, bounded, and convex subset G of `1 by
G :=
{
q +
∞∑
n=1
αn un : each αn ≥ 0 and
∞∑
n=1
αn = 1
}
.
Here,
q :=
(
1
3
,
1
9
,
1
27
, . . . ,
1
3n
, . . .
)
;
u1 :=
1
2
e1 ; and
un :=
(
1
2
+
1
32n
)
e2n−1 − 1
32n
e2n , for all n ≥ 2 .
In [7] it is proven that every nonexpansive map T on G has a fixed point.
Consider the right shift map R : G −→ G defined by
R(x) := q +
∞∑
n=1
αn un+1 , for all x = q +
∞∑
n=1
αn un ∈ G .
The map R is clearly fixed point free; and so R cannot be nonexpansive. It is also affine,
and thus has an approximate fixed point sequence.
Proposition 3.3.1. The mapping R : G −→ G is asymptotically nonexpansive with an
approximate fixed point sequence, and R has no fixed point in G.
Proof. It remains to show that R : G −→ G is asymptotically nonexpansive. Note that
‖u1‖1 = 1
2
and ‖un‖1 = 1
2
+
2
32n
, for all n ≥ 2 .
Fix x = q +
∑∞
n=1 αn un and y = q +
∑∞
n=1 γn un in G and m ∈ N. Then,
‖x− y‖1 = 1
2
|α1 − γ1|+
∞∑
n=2
(
1
2
+
2
32n
)
|αn − γn|
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and
‖Rm(x)−Rm(y)‖1 =
(
1
2
+
2
32(m+1)
)
|α1 − γ1|+
∞∑
n=2
(
1
2
+
2
32(m+n)
)
|αn − γn| .
It is straightforward to check that
‖Rm(x)−Rm(y)‖1 ≤ λm ‖x− y‖1 , for all x, y ∈ G ;
where
λm :=
(
1
2
+ 2
32(m+1)
)
(
1
2
) = 1 + 4
32(m+1)
.
Note that (λm)m∈N is a decreasing sequence that converges to 1. Therefore, R is asymptoti-
cally nonexpansive.
113
3.4 A DISTANCE TO A SIMPLEX THEOREM AND ITS COROLLARY
Let (ai)i∈N be any bounded sequence of non-negative real numbers, and set f i = (1 + ai)ei.
Following Goebel and Kuczumow [9], Example 3.1, define
C :=
{
x =
∞∑
i=1
λif
i : λi ≥ 0 and
∞∑
i=1
λi = 1
}
The weak∗ closure of C is
C =
{
z =
∞∑
i=1
µif
i : µi ≥ 0 and
∞∑
i=1
µi ≤ 1
}
Since the sequence (ai)i∈N is bounded, ∃B ∈ R such that ai ≤ B, ∀i ∈ N. Let a :=
infi∈N ai and N0 := {i : ai = a}. Next, ∀z ∈ C, set δz := 1−
∑∞
i=1 µi. Goebel and Kuczomow
showed that ∀z ∈ C, dist(z, C) = δz(1 + a).
For any z ∈ C, define
Proj(z) : =
{
y ∈ C : ‖z − y‖1 = dist(z, C)
}
= co
{
z + δzf
i : i ∈ N0
}
Note that in comparison to Theorem 2.0.4, we are using bi = 1 + ai and fi = f
i. Also,
the set N0 corresponds, as before, to the set F in Theorem 2.3.15 and Theorem 2.3.18.
Theorem 3.4.1. Fix n ∈ N (n ≥ 2). Let N0 ⊆ N with #(N0) = n. Let (σj)j∈N0 be such
that each σj ∈ R.
Define
Φ(N0)n = Φn =
{
s = (sj)j∈N0 ∈ Rn : each sj ≥ 0 and
∑
j∈N0
sj = 1
}
G(N0)n = Gn =
∑
j∈N0
|σj − αj|, ∀α = (αj)j∈N0 ∈ Φn
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1. If (F1) [∃j ∈ N0 such that σj > 1] or (F2) [∃j 6= k ∈ N0 such that σj + σk > 1] or · · ·
or (Fn−1) [there exist distinct integers j1, . . . , jn−1 ∈ N0 such that
∑n−1
ν=1 σjν > 1], then
min
α∈Φn
Gn(α) ≤
∑
m∈N0
|σm| − 1.
2. If not (F1) and not (F2) and · · · and not (Fn−1), then
min
α∈Φn
Gn(α) ≤
∣∣∣∣ ∑
m∈N0
σm − 1
∣∣∣∣.
Proof. We begin by proving the base case, that is, when #(N0) = 2. Without loss of
generality, assume that N0 = {1, 2}.
(1) Assume that there is a j ∈ N0 such that σj > 1. Without loss of generality, assume
that σ1 > 1. Then for any α = (α1, α2) ∈ Φ2,
G2(α1, α2) = |σ1 − α1|+ |σ2 − α2|
Hence,
min
α∈Φ2
G2(α) ≤ G2(1, 0) = |σ1 − 1|+ |σ2|
= σ1 − 1 + |σ2|
≤ |σ1| − 1 + |σ2|
=
2∑
j=1
|σj| − 1,
as desired.
(2) Assume not (F1), that is, σ1, σ2 ∈ (−∞, 1].
Case 2(a), σ1, σ2 < 0.
Note that for all α = (α1, α2) ∈ Φ2, σj − αj < 0 for j = 1, 2. Fix α ∈ Φ2.
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G2(α) = |σ1 − α1|+ |σ2 − α2|
= −(σ1 − α1) + (−(σ2 − α2))
= −σ1 + α1 − σ2 + α2
= −(σ1 + σ2) + (α1 + α2)
= −(σ1 + σ2) + 1
= −[(σ1 + σ2)− 1]
= |σ1 + σ2 − 1|
Hence,
min
α∈Φ2
G2(α) ≤
∣∣∣∣ 2∑
j=1
σj − 1
∣∣∣∣
Case 2(b) σ1 ∈ [0, 1] or σ2 ∈ [0, 1]. Without loss of generality, assume σ1 ∈ [0, 1].
Note that 1− σ1 ∈ [0, 1]. Then, (σ1, 1− σ1) ∈ Φ2, and
G2(σ1, 1− σ1) = 0 + |σ2 − (1− σ1)| = |σ1 + σ2 − 1|
Hence,
min
α∈Φ2
G2(α) ≤ G2(σ1, 1− σ1) =
∣∣∣∣ 2∑
j=1
σj − 1
∣∣∣∣
Therefore the lemma is true for #(N0) = 2.
Next, we show that the lemma is true for the general case via induction. Assume that
the lemma is true for #(N0) = n − 1. We show that this implies that the lemma holds for
#(N0) = n.
Without loss of generality, assumeN0 = {1, 2, 3, . . . , n−1, n}. Fix σ1, σ2, σ3, . . . , σn−1, σn ∈
R.
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(1) (F1). Assume ∃j ∈ N0 such that σj > 1. Without loss of generality, σ1 > 1. Then,
min
α∈Φn
Gn(α) ≤ G(1, 0, 0, . . . , 0, 0) = |σ1 − 1|+ |σ2|+ · · ·+ |σn|
= σ1 − 1 + |σ2|+ · · ·+ |σn|
= |σ1| − 1 + |σ2|+ · · ·+ |σn|
=
n∑
j=1
|σj| − 1
Hence,
min
α∈Φn
Gn(α) ≤
n∑
j=1
|σj| − 1
(F2) Assume that there exists distinct integers j, k ∈ {1, 2, . . . , n} such that σj +σk > 1.
Without loss of generality, assume σ1 + σ2 > 1.
Fix α ∈ Φn, α = (α1, α2, . . . , αn−1, αn). Set αn = 0. Let
N˜0 = {1, 2, . . . , n− 1}, Φn−1 = Φ(fN0)n−1 , Gn−1 = G(fN0)n−1
Then,
Gn(α) = Gn−1(α1, α2, . . . , αn−1) + |σn|
Hence,
min
α∈Φn
Gn(α) ≤ min
α∈Φn−1
[
Gn−1(α) + |σn|
]
=
[
min
α∈Φn−1
Gn−1(α)
]
+ |σn|
By assumption, the lemma is true for N˜0. Then by (1)(F2) for Φn−1,
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min
α∈Φn
Gn(α) ≤
[
min
α∈Φn−1
Gn−1(α)
]
+ |σn|
≤
n−1∑
j=1
|σj| − 1 + |σn|
=
n∑
j=1
|σj| − 1
(F3) Assume that there exist distinct i, j, k ∈ N0 such that σi + σj + σk > 1. Without
loss of generality, σ1 + σ2 + σ3 > 1. Again, fix α = (α1, . . . , αn) ∈ Φn, and set αn = 0. Then
with N˜0, Φn−1, and Gn−1 as above,
min
α∈Φn
Gn(α) ≤
[
min
α∈Φn−1
Gn−1(α)
]
+ |σn|
≤
n−1∑
j=1
|σj| − 1 + |σn| by (1)(F3) for Φn−1
=
n∑
j=1
|σj| − 1
The proof for cases (F4) through (Fn−2) follow the same method as (F2) and (F3),
using the corresponding case for Φn−1.
(Fn−1). Assume that there are distinct i1, i2, . . . , in−1 ∈ N0 such that σi1 + σi2 + · · · +
σin−1 > 1. Without loss of generality, assume that σ1 + σ2 + · · · + σn−1 > 1. Also we may
assume that (F1) through (Fn−1) do not hold. Then all of σ1, σ2, . . . , σn−1 must be great
than or equal to zero, for if σj < 0, then
σ1 + σ2 + · · ·+ σn−1 = (σ1 + · · ·+ σj−1 + σj+1 + · · ·+ σn−1) + σj
< (σ1 + · · ·+ σj−1 + σj+1 + · · ·+ σn−1) + 0
≤ 1 by not(Fn−2)
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Then, (σ1, σ2, . . . , σn−2, 1− (σ1 + σ2 + . . .+ σn−2), 0) ∈ Φn, and
min
α∈Φn
Gn(α) ≤ Gn(σ1, σ2, . . . , σn−2, 1− (σ1 + σ2 + . . .+ σn−2), 0)
= |0|+ · · ·+ |0|+ |σn−1 − 1 + σ1 + σ2 + · · ·+ σn−2|+ |σn|
= σ1 + σ2 + · · ·+ σn−2 + σn−1 − 1 + |σn|
= |σ1|+ |σ2|+ · · ·+ |σn−2|+ |σn−1|+ |σn| − 1
=
n∑
j=1
|σj| − 1
This concludes the proof of part (1).
(2) Assume that (F1) through (Fn−1) do not hold, i.e, we have that
(˜F1) ∀i ∈ N0, σi ≤ 1;
(˜F2) ∀i1, i2 ∈ N0, σi1 + σi2 ≤ 1;
(˜F3) ∀i1, i2, i3 ∈ N0, σi1 + σi2 + σi3 ≤ 1;
. . .
˜(Fn−1) ∀i1, i2, . . . , in−1 ∈ N0, σi1 + σi2 + · · ·+ σin−1 ≤ 1.
Case 2(0) ∀i ∈ {1, . . . , n}, σi < 0.
∀α ∈ Φn,
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Gn(α) =
n∑
j=1
|σj − αj|
=
n∑
j=1
−(σj − αj)
=
n∑
j=1
αj −
n∑
j=1
σj
= 1−
n∑
j=1
σj
=
∣∣∣∣ n∑
j=1
σj − 1
∣∣∣∣
Case 2(1) through Case 2(n− 2) where Case 2(ν) is:
∃i1, . . . iν ∈ {1, . . . , n} such that σi1 , σi2 , . . . , σiν ≥ 0 and σj < 0 for j ∈ {1, . . . , n}\{i1, . . . , iν}.
The proof of Case 2(ν) proceeds as follows:
Without loss of generality σ1, . . . , σn−ν < 0 and σn−ν+1, . . . , σn ≥ 0. Note that
α0 = (0, 0, . . . , 0, 1− (σn−ν+1 + · · ·+ σn), σn−ν+1, . . . , σn) ∈ Φn by (˜Fν)
Then,
Gn(α0) = |σ1|+ · · ·+ |σn−ν−1|+ |σn−ν − 1 + (σn−ν+1 + · · ·+ σn)|
= −σ1 − · · · − σn−ν−1 − σn−ν − σn−ν+1 − · · · − σn + 1 by ˜(Fν+1)
=
∣∣∣∣ n∑
j=1
σj − 1
∣∣∣∣
Hence,
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min
α∈Φn
Gn(α) ≤
∣∣∣∣ n∑
j=1
σj − 1
∣∣∣∣
Case 2(n− 1) Either n − 1 or n of the σj’s are greater than or equal to zero. Without
loss of generality, assume that σ2, σ3, . . . , σn ≥ 0. Set
α0 =
(
1−
n∑
j=2
σj, σ2, . . . , σn
)
Gn(α0) =
∣∣∣∣ n∑
j=1
σj − 1
∣∣∣∣
Therefore,
min
α∈Φn
Gn(α) ≤
∣∣∣∣ n∑
j=1
σj − 1
∣∣∣∣
This concludes the proof of part (2) and the proof of the theorem.
In [9], Goebel and Kuczumow showed that the set C above has the fixed point property
for nonexpansive maps if and only if N0 is nonempty but finite. We will show that C has
the fixed point property for affine asymptotically nonexpansive maps if and only if N0 is
nonempty and finite, and a certain extra condition holds.
As mentioned in the Introduction, Corollary 3.4.2 and Remark 3.4.3 are a special case of
a theorem of Kaczor and Prus [11], who establish their result by a different proof technique.
Corollary 3.4.2. Let T : C −→ C be a mapping that is affine and asymptotically nonex-
pansive. If N0 is nonempty and finite, then T has a fixed point, as long as Γ > a, where
Γ := infj 6=N0 aj > a.
Proof. Let C, C, N0, and Γ be as defined above. Suppose that T : C −→ C is affine and
asymptotically nonexpansive, and that Γ > a.
Case 1 #(N0) = 1. Without loss of generality, N0 = {1}. Since T is affine, there exists
an approximate fixed point sequence (xn)n∈N ⊆ C for T and an x0 ∈ C with xn −→ x0 weak∗
as n −→∞.
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If x0 ∈ C, then the corresponding case in the proof of theorem 3.1.1 shows that T has a
fixed point.
Assume x0 ∈ C\C and fix y ∈ C. Note that in this case, Proj(x0) = {x0 + δx0f 1}. Let
y0 := x0 + δx0f
1.
Note that
‖y − y0‖1 = |βj − µj − δx0|(1 + a) +
∞∑
j=2
|βj − µj|(1 + aj)
|β1 − µ1 − δx0| =
∣∣∣∣β1 − µ1 − (1− ∞∑
j=1
µj
)∣∣∣∣
=
∣∣∣∣(1− ∞∑
j=2
βj
)
− µ1 −
(
1−
∞∑
j=1
µj
)∣∣∣∣
=
∣∣∣∣ ∞∑
j=2
(µj − βj)
∣∣∣∣
≤
∞∑
j=2
|βj − µj|
δx0 = 1−
∞∑
j=1
µj =
∞∑
j=1
βj −
∞∑
j=1
µj
=
∞∑
j=1
(βj − µj)
≤
∞∑
j=1
|βj − µj|
Therefore,
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‖y − y0‖1 = |β1 − µ1 − δx0|(1 + a) +
∞∑
j=2
|βj − µj|(1 + aj)
≤ (1 + a)
∞∑
j=2
|βj − µj|+
∞∑
j=2
(1 + aj)|βj − µj|
=
∞∑
j=2
2 + a+ aj
aj − a |βj − µj| [(1 + aj)− (1 + a)]
≤
∞∑
j=2
(
2 + a+B
Γ− a
)
|βj − µj| [(1 + aj)− (1 + a)]
=
(
2 + a+B
Γ− a
)[
(1 + a)δx0 +
∞∑
j=2
|βj − µj| [(1 + aj)− (1 + a)]− (1 + a)δx0
]
≤
(
2 + a+B
Γ− a
)[
(1 + a)|β1 − µ1|+
∞∑
j=2
|βj − µj|(1 + aj)− (1 + a)δx0
]
=
(
2 + a+B
Γ− a
)[
‖y − x0‖1 − ‖y0 − x0‖1
]
From here, the proof of Theorem 3.1.1 shows that Ty0 = y0 with γ(ε) =
(
1−b
1+b
)
ε replaced
by
γ(ε) =
(
Γ− a
2 + a+B
)
ε
Case 2 #(N0) = n, where n ≥ 2. Note that in this case,
Proj(x0) =
{
x0 +
∑
j∈N0
αjδx0f
j : αj ≥ 0 and
∑
j∈N0
αj = 1
}
and u ∈ Proj(x0) has the form
u =
∑
j∈N\N0
µjf
j +
∑
j∈N0
(µj + αjδx0)f
j
Again, since T is affine, there exists an approximate fixed point sequence (xn)n∈N ⊆ C
for T and an x0 ∈ C with xn −→ x0 weak∗ as n −→ ∞, and if x0 ∈ C, then the proof of
Theorem 3.1.1 shows that T has a fixed point.
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Assume x0 ∈ C\C and fix y ∈ C. We wish to minimize ‖y−u‖1 as u varies over Proj(x0).
Note that for u ∈ Proj(x0),
‖y − u‖1 =
∑
j∈N\N0
|βj − µj|(1 + aj) +
∑
j∈N0
|βj − µj − αjδx0|(1 + a)
For α = (αj)j∈N0 , define
Fn(α) =
∑
j∈N0
|βj − µj − αjδx0| = δx0
∑
j∈N0
∣∣∣∣βj − µjδx0 − αj
∣∣∣∣
From the Lemma, with σj =
βj−µj
δx0
and Fn(α) = δx0 Gn(α), we have that ∃ a˜ = (αj)j∈N0
with either
(†) Fn(α˜) ≤
∑
j∈N0
|βj − µj| − δx0 or
(‡) Fn(α˜) ≤
∣∣∣∣ ∑
j∈N0
(βj − µj)− δx0
∣∣∣∣
In the case of (†), ∃ u˜ ∈ Proj(x0) such that Fn(α˜) ≤
∑
j∈N0 |βj − µj| − δx0 . Then,
‖y − u˜‖1 =
∑
j∈N\N0
|βj − µj|(1 + aj) + Fn(α˜)(1 + a)
≤
( ∑
j∈N\N0
|βj − µj|(1 + aj) +
∑
j∈N0
|βj − µj|(1 + a)
)
− δx0(1 + a)
=
[
‖y − x0‖1 − ‖u˜− x0‖1
]
(1)
≤
(
2 + a+B
Γ− a
)[
‖y − x0‖1 − ‖u˜− x0‖1
]
In the case of (‡), ∃ u˜ ∈ Proj(x0) such that Fn(α˜) ≤
∣∣∣∣∑j∈N0(βj − µj)− δx0∣∣∣∣.
Note that
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Fn(α˜) ≤
∣∣∣∣ ∑
j∈N0
(βj − µj)− δx0
∣∣∣∣
=
∣∣∣∣ ∑
j∈N0
βj −
∑
j∈N0
µj −
(
1−
∞∑
j=1
µj
)∣∣∣∣
=
∣∣∣∣1− ∑
j∈N\N0
βj −
(
1−
∑
j∈N\N0
µj
)∣∣∣∣
=
∣∣∣∣ ∑
j∈N\N0
(µj − βj)
∣∣∣∣
≤
∑
j∈N\N0
|βj − µj|
So that
‖y − u˜‖1 =
∑
j∈N\N0
|βj − µj|(1 + aj) + Fn(α˜)(1 + a)
≤ (1 + a)
∑
j∈N\N0
|βj − µj|+
∑
j∈N\N0
(1 + aj)|βj − µj|
=
∑
j∈N\N0
(
2 + a+ aj
aj − a
)
|βj − µj| [(1 + aj)− (1 + a)]
≤
∑
j∈N\N0
(
2 + a+B
Γ− a
)
|βj − µj| [(1 + aj)− (1 + a)]
=
(
2 + a+B
Γ− a
)[
(1 + a)δx0 +
∑
j∈N\N0
|βj − µj| [(1 + aj)− (1 + a)]− (1 + a)δx0
]
≤
(
2 + a+B
Γ− a
)[
(1 + a)
∞∑
j=1
|βj − µj|
+
∑
j∈N\N0
|βj − µj| [(1 + aj)− (1 + a)]− (1 + a)δx0
]
=
(
2 + a+B
Γ− a
)[
(1 + a)
∑
j∈N0
|βj − µj|+
∑
j∈N\N0
|βj − µj| (1 + aj)− (1 + a)δx0
]
=
(
2 + a+B
Γ− a
)[
‖y − x0‖1 − ‖u˜− x0‖1
]
Hence, in all cases, ∀y ∈ C, ∃ u˜ ∈ Proj(x0) such that
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‖y − u˜‖1 ≤
(
2 + a+B
Γ− a
)[
‖y − x0‖1 − ‖u˜− x0‖1
]
Pick y0 ∈ Proj(x0) and consider (Tmy0)m∈N. As in Theorem 3.1.1 we can show that
‖Tmy0− x0‖1 −→ ‖y0− x0‖1 as m −→∞. Hence, ∀m ∈ N∪ {0}, ∃um ∈ Proj(x0) such that
‖Tmy0 − um‖1 ≤
(
2 + a+B
Γ− a
)[
‖Tmy0 − x0‖1 − ‖um − x0‖1
]
and ‖Tmy0 − um‖1 −→ 0 as m −→∞.
Define νm :=
u0+u1+···+um
m+1
∈ Proj(x0) and qm := y0+Ty0+···+Tmy0m+1 . Since T is affine,
‖Tqm − qm‖1 −→ 0 as m −→ ∞. Next, Proj(x0) is norm compact, and so there is a
subsequence (νmk)k∈N and ν0 ∈ Proj(x0) such that ‖νmk − ν0‖1 −→ 0 as k −→∞.
Observe that
‖qmk − νmk‖1 =
∥∥∥∥ 1mk + 1
mk∑
j=0
T jy0 − 1
mk + 1
mk∑
j=0
uj
∥∥∥∥
1
≤ 1
mk + 1
mk∑
j=0
‖T jy0 − uj‖1
and therefore, since ‖T jy0 − uj‖1 −→ 0 as j −→∞ for 0 ≤ j ≤ mk,
‖qmk − νmk‖1 −→ 0 as k −→∞
This implies that
‖qmk − ν0‖1 −→ 0 as k −→∞
Hence,
‖Tν0 − ν0‖1 ≤ ‖Tν0 − Tqmk‖1 + ‖Tqmk − qmk‖1 + ‖qmk − ν0‖1
≤ (λ1 + 1)‖qmk − ν0‖1 + ‖Tqmk − qmk‖1
−→ 0 + 0 as k −→∞
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and therefore Tν0 = ν0, i.e. T has a fixed point.
In Goebel and Kuczomow’s proof for nonexpansive maps, they provided counterexamples
to show that T may not have a fixed point if N0 is empty or infinite. Since nonexpansive
maps are also asymptotically nonexpansive (and the counterexamples they gave were affine),
the same counterexamples when N0 is empty or infinite work here.
Remark 3.4.3. For the purposes of the following, without loss of generality, N0 = {1, . . . , n}.
In our hypothesis, we have made the assumption that Γ := infj≥n+1 aj > a. What happens
when Γ = a? Making use of a variant of the “Right Shift”operator, we can show that there
exists a fixed point free, asymptotically nonexpansive, affine map T : C −→ C.
Assume that Γ = a. Then there is a subsequence (ajk)k∈N such that limk−→∞ ank = a.
We may assume that j1 > n and that the sequence is decreasing. Define for all k ∈ N.
ϕ(k) := jk+1. Define T : C −→ C by
T
( ∞∑
k=1
βkf
k
)
:=
∞∑
k=1
βkf
ϕ(k)
Using the notation ϕ2(k) = ϕ(ϕ(k)), ϕ3(k) = ϕ(ϕ(ϕ(k))), etc, note that
T ν
( ∞∑
k=1
βkf
k
)
=
∞∑
k=1
βjf
ϕν(k)
and for x =
∑∞
k=1 βkf
k, and y =
∑∞
k=1 γkf
k in C,
‖T νx− T νy‖1 =
∞∑
k=1
|βk − γk|
(
1 + aϕν(k)
)
and
‖x− y‖1 =
n∑
k=1
|βk − γk|(1 + a) +
∞∑
k=n+1
|βk − γk|
(
1 + ak
)
T is an affine, fixed point free mapping from C to C. Furthermore, T is asymptotically
nonexpansive, as the following calculation demonstrates.
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‖T νx− T νy‖1 ≤
∞∑
k=1
|βk − γk|
(
1 + aϕν(1)
)
=
(
1 + aϕν(1)
1 + a
) ∞∑
k=1
|βk − γk|(1 + a)
≤
(
1 + aϕν(1)
1 + a
)
‖x− y‖1
Let λν =
(
1+aϕν (1)
1+a
)
. Noting that λν > 1,∀ν ∈ N and λν −→ 1 as ν −→ ∞, and we see
that T is indeed asymptotically nonexpansive.
128
4.0 OPEN QUESTIONS
Open question (1). In (`1, ‖·‖1) (or more generally in an arbitrary Banach space (X, ‖·‖)),
can we identify precisely which isomorphic `1-basic sequences are such that their closed
convex hulls have the FPP(n.e.)? In particular, can we prove a theorem that includes both
Theorem 2.2.1 and Theorem 2.3.18 as special cases?
Open question (2). In (`1, ‖·‖1) (or more generally in an arbitrary Banach space (X, ‖·‖)),
can we identify precisely which isomorphic `1-basic sequences are such that their closed con-
vex hulls have the fixed point property for asymptotically nonexpansive maps (FPP(a.n.e.))?
Open question (3). When do the sets discussed in Chapters 3 and 4 have the FPP(a.n.e.)?
In the paper of T. Dominguez Benavides, J. Garcia Falset, E. Llorens-Fuster, and P. Lorenzo
Ramirez [2], Theorem 4.13 suggests a possible proof strategy in the case of asymptotically
nonexpansive mappings with approximate fixed point sequences. (We thank Torrey Gal-
lagher for drawing our attention to this paper).
Open question (4). In 2002, Dowling, Lennard, and Turett [6] showed that if (X, ‖ · ‖)
is a Banach space and K is a closed, bounded, and convex subset of X that contains an
asymptotically isometric `1-basic sequence, then K contains a non-empty, closed, bounded,
and convex subset C on which there is a nonexpansive mapping T that fails to have a fixed
point in C.
It is an open question as to whether or not every non-weak∗ compact closed, bounded, and
convex subset K of (`1, ‖·‖1) contains a further subset G that is non-empty, closed, bounded,
convex, and non-weak∗ compact such that G has the FPP(n.e.). If we could show this, then
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the result would imply that inside any non-weak∗ compact, closed, bounded, and convex
subset of (`1, ‖ · ‖1), there exists a sequence of sets (Kn)n∈N that are nested and decreasing
such that each odd term has the FPP(n.e.) and each even term fails the FPP(n.e.). Note
that in Goebel and Kuczumow [9] an example of such a decreasing chain is given.
Open question (5). As in Chapter 6, for a given b ∈ (0, 1), are there any fixed point free,
affine, uniformly Lipschitzian mappings U : K −→ K with (best) uniform Lipschitz constant
M ∈ (1, 2/(1 + b))?
Open question (6). As in Chapter 6, does there exist an affine, asymptotically nonexpan-
sive map V on K such that V is not nonexpansive, and for which each V m is not a strict
contraction?
Open question (7). Let (X, ‖ · ‖) be a Banach space. Does every asymptotically nonex-
pansive map T on a closed, bounded, and convex subset C of X have an approximate fixed
point sequence?
Open question (8). We note that (`1, ‖ · ‖1) isometrically embeds as diagonal matrices
in the space of infinite-by-infinite matrices called the trace class, C1, with its usual norm
‖ · ‖C1 . Thus, all the Goebel and Kuczumow sets (examples of closed, bounded, and convex
sets with the FPP(n.e.)) embed into (C1, ‖ · ‖C1). Are there natural analogues of the Goebel
and Kuczumow examples inside C1 that have off-diagonal non-zero entries?
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