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and the equivalence of the problem with an optimization problem in a special case.
Q 1998 Academic Press
1. INTRODUCTION
This paper is concerned with existence, uniqueness, and continuous
dependence on initial data of the solutions u of the boundary value
problem:
Y X wp t u t q r t u t g Au t q f t , a.e. on 0, ` , E .  .  .  .  .  . .  .
uX 0 g a u 0 y a , BC .  .  . .
where A and a are maximal monotone operators in a real Hilbert space
 . 2 .  2  .H, a g D A , f g L 0, `; H L with weight function r, where r t sÄ ÄrÄ
 t   .  .. . w . 1, ` .  .exp H r s rp s ds , p, r : 0, ` ª R, p, r g W 0, ` , p t G c ) 0,0
 .  . w .r t G r ) 0, ; t g 0, ` .0
 .  .We also study the equivalence of E ] BC with an optimization prob-
 .lem, if A and a are subdifferentials of some lower semicontinuous l.s.c.
convex proper functions.
 . w xIn the case when p ' 1, r ' 0, eq. E was studied by Barbu 5, 6 on
w x  .  . w .0, T with boundary conditions u 0 s a, u T s b and on 0, ` with
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w x w x X .   .a s ­ j and by Pavel 11 on 0, T , under the assumptions u 0 g a u 0
. X . X . X .   . . X .   .y a , u T s 0 or u 0 s 0, yu T g b u T y b or u 0 g a u 0 y
. X .   . .a , u T g b u T y b , a , b-maximal monotone operators. The continu-
ous dependence for solutions of the problem
uY g Au, a.e. on 0, T , .
u 0 s a, u T s b, .  .
w xon A, a, b in a certain sense, was investigated by Apreutesei 4 .
w x w xIf p ' 1, r g R, the equation on 0, T was studied by Pavel 10 , with
different boundary conditions.
w x 2 .Veron 13 proved the existence in H 0, T , H of solutions forÂ
XY X w xp t u t q r t u t g Au t q f t , a.e. 0, T , E .  .  .  .  .  .  .
uX 0 g a u 0 y a , yuX T g b u T y b , .  .  .  . .  .
XBC .
2, ` . 1, ` .where p g W 0, T , r g W 0, T , under some hypotheses concerning
w xA or a and b. Aftabizadeh and Pavel 1, 2 assume only the continuity of p
w x  .Xand r and they obtain the same conclusion. Apreutesei 3 considered E
with boundary conditions of the form
YX Xu 0 , yr T u T g u u 0 y a, u T y b , BC .  .  .  .  .  . .  .Ä
where u is a maximal monotone operator and p, r are continuous func-
w xtions on 0, T .
 .  . w xThe problem on the half-line E ] BC was first studied by Veron 12 ,Â
 .  4 2, ` .in the more restrictive conditions D a s 0 , p g W 0, ` , r g
1, ` . `  tW 0, ` , f ' 0 and either A is maximal v-monotone or H exp yH0 0
  .  .. .r s rp s ds dt s q`.
w xIn this paper, we extend Veron's results 12 and we change someÂ
w xhypotheses; we also generalize some results of Aftabizadeh and Pavel 1
w x w .on the half-axis. We shall apply the techniques of 2 on 0, ` .
In Section 2, we recall some basic notions which must be used and we
present some preliminary lemmas which help to carry out the proof of the
main results, given in Section 3. Theorem 3.1 is concerned with existence
 .  .of solutions for E ] BC , while Theorem 3.2 establishes the continuous
dependence on data of solutions. In the last section, Theorem 4.1 proves
the equivalence with an optimization problem. We also give an example
which illustrates the abstract theory.
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2. PRELIMINARY RESULTS
5 5Throughout this paper, H will denote a real Hilbert space of norm ?
 : w .and scalar product , , p, r : 0, ` ª R are two real functions, p, r g
1, ` .  .  .W 0, ` , p t G c ) 0, r t G r ) 0. We define the function0
t
r t s exp r s rp s ds . 2.1 .  .  .  . .Ä H /0
2  . 2 .Denote by L 0, `; H the space L 0, `; H with weight rrp. Therefore,Ärr pÄ
2  .the inner product of L 0, `; H isrr pÄ
` r t .Ä
 ::  :u , ¨ s u t , ¨ t dt 2.2 .  .  .H p t .0
and thus the corresponding norm is
` r t .Ä2 2 2< < 5 5u s u t dt , ; u g L 0, `; H . 2.3 .  .  .  .H rr pÄp t .0
2  . 2 .The idea to work in L 0, `; H or in L 0, `; H enables us to droprr p rÄ Ä
2, ` . w xthe assumption p g W 0, ` which is given in 12 and to prove the
 .  .equivalence of E ] BC with an optimization problem. Suppose that
1, ` .  .  . w .p, r g W 0, ` , p t G c ) 0, r t G r ) 0, t g 0, ` and then0
2  . 2 . 2  . 2 .L 0, `; H ; L 0, `; H and L 0, `; H , L 0, `; H . Anotherrr p rr p rÄ Ä Ä
2  . 2 .reason for using the space L 0, `; H instead of L 0, `; H is that therr pÄ
operator B defined by
D B s u g H 2 0, `; H , uX 0 g a u 0 y a , 2.4 .  .  .  .  . . 4rÄ
p XY X XBu s ypu y ru s y ru , u g D B , 2.5 .  .  .Ä
rÄ
2  .  .is monotone only in L 0, `; H see Lemma 2.3 .rr pÄ
Denote by ``ª '' and ``© '' strong and weak convergence in all the
infinite dimensional spaces involved.
 .Let A and a be maximal monotone operators on H, with 0, 0 g a l A
 .and let a g D A . We put
2 wD A s u g L 0, `; H , u t g D A a.e. on 0, ` and ' ¨ .  .  .  . .  . rr pÄ
2 wg L 0, `; H , with ¨ t g Au t a.e. on 0, ` , 2.6 .  .  . .  .5rr pÄ
2 wAu s ¨ g L 0, `; H , ¨ t g Au t a.e. on 0, ` . 2.7 .  .  . .  . 5rr pÄ
2  .The operator A is said to be the realization of A in L 0, `; H .rr pÄ
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If A and A are Yosida approximations of A, respectively A, thenl l
wA u t s A u t , ; t g 0, ` . .  .  .  . .l l
Information about maximal monotone operators and their Yosida approxi-
w x w xmations may be found in 7 and 9 .
LEMMA 2.1. If A is a maximal monotone operator in H, then A is
2  .maximal monotone in L 0, `; H .rr pÄ
2  .Proof. The monotonicity of A in L 0, `; H is immediate, becauserr pÄ
A is monotone in H.
2  .Now we show the maximal monotonicity of A in L 0, `; H , i.e.,rr pÄ
 . 2  . 2  .R A q I s L 0, `; H . Let g be a function from L 0, `; H . Sincerr p rr pÄ Ä
 .  .A is maximal monotone in H, there exists u, with u t g D A and
Au t q u t 2 g t . .  .  .
 .  .So, Au q u 2 g and u t g D A . Multiplying this equation by u, one
obtains
< < < <u F g - `,
2  .  .which means that u g L 0, `; H . Therefore, u g D A and this com-rr pÄ
pletes the proof.
Now we give a simple property which will be used in the proof of the
main result.
2 .  X Y 2 .4LEMMA 2.2. We put H 0, `; H s uru, u , u g L 0, `; H . If u gr rÄ Ä
2 .H 0, `; H , thenrÄ
5 5 2 5 X 5 2lim r t u t s 0, lim r t u t s 0, .  .  .  .Ä Ä
tª` tª`
2.8 .
X X :  :lim r t u t , u t s 0, lim r t A u t , u t s 0. .  .  .  .  .  .Ä Ä l
tª` tª`
X X’ ’ ’ .  .Proof. Since r u s rr2 p r u q r u , thenÄ Ä Ä
’ ’r t ? u t y r s ? u s .  .  .  .Ä Ä
1r2 1r2R t t 1r22 2X5 5 5 5F r t u t dt q r t u t dt ? t y s , .  .  .  .  .Ä ÄH H /  /2c s s
 .  . w .where R ) 0 is a positive constant such that r t F R, ; t g 0, ` . So,
 .5  .5 2there exists l s lim r t u t . Moreover, l s 0 because otherwiseÄt ª`
5 5 2 .  .5 X .5 2l ) 0 and thus u f L 0, `; H . Similarly, r t u t ª 0.ÄrÄ
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The most important result of this section is the following:
1, ` .  .  .LEMMA 2.3. For e¨ery p, r g W 0, ` , with p t G c ) 0, r t G r )0
 . w .  .  .0, ; t g 0, ` , and a g H, the operator B defined by 2.4 ] 2.5 is maximal
2  .monotone in L 0, `; H .rr pÄ
 .Proof. If u, ¨ g D B , then, from the monotonicity of a and from
Lemma 2.2, we derive
` XX X ::  :Bu y B¨ , u y ¨ s y r t u t y r t ¨ t , u t y ¨ t dt .  .  .  .  .  . .Ä ÄH
0
 X X :s u 0 y ¨ 0 , u 0 y ¨ 0 .  .  .  .
`
2X X5 5q r t u t y ¨ t dtG0, 2.9 .  .  .  .ÄH
0
2  .so B is monotone in L 0, `; H .rr pÄ
 .We prove now the maximal monotonicity of B, i.e., R B q I s
2  .L 0, `; H , or, equivalently, we show the existence of solution for therr pÄ
problem
Y X wp¨ q r¨ y ¨ s g , a.e. on 0, ` ,.
2.10 .
X 2¨ 0 g a ¨ 0 y a , ¨ g H 0, `; H , .  .  . . r < pÄ
2  .where g is arbitrary in L 0, `; H . First, we prove that the problemrr pÄ
Y X wpu q ru y u s g , a.e. on 0, ` ,.
2.11 .
2u 0 s a, u g H 0, `; H , .  .rr pÄ
has a solution. To do this, let T ) 0 fixed. We denote again by g, p, r, rÄ
w x < <the restrictions on 0, T of g, p, r, and r. We also use the notation ? forÄ
2  .  2  ..the norm in L 0, T ; H as in L 0, `; H . We use the techniques ofr < p r < pÄ Ä
w x w x2 and 12 .
Denote by u the solution of the boundary value problemT
Y X w xpu q ru y u s g , a.e. on 0, T ,T T T
2.12 .
u 0 s a, u T s 0. .  .T T
w x  .It is well known 1, Theorem 3.1 that 2.12 has a unique solution
2 . 2  .u g H 0; T ; H , H 0, T ; H .T r < pÄ
 .5  .5 2 w xStep 1. One shows the boundedness of r t u t , for every t g 0, TÄ T
 .  .and for every T ) 0. First, we multiply 2.12 by rrp u and we integrateÄ T
w xover 0, T :
< X < 2 < < 2 5 5 5 X 5 < < < <c ? u q u F a ? u 0 q g ? u . 2.13 .  .T T T T
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 .  . w .Let P, R be two constants such that p t F P and r t F R, on 0,` .
 . 5  .5 2 .X   . X  .:Multiplying by r t the equality u t s 2 u t , u t and inte-Ä T T T
w xgrating over 0, T , we get
rrÄT T2 2 X5 5 5 5  :y a y u dt s 2 r u , u dt , 2.14 .ÄH HT T Tp0 0
so
2 P
X< < < <u F u . 2.15 .T Tr0
 .  .Using the estimates 2.13 and 2.15 and the inequality
1
2 2a ? b F «a q b , a , b , « ) 0, 2.16 .
4«
< X < < <for a s u , b s 2 P g rr , « s cr2, one obtainsT 0
c
X X< < 5 5 5 5u F a ? u 0 q K , 2.17 .  .T T 12
where K ) 0 is a positive constant independent of T.1
 .  . YWe multiply 2.12 by rrp u , we integrate from 0 to T , and we obtain,Ä T
 .  .via 2.15 and 2.17 ,
< Y < < < 5 5 5 X 5c u F g q 2 Prr q R a u 0 q K , 2.18 .  .  .T 0 T 2
so
< Y < 5 X 5u F K u 0 q K , 2.19 .  .T 3 T 4
 5 5where K , K , K are independent of T , K s 2 Prr q R a rc.2 3 4 3 0
 .  . X w xLet us multiply 2.12 by rrp u and integrate over 0, T . It followsÄ T
 .  .from 2.14 and 2.17 that
5 X 5 2 5 X 5 2 5 X 51r2r T u T F u 0 q K u 0 q K , 2.20 .  .  .  .  .Ä T T 5 T 6
K , K ) 0 independent of T.5 6
On the other hand,
XT T2 2 2X X X X Y5 5 5 5 5 5  :u T y u 0 s u t dt s 2 u , u dt. .  .  . .H HT T T T T
0 0
 . < Y < < X < 2We apply 2.16 with a s u , b s u , « ) 0 such that 0 - « - 1r2 PK .T T 3
 .  .Using 2.19 and 2.17 , we have
2 5 X 5 2 5 X 5 2 5 X 51 y 2 P« K u 0 F u T q K u 0 q K , 2.21 .  .  .  . .3 T T 7 T 8
K , K ) 0 independent of T.7 8
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 .  .Now, from 2.20 and 2.21 , we infer
2X X 25 5 5 5u T F K u 0 q K r r T y 1r 1 y 2 P« K , 2.22 .  .  .  . . Ä  .T 9 T 10 3
 .with K , K ) 0 independent of T. We apply 2.21 again and, since9 10
  . .lim 1r r T q K s 0, for every constant K, we obtainÄT ª`
5 X 5 2 5 X 5u 0 F K u 0 q K , 2.23 .  .  .T 11 T 12
5 X  .5K , K ) 0 independent of T. Therefore, u 0 is bounded in H, as11 12 T
 .  .  .T ª `. Going back to 2.17 , 2.15 , and 2.19 , we find upper bounds for
X Y 2  .u , u , u in L 0, T ; H , independent of T.T T T rr pÄ
5 5 2 .X  X :Finally, we multiply by r the equality u s 2 u , u and weÄ T T T
w x w xintegrate over t, T , with t g 0, T , so there exists M ) 0 independent of
w xT and of t g 0, T such that
5 5 2 w xr t u t F M , ; t g 0, T , ; T ) 0. 2.24 .  .  .  .  .Ä T
 .Step 2. We shall prove that, as T ª `, u t converges uniformly onT
w x w .  .  .every compact 0, L of 0, ` to a function u t satisfying problem 2.11 .
To this end, let L ) 0 fixed and L - S - T. Denote h s u y u .T S
Subtracting the corresponding differential equations and multiplying by
 .rrp ? h yieldsÄ
r r t . XÄ Ät t2 2 2X5 5 5 5 5 5h dt q r h dt s h t , 0 - t - S. 2.25 .  .Ä  .H Hp 20 0
 .  .Using the end condition u 0 s u 0 s a, we getT S
t X2 25 5 5 5h t F r t h t , 0 - t - S. 2.26 .  .  .  .Ä  .
2
 . w xWe multiply 2.26 by 1rt and we integrate over L, S :
1 r S .ÄS 2 25 5 5 5h t dt F h S . .  .H t 2L
 . 5  .5 2 w xBut 2.25 shows us that the function t ª h t is increasing on 0, S , so
5 5 2 5 5 2u t y u t F r S u S r 2 ln SrL . 2.27 .  .  .  .  .  .ÄT S T
 .  .  .Using 2.24 , it follows that the limit lim u t s u t exists uniformlyT ª` T
w x w .on every bounded interval 0, L : 0, ` . From the boundedness of
X Y 2  .u , u , u in L 0, L; H , we may pass to the weak limit as T ª ` in theT T T rr pÄ
equation
puY q ruX y u s g , T ) 0.T T T
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w xSo, the restriction u of u on 0, L verifies the equationÄ
puY q ruX y g s u , with u g L2 0, L; H . .Ä Ä Ä Ä rr pÄ
 .Since L is arbitrary, we deduce that u verifies 2.11 .
2  . X YWe have u g H 0, `; H because u , u , u are bounded inrr p T T TÄ
2  .L 0, T ; H , independent of T.rr pÄ
 .Step 3. We shall prove that 2.10 has a solution. To this purpose, let u
 .be a solution of 2.11 and f a solution of
Y X wpf q rf y f s 0, a.e. on 0, ` ,.
2.28 .
2f 0 s w , f g H 0, `; R , .  .0 rr pÄ
 .  .  .where w / 0 is a real fixed constant. The function ¨ t s u t q x ? f t ,0
w . Y X w .t g 0, ` , x g H, verifies the equation p¨ q r¨ y ¨ s g, a.e. on 0, ` .
X .   . .Let us find x g H such that ¨ 0 g a ¨ 0 y a , or, equivalently,
uX 0 q fX 0 x g a w x . 2.29 .  .  .  .0
 .We know that a is maximal monotone in H, i.e., R d I q a s H, for
X . X .every d ) 0. Choose z s u 0 g H and d s yf 0 rw ) 0. Then there0
 . X .  .  X . .exists y g D a , such that u 0 g a y y f 0 rw y. Denoting x s0
 .yrw , we conclude that w ? x g D a and0 0
uX 0 q fX 0 x g a w x , .  .  .0
 .i.e., 2.29 , as claimed.
3. THE MAIN RESULTS
Consider the boundary value problem:
Y X wp t u t q r t u t g Au t q f t , a.e. on 0,` , 3.1 .  .  .  .  .  . .  .
uX 0 g a u 0 y a , 3.2 .  .  . .
 .  .where A: D A : H ª H and a : D a : H ª H are maximal monotone
 . 2 .operators on the Hilbert space H, a g D A , f g L 0, `; H , and p, r grÄ
1, ` .  .  .W 0, ` , with p t G c ) 0, r t G r ) 0.0
We shall use the following hypotheses:
 .  .  .H 0 g D A l D a , 0 g A0 l a 0;1
 . 5 0 5 5 5  .  . 0H a x G L x , ; x g D a , where a x denotes the element2
 .of the least norm of a x ;
 .  :  .  .  .H A x y A y, z G 0, ; z g a x y y , with x y y g D a .3 l l
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THEOREM 3.1. Suppose that the assumptions abo¨e hold. Then the prob-
 .  . 2 . 2 .lem 3.1 ] 3.2 has at least one solution u g H 0, `; H , where H 0, `; Hr rÄ Ä
 2 . X Y 2 .4s u g L 0, `; H ru , u g L 0, `; H .r rÄ Ä
Moreo¨er, if A or a is one-to-one, then the solution is unique.
 .  .Proof. Uniqueness. Let u , u be solutions of 3.1 ] 3.2 and ¨ s u y1 2 1
 .u . We can write 3.1 as2
p t . X XX wr t u t g Au t q f t , a.e. on 0, ` . 3.1 .  .  .  . .  . .Ä
r t .Ä
 .X  .XA multiplication of 3.1 ] 3.1 by ¨ , followed by an integration over1 2
w .0, ` , gives us
` XX :r t ¨ t , ¨ t dt G 0. .  .  . .ÄH
0
 .We apply Lemma 2.2 and the monotonicity of a , together with 3.2 , to
deduce that
`
2X5 5r t ¨ t dt F 0. .  .ÄH
0
X w .Then ¨ ' 0, so u y u s c on 0, ` , where c is a real constant.1 2
If A or a is one-to-one, we have uniqueness.
Existence. We first prove the theorem for the case when f g
` . w x w .C 0, `; H , say supp f s t , T ; 0, ` . We work in the space0 0
2  . 2 .L 0, `; H , which is equivalent to L 0, `; H .rr p rÄ Ä
2  .Since B is maximal monotone in L 0, `; H , B q A is also maximalrr p lÄ
2  .  .  . 2monotone in L 0, `; H , ; l ) 0, i.e., R B q A q lI s Lrr p l rr pÄ Ä
 . ` .0, `; H . So, for f g C 0, `; H given above and for every l ) 0, there0
 .exists u g D B , such that Bu q A u q lu s yf , or, equivalently,l l l l l
Y X wp t u t q r t u t s A u t q lu t q f t , a.e. on 0, ` , .  .  .  .  .  .  . .l l l l l
3.3 .
uX 0 g a u 0 y a , u g H 2 0, `; H . 3.4 .  .  .  . .l l l rÄ
X  .I. The first step is to prove the boundedness of u 0 in H and ofl
X Y 2  .u , u , u in L 0, `; H . For this, we want to get an estimate of the forml l l rr pÄ
5 X 5 2 5 X 5 5 X 51r2u 0 F K u 0 q K u 0 q K , 3.5 .  .  .  .l 1 l 2 l 3
with some K ) 0 independent of l ) 0, i s 1, 2, 3.i
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Indeed, let P, R be two positive constants such that
w0 - c F p t F P , 0 - r F r t F R , t g 0, ` . 3.6 .  . .  .0
r0 tr P  . R tr c w .Then 1 F e F r t F e , t g 0, ` , andÄ
`c 1 P
F dt F . 3.7 .HR r t r .Ä0 0
Since
t X wu t s u 0 q u s ds, t g 0, ` , .  .  . .Hl l l
0
and
5 X 5 5 0 5 5 5u 0 G a u 0 y a G L ? u 0 q a in view of H .  .  .  . .  .l l l 2
 .  .from 3.6 and 3.7 we have
P
X Xy15 5 5 5 5 5 < <u t F a q L ? u 0 q u . 3.8 .  .  .l l lr’ 0
 . < X < 5 X  .5a Now we establish an upper bound for u in terms of u 0 :l l
 .Writing 3.3 in the form
p t . X XX wr t u t s A u t q lu t q f t , a.e. on 0, ` , 3.3 .  .  .  .  . .  . .Ä l l l lr t .Ä
  .  ..  . w .multiplying by r t rp t u t and integrating over 0, ` , we obtainÄ l
`` 2X X : 5 5  ::r t u t , u t y r t u t dt G f , u . 3.9 .  .  .  .  .  .Ä ÄHl l l l0
0
 .But, taking into account 3.4 , we get
 X :  X : 5 5 5 X 5y u 0 , u 0 F y u 0 , a F a u 0 . 3.10 .  .  .  .  .l l l l
 .Using 3.8 , we deduce that
1r2r t .ÄT :: < < 5 5f , u F f ? sup u t ? dt . Hl l  /p t .tt FtFT 00
5 X 5 < X <F b q b u 0 q b u , 3.11 .  .1 2 l 3 l
 .with some b ) 0 i s 1, 2, 3 independent of l.i
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 .  .  .Inequality 3.9 combined with 3.10 , 3.11 , and Lemma 2.2, leads to
`
2X X X X5 5 5 5 5 5 5 5 < <r t u t dt F a u 0 q b q b u 0 q b u . .  .  .  .ÄH l l 1 2 l 3 l
0
2 2 < X <In view of ab F «a q b r4« , ;a , b , « ) 0, with a s u , b s b , « sl 3
cr2, we arrive at
c b232X X< < 5 5 5 5u F a q b u 0 q b q . 3.12 .  . .l 2 l 12 2c
 . Y 5 X  .5b Now we estimate u in terms of u 0 :l l
 .It is well known that the functions x ¬ A x and t ¬ u t are Lipschitzl l
 . w .continuous, so t ¬ A u t is a differentiable function a.e. on 0, ` .l l
Moreover, x ¬ A x is monotone. This yieldsl
X X : wA u t , u t G 0, a.e. on 0, ` . .  . . .l l l
 . X w .Differentiating 3.3 , multiplying by ru , and integrating over 0, ` , itÄ l
follows that
X X :  :lim r t A u t , u t q lr t u t , u t .  .  .  .  .  .Ä Äl l l l l
tª`
 X :  X :y A u 0 , u 0 y l u 0 , u 0 .  .  .  .l l l l l
` `r t r t .  .Ä X Y :  :q f t , u t dt q r t f t , u t dt .  .  .  .  .ÄH Hl lp t .0 0
` `X2 2X Y5 5 5 5G r t r t u t dt q p t r t u t dt. 3.13 .  .  .  .  .  .  .Ä Ä .H Hl l
0 0
 .  .   . X  .:In view of H and 3.4 , we have A u 0 y A a, u 0 G 0, so3 l l l l
 X :  X : 5 0 5 5 X 5y A u 0 , u 0 F y A a, u 0 F A a u 0 . 3.14 .  .  .  .  .l l l l l l
 .  .  .We observe that, using 3.10 , 3.14 , and Lemma 2.2 in 3.13 and
integrating by parts, we get
`
2 2Y Y2 < < 5 5c u F p t r t u t dt .  .  .ÄHl l
0
5 X 5 2 5 0 5 5 5 5 5 5 X 5F r u 0 q A a q l a q f 0 u 0 .  .  . .0 l l
` r t .Ä 2X X 25 5q u t r t p t q r t dt .  .  .  . .H lp t .0
`
X X :y r t f t , u t dt , 3.15 .  .  .  .ÄH l
0
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which implies
2 < Y < 2 5 X 5 2 5 0 5 5 5 5 5 5 X 5c u F r u 0 q A a q l a q f 0 u 0 .  .  . .l 0 l l
< X < 2 < X <q d u q d u , 3.16 .1 l 2 l
for some d ) 0, d ) 0 independent of l.1 2
 .Taking 3.12 into account, we deduce that
2 < Y < 2 5 X 5 2 5 X 5 5 X 51r2c u F r u 0 q d u 0 q d u 0 q d , 3.17 .  .  .  .l 0 l 3 l 4 l 5
where d , d , d ) 0 are independent of l.3 4 5
5 X  .5 2 ` 5 X  .5 2 .X `  X  . Y .:The identity y u 0 s H u t dt s 2 H u t , u t dt yieldsl 0 l 0 l l
5 X 5 2 < X < < Y <u 0 F 2 P u u . 3.18 .  .l l l
 . 2 2 < Y <Multiplying 3.18 by r , writing ab F «a q b r4« with a s u , b s0 l
< X <  .  .2 Pr u , and using 3.12 and 3.17 , we obtain0 l
P 2 r 202 2 2X Y X5 5 < < < <r u 0 F « u q u .0 l l l«
r « d « d «0 3 42 1r2X X X5 5 5 5 5 5F u 0 q u 0 q u 0 .  .  .l l l2 2 2c c c
2 2 5 5 2d « P r 2 a q b 2b b .5 0 2 1 3X5 5q q u 0 q q . .l2 2 /« c cc c
3.19 .
2  .Let « ) 0 be such that 0 - « - c . Then 3.19 gives an estimate of the
 .form 3.5 , as claimed.
X  .  .  .  .Therefore, u 0 is bounded in H, as lx0. Then 3.12 , 3.17 , and 3.18l
X Y 2  .show that u and u are bounded in L 0, `; H and u is bounded inl l rr p lÄ
` . 2  .L 0, `; H , lx0. We also mention that u is bounded in L 0, `; H .l rr pÄ
5  .5 2 .  X  .  .:  .Indeed, a multiplication of u t 9 s 2 u t , u t by r t , followedÄl l l
w .by an integration by parts, over 0, ` , gives us
` r t r t .  .Ä2 ` 25 5 < 5 5r t u t y u t dt .  .  .Ä 0 Hl lp t .0
` r t .Ä X :s 2 p t ? u t , u t dt .  .  .H l lp t .0
< <  . < X < 2  .or, equivalently, u F 2 Prr u , hence u is bounded in L 0, `; H ,l 0 l l rr pÄ
as lx0.
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Therefore, there are some positive constants K , K , K , K such that4 5 6 7
< < < X < < Y <u F K , u F K , u F K , 3.20 .l 4 l 5 l 6
< < < Y X <A u F pu q ru y f F K . 3.21 .l l l l 7
 .  .II. The next step is to pass to the limit in 3.3 ] 3.4 , as lx0.
 . X 2  .a First, we prove the convergence of u in L 0, `; H andl rr pÄ
` .  . .   ..  . .  .then in L 0, `; H . Denote by J u t s J u t and A u t s A u tl l l l
w . 2  .   ..  .y1  ..a.e. on 0, ` , with u g L 0, `; H , where J u t s I q l A u t .rr p lÄ
So
u t s J u t q l A u t and u s J q l A . .  .  .l l l l l l l l
 X 4 2  .Let us show that u is a Cauchy sequence in L 0, `; H .l rr pÄ
Set ¨ s u y u , for l ) 0, m ) 0 fixed. Observe thatl m
 ::A u y A u , J u y J u G 0 3.22 .l l m m l l m m
 .and, from the boundary condition 3.4 and the monotonicity of a ,
 X :¨ 0 , ¨ 0 G 0. 3.23 .  .  .
 .X  .X   .  ..  . w .Multiply 3.3 y 3.3 by r t rp t ¨ t and integrate over 0, ` :Äl m
 ::  ::A u y A u , u y u q lu y mu , u y ul l m m l m l m l m
`
2X5 5F y r t ¨ t dt. 3.24 .  .  .ÄH
0
 .  .   .  ..Now, 3.24 and 3.22 imply with the aid of 3.20 and 3.21
< X X < 2 2 2c u y u F l q m K q K . 3.25 .  . .l m 7 4
 X 4 2  .This inequality implies the convergence of u in L 0, `; H . Thenl rr pÄ
 . Y 2  .3.25 and the boundedness of u in L 0, `; H gives us the conver-l rr pÄ
X ` . w . 5 X  .gence of u in L 0, `; H , because, for some t g 0, ` with u t yl 1 l 1
X  .5u t ª 0 as l, mx0, we havem 1
5 X X 5 2 5 X X 5 2u t y u t F u t y u t .  .  .  .l m l 1 m 1
< Y Y < < X X <q 2 P u y u u y u ª0, for l, mx0. 3.26 .l m l m
2  . XLet w be the strong limit in L 0, `; H of u . Hence, we haverr p lÄ
uX ª w in L2 0, `; H , as lx0, 3.27 .  .l rr pÄ
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and
uX ª w in L` 0, `; H . 3.28 .  .l
 .  .b Next, prove that the weak limit of u t is the solution ofl
 .  .3.1 ] 3.2 .
` .The boundedness of u in L 0, `; H implies that there is l g H, suchl
 .  .that u 0 © l in H, as lx0. Then, in view of 3.28 and ofl
t X wu t s u 0 q u s ds, t g 0, ` , 3.29 .  .  . .  .Hl l l
0
one obtains that
t wu t © u t s l q w s ds, t g 0, ` . 3.30 .  .  . .  .Hl
0
X .  .Hence, u t s w t and
u © u in L2 0, `; H , as lx0. 3.31 .  .l rr pÄ
Moreover,
uY © wX s uY in L2 0, `; H 3.32 .  .l rr pÄ
and
J u s u q l A u © u in L2 0, `; H , 3.33 .  .l l l l l rr pÄ
 .  .  .as lx0. Passing to the limit in 3.4 and taking into account 3.28 , 3.30 ,
 .and the monotonicity of a , we arrive at 3.2 .
 .Now, we rewrite 3.3 in the form
puY q ruX q lu y f s A u g A J u , 3.34 .  .l l l l l l l
2  .where A is maximal monotone in L 0, `; H , via Lemma 2.1.rr pÄ
 .In order to pass to the limit in 3.34 , it suffices to establish that
 Y X ::  Y X ::pu q ru y lu y f , J u ª pu q ru y f , u , 3.35 .l l l l l
or
 Y X ::pu q ru y f , u y u ª 0, as lx0, 3.36 .l l l
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 .because 3.36 implies
 Y X ::  Y X ::pu q ru y f , J u q pu q ru y f , l A ul l l l l l l l
 Y X ::y pu q ru y f , u ª 0,l l
so
 Y X ::  Y X ::pu q ru y f , J u ª pu q ru y f , u ,l l l l
 .hence 3.35 holds.
 .But, 3.36 is equivalent to
 Y ::u , u y u ª 0, as lx0, 3.37 .l l
 .  .because we have 3.27 and 3.31 .
 . 2 . 2  .Now let us prove 3.37 . We shall work in L 0, `; H , L 0, `; H :r rr pÄ Ä
 Y :: 2u , u y u Ll l rÄ
 X X :  X :F y u 0 y u 0 , u 0 y u 0 y u 0 , u 0 y u 0 .  .  .  .  .  .  .l l l
2X X X X X X X
2 2 ::  ::2y u y u y u , u y u q C u y u , u y uL LLl l 1 l lr rÄ ÄrÄ
 X :: 2qC u , u y u ª 0, 3.38 .L2 l rÄ
 .  .as lx0, which implies 3.37 . Therefore, we may pass to the limit in 3.34 ,
 .  .  .  .using 3.33 , 3.27 , 3.32 , 3.35 , and the monotonicity of A in
2  .  .  . w .L 0, `; H . We obtain that u t g D A , a.e. on 0, ` and u satisfiesrr p
 .3.1 .
2  .Now, in the general case, suppose that f g L 0, `; H . The proof canrr pÄ
be carried out as follows:
 4 ` .Let f : C 0, `; H be an approximation of f , with f ª f inn 0 n
2  .L 0, `; H . Using the above proof, we note that the problemsrr pÄ
Y X wp t u t q r t u t g Au t q f t , a.e. on 0, ` , 3.39 .  .  .  .  .  . .  .n n n n
uX 0 g a u 0 y a , 3.40 .  .  . .n n
2  .have solutions u g H 0, `; H . We want to prove that u is a conver-n rr p nÄ
2  .  .  .gent sequence in L 0, `; H and this limit is the solution of 3.1 ] 3.2 .rr pÄ
Set ¨ s u y u . Thenn m
` ` r t .ÄXX :  :r t ¨ t , ¨ t dt G f t y f t , ¨ t dt. .  .  .  .  .  . .ÄH H n mp t .0 0
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 .After an integration by parts, we infer via Lemma 2.2 and 3.40 ,
< X X < 2 < < < <c ? u y u F f y f u y u . 3.41 .n m n m n m
 X 4 2  .In order to show the convergence of u in L 0, `; H , let us multiplyn rr pÄ
 . w . 5  .5 2 .X  X .  .:by r t and integrate over 0, ` the identity ¨ t s 2 ¨ t , ¨ t .Ä
One deduces that
2 P
X X< < < <u y u F u y u . 3.42 .n m n mr0
 .Returning in 3.41 , we get
2 P
X X< < < <u y u F f y f . 3.43 .n m n mcr0
 X 4 2  .  .Therefore, u is a convergent sequence in L 0, `; H . From 3.42 , itn rr pÄ
 4 2  . 2  .follows that u converges in L 0, `; H , say u ª u in L 0, `; H .n rr p n rr pÄ Ä
X X 2  .Then, u ª u in L 0, `; H .n rr pÄ
Y 2  .Next, let us prove that u is a bounded sequence in L 0, `; H . Forn rr pÄ
this, denote by u the solution of the approximating problemnl
p t uY t q r t uX t s A u t q lu t q f t , 3.44 .  .  .  .  .  .  .  .nl nl l nl nl n
uX 0 g a u 0 y a . 3.45 .  .  . .nl nl
 .  . X  . w .Deriving 3.44 , multiplying by r t u t , and integrating over 0, ` , weÄ nl
obtain
`
2 2 `Y X5 5 5 5 <p t r t u t dt q r t r t u t .  .  .  .  .  .Ä ÄH 0nl nl
0
`
2r t r t .  .Ä 2X X5 5y r t r t q u t dt .  .  .ÄH nl /p t .0
5 0 5 5 5 5 X 5  X ::  Y ::F A a q l a u 0 q l f , u q P f , u . 3.46 .  . . nl 1 n nl n nl
5 X  .5 2 `5 X  .5 2 .X ` X  . Y  .:But, y u 0 s H u t dt s 2H u t , u t dt, which impliesnl 0 nl 0 nl nl
5 X 5 2 < X < < Y <u 0 F 2 P u ? u . .nl nl nl
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 .In view of this inequality, 3.46 becomes
2 < Y < 2 < X < < Y <c u F 2 Pr u unl 0 nl nl
1r2 1r2 1r2X Y05 5 5 5 < < < <q A a q l a 2 P u ? u . . nl nl
< X < 2 < < < X < < < < Y <q l u q l f u q P f u . 3.47 .1 nl 2 n nl n nl
2  .It is known that we have the following convergences in L 0, `; H :rr pÄ
uX ª uX , uY © uY , as lx0, and f ª f , as n ª `. 3.48 .nl nl n n
 .Letting lx0 in 3.47 and using the well-known inequality
< Y < < Y <u F lim inf u ,n nl
lx0
we find that there are l ) 0, l ) 0 independent of l and n, such that3 4
2 < Y < 2 < Y <lim inf c u F l ? lim inf u q l , 3.49 .nl 3 nl 4
lx0 lx0
X 2  .because u and f are convergent sequences in L 0, `; H . It followsn n rr pÄ
Y 2  .that u is bounded in L 0, `; H ; thereforen rr pÄ
uY © uY , as n ª `, in L2 0, `; H . .n rr pÄ
Finally, we may pass to the limit in
puY q ruX y f g Au ,n n n n
 .  .and this leads to the conclusion that u is the solution of 3.1 ] 3.2 , as
claimed.
Now we give a continuous dependence result, which can be shown as in
the second part of the proof of Theorem 3.1:
THEOREM 3.2. Suppose that the hypotheses of Theorem 3.1 hold and, in
 .  .addition, A is locally bounded. Then the solution u of 3.1 ] 3.2 depends
 . 2  .continuously on f and a, i.e., if a, a g D A , f , f g L 0, `; H , withn n rr pÄ
2  .a ª a in H, f ª f in L 0, `; H and if u is the solution ofn n rr p nÄ
 .  .X3.39 ] 3.40 ,
XXu 0 g a u 0 y a , 3.40 .  .  . .n n n
2  .then u ª u in L 0, `; H .n rr pÄ
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 .  . XProof. One obtains again relations 3.42 ] 3.43 , so u , u convergen n
2  . X Xstrongly in L 0, `; H , say u ª ¨ , u ª ¨ . From the equationrr p n nÄ
puY q ruX y f g Au ,n n n n
using the locally boundedness of A, one deduces the boundedness of uY ,n
so we may pass to the limit. Hence ¨ ' u, which is the solution of
 .  .3.1 ] 3.2 . This completes the proof.
4. APPLICATION TO OPTIMIZATION AND EXAMPLES
Throughout this section, suppose that A s ­f, a s ­ j, where f, j:
 xH ª y`, ` are lower-semicontinuous, proper, and convex functions,
 .  .with f 0 s 0, j 0 s 0, and
05 5 5 5­ j x G L x , ; x g D ­ j , 4.1 .  .  .  .
j J x y J y F j x y y , ; x , y g H , ; l G 0. 4.2 .  .  .  .  .l l
 .  .Assumption 4.2 implies hypothesis H .3
1, ` .  .  . w .  .Let p ' 1, r g W 0, ` , r t G r ) 0, ; t g 0, ` , a g D A , and0
2 2 .f g L ' L 0, `; H , wherer rÄ Ä
t
r t s exp r s ds . 4.3 .  .  .Ä H /0
Therefore, from Theorem 3.1, it follows that the problem
Y X wu t q r t u t g ­f u t q f t , a.e. on 0, ` , 4.4 .  .  .  .  . .  . .
uX 0 g ­ j u 0 y a , 4.5 .  .  . .
2 .has solutions u g H 0, `; H and, if j or f is strictly convex, then therÄ
solution is unique. Moreover,
 .  .THEOREM 4.1. In the abo¨e conditions, u is the solution of 4.4 ] 4.5 if
and only if u is the solution to the minimization con¨ex problem
inf F ¨ , ¨ g L2 s F u , 4.6 .  .  . 4rÄ
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2  xwhere F: L ª y`, q` is the l.s.c. function gi¨ en byrÄ
`¡ 2X1 5 5r t u t q r t f u t dt .  .  .  . .Ä ÄH 2
0
`
 :q r t f t , u t dt q j u 0 y a , .  .  .  . .ÄH~F u s 4.7 .  .0
1 wif u g H 0, ` ; H and t ¬ f u t.  . .  .
1is in L 0, `; H ; .¢ q` , otherwise.
w x w xProof. We shall use the techniques of 1 and 2 .
First, we prove that
Ä ÄBu q ­f u q f ; ­ F u , ; u g D B l D ­f , 4.8 .  .  .  .  . .
Ä 2 Ä  .. .   ..where ­f is the realization of ­f in L , i.e., ­f u t s ­f u t , a.e.rÄ
w .on 0, ` . But,
2  :: 2­ F u s h g L ; F ¨ y F u G h , ¨ y u , ; ¨ g L . 4.9 .  .  .  .  . 4r rÄ Ä
Ä .So we have to show that, for every w g ­f u , we have
 :: 2F ¨ y F u G Bu q w q f , ¨ y u , ; ¨ g L . 4.10 .  .  .  .rÄ
In order to prove this, we observe that
 ::Bu q w q f , ¨ y u F j ¨ 0 y a y j u 0 y a .  . .  .
`
2 2X X1 15 5 5 5q r t ¨ t y u t dt .  .  .ÄH 2 2
0
`
q r t f ¨ t y f u t dt .  .  . .  .ÄH
0
`
 :q r t f t , ¨ t y u t dt .  .  .  .ÄH
0
s F ¨ y F u . .  .
Ä .  .We have used 4.5 , w g ­f u , and the inequality
2 21 1 : 5 5 5 5x , y y x F y y x , x , y g H .2 2
Ä 2The next step is to prove the maximal monotonicity of B q ­f q f in L .rÄ
Ä Ä .We know that B q ­f is monotone, so we must show that R I q B q ­f
2 2 Ä .s L , i.e., for every g g L , the equation g g u q Bu q ­f u has ar rÄ Ä
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solution. To this end, one uses Theorem 3.1 with D s ­f q I instead of
A. This D is maximal monotone and ­ j-monotone. Indeed, it is easy to see
that
1y1D AJ s I q lD s J .l l rlq1.l q 1
and
1 1 1y1D s I y I q lD s I q A , . .l lrlq12l l q 1 l q 1 .
where A s ­f. This implies that D is ­ j-monotone. Now, according to
Ä ÄTheorem 3.1, B q I q ­f is surjective, so B q ­f q f is maximal mono-
2  .  .tone in L . The maximal monotonicity of ­ F and 4.8 imply that in 4.8rÄ
we actually have equality.
 .  .But u is a solution of 4.6 if and only if 0 g ­ F u , i.e., if and only if
Ä  .  .0 g B q ­f q f , which is equivalent to 4.4 ] 4.5 .
Now let us give an application to partial differential equations. Choose
2 . nH s L V , V : R a bounded domain with smooth boundary G,
n 2­ u
Au s yDu s y , 4.11 . 2­ xiis1
with
y­ u
2D A s u g H V , x g ­b u x , a.e. on G 4.12 .  .  .  .  . . 5­h
 .where ­ ur­h is the outward normal derivative to G at x g G and b :
2 .R ª R is a l.s.c. function. We observe that yD s ­f, where f: L V ª
 xy`, ` , is Brezis' functionalÂ
¡ 21 =u dx q b u x ds , . .H H2
V G~f u s .
1 1if u g H V and b u g L G .  .  .¢q`, otherwise.
2 .  .  .Let j: L V ª R be a l.s.c. convex function satisfying j 0 s 0, 4.1 , and
 . 2 .4.2 . Then yD is ­ j-monotone in L V .
1, ` .  . 2 2 ..COROLLARY 4.2. Let r g W 0, ` , r t G r ) 0, f g L 0, `; L V0 rÄ
2 2 .  . .   ..' L , a g H V with y ­ ar­h x g ­b a x a.e. on G. Then therÄ
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problem of elliptic type
­ 2 u ­ u
t , x q r t t , x q D u t , x .  .  .  .x2 ­ t­ t
ws f t , x , a.e. on 0, ` = V , 4.13 . .  .
­ u
wy t , x g ­b u t , x , a.e. on 0, ` = G , 4.14 .  . .  . .
­ t
­ u
0, ? g ­ j u 0, ? y a 4.15 .  .  . .
­ t
2 2 ..has a unique solution u g H 0, `; L V . In addition, u is a solution ofrÄ
 .  .4.13 ] 4.15 if and only if u is the solution to the con¨ex problem:
inf F ¨ , ¨ g L2 0, `; L2 V s F u , 4.16 .   .  .  . 4rÄ
where F: L2 ª R,rÄ
2¡ ` ­ u 21 r t t , x q = u t , x dx .  .  .ÄH H x2 ­ t0 V
q b u t , x ds dt . .H
G~F u s . ` V :q r t f t , x , u t , x dx dt q j u 0,? y a , .  .  .  . .ÄH H
0 V
1 2if u g H 0, `, L V and t ¬ f u t ,? .  . . .
1 2is in L 0, `; L V , . .¢q`, otherwise.
Remark. If, we consider
0, if x s 0,
b x s . 2  4q`, if x g L y 0 ,rÄ
 .  4  . 2 .  .we have D ­b s 0 and ­b 0 s L V ; hence, from 4.14 one finds the
 . w .Dirichlet condition u t, x s 0, almost everywhere on 0, ` = G. Similarly,
 .the Neumann condition corresponds to b x s k, for some constant k.
 .  .EXAMPLE. Let a x s Lx, ; x g H, with L ) 0 given. Then the
 . X .  .  .boundary condition 4.5 becomes u 0 s Lu 0 y La, a g D A . For
 .every maximal monotone set A in H = H satisfying 0 g D A , 0 g A0,
 .  .hypothesis H means the monotonicity of A , which holds. Also, H is3 l 2
verified.
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