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We present a study of the electronic and optical properties of a series of alkali halide crystals AX,
with A = Li, Na, K, Rb and X = F, Cl, Br based on a recent implementation of hybrid-exchange
time-dependent density functional theory (TD-DFT) (TD-B3LYP) in the all-electron Gaussian basis
set code CRYSTAL. We examine, in particular, the impact of basis set size and quality on the
prediction of the optical gap and exciton binding energy. The formation of bound excitons by
photoexcitation is observed in all the studied systems and this is shown to be correlated to specific
features of the Hartree-Fock exchange component of the TD-DFT response kernel. All computed
optical gaps and exciton binding energies are however markedly below estimated experimental and,
where available, 2-particle Green’s function (GW-Bethe-Salpeter equation, GW-BSE) values. We
attribute this reduced exciton binding to the incorrect asymptotics of the B3LYP exchange correlation
ground state functional and of the TD-B3LYP response kernel, which lead to a large underestimation
of the Coulomb interaction between the excited electron and hole wavefunctions. Considering LiF
as an example, we correlate the asymptotic behaviour of the TD-B3LYP kernel to the fraction of
Fock exchange admixed in the ground state functional cHF and show that there exists one value of
cHF (∼0.32) that reproduces at least semi-quantitatively the optical gap of this material. C 2015 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4921822]
I. INTRODUCTION
The ability to predict excited-state properties accurately
and reliably from first principles will play an important role in
the continued discovery and optimisation of functional mate-
rials, such as solar absorbers with optical properties suitable
for photovoltaic or photocatalytic applications.1 One of the
fundamental challenges in modelling the optical properties
of crystalline materials is the accurate description of photo-
generated bound excitons, i.e., screened pairs of excited elec-
trons and holes. The photo-generation of excitons results in the
appearance of narrow, intense features below the valence-to-
conduction threshold, dominating the low energy region of the
optical absorption profile. An accurate description of exciton
absorption energies is therefore essential for estimating the
onset energy for absorption (i.e., the optical gap).
Excitons can be classified according to their electron-
hole binding energy and direct-space radius. Wannier-Mott
excitons exhibit radii (r) normally larger than a lattice constant
a and binding energies of the order of 0.01-0.1 eV. In
systems such as molecular crystals and wide gap insulators, the
appearance of tightly bound (r < a) Frenkel excitons is usually
observed, whose binding energies often exceed ∼1 eV.2,3
Crystalline alkali halides are large band-gap materials
and therefore they provide an apparently ideal situation for
the appearance of Frenkel excitons with very large (≥1 eV)
a)Author to whom correspondence should be addressed. Electronic mail: ross.
webster07@imperial.ac.uk
binding energies. The coexistence of two ionic sublattices
with a large difference in electronegativity can, however,
cause the excited electron and hole to localise in well-
separated sites within the crystal, with little or no overlap
between their respective wavefunctions. For instance, in the
case of LiF, the formation of an exciton pair is associated
to the transfer of one electron from the fluorine to the
lithium sublattice, Li+F− → Li·F·, which are separated by a
minimum distance of ∼2 Å. Electronegativity (electron-ion
interaction) and electron-hole binding thus play opposing
roles and both contribute to the overall exciton binding
mechanism. This situation is analogous to so-called “charge-
transfer excitations” in molecules,4–6 in which an excited
electron and a hole occupy disjoint and possibly remote
regions of space, whilst individually remaining well localised.
On the basis of this analogy, the concept of a “charge-transfer
exciton” (CTE) has often been used to describe the low
energy response of the alkali halides, particularly in the case
of LiF.3,7–10 Recent calculations on encapsulated KI clusters
based on explicitly correlated electronic structure methods
broadly support this model.11 Conversely, calculations on bulk
LiF based on 2-particle Green’s function theory (GW-Bethe-
Salpeter equation, GW-BSE),12,13 whilst also reproducing the
experimental absorption profile14 and the formation of a bound
exciton at hν ≃ 12.7 eV with a binding energy of ∼1.6 eV,
indicate a far more delocalised picture of the electron-hole
distribution, which is difficult to reconcile with a pure CTE
model. With the hole fixed upon the site of an F atom, the
probability density shows the electron primarily delocalised
0021-9606/2015/142(21)/214705/11/$30.00 142, 214705-1 ©2015 AIP Publishing LLC
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over the first shell of neighbouring Li and F atoms and partially
delocalised over the second shell.13
In this work, we examine systematically the nature of the
lowest optical excitation in alkali halide crystals of composi-
tion AX, A = Li, Na, K, Rb and X = F, Cl, Br using an all-
electron implementation of linear-response time-dependent
density functional theory (TD-DFT)15–18 for periodic systems
based on localised Gaussian basis functions.19–22 TD-DFT
has been shown to provide an accurate description of the
optical response of LiF, provided sufficiently robust response
kernels are employed.23,24 Here, we will focus on the ability
of hybrid B3LYP25–27 TD-DFT to describe the formation
of bound excitons. In the previous work, this approach has
been found to account extremely accurately for absorption
energies21 and binding energies28 of weakly bound excitons
in semiconductors. Hybrid TD-DFT is a potentially general
approach which can be applied to wide classes of systems
without resorting to adjustable parameters. It is easy to
implement in many existing codes and can be made very
efficient in its formulation, based on Gaussian functions.
Significant work has been undertaken in the development
of basis sets for ground-state calculations of molecular29
and crystalline systems; however, these are tailored towards
the optimisation of the total energy, dependent on only the
occupied orbitals. Excited-state calculations require basis
sets with accurate descriptions of unoccupied orbitals, and
due to their novelty, such basis sets are underdeveloped for
extended systems. A method for the optimisation of basis
sets for molecular response properties has been proposed by
Rappoport and Furche,30 and in this work, we aim to extend
their findings into crystalline systems. We will also consider
issues concerning the optimisation of Gaussian basis sets for
TD-DFT excited state calculations and examine the nature of
the exciton electron and hole distributions within the hybrid
TD-DFT approximation.
The paper is organised as follows — methodology,
computational details, results and discussion, conclusion, and
appendix. In Sec. II, we will explain the theory behind all-
electron Gaussian basis sets and the effect of the choice of basis
set on the polarisability and excitation energies in extended
systems. Sec. III contains information about the tolerances and
parameters used within CRYSTAL in addition to experimental
and calculated lattice parameters for the alkali halides. Sec. IV
is divided into work on LiF studying the effect of basis set
and TD-DFT kernel on the optical properties, and the use
of our findings on the remaining alkali halides crystals of
composition AX, where A = Li, Na, K, Rb and X = F, Cl, Br.
II. METHODOLOGY
A. Basis set optimisation for excited
state calculations
We briefly summarise here the approach to the Linear
Combination of Atomic Orbitals (LCAO) adopted by
CRYSTAL. In the LCAO approximation for periodic systems
implemented in CRYSTAL,31 the ground-state wavefunction is
represented in terms of a set of one-particle crystal orbitals
(COs), which are represented by a linear combination of N
Bloch functions (BFs) φµ(r,k),
ψi(r,k) =
N
µ
ckµiφµ(r,k). (1)
The BFs are expressed in terms of local atomic-orbital (AO)
functions ϕµ(r)
φµ(r,k) =

a
ϕµ(r − Rµ − a)eik·a, (2)
where Rµ are atomic positions and a are direct-lattice
vectors. The AOs are the variational basis of the CRYSTAL
program. They are normalised contractions (i.e., fixed linear
combinations) of normalised real solid harmonic Gaussian
type functions (primitive functions) given by
γlm(α,r) = Xml (r)G(α,r), (3)
where Xm
l
are real solid harmonic functions with integers l
and m, and
G(α,r) = N e−αr2, (4)
N being a normalisation factor. The AOs are organised in
shells. AOs ϕµ belonging to the same shell λ have the same
radial part (i.e., the same contraction coefficients dλw), the same
Gaussian exponent αλw, and different angular components X
m
l
,
ϕlmλ = Nλ

w
dλwc
lm
w X
m
l G(αλw,r). (5)
The shell normalisation constant Nλ is given by
Nλ =
 
dr
(
w
dλwc
lm
w γ
lm(αλw,r)
)2−1/2
, (6)
with
clmw =
(
π3/2(2l − 1)!!(l + |m|)!
22l+3/2(2 − δm0)αl+3/2w (l − |m|)!
)−1/2
. (7)
The Gaussian basis set of an atom is completely deter-
mined by the number of its AO shells and by its contraction
coefficients and exponents. In the limit of a minimal basis
set, only shells corresponding to occupied atomic orbitals
are included. Additional shells can be added to improve
the representation of the polarisation of the atomic electron
density in a molecular or condensed-phase environment. In
a crystalline environment, very small (“diffuse”) exponents
may also be necessary to describe accurately extended, e.g.,
conduction states. Typically, however, only exponents larger
than a given threshold (α ≤ 0.06 a.u. for most systems) can
be included in solid state calculations before the basis set
reaches the limit of pseudo-linear dependence (giving an
ill conditioned overlap matrix Skµν = ⟨φµ(k)|φν(k)⟩, typically
when eigenvalues of the overlap matrix fall below 10−4).32
For calculations of the ground state energy, a suitable
basis set can be obtained by optimising the number of shells
and Gaussian exponents, with respect to the total energy
at a typical geometry. Convergence is measured through
the minimisation of the total energy of the system, as per
the variational principle. Typically, basis sets developed for
molecular systems (see, e.g., Ref. 33) offer a suitable starting
point for the optimisation procedure, and often high-quality
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molecular basis sets can be used after the removal of diffuse
exponents, followed by a reoptimisation of the remaining
outermost exponents. For highly ionic or metallic systems
however, substantial modifications and additional flexibility
in the original molecular basis set may be required. A general
and consistent approach to obtain optimised basis sets of
Double- and Triple-ζ Valence plus Polarisation (DZVP and
TZVP) quality for crystalline materials has been described
in the recent work of Peintinger et al.34,35 The accuracy of
these basis sets has been demonstrated in the calculation
of ground state phase stabilities and atomisation enthalpies
for wide classes of crystalline systems.34 However, these
basis sets are not necessarily suitable for describing the
conduction band orbitals and this may be insufficient for
computing response functions, explicit correlation corrections,
and electronic excitations.
Rappoport and Furche (RF)30 have recently proposed a
procedure for optimising basis sets for response calculations
on large (>100 atoms) molecular systems. The RF approach
is based on optimising basis sets for molecular response
quantities (e.g., molecular polarisabilities), rather than for
ground-state energies, and seeks to maximise the polarisability
using the fewest number of diffuse functions.
The RF method is rigorously justified based on Hylleraas’
variational principle,36 which states that the functional
G[ψ(1)] = 1
2
⟨Ψ(1)|H (0)|Ψ(1)⟩ − ⟨Ψ(1)|H (1)|Ψ(0)⟩ (8)
is minimised by the exact first order perturbed wavefunc-
tion Ψ(1). Here, H (0), E(0), and H (1) are the ground state
Hamiltonian, the unperturbed ground state energies, and the
first-order perturbed Hamiltonian, respectively, and Ψ(0) is the
ground state wavefunction. Minimisation of the functional in
Eq. (8) for molecular systems can be shown to correspond to
a maximisation of the molecular polarisability with respect to
the choice of the first-order perturbed wavefunction.30 Basis
sets obtained from the RF approach are less diffuse and smaller
than the augmented Dunning or Sadlej bases,37–40 with which
they have comparable accuracy for molecular polarisabilities.
In this work, we exploit the RF approach to explore
the feasibility of a response-property targeted basis set
optimisation procedure for crystalline systems. The local
atom-centered basis set approach implemented in CRYSTAL
for both ground-state and response41–43 properties offers an
ideal framework for a straightforward generalisation of the
RF method to infinite periodic systems. Starting from a pair
of basis sets of 61-1G44 and 7-311G45 quality optimised for
ground-state calculations, we build a hierarchy of basis sets
for solids using the pruning plus diffuse exponent adjustment
techniques described, e.g., by Peintinger et al. (basis set
details (references, Gaussian exponents, and coefficients) can
be found in the supplementary material46). The degree of
pruning and extent of exponent adjustment is dependent
on the original energy-optimised basis set. Many basis sets
created for molecular ground-state calculations contain diffuse
functions with exponents <0.06 a−20 , which may pose no
problems in molecular calculations. However, the replication
of a unit cell into a bulk material can lead to non-negligible
orbital interactions caused by the accumulation of diffuse
orbitals, such as linear dependence and incorrect electronic
structures. The pruning method undertaken in this work
involves the initial removal of functions containing exponents
more diffuse than 0.06, followed by procedural removal of
the most diffuse exponents until a stable wavefunction is
calculated. Starting from this point, we attempt to make the
basis set more diffuse by introducing functions with exponents
0.4 times the size of the currently smallest exponent for
that shell, repeating this process until the reintroduction of
linear dependence or a clearly incorrect ground state. We will
enforce the conditions that (1) the total ground state energy
is left roughly constant (see the supplementary material46) to
guarantee that the representation of the occupied one-particle
orbitals retains the quality of the original basis set and (2) the
mean dynamical polarisability (MDP, see Sec. II B) per unit
cell, or equivalently, the trace of the macroscopic dielectric
tensor, is maximised as the optimal basis set limit is reached.
We show that for the systems examined, this procedure leads to
convergence not only in the polarisability but also in properties
directly related to individual excited states, such as the band
and optical gaps.
B. Polarisability and excitation energies
in extended systems
In our approach, the central quantity to be maximised is
the MDP per unit cell
α(ω) = 1
3
tr{α(ω)}
= −2
3
Nk
k
wk
Nocc
i
Nvir
d
[Uk, f (ω)]diΩk,gid
+Ω
k,g
di
[Uk, f (ω)]id (9)
in the limit ω → 0. In this expression, Nk and wk are the
number and weights of the k-points included in the numerical
integrals over the first Brillouin zone, Nocc and Nvir are the
number of occupied (i) and unoccupied (d) bands, and Ωk,g
id
are the matrix elements of the generalised position operator in
CO basis,
Ω
k,g
id
= i⟨ψi(r,k)|eik·r∇kge−ik·r|ψd(r,k)⟩ (10)
along the Cartesian coordinate g. These matrix elements repre-
sent the equivalent of the molecular dipole moment matrix
elements in the infinite periodic system, to which they exactly
reduce in the limit of an infinitely large unit cell.41–43 The
unitary matrices [Uk, f (ω)]id describe the mixing of occupied
and unoccupied orbitals at the crystal quasi-momentum k
induced by the coupling of the electronic system to an external
optical radiation oscillating at frequency ω along the direction
f , in the Born-Oppenheimer approximation. These matrices
are obtained by solving a set of generalised, energy dependent
coupled-perturbed equations,21,22 in the pure-DFT (local
density approximation (LDA) or generalized gradient approx-
imation (GGA)), Hartree-Fock (HF), or hybrid-DFT approx-
imations. In the (non-self consistent) limit, Uk, f (ω) = 1,
α(ω) reduces to the independent-particle (Kohn-Sham or
Hartree-Fock) MDP, αI P(ω). The frequency-dependent
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dielectric tensor is given by
ϵ(ω) = 1 + 4π
V
α(ω), (11)
where V is the unit cell volume.
Once α(ω) has been converged with the basis set size,
many-body excitation energies can be computed from its
poles. In particular, the lowest pole, corresponding to the
first optically allowed transition, gives the optical gap (Eo)
of the system. The lowest pole in the uncoupled MDP αI P(ω)
corresponds to the lowest optically allowed band gap of the
independent-particle system, E ′g .
The positions of the poles can either be computed by
examining the dependence of α(ω) on ω within a predefined
energy range, or, equivalently21 by solving the energy-
independent anti-Hermitian eigenvalue problem,18,47
*,
A B
B∗ A∗
+- *,
X
Y
+- = ωI *,
1 0
0 −1
+- *,
X
Y
+- , (12)
where ωI are excitation energies, |X,Y⟩ can be used to
compute transition intensities, and the matrix elements of A
and B are given by
A
kaki,kbk j
ai,b j
= δi jδabδkik jδkakb(εkaa − εkii ) + (akaiki | jk jbkb)
− cHF(akabkb | jk jiki)
+ (1 − cHF)(akaiki | fxc| jk jbkb),
B
kaki,kbk j
ai,b j
= (akaiki |bkb jk j) − cHF(aka jk j |bkbiki)
+ (1 − cHF)(akaiki | fxc|bkb jk j).
(13)
In these spin-index suppressed expressions, εkss are unper-
turbed one-particle energies, with s = i, j, . . . and s = a,b, . . .
for occupied and unoccupied states, respectively, at the point
ks in the first Brillouin zone, and (pkpqkq |rkrsks) are two-
electron integrals in Mulliken notation,
(pkpqkq |rkrsks) =

dr1

dr2 φ∗p(kpr1)φq(kqr1) 1r12φ
∗
r(krr2)φs(ksr2), (14)
where φr(kr) are one-particle Hartree-Fock/Kohn-Sham or-
bitals. cHF is the fraction of Hartree-Fock exchange in hybrid
TD-DFT calculations and the TD-DFT exchange correlation
kernel, which we use here in its adiabatic48 and local
approximations, given by
fxc(r) = δv
xc(r)
δn(r)
n(r)=n(0)(r), (15)
where vxc(r) is the local exchange-correlation potential and
n(r) is the linear density response. The electronic response
described by Eq. (13) is therefore non-local only when cHF , 0.
Although mostly used for molecules, efficient implementa-
tions of Eq. (12) have been shown to provide a convenient
route to excited state calculations in periodic systems,49–51
including crystalline insulators.52
III. COMPUTATIONAL DETAILS
Unless specified otherwise, calculations were run with
the default parameters of CRYSTAL0919 with the restricted
closed shell formalism. In particular, we used a shrinking
factor of 16 for the Monkhorst-Pack53 and Gilat54 nets, leading
to a 145 k-point sampling of the irreducible Brillouin zone.
The convergence in energy during the self-consistent field
(SCF) was set to 10−7Eh and in the solution of the k-coupled
equations, the convergence in polarisability was 10−4a30. The
screening parameters in the analytical calculation of the two-
electron integrals were set to 10−7,10−7,10−7,10−7, and 10−14
(see Ref. 19). These values refer to the overlap and penetration
thresholds of the Coulomb integrals, the overlap and pseudo-
overlap thresholds of the exchange integrals, and the pseudo-
overlap threshold of the density matrix, respectively.
For each system, calculations were carried out using
experimental data for the crystal structure and lattice
parameters (Table I) to facilitate comparison to experimental
measurements and to other theoretical approaches. At room
temperature and pressure, the majority of the alkali halides
adopt the sodium chloride B1 structure, based on the face-
centered cube lattice.56 For the caesium halides, CsF is B1
under standard conditions unlike the other halides which have
B2 structure. For comparison, we also list in Table I optimised
lattice parameters for our alkali halide series, obtained from
TABLE I. Experimental and calculated (B3LYP) lattice parameters of the
alkali halide series using the m-def2-QZVP basis set.
Lattice parameters (Å)
System Experimental55 Calculated
LiF 4.0262 4.027
LiCl 5.1399 5.190
LiBr 5.501 5.598
NaF 4.6329 4.653
NaCl 5.6401 5.713
NaBr 5.9730 6.091
KF 5.344 5.415
KCl 6.2929 6.420
KBr 6.5982 6.777
RbF 5.6516 . . .
RbCl 6.5898 . . .
RbBr 6.8908 . . .
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simultaneous relaxation of both atomic positions and cell vec-
tors at the B3LYP level of theory. Geometry optimisations were
carried out using quadruple-zeta valence basis sets (modified
def2-QZVP57,72), allowing simultaneous relaxation of both
atomic positions and cell parameters.
Both experimental and B3LYP-optimised lattice param-
eters are given in Table I. In this work, we consider the B1
structures of the alkali halides, using the experimental lattice
parameters given in Table I.
IV. RESULTS AND DISCUSSION
A. Lithium fluoride
1. Basis set convergence and electronic structure
In Figure 1, we show the dependence of the static (ω = 0)
MDP and of the ground state energy on basis set size, measured
by the number of AOs per cell of LiF. Consistent with the
results of Ref. 30, the MDP per unit cell is found to initially
increase with the basis set size to reach a final plateau at its
maximum value for NAO ≃ 50.
The total energy decreases with NAO, in accordance with
the variational principle for the ground state energy, to reach its
final minimum value at NAO ≃ 30. We notice that the smallest
basis sets used as starting points for the optimisation procedure
(labelled 1 in Figure 1), which have been used in the previ-
ous work on crystalline LiF,44,45 can be considered partially
converged in energy although they are clearly underconverged
for polarisability.
The slower convergence rate of the MDP relative to the
ground state energy is a direct consequence of the fact that
the former quantity depends simultaneously on both occupied
and unoccupied unperturbed Kohn-Sham/Hartree-Fock
orbitals via the matricesUk,a(ω), cf. Eqs. (9) and (10), whereas
the ground-state energy is a functional of the ground state
density and/or occupied orbitals only, both in Hartree-Fock and
in density functional theory.
It is interesting to observe that a polarisation-optimised
basis set is strictly required not only to obtain accurate values
for the MDP and as we will show for the lowest many-body
electronic excitations but also for a proper description of some
single-particle properties, such as the electronic density of
states (EDOS). As an example, we show in Figure 2 a compar-
ison of angular momentum projected EDOSs computed for
LiF at the B3LYP level using a small basis set pair (Li 61-1G
“Dovesi”35,44 and F 7-311G all-electron “Nada,”35,45 labelled 1
in Figure 1, top panel in Figure 2) and a polarisation-optimised
basis set pair (m-def2-QZVP for both Li and F, labelled 3 in
Figure 1, bottom panel in Figure 2).
We see that in single-particle theory with good ground-
state basis sets 1, a qualitatively incorrect description of the
excitation is obtained. The valence and the conduction bands
have exclusively F character, corresponding to an on-site
model of the lowest (independent-particle) excitation, in which
both the Kohn-Sham particle and hole remain well localised
on the F sublattice. Whereas with a polarisation-optimised
basis set pair 3, a non-negligible contribution from Li atoms is
observed in both bands. The excitation model has now shifted
to a situation akin to an electron transfer from the F to Li
sublattice. It is clear that a polarisation-optimised basis set
is required in order to obtain a qualitative description of the
excitation process that is consistent with the one that would be
expected from the standard CTE model, i.e., the promotion of
one electron from an F 2p to a vacant Li 2s orbital.9,11
FIG. 1. MDP and total energy against total number of atomic orbitals within a LiF unit cell. The left axis (blue circle) is the MDP; the right axis (red triangle)
is the total energy. 1: Dovesi-Nada, 2: pob-TZVPP, 3: m-def2-QZVP.
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FIG. 2. LiF projected density of states
for an energy-optimised (Dovesi-Nada,
top) and a polarisation-optimised (m-
def2-QZVP, bottom) basis set.
The effect of basis set convergence on the single-particle
energy gap at the HF, LDA, generalised gradient corrected
density-functional theory (Perdew, Burke and Ernzerhof
(PBE)),59,60 and hybrid density-functional theory (B3LYP) is
summarised in Table II.
We can see from the data in Table II, changes in energy gap
with basis set size are essentially negligible. This fact suggests
that even a moderately energy-optimised basis set (e.g., 1) is
sufficient in most cases to make reliable predictions about the
size of energy gaps, especially at the hybrid DFT level. This
result is consistent with early work on the ability of B3LYP
calculations to estimate band gaps of simple semiconductors
reliably using Gaussian basis sets.27,61 HF is estimated using
the pob-TZVPP basis set, as pseudo-linear dependence pre-
vents convergence of the calculation with the m-def2-QZVP
basis set.
Experimental band gaps for LiF have been estimated to be
in the range of 13.6-14.5 eV.14,58 As expected from previous
work on wide gap insulators,44,62 the Hartree-Fock energy gap
is found to be far larger (by 7-8 eV) than the experimental band
gap, whereas the LDA and PBE energy gaps are roughly 40%
smaller. The PBE energy gap computed using the polarisation-
optimised basis set 3 (9.15 eV) is in good agreement with
recent calculations based on the projector augmented wave
(PAW) approach (8.94 eV).63 We find the B3LYP energy gap
to be at least 2 eV smaller than the band gap, which is unusual,
considering the well known ability of B3LYP to approximate,
typically very accurately, band gaps of semiconductors and
some classes of wide-gap insulators, e.g., metal oxides.61
2. Optical response
The TD-DFT MDP has been estimated using three approx-
imations for the exchange-correlation kernel — LDA, PBE,
TABLE II. LiF HOMO-LUMO gaps (eV) with an energy-optimised (Dovesi-
Nada) and polarisation-optimised (m-def2-QZVP) basis set at the HF and
DFT (LDA, GGA, and hybrid) levels of theory.
Basis set HF LDA PBE B3LYP Experiment14,58
Dovesi-Nada 21.83 8.93 9.15 11.68
13.6-14.5
m-def2-QZVP 21.87a 8.90 9.15 11.69
apob-TZVPP was used here, rather than m-def2-QZVP.
and B3LYP. For comparison, we also performed full
time-dependent Hartree-Fock (TD-HF) calculations. The re-
sults are summarised in Figures 3 and 4, and Table III. The
lowest value of the perturbation energy at which the MDP
exhibits a singularity corresponds to the many-body (optical)
gap of the system (Figures 3 and 4).
Figure 3 focuses on the first asymptote of the MDP of
LiF, studied with the “Dovesi-Nada” basis set pair. Figure 4 is
the m-def2-QZVP counterpart to Figure 3 (with the exception
of HF, which is using pob-TZVPP basis sets). The solid
black vertical line denotes the experimental optical gap of
LiF (12.6 eV),14 and for each method, there is both a solid
line which shows the MDP at each perturbation energy, and
a vertical dashed line of the same colour which indicates the
HOMO-LUMO energy gap at the same level of theory.
The energy dependence of the MDP per unit cell in LiF
computed from Eq. (9) at the Hartree-Fock, B3LYP, PBE, and
LDA levels of theory is shown in Figures 3 and 4 (continuous
line) for the basis set pairs 1 and 3. The position of the lowest
asymptote in the MDP marks the energy of the optical gap
(Eo) at each level of theory. In the Hartree-Fock case, the gap
in the single particle eigenvalue spectrum (i.e., the difference
between the energy of the conduction band minimum and
valence band maximum, which we will conventionally label
Eg) is indicated by the dashed line in Figures 3 and 4 and the
FIG. 3. Perturbation energy against MDP of a LiF unit cell, using the energy-
optimised Dovesi-Nada basis set pair. The dashed lines represent the KS gap
for each method and the solid black line represents the experimental optical
gap. For clarity, not all data points have been symbolised.
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FIG. 4. Perturbation energy against MDP of a LiF unit cell, using the
polarisation-optimised m-def2-QZVP basis set. The dashed lines represent
the KS gap for each method and the solid black line represents the experi-
mental optical gap. For clarity, not all data points have been symbolised.
computed optical gap can rigorously, if only approximately, be
identified with the exciton binding energy (Eb) and amounts
in our calculations to 5.94 eV (1) and 6.20 eV (2). Both values
are substantially larger than available experimental estimates
of 1.0-1.9 eV, consistent with the fact that in Hartree-Fock
theory, the excited electron and hole remain unscreened,
leading to a significant overestimation of Eo. By analogy
to Hartree-Fock, we will define exciton binding energies in
TD-B3LYP, TD-PBE, and TD-LDA from the corresponding
optical and energy gaps (Table III). This approach has
recently been shown to yield accurate estimates of exciton
binding energies in TD-B3LYP calculations on small gap
semiconductors.28
Within this approximation, we find LDA and PBE
to give values of Eo that are virtually identical to the
corresponding Eg , indicating a lack of electron-hole binding.
This result is explained by the well known inability of the
adiabatic local density approximation (ALDA) to account for
exciton binding.17 By contrast, TD-B3LYP underestimates
Eo by >1 eV whilst underestimating the Eb by ∼0.2 eV, in
comparison to a measured experimental value of ∼1 eV.
It is clear from Table III that the basis set has only a
small effect on the energy dependence on the MDP, leading
to similar values of Eo for both basis sets. In conjunction
with the negligible change in Eg seen when swapping from
an energy-optimised to polarisation-optimised basis set, it is
apparent that the basis set choice has little effect on the nature
of the exciton in LiF.
The origin of the electron-hole binding in TD-B3LYP and
TD-HF can be understood by considering Eqs. (12) and (13)
in the simplified limit of a single i → a excitation in a single
k-point calculation (e.g., in the Γ point approximation k = 0).
FIG. 5. The dependence of energy and optical gaps of bulk LiF on the hybrid
exchange fraction cHF in B3LYP, using the Dovesi-Nada basis set pair. The
horizontal line indicates the experimental optical gap (12.6 eV).
In this case,
Aai,ai = (εa − εi) + (ai |ia) − cHF(aa|ii)
+ (1 − cHF)(ai | fxc|ia),
Bai,ai = (ai |ai) − cHF(ai |ai) + (1 − cHF)(ai | fxc|ai).
(16)
If the electron i and the hole a are created by a band
gap transition, then εa − εi = Eg . If the electron and hole
wavefunctions are well localised in disjoint regions of space,
as in the case of an ideal CTE model, then Eq. (16) reduces to
Aai,ai ≃ Eg − cHF(aa|ii),
Bai,ai ≃ 0. (17)
The excitation energy ωI = Aai,ai is therefore in this case
simply given by the difference between the band gap and a
screened Coulomb attraction energy between the electron and
hole distributions |φi |2 and |φa |2, with a screening parameter
cHF (0 ≤ cHF ≤ 1) independent of the electron hole distance.
The latter term is responsible for the exciton binding.
In Figure 5, we show the dependence of Eg and Eo on
the percentage of Hartree-Fock exchange cHF, when using the
Dovesi-Nada basis set pair. The linear dependence of Eg is a
consequence of the fact that the B3LYP exchange-correlation
energy varies linearly with cHF,25,26
EB3LYPxc = E
LDA
x + cHF(EHFx − ELDAx ) + ax(EGGAx − ELDAx )
+ ELDAc + ac(EGGAc − ELDAc ), (18)
(where ELDAx/c , E
GGA
x/c are LDA and GGA exchange/correlation
energies, EHFx/c is the Hartree-Fock exchange energy, ax
= 0.72 and ac = 0.81) with a slope given by ∂EB3LYPxc /∂cHF
= EHFx − ELDAx .
In hybrid Kohn-Sham theory, increasing cHF results in a
progressive attenuation of the spurious self-interaction among
occupied orbitals, with a consequent decrease of the energy
TABLE III. k-coupled optical properties for LiF using energy-optimised (Dovesi-Nada, left) and polarisation-optimised (m-def2-QZVP, right) basis sets.
TD-HF TD-LDA TD-PBE TD-B3LYP TD-HF TD-LDA TD-PBE TD-B3LYP Experimental
Eg (eV) 21.83 8.93 9.15 11.68 21.87 8.90 9.15 11.69 13.6-14.514,58
Eo (eV) 15.89 8.92 9.15 11.51 15.67 8.90 9.15 11.40 12.614
Eb (eV) 05.94 0.01 0.00 00.19 06.20 0.00 0.00 00.29 1.0-1.9
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of all occupied orbitals φi. Eg as defined above thus increases
linearly with cHF, with a slope approximately given by
EHFx − ELDAx . The results shown in Figure 5 therefore support
the underlying assumptions of Eq. (17) of a well localised
(Frenkel) and disjoint (charge-transfer) electron-hole pair,
consistent with a pure CTE model. Quantitative agreement
between the calculated and experimental LiF optical gap can
be obtained for a function of the B3LYP form, by setting
cHF ≃ 0.32.
The inability of standard local, semi-local, and global
hybrid (cHF < 1) exchange-correlation functionals to account
quantitatively for charge transfer excitations in molecules is
well documented in the literature.64 Our work demonstrates
that a similar situation holds for the lowest excitation in
crystalline LiF and other alkali halide crystals, as can be seen
in Table IV. There is, however, an important difference
between a pure charge transfer excitation in an isolated
molecule, in which the electron and hole orbitals are well
localised in disjoint and finite regions of space, and the
CTE model, in which both the electron and the hole have
to remain delocalised on a shell of ions because of the
constraints imposed by the crystal symmetry. This kind of
“residual” delocalisation has also been observed in GW+BSE
calculations.13 The dependence of the localisation properties
of the hole orbital on cHF is likely to be more marked than
in an isolated molecule and may result in small variations
of the integrals (aa|ii) in Eq. (17) as cHF changes in a global
hybrid scheme. Therefore, the dependence of Aai,ai, i.e., of the
optical gap, on cHF can exhibit a slightly non-linear behaviour.
This appears indeed to be the case in LiF according to the
TABLE IV. k-uncoupled (Euo) and k-coupled (Eco) calculated and experi-
mental energy gaps (Eg ), optical gaps (Eo), and exciton binding energies
(Eb) for the alkali halide crystal series, using TD-B3LYP.
Fluoride Chloride Bromide
Eg Expt. B3LYP Expt. B3LYP Expt. B3LYP
Li 13.6a-14.5b 11.686 9.4c 8.192 7.6c 6.967
Na 11.7d 11.899 8.6e 7.291 7.7e 6.262
K 10.9e 8.426 8.5e 6.845 7.8e 6.215
Rb 10.4e 5.943 8.2e 3.668 7.7e 3.085
Eo E
u
o E
c
o E
u
o E
c
o E
u
o E
c
o
Li 12.6a 11.608 11.40 8.6e 8.089 8.14 7.20f 5.504 6.61
Na 10.7a 11.862 9.12 7.96f 7.219 7.08 6.68f 4.836 6.11
K 9.76g 8.380 8.14 7.76f 6.782 6.70 6.77f 4.788 6.04
Rb 9.5h 5.923 4.27 7.51f 3.597 3.55 6.60f 1.902 3.04
Eb
Li 1.0-1.9 0.078 0.29 0.80 0.103 0.05 0.40 1.463 0.36
Na 1.0 0.037 2.78 0.64 0.072 0.21 1.02 1.426 0.15
K 1.0 0.046 0.29 0.74 0.063 0.15 1.03 1.427 0.18
Rb 0.9 0.021 1.67 0.69 0.071 0.12 1.90 1.183 0.05
aReference 14.
bReference 58.
cReference 66.
dReference 67.
eReference 68.
f Reference 69.
gReference 70.
hReference 71.
optical gap results shown in Figure 5. We also note that this
non-linearity affects the optical gap, but not the band gap, at
least within the levels of accuracy considered in this work.
This fact is likely to be a consequence of the coupling of
excitations at different k-points, which amplifies the changes
in the localisation properties of individual hole orbitals at
different k-points induced by changes in cHF. This coupling
affects the optical gap but it leaves individual one-particle
orbitals energies at different k-points and therefore the Kohn-
Sham gap, unchanged.
We also observe that for the CTE model (in the limit
described by Eq. (17)), the wavefunction of the electron-hole
pair can be approximated by an anti-symmetrised Hartree
product,
Ψeh(re,rh) ≃ 2−1/2[φi(re)φa(rh) − φi(rh)φa(re)], (19)
where re and rh are the positions of the electron and hole,
respectively, as dynamical correlation effects are likely to play
only a minor role owing to the large separation of electron and
hole.
The localisation of the excited electron and hole wave-
functions in the k-coupled method is a consequence of the
mixing of the one-particle excitations at different k-points of
the Brillouin zone, induced by the occupied/virtual subspace
rotation described by the unitary matrixUk,(x, y,z)(ω) in Eq. (9).
The element Uk,(x, y,z)ai (ω) represents the relative contribution
of the vertical Kohn-Sham excitation φi → φa at k, and the
highly localised many-body electron/hole states of the CTE
model are likely to originate mainly from the mixing of
several vertical excitations at different k-points. We therefore
expect the matrix Uk,(x, y,z)ai (ω) at self-consistency in Eq. (9)
to exhibit a high degree of dispersion in the Brillouin zone
when ω approaches the energy of a pole in the many-body
polarisability α(ω) at various points in the Brillouin zone.
This is shown in Figure 6, in which we plot a portion of
|Uk,(x, y,z)ai (ω)|2 near the first pole of α(ω).
The simultaneous involvement of transitions from φi,
φi−1, and φi−2 (the three orbitals at the top of the valence band)
to φa is also evident. A consequence of this finding is that the
formation of a bound electron-hole pair can be inhibited by
simply removing the coupling between k-points in Eq. (9), for
instance, by restricting the calculation of the self-consistent
polarisability to the Brillouin zone centre. In this case, we
observe a negligible exciton binding at all values of cHF,
(Figure 5) consistent with a lack of localisation in the TD-DFT
electron/hole wavefunctions, and a consequent breakdown in
the assumptions underlying the localised CTE model.
We can extend the analysis of the energy dependence of
the MDP to energies higher than the first pole. In Figure 7,
we compare the energies of a few of the lowest TD-B3LYP
poles (continuous lines) to B3LYP orbital energy differences
(vertical dashed lines). The first pole is markedly below
any orbital energy difference, consistent with the excitonic
character of the corresponding TD-B3LYP excitations. By
contrast, higher energy poles always appear close but slightly
higher (∼0.1 eV) in energy than the one-particle transitions.
This suggests that all calculated TD-B3LYP transitions higher
in energy than the exciton retain a substantial one-particle
character, with the slight increase in excitation energy likely to
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FIG. 6. Matrix elements of |Ukai(ω)|2 (cf. Eq. (9)), representing the mixing weights of Kohn-Sham excitations between occupied (i) and virtual (a) bands near
a pole of the MDP of LiF, at selected points in the first Brillouin zone. The plots refer to the Γ point (kpoint 1), [ 12 ,0,0] (kpoint 5), [ 38 , 18 ,0] (kpoint 8), and
[ 12 , 18 ,0] (kpoint 9). As a visual aid, we interpolate the relative magnitude of each matrix elementUk,(x, y,z)ai (ω) between the orbitals, creating the appearance of
non-discrete band contributions to the excitation.
be related to the Coulomb and/or exchange-correlation contri-
butions to the response equations, Eq. (13), (akaiki | jk jbkb)
and (akaiki | fxc| jk jbkb), respectively, induced by a partial
localisation of the TD-B3LYP electron and hole via k-point
coupling. Further comparison shows a non-uniform shift
between MDP poles and one-particle gaps ranging from 0.1
to 0.5 eV, suggesting an indirect energy dependence of this
one-particle character. However, as the variational principle
does not hold for states above the optical gap, we can only
surmise as to the nature of the asymptotes at higher-energies.
FIG. 7. Independent particle excitation energies (dashed line) against MDP
poles (solid line) of a bulk LiF unit cell, using the m-def2-QZVP basis set.
At energies higher than Eo, we find that the MDP converges only in close
proximity to the left side of each asymptote.
This observation means that we can propose an alternative
method for estimating exciton binding energies, based exclu-
sively on the calculated optical response from k-coupled TD-
DFT calculations. Instead of the direct comparison between
energy gap and optical gap, a more accurate value for the
exciton binding energy is given by the difference in energy
between the first pole and the pole which originates from the
energy gap (i.e., the pole which has the one-particle character
of the single-particle energy gap). This method is closer to
the most often used experimental approach to calculating
the exciton binding energy, where both the optical and band
gaps are typically estimated from absorption (rather than
photoemission) experiments.65 In the case of LiF with the
polarisability-optimised m-def2-QZVP basis set, the exciton
binding energy calculated in this manner increases slightly
from 0.29 to 0.3 eV.
The absorption spectrum for LiF in the region 10-15 eV
obtained by assuming a Gaussian broadening of the absorption
lines with σ2 = 0.1 (where σ is the RMS width) is compared
to experimental data14 in Figure 8. As observed, the main
excitonic peak computed in the TD-B3LYP approximation
corresponds to the observed band at 14-16 eV in the optical
spectrum. It is conceivable that the latter band marks the
onset of valence-to-conduction band transitions following
the excitonic energy range, which is consistent with the
observed similarity between TD-B3LYP excitation energies
and B3LYP one-particle energy differences in this region of the
spectrum.
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FIG. 8. A comparison of the optical spectrum (k-coupled TD-DFT) of LiF (m-def2-QZVP) and an experimental spectrum.14
B. Alkali halide series
We list in Table IV the Kohn-Sham energy gaps, optical
gaps, and exciton binding energies of the complete alkali
halide series obtained at both the k-uncoupled (Euo) and k-
coupled (Eco) levels of TD-B3LYP, with the polarisation-
optimised m-def2-QZVP basis set series.
The effect of the k-coupling on Eo varies widely across
the alkali halide series. The greatest absolute change in Eo
is seen in the alkali bromide systems, where the k-coupled
values are at >1 eV greater than the k-uncoupled data, moving
Eo closer to the experimental estimates. In the majority of
systems, the inclusion of the k-coupling leads to greater values
of Eb, consistent with a higher degree of localisation of the
particle/hole pair. Similar to the case of LiF, for all systems,
we observe that TD-B3LYP describes a non-negligible exciton
binding energy, for both the k-coupled and k-uncoupled
methods. This indicates that although TD-B3LYP provides
a qualitatively correct description of bound excitons, the
electron-hole interaction and/or the degree of localisation of
their wavefunctions in the exciton pair are not reproduced
quantitatively. Similar to LiF, we expect that an appropriate
admixture of Hartree-Fock exchange (cHF , 0.2) will result in
larger exciton binding and thus could be used to reproduce
more accurately the experimental data, although we have not
explored this in detail for these systems.
We also note that the larger mismatch between experi-
mental and theoretical values of Eo and Eg is observed for the
heavier element systems, particularly in the Rb series, possibly
in consequence to the neglect of relativistic and spin-orbit
correction to the Kohn-Sham/Hartree-Fock Hamiltonians.72–74
An alternative source for this disparity is the use of basis
sets which are underconverged for either the polarisability
or total ground state energy. We can see from Table IV that
theoretical values of Eo and Eg for the lighter alkali systems
are much closer to experimental values, which shows that the
halide basis set is not solely responsible for this mismatch
in the heavier element systems. In future work, we intend
to explore the effect of basis set size and the incorporation
of relativistic pseudopotentials on the electronic and optical
properties of bulk heavy alkali halides, focussing particularly
on the description of the alkali metal.
V. CONCLUSION
We have examined the electronic and optical properties
of crystalline LiF and other alkali halides using all-electron
hybrid DFT and TD-DFT calculations. We have addressed
issues concerning the optimisation of Gaussian basis sets
for TD-DFT calculations on periodic systems, and we have
shown that a basis set convergence criterion based on the
maximisation of the TD-DFT polarisability with respect to the
basis set size can provide a viable route to generally applicable
basis sets for excited state calculations in periodic systems.
Our work extends to crystalline systems the approach proposed
for molecules by Rappoport and Furche.30 This establishes
the fact that reliable, efficient, and numerically accurate all-
electron TD-DFT calculations can be performed for non-local
kernels using a local Gaussian basis set.
We have shown that hybrid TD-DFT successfully repro-
duces the experimentally observed formation of tightly bound
excitons in the alkali halides, and, for the case of LiF, we
have shown that the picture emerging from the calculations is
consistent with a Frenkel exciton with extremely well localised
and well separated hole and excited electron wavefunctions.
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We can interpret these findings in terms of a localised charge
transfer exciton model previously used to rationalise the
optical properties of these systems. We have also shown
that the formation of bound excitons in hybrid TD-DFT
is a direct consequence of the properties of the Hartree-
Fock exchange component supplementing the Coulomb and
exchange-correlation kernels in hybrid TD-DFT.75
Although the formation of bound excitons is observed
in hybrid TD-DFT (and in TD-HF), the standard B3LYP
functional (with cHF = 0.2) yields an optical gap and an
estimated exciton binding energy which are well below
experimental values. Within the CTE approximation, we do
however observe that a cHF value of ∼0.32 reproduces to a
reasonable accuracy the optical gap, at least in the case of LiF.
This is likely also to apply to other types of global hybrids,
e.g., PBE0. Altering the component of Fock exchange in the
functional to obtain the observed gap is not satisfactory as
a predictive theory of optical excitations must be based on a
consistent treatment of electronic exchange and correlation. In
future work, the suitability of range-separated and screened-
exchange functionals will be documented.76
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