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Resumen. Las aplicaciones actuales basadas en las TI se apoyan sobre una gran 
cantidad de servicios de red que funcionan de forma cooperativa. Las tareas de 
administración que se deben llevar a cabo para la puesta a punto y el 
mantenimiento de estos servicios son muy numerosas y complejas. El objetivo 
principal de este artículo es acercarnos, hasta alcanzar, el concepto de gestión 
cero para este tipo de servicios. Para abordar la automatización de tareas de 
administración en entornos de red existen diversas líneas de investigación. Una 
de las más importantes en la actualidad se basa en modelos que dotan de 
semántica a sus sistemas de información. En estas propuestas se intenta sustituir 
la figura del administrador de red tradicional por un sistema software 
centralizado, consiguiendo una buena integración de las tareas de gestión. Sin 
embargo, el automatismo se alcanza de forma parcial y los sistemas carecen de 
la flexibilidad necesaria en un entorno tan diverso como es la administración de 
servicios de red. Basándonos en los resultados de las propuestas previas, se 
aborda el problema desde un nuevo enfoque. En este artículo se presenta un 
modelo de administración distribuida basado en semántica en el que los 
servicios de red gestionados son independientes y auto-gestionables, 
adaptándose al contexto en el que se encuentren en cada momento. El modelo 
se ha basado en el diseño de una ontología y una serie de reglas de control que 
establecen las relaciones y funcionalidades de los servicios de red a utilizar. Un 
gestor en cada servicio se encarga de razonar sobre la ontología para obtener el 
conocimiento necesario que indique las acciones a realizar por su servicio 
gestionado en cada situación. Con este modelo conseguimos una buena 
flexibilidad y escalabilidad para este tipo de sistemas compuestos por un 
conjunto de servicios de red. 
1   Introducción 
La expansión de Internet se produce cada día a un ritmo mayor y su influencia alcanza 
ya prácticamente todos los sectores y ámbitos de negocio. Este fenómeno propicia la 
aparición de una gran diversidad de sistemas y aplicaciones en la red que ofrecen todo 
tipo de funcionalidades al usuario final de la manera más sencilla posible. Estas 
aplicaciones son de una envergadura cada vez mayor, pues se intenta conseguir que 
los sistemas elaborados sean eficientes, eficaces, funcionales, portables e 
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interoperables entre sí. Para alcanzar estos objetivos, las aplicaciones se apoyan sobre 
una multitud de servicios de red que permiten a los desarrolladores centrarse en las 
funcionalidades principales de más alto nivel que quieren ofrecer en sus sistemas. Los 
servicios sobre los que se apoyan son de naturaleza muy diversa: podemos encontrar 
servicios de correo, de bases de datos, seguridad, comunicación, transferencia de 
datos, administración de equipos, servicios de nombre, de directorio, etc. La 
complejidad de las operaciones que pueden llevar a cabo aplicaciones de tamaño 
medio que trabajan sobre una red, teniendo en cuenta los procesos implicados que 
ofrecen estos servicios de forma transparente,  es enorme [1]. Esto hace que sea 
imprescindible una administración efectiva de este tipo de servicios. La gestión de 
uno sólo de ellos suele resultar sencilla, sin embargo, existe la necesidad de integrar 
todas las funcionalidades que ofrecen los distintos servicios de red. Este hecho hace 
que la complejidad de las tareas de administración crezca de forma exponencial, pues 
en una aplicación se puede necesitar un gran número de servicios cooperando entre sí. 
Por este motivo, el proceso de poner en marcha y mantener todos estos servicios se 
vuelve un trabajo muy costoso, ya que nos encontramos con un gran número de tareas 
de administración complejas  para que los servicios de red sean instalados, 
configurados y operen entre sí de manera correcta. Esto supone un gasto importante 
en el desarrollo de proyectos TI que trabajan sobre la red, pues se ha de invertir en la 
instalación y mantenimiento de los servicios de red, además de la inversión propia en 
el desarrollo de las aplicaciones, pues se requiere personal experto y dedicado a este 
tipo de tareas. Por este motivo, el planteamiento de este artículo es lograr un modelo 
de gestión cero de servicios que trabajan a nivel de red. 
Para lograr este objetivo, se propone la incorporación de semántica [2] [3] en el 
sistema de administración. Mediante la definición de una ontología, se pretende 
alcanzar una representación unificada de los elementos y tareas de administración que 
se encuentran presentes, de forma implícita, en este ámbito de gestión de servicios de 
red. El sistema propuesto se alimentará de dicha ontología para conseguir la 
interoperabilidad automática de los servicios implicados haciendo que éstos se 
adapten a los posibles cambios en su entorno. 
Una ontología ofrece una forma de compartir y especificar la conceptualización de 
un sistema de información dado [4], por lo que es una manera idónea de conseguir 
una representación homogénea de la información en un ámbito como la 
administración de servicios de red, donde los elementos son muy diversos. Algunos 
autores han diseñado sistemas basados en ontologías en el ámbito de la gestión de red 
[5] [6] [7] [8], con el objetivo de obtener una administración integrada con el mayor 
grado de automatismo posible. Sin embargo, estas propuestas no logran presentar un 
sistema totalmente automático y flexible. Los modelos planteados aportan una buena 
guía de cómo aplicar la semántica a un entorno de gestión de red, sin embargo se 
quedan a un nivel de especificación un tanto insuficiente para poder aplicarlos en 
casos prácticos reales. Los experimentos que se muestran son soluciones un tanto ad-
hoc y consiguen una buena integración de la gestión, pero dotan de automatismo 
solamente a situaciones muy concretas. En estas propuestas se intenta sustituir la 
figura de un administrador de red humano por un sistema software que recoja todo el 
conocimiento que manejaría la figura tradicional de dicho administrador. Nos 
encontramos ante un sistema centralizado muy difícil de especificar en una ontología 
de forma completa, se requeriría un titánico trabajo de toda la comunidad de expertos 
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para lograr dicha especificación. Por otro lado, los sistemas a gestionar son cada vez 
más complejos y la dependencia de un gestor central hace difícil una buena 
adaptabilidad y escalabilidad a los cambios constantes que se pueden producir en el 
entorno de gestión, tales como la incorporación de nuevos elementos al sistema. 
En este artículo se plantea una propuesta para paliar las limitaciones planteadas 
presentando un modelo de gestión de servicios de red flexible, adaptable y 
automático. Se aborda el problema en base a las propuestas planteadas anteriormente 
desde un nuevo enfoque. Se presenta un modelo distribuido de gestión de servicios de 
red mediante semántica. En este modelo, no existe la figura de un administrador 
central, en su lugar, cada servicio está controlado por un gestor que tiene un papel de 
mediador entre su servicio gestionado y la ontología del sistema. La ontología tiene 
varios niveles de abstracción. Los niveles más altos se destinan para permitir la 
incorporación futura de nuevos elementos. Es en los niveles más bajos donde tenemos 
las funciones y elementos concretos a automatizar de cada servicio. Sobre la 
ontología, se han creado reglas de control que indicarán las funciones a realizar 
dependiendo de los elementos presentes en ese momento en el entorno y de sus 
características. Al centrarnos en las funciones a automatizar de cada servicio que 
queremos representar, la conceptualización de la ontología es un trabajo más sencillo 
y abordable que los planteados en las propuestas previamente comentadas. El modelo 
planteado es adaptable al contexto [9] [10]. Los servicios son independientes unos de 
otros y, en base a las características que presente el entorno en el que se encuentran 
serán capaces de adaptar su configuración de la manera adecuada interpretando, para 
ello, la información contenida en la ontología. Este modelo soportará la replicación de 
servicios o la interconexión de nuevos elementos no previstos y será capaz de 
completar una puesta a punto de forma automática. 
En las secciones siguientes se presenta una revisión del estado del arte en los 
aspectos relacionados (apartado II), se describe el modelo propuesto (apartado III), se 
detalla la ontología propuesta (apartado IV), la implementación y validación del 
sistema (apartado V) y, por último, las principales conclusiones que se desprenden del 
trabajo (apartado VI). 
2   Background 
Las numerosas tareas que se han de llevar a cabo a la hora de gestionar una red han 
hecho que, con el paso de los años, hayan aparecido modelos de gestión de red 
integrada. Los más destacados se componen de estándares abiertos y tienen el 
objetivo de integrar los diferentes elementos y servicios que componen una red, 
teniendo en cuenta la diversidad de fabricantes que existe en este tipo de dispositivos. 
Entre estos sistemas, podemos destacar SNMP [11] para gestión de redes y equipos o 
DMI [12] para administrar ordenadores personales. Cada uno de estos protocolos está 
basado en un ámbito concreto para facilitar la labor de los administradores ofreciendo 
la posibilidad de administrar elementos del mismo tipo desde un único lugar de la red 
basándose en un sistema de información propio. También existen propuestas en el 
sector que tratan de traducir los modelos de información de un sistema a otro, para así 
poder aplicar las mismas políticas de gestión, ejemplos destacables de este hecho son 
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la tecnología WBEM [13], o las propuestas basadas en el protocolo CORBA [14] 
[15]. Más reciente es el protocolo NetConf [16], en desarrollo por el IETF, que 
persigue la gestión integrada de redes independientemente de la infraestructura 
utilizada. Este protocolo, basado en XML, establece una estructura de operaciones 
muy genérica para poder ser adaptada más tarde en cada ámbito concreto. Todos estos 
modelos tienen el inconveniente de ser dependientes de una implementación 
específica para los modelos de gestión con los cuales vayan a tratar, por lo que 
dependen de que exista lógica cableada en los dispositivos como en SNMP, o de una 
implementación software ad-hoc en el caso de NetConf. Por otro lado, son  
dependientes de un administrador humano que posea los conocimientos necesarios 
para poder utilizar las herramientas software que trabajen sobre estos protocolos y así 
gestionar la red, por lo que el concepto de gestión automática aún no está presente en 
estas soluciones. 
Los modelos de información tradicionales como los relacionales o el lenguaje 
XML definen estructuras sintácticas, sin tener en cuenta el contenido semántico de los 
conceptos. Es esta carencia de semántica al que impide que los modelos tradicionales 
de gestión puedan llegar al automatismo en la gestión de red. Una ontología define los 
términos, relaciones, axiomas y reglas para la comprensión de un área del 
conocimiento. Es ‘la especificación formal de una conceptualización compartida’ [4]. 
Con una ontología tenemos una forma de representar y compartir el conocimiento 
utilizando un vocabulario común, lo cual favorece el intercambio y reutilización de 
dicho conocimiento.  
El concepto de ontología ha ganado una gran popularidad desde que se acuñó 
como base de la Web Semántica en su presentación como el Internet del futuro [2] [3] 
y existen multitud de tecnologías y herramientas que han ido apareciendo con el paso 
del tiempo. Tras una remarcable evolución [4] de las tecnologías que trabajan sobre el 
concepto de ontología (KIF, Frame Ontology, RDF, RDFS, OIL, DAML+OIL…), 
actualmente el lenguaje de definición de ontologías que se está imponiendo a los 
demás, especialmente tras la publicación de las recomendaciones del W3C, es OWL 
[13]. Este lenguaje, en sus diferentes versiones (OWL-lite, OWL-DL y OWL-Full) 
permite alcanzar las cotas de expresividad que se deseen manteniendo las 
características de completitud y decidibilidad computacional [19]. Combinado con un 
lenguaje de reglas lógicas como SWRL [14] (también el más utilizado dentro de los 
lenguajes de definición de reglas para ontologías) y un razonador lógico que trabaje 
sobre éstas y los conceptos definidos en la ontología, podríamos dotar a un sistema de 
una cierta inteligencia y autonomía.  
La gestión de elementos de red utilizando semántica ha sido planteada como una 
buena solución de administración automática por otros autores y existen diversas 
propuestas y trabajos relacionados. En [5] se plantea la creación de una ontología en 
OWL que represente los conceptos de todos los elementos de una red. Se propone una 
arquitectura de administración basada en un paradigma del tipo gestor-agente, en la 
cual, cada sub-sistema particular tiene su propio gestor que se comunicaría, mediante 
una ontología de traducción, con un gestor general que utilizaría la ontología global. 
En [6] se refina esta idea para representar con el  lenguaje de definición de servicios 
web semánticos OWL-S [21] las diferentes acciones que proporciona cada gestor. La 
introducción de reglas SWRL [22] y su posible implementación [23] en un sistema 
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con esta misma arquitectura resulta, pues, una buena opción para incorporar 
automatismo en las tareas de gestión. 
Los mismos conceptos de definición de información de gestión mediante 
ontologías para lograr automatismo en la gestión de redes, se pueden integrar con los 
modelos clásicos de gestión de red como SMNP, mapeando las tablas MIB [24] o las 
políticas de gestión PIB [7] a un lenguaje de ontologías como OWL. En [25] se 
presenta un modelo de políticas diseñado con una ontología para ser aplicado a un 
entorno de gestión de red automática. El proyecto aNeMaC [10], trabaja con estas 
ideas e intenta dar un paso más allá en la consecución de dispositivos autónomos, 
planteando una forma de composición automática de servicios [26] utilizando una 
ontología en un entorno SOA. Además, trata de integrar la gestión de políticas con la 
gestión semántica, mediante la creación de un potente motor de refinamiento de 
políticas. La integración de políticas con semántica para gestión, fue planteada 
también en [8], llegando a la conclusión de que su aplicación sería muy útil en el 
futuro. 
Existen trabajos donde se describen metodologías para integrar información de 
administración, que pueden ser complementarios a éste. En [27] [28]  la información 
de gestión se mezcla desde diferentes fuentes utilizando semántica. Otra metodología, 
basada en lógica de primer orden, se presenta en [29] y se aplica a tareas de 
administración.  
El hecho en sí de utilizar lenguajes de ontologías para representar información de 
gestión se describe en algunos trabajos. Por ejemplo, el modelo CIM se puede 
describir utilizando lógica descriptiva [30]. La OMG ha trabajado también en el 
mapeo entre los lenguajes de ontología (OWL) y el lenguaje de modelado UML, que 
puede ser directamente aplicado al modelo CIM. Estos trabajos muestran la viabilidad 
de utilizar una ontología en la especificación de un modelo de información de gestión. 
La utilización de reglas lógicas para describir comportamiento también se ha 
utilizado en otros trabajos, como [31], donde la argumentación lógica se utiliza para 
describir políticas de firewall, permitiendo la comprobación automática de 
inconsistencias. Sin embargo, en este caso no se utilizan ontologías. La utilización de 
ontologías para la gestión automática también se ha tratado en otras propuestas ajenas 
a la gestión de red. Por ejemplo, [32] describe la utilización de ontologías para 
sistemas auto-gobernables. En [33] se presenta una ontología para soportar y 
administrar servicios en entornos autónomos, no obstante, en estos últimos trabajos, a 
diferencia de los dos anteriores, no se utilizan reglas para dotar de automatismo a los 
sistemas y utilizan implementaciones ad-hoc para esos entornos en concreto. 
La gestión de múltiples dispositivos en entornos distribuidos y adaptables al 
contexto también es tratada en otros trabajos como [9], no obstante, no se aplica el 
concepto de semántica y se proponen otras vías de automatismo. La propia naturaleza 
de un entorno distribuido de elementos autónomos hace que cada elemento suela  
utilizar un lenguaje propio e independiente, lo cual puede dificultar la comunicación y 
provocar ciertos comportamientos impredecibles al no existir una base de 
conocimiento común con la que todos los elementos interpreten los mensajes de la 
misma manera [30]. Una ontología común a todos los elementos es un mecanismo 
idóneo para paliar esta dificultad.  
En este trabajo pretendemos crear un modelo de gestión distribuida incorporando 
las ideas de gestión semántica planteadas por otros autores de forma que podamos 
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superar las restricciones existentes actualmente en los modelos de gestión centralizada 
comentados. En trabajos anteriores, proponíamos modelos de gestión auto-
configurables llevando los servicios a tecnologías SoC [35] y basándolos en 
tecnologías WS (Web Service) [36], sin embargo, en ambas propuestas, sigue 
existiendo una falta de automatismo total, pues hay tareas que no pueden ser 
totalmente eliminadas de la gestión, debido a la falta de semántica en los sistemas. En 
esta ocasión, nuestra propuesta trata de integrar y automatizar mediante semántica el 
campo de la gestión de servicios de red. Nuestra aproximación a la problemática de la 
gestión cero, se centra en un modelo de elementos independientes, interoperables y 
auto-gestionables, dotando de escalabilidad y robustez al sistema general. 
3   Modelo propuesto 
El problema general detectado, radica en el elevado número de tareas administrativas 
que requiere el mantenimiento de los servicios de red. Las soluciones basadas en 
semántica, como se ha analizado en los antecedentes, han demostrado ser una buena 
vía para avanzar en el automatismo de la gestión de elementos de red. Sin embargo, 
las propuestas planteadas hasta ahora aportan soluciones centralizadas, poco 
escalables y poco flexibles. Por este motivo, en este artículo planteamos distribuir el 
modelo de administración en elementos auto-gestionables basando el modelo de 




Fig.1. Modelo de gestión distribuida de servicios basado en una ontología 
Cada Gestor es capaz de interpretar los eventos que se desarrollan en el ámbito de su 
servicio gestionado (conexión, desconexión, cambios en la configuración…) y dará 
cuenta de ellos en la ontología por medio de instancias de los objetos que forman el 
sistema de información. Así mismo, cada gestor interpretará la ontología para saber la 
composición y estado del sistema. Realizando las consultas adecuadas sobre la 
ontología un gestor podrá analizar los datos del sistema en ese momento y actuar en 
consecuencia sobre su servicio. Estas preguntas son parte de la ontología, en la que se 
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define qué preguntas puede y debe hacer cada servicio, dependiendo de si necesita 
realizar una acción u otra. En esta propuesta, se entiende que el modelo de 
información de cualquier sistema es algo que debe conocer cualquier participante para 
hacer posible la colaboración entre elementos. El conocimiento, en nuestro caso la 
ontología, debe estar presente  de manera completa en todos los gestores. Por este 
motivo, la ontología se representa como un elemento centralizado, pues 
conceptualmente es así. Sin embargo, cada gestor es independiente de los demás y es 
quien realiza las interpretaciones adecuadas sobre la ontología para conocer qué 
puede hacer el servicio gestionado y qué debe hacer en la situación en la que se 
encuentre en cada momento. De esta manera conseguimos una gestión distribuida, en 
la que la incorporación de nuevos servicios no hace necesaria la modificación de la 
implementación de ningún gestor existente, solamente será necesario actualizar la 
ontología general con los nuevos servicios. Es un modelo que se adapta al contexto 
(fig. 2. (a)), por lo que ofrece una gran flexibilidad a los cambios y a la incorporación 
de nuevos elementos. 
La arquitectura interna de un gestor, se muestra en la fig. 2. (b). Podemos apreciar 
todos los elementos que componen el gestor y cómo se relacionan entre sí. Los 
elementos que integran dicho gestor son: configurador, intérprete, razonador y gestor 
de instancias. El configurador de cada gestor es un elemento definido de manera 
específica para cada servicio, utilizando la información definida en la ontología, ya 
que actúa de interfaz entre gestor y servicio, por lo que implementa las funciones 
específicas de configuración de cada servicio. El resto de elementos son comunes a 
todos los servicios. La descripción de las funciones que realiza cada elemento que 
compone el gestor se muestra a continuación:  
 El Configurador es el módulo que actúa de interfaz entre servicio y gestor. Es 
capaz de acceder al servicio, realizar tareas de configuración y de acceso a la 
información asociada al mismo. Esta información la envía al gestor de 
instancias para que éste realice las modificaciones oportunas en la ontología 
reflejando así el estado actual del sistema en cada momento. Por otro lado, a 
partir de los resultados de las consultas que realice el intérprete sobre el 
razonador, es el encargado de llevar a cabo las tareas de configuración 
oportunas. 
 El Intérprete realiza consultas sobre las deducciones que haya realizado el 
razonador sobre la ontología. En base a los resultados de estas consultas, 
envía órdenes al configurador para que éste ejecute la acción oportuna. 
 El Razonador es el encargado de leer la ontología y sus reglas para inferir los 
hechos que definen el estado del sistema. Los resultados de estas inferencias 
son los que utiliza el intérprete para definir si el servicio ha de realizar alguna 
acción.  
 El Gestor de Instancias es el encargado de interpretar los datos que recibe del 
configurador y de actuar de interfaz entre gestor y ontología. Se encarga de 
importar la ontología y proporcionársela al razonador. Por otro lado, crea 
nuevas instancias en la ontología en base a la información del estado de los 
servicios que recibe desde el configurador. 
 En la Ontología, se almacena todo el conocimiento sobre la red: tipos de 
servicio, parámetros de configuración, relaciones, servicios activos, reglas de 
acción, etc. 


















Fig. 2. (a) Flujo de comunicación   (b) Arquitectura del gestor 
4   Ontología propuesta 
La ontología que se propone tiene como objetivo definir el dominio de la gestión de 
servicios de red para automatizar las tareas asociadas que tradicionalmente llevaría a 
cabo un administrador humano operando en cada servicio o mediante una herramienta 
de gestión integrada. Partiendo de esta premisa, se han definido dos niveles de 
abstracción. En el nivel más alto se describen los elementos conceptuales tales como 
servicio, gestor, tarea de administración, dirección IP, etc. En un nivel de abstracción 
inferior, utilizando la herencia propia de una jerarquía de conceptos, se definen los 
servicios concretos que vamos a utilizar en nuestro sistema. En esta primera 
aproximación a la gestión de servicios de red hemos trabajado con cuatro servicios de 
uso común como son: un servicio de nombres DNS (Domain Name System), un 
servicio de directorio LDAP (Lightweight Directory Access Protocol), un servidor 
web y un servicio de configuración de red DHCP (Dynamic Host Configuration 
Protocol).  
Para modelar la ontología se ha realizado un estudio completo del dominio y se ha 
seguido la metodología METHONTOLOGY [4]. Uno de los aspectos más 
importantes en la definición de una ontología es la delimitación del dominio que se 
quiere definir. No es deseable la creación de más elementos de los necesarios, ya que 
se corre el riesgo de crear un sistema de información difícilmente manejable y con 
muchas posibilidades de error en su definición. El caso contrario, con vagas 
definiciones en la ontología, dejando demasiado trabajo al software que después se 
encargará de interpretar dicha ontología, tampoco es deseable, pues hace que la propia 
idea de ontología pierda su utilidad. Por este motivo, esta propuesta trata de centrarse 
en los tareas que se quieren automatizar de cada uno de los servicios, dejando la 
posibilidad de ampliar la ontología para nuevos servicios y tareas utilizando los 
 Gestión de servicios de red mediante semántica 101 
 
mecanismos de herencia desde los niveles de abstracción más altos, tal y como se 
comentaba anteriormente.  
Para ejemplificar el comportamiento del sistema con los servicios definidos, la fig. 
3 muestra la secuencia de acciones que se llevan a cabo en una situación sencilla 
como la conexión de un nuevo elemento. Este diagrama se basa en el supuesto inicial 
de tener el sistema en marcha con la ontología definida y los tres servicios LDAP,  
Servidor Web (WS) y DHCP en funcionamiento. Además, el servidor web, está 
colaborando con LDAP (lo utiliza para autenticación). En general, ante un cambio en 
un servicio el gestor se encarga de reflejarlo en la ontología. Después de esto, los 
servicios son informados mediante un mensaje broadcast indicando que la ontología 
ha cambiado, por lo que deben importarla y razonar nuevamente sobre ella. 
Finalmente, cada servicio realizará las preguntas oportunas al resultado del 
razonamiento sobre la ontología para conocer qué acciones ha de llevar a cabo según 



















Fig. 3. Diagrama de secuencia. Conexión de DNS. 
 
La ontología y las reglas lógicas que la controlan se han definido a partir de las 
acciones que se espera que realizara un servicio para poder auto-gestionarse a sí 
mismo. Un gestor de un servicio ha de preguntar qué otros servicios hay presentes en 
el sistema con los que puede colaborar. Las relaciones entre servicios definidas en la 
ontología (fig. 4) indican qué colaboraciones se desean en el sistema. Por ejemplo, el 
servicio DHCP, si un servicio DNS está presente, ha de configurarse para servir 
direcciones IP a las zonas de dominio controladas por DNS o, en el caso de un 
servidor web, se debe  utilizar un servicio LDAP para la autenticación en su servidor. 
En general, si existe algún servicio con el que un gestor detecte que debe colaborar su 
servicio gestionado, se consulta a la ontología qué acciones de configuración se han 
de realizar para ejecutarlas a continuación. 
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En la fig. 4 podemos apreciar las clases principales de la ontología. Por claridad, 
no mostramos el nombre de las relaciones, propiedades de cada clase, restricciones o 
los niveles más bajos de la misma. Como podemos apreciar, en los niveles más altos 
de abstracción, definimos los conceptos generales que maneja nuestro sistema: los 
servicios, los tipos de servicios, el concepto de gestor y las acciones que puede llevar 
a cabo. Mediante mecanismos de herencia, avanzamos hacia niveles más concretos de 
definición donde representamos los servicios en implementaciones concretas (bind, 
dhcpd…) y el tipo de acciones que puede realizar un gestor. De momento, nuestro 
sistema solamente se centra en acciones de configuración, en un futuro, se pretende 
incluir mecanismos de seguridad y comunicación entre gestores que aumenten la 




Fig. 4. Clases principales de la ontología del sistema. 
La ontología está dividida en dos partes. Por un lado, representamos los conceptos del 
sistema: servicio, ip, dominio, zona, servicio de nombres, ldap … Por otro lado 
representamos qué acciones puede llevar a cabo un gestor, relacionándolas, a su vez, 
con los conceptos representados: acciones de configuración de dns, acción de 
colaboración dns-dhcp …  
El automatismo del sistema, se basa en que un gestor sea capaz de inferir qué tipo 
de acciones debe llevar a cabo teniendo en cuenta los elementos presentes en cada 
momento. Esto se consigue mediante la representación de reglas basadas en lógica de 
primer orden que utilizan los conceptos y relaciones definidos en la ontología. De esta 
manera, según las instancias presentes en la ontología, utilizando un razonador lógico 
que se base en estas reglas, podremos inferir las acciones a realizar un gestor en cada 
momento. A continuación se presentan ejemplos de reglas en el formato cláusula de 
Horn. 
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Control de cooperación de DHCP y DNS: 
DHCP(?dhcp)  ר  DNS(?dns)  ר  Zone(?z)  ר  hasZoneToManage(?dns, ?z)  
 hasZoneToUpdate(?dhcp, ?z)  ר  hasAllowDHCP(?z, 1) 
 
Con esta regla indicamos el comportamiento que debe seguir el sistema si están 
presentes en nuestro escenario un servicio DHCP y un servicio DNS con sus zonas 
asociadas. En esta situación, las acciones a realizar son, por un lado, indicar al 
servicio DHCP que debe encargarse de gestionar la asignación de direcciones de red 
de esas zonas asociadas a DNS. Por otro lado, cada zona de ese servicio DNS deberá 
configurarse para permitir la gestión comentada. 
 
Control de cooperación entre DNS y LDAP: 
DNS(?dns)  ר  LDAP(?ldap)  ר  Zone(?z)  ר  hasZoneToManage(?dns, ?z)   
 LDAPmanageZone(?ldap, ?z) 
 
De la misma forma que en la regla anterior, hemos de gestionar el comportamiento 
que debe tener el sistema con la presencia de un servicio DNS y un servicio LDAP. 
En este caso, la acción a realizar consiste en indicarle al servicio LDAP que tiene que 
encargarse de almacenar los datos de las zonas asociadas a DNS. 
 
Carga de esquemas de zona de LDAP: 
LDAP(?ldap)  ר  Zone(?z)  ר  LDAPmanageZone(?ldap, ?z)  ר  Schema(?s)  
 hasSchema(?ldap, ?s)  ר  ZoneSc(?s) 
 
Si LDAP va a almacenar los datos correspondientes a una zona de dominio, será 
necesario que cargue los esquemas necesarios de tipo zona asociados.  
5   Validación 
Para validar el modelo propuesto se ha implementado el sistema bajo una arquitectura 
PC con los servicios funcionando bajo un sistema operativo Linux Ubuntu y 
utilizando máquinas virtuales de la plataforma VM Ware donde comprobar el 
funcionamiento del sistema. La implementación de la ontología se ha llevado a cabo 
en el lenguaje de definición de ontologías OWL utilizando la herramienta de 
modelado Protégé[37]. Para las reglas lógicas que permiten el automatismo del 
sistema, se ha utilizado el lenguaje SWRL. De esta manera, tenemos un fichero de 
ontología owl (fig. 5) y un fichero swrl  por cada regla de control. 
La implementación de los módulos del gestor se ha llevado a cabo en el lenguaje 
de programación Java, utilizando la plataforma de desarrollo Eclipse y la librería de 
manejo de ontologías Jena [38], por ser una de las más completas para el manejo de 
ontologías en OWL. Para el razonador, se ha elegido el motor Bossam [39] que 
permite el trabajo conjunto de OWL+SWRL. Las consultas lanzadas sobre las 
inferencias de Bossam utilizan el lenguaje de consultas Buchingae, similar en su 
forma a cualquier lenguaje SQL. 
 













Fig. 5. Pequeño fragmento de la ontología en owl 
Se ha comprobado que el sistema, en su estado actual de desarrollo y a falta de 
continuar implementado funciones de automatismo, permite la conexión y 
desconexión de los distintos servicios consiguiendo una configuración automática de 
cada uno de ellos. Para ilustrar esta situación, a continuación se muestra una consulta 
sencilla sobre el razonador lógico. 
- Lenguaje natural:  
‘Obtener ip, máscara de red y la dirección broadcast de aquellas redes que 
estén administradas por el servidor DHCP de IP 192.168.1.1 ’. 
 
- Buchingae: 
query q1 is as:Net(?net) and as:DHCP(?dhcp) and 
as:isIPasignedBy(?net,?dhcp) and as:hasIP(?dhcp,”192.168.1.1”) and 
as:netIP(?net,?ip) and as:netMask(?net, ?mask) and as:netBroadcast(?net, 
?broadcast); 
 
El  resultado que se obtiene, que es lo que después tendrá que analizar el intérprete, 






  <owl:Class rdf:ID="Zona"> 
    <rdfs:comment xml:lang="es">Una zona de gestiónn DNS</rdfs:comment> 
    <owl:disjointWith> 
      <owl:Class rdf:ID="Directorio"/> 
    </owl:disjointWith> 
    <owl:disjointWith> 
      <owl:Class rdf:ID="Esquema"/> 
    </owl:disjointWith> 
    <owl:disjointWith> 
      <owl:Class rdf:ID="Servicio"/> 
    </owl:disjointWith> 
  </owl:Class> 
  <owl:Class rdf:ID="DNS"> 
    <owl:disjointWith> 
      <owl:Class rdf:ID="LDAP"/> 
    </owl:disjointWith> 
    <owl:disjointWith> 
      <owl:Class rdf:ID="DHCP"/> 
    </owl:disjointWith> 
    <owl:disjointWith> 
      <owl:Class rdf:ID="APACHE"/> 
    </owl:disjointWith> 
    <rdfs:comment xml:lang="es">Servicio de Nombres o DNS</rdfs:comment> 
 </owl:Class> 
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En el resultado obtenemos el contenido de todas las variables presentes en la consulta, 
con su valor correspondiente. En este ejemplo, solamente una instancia en la 
ontología cumplía las condiciones impuestas. Con este tipo de consultas, podemos 
obtener la lista de acciones que debe realizar cada gestor según los servicios que haya 
presentes en el sistema, teniendo en cuenta las configuraciones que cada uno de ellos 
tenga, para adaptarse de manera adecuada a las mismas. 
6   Conclusiones 
En este trabajo se ha propuesto un modelo de gestión distribuida de servicios de red 
basado en una ontología. Los servicios de red que forman parte del sistema tienen 
capacidad de autogestión y el sistema ofrece una buena flexibilidad y escalabilidad 
ante nuevos servicios al no depender de un elemento central de gestión. Se ha 
implementado el modelo en un escenario real con servicios de red de uso común, 
especificando una ontología que sirve como marco general para otros servicios que se 
incorporen en el futuro y como sistema de información concreto para los servicios 
elegidos. A pesar de que aún quedan cuestiones por resolver para lograr un 
automatismo total en cualquier situación, se ha comprobado, en las pruebas 
realizadas, que cada gestor es capaz de adaptar su servicio al contexto que presenta el 
sistema de forma correcta. 
Actualmente se continúa desarrollando la ontología con el objetivo de reflejar un 
número más amplio de características de los servicios para alcanzar un nivel de 
autogestión mayor. Paralelamente, se trabaja en las interfaces gestor-servicio y gestor-
ontología para ofrecerlas en formato de servicios web semánticos, dotando así al 
sistema de una mayor compatibilidad con otras funciones y sistemas de gestión. 
En el futuro, se pretende llevar la implementación de los gestores y servicios a 
nivel de chip, con el objetivo de establecer una única tarea de administración en la 
puesta a punto de uno de estos servicios de red: la conexión a la red  del dispositivo 
implementado.  
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