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Abstract
A real-space representation of the current response of many-electron systems with possible ap-
plications to x-ray nonlinear spectroscopy and magnetic susceptibilities is developed. Closed ex-
pressions for the linear, quadratic and third-order response functions are derived by solving the
adiabatic Time Dependent Current Density Functional (TDCDFT) equations for the single-electron
density matrix in Liouville space.
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I. INTRODUCTION
Time Dependent Current Density Functional Theory (TDCDFT) offers a computation-
ally tractable framework for computing currents and response functions of many-electron
systems in response to external electric and magnetic perturbations1. The time-dependent
linear paramagnetic susceptibilities are calculated as the linear response of a noninteracting
Kohn-Sham reference system to an effective vector-potential, which consists of the external
field, together with the Hartree and the exchange-correlation contributions1. For the sake
of computing current-related properties, it is natural to consider the effective potential to
be a functional of current and charge density rather than charge density alone, as in stan-
dard Time Dependent Density Functional Theory (TDDFT)2. Another reason for applying
TDCDFT to crystals is connected with the recent argument that there is a one-to-one cor-
respondence between time-varying periodic potentials and the current density but not with
the charge density3. TDCDFT was successfully used for calculating the polarizability of
conjugated polymers4,5. Current density functional theory (CDFT) yields exact response
functions6 to static external potentials and TDCDFT is thus expected to provide reasonable
approximations for time-dependent current properties.
The linear magnetic susceptibility (the response of the current to an external vector-
potential) of the Kohn-Sham non-interacting system has been calculated using the local
current density exchange correlation kernel for the electron gas1. However, computing the
response functions of the interacting system (where the quasiparticle energies cannot be
expressed as differences between Kohn-Sham energy levels), requires the solution of a chain
of integral equations1, whose computational cost rapidly increases with the nonlinear order
of the response. In this letter we compute current response functions by recasting the TD-
CDDT equations in terms of the reduced single electron density matrix for an N electron
system ρ(r, r1, t) =
∑N
n=1 ψn(r, t)ψ
∗
n(r1, t)
7, where ψn(r) are the Kohn-Sham orbitals. Closed
expressions are derived for the linear, quadratic and third-order response functions2,8,9 (the
response of the total polarization current to the external electric field) by solving an eigen-
value equation in Liouville space. The quasiparticle frequencies are not given simply as
differences of Kohn-Sham orbital energies6. Current response functions should also be par-
ticularly suitable for computing the resonant nonlinear response to x-ray fields10. Due to
the short wavelength, the dipole approximation does not generally hold, and x-ray suscepti-
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bilities may be expressed in terms of multitime correlation functions of currents and charge
densities10,11. TDCDFT thus provides a natural direct computational approach for nonlinear
x-ray spectroscopy.
II. TIME DEPENDENT KOHN-SHAM CURRENT-DENSITY FUNCTIONAL
EQUATIONS FOR THE SINGLE ELECTRON DENSITY MATRIX
TDCDFT maps the original system of interacting electrons onto an effective system of
non-interacting electrons subjected to an exchange-correlation scalar and vector potentials1,
constructed to yield the same charge density and current profiles as the interacting system.
The Kohn-Sham TDCDFT equations of motion for the time-dependent density matrix are
i
∂ρ(r, r1, t)
∂t
=
(
Ĥ0KS(r, t)− Ĥ
0∗
KS(r1, t)
)
ρ(r, r1, t)− (j(r, t)A(r, t)− j
∗(r1, t)A
∗(r1, t))
+
(
e2
2mc
A2(r, t)n(r, t)−
e2
2mc
A2∗(r1, t)n
∗(r1, t)
)
; (1)
where e(m) is the electron charge (mass), and we set h¯ = 1. The time-dependent charge
density and paramagnetic electronic current are given by
n(r, t) = ρ(r, r, t); j(r, t) = −
ie
2m
[(∇r1 −∇r)δρ(r, r1, t)]r=r1 . (2)
The observed (physical) current, which enters the continuity equation, is given by
J(r, t) = j(r, t)−
e2
2mc
A(r, t)n(r, t); (3)
Ĥ0KS is the Kohn-Sham Hamiltonian Ĥ
0
KS(r, t) ≡ Ĥ
0
KS[n(r, t), j(r, t)]. The remaining terms
in Eq. (1) represent the coupling to an external vector-potential.
Ĥ0KS[n(r, t), j(r, t)] = −
1
2m
∇2
r
+ UKS(r, t), (4)
where the potential UKS(r, t) = UKS[n(r, t), j(r, t)] is
UKS(r, t) = −
e
c
∇rAxc(r, t)−
e
c
Axc(r, t)∇r + U
0
KS(r, t) + U0(r). (5)
The exchange-correlation vector potential Axc[n(r, t), j(r, t)] and the Kohn-Sham scalar
external potential U0KS[n(r, t), j(r, t)] are functionals of both the charge density and the
current1. The scalar potential is given by:
U0KS(r, t) =
∫
dr1
n(r1, t)e
2
|r− r1|
+ Uxc(r, t); (6)
3
U0(r) is the field created by nuclei and Uxc[n(r, t), j(r, t)](r) is the exchange-correlation po-
tential in the adiabatic approximation. The time-dependent external potential is Uext(r, t) =
U0(r) at time t ≤ t0 and Uext(r, t) = U0(r) + U1(r, t) for t > t0. Axc adds a magnetic field
induced by the exchange-correlation interaction between electrons. Note that unlike the
paramagnetic canonical current, J is gauge invariant1.
The stationary solution of Eq. (1) gives the ground state single electron density matrix
ρ¯(r, r1) which carries no current. We then set ρ(r, r1, t) ≡ ρ¯(r, r1) + δρ(r, r1, t) where
δρ represents the changes induced by U1(r, t). Its diagonal elements δn(r) = δρ(r, r, t)
give the changes in charge density, whereas the off-diagonal elements represent the changes
in electronic coherences between two points. The physical current may be obtained by
expanding δρ in powers of the external vector potential A(r, t): δρ = δρ1 + δρ2 + ... and
solving Eqs. (1) and (2) self-consistently for δρ order by order. To that end we first recast
UKS[n(r, t), j(r, t)] as a functional of the paramagnetic current j(r, t) alone. This is done
by substituting the total current J(r, t) (Eq. (3)) into the continuity relation between the
charge density and the total current
δn(r, t) = −
1
e
∫ t
0
∇rJ(r, τ)dτ. (7)
Solving Eq. (7) self-consistently for the charge density n(r, t) in terms of the paramagnetic
current j(r, t), and substituting it in UKS[n(r, t), j(r, t)] eliminates the explicit dependence
on the charge density. Expanding UKS around ρ¯ to second order in j, we obtain
UKS[j(r, t)](r) = U
0
KS[ρ¯](r) +
∫
dr1
(
e2
|r− r1|
+ f˜xc[ρ¯](r, r1)
)
j(r1, t)
+
∫
dr1
∫
dr2g˜xc[ρ¯](r, r1, r2)j(r1, t)j(r2, t); (8)
where f˜xc[ρ¯](r, r1) and g˜xc[ρ¯](r, r1, r2) are the first and the second order adiabatic exchange-
correlation kernels. We have made the commonly used adiabatic approximation where we
assume that the kernels are time-independent.
III. QUASIPARTICLE REPRESENTATION OF X-RAY NONLINEAR RE-
SPONSE FUNCTIONS
We next separate δρ into an electron-hole, interband, (ξ) and intraband (T ) components
δρ(r, r1, t) = ξ(r, r1, t) + T (ξ(r, r1, t)). It follows from the idempotent property of ρ, that
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T is uniquely determined by ξ8. The matrix elements of ξ, unlike those of δρ, constitute
independent variables, that can be used to construct a quasiparticle representation.
The quasiparticle spectrum is obtained by solving the linearized Kohn-Sham eigenvalue
equation
Lξα(r, r1) = Ωαξα(r, r1), (9)
where
Lξα(r, r1) = −
(∇2
r
−∇2
r1
)ξα(r, r1)
2m
+ ρ¯(r, r1)
(∫
dr1
∫
dr2f
′
xc[ρ¯](r, r1, r2)ξα(r1, r2)
)
− ρ¯∗(r1, r)
(∫
dr
∫
dr2f
′∗
xc[ρ¯](r1, r, r2)ξα(r2, r)
)
, (10)
f ′xc[ρ¯](r, r1, r2) = f˜xc
′
[ρ¯](r, r1)δ(r1 − r2)vˆ(r1, r2), (11)
and vˆ is the velocity operator
vˆ(r, r1) = −
i
2m
(∇r1 −∇r). (12)
The quasiparticle modes ξα come in pairs α = ±1,±2, . . . with Ω−α ≡ Ωα. Their or-
thonormality and algebraic properties make it possible to expand an arbitrary interband
matrix8 in the form
ξ(r, r1, t) =
∑
α
ξα(r, r1)zα(t), (13)
where zα(t) = 〈ξ
†
α|ξ(t)〉, where the scalar product of any two interband matrices ξ and η is
defined by9
〈ξ|η〉 ≡
∫
dr
∫
dr′ρ¯[ξ†, η](r, r′)δ(r− r′). (14)
The bra (ket) notation underscores the similarity with Dirac’s Hilbert space notation.
z−α(t) = z
∗
α(t) constitute complex oscillator amplitudes. We shall denote their perturbative
expansion in the external vector-potential A(r, t) by z(1)α , z
(2)
α · · ·.
The paramagnetic current is calculated by taking the expectation value of the velocity
vˆ(r, r1) with respect to the time-dependent density matrix
j(r, t) =
∑
α
jα(r)zα(t) +
1
2
∑
αβ
jαβ(r)zα(t)zβ(t) +
+
1
3
∑
αβγ
jα,βγ(r, r
′)zα(t)zβ(t)zγ(t), (15)
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where (α, β, γ = ±1,±2, . . .) and we only retained terms that contribute to the second order
response. Here
jα(r) = −
ie
2m
∫
dr1 [δ(r− r1)(∇r1 −∇r)ξα(r, r1)] , (16)
jαβ(r) = −
ie
2m
∫
dr1
[
δ(r− r1)(∇r1 −∇r)
∫
dr2 ((δ(r2 − r)
− 2n¯(r, r2))
∫
dr3(ξα(r2, r3)ξβ(r3, r1) + ξβ(r2, r3)ξα(r3, r1))
)]
, (17)
jαβγ(r) =
ie
2m
∫
dr1
[
δ(r− r1)(∇r1 −∇r)
∫
dr2 (ξα(r, r2)∫
dr3(ξα(r2, r3)ξβ(r3, r1) + ξβ(r2, r3)ξα(r3, r1))
)]
. (18)
The collective electronic oscillator (CEO) expansion for the charge density n(r, t) is given
by9
δn(r, t) =
∑
α
nα(r)zα(t) +
1
2
∑
αβ
nαβ(r)zα(t)zβ(t)
+
1
3
∑
αβγ
nα,βγ(r)zα(t)zβ(t)zγ(t),
α, β, γ = ±1,±2, . . . (19)
The coefficients of this expansion are given by Eqs. (29)- (31) in Ref.9.
The equations of motion for ξ can be obtained from Eq. (1) by expressing the density
matrix in terms of ξ and T (ξ)9. Equations of motions for z(1)(t) are derived in terms of
A(r, t) and j(r) by substituting the mode expansion of ξ into these equations. Substituting
the solution z(1)(t) into Eq.(15), gives
j
(1)
λs
(r, t) =
∫ t
−∞
dτ
∫
dr1
∑
µ=x,y,z
χ˜
(1)
λ1λs
(t, τ, r, r1)Aλ1(r1, τ), (20)
where χ˜(1) is the linear paramagnetic susceptibility, and λs, λ1 are Cartesian tensor compo-
nents.
We further introduce the observed susceptibility χ
(1)
λµ (t, τ, r, r1) defined by replacing the
paramagnetic current j(r, t) with the physical current J(r, t) in Eq. (20). Substituting
j(1)(r, t) from Eq. (3) into Eq. (20), we obtain
χ
(1)
λµ(t, τ, r, r1) = χ˜
(1)
λµ(t, τ, r, r1)−
1
mc
n¯(r1)δ(r1 − r)δ(τ − t)δλµ. (21)
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We next derive equations of motions for z(1)(t) in terms of A(r, t) and jα(r), by substituting
the CEO expansion of ξ from Eq. (13) into the equation of motion for ξ, which can be
obtained from Eq. (1) by expansion of the density matrix on ξ and T (ξ)9. Solving these
equations we substitute z(1)(t) into Eq.(15).
χ˜
(1)
λµ (ω, r, r1) =
∑
α=1,2,...
2Ωαjαλ(r)jαµ(r1)
Ω2α − ω
2
. (22)
Optical with x-ray signals are most conveniently expressed using response functions which
connect the polarization with the electric field. For example, the linear response function
σ
(1)
λ1λs
(t, τ, r, r1) to first order in the external field E(r, t) is defined as:
P
(1)
λs
(r, t) =
∫ t
−∞
dτ
∫
dr1
∑
µ=x,y,z
σ
(1)
λ1λs
(t, τ, r, r1)Eλ1(r1, τ), (23)
where P(r, t) is the total polarization11. σ(1)(t, τ, r, r1) can be obtained from Eq. (20) by
noting that j is connected to J through Eq. (3); J is connected to P through11 P(r, t) =∫ t
−∞ dτJ(r, τ) and A(r, ω) = −icE(r, ω)/ω. Using these relations we obtain
11
σ(n)(ω, r, rn, . . . , r1, ωn, . . . , ω1) =
i1−n
ω1ω2 . . . ωnω
χ(n)(ω, r, rn, . . . , r1, ωn, . . . , ω1), (24)
this gives for the linear response
σ
(1)
λ1λs
(ω, r, r1) =
1
ω2
χ
(1)
λ1λs
(ω = ω1, r, r1)
=
1
ω2
2pi
 ∑
α=±1,±2,...
2Ωαj
λs
α (r)j
λ1
α (r1)
Ω2α − ω
2
−
e2
2mc
n¯(r1)δ(r1 − r)δλsλ1
 , (25)
where the first term in the bracket is χ˜
(1)
λsλ1
(ω, r, r1), and n¯(r) is the ground state charge
density. Eq. (25) provides a microscopic algorithm for computing the Kubo formula12; all
quantities are obtained from the quasiparticle modes.
To calculate the second order response function σ(2)
P
(2)
λs
(r, t) =
1
2
∫ t
−∞
dτ1
∫ t
−∞
dτ2
∫
dr1
∫
dr2Eλ1(r1, τ1)Eλ2(r2, τ2)
σ
(2)
λ1λ2λs
(t, τ1, τ2, r, r1, r2), (26)
we introduce the second-order exchange-correlation kernel gxc, obtained by expanding the
exchange correlation potential UKS[j(r, t)](r) to the second order by δj (Eq. (8))
gxc[n¯](r, r1, r2, r
′
2, r4) = g˜xc[n¯](r, r1, r3)δ(r1 − r2)δ(r
′
2 − r4)vˆ(r1, r2)vˆ(r
′
2, r4). (27)
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Repeating the procedure used for σ(1) to the next order we obtain the second order param-
agnetic susceptibility
χ˜
(2)
λ1λ2λs
(ω1, ω2, r, r1, r2) = −2
∑
αλsβγ
Vg(−αβγ)(r, r1, r2)j
λs
α (r)j
λ1
−β(r1)j
λ2
−γ(r2)sαsβ
(Ωα − ω1 − ω2)(Ωβ − ω1)(Ωγ − ω2)
+
∑
αβ
jλs−αβ(r)j
λ1
α (r1)j
λ2
−β(r2)sαsβ
(Ωα − ω1 − ω2)(Ωβ − ω1)
+
∑
αβ
jλs−αβ(r)j
λ1
α (r1)j
λ2
−β(r2)sαsβ
(Ωα − ω1 − ω2)(Ωβ − ω2)
+
∑
αβ
jλsαβ(r)j
λ1
α (r1)j
λ2
−β(r2)sαsβ
(sαΩα − ω1)(sβΩβ − ω2)
, α, β, γ = ±1,±2, . . . , (28)
where sα ≡ sign(α). Vg(−αβγ) is obtained by substituting the exchange-correlation kernels
fxc from Eq. (11) and gxc into the expression for Vg(−αβγ) given in Ref.
9.
Similar to the linear response function, the second-order response function is finally ob-
tained by expanding of the charge density n(r, t) in the modes (Eq. (19)):
σ
(2)
λ1λ2λs
(ω1, ω2, r, r1, r2) = −
i
ω1ω2(ω1 + ω2)
2pi
[
χ˜
(2)
λsλ1λ2
(ω1, ω2, r, r1, r2)
−
e2
2mc
(∑
α
2Ωαj
λs
α (r)nα(r1)
Ω2α − (ω1 + ω2)
2
δ(r2 − r1)δλ2λ1
+
∑
α
2Ωαnα(r)j
λ1
α (r1)
Ω2α − (ω1 + ω2)
2
δ(r− r2)δλ2λs
)]
. (29)
Higher response functions can be computed similarly9. The third-order response function is
given in Appendix A.
IV. DISCUSSION
To get the high-order paramagnetic susceptibilities in the standard Hilbert space TD-
DCDT approach one needs to solve self-consistently a chain of integral equations for each
order1. The linear paramagnetic susceptibility in the standard Hilbert space TDDCDT ap-
proach is given by Eqs. (8)- (9) in Ref.1. In contrast, the closed expressions for the linear
(Eq. (22)), second-order (Eq. (28)) and the third-order (Eq. (A12)) susceptibilities derived
in this paper use the CEO representation in Liouville space.
Correlation-function expressions for the linear, second-order and third-order x-ray re-
sponse functions were derived in Eqs.(B1),(B2),(B3a)- (B3d) in Ref.11. Eqs. (25), (29)
and (A1) express these TDCDFT response functions in the CEO representation, and pro-
vide a computational scheme for nonlinear x-ray response functions.
8
TDDFT exchange-correlation functionals are better developed and more widely used
than their TDCDFT counterparts. TDDFT currents can be obtained by simply modifying
Eqs. (11) by setting vˆ = 1, and using the TDDFT exchange-correlation kernels2,9 where the
scalar exchange-correlation potential depends only on charge density.
Finally we note that this work can be extended to include non-adiabatic exchange-
correlation potentials, as outlined recently for the linear response13. In general, the exchange-
correlation potential and exchange-correlation kernels are time-dependent14. This time de-
pendence has been neglected within the adiabatic approximation used here. If we relax this
approximation, the eigenvalue equation for the Liouville superoperator L, Eq. (9), should
be replaced by13
L(Ωα)ξα(r, r
′) = Ωαξα(r, r
′). (30)
Methods for solving Eq.(30) using the frequency-dependent functional of Gross and Kohn14
were described in13.
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APPENDIX A: THE THIRD-ORDER RESPONSE
For the third-order response function we obtain
σ
(3)
λ1λ2λ3λs
(ω1, ω2, ω3, r, r1, r2, r3) = −
1
ω1ω2ω3(ω1 + ω2 + ω3)
2pi[
χ˜
(3)
λ1λ2λ3λs
(ω1, ω2, ω3, r, r1, r2, r3)
+
e2
2mc
(
F [jλs(r)n(r3)j
λ1(r1)]δ(r2 − r3)δλ2λ3 + F [j
λs(r)n(r3)j
λ1(r1)]δ(r2 − r3)δλ2λ3
+ F [n(r)jλ2(r3)j
λ1(r1)]δ(r− r3)δλ2λ1δλ3λs
)
+
(
e2
2mc
)2
R(1)(ω1 + ω2 + ω3, r, r2)δ(r− r3)δ(r2 − r1)δλ3λsδλ2λ1
 , (A1)
where R(1)(ω1 + ω2 + ω3, r, r2) is the linear density-density response given by Eq. (46) in
Ref.9; χ˜
(3)
λ1λ2λ3λs
(ω1, ω2, ω3, r, r1, r2, r3) is the third-order paramagnetic susceptibility given
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by the r.h.s. of Eqs. (C23)- (C31) in Ref.9 by replacing ρ by j:
χ˜
(3)
λ1λ2λ3λs
(ω1, ω2, ω3, r, r
′, r′′, r′′′) =
perm∑
ω1ω2ω3
(
χ˜
(3)
I + χ˜
(3)
II + χ˜
(3)
III + . . . χ˜
(3)
V III
)
, (A2)
where
χ˜
(3)
I =
∑
αβγ
jλs−αβ(r)j
λ1
−βγ(r
′)jλ2α (r
′′)jλ3−γ(r
′′′)sαsβsγ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω2 − ω3)(Ωγ − ω3)
, (A3)
χ˜
(3)
II =
∑
αβγδ
jλs−αβ(r)Vg(−βγδ)j
λ1
α (r
′)jλ2−γ(r
′′)jλ3−δ(r
′′′)sαsβsγsδ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω2 − ω3)(Ωγ − ω2)(Ωδ − ω3)
, (A4)
χ˜
(3)
III =
∑
αβγ
jλs−αβγ(r)j
λ1
α (r
′)jλ2−β(r
′′)jλ3−γ(r
′′′)sαsβsγ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω2 − ω3)(Ωγ − ω3)
, (A5)
χ˜
(3)
IV =
∑
αβγδ
2Vg(−αβγ)j
λs
−γδ(r)j
λ1
α (r
′)jλ2−β(r
′′)jλ3−δ(r
′′′)sαsβsγsδ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω1)(Ωγ − ω2 − ω3)(Ωδ − ω3)
, (A6)
χ˜
(3)
V =∑
αβγδη
2Vg(−αβγ)Vg(−γδη)j
λs
α (r)j
λ1
−β(r
′)jλ2−δ(r
′′)jλ3−η(r
′′′)sαsβsγsδsη
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω1)(Ωγ − ω2 − ω3)(Ωδ − ω2)(Ωη − ω3)
(A7)
χ˜
(3)
V I =
∑
αβγδ
Vh(−αβγδ)j
λs
α (r)j
λ1
−β(r
′)jλ2−γ(r
′′)jλ3−δ(r
′′′)sαsβsγsδ
(Ωα − ω1 − ω2 − ω3)(Ωβ − ω1)(Ωγ − ω2)(Ωδ − ω3)
, (A8)
χ˜
(3)
V II =
∑
αβγ
jλsαβ(r)j
λ1
−βγ(r
′)jλ2−α(r
′′)jλ3−γ(r
′′′)sαsβsγ
(Ωα − ω1)(Ωβ − ω2 − ω3)(Ωγ − ω3)
, (A9)
χ˜
(3)
V III =
∑
αβγδ
jλsαβ(r)Vg(−βγδ)j
λ1
−α(r
′)jλ2−γ(r
′′)jλ3−δ(r
′′′)sαsβsγsδ
(Ωα − ω1)(Ωβ − ω2 − ω3)(Ωγ − ω2)(Ωδ − ω3)
. (A10)
Here ν = α, β, γ, δ, η = ±1,±2, . . . and Ων is positive (negative) for all ν > 0 (ν < 0)
according to the convention Ω−ν = −Ων .
F [jλs(r)n(r3)j
λ1(r1)] is determined by the r.h.s. of Eq. (29) by replacing j
λ1(r1) by n(r3):
F [jλs(r)n(r3)j
λ1(r1)] = −
i
ω1ω2(ω1 + ω2)
2pi
[
χˆ
(2)
λsλ1λ2
(ω1, ω2, r, r1, r3)
−
e2
2mc
(∑
α
2Ωαj
λs
α (r)nα(r1)
Ω2α − (ω1 + ω2)
2
δ(r3 − r1)δλ2λ1
+
∑
α
2Ωαnα(r)n(r3)
Ω2α − (ω1 + ω2)
2
δ(r− r3)δλ2λs
)]
, (A11)
where
χˆ
(2)
λ1λ2λs
(ω1, ω2, r, r1, r3) = −2
∑
αλsβγ
Vg(−αβγ)(r, r1, r3)j
λs
α (r)n−β(r3)j
λ1
−γ(r1)sαsβ
(Ωα − ω1 − ω2)(Ωβ − ω1)(Ωγ − ω2)
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+
∑
αβ
jλs−αβ(r)nα(r3)j
λ1
−β(r1)sαsβ
(Ωα − ω1 − ω2)(Ωβ − ω1)
+
∑
αβ
jλs−αβ(r)nα(r3)j
λ1
−β(r1)sαsβ
(Ωα − ω1 − ω2)(Ωβ − ω2)
+
∑
αβ
jλsαβ(r)nα(r3)j
λ1
−β(r1)sαsβ
(sαΩα − ω1)(sβΩβ − ω2)
, α, β, γ = ±1,±2, . . . , (A12)
where sα ≡ sign(α).
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