Abstract. We consider the Schrödinger operator −∆ + q in domains of the form R = {x ∈ R n : 0 ≤ x i ≤ a i , i = 1, .., n} with either Dirichlet or Neumann boundary conditions on the faces of R, and study the constraints on q imposed by fixing the spectrum of −∆ + q with these boundary conditions. We present the case n = 2 with Dirichlet conditions before considering the general case. §1. Introduction
§1. Introduction
We consider the Dirichlet problem for the Schrödinger operator, H = −∆+ q(x), in the rectangle R = {(x 1 , x 2 ) : 0 ≤ x 1 ≤ a, 0 ≤ x 2 ≤ b}, and denote the spectrum of H with the Dirichlet boundary condition on ∂R by
For the inverse spectral problem there is no loss of generality in assuming that R qdx = 0, since R qdx can be recovered from the asymptotic expansion of the trace of exp(−tH) as t → 0 (see Section 6). We take R and {µ j } ∞ j=1 as given, and study what constraints these data put on q.
For the results obtained here we need to extend q to an even periodic potential on R 2 : we extend q to Q on R 2 by defining Q(−x 1 , x 2 ) = q(x 1 , x 2 ) for x ∈ R, Q(x 1 , −x 2 ) = Q(x 1 , x 2 ) for |x 1 | ≤ a, 0 ≤ x 2 ≤ b, and Q(x 1 + 2ma, x 2 + 2nb) = Q(x 1 , x 2 ) for |x 1 | ≤ a, |x 2 | ≤ b, and (m, n) ∈ Z 2 .
Thus Q is periodic with respect to the lattice L = {(2ma, 2mb), m, n ∈ Z}. To L we associate the dual lattice
and expand Q in a Fourier series
Let S denote the set of elements of S which are maximal in the sense that {δ ·d, d ∈ L} = Z. Note that Q −δ (s) = Q δ (−s) which gives rise to the factor 1/2 in these formulas.
As in [ERT1] we call Q δ a "directional potential". Since Q(x) = Q(−x), we have Q δ (s) = Q δ (−s). The directional potentials corresponding to coordinate directions, i.e. δ 1 = (1/(2a), 0) and δ 2 = (0, 1/(2b)), have a special role in these results, and we denote them by q 1 (x 1 ) and q 2 (x 2 ). The main result of the first part of this article is:
Theorem 1.1. Assume that −∆ + q and −∆ +q have the same Dirichlet spectrum on R. If a 2 /b 2 is irrational and the extensions Q andQ of q andq described above are real-analytic on R 2 , then a) for any δ ∈ S with no zero components the operators The proof of Theorem 1.1 is given in Sections 2, 3 and 4. It is an extension of the proof of the analogous result, [ERT1, Theorems 6.1 and 6.2], for periodic boundary conditions. The new ingredients in the proof are in the analysis of the trace of the fundamental solution of the wave equation in R with the potential q. The Dirichlet trace is significantly different from the trace for periodic boundary conditions, but the new terms in the Dirichlet trace "telescope" in a way which simplifies their contribution to the singularities of the trace. A striking difference here in relation to [ERT1] is the rigidity of the directional potentials Q δ for δ in the "oblique directions" of case a) in Theorem 1.1. Since Q δ is even, the isospectral set for −|δ| 2 d 2 /ds 2 +Q δ (s) with periodic boundary conditions on [0, 1] is either finite or a Cantor set, depending on whether a finite or an infinite number of "gaps" in the spectrum are open (see [GT] ). In [ERT2] we showed that, under the assumptions in Theorem 1.1, further analysis of the heat trace associated with this problem reduced the set of isospectral potentials for −∆ + q with periodic boundary conditions to just q(x) and q(−x) for many choices of q. We plan to investigate the applicability of that analysis to the Dirichlet problem in future work.
The second result in this article does not require the analyticity of the extended potential Q: Theorem 1.2. Suppose that q andq have the same Dirichlet spectrum on R, and their extensions Q andQ are sufficiently smooth in R 2 . Then, if q(x) = q 1 (x 1 ) + q 2 (x 2 ), there are smooth potentialsq 1 andq 2 such thatq(x) =q 1 (x 1 ) +q 2 (x 2 ).
Like the proof of Theorem 1.1 the proof of Theorem 1.2 is based on the corresponding result, Theorem 4.1, in [ERT1] . Theorem 1.2 holds with no restriction on L. The authors and E. Trubowitz proved a version of Theorem 1.2 in 1981, using the approximate eigenfunction construction in [ERT1, Section 3(b) ]. We still plan to return to approximate eigenfunctions in future work. Theorem 1.1 generalizes to rectangular domains in R n with arbitrary assignment of Dirichlet and Neumann boundary conditions on their faces. This generalization is given in Section 5. We could have used this level of generality from the outset, but, since all the essential features of the argument arise in dimension two, we thought the paper would be easier to read if we presented the dimension two Dirichlet case first. This made it possible to present the general case concisely in Section 5. In sections 6 and 7 we study the singularities and the asymptotics of the wave trace.
There is an extensive literature on multi-dimensional inverse spectral problems, and we have included a sampling in the references. In the setting of inverse spectral problems for −∆ + q on given domains, the literature includes Guillemin-Kazdan [GuK] , Guillemin [Gu] , Gordon-Kappeler [GK] and, recently, Gordon-Schüth [GS] . §2. Fundamental Solutions, Traces and Cancellations
In this section it suffices to assume that q extends to a sufficiently smooth Q ∈ R 2 . Let E(t, x, y) be the fundamental solution for the initial value problem
It follows from the properties of the wave front sets of solutions of the wave equation (see, for example, [Hö] ) that E(t, x, y) is an even distribution in t on R,depending smoothly on x and y. Here and elsewhere we follow the convention of writing distributions as functions, because we think it makes the manipulations easy to follow. Using the lattice L from Section 1, the fundamental solution for (1) in R with Dirichlet boundary conditions on ∂R can be written
(2) This construction is just the "Method of Reflection". To check it, note first that for (x, y) ∈ R × R the sum is finite by finite speed of propagation for the wave equation. If x 1 = 0 or x 2 = 0 each term in the sum vanishes. If x 1 = a, then ±E(t, 2ma + a, 2nb ± x 2 , y) cancels ∓E(t, 2(m + 1)a − a, 2nb ± x 2 , y), and the analogous cancelations occur for x 2 = b. Since E(0, x, y) = δ(x − y), all terms in the sum with d = 0 vanish for (x, y) in the interior of R × R, and we have D(0, x, y) = δ(x − y) and ∂ t D(0, x, y) = 0. The symmetries of Q imply that all terms
Note that D(t, x, y) like E(t, x, y) is a distribution in t on R depending smoothly on x and y, since each of the terms in (2) has this property, and only finitely many of these terms are nonzero when t lies in a bounded interval. Therefore the trace T r(D(t)) = R D(t, x, x)dx exists as a distribution in t on R. Note that
, is the kernel of a trace class operator on L 2 (R). Therefore we have the identity
or more concisely in the sense of distributions on R
cos(
To exploit some symmetries it is convenient to use the rectangle
The symmetries of E(t, x, y) corresponding to the symmetries of Q(x) imply that
¿From (3) and (4) one sees that the spectrum of H on R determines R0 D(t, x, x)dx. Expanding this using (2), we have
There are cancellations in e −+ (t), e +− (t) and e −− (t) which reduce them to sums of fewer terms. We will derive this reduction for e −− (t); the reductions for e +− (t) and e −+ (t) are essentially corollaries of that case. Since the periodicity of Q implies
Since E(t, x, y) = 0 when |x − y| > |t|,
when |(−4ma, d 2 ) − 2x| > |t| for |x 2 | ≤ b and x 1 ≥ −a. Thus, for any R there is an M (R) such that (7) holds for m > M (R) when |t| < R. Thus, writing
and we have the following telescoping sum formula
where to get the last equality we replace x 1 by −a+x 1 in the first integral and x 1 by −2a+x 1 in the second integral and use the periodicity
If one begins with
and uses (6), the same reasoning leads to
where to get the last equality we change x 1 to a + x 1 in the first integral, change x 1 to x 1 + 2a in the second integral and use the periodicity in the second integral.
Combining (8) and (9), we have
Now we can apply the same reasoning in the second variable. That gives
For e −+ (t) and e +− (t) there are only cancellations in the sums in the first and second components of the lattice vectors respectively, resulting in the formulas
and
Since E(t, x, y) = 0 when |x − y| > t the integrals over R 1 and R 2 in (11), (12), (13) can be written with finite limits of integration. For example
Analogous formulas hold for other terms in (11), (12), (13). Moreover, for each term in T r(D(t)) there is a t c such that domain of dependence considerations, i.e. E(t, x, y) = 0 for |t| > |x − y|, imply that the term vanishes for |t| < t c . In the next section we will see that these terms are real-analytic in t when |t| > t c .
We can rewrite T r(D(t)) in a form which has a geometric interpretation. We will write
where D mn (t) will correspond to the lattice point (2ma, 2nb) ∈ L and have
Note that these terms appear in the wave trace in the case of periodic boundary conditions in R 0 .
When n = 0, but m = 0, we set
As t ↓ t c , the domain of integration in the second and third integrals in D m0 (t) shrinks to {|x 1 | ≤ a, x 2 = 0}. Since these limiting cases correspond to the integration of E(t, x, y) over {x = y + (2ma, 0), |y 1 | ≤ a, y 2 = 0} and {x = y + (2ma, 0), |y 1 | ≤ a, y 2 = b} respectively, we will associate the second integral with the side {0 < x 1 < a, x 2 = 0} of the original rectangle R, and the third with the side {0 < x 1 < a, x 2 = b}. The first integral is paired with the interior of R. When m = 0, but n = 0, we set
and we pair the first in integral with the interior of R, the second integral with the side {0 < x 2 < b, x 2 = 0} and the third with the side {0 < x 2 < b, x 1 = a} Finally, when m = n = 0 the term D 00 consists of the remaining terms in T r(D(t)): the integral R0 E(t, x, x)dx from e ++ paired with the interior R, four integrals from e +− and e −+ with m = 0 and n = 0 respectively, paired with the sides of R, and the four integrals from e −− in (11) which we pair with vertices (0,0), (a, 0), (0, b) and (a, b) of R. In this way we set up a one-to-one correspondence between the terms in D mn (t) and the k-simplices in R and ∂R corresponding to the zero components of (m, n), with k = 2, k = 2, 1 or k = 2, 1, 0 depending on the number of zero components. This correspondence generalizes to higher dimensions (see Section 5). §3.
Consequences of analyticity
In this section we draw conclusions from the analyticity of the terms in the sums e ++ (t), e +− (t), e −+ (t) and e −− (t). In [ER1] we showed that the terms
dx from e ++ (t) were real analytic for |t| > |d| by appealing to results on analytic wave front sets. One can also prove the results we need on the other terms in the trace using analytic wave front sets. However, in this paper we will use a more classical approach due to Hadamard [H] in the form presented by Hörmander in [Hö] .
Let E + (t, x, y) be the forward fundamental solution for the wave equation, i.e. the solution of (
Then E + can be written as
where
−1 s a for s > 0 and X a + (s) = 0 for s < 0. One defines it for all a by analytic continuation in a; in particular, X
The normalization of e 0 (t, |x − y|) is chosen so that (∂ 2 t − ∆)e ν = νe ν−1 for ν > 0 , and e 0 (t, |x − y|) is the forward fundamental solution when Q = 0. The coefficients a ν are determined by the recursion
Starting with a 0 (x, y) = 1 and using (15) repeatedly, one completes the construction of E 0 . The coefficients a 1 and a 2 are given by
For general Q the sum in (14) is a singularity expansion: if one truncates the sum, then the difference of the fundamental solution and the truncation is more regular than the last term in the truncation. However, when Q is real-analytic one sees immediately that the a ν 's are real-analytic. Moreover, one can estimate their derivatives well enough to show that, when n is even,
is real-analytic. Hence for n even
is interpreted in distribution sense as above. When n is odd, one keeps the first (n − 1)/2 terms in (14) and combines the remaining terms as in (18). Let E − (t, x, y) = −E + (−t, x, y) and let E 0 (t, x, y) be the odd extension of E + (t, x, y), i.e. E 0 (t, x, y) = E + (t, x, y) − E − (t, x, y). Note that E 0 (t, x, y) is the solution of (
is the fundamental solution for the initial value problem in (2).
Consider the expression (11). Assuming t > 0 and making change of variables x = ty in each integral in (11), we obtain
for t > 0. Thus e −− (t) is real-analytic for t > 0. The same reasoning with the substitution x 1 = √ t 2 − 4n 2 b 2 y 1 shows that the n-th term in the summation for e −+ (t) in (12) is real-analytic for t > |2nb|, and with the substitution for x 2 = √ t 2 − 4n 2 a 2 y 2 it shows that the n-th term in the summation for e +− (t) in (13) is real-analytic for t > |2na|. Since solutions of the wave equation propagate at unit speed, these terms are zero for 0 ≤ t < |2nb| and 0 ≤ t < |2na| respectively. One can also use this argument to show that R0 E(t, d + x, x)dx is real-analytic for t > |d| and zero for 0 ≤ t < |d|, as was shown in [ERT1] using analytic wave front sets.
Therefore D 00 (t) is real-analytic for |t| > 0, D mn (t) is equal to zero when |t| < |d|, D mn (t) is real-analytic when |t| > |d| where d = (2ma, 2nb) = (0, 0). Now we can use the analyticity results from the preceding paragraphs as in [ERT1] to find additional spectral invariants. We use the irrationality of a 2 /b 2 to conclude that |d
We also assume for definiteness that a < b. Now we can recover individual terms D mn (t) in T r D(t) as follows.
All terms in T r D(t) except D 00 (t) are zero for 0 < t < 2a by domain of dependence. So from D(t) with t near zero we recover D 00 , and T r D(t) minus D 00 (t) is known for t > 0 by analyticity. Continuing to reason in this way, new terms appear in the expansion of T r D(t) at t = |d| for each value of |d|. Since these terms are analytic for t > |d|, they are determined by the spectrum for all t > |d|. When both components of d are nonzero, the only terms come from e ++ (t), and we conclude that for
is a spectral invariant. However, the symmetry
and making the change of variables
Since we also have the symmetry Q(x 1 , −x 2 ) = Q(x 1 , x 2 ), the same argument applies in the variable x 2 . Thus the contribution from e ++ (t) simplifies to
we get additional contributions from e +− and e −+ respectively. This gives the spectral invariants
for d 1 = 2ma = 0, and
for d 2 = 2nb = 0. In (20) and (21) we again made use of the observation that changing
Let D mn (t) be the wave trace spectral invariant from (19). Then
where G(t, x, y) is the fundamental solution for the initial value problem
Theorem 5.1 in [ERT1] gives the asymptotic behavior of G(t, x + N d + e, y) for d, e ∈ L as N → ∞. To describe this we need the "reduced potentials" q d (x) = 1 0 Q(x + sd)ds and the associated fundamental solutions G d (t, x, y) for the initial value problems
where x ′ − y ′ denotes the component of x− y perpendicular to d and C is uniform in x and y on bounded intervals t ∈ [0, T ]. In [ERT1] the estimate (22) is only stated for specific choices of x and y, but the estimate for general x and y is proven.
The structure of G d makes (22) useful. Since Q(x + e) = Q(x) for e ∈ L, q d inherits this property, and in addition q d is constant in the direction d, q d (x + sd) = q d (x) for s ∈ R. It follows that G d is the product of a free heat kernel and a heat kernel determined by q d , i.e.
Letting z denote signed distance from the origin on the line d · x = 0, H d (t, z, w) is the fundamental solution for the initial value problem for (22) and letting N go to infinity, it follows from (19) that for e, d ∈ L with
and e ∈ L. Hence the invariants in (19) determine
for each e ∈ L and d ∈ L with d 1 d 2 = 0, and the Dirichlet spectrum for
This sum is the heat trace, exp(−λ n t), for −∆ + q d (x) on R 0 with the periodic boundary condition, u(x + e) = u(x), e ∈ L. Thus the Dirichlet spectrum for −∆ + q(x) on R determines the periodic spectrum for
If we choose δ ∈ L * such that δ · d = 0 and {δ · e, e ∈ L} = Z, then we can write the Fourier expansion of q d in the form
In §3(a) of [ERT] we showed that the periodic spectrum for −∆ + q d (x) on R 0 determines the periodic spectrum for −|δ| 2 d 2 /ds 2 + v(s) on [0, 1] -and vice versa. Note further that Q(x) = Q(−x) and
. Hence a k = a −k and v(s) = v(−s). The set of even potentials on [0, 1] with the same periodic spectrum is either finite or a Cantor set (see [GT] ). Thus, if −∆ + q and −∆ +q have the same Dirichlet spectrum on R, for d 1 d 2 = 0 the reduced potentialq d must belong to the Cantor set determined by q d .
The derivation of (25) 
where H is the fundmental solution for the initial value problem
As in (19) the Dirichlet spectrum for −∆ + q on R determines R0 G d (t, (0, e 2 ) +
x, x)dx for e 2 = 0, and hence it determines b −b H(t, x 2 + e 2 , x 2 )dx 2 for e 2 = 0.
Applying the asymptotic argument that lead to (25) to (20) with e = 0, we conclude that the Dirichlet spectrum on R also determines
and hence it determines
Combining these two results, the Dirichlet spectrum on R determines
The arguments of Section 2 applied to the Dirichlet problem on [0, b] show that (26) is the heat trace for the Dirichlet problem for
In other words the Dirichlet spectrum for −∆+q on R determines the Dirichlet spectrum for 0) . Analogously, the Dirichlet spectrum for −∆ + q on R determines the Dirichlet spectrum for
More General Boundary Conditions and Higher Dimensions
The results of the preceding sections generalize to regions R = {x ∈ R n : 0 ≤ x i ≤ a i , i = 0, .., n} with either Dirichlet or Neumann boundary conditions on each face of ∂R. The arguments used earlier extend to this case, because (a) the "Method of Reflection" can be used to construct fundamental solutions, and (b) essential features of these fundamental solutions remain unchanged in the more general setting. We explain these points in what follows.
In one space dimension one can check directly that the fundamental solutions for u tt = u xx − q(x)u, u(0, x) = f (x), u t (0, x) = 0, on the interval [0, a] with Dirichlet or Neumann conditions on x = 0 and x = a can be expressed in terms of the fundamendal solution, E(t, x, y), for the initial value problem u tt = u xx − Q(x)u, u(0, x) = f (x), u t (0, x) = 0, on the line, where Q is the extension of q to R as before, Q(x) = q(−x) for −a ≤ x ≤ 0 and Q(x + 2na) = Q(x). The formulas are as follows:
for the boundary conditions u(t, 0) = u(t, a) = 0 the fundamental solution is
for the boundary conditions u(t, 0) = u x (t, a) = 0 the fundamental solution is
(28) for the boundary conditions u x (t, 0) = u(t, a) = 0 the fundamental solution is
m [E(t, 2ma + x, y) + E(t, 2ma − x, y)]
(29) for the boundary conditions u x (t, 0) = u x (t, a) = 0 the fundamental solution is
These formulas can be checked as in §2. Note, for example, that in (23) we take an odd extension from [0, a] to [−a.a] to satisfy the Dirichlet boundary condition at x = 0 and then we take an antiperiodic extension from [−a, a] to (−∞, +∞) to satisfy the Neumann boundary condition at x = a.
The linear operators T αβ make it possible to express the fundamental solutions for boundary value problems in the region R above compactly. If we let T i αβ denote T αβ acting on the variable x i , then the fundamental solution for u tt = ∆u − qu, u(0, x) = f (x), u t (0, x) = 0 in R with Dirichlet or Neumann conditions on x i = 0 and x i = a i , i = 1, ..., n, is given by
where for each i, α i and β i are either D or N . In (31) E(t, x, y) is the fundamental solution to the initial value problem u tt = ∆u − Qu, u(0, x) = f (x), u t (0, x) = 0 in R n with Q(±x 1 , ±x 2 , ..., ±x n ) = q(x) for x ∈ R and Q(x 1 + 2m 1 a 1 , ..., x n + 2m n a n ) = Q(x). In the notation E αβ in (31) we think of α and β as vectors. Formula (31) reduces to (2) when n = 2 and one imposes the Dirichlet condition on the whole boundary. ¿From (31) one sees that the only terms in the expansion of E αβ (t, x, y) which do not have arguments of 2m i a i − x i for some i are (m1,..,mn)∈Z n (−1) mi 1 +···+mi r E(t, 2m 1 a 1 + x 1 , . . . , 2m n a n + x n , y),
where {i 1 , . . . , i r } is the set of indices i such that α i = β i . This is the fundamental solution for u tt = ∆u − Qu in the domain R 0 = {x : −a i ≤ x i ≤ a i } with anti-periodic boundary conditions in the variables x i with i = i 1 , .., i r and periodic boundary conditions in the remaining variables. When we pass to traces as in (4), the contribution from these terms will correspond to the wave trace for this problem. The key observation is that all other terms in the traces will "telescope" as in §2 to integrals over R in the variables appearing in the form 2m i a i − x i . To see this note that the contributions of these terms to the trace when α i = β i will be summations in the index m i of the form
where the dots before and after the formula are intended to indicate summations on other indices and integrations in other variables. The reasoning which lead to (10) reduces (33) to
When α i = β i , formula (33) is replaced by
To see the effect of the factor (−1) mi recall the formula from Section 2 (rephrased in the current notation)
The point here is that the cancellations arise separately between the terms corresponding to even indices m i and those corresponding to odd indices. Hence, the terms in (35) reduce to
Now we can apply the arguments from Section 3 and Section 4 in this more general setting. Very little modification is needed. We make the assumptions:
A) the extension Q of q to R n described above is real-analytic on R n , and B) the numbers a 2 1 , a 2 2 , ..., a 2 n are linearly independent over the rationals. We also introduce the rectangular lattice L = {(2m 1 a 1 , 2m 2 a 2 , ..., 2m n a n ) : (m 1 , ..., m n ) ∈ Z n }, and its fundamental domain
Note that it follows from B) that |d| = |d
As was done at the end of Section 2, the distribution wave trace
can be represented as a sum
where the term E d αβ (t) corresponds to d ∈ L. As in Section 3 we see that each term E d αβ (t) is real analytic when |t| > |d| and equal to zero when |t| < |d|. Therefore |d|=|d| Ed αβ (t) is a spectral inveriant for any d ∈ L. When d has no zero components,
When d i1 = · · · = d im = 0 and d has no other zero components, the term E d α,β (t) is the sum of an integral of form (38), 2m integrals associated with the 2m faces x i1 = 0, x i2 = 0, · · · , x im = 0, x i1 = a i1 , · · · , x im = a im and integrals associated with (n − k)-dimensional edges, 1 < k ≤ m . For the uniformity of notation we shall consider a face as an (n − 1)-dimensional edge and each vertex of R as a 0-dimensional edge. Note that an (n − k)-dimensional edge is the intersection of k faces. As in Section 2, all integrals except those of the form (38) tend to integrals over their associated edges when |t| ↓ |d|.
When d has no zero components, there are the 2 n terms in (32) corresponding to d ′ with |d ′ | = |d|. Since the argument leading to (19) does not depend on the number of variables, each of these terms (up to a common factor of ±1 determined by the boundary conditions) equals (38). Thus, the wave trace (37) determines the partial traces (38) for each d ∈ L with no zero components.
Passing to heat traces as in Section 4, from (38) we conclude that, when N d + e has no zero components, the wave trace determines
Taking the limit as N → ∞, we obtain
where G d is the heat kernel associated with the potential q d given by
When it is possible to use this argument for all e ∈ L, we conclude that the wave trace (37) determines
This is the trace of the fundamental solution for the heat equation on R 0 with periodic boundary conditions, i.e. u(t,
At this point results of [ERT1] can be applied. Using the notation from Theorem 1.1, the argument from pp. 668-9 of [ERT1] shows that for each δ ∈ S such that δ · d = 0 the invariants in (39) determine the periodic spectrum of −∆ + Q δ (δ · x).
As before the periodic spectrum of −∆ + Q δ (δ · x) determines and is determined by the periodic spectrum of
, and the set of even potentials with a given periodic spectrum on [0, 1] is either finite or a Cantor set, [GT] . If δ ∈ S has at least two nonzero components, we can choose d ∈ L with no zero components so that δ · d = 0. Hence for any e ∈ L the vector N d + e will have no zero components for N sufficiently large, and we can recover the invariants in (39) for all e ∈ L. Thus for each δ ∈ S with at least two nonzero components, the spectrum of −∆ + q on R with the given boundary conditions determines the periodic spectrum of −|δ|
We are now left with the δ ∈ S with only one nonzero component, i.e. δ = (2a i )
−1ê
i for some i, whereê 1 , ...,ê n is the standard basis for R n . In this case δ · d = 0 implies d i = 0, and we can only recover the terms in (39) for e ∈ L with e i = 0. To obtain the analog of the results in §4 in this case we need to consider the sum of terms in the wave trace (37) with t c = |d| when the i-th component of d is zero, but the other components are nonzero. This sum is given by
where p, ǫ 1 and ǫ 2 are determined by the boundary conditions and are the same for alld. In fact ǫ 1 = 1 if α i = N and ǫ 1 = −1 if α i = D. Likewise ǫ 2 = 1 when α i = β i and ǫ 2 = −1 when α i = β i . Once again the terms in this sum are independent of the sign of the components ofd, and thus each term in the sum is the same. Passing to the heat trace, applying the preceding with d = N d + e where d i = e i = 0 and taking the limit as N → ∞, we conclude that the wave trace in (32) determines 
However, for e ′ with e ′ i = 0 we make the same substitution in (40) and pass to the limit, getting
We continue this until (
where x ′ and y ′ have the i-th components omitted, and g i is the fundamental solution for the initial value problem for
Thus the invariants in (36) and (37) are equivalent to
Thus, as in the argument at the end of Section 4, undoing the simplification from the telescoping terms, these invariants determine
Since (43) is the heat trace corresponding to the boundary condition (α i , β i ) on [0, a i ], we have the generalization of the result of Section 4:
Theorem 5.1. Suppose that q andq are isospectral potentials on R such that the corresponding potentials Q andQ on R n are real-analytic, and suppose that {a 2 1 , · · · , a 2 n } are linearly independent over Q. Then for each δ ∈ S with more than one nonzero component −|δ|
have the same spectrum for the boundary condition (α i , β i ) on [0, a i ], i = 1, ..., n. Remark 5.2. When Q δ = 0 for all δ ∈ S with more than one nonzero component, Theorem 5.1 gives all the constraints imposed by isospectrality: when the operators
have the same spectrum for the boundary condition (α i , β i ) on [0, a i ], i = 1, ..., n, q andq are isospectral. This is not what one expects when other directional potentials are nonzero. In [ERT2] we used higher order terms in the asymptotics of G(t, N d+e+x, y) to get additional contraints on isospectral potential and establish rigidity modulo lattice isometries in some cases. We plan to carry this out for the boundary conditions considered here in the future. §6. Singularities of the wave trace and applications.
In this section we drop the requirements that Q(x) is real-analytic and {a 2 1 , ..., a 2 n } is linearly independent over Q, and assume only that Q(x) ∈ C ∞ (R n ). We shall the study of the singularities of T r E αβ (t). We assume that d ∈ L\0 and find the singularities of T r E αβ at t = |d|. The case d = 0 will be considered in Section 7. Using the notation of Section 5, the only terms of T r E αβ that are singular at t = |d| are |d|=|d| Ed αβ (t).
All other terms in T r E αβ are C ∞ near t = |d|. We shall find the singularity expansion of (44) at t = |d|, and the terms of this expansion will be spectral invariants.
It follows from the Hadamard construction (see (14), (16), (17) ) that the singularity expansion of
at t = |d| has the form
where γ i , 0 ≤ i ≤ 2, are constants independent of R and Q(x), and q d (x) = 1 0 Q(x + sd)ds is the reduced potential. In deriving (46), we noted that Q(x) is periodic and smooth, and therefore R0 Q(x + sd)dx = R0 Q(x)dx = 2 n R q(x)dx and
When d ∈ L has no zero component, E . This, as in Section 5, is a slight abuse of notation: x ′ = (x i1 , x i2 , · · · , x i k ) denotes a subset of components of x -not necessarily the first k components. Near t = |d| = |d ′′ | (up to factor ±1)
Substituting the expansion in (14) into (47), we get the expansion
Making the change of variables 
Using (15) we see that b c ′ νp is a sum of integrals of polynomials in Q(x) and its derivatives over Γ c ′ . Note that integrals in I c ′ ,ν (t) having odd powers of y ′ in the Taylor formula will be zero. Note also that formula (50) remains true when χ 1−n 2 +ν + is a distribution, i.e. when 1−n 2 + ν ≤ −1. To check this we use the representation
+ y ′ as above and then apply (
N to get (50). Collecting (6), (48), and (50), we get
Therefore |d|=|d| ν+p+ , · · · . Here we will briefly describe the simplest of these spectral invariants. More details will be given in Section 7 in the case d = 0. Since the coefficient a 0 is identically 1, b νkp (d) with ν = 0 does not depend on q and it is zero for p > 0. Thus terms depending on q first appear for r = 1. The invariant for r = 1 is the sum of b 100 (d) and b 020 (d), and it has the form c 1 R q(x)dx + c 2 , where c 1 only depends on n and c 2 is determined by R. Thus R q(x)dx is a spectral invariant as claimed in Section 1.
For r = 3/2 the terms involving q appear whend has one or more zero components and correspond to (ν, k, p) = (1, 1, 0). Hence they correspond to integrals of q over the edges of R of codimension one. Other contributions to the invariant for r = 3/2 appear only whend has three or more zero components and correspond to (ν, k, p) = (0, 3, 0).
The invariants needed for the proof of Theorem 1.2 correspond to r = 2. When r = 2, contributions to the invariant come from (ν, k, p) = (2, 0, 0), (1, 2, 0) and (0, 4, 0). The (2, 0, 0)-term is the third term in (46), but the (1, 2, 0)-term also depends on q, since it is a linear combination of the integrals of q over edges of codimension 2. Since the index k must be less than or equal to the number of zero components ofd, we see that
with d = 0 will be a spectral invariant if n = 2, but it will not be an invariant for n > 2.
Proof of Theorem 1.2. Suppose without loss of generality that a ≤ b. We consider the case a < b first. Take v 1 = (a, 0). Thend = (±a, 0) if |d| = |v 1 |.
Therefore,using the invariance of (52),
In both cases we have
with C = 0 in the first case and C = k 2 in the second. Therefore
In the case when a = b we have by the invariance of (52)
Take an arbitrary d ∈ L, such that d 1 d 2 = 0, and consider alld ∈ L such that |d| = |d|. Thesed's may have the form k 1 v 1 or k 2 v 2 or they may have both components nonzero. We label the ones with both components nonzerod ′ . We have by (52)
Since qd ′ (x) = 0 for alld ′ , (53) impliesqd ′ (x) = 0 for alld
In case when the lattice L satisfies the conditions of Theorem 5.1 we can easily prove a more general result.
Theorem 6.2. Suppose q(x) andq(x) have the same αβ spectrum on R and their extensions Q(x) andQ(x) are sufficiently smooth in
has no zero components. Then |d| = |d| if and only ifd = (±d 1 , ±d 2 , · · · , ±d n ). Therefore (52) is a spectral invariant only terms with k = 0 contribute to the spectral invariant corresponding to r = 2. Since q(x) = q 1 (x) + · · · + q n (x) and d has no zero component we have q d (x) = 0. Therefore by (52)q d (x) = 0 for all d with no zero components. IfQ δ were nonzero for some δ with more than one nonzero component, we could choose a d 0 with no nonzero components such that δ · d 0 = 0. Since this impliesq d0 = 0, we have a contradiction. HenceQ δ = 0 whenever δ has more than one nonzero component, and we haveq(x) =q 1 (x 1 ) + · · · +q n (x).
Note that in the case of periodic spectrum the analog of Theorem 6.2 was proven in [ERT1] and [GK] under much weaker conditions on the lattice. §7. Heat trace asymptotics when t → 0.
Consider the case of the Dirichlet boundary conditions in the rectangle R, n = 2. For |t| small we have
Note that p.v.
dt ln |t| is the only odd distribution (up to a constant) homogeneous of degree -1.
Using (14), (16), (17), we recover (46) in the form
Consider one of four integrals in (52) associated with sides of R, for example, ∂ ∂t I 1 (t), where
Substituting (14), (16), (17) and making the change of variables x 1 = ty 1 we get for t > 0
We expand Q(a + ty 1 (1 − 2s), x 2 ) in a Taylor series in ty 1 . Noting that integrals containing odd powers of y 1 are equal to zero and extending I 1 (t) for t < 0 as an odd function we get
(a, x 2 )dx 2 = 0. Next we compute the asymptotic expansion of the four terms in e −− (t) associated with vertices of R. Consider, for example, Making the change of variables x 1 = ty 1 , x 2 = ty 2 , for t > 0 we have Combining the computations for all terms in (54) 
Here |R| = ab is the area of R. |∂R| = 2a+2b is the length of the boundary ∂R, ∂ ∂n q is the normal derivative of q on ∂R, P i , 1 ≤ i ≤ 4, are the vertices of R.
Denote by G(t, x, y) the heat kernel in R corresponding to Dirichlet boundary conditions. As in Section 4 we use the formula G(t, x, y) = 1 2 √ πt 
Applying this formula to (55) 
To illustrate the flexibility of the method we are using we will do one more example. Consider the case of the Dirichlet boundary conditions when n = 3, R = {0 ≤ x i ≤ a i , i = 1, 2, 3}. Denote by Γ ci , i = 1, 2, 3, the face x i = c i of R where c i is either 0 or a i . Let Γ cicj be the edge, Γ cicj = Γ ci ∩ Γ cj , i = j. The trace 2 3 D 00 (t) is a sum of the following terms: R0 E(t, x, x)dx associated with the interior of R, 6 integrals associated with faces Γ ci , 12 integrals associated with edges Γ c1cj and 8 integrals associated with vertices P cicj c k .
Analogously to (55) Here |Γ ci | is the area of Γ ci , |Γ cicj | is the length of Γ cicj and |P cicj c k | = 1 by definition. Using (56) we can easily obtain the heat trace expansion from (58). The derivation of (58) is the same as that of (55). We only mention a precaution needed to handle the change of variables in These computations can, of course, be carried out for arbitrary assignments of Dirichlet and Neumann conditions on the sides Γ ci . The only changes are as follows. The integrals in D 0 0 corresponding to Γ ci with the Dirichlet condition are preceded by minus signs while those corresponding to Γ ci are preceded by plus signs. The integrals corresponding to edges Γ cicj with the same boundary condition on Γ ci and Γ cj are preceded by plus signs, and the others have minus sign. Finally the integrals corresponding to vertices are preceded by (−1) m where m is the number of adjoining faces with the Dirichlet condition.
