I. INTRODUCTION.
Statistical self-similarity is emerging as an important concept underlying the behavior of disordered systems. In percolation clusters, for example, the fractal dimension has been identified first; it was immediately realized, however, that this quantity and the correlation-length exponent did not suffice for a characterization of all the physical properties of these clusters. Alexander and Orbach and Rammal and Toulouse introduced the spectral dimension d to describe the spectrum of the Laplacian operator which appears in a large variety of linear physical problems. The geometrical property which most in- fluences the spectral dimension is the number of closed loops of the fractal. It is an intrinsic geometrical property" independent of the embedding Euclidean space.
Another such intrinsic property is the recently iptroduced ' spreading dimension d. Intuitively, it is plausible that an infinite number of exponents must be used to characterize a fractal.
In this paper, we show that at least one physically measurable quantity, the magnitude (not the frequency dependence) of the resistance noise spectrum (1/f noise) depends on a new exponent pertaining to fractal lattices. We show that this exponent, b, can be seen as a member of an infinite family of exponents which includes the fractal dimension d as well as . The spread- ing dimension is the only exponent which apparently does not fit into this family. Physically, the new exponent b comes from a well-known fact in the 1/f noise problem: ' the macroscopic mean-square resistance fluctuations are much more sensitive to local inhomogeneities than the square of the macroscopic resistance itself. *"' Flicker (1/f ) noise refers to the low-frequency spectrum of excess voltage fluctuations measured when a constant current is applied to a resistor. That spectrum, S"(co)= I e' '(V(t)V(0))dt (where the angular brackets refer to time average) almost always has a power-law form co, with ct close to unity. The origin of this power law has been the subject of innumerable controversies and is not the purpose of the present paper. Rather, we use two well-established properties of 1/f noise: (a) 1/f noise is resistance noise. In other words, a simple application of Ohm's law suggests that if there are voltage fluctuations 6V in the presence of a constant current, they are caused by resistance fluctuations, oV =IBR. This naive picture is confirmed by the fact that (i) the noise spectrum is proportional to I, and that (ii) the resistance fluctuation spectrum which can be inferred from 1/f-noise experirnents can also be directly measured with no applied current from higher-order equilibrium correlation functions. ' (b) At low frequencies, resistance fluctuations are correlated over microscopic scales only. This has been verified experimentally in many systems' ' and most mechanisms suggested for 1/f noise (except diffusion) are consistent with this hypothesis.
In this paper, flicker (1/f) noise in self-similar and random resistor networks is considered for the first time.
Using known properties of both 1/f noise and fractals, we study the influence of the geometrical properties of selfsimilar 
where R = gi Ri is the equivalent total resistance.
Parallel resistances.
Similarly, for two resistors in parallel, Here the summation is taken over the branches forming any closed loop I. The power in branch a, given by p~= u i, can also be written as (see Fig. 2 ) (13) and more generally, and taking the sum over all branches, one obtains the claimed result:
where R '= g& RI '. Here and above, the summation is taken over all branches in the network.
Note the different weights appearing in Eqs. (7) and (9) according to the topology of the network. However, for n identical resistors, arranged either all in series or all in parallel, one obtains the same result: Wz -1/n Combined with the star-triangle transformation, the above rules can be used to calculate Wz for simple networks. For instance, using these simple rules, one obtains, respectively (see Fig. 1 ), R = , r and W-~=p /2r for the network (a) and R =10r/9, Wz -- This theorem can be proved as was theorem 1. However, the v" and i~in Eqs. (16) and (17) need not refer to the values at the same instant of time, nor need the branches be the same at the times that the v" and l' are measured.
The only requirements are that the v' satisfy KVL, that the i ' satisfy KCL, and that the associated sign convention be adopted. In addition, nothing needs to be specified about the nature of the network branches. Equations (16) and (17) Fig. 3, where I&&0 and Iz -- 
where PL --( In order to illustrate these considerations, it is useful to study some fractal structures (see Fig. 4 Clearly, all of the above quantities are special cases of the more general Gz"defined in Eq. (38). We have seen that the Gz"'s have a natural physical meaning even for n~2. It is legitimate to associate an exponent x" to Gz" which describes its power-law behavior: Gz"-I. " for large L. As for b, these exponents can be bounded. In particular [(i ) & lj (47a) for all values of n Also. , the I.yapunov inequality p"' ") p"' '"~" where p"=Gz"/Go implies (for n & 1)
With xo ---d, x& --Pt, and Fig. 4, we have, respectively, A, =3, d =ln5/ln3, Pt. ---1 and A. =S, d=ln13/ln5, PL ---0.8243 . The exponents b we find are, respectively, b =1 (A, =3) and b =1.3857 (A, =5).
Other examples have been studied but we shall limit our discussion only to the above ones. In all cases shown here, Eq. (43) Fig. 5 . In Fig. 6 gs --g~ 
-pt &b &dg,
where dz denotes the fractal dimension of the backbone. 
Here s denotes the number of bonds inside the finite clus- ter. 
