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ABSTRACT 
 
Fractal concepts have been used in geometric characterizations as well as models of various 
material microstructures and deformation patterns. The first part of this dissertation studies fractal 
patterns of plastic regions observed in elastoplastic deformations. As a paradigm, we focus on a 
random material model with microscale randomness in material properties. When it is subjected to 
increasing macroscopically uniform loadings, plasticized grains form fractal patterns gradually 
filling the entire material domain and the sharp kink in the conventional stress-strain curve is 
replaced by a smooth one. Parametric studies are performed to investigate qualitative influences of 
material constants or randomness on the elastic-plastic transitions. Following scaling analysis in 
phase transition theory, we recognize three order parameters in terms of stress-strain, fractal 
dimension, and plastic volume fraction, which, for the first time, are quantitatively related through 
proposed scaling functions. A broad range of materials are studied, especially the widely used von 
Mises models for metals and Mohr-Coulomb models for rocks and soils. Polycrystals and 
thermo-elasto-plastic materials are also investigated.  
The fractal character of many porous materials motivates the second part of this dissertation: 
theoretical modeling of fractally microstructured materials. Using dimensional regularization 
techniques, a fractional integral is introduced to reflect the mass scaling on fractals. We propose a 
product measure consistent with generally anisotropic fractals and also simplify previous 
formulations from decoupling of coordinate variables. Two continuum models are developed – the 
classical continuum and the micropolar continuum – whereby a consistency of mechanical with 
variational approaches verifies our formulations. Also, some elastodynamic problems are studied. 
Finally, we conduct two application case studies: Saturn’s rings and bone microstructures. Their 
fractal dimensions are measured from public NASA images and our micro-computed tomography 
(Micro-CT) images, respectively. The values indicate important invariable properties. 
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CHAPTER 1 
  INTRODUCTION 
 
1.1 Motivation 
A fractal is a mathematical set having a fractal dimension that usually exceeds its 
topological dimension and may fall between the integers (Mandelbrot, 1983). This concept 
dates back to research by Hausdorff and Besicovich on monster sets over a hundred years 
ago, and then to the seminal work of Mandelbrot. Figure 1.1 shows a mathematical fractal 
set of Koch curve by iterations of replacing the middle third part at each edge with a 
smaller triangle scaled by 1/3. The deterministic iterations can perform infinite steps and its 
perimeter increases to infinity. This leads to the concept of fractal dimension to measure its 
length in fractal space. Recognizing that during successive steps a smaller stick scaled by 
r=1/3 captures the detail of a smaller triangle and the number of sticks N to measure the 
perimeter increases by 4, from the definition DN r−∝ , we obtain its fractal dimension 
log( ) log(4)
1.2618
log( ) log(3)
rND
r
= − = ≈ . The fractal dimension can be a non-integer. In fact, it 
represents the topological space-filling capacity of a geometric pattern.      
Note that the example in Fig. 1.1 is self-similar at every scale- a typical pattern of 
fractals. It also looks very similar to the shape of a snowflake. As stated in Mandelbrot’s 
monograph (Mandelbrot, 1983), “Clouds are not spheres, mountains are not cones, 
coastlines are not circles, and bark is not smooth, nor does lightning travel in a straight 
line”, and so, the geometry of shapes seen in nature is better described by fractals than by 
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objects of (conventional) Euclidean geometry such as straight lines, cubes, circles, spheres... 
Now, all the natural/physical objects have their upper (e.g. maximum size) and lower (e.g. 
molecule size) limits beyond which no ad inifnitum scaling takes place, and therefore, 
strictly speaking, they should be called pre-fractals. Thus, a pre-fractal implies that the 
self-similarity exists in a certain range, not like the mathematical fractal for an infinity of 
scales. 
Figure 1.2 shows an example pre-fractal: a rock observed at different scales (size 1m or 
0.1m). Note that the distributions of pores in Fig. 1(a) look statistically very similar to those 
in Fig. 1(b). Hence, the concept of a statistical self-similarity: we can model the rock by a 
random pre-fractal.  
 
Figure 1.1: A mathematical fractal of Koch curve generated by deterministic iteration. 
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(a)              (b) 
Figure 1.2: A physical pre-fractal of a rock exhibiting statistical self-similarity within a 
range of scales at (a) 1m and (b) 0.1m. 
 
Mandelbrot’s work stimulated a comprehensive application study of fractals in many 
different fields over the past few decades. Many materials have been observed to display 
fractal patterns, e.g. (Feder, 1988). Fractal concepts have been used in the geometric 
characterization as well as morphogenesis models of spatial patterns (Sahimi, 2003). 
Numerous such phenomena, to name only a few, include phase transitions and accretion 
(Stinchcombe, 1989; Sornette, 2004), fracture surfaces (Sahimi & Arbabi, 1993; Borodich, 
1997; Balankin et al., 2011) and dislocation patterns (Zaiser et al., 1999; Bakó & Hoffelner, 
2007), as well as microscale plasticity (Sethna et al., 2003; Chen et al., 2010). 
Motivated by these developments, the first part of this dissertation focuses on fractals 
in elastoplastic deformations. Very little work was done on this topic, except for formation 
of shear-bands in rocks (Poliakov & Herrmann, 1994), development of plastic ridges in ice 
fields (Ostoja-Starzewski, 1990), and experimental observation of plastically deformed 
steels (Lebedev et al., 2003). Another incentive for developing a better understanding of 
fractal patterns stems from outstanding challenges in multiscale plasticity (McDowell, 2008, 
2010).  
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In classical plasticity theory of homogeneous materials, the plastic deformation occurs 
when the stress reaches a critical (yield) value. This deterministic model is widely employed 
in engineering applications due to its simplicity. Figure l.3 shows elastic-plastic transitions in 
homogeneous and random heterogeneous material models. It is clear that, under uniform 
boundary conditions, a homogeneous body displays an instant transition from elastic (blue) to 
plastic (red) state, reflected by a sharp kink in the stress-strain curve. However, all natural 
and man-made materials always contain some spatially distributed randomness (material 
defects, impurities, thermal fluctuations, or crystal orientations), so that, under 
macroscopically monotonic loading, ‘weaker’ material grains and regions plasticize first and 
gradually spread in a cooperative fashion throughout the whole body. As a result, the 
stress-strain curve displays a smooth transition from the elastic to plastic regime, which is 
physically more plausible. In addition to stress-strain responses, we are particularly interested 
in geometric patterns of plastic regions – how they develop during the deformation process 
and whether this perspective can provide some universal relations independent of material 
models. In order to develop a fundamental understanding of a wide range of materials, we 
focus on the von Mises models for metals and Mohr-Coulomb models for rocks and sands. As 
a generalization of the first type of these, the polycrystals and thermo-elasto-plastic materials 
are also investigated.  
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Figure 1.3: Illustration of elastic-plastic transitions in an ideal, homogeneous material 
versus that in a realistic, random heterogeneous material model. 
 
The observation of fractal characters in many porous materials motivates the second 
part of this dissertation: development of continuum mechanics of fractal media. Given a 
material possessing known fractal microstructures, a challenging task is to develop an 
effective model to quantitatively predict its mechanical behaviors. A number of specialized 
models have been developed for particular problems, e.g., wave scattering at fractals (Berry, 
1979), computational mechanics (Soare & Picu, 2007), fracture mechanics (Balankin, 1997; 
Carpinteri et al., 1999; Chudnovsky & Kunin, 1987; Wnuk & Yavari, 2003, 2008; Yavari et 
al. 2002a,b), or geomechanics (Dyskin, 2004).  
We mention a fractal study of concrete fracture by Carpinteri & Pugno (2005). It was 
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found that the fragments after fracture exhibited self-similar distributions along with a 
fractional scaling of the cumulative mass with particle size. The authors developed a fractal 
concrete model where the usual size dependence of concrete strength became size 
independent when defining stress and energy in terms of fractal dimension.   
How can one actually develop continuum-type mechanics of fractals? While in recent 
years mathematicians began to look at partial differential equations – starting with Laplace's 
or heat equation – on fractal (albeit non-random) sets (e.g., Kigami, 2001; Strichartz, 2006), 
an analogue of continuum physics and mechanics still needs to be developed. In particular, 
what is still missing is a single unifying theoretical framework.  
An important step in the aforementioned direction was taken by Tarasov (2005a,b). 
Relying on dimensional regularization, he developed continuum-type equations of 
conservation of mass, momentum and energy for fractal porous media, and, on that basis, 
studied several fluid mechanics and wave motion problems. In principle, one can then map 
a mechanics problem of a fractal onto a problem in the Euclidean space in which this 
fractal is embedded, while having to deal with coefficients explicitly involving fractal 
dimension D and resolution length R. As it turns out, D is also the order of fractional 
integrals employed to state global balance laws. This has very interesting ramifications for 
formulating continuum-type mechanics of fractal media. The great promise of this 
approach stems from the fact that much of the framework of continuum mechanics/physics 
may be generalized and partial differential equations may still be employed 
(Ostoja-Starzewski 2007a,b). Prior research has already involved an extension to 
continuum thermomechanics and fracture mechanics, a generalization of extremum and 
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variational principles, and turbulent flows in fractal porous media (Ostoja-Starzewski 2008, 
2009a, 2009b; Ostoja-Starzewski and Li 2009). 
Whereas the original formulation of Tarasov was based on the Riesz measure— and 
thus more suited to isotropic media— the model proposed in this dissertation is based on a 
product measure introduced very recently by the authors (Li and Ostoja-Starzewski 2009, 
2011). That measure grasps the anisotropy of fractal geometry (i.e., different fractal 
dimensions in different directions) on mesoscale, which, in turn, leads to asymmetry of the 
Cauchy stress. This leads to a framework of micropolar mechanics of fractal materials, in 
which the mathematical well-posed problems of uniqueness and the admission of 
variational structures for development of approximated numerical solutions will also be 
investigated. Finally, we demonstrate two application case studies of fractals in nature: the 
Saturn’s rings and bone microstructures. 
 
1.2 Thesis outline 
We conduct our study in the following sequence: 
(a) In Chapter 2 we consider elastic-plastic transitions in metallic materials. Two 
models are studied – isotropic grains and anisotropic polycrystals. As to isotropic 
model, we further conduct parametric studies to investigate how material constants 
or randomness qualitatively influence the transition process. Besides, we propose 
scaling functions to quantitatively relate fractal dimension, plastic volume function 
and stress-strain. Finally, the morphogenesis of fractal patterns is explained from 
the standpoint of a correlated percolation on a Markov random field. 
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(b) Chapter 3 extends the study to non-metallic materials. In particular the widely used 
Mohr-Coulomb model is considered. The observed plastic shear bands are studied 
from statistical analysis of correlation functions. Parallel to discussions in Chapter 2, 
we study both the qualitative influences of material constants or randomness and 
the quantitative scaling functions. The comparison of metal and non-metal models 
abounds our understanding of scaling functions.    
(c) Chapter 4 investigates thermo-elasto-plastic materials (or equivalently materials 
with residual strains). Fractal patterns of plastic regions or elastic regions are 
observed. The influences of material constants or randomness are also discussed. 
(d) In Chapter 5 we formulate a product measure to reflect materials’ fractal mass 
scaling and study the calculus formulas on fractals. 
(e) Chapter 6 develops continuum mechanics of fractal materials based on the 
fractional calculus proposed in Chapter 5. Two continuum models are considered: 
classical continua and micropolar continua, according to symmetric or asymmetric 
Cauchy stress. The formulations in curvilinear coordinates are also discussed. 
(f) Chapter 7 studies some elastodynamic problems. The wave equations in classical 
and micropolar continuum models are formulated via two approaches- mechanical 
and variational approaches and verified by their consistencies. Finally, we prove the 
solution’s uniqueness and formulate variational theorems for future development of 
approximate solutions. 
(g) In Chapter 8 we conduct two application case studies of fractals in nature- the 
Saturn’s rings and bone microstructures. The fractal dimensions are measured from 
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various public images or our micro-computed tomography (Micro-CT) imaging and 
show little variations (for Saturn’s ring: 1.6~1.7; trabecular bone: 2.1~2.2). 
(h) Chapter 9 summarizes the main conclusions and discusses future research 
directions. 
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CHAPTER 2*   
FRACTALS IN ELASTIC-PLASTIC TRANSITIONS 
OF METALLIC MATERIALS 
 
In this chapter, we report on fractal pattern formation of plastic zones during elastic-plastic 
transitions of random heterogeneous materials. Specifically, two metallic material models 
are considered: (1) a composite made of locally isotropic grains following the J2 plastic 
flow with weak fluctuations in constitutive constants; and (2) a polycrystal comprising 
randomly oriented anisotropic grains following the Hill yield criterion. Our main focus is 
on the first model given its simplicity and fundamental aspects to be revealed. Given the 
lack of analytical solutions for interactions of a large number of random heterogeneous 
grains, the results are obtained through finite element method (FEM) simulations. We study 
3D cubic material domains of strict-white-noise random fields with up to 100x100x100 
grains, subjected to monotonically increasing, macroscopically uniform shear loadings. In 
addition to the observation of a partially space-filling fractal pattern of plastic regions, a 
series of parametric studies are then conducted to investigate influences of material 
constants and their randomness on elastic-plastic transitions. The 3D results are further 
compared with 2D simulations of plane stress and plane strain problems. Next, we 
introduce quantitative scaling functions linking the three order parameters (the “reduced 
von-Mises stress”, “reduced plastic volume fraction” and “reduced fractal dimension”) 
                                                        
*
 Based on Li and Ostoja-Starzewski, 2010a, 2010b, 2012a.  
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during elastic-plastic transitions, analogy to scaling analysis of phase transitions in 
condensed matter physics. Finally, similar fractal patterns in the second model are 
demonstrated and a qualitative explanation of the morphogenesis of fractal patterns is 
presented from the standpoint of a correlated percolation on a Markov random field on a 
graph network of grains. 
 
2.1 Model formulation 
Consistent with the basic concepts of stochastic solid mechanics, a random heterogeneous 
material is defined as a set { }( );B ω ω= ∈ΩB  of deterministic media ( )B ω , where ω  
indicates a specific realization and Ω  is an underlying sample space (e.g. 
Ostoja-Starzewski, 2008). B  stands for the material domain in the physical space. Figure 
2.1 depicts a random heterogeneous material, where each grain in a random color denotes a 
specific realization.  
 
Figure 2.1: Illustration of a random heterogeneous material. 
 
 12
The material parameters of any microstructure, such as the elasticity tensor or the yield 
tensor, jointly form a random field Θ , comprising all elastic moduli and/or plastic 
properties. This field is required to be mean-ergodic on (very) large scales, that is 
1
( ) lim ( , ) ( , ) ( ) ( )
L
V
dV dP
V
ω ω ω ω
→∞
Ω
≡ = ≡∫ ∫Θ Θ x Θ x Θ x             (2.1) 
Here the overbar indicates the volume average and  means the ensemble average. 
( )P ω  is the probability measure assigned to the ensemble ( ){ }, ; , Vω ω∈Ω ∈Θ x x  and 
its σ - algebra. In fact, we assume the spatial assignment of Θ  to follow a 
strict-white-noise random field 
1 1 1{ ( , ,..., )} { ( , ); },
n
i i iP P Bω ω== Π ∈Θ x x Θ x x  ,i B∀ ∈x           (2.2) 
where the ix s belong to separate grains. The condition (2.1) is then easily satisfied. We 
introduce the assumption (2.2) so as to remove the argument that the plastic grains spread 
according to some pre-assigned, non-trivial spatial correlation structure.  
Key issues in mechanics of heterogeneous materials revolve around effective 
responses, scales on which they are attained, and types of loading involved. For linear 
elastic heterogeneous materials, a necessary and sufficient condition of the equivalence 
between energetically ( :σ ε ) and mechanically ( :σ ε ) defined effective responses leads to 
the well-known Hill (-Mandel) condition (Hill, 1963) : :=σ ε σ ε , which suggests three 
types of uniform boundary conditions (BC): 
(1) kinematic (displacement) BC (with applied constant strain 
0
ε ): 
0 , ;Bδ= ⋅ ∀ ∈∂u ε x x                          (2.3) 
(2) traction (static) BC (with applied constant stress 
0
σ ): 
 0 , ;Bδ= ⋅ ∀ ∈∂t σ n x                         (2.4) 
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(3) mixed-orthogonal (or displacement-traction) BC: 
 0 0( ) ( ) 0, .Bδ⋅ ⋅ ⋅ = ∀ ∈∂t - σ n u - ε x x                  (2.5) 
where u  is the displacement vector and t  is the traction vector on the specimen 
boundary Bδ∂ . The above boundary conditions can be generalized to elastic-plastic 
materials in an incremental form (Hazanov, 1998).  
Two types of random material models are considered: (1) an aggregate of isotropic 
grains with randomness in material constants and (2) a ploycrystal of anisotropic grains 
with random crystal orientations. We start with model 1 (and mostly focus on it due to its 
simplicity). The spatial assignment of material constants from grain to grain follows a 
non-fractal strict-white-noise random field, each grain being homogeneous, isotropic, and 
linear elastic-hardening plastic type with an associated J2 flow rule. The constitutive 
response of any grain (i.e. a piecewise-constant material region of a deterministic 
microstructure ( )B ω ) is described by (Simo and Hughes, 1998): 
( )p=σ D : ε - ε ;  p fλ ∂= ∂ε σɺ ;  0, 0, 0f fλ λ≥ ≤ = ;  0fλ =
ɺ .  (2.6a-d) 
where D  is the elasticity tensor, pε  is the plastic strain tensor, f  is the yield function, 
and λ  denotes the consistency parameter satisfying (2.6d). (2.6c) is the Kuhn-Tucker 
loading/unloading conditions indicating elastic deformation ( 0, 0fλ = < ) or unloading 
( 0, 0, 0f fλ = = <ɺ ) or plastic loading ( 0, 0, 0f fλ > = =ɺ ). f  follows from the von 
Mises yield criterion with isotropic hardening (J2 rule):   
( )s p pf Eσ σ ε= − + ,                      (2.7) 
where [ ]( )3 1 tr
2 3
σ = −σ σ 1  is the von Mises stress, :=η η : η  refers to the norm of 
a tensor η , sσ  is the initial yield stress, pE  is the plastic modulus for linear isotropic 
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hardening, pε  is the equivalent plastic strain defined as:  
0
2
: ( )
3
t
p p dε τ τ= ∫ εɺ .                    (2.8) 
As to model 2 of a ploycrystal, the elasticity tensor pD  and the yield tensor pΠ  of 
an individual crystal p  are given by: 
,
.
p p p p p ref
ijkl im jn kr ls mnrs
p p p p p ref
ijkl im jn kr ls mnrs
=
=
D R R R R D
Π R R R R Π
                     (2.9) 
where refD  and refΠ  are the reference elasticity and yield tensor, pR  is a rotation 
tensor associated with crystal p . The random material orientations ( , )p ωR x  form a 
strict-white-noise random field. The elasticity tensor D  is the same as in (2.6a) while the 
yield tensor Π  gives a quadratic anisotropic yield function: 
1ijkl ij klf σ σ= Π −                        (2.10) 
To simplify the case we consider the orthotropic Hill yield criterion having the form: 
( ) ( ) ( )2 2 2 2 2 211 22 11 33 22 33 12 13 232 2 2 1pf F G H L M Nσ σ σ σ σ σ σ σ σ= − + − + − + + + −  
(2.11) 
where F, G, H, L, M and N are material constants from Π . In the following we shall 
discuss simulation results mostly for model 1 and return to model 2 at the very end of this 
chapter.  
 
2.2 Numerical simulations of model 1 
We study a simple geometry of 3D cubic domains made of cubic-shaped grains for model 1. 
To study the evolution of plasticity, 3D numerical simulations are carried out with the FEM 
software ABAQUS (Simulia, 2008). The material constants are of 316 steel in Simulia 
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Example Problems 1.1.8: 192E GPa= , 34.47pE GPa= , 120s MPaσ = , 0.3υ = . The 
initial yield stress sσ  from grain to grain is an independent identically distributed (i.i.d.) 
uniform random variable scattered up to 2.5%±  of the mean while other material 
constants ( , ,pE E υ ) are fixed among all the grains. Other kinds of material randomness are 
studied in Section 2.3.3 later. To the best of current computational capacity, we take a 
domain of 100x100x100 individual grains. Since the responses under mixed-orthogonal BC 
are bounded by those from displacement and traction BCs, and already provide very tight 
bounds in our case, we do not perform simulations of mixed-orthogonal BC. Pure shear 
loadings are applied through either uniform displacement or uniform traction BCs 
consistent with Equations (2.3-2.4): 
0 0 0
11 22
0 0 0
11 22
Displacement: , otherwise 0,
Traction: , otherwise 0.
ij
ij
ε ε ε ε
σ σ σ σ
= − = =
= − = =
         (2.12) 
The model INP file including generation of random material parameters and 
specification of boundary conditions was written in Matlab (MathWorks, 2009) and read 
into ABAQUS for FEM simulations, which employs the standard radial-return algorithm to 
solve rate-independent plasticity (Simo and Hughes, 1998). While the direct linear solver 
has to solve highly ill-conditioned sparse systems, there is also a tremendous computational 
task to perform element operations and assembly of global stiffness matrices in this highly 
diverse material environment. Since each grain has a different material property, the 
number of material solid sections with elements that are generated for ABAQUS input is 
the same as number of grains. Consequently, preprocessing carries the burden by 
consuming, on average, over 80% of the total simulation time. For our largest case of 
3100  
grains, this translates to as many as 1 million different solid sections and elements, each 
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with a distinct material property. To the best of our knowledge, these are the largest 
nonlinear FEM simulations with this level of material heterogeneity performed anywhere 
so far.  
To maximize computational efficiency, the minimum mesh scheme – one element per 
grain and finite element (FE) type – linear interpolation with reduced integration was 
adopted. However, we conducted a series of simulations with various mesh refinements and 
element types, all under traction BCs on small size models, to verify whether such a mesh 
and element scheme is accurate enough in our case. First, results of different element types 
with one element per grain scheme on a 12
3
 grain model were compared – the 3D linear 
interpolation with reduced integration element (C3D8R: one integration point per element) 
and the 3D quadratic interpolation with full integration element (C3D20: 27 integration 
points per element). The volume averaged stress-strain responses are shown in Fig. 2.2(a). 
Since we study geometric patterns of plastic regions in the elastic-plastic transitions, the 
evolutions of plastic volume fraction over plastic strain are compared in Fig. 2.2(b) as well. 
It is found that the C3D8R element displays a little softer response, which is understood by 
the numerical hourglass effect for reduced integration, whereas the two look so close that 
the accuracy of C3D8R elements in our case is verified, both in terms of the effective 
stress-strain properties and plastic volume fraction-strain evolutions. Next, different mesh 
schemes of C3D8R elements were performed on the same 12
3
 grain model: 1 and 2
3
 
elements per each grain, respectively. The results are depicted in Fig. 2.3(a,b). The 
responses of higher meshes turn out a bit softer, as a result of possessing more degrees of 
freedom (DOFs) and finer resolutions of plastic regions. In any case, the closeness of 
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results from different meshes verifies our one-element-per-one-grain scheme in the FEM 
simulation. 
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Figure 2.2: Response curves under different finite element types: (a) Volume averaged 
stress versus strain; (b) Plastic volume fraction versus strain. 
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Figure 2.3: Response curves under different mesh schemes: (a) Volume averaged 
stress versus strain; (b) Plastic volume fraction versus strain. 
 
The simulations are performed on the SGI Altix UV system at National Center for 
Supercomputing Applications (NCSA), with shared memory and Intel Nehalem processor. 
Both the element operations and solver phases are executed with parallel processing 
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utilizing as many as 96 cores. The maximum recommended estimated memory is used so as 
to keep most of the data in memory and minimize the I/O to the file system. 
It is known that the central processing unit (CPU) time for direct solution of sparse 
symmetric systems is approximately proportional to the square of the number of unknowns 
(or DOFs) (Fish and Belytschko, 2007; Koric et al., 2009). Therefore, the total 
computational cost is increasing approximately in proportion to the number of grains along 
the cube edge domain raised to the power of 6. While this is somewhat offset by a more 
efficient parallel execution on larger domains, it still imposes a severe restriction on the 
size of the domain that can feasibly be modeled even on the latest supercomputing 
platforms. Whereas the 
332  size takes only 20 min of a usual desktop time, the 803 and 
3100  cases require, respectively, two hours and two weeks of dedicated supercomputer 
time. 
  
2.3 Results and discussions 
2.3.1 Observation of fractal patterns 
As the simulation progresses, the material domain evolves from a fully elastic to a fully 
plastic state by exhibiting gradually growing sets of plastic grains. Figures 2.4(a-f) show 
typical elastic-plastic transition fields at different deformation stages under displacement 
BC. We follow here the binary format in the sense that elastic (plastic) grains are blue (red), 
and, initially, the domain is blue, while at the end of loading it is entirely red.  
The plastic grains form evolving plastic zones of complicated shapes and sizes. To 
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quantify their statistical self-similarity, we estimate the fractal dimension D of that entire 
plastic grain set by a “box-counting method” (Mandelbrot, 1982): 
log( )
log( )
rND
r
= −                           (2.13) 
where rN  
denotes the number of boxes of size r needed to cover the object. The 
log(Nr)-log(r) plots for Figs. 2.4(a)-(f) are shown in Figs. 2.5(a-f), respectively. The sizes of 
boxes are chosen from factors of the domain size (100
3
) to avoid partial covering on the 
borders. (Our box-counting program has been verified on the 3D Menger sponge, where the 
box sizes are powers of 3 and the estimation gives D=2.7268, while the exact theoretical 
value is 2.726833.)  
Note that at the beginning of the transition, at low volume fraction of plastic sites, the 
smallest box size r=1 is far below the plastic grains spacing, while the very coarse box 
count (r=50) usually fails to capture structural details. We understand these as the cutoffs to 
estimate fractal dimensions, since physical fractals are observed only within a finite range 
of geometrical scales. As to a sequence of the binary elastic-plastic field images, the box 
sizes in box-counting varied from r=2 to r=25 in a fixed common range to keep consistent 
basis  of the estimation. Table 2.1 shows the estimated fractal dimensions and correlation 
coefficients for linear fits of log(Nr)-log(r) applied to each of Figs 2.4(a)-(f). With the 
correlation coefficients extremely close to 1.0 for all plastic grain sets, we conclude that the 
elastic-plastic transition patterns are fractal.  
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Figure 2.4: Field images (blue/red: elastic/plastic) of 100x100x100 grains under 
displacement BC at six successive time steps. The plastic volume fractions are: 
(a)5.14%; (b)8.65%; (c)15.86%; (d)27.73%; (e) 55.70%; (f)70.62%. 
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Figure 2.5: log(Nr)-log(r) plots to estimate fractal dimension D for Figs. 2.4(a)-(f) by 
box-counting method. The lines correspond to the best linear fit of log(Nr)-log(r). 
 
Table 2.1: Results of estimating fractal dimensions 
Field images Fig. 
2.4(a) 
Fig. 
2.4(b) 
Fig. 
2.4(c) 
Fig. 
2.4(d) 
Fig. 
2.4(e) 
Fig. 
2.4(f) 
Fractal dimension 2.696 2.778 2.918 2.977 2.992 2.999 
Correlation 
coefficient 
0.9930 0.9962 0.9995 0.9999 1.0000 1.0000 
 
Figures 2.6(a,b) show response curves under displacement or traction BCs in terms of 
volume-averaged stress vs. strain and the fractal dimension vs. strain, respectively. The 
responses of a single grain homogeneous phase are also given for a reference. Clearly, the 
responses of random heterogeneous materials all display smooth curves tending towards 
the line of homogeneous phases, which, in fact, is more realistic, since in real materials 
(always possessing small scale randomness) the elastic-plastic transition develops smoothly 
rather than through a kink-type transition. Also note that the constitutive response is 
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bounded from above (resp. below) by that under displacement (traction) BCs. This is 
consistent with the scale-dependent hierarchies of bounds for elastic-inelastic composites 
reviewed in (Ostoja-Starzewski 2005, 2008).  
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Figure 2.6: Response curves under different boundary conditions: (a) Volume averaged 
stress versus strain; (b) Fractal dimension versus strain. 
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To verify whether such a domain size is sufficient, we conduct numerical simulations 
using different domain sizes (32
3
, 80
3 
and 100
3
) and illustrate the results in Figs. 2.7(a,b). 
In Fig. 2.7(a) the stress-strain curves overlap, demonstrating that the (100
3
, and even 32
3
) 
domain is the Representative Volume Element (RVE). The differences among fractal 
dimension-strain curves in Fig. 2.7(b) are more pronounced, although fractal dimensions at 
32
3
 are hardly reliable. While theoretically it requires a domain as large as possible to 
obtain accurate fractal dimensions, in practice we have to choose the domain size relative 
to the computational resources and accuracy. We see from Fig. 2.7(b) that the 80
3
 and 100
3
 
cases are very close to the converged accurate estimation. Therefore, considering the 
enormous computational cost of solving the 100
3
 domain size, the 80
3
 domain size is 
chosen in our following simulations so as to ensure the computational accuracy and also an 
acceptable spatial resolution of a reliable assessment of fractal dimensions. 
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Figure 2.7: Response curves under different domain sizes (32
3
, 80
3 
and 100
3
): (a) 
Volume averaged stress versus strain; (b) Fractal dimension versus strain. 
 
2.3.2 Influence of material constants 
We now discuss the influence of material constants on elastic-plastic transitions. Note 
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that in model 1 the isotropic grains can be fully specified by three material constants 
, ,p sE E σ  (υ  is fixed at 0.3, common for metals). From the dimensional analysis 
standpoint, the model is determined by two dimensionless variables /s Eσ  (yield strain) 
and /pE E  (plastic-hardening), thereby we set up different cases varying material 
constants listed in Table 2.2. As a side note, the material 1 is our previous case and the 
material 2 is taken from Simulia Benchmarks 3.2.1 (Simulia, 2008), where the yield strains 
( /s Eσ ) are different. The series A materials (1a, 2a) have strong hardening (both 
/ 0.5pE E = ) while series B materials (1b, 2b) are perfect plasticity ( 0pE = ). 
Table 2.2: Material parameters 
Material 1 1a 1b 2 2a 2b 
E (GPa) 192 192 192 68.94 68.94 68.94 
Ep (GPa) 34.47 96 0 3.447 34.47 0 
σs (MPa) 120 120 120 68.94 68.94 68.94 
 
All results are shown in Fig. 2.8(a,b), where the comparisons are considered in terms 
of dimensionless quantities such as normalized stress or strain (rescaled by yield stress or 
yield strain) and fractal dimension, accordingly. First, we can see that responses of 
materials 1a and 2a are almost identical, both, in curves of normalized stress-strain and 
fractal dimension-strain (same applied in material 1b and 2b). Note that the materials 1a 
and 2a (and also materials 1b and 2b) have the same /pE E  but different /s Eσ , which 
indicates that the elastic-plastic transition is independent of yield strain while it depends on 
plastic-hardening. The hardening effects are investigated by comparing responses of four 
group materials varying /pE E : material 1b (2b); material 2; material 1; and material 1a 
(2a)— in the order of increasing /pE E . It can be observed from Fig. 2.8(b) that the 
fractal dimension vs. normalized plastic strain grows in the same order, i.e., faster in larger 
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/pE E  material, suggesting that the elastic-plastic transition develop faster in materials 
with stronger plastic hardening effects. The same conclusion can be drawn from 
normalized stress-strain curves depicted in Fig. 2.8(a). 
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Figure 2.8: Comparison of different materials: (a) Volume averaged stress versus strain; (b) 
Fractal dimension versus strain. 
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Based on these observations, we conclude that the elastic-plastic transition in the 
random material model 1 is fully characterized by the nondimensional plastic-hardening 
parameter /pE E . The same /pE E  leads to the same normalized stress-strain and 
fractal dimension-strain responses, while, with /pE E  increasing, the increase in fractal 
dimensions grows, i.e. the plastic hardening facilitates the elastic-plastic transition. Further, 
note that, in the study of elastic-plastic transitions, the conventional stress-strain 
calibrations require comparisons of trends to approach homogeneous responses, which are 
not easy to discern among different materials. On the other hand, the fractal dimension that 
always increases toward 3 (fully plastic) during transitions, provides an optimal parameter 
to assess the transition process.  
 
2.3.3 Influence of material randomness 
To investigate the influence of material randomness on elastic-plastic transitions, we 
compare several cases of the following two scenarios: 
Scenario A: Scalar random field of the initial yield stress, with three noise levels: 
A1 – Initial yield stress is a uniform random variable up to 2.5%±  about the mean. 
A2 – Initial yield stress is a uniform random variable up to 0.5%±  about the mean. 
A3 – Initial yield stress is a uniform random variable up to 12.5%±  about the mean. 
Scenario B: Random field of the initial yield stress and/or elastic modulus, with three types 
of randomness: 
B1 – Same as A1.  
B2 – Elastic modulus is a uniform random variable up to 2.5%±  about the mean. 
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B3 – Elastic modulus and initial yield stress are both independent uniform random 
variables up to 2.5%±  about the mean. 
The results for A1-A3 and B1-B3 are shown in Figs. 2.9 and 2.10, respectively. From 
Fig. 2.9 one can conclude that different noise levels in the random material model 1 lead to 
different transition processes; overall, a lower noise level results in a faster elastic-plastic 
transition. A limiting case is the non-random homogeneous material accompanied by an 
instant transition. Next, in Fig. 2.10 we observe the randomness in the initial yield stress to 
have a stronger effect than that in the elastic modulus. When both are randomly perturbed, 
the effect is stronger than any one of these two alone. 
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Figure 2.9: Comparison of different random noise levels: (a) Volume averaged stress versus 
strain; (b) Fractal dimension versus strain. 
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Figure 2.10: Comparison of different randomness types: (a) Volume averaged stress 
versus strain; (b) Fractal dimension versus strain. 
 
2.3.4 Comparison of 2D and 3D problems 
Let us now consider the elastic-plastic transition in different dimensions, the current 3D 
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problem and some lower-dimensional cases (2D plane strain and plane stress problems). It 
has been shown that in 2D plane strain problems, the plastic sites during elastic-plastic 
transitions evolve through fractal patterns with the fractal dimension growing to 2.0 (Li and 
Ostoja-Starzewski, 2010a, 2010b). To compare the 2D with 3D problems, it is necessary to 
normalize the fractal dimension (divided by the full space dimension, 2.0 or 3.0 for 2D or 
3D simulations, respectively). We perform various simulations for 3D and 2D (plane strain 
and plane stress) models under displacement or traction BCs and depicted corresponding 
results in Fig. 2.11(a,b). To avoid the effects of mesh size dependence, all simulations are 
conducted with 80
3
 elements (3D) or 80
2
 elements (2D). 
We observe that all the responses under displacement or traction BC for 2D or 3D 
problems provide very tight bounds, demonstrating a reliable assessment of simulation 
results. A significant feature discerned from Figs. 2.11(a,b) is that the elastic-plastic 
transition in 3D problem develops faster than that in 2D cases, both, in curves of the 
volume-averaged stress as well as the normalized fractal dimension versus the 
volume-averaged plastic strain; this is impossible in homogeneous models where the 
stress-strain curves have no distinction between 2D and 3D. This can be understood by 
noting that there are more spatial interactions between heterogeneous grains in 3D than 2D 
problems, thus creating more ‘cooperative’ effects and therefore faster transition. 
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Figure 2.11: Comparison of 2D and 3D problems: (a) Volume averaged stress versus strain; 
(b) Fractal dimension versus strain. 
 
2.4 Scaling functions in elastic-plastic transitions 
In Section 2.3, we have demonstrated the fractal properties of elastic-plastic transitions, and 
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studied the influences of material constants and randomness qualitatively according to 
stress-strain and fractal dimension-strain curves. Now we introduce scaling functions to 
quantitatively characterize elastic-plastic transitions with the aim of unifying treatments of 
all different cases. Note that in the elastic-plastic transition the stress-strain curve tends to 
the homogeneous response, along with the full occupancy of plastic region and its fractal 
dimension reaching 3.0. Analogous to the scaling analysis of phase transitions in condensed 
matter physics (Goldenfeld, 1992), we recognize the fully plastic state as a critical point 
and define three order parameters in the elastic-plastic transition of “reduced von-Mises 
stress” s, “reduced plastic volume fraction” v and “reduced fractal dimension” d, 
respectively  
: ,
s p p
s
E
s
σ ε σ
σ
+ −
=                        (2.14a) 
: 1 ,pv v= −                               (2.14b) 
3
: .
3
D
d
−
=                               (2.14c) 
where , , ,p pv Dε σ  denote response variables of the equivalent plastic strain, the 
von-Mises stress, the plastic volume fraction and the fractal dimension, respectively; 
,s pEσ  are material constants of the initial yield stress and plastic modulus. Note that the 
“reduced von-Mises stress” s actually depends on the combination of pε  and σ . We do 
not purse the correlation function here as it is anisotropic under the pure shear loading, 
which complicates the discussion. 
Note that all these three order parameters approach to zero in the development of 
elastic-plastic transitions. A power law relation between any two of the order parameters is 
thus postulated as in condensed matter physics, which shows: 
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,mv a s= ⋅                              (2.15a) 
,nd b s= ⋅                              (2.15b) 
.pd c v= ⋅                              (2.15c) 
The equations (2.15a-c) are the scaling functions in elastic-plastic transitions. We note that 
they are entirely different concepts from the scaling function developed for describing the 
finite-size scaling trend towards the RVE in random elastic materials (Ranganathan and 
Ostoja-Starzewski, 2008). As to the random elastic-plastic materials, the response is 
essentially a complex nonlinear stochastic process with fractal patterns. Our scaling 
functions quantitatively correlate descriptions of the elastic-plastic transition in terms of 
stress-strain (order parameter s) and morphologies of plastic field (order parameters v and 
d).   
Observing that the estimation of fractal dimension is unreliable both at the beginning 
of very sparse plastic sites and in the end of saturated precision errors, we set up cutoffs of 
scaling functions in the sense that, in the lower limit the log(Nr)-log(r) linear correlation 
coefficient be above 0.999, while on the other side the reduced fractal dimension d is no 
less than 0.001. Within the proposed cutoffs, the log-log plots according to (2.15a-c) for all 
different material constants in Section 2.3.2 are shown in Figs. 2.12(a-c), respectively. Most 
interestingly, it is observed that all material responses now collapse onto one universal line! 
The estimates of fitting parameters for all materials give: 
0.509 0.00006, log( ) 1.886 0.001;m a= ± = ±  
  4.047 0.002, log( ) 12.887 0.029;n b= ± = ±  
  8.207 0.015, log( ) 2.043 0.001.p c= ± = − ±  
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As in the phase transition theory, the power indices m, n, p are of primary importance 
and recognized as critical exponents. The equations (2.15a-c) imply that n=mp, which 
holds for those numerical values. Based on these observations, we conclude that the scaling 
functions in elastic-plastic transitions are universal regardless of the specific values of 
material constants. 
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  (b)                               (c) 
Figure 2.12: Scaling functions for different materials: (a) log(v)~log(s); (b) log(d)~log(s); 
(c) log(d)~log(v). 
 37
 
Let us now consider the cases of different material randomness. Parallel to discussions 
in Section 2.3.3, the log-log plots for various noise levels (1%, 5%, and 25%) and 
randomness types (random initial yield stress, random elastic modulus and both 
independently random) are shown in Figs. 2.13 and 2.14, respectively. It turns out that the 
critical exponents (line slope) are universal regardless of noise levels. They vary a little for 
different randomness types. It is interesting to note that, in Fig. 2.13(c) the log(d)~log(v) 
plots collapse onto one universal line, i.e. the d~v relation (fractal dimension and volume 
fraction) is independent of noise levels, indicating possibly a specific class of complex 
systems. Estimates of all fitting parameters are given in Table 2.3. A close examination of 
those numerical values in Table 2.3 suggests that, larger values of the critical exponents (m, 
n or p) and coefficients (a, b, or c) result in faster elastic-plastic transitions, consistent with 
the qualitative observations discussed in Section 2.3.3. 
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Figure 2.13: Scaling functions for different random noise levels: (a) log(v)~log(s); (b) 
log(d)~log(s); (c) log(d)~log(v). 
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Figure 2.14: Scaling functions for different randomness types: (a) log(v)~log(s); (b) 
log(d)~log(s); (c) log(d)~log(v). 
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Table 2.3: Fitting parameters of scaling functions for different material randomness 
Material 
randomness 
Noise 
1% 
Noise 
5% 
Noise 
25% 
Initial yield 
stress 
random 
Elastic 
modulus 
random 
Both 
independently 
random 
m 0.498 0.499 0.499 0.499 0.498 0.476 
log(a) 2.650 1.845 1.038 1.845 1.988 1.700 
n 4.059 4.070 4.062 4.070 4.396 3.998 
log (b) 19.554 12.983 6.401 12.983 16.208 12.261 
p 8.153 8.151 8.139 8.151 9.117 8.398 
log(c) -2.055 -2.058 -2.047 -2.058 -1.919 -2.034 
 
Finally we discuss scaling functions for 2D and 3D problems. Note that in 2D the 
definition of reduced fractal dimension d in (2.14c) must be modified as (2 ) / 2d D= −  
accordingly.  The log-log plots are depicted in Fig. 2.15. One can observe that in Fig. 
2.15(a) no distinction exists between 2D and 3D for v~s scaling, while d~s and d~v show 
clear differences from 2D to 3D in Figs. 2.15(b-c), where the 2D results show lower slopes 
and y-intersects (i.e., smaller critical exponents and coefficients), leading to a slower 
elastic-plastic transition consistent with our previous discussions in Section 2.3.4. The 
fitting parameters for 2D give: m=0.501, log(a)=1.841; n=2.120, log(b)=5.801; p=3.986, 
log(c)=-2.136. It is interesting to point out that the critical exponent m in v~s scaling has a 
universal value (≈0.5) for all cases discussed so far, same as the value in Landau theory of 
phase transitions.  
An analogy of the Landau free energy functional involving v and s during 
elastic-plastic transitions may be developed to explain this universality, although there is no 
such symmetry as in the magnetic transition in condensed matter physics. The Landau 
theory has been applied in a study of martensitic phase transformations in crystals (Levitas 
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and Preston, 2002). Qualitatively the free energy has two extrema at v=1 (full elastic) and 
v=0 (full plastic) and the merging into a single minima as 0s→  leads to a sqrt v~s 
scaling, while a quantitative determination of the Landau functional is beyond our current 
study.  
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Figure 2.15: Scaling functions for 2D and 3D problems: (a) log(v)~log(s); (b) log(d)~log(s); 
(c) log(d)~log(v). 
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2.5 Study of model 2 
Now we consider elastic-plastic transitions in model 2, where each grain can be an 
anisotropic crystal. The randomness from grain to grain comes from a random rotation of 
crystal orientations. The reference material is taken from aluminum crystal with elastic 
properties from (Hill, 1952) and plastic parameters from (Taylor et. al, 1995), listed in table 
2.4. For simplicity the Hill orthotropic yield criterion is applied and we study 2D plane 
strain problems. The material orientations are taken to be uniformly distributed on a circle 
implemented by an algorithm of Shoemake (1992).  
Table 2.4: Material parameters for model 2 
Elasticity (GPa) Plasticity 
11c  12c  44c  0 (MPa)σ  11 0σ σ  22 0σ σ  33 0σ σ  12 0σ σ  
108 62.2 28.4 137 1.0 0.9958 0.9214 1.08585 
 
A numerical study is carried out by a finite element method (FEM) commercial 
software ABAQUS. We take a sufficiently large domain comprising of 200x200 grains with 
shear loading applied through one of the three types of uniform BCs consistent with 
(2.3-2.5): 
 
0 0 0
11 22 12
0 0 0 0
11 22 12 12
0 0 0
11 22 12
Kinematic: , 0,
Mixed: , , 0,
Static: , 0.
ε ε ε ε
ε ε σ σ ε σ
σ σ σ σ
= − = =
= = − = =
= − = =
                (2.16) 
where we want to mention that the mixed-orthogonal BC has one or two tensorial 
components imposed by boundary displacements and the other components by tractions, 
which is different from the usual mixed BC that applies boundary displacements and 
tractions on mutual regions. Strictly speaking, the static BC in (2.16) is ill-posed for a 
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perfectly-plastic material, but all the materials in our study are heterogeneous, so that the 
overall stress-strain responses will effectively be a hardening-type for monotonic loadings.  
Figures 2.16 (a-d) show elastic-plastic transition fields in model 2 for increasing 
loadings under mixed BC. The figures use a binary format in the sense that elastic grains 
are white, while the plastic ones are black. First, we note that at the late stage (Fig. 2.16d) 
the plastic shear bands of black regions can be observed clearly at roughly 045  to the 
coordinate direction. This is understandable since we apply shear loadings while the 
material field is inhomogeneous, so the shear bands are not at 045  exactly. Regarding this 
inhomogeneity, the plastic grains tend to form in a geodesic fashion so as to avoid the 
stronger grains (Jeulin et al., 2008). The plastic grains form regions of various shapes and 
sizes, observing their statistical self-similarity we estimate their fractal dimension D using a 
“box-counting method” according to (2.13).  
The results of box counts for Figs. 2.16(a-d) are shown in Figs. 2.17(a-d), respectively. 
Table 2.5 lists numeric values of fractal dimensions and the linear correlation coefficients 
of log(Nr)-log(r). With such coefficients very close to 1.0 for all figures, we conclude that 
the elastic-plastic transition patterns are fractal. The same type of results is obtained for two 
other loadings of displacement and traction BCs. 
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 (a)  (b)  
(c)  (d)  
Figure 2.16: Field images (white/black: elastic/plastic) of 200x200 grains for model 2 
under mixed BC at four successive time steps. The plastic volume fractions are: 
(a)9.69%; (b)23.75%; (c)44.08%; (d)71.06%. 
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Figure 2.17: log(Nr)-log(r) plots to estimate fractal dimension D for Figs. 2.16(a)-(d) 
by box-counting method. The lines correspond to the best linear fit of log(Nr)-log(r). 
 
Table 2.5: Results of estimating fractal dimensions 
Field images Fig. 2.16(a) Fig. 2.16(b) Fig. 2.16(c) Fig. 2.16(d) 
Fractal dimension 1.77 1.92 1.98 1.99 
Correlation coefficient 0.9917 0.9988 0.9999 0.9999 
 
Figures 2.18(a,b) show response curves under these three BCs in terms of the averaged 
stress vs. strain and the fractal dimension (D) vs. strain, respectively. The responses of the 
homogeneous reference material are also given for a reference. In both figures, the curves 
overlap, demonstrating that the (200x200) domain is RVE, as expected from hierarchies of 
scale dependent bounds (Ostoja-Starzewski, 2005, 2008), where the response under the 
mixed-orthogonal loading is always bounded from above and below by the displacement 
and traction loadings, respectively.  
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Note that the curves of heterogeneous materials are always bounded from above by 
those of the corresponding homogeneous materials. However, the difference in the case of 
model 2 looks bigger – the reason for this is possibly that, while in model 1 we use a 
material whose parameters are arithmetic means of the microstructure, in model 2 we have 
to use the reference material and are not aware of their arithmetic means. Since the actual 
mean (and the asymptotic stress-strain line) is not readily available, we do not pursue study 
of scaling functions for model 2 here. 
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Figure 2.18: Response curves under different boundary conditions for model 2: (a) Volume 
averaged stress versus strain; (b) Fractal dimension versus strain. 
 
2.6 Fractals on Markov random fields 
The fractal pattern formation of evolving plastic zones observed in computational 
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mechanics simulations reported above may be explained by a reference to fractals on 
Markov random fields (MRF). To see this, we first introduce a binary random variable S  
describing the state of any grain as 
if 0 or 0,
if 0 and 0.
p p
p p
e f df
S
p f df
< <
= 
≥ ≥
                  (2.16) 
where e  means an elastic state and p  means a plastic state. pf  refers to the yield 
function of grain p. Next, consider grain centers as a Cartesian lattice 2ℤ  of spacing a  
in 2ℝ  (for 3D it is easily written in analogy), that is 
( ){ }1 2= , ,aL m a m a=x                    (2.17) 
where 1 2,m m  are integers ranging from 1 through N (the size of material domains). Given 
that (i) the material constants of each grain are random, and (ii) the state of each grain is a 
result of all the interactions in the entire system of all grains, the state S  on aL  is a 
random field 
{ } ( ) { }: , , , , .aS L e p S s e pωΩ× → = ∈x            (2.18) 
In other words, for any ω∈Ω  (a particular realization of the entire material system) and 
any location x  on the lattice, the state s  is either e  or p .  
Markov property: Recognize that, the conditional probability of a grain at x  being 
plastic at any macroscopic load level such as 0ε , depends not on the state of all other 
grains { }aL − x  but only on the state of its nearest interacting neighbors Nx : 
( ) ( ){ } ( ) ( ){ }0 0| = | { } .aP s s N P s s L −xε εx x x            (2.19) 
This relation defines S  of (2.18) as a Markov random field (MRF). Given the square 
lattice topology of our composites, N
x
 comprises of four neighboring grains: 
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( ) ( ) ( ) ( ){ }1 2 1 2 1 2 1 2= +1 ,  , 1 ,  ,  , 1  ,  , 1 ,N m a m a m a m a m a m a m a m a− + −              x (2.20) 
It is understood that the conditional probabilities on both sides of (2.19) depend on the 
macroscopic applied loading, i.e., 0ε , 0σ  or some combination thereof, respectively, 
through BCs (2.3) - (2.5). 
The formulation above is analogous to that of a MRF for an Ising magnet on a square 
lattice, where the state (spin up or down) of each site is a function of the spins at four 
neighboring sites and of the overall temperature T  (rather than that of a mechanical load) 
( ) ( ){ } ( ) ( ){ }| = | { } .T T aP s s N P s s L −xx x x          (2.21) 
One can write a Gibbs specification of the random field for an Ising magnet: 
( ) ( )1 = exp , .T U T
Z
ω ωΠ −                      (2.22) 
This is called a Gibbs random field (GRF), with ( ) T ωΠ  the absolute probability and Z  
the partition function ensuring the probability measure is normalized to 1: 
( )exp , .Z U T
ω
ω= −  ∑                      (2.23) 
Going back to the elastic-plastic composite, instead of (2.22), we can also write a 
Gibbs specification 
( ) ( )0 01 = exp , .U
Z
ω ω Π − ε ε                (2.24) 
where the internal energy of an Ising magnet is ( ),U Tω  and for our elastic-plastic 
composite ( )0U ,  ω ε . This is consistent with a continuum thermomechanics picture where 
the temperature is a control parameter for a thermal problem, while strain is a control 
parameter for a mechanical problem.  
It is well known that every MRF is equivalent to a GRF, and vice versa (Preston, 
1974). However, if we specify a MRF in terms of local interactions, do we also specify its 
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global probability measure Π  in a unique way? The answer depends on whether the 
interactions are weak or strong. When they are weak in the sense that the state ( )s x  
depends weakly on the neighbors' states ( )s Nx , then there is a unique correspondence 
between conditional probabilities ( ) ( ){ }0 |P s s Nxε x  and absolute probabilities ( )0 ωΠε . 
On the other hand, when such dependence is strong, for a given specification of 
interactions ( ) ( ){ }0 |P s s Nxε x  there is more than one probability measure ( )0 ωΠε .  
In the case of the Ising model, this critical point is the Curie point TC on the 
temperature scale, below which we have a ferromagnet, and above which there is a spatial 
disorder of spins so that no single dominant (and hence macroscopic) spin emerges. A wide 
range of binary patterns — i.e., white (W) versus black (B) vertices — have been analyzed 
for the entire range of control parameters (Hammersley and Mazzarino, 1983). The control 
parameters are α  (the influence of the external magnetic field) and β  (the strength of 
pair interactions), so that a canonical form of the internal energy reads 
( ), B BWU T V Vω α β= +                    (2.25) 
where BV  is the number of black vertices, and BWV  is the number of pairs having one 
black and one white vertex. 
Note that the first term in (2.25) is responsible for a Bernoulli type (i.e. uncorrelated) 
percolation on the lattice. While this percolation alone is well known to also exhibit fractal 
patterns, the second term in our elastic-plastic transition is non-zero, characterized by a 
correlated percolation. In fact, for a weakly random microstructure, the plastic state is 
likely to 'spill over' to a neighboring elastic grain. On the other hand, in a strongly random 
microstructure, plasticity tends to go via weak grains with low yield limits in a geodesic 
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pattern (Jeulin et al., 2008). Note that (i) the correlated percolation involves interplay of 
both terms in (2.25), and (ii) the mechanical problem is tensorial in nature and orthotropic, 
thus more complex than what happens on the scalar Ising model. 
In the early eighties fractals were hardly known and this is probably why Hammersley 
and Mazzarino (1983) did not estimate fractal dimensions from their computer simulations, 
although fractal patterns are clearly seen in their figures at (and around) TC. The task of 
generating fractal patterns via MRF models and computing their fractal dimensions was 
investigated by (Onural, 1991) and followed by others in the field of image analysis, e.g. 
(Ghozi, 2001). 
Returning back to elastic-plastic transitions in a random composite we recapitulate: 
(i) there are elastic (e) and plastic (p) vertices in analogy to W and B vertices in the 
Ising model; 
(ii) the increasing applied loading 0ε  tends to cause the e→p transition at any single 
vertex, while the local conditioning is attractive in the sense that p states on N
x
 tend to 
make ( )S p=x  (with the same cause-effect relation holding for e); 
(iii) S is the MRF so that the evolution of the entire V set from a predominantly e state 
to a predominantly p state exhibits fractal patterns. 
 Since the responses under (2.3) and (2.4) loadings have been shown to be almost the 
same (i.e. the RVE level), the above arguments could be restated with 0ε  replaced by 0σ .  
While this section provides only a qualitative explanation of the morphogenesis of fractal 
patterns at elastic-plastic transitions, a quantitative determination of conditional 
probabilities of the MRF is outside the present study. 
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CHAPTER 3 
  FRACTALS IN ELASTIC-PLASTIC TRANSITIONS 
OF NON-METALLIC MATERIALS 
 
This chapter extends the study to non-metallic materials with friction, cohesion and 
dilatation effects. Working in the context of widely used Mohr-Coulomb media, the friction 
and/or cohesion parameters are taken as non-fractal random fields with weak 
noise-to-signal ratio. Following the evolving set of plastic grains, we find that this set is a 
fractal, monotonically plane-filling under increasing macroscopic load in plane strain 
problems. All the macroscopic responses display smooth transitions but, as the randomness 
decreases to zero, they turn into sharp response of an idealized homogeneous material. The 
observed plastic shear bands are also studied from statistical analysis of correlation 
functions. Another aspect studied is the adaptation of scaling functions from models of 
metals studied earlier to non-metals.    
 
3.1 Model formulation 
By a random heterogeneous material we understand a set { }( );B ω ω= ∈ΩB  of 
deterministic media ( )B ω , where ω  indicates a specific realization and Ω  is the 
underlying sample space (Ostoja-Starzewski, 2008). The material parameters of any 
microstructure, such as the elasticity tensor and/or the yield tensor, jointly form a vector 
random field G  which is required to be mean-ergodic on (very) large scales, that is 
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1
( ) lim ( , ) ( , ) ( ) ( )
L
V
dV dP
V
ω ω ω ω
→∞
Ω
≡ = ≡∫ ∫G G x G x G x          (3.1) 
For simplicity the random material properties are assumed as white-noise random fields of 
independent identically distributed (i.i.d.) uniform random variables, consistent with (3.1). 
We define a homogenized response as that in which there is equivalence between 
energetically ( :σ ε ) and mechanically ( :σ ε ) defined effective responses : :=σ ε σ ε . This 
is the well-known Hill-Mandel condition in linear elastic materials. In the elastic-plastic 
materials under monotonically increasing loading it can be generalized to an incremental 
form (Hazanov, 1998), leading to three types of uniform boundary conditions (BCs): 
(1)kinematic (displacement) BC (with applied constant incremental strain 0dε ): 
0 , ;d d Bδ= ⋅ ∀ ∈∂u ε x x                        (3.2) 
(2) traction (static) BC (with applied constant stress 0σ ): 
 0 , ;Bδ= ⋅ ∀ ∈∂t σ n x                        (3.3) 
(3) mixed-orthogonal (or displacement-traction) BC: 
 0 0( ) ( ) 0, .d d Bδ⋅ ⋅ ⋅ = ∀ ∈∂t - σ n u - ε x x                  (3.4) 
where u  is the displacement vector and t  is the traction vector on the specimen 
boundary Bδ∂ . The microstructures in current study are made of perfectly-bonded, 
homogeneous, isotropic grains of Mohr-Coulomb type materials. The yield function gives 
tanf cτ σ φ= − −                          (3.5) 
where τ  and σ  are the shear and the normal stresses resolved on any plane, φ  and c  
are material constants of friction angle and cohesion, respectively. 
The plastic flow rule is determined by a plastic potential 
tang constτ σ ψ= − +                      (3.6) 
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where ψ  is the dilatation angle. When φ ψ=  we have associated plasticity, however, 
usually φ ψ≠  and the material is non-associated plastic. Note that (3.5) and (3.6) show a 
non-smooth plastic flow surface in the stress space, which is different from that of von 
Mises criterion for metallic materials, as illustrated in Fig. 3.1. Introducing plastic 
hardening, we have 
0
p
p
c c E ε= +                           (3.7) 
where 
0
c  is the initial cohesion, 
pE  is the plastic modulus, 
pε  is the equivalent plastic 
strain defined as: 
0
2
:
3
t
p pl pl dsε = ∫ ε εɺ ɺ                       (3.8) 
  
(a)          (b) 
Figure 3.1: Illustration of Mohr-Coulomb yield criterion: yield surface in (a) τ σ−  plane 
and (b) deviatoric stress plane. 
 
3.2 Computational simulations 
3.2.1 Stress-strain curves 
A numerical study of the elastic-plastic transition, in plane strain problem, is carried out 
with a commercial finite element software ABAQUS. The domain comprises 200x200 
square-shaped grains. Each individual grain is homogeneous and isotropic, its friction 
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coefficient tanφ being a uniform random variable from a range of up to 2.5%±  about the 
mean and other material parameters being constant. Other randomness possibilities will be 
discussed later. The mean values are taken from the Gosford Sandstone (Ord, 1991): 
E=15.3GPa, EP=1.06GPa, C0=28.3MPa, φ=25º, ψ=1.0º. We apply shear loading through 
one of the two types of uniform BCs consistent with (3.2-3.3): 
Displacement: 011 22 12, 0,d d d dε ε ε ε= − = =                  (3.9) 
Traction:     011 22 12, 0.σ σ σ σ= − = =                     (3.10) 
Figures 3.2 (a,b) show volume averaged stress-strain response curves under these two 
BCs in terms of the von Mises stress and Mohr-Coulomb stress vs. equivalent plastic strain, 
respectively. The responses of homogeneous material (no randomness) are also given for a 
reference. We find that the responses of random heterogeneous materials all display smooth 
curves tending towards the line of homogeneous cases, which, in fact, is more realistic, 
since in real materials the elastic-plastic transition must develop smoothly rather than 
instantly. The constitutive responses under displacement and traction BCs bound the actual 
response, respectively, from above and below. In the context of elasto-plasticity, this has 
first been described by hierarchies of bounds for random two-phase 
elastic-hardening-plastic composites in (Jiang et al., 2001). We note that the discrepancy in 
von Mises-strain curves is found to be pronounced since the Mohr-Coulomb yield criterion 
is applied, where the equivalent stress on yield surface is different from that of von Mises, 
the latter being widely employed in metallic materials. The Mohr-Coulomb stress-strain 
response curves are almost overlapping under the two BC’s, thus demonstrating the RVE 
for random Mohr-Coulomb materials (Ostoja-Starzewski, 2008).  
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Figure 3.2: Response curves under different boundary conditions: (a) von Mises stress 
versus strain; (b) Mohr-Coulomb stress versus strain. 
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3.2.2 Plastic shear bands 
In addition to volume averaged stress-strain responses, we now study the whole 
elastic-plastic transition field. The contour plots of equivalent plastic strain field for 
increasing stress 0σ  under traction BC at four typical time steps are depicted in Figs. 3.3 
(a-d), respectively. Figures 3.4 (a-d) show the corresponding elastic-plastic field images, 
where a binary format was applied in the sense that elastic grains are white, while the 
plastic ones are black.  
(a)  (b)  
(c)  (d)  
Figure 3.3: Contour plots of equivalent plastic strain for 200x200 grains under 
traction BC at four successive time steps. The volume averaged equivalent plastic 
strains are: (a) 72.91 10−× ; (b) 79.62 10−× ; (c) 63.69 10−× ; (d) 52.14 10−× . 
   
 58
(a)  (b)  
(c)  (d)  
Figure 3.4: Elastic-plastic field images (white/black: elastic/plastic) corresponding to 
Figs. 3.3 (a-d). The plastic volume fractions are: (a) 9.72%; (b) 17.12%; (c) 32.68%; 
(d) 71.31%. 
 
Note that both figures show clear plastic shear bands, while they are scattered and 
discontinuous due to material randomness. To quantitatively characterize this pattern, we 
perform a statistical analysis of two-point correlation functions S2, defined as 
[ ] [ ] [ ]2 1 2 1 1 2 2 1 2( , ) ( ) ( ) ( ) ( ) ( ) ( )S Z Zµ µ σ σ= − −x x x x x x x x      (3.11) 
where the symbol  denotes ensemble averaging, ( )µ and ( )σ  refer to the mean 
and the stand deviation of a random variable, respectively. The implementation on a 
discretized (i.e. having a discrete support) random field follows from Berryman (1985), 
where S2 depends on the distance k between the two grains and their angle θ. We study 
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correlation functions for Figs. 3.3(d) and 3.4(d), where the plastic shear bands are more 
evident. The results are plotted in Fig. 3.5 for k=1, 2, 3 (when k≥4 the correlation function 
almost converges to zero). Note that the random field for Figs. 3.3(d) or 3.4(d) refers to the 
equivalent plastic strain or the elastic/plastic phase (0 or 1), respectively. We can see that 
correlation functions vary by the orientation angle (i.e., they are anisotropic) while for Fig. 
3.3(d) and 3.4(d) the dependence essentially show no difference. Overall the correlation 
functions reach maximum at 36˚~42˚ relative to the horizontal axis. Interestingly the local 
directional preference leads to the global observation of shear bands along the same angle. 
Note that the shear bands are largely scattered and discontinuous, since the most random 
situation [white noise (i.i.d random variables) on material properties] is applied. The scatter 
over that 6˚ angle interval could be lowered (and brought down to zero) with the simulated 
domain size becoming very large (and tending to infinity). The results for other field 
images or displacement BC all show the same tendency, thus manifesting a common 
characteristic of plastic shear bands in random Mohr-Coulomb materials.   
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 Figure 3.5: Correlation functions for Fig. 3.3(d) (first row) and Fig. 3.4(d) (second row). 
 
3.2.3 Fractal patterns of plastic field 
Note that in Figs. 3.4(a-d) the set of plastic grains grows with an disordered, albeit not 
purely random, geometry. We therefore ask: what insightful information can be obtained 
from those images? First, note that the distributions of plastic grains show statistical 
self-similarity. To quantify such information, the fractal dimension D is estimated using a 
“box-counting method” for each field image (Mandelbrot, 1982): 
log( )
log( )
rND
r
= −                           (3.12) 
where rN  
denotes the number of boxes of size r needed to cover the object. The log(Nr)- 
log(r) plots for Figs. 3.4(a-d) are shown in Figs. 3.6(a-d), respectively. Table 3.1 shows 
fractal dimensions and correlation coefficients for linear fits of the log-log plots. The same 
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type of results is obtained for the displacement BC, whereby the spread of plastic grains is 
initially progressing faster. 
 
Figure 3.6: log(Nr)-log(r) plots to estimate fractal dimension D for Figs. 3.4(a-d) by 
the box-counting method. The lines correspond to the best linear fit of log(Nr)-log(r). 
 
Table 3.1: Results of estimating fractal dimensions 
Field images Fig. 3.4(a) Fig. 3.4(b) Fig. 3.4(c) Fig. 3.4(d) 
Fractal dimension 1.773 1.875 1.952 1.999 
Correlation coefficient 0.9912 0.9968 0.9996 0.9999 
 
Figure 3.7 shows the evolution of fractal dimension versus equivalent plastic strain 
under different BC’s. The fractal dimension D grows slower under the traction BC than the 
displacement BC, which corresponds to the characteristics of stress-strain responses. 
However, note that they share a common trend regardless of the loading applied: D tends to 
2.0 during the transition, showing that the plastic grains have a tendency to spread over the 
entire material domain.  
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Figure 3.7: Fractal dimension versus equivalent plastic strain under different BC’s.   
 
3.3 Parametric study 
In this section we conduct a parametric study to investigate the influences of material 
constants and randomness during elastic-plastic transitions. Note that the Mohr-Coulomb 
model is fully specified by 5 parameters {E, EP, C0, φ, ψ} (ν=0.125 fixed for rocks). To set 
up cases varying each parameter, we select a list of different material parameters in Table 
3.2, where Material 2 is from Carrara marble (Ord,1991), Material A differs from Material 
2 in the EP value. Materials B1 and B2 are only different from Material 1 by friction 
properties while Material 3 is dilatation properties.  
Table 3.2: Material selection table 
Material 1 2 A B1 B2 C 
E (GPa) 15.3 47.2 47.2 15.3 15.3 15.3 
EP (GPa) 1.06 1.27 3.27 1.06 1.06 1.06 
C0 (MPa) 28.3 121.4 121.4 28.3 28.3 28.3 
φ (deg) 25 25 25 45 5 25 
ψ (deg) 1.0 1.0 1.0 1.0 1.0 25 
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The responses of materials 1, 2 and A are shown in Fig. 3.8. Observing that the curves 
of material 1 and A are almost overlapping while being closer to the homogeneous line than 
that of material 2, we conclude that stronger hardening (EP/E) leads to faster transition 
while the initial yield strain (C0/E) has no effect, both in terms of normalized stress versus 
strain and fractal dimension versus strain. 
The influence of friction is revealed by comparing responses of materials 1, B1, and 
B2 in Fig. 3.9. Note that the material B2 with lowest friction transits from elasticity to 
plasticity fastest (material B1 on the other side). A lower friction thus results in a faster 
transition. This is understandable since we only consider the randomness’ effect on friction 
(same percentage perturbation), thereby a lower friction takes less random effects. The 
limiting case is no friction, and thus an instantaneous transition. 
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Figure 3.8: Comparison of materials with different C0/E and/or EP/E: (a) Mohr-Coulomb 
stress versus strain; (b) Fractal dimension versus strain. 
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Figure 3.9: Comparison of materials with different tanφ: (a) Mohr-Coulomb stress versus 
strain; (b) Fractal dimension versus strain. 
 
Finally we show results of material 1 and C only with different dilatations in Fig. 3.10. 
Their responses are almost overlapping, showing that the dilatation has practically no effect 
on the elastic-plastic transition. 
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Figure 3.10: Comparison of materials with different tanψ: (a) Mohr-Coulomb stress versus 
strain; (b) Fractal dimension versus strain. 
 
Regarding the influence of material randomness, we first study three cases with 
different random noise levels: noise 1%, 5%, and 25%, shown in Fig. 3.11. We can see that 
a lower noise results in a faster elastic-to-plastic transition. 
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Figure 3.11: Comparison of different random noise levels: (a) Mohr-Coulomb stress versus 
strain; (b) Fractal dimension versus strain. 
 
Next, we consider randomness in cohesion. The comparison with randomness in 
friction (same percentage perturbation) is shown in Fig. 3.12. It is evident that the 
randomness in cohesion has a stronger effect than that in friction. 
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Figure 3.12: Comparison of different randomness types: (a) Mohr-Coulomb stress versus 
strain; (b) Fractal dimension versus strain. 
 
Furthermore, fixing the randomness in cohesion we can study friction effects 
exclusively. This is achieved through a comparison of different friction parameters in Fig. 
3.13. In contradistinction to results from randomness on frictions, it is found that a higher 
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friction corresponds to a faster transition. The friction facilitates the elastic-to-plastic 
transition.  
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Figure 3.13: Comparison of materials with different frictions by same random cohesion: (a) 
Mohr-Coulomb stress versus strain; (b) Fractal dimension versus strain. 
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3.4 Scaling functions 
In the previous section we have demonstrated the fractal properties of elastic-plastic 
transitions, and studied the influences of material constants and randomness qualitatively 
according to stress-strain and fractal dimension-strain curves. We now introduce scaling 
functions to quantitatively characterize elastic-plastic transitions with the aim of unifying 
treatments of all different cases. Note that in the elastic-plastic transition the stress-strain 
curve tends to the homogeneous response, along with the full occupancy of plastic region 
and its fractal dimension reaching 2.0. Analogous to the scaling analysis of phase 
transitions in condensed matter physics (Goldenfeld, 1992), we recognize the fully plastic 
state as a critical point and define three order parameters in the elastic-plastic transition of 
“reduced Mohr-Coulomb stress” s, “reduced plastic volume fraction” v and “reduced fractal 
dimension” d, respectively  
0
0
: ,
p pc E
s
c
ε σ+ −
=                        (3.13a) 
: 1 ,pv v= −                               (3.13b) 
2
: .
2
D
d
−
=                              (3.13c) 
where , , ,p pv Dε σ  denote response variables of the equivalent plastic strain, the 
Mohr-Coulomb stress, the plastic volume fraction and the fractal dimension, respectively; 
0 , pc E  are material constants of the initial cohesion and plastic modulus. Note that the 
“reduced Mohr-Coulomb stress” s actually depends on the combination of pε  and σ .  
Note that all these three order parameters approach zero in the development of 
elastic-plastic transitions. A power law relation between any two of the order parameters is 
thus postulated as in condensed matter physics: 
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,mv a s= ⋅                              (3.14a) 
,nd b s= ⋅                              (3.14b) 
.pd c v= ⋅                              (3.14c) 
The equations (3.14a-c) are the scaling functions in elastic-plastic transitions. We note 
that they are conceptually different from the scaling function developed for describing the 
finite-size scaling trend towards the RVE in random elastic materials (Ranganathan and 
Ostoja-Starzewski, 2008). As to the random elastic-plastic materials, the response is 
essentially a nonlinear spatial-temporal stochastic process with fractal patterns. Our scaling 
functions quantitatively correlate descriptions of the elastic-plastic transition in terms of 
stress-strain (order parameter s) and morphologies of plastic field (order parameters v and 
d).   
Observing that the estimation of fractal dimension is unreliable both at the beginning 
of very sparse plastic sites and at the end of saturated precision errors, we set up cutoffs of 
scaling functions in the sense that, in the lower limit the log(Nr)-log(r) linear correlation 
coefficient be above 0.999, while on the other side the reduced fractal dimension d is no 
less than 0.01. Within the proposed cutoffs, we plot log-log curves of v~s, d~s, and d~v for 
different materials (material 1, 2, B1 and B2; material A and C have same response as 1) in 
Fig. 3.14. We find that the curves of material 1 and 2 collapse onto one line, demonstrating 
the validity of scaling functions. The results of fitting parameters are listed in Table 3.3. We 
can see that the critical exponent m in v~s is 0.53, not 0.5 as in the von Mises model of 
metallic solids, nor in the Landau model of phase transitions. The reason is that the 
non-smoothness of plastic yield surface shown in Fig. 3.1 prohibits an analytic Taylor 
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expansion of Landau functions around critical points. Further examination of the value m in 
material B1 and B2 shows that the deviation grows as the friction increases. However, we 
find that the d~v scalings are almost overlapping, possibly indicating a specific complex 
dynamic system governed by the same d~v scaling.  
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Figure 3.14: Scaling functions for different materials: (a) log(v)~log(s); (b) log(d)~log(s); 
(c) log(d)~log(v). 
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Table 3.3: Fitting parameters of scaling functions for different materials 
Material 1 2 B1 B2 
m 0.5321 0.5442 0.5749 0.5056 
log(a) 2.9022 2.9733 2.5720 4.3475 
n 2.1389 2.1271 2.2219 2.0049 
log (b) 9.4018 9.3532 7.6470 14.9936 
p 4.0183 3.7921 3.8611 3.9638 
Log(c) -2.2661 -2.3241 -2.2965 -2.2487 
 
Next we study scaling functions for different material randomness. The plots for 
different random noise levels and randomness types are shown in Figs. 3.15 and 3.16, 
respectively. Table 3.4 lists results of fitting parameters for scaling functions. It is found 
that the critical exponents (m, n, p) under different random noise levels or randomness 
types are very close, demonstrating the universality, i.e. independence from the material 
randomness. Further, the intersect coefficients (a, b) show clear discrepancies with larger 
values indicating a faster elastic-plastic transition, consistent with the qualitative 
observations discussed before. Nevertheless, the d~v scaling again remains nearly 
unchanged.  
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Figure 3.15: Scaling functions for different random noise levels: (a) log(v)~log(s); (b) 
log(d)~log(s); (c) log(d)~log(v). 
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Figure 3.16: Scaling functions for different randomness types: (a) log(v)~log(s); (b) 
log(d)~log(s); (c) log(d)~log(v). 
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Table 3.4: Fitting parameters of scaling functions for different material randomness 
Material 
randomness 
Noise 
1% 
Noise 
5% 
Noise 
25% 
Friction 
random 
Cohesion 
random 
Both  
random 
M 0.5265 0.5321 0.5394 0.5321 0.5339 0.5281 
log(a) 3.7195 2.9022 2.0667 2.9022 1.9916 1.9652 
N 2.1070 2.1389 2.1791 2.1389 2.1631 2.1348 
log (b) 12.6447 9.4018 6.1024 9.4018 5.8367 5.7218 
P 4.0006 4.0183 4.0373 4.0183 4.0488 4.0410 
log(c) -2.2393 -2.2661 -2.2488 -2.2661 -2.2346 -2.2224 
 
Finally, we discuss friction effects by fixing the random noise in cohesion at 5% while 
varying friction parameters. The plots of scaling functions are shown in Fig. 3.17. Numeric 
values of fitting parameters are listed in Table 3.5. We find that the friction affects the 
critical exponents: the larger friction results in more deviation from the Landau model of 
phase transitions (m=0.5).  
It is interesting to point out that the d~v scaling (fractal dimension and volume fraction) 
shows universality among all the cases discussed so far (p≈4, log(c) ≈-2). In fact, in the 
planar random von Mises model the values are the same, while, in three dimensional case 
p≈8, log(c) ≈-2 (Li & Ostoja-Starzewski, 2012). We recall from fractal geometry (Falconer, 
2003) that there is no rigorous relation between the fractal dimension and the volume 
fraction. Rather, we believe that the plastic sets evolving during elastic-plastic transitions 
belong to some universal class of geometric sets to be revealed in future research.  
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Figure 3.17: Scaling functions for different frictions under the same random cohesion: (a) 
log(v)~log(s); (b) log(d)~log(s); (c) log(d)~log(v). 
 
Table 3.5: Fitting parameters of scaling functions for different frictions 
Friction 25º 45º 5º 
M 0.5339 0.5811 0.5230 
log(a) 1.9916 2.1938 1.9476 
N 2.1631 2.2894 2.1486 
log (b) 5.8367 6.3666 5.7917 
P 4.0488 3.9368 4.1079 
Log(c) -2.2346 -2.2782 -2.2096 
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CHAPTER 4
*
   
THERMO-ELASTO-PLASTIC MATERIALS 
 
This chapter is a further continuation of the work about fractals in elastic-plastic transitions. 
After the study of mechanics problems, we now introduce thermal effects: the models 
involve 2D aggregates of homogeneous grains with weak random fluctuations in thermal 
expansion coefficients, equivalent to modeling the effects of random residual strains- 
something that brings much realism to micromechanics of materials. For simplicity the 
flow rule of each grain follows J2 associated plasticity in the setting of metals as in chapter 
2. Upon following the evolution of a set of grains that become plastic, we find that it again 
has a fractal dimension increasing smoothly from 0 towards 2. Transitions under various 
types of model randomness and combinations of material constants are examined. While 
the grains possess sharp elastic-plastic stress-strain curves, the overall stress-strain 
responses are smoothly curved and asymptote toward plastic flows of reference 
homogeneous media making better physical sense. Overall, the fractal dimension D of the 
plastic set is a readily accessible parameter to investigate transition patterns in a wide range 
of thermo-elasto-plastic materials. 
 
4.1 Model formulation 
As conventionally done in mechanics of random media, we consider the random 
                                                        
*
 Based on Li and Ostoja-Starzewski, 2011a. 
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heterogeneous material to be a set { }( );B ω ω= ∈ΩB  of realizations ( )B ω , defined over 
the sample space Ω , each one evolving in a deterministic fashion (Ostoja-Starzewski, 
2008). That is, for an elementary eventω∈Ω  we have a realization of deterministic media 
( )B ω , each taken as an aggregate of crystals (or grains). With B  embedded in a physical 
space, the aggregate is essentially modeled by a random field. Any material property, say 
G , is required to be mean-ergodic, that is 
1
( ) lim ( , ) ( , ) ( ) ( )
L
V
dV dP
V
ω ω ω ω
→∞
Ω
≡ = ≡∫ ∫G G x G x G x ,        (4.1) 
where the overbar means the volume average and  indicates the ensemble average. 
( )P ω  is the probability measure assigned to the ensemble ( ){ }, ; ,G x x Vω ω∈Ω ∈  and 
its algebra.  In general, the grains are homogeneous, isotropic, linear 
(thermo)elastic-hardening-plastic materials, where the randomness just resides in either the 
moduli, or plastic limits, or thermal expansion coefficients. Thus, the constitutive response 
of each grain is: 
when f c<  (thermoelastic region) 
( , )ij ijkl kl ijSε σ α ω θ= + x                  (4.2) 
when and 0f c df≥ ≥  (plastic region) 
'
' ,
2
, .
3 3
ij
ij
ij
ii ii
d f
d
G
d dd
d d d
K
σ
ε λ
σ
ε σσ
ε ε σ
∂
= + ⋅
∂
 = = = 
 
       (4.3) 
Here the primes indicate deviatoric tensor components, ijklS  is the compliance tensor, 
( , )ijα ω x  is the thermal expansion coefficient (randomly specified in each grain), 
0(= )T Tθ −  is the temperature change, f  is the yield function following the associated 
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2J  flow theory, c  is the yield limit, λ  is a consistency parameter, and G  and K  are 
the shear and bulk moduli, respectively. Clearly, the randomness in thermal expansion 
coefficients effectively models random residual strains ( ( , ) ( , )Rij ijε ω α ω θ=x x ). 
Regarding the loading of B , we recall the Hill-Mandel condition, which guarantees the 
equivalence of energetically and mechanically defined effective responses 
( ) ( ) 0
B
d d d d dS
δ∂
= ⇔ − ⋅ ⋅ − ⋅ =∫ ∫ ∫σ : ε σ : ε t σ n u ε x ,  ( 4.4) 
where Bδ∂  is the boundary of a given specimen Bδ  of size δ , see also (Hazanov, 1998). 
This equation suggests three special types of uniform boundary conditions (BCs): 
(i) uniform displacement BC:        d d= ⋅u ε x            (4.5) 
(ii) uniform traction BC:           = ⋅t σ n               (4.6) 
(iii) uniform mixed-orthogonal BC:  ( ) ( ) 0d d⋅ ⋅ ⋅ =t - σ n u - ε x         (4.7) 
 
4.2 Numerical simulations 
Given the lack of analytical solutions for study of patterns in randomly heterogeneous 
(thermo)inelastic materials, a numerical simulation of the elastic-plastic transition, in plane 
strain, is carried out with the ABAQUS FEM software. The domain comprises 256x256 
square-shaped grains, i.e., the domain is sufficiently large to compute fractal dimensions. 
Each grain is homogeneous and isotropic, its thermal expansion coefficient α  being a 
uniform random variable (r.v.) from a range up to 2.5%±  about the mean with other 
material parameters being constant. The mean values are taken from ‘ABAQUS Example 
Manual 5.1.2’: E = 93.5 GPa, h = 76.5 GPa, c = 153 MPa,  = 11.7e -6/K, v = 0.27. The 
temperature change is set to be 20Kθ = . We apply shear loading through one of three 
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types of uniform BC consistent with Eqns (4.5-4.7): 
Displacement: 011 22 12, 0,d d d dε ε ε ε= − = =        (4.8) 
Traction:        011 22 12, 0,σ σ σ σ= − = =           (4.9) 
Mixed: 0 011 22 12 12, , 0.d d dε ε σ σ ε σ= = − = =             (4.10) 
In the following, for the sake of clarity of figures, we do not show results from loading 
under mixed-orthogonal boundary conditions because they are bounded by those from (4.8) 
and (4.9), which already provide very tight bounds. As these two loadings are applied, the 
material domains evolve from fully elastic to fully plastic by exhibiting gradually growing 
sets of plastic grains. As before, we call such a set the plastic set. Furthermore, define the 
elastic set as the set of all the remaining grains, i.e. those that have not yet gone through the 
elastic-plastic transition.  
Figures 4.1(a,b,c,d) show elastic-plastic transition patterns for increasing stress 0σ  
under traction BC. The figures use a binary format in the sense that elastic grains are white, 
while the plastic ones are black. As the loading increases, the plastic set grows with an 
apparently disordered geometry. Its fractal dimension D is estimated using a “box-counting 
method” (Feder, 2007). Table 4.1 shows correlation coefficients for linear fits of 
log( ) log( )rN r∼  ( rN  denotes the number of boxes with size r required to cover the object) 
applied to each of Figs 1(a)-(d) – the fractal character of sets of plastic grains is evident. 
The same type of results is obtained for each BC (4.5)-(4.7) and each particular material 
model, whereby the spread of plastic grains is always fastest under (4.5), slower under (4.7), 
and slowest under (4.6). Furthermore, as the noise in the material coefficient decreases 
from the range 2.5%±  to, say, 1%± , the transition simply occurs more rapidly. i.e. over a 
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shorter interval of the loading parameter such as the applied stress. As the noise tends 
towards 0, the transition occurs instantaneously: in a kink-like fashion. 
Table 4.1: Results of estimating fractal dimensions 
 Fig.4.1a Fig.4.1b Fig.4.1c Fig.4.1d 
Fractal dimension 1.77 1.94 1.98 1.99 
Correlation coefficient 0.9930 0.9993 0.9999 1.0000 
 
(a)   (b)  
 
(c)   (d)  
Figure 4.1: Field images of sets of grains that have become plastic (black) at the 
elastic-to-plastic transition in a 256x256 domain of squared-shaped grains under uniform 
traction BC at four consecutive levels. Each white (black) pixel represents one elastic 
(respectively, plastic) grain. 
 
Figure 4.2(a) shows response curves under these two BCs in terms of volume-averaged 
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stress vs. strain. The responses of single grain homogeneous phases are also given for a 
reference. Clearly, the responses of random heterogeneous materials all display smooth 
curves tending towards the line of homogeneous phases, which, in fact, is more realistic, 
since in real materials (always possessing small scale randomness) the elastic-plastic 
transition develops smoothly rather than through a kink-transition. Also note that the 
constitutive response is bounded from above (resp. below) by that under displacement 
(traction) BCs. This is consistent with the scale-dependent hierarchies of bounds for 
elastic-inelastic composites reviewed in [Ostoja-Starzewski 2008].   
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Figure 4.2: Response curves for monotonic loading under different BCs: (a) averaged 
stress~strain; (b) fractal dimension of the plastic set versus strain; (c) fractal dimension 
of the elastic set versus strain. 
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Figure 4.2 (cont.) 
 
Figures 4.2(b,c) show evolutions of fractal dimensions of the plastic and elastic sets vs. 
strain, respectively. As expected, the first of these grows from 0 towards 2, while the 
second one decreases from 2 towards 0 although we do not show the entire range for the 
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sake of space limitations. In general, these two fractal dimensions do not add up to 2. 
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Figure 4.3: Comparison of elastic-plastic transitions for uniform and Gaussian random 
material distributions: (a) averaged stress~strain; (b) fractal dimension of the plastic set 
versus strain. 
 
Next, the sensitivity of the model to various types of randomness is studied through a 
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comparison of a uniform as opposed to a Gaussian noise; the latter is truncated at 6σ± . 
Figure 4.3(a,b) shows that this is a secondary effect only both, in terms of stress-strain 
curves and in terms of fractal dimension evolution. Since the uniform randomness is 
effectively equivalent to Gaussian and simpler one to implement, in Fig. 4.4 we examine 
two further cases in uniform distribution with different variances. Note that, according to 
Eqn (4.2), the response is affected by the multiplicity αθ  as a whole. Cases A2 and A3 
are thus assigned the same variance ( )αθ∆  but for the latter the mean αθ  is higher. We 
find that different random variances in the model configuration lead to quantitatively, but 
not qualitatively different transition patterns. Basically, a lower randomness results in a 
narrower elastic-plastic transition, and the mean value of αθ  takes a stronger effect when 
the absolute variance is fixed – both, in curves of the average stress as well as the fractal 
dimension vs. the average strain. 
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Figure 4.4: Comparison of elastic-plastic transitions for uniform distribution with different 
variances: Case A1 has uniform r.v. up to 2.5%α ±  about the mean, and 20Kθ = ; Case 
A2 has uniform r.v. up to 12.5%α ±  about the mean, and 20 .Kθ =  Case A3 has the 
same variance of α  as in A1, but 100Kθ = . For A2 and A3, ( )αθ∆  is the same but the 
mean value of αθ  is higher in A3. 
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Figure 4.5: Comparison of elastic-plastic transitions with different material yield limits: 
Material A1 is the same as before; Material B1 has 207 E GPa= , 613.5 10 / Kα −= ×  
(from ABAQUS Benchmark 4.7.2), / , / ( / )E h c Eα  are the same as in A1, i.e. 
169.36 , 390.84h GPa c MPa= = ; Material B2 is the same as B1 but with twice lower c ; 
Material B3 is the same as B1 but with twice higher c . 
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We next examine the elastic-to-plastic transition under differing material parameters. 
First, we study the effect of material yield limits on (a) the stress-strain curves and (b) the 
fractal dimension-strain curves. This involves a comparison of the original material A1 
with three other hypothetical materials (B1, B2, B3) defined in the caption of Fig. 4.5. 
Overall, we see that higher / ( / )c Eα  result in a slower elastic-plastic transition, a fact 
which is understandable, since under these circumstances the thermal fluctuation has a 
stronger influence on the elasto-plastic response (ratio of residual strain versus yield strain). 
Our investigation culminates in Fig. 4.6 which shows the influence of plastic hardening on 
the stress and fractal dimension as functions of the volume averaged plastic strain. In 
general, the larger is the /E h  (ratio of elastic moduli to plastic moduli), i.e. the weaker 
are the relative hardening effects, the slower is the transition. Also, note that the 
homogeneous responses in stress-strain curves are distinct for materials B1, B4 and B5. 
The trends to approach homogeneous response curves in conventional stress-strain 
calibrations are not easy to discern among different materials. On the other hand, the fractal 
dimension always increases from 0 to 2 during the transition, thus providing a practical 
parameter to assess the transition process. 
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Figure 4.6: Comparison of elastic-plastic transitions with different hardening properties: 
Material A1 and B1 are the same as before; Material B4 is the same as B1, but with twice 
lower h; Material B5 is the same as B1 but with twice higher h. 
 
One more issue which we address is that of mesh dependence. Namely, how would the 
results change if we used a different resolution of a single grain than by modeling up until 
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now as one finite element? Given the computer limitations, we can only use a twice finer 
finite element mesh, thus using a 256x256 mesh to represent a 128x128 grain lattice. As 
shown in the resulting Fig. 4.7, the stress-strain curves display a bit softer response, while 
the fractal dimension seems to be lower in bigger mesh. The first result is explained by 
noting that a finer mesh offers more DOFs to the given grain microstructure, whereas the 
second observation is understood by noting that a larger mesh leads to the possibility of 
partial plasticity in one grain – now modeled by four finite elements as opposed to one 
element equal one grain which may be either fully elastic or plastic. 
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Figure 4.7: (a) Comparison of effective, normalized stress-strain curves in a 128x128 lattice 
with one grain = one finite element or one grain = 2x2 elements. (b) A corresponding 
comparison for the fractal dimension versus the normalized plastic strain. 
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CHAPTER 5
*
 
 PRODUCT MEASURE AND FRACTIONAL 
CALCULUS ON FRACTALS 
 
In this chapter, we turn to study of materials with non-evolving fractal (micro)structures. 
The aim is to formulate continuum type partial differential equations describing mechanics 
of such materials. The foundations are a version of calculus on fractals. By analogy to 
dimensional regularization technique in particle physics, a fractional integral is introduced 
to reflect the mass scaling of fractals. We further propose a product measure consistent with 
anisotropic fractals and simplify formulations by decoupling of coordinate variables. The 
Gauss theorem and Reynold transport theorems are generalized in fractional calculus, thus 
providing development of continuum mechanics in the next chapter. Finally, the general 
properties of calculus on fractals are discussed, leading to an alternative version of calculus 
and the construction of local product measure to global formulations.  
 
5.1 Mass power law and fractal product measure 
By a fractal medium we understand a medium B  having a fractal geometric structure, i.e. 
a fractal property in at least one geometric attribute. The mass of the medium m  obeys a 
power law with respect to the length scale of measurement R (or resolution) 
( ) , 3Dm R kR D= < ,                        (5.1) 
                                                        
*
 Based on Li and Ostoja-Starzewski, 2009. 
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where D  is the fractal dimension of mass, and k  is a proportionally constant. We note 
that in practice a fractional power law relation (5.1) is widely recognized and can be 
determined in experiments by a log-log plot of m  and R  (Schroeder, 1990). Now, 
following Tarasov (2005a), the fractional integral is employed to represent mass in a 
three-dimensional region W  
3 3( ) ( ) ( ) ( , )D
W W
m W dV c D r dVρ ρ= =∫ ∫r r .             (5.2) 
Here the first and the second equality involve fractional integrals and conventional 
integrals, respectively. The coefficient 3 ( , )c D r  provides a transformation between the two. 
Using Riesz fractional integrals 3 ( , )c D r  reads the form 
( )
3 3
23
3
1
2 (3 / 2)
( , ) ,
( / 2)
D
D
i
i
c D r r r x
D
−
−
=
Γ
= =
Γ ∑ .          (5.3) 
Note that 3 ( , )c D r  above solely depends on the scalar distance r , which in turn confines 
the formulations to isotropic fractals. However, in general the medium exhibits different 
fractal dimensions along different directions – it is anisotropic! A practical example is 
given in Carpinteri (1999), where a specimen of porous concrete  is represented as a 
Sierpinski carpet in cross-section and as a Cantor set in longitudinal direction. 
Guided by these considerations, we replace (5.1) by a more general power law relation 
with respect to each spatial coordinate 
31 2
1 2 3 1 2 3( , , ) ~m x x x x x x
αα α .                   (5.4) 
In order to account for such anisotropies, the fractional integral representing mass 
distribution is specified via a product measure 
1 2 3 1 2 3 1 1 2 2 3 3( , , ) ( , , ) ( ) ( ) ( )m x x x x x x d x d x d xρ µ µ µ= ∫∫∫ .         (5.5) 
Here the length measurement ( )k kd xµ  in each coordinate is provided by 
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( ) ( )( )1 , , 1,2,3kk k k k kd x c x dx kµ α= = .             (5.6) 
Generally, the fractal dimension is not necessarily the sum of each projected fractal 
dimension, while as noted by Falconer (2003), “Many fractals encountered in practice are 
not actually products, but are product-like.” It follows that the volume coefficient 3c  is 
given by 
3
(1) (2) (3) ( )
3 1 1 1 1
1
i
i
c c c c c
=
= = Π .                     (5.7) 
To set up a surface coefficient 2c , we typically consider a cubic volume element, whose 
each surface element is specified by the corresponding normal vector (along axes 
, , andi j k , see Fig. 5.1). Therefore, the coefficient ( )2
kc  associated with surface ( )kdS  is 
shown to be: 
( ) ( ) ( ) 3
2 1 1 ( )
1
, and , .k i j
k
c
c c c i j i j k
c
= = ≠ ≠             (5.8) 
 
Figure 5.1: Constructing coefficients 2c  and 3c  via product measures. 
 
The expressions of length coefficients ( )1
kc  depend on forms of specific fractional 
integrals. We adopt a modified Riemann-Liouville fractional integral recently formulated 
by Jumarie (2005, 2008). It follows that 
1( )
1 ( ) , 1, 2,3
kk
k k kc l x k
αα −= − = .                   (5.9) 
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where kl  is the total length (integral interval) along axis kx . Let us examine it in two 
special cases: 
1. Uniform mass: The mass is distributed uniformly in a cubic region W  with a power law 
relation (5.4). Denoting the mass density by 0ρ  and the cubic length by l , we obtain 
3 1 2 31 2
0 0 0( )
Dm W l l l l l
α α α αα αρ ρ ρ+ += = = .              (5.10) 
which is consistent with the mass power law (5.1). 
2. Point mass: The distribution of mass is concentrated at one point, so that the mass 
density is denoted by the Dirac function 1 2 3 0 1 2 3( , , ) ( ) ( ) ( )x x x m x x xρ δ δ δ= . The fractional 
integral representing mass becomes 
31 2 11 1 3
1 2 3 0 1 2 3 0( )
Dm W l l l m l m
αα αα α α α α α−− − −= = .          (5.11) 
When 1 2 33 ( , , 1)D α α α→ → , 0( )m W m→  and the conventional concept of point mass is 
recovered (Teman and Miranville, 2005). Note that using the Riesz fractional integral will 
always give zero ( 30D− ) except when 3D =  (if let 00 1= ), which on the other hand 
shows a non-smooth transition of the mass with respect to its fractal dimension. This also 
supports our choice of the non-Riesz type expressions for ( )1
kc  in (5.9). 
Note that the above expression ( )1
kc  shows a length dimension and thus the mass m  will 
involve a unusual physical dimension following from the fractional integral (5.5). This is 
understandable since in mathematics a fractal curve only exhibits finite measure with 
respect to a fractal dimensional length unit (Mandelbrot, 1982). While practically we prefer 
to adopt usual dimensions of physical quantities. An alternate way to address this issue is to 
nondimensionalize coefficients ( )1
kc . Here we suggest replacing ( )k kl x−  by 0( ) /k kl x l−  
in (5.9) ( 0l  is a characteristic scale, e.g. the mean porous size). 
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5.2 Fractional calculus and some integral theorems 
At this point we recall two basic integral theorems extensively employed in continuum 
mechanics: the Gauss theorem which relates a certain volume integral to the integral over 
its bounding surface, and the Reynold transport theorem concerning the rate of change of 
any volume integral for a continuous medium. In the following, we derive their fractional 
generalizations and, moreover, introduce a definition of fractal derivatives, which together 
provide a stepping-stone to construct a continuum mechanics in the setting of fractals. 
The derivation of a fractional Gauss theorem is analogous to Tarasov’s (2005b) 
dimensional regularization, albeit formulated in the framework of product measures 
discussed above. First, let us recall the surface integral in a fractal medium: 
ˆ:
d d
d d k k d
S S
S f f ndS f n dS  = ⋅ =  ∫ ∫ .            (5.12) 
Here k kf f= e  is any vector field and ˆ k kn n= e  is the unit normal vector of the surface. 
The Einstein’s summation convention is assumed. In order to compute (5.12), we relate the 
integral element ˆ dndS  to its conventional forms 2nˆdS  via fractal surface coefficients 
( ) ( ) ( )
2 2 2, ,
i j kc c c . Note that, by definition, any infinitesimal surface element ddS  in the 
integrand can be regarded as a plane (aligned in an arbitrary direction with normal vector 
nˆ ). Since the coefficients ( )2 's
ic  are built on coordinate planes 'sj kOx x , we consider their 
projections onto each coordinate plane. The projected planes i dn dS  can then be specified 
by coefficients ( )2 's
ic  and this totally provides a representation of the integral element 
ˆ
dndS  (see Fig. 5.2). Thus, we have: 
2
( )
2 2
ˆ
d
k
d k k
S S
f ndS f c n dS⋅ =∫ ∫ .              (5.13) 
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Figure 5.2: A representation of the fractional integral element ˆ dndS  under product 
measures. 
 
Now, following the conventional Gauss theorem, we get 
( )( ) ( )2 2 2 3,
k k
k k k kW W
f c n dS f c dV
∂
=∫ ∫ .                 (5.14) 
Note that from the expression (2.8) ( )2
kc  is independent of the variable kx . And we write 
(5.14) in the fractional form 
( ) ,( ) 1 ( ) 12 3 , 2 3 ( ),
1
:
k kk k D
k k d k D k k D D k k DkkW W W W W
f
f n dS f c c dV f c c dV dV f dV
c
− −
∂
= = = = ∇∫ ∫ ∫ ∫ ∫ . (5.15) 
This equation is a fractional generalization of the Gauss theorem. Hereinafter we use Dk∇  
to denote a fractal derivative with respect to the coordinate kx  
( )( )
1
1
:Dk k
kc x
∂
∇ = ⋅
∂
.                    (5.16) 
The definition of Dk∇  is similar to Tarasov’s (2005b) ( ( )13 2 ,
D
k k
c c−∇ = ⋅ ). But our form is 
simplified for product measures. We now examine three properties of the operator Dk∇ . 
1. It is the “inverse” operator of fractional integrals. Since for any function ( )f x  we have 
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[ ]1 1
1 1
1 1
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
D D
x
d
f x d x f x c x dx f x c x f x
c x dx c x
µ∇ = = =∫ ∫     (5.17) 
and 
1
1
1 ( ) ( )
( ) ( ) ( ) ( )
( )
D D
x
df x df x
f x d x c x dx dx f x
c x dx dx
µ
 
∇ = = = 
 
∫ ∫ ∫ .    (5.18) 
For this reason we name Dk∇  a “fractal derivative” (so as to distinguish it from the 
fractional derivatives already in existence).  
2. The rule of “term-by-term” differentiation is satisfied 
( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )
1 1 1
1 1 1D D D
k k kk k k
k k k
A B
AB AB B A B A A B
c x c x c x
∂ ∂∂
∇ = = + = ∇ + ∇
∂ ∂ ∂
, (5.19) 
whereby note that this is invalid in Tarasov’s (2005b) notation. 
3. Its operation on any constant is zero 
( ) ( )( )
1
1
0Dk k
k
C
C
c x
∂
∇ = =
∂
.                 (5.20) 
Here we recall that the usual fractional derivative (Riemann-Liouville) of a constant does 
not equal zero neither in fractional calculus (Oldham and Spanier, 1974), nor in Tarasov 
(2005b) formulation.  
This fractional calculus can be generalized to vector calculus in fractal space and it is 
found that the four fundamental identities of the conventional vector calculus still holds 
(Ostoja-Starzewski, 2012), a great promise for the utility of product measure. As to the 
fractional generalization of Reynold’s transport theorem, we follow the line of conventional 
continuum mechanics distinguishing between the reference and deformed configurations 
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( )
( )
0 0 0
0 0
0 0 0
0 0
, ,
, , ,
,
.
t
t t
t
D D D D
W W W W
k k D k k D
W W
k k D k k k k D
W W
k DkW
d d d d d
PdV PJdV PJ dV P J P J dV
dt dt dt dt dt
d d
P J P v J dV P P v JdV
dt dt
d
P P v dV P P v P v dV
dt t
P Pv dV
t
 = = = ⋅ + ⋅ 
 
   = ⋅ + ⋅ = + ⋅   
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∂ = + ∂ 
∫ ∫ ∫ ∫
∫ ∫
∫ ∫
∫
 
(5.21) 
Here P  is any quantity accompanied by a moving material system tW , k kv=v e  is the 
velocity field, and J  is the Jacobian of the transformation from the current configuration 
kx  to the referential configuration KX . Note that the result is identical to its conventional 
representation. The fractal material time derivative is thus the same 
,k k
D
d d
P P P P v
dt dt t
∂  = = +  ∂ 
.                  (5.22) 
While we note that the alternate form of fractional Reynold’s transport theorem which 
involves surface integrals is different from the conventional and rather complicated. This is 
because the fractal volume coefficient 3c  depends on all coordinates 'skx  (not like 
( )
2
kc  
that is independent of kx  when deriving fractional Gauss theorem). Continuing with 
(5.22), the formulation follows as 
( ) ( )
( )( ) ( )( )
( )( )
3 3, ,
3 3 3 2, ,,
1
( )
3 3, 2
( ) ( )
1 1,
t t t t
t t t t
t t
D k D D kk kW W W W
D k k D k k kk kW W W Wk
k
D k k k k k d
W W
k k
D k k d k k
d
PdV P Pv dV PdV Pv c dV
dt t t
PdV Pv c dx dV PdV Pv c dx n dS
t t
PdV Pv c Pv c dx c n dS
t
PdV Pc v n dS Pc v d
t
∂
−
∂
∂ ∂ = + = + ∂ ∂ 
∂ ∂
= + = +
∂ ∂
∂
= + −
∂
∂
= + −
∂
∫ ∫ ∫ ∫
∫ ∫ ∫ ∫ ∫ ∫
∫ ∫ ∫
( ) .
t t t
k k d
W W W
x n dS
∂ ∂∫ ∫ ∫ ∫
 
(5.23) 
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5.3 Discussions of calculus on fractals 
The above formulations provide one choice of calculus on fractals, i.e. through fractional 
product integrals (5.5) to reflect the mass scaling law (5.4) of fractal media. The advantage 
is that it is connected with conventional calculus through coefficients 1 3~c c  and therefore 
well suited for development of continuum mechanics and partial differential equations on 
fractal media as we shall see in the next chapter. Besides, the product formulation allows a 
decoupling of coordinate variables, which profoundly simplifies the Gauss theorem (5.15) 
and many results thereafter. Now we investigate other choices of calculus on fractals to 
complement the proposed formulation.    
To begin with, we define a mapping : ( )P L m Lα →  that takes the length L into its 
mass m in fractal media with fractal dimension α  ( 0 1α< ≤ ). The mass scaling law (5.4) 
requires the fractality property of Pα   
( ) ( )P bL b P Lα α α= ,     0 1b< ≤            (5.24) 
Note that the proposed fractional integral (5.5) is one way to reflect this property. Now, 
in an analogy to formulation of integrals on the real line, we decompose the fractal media 
into pieces and “combine” them together to recover the whole. But the fractality property 
does not allow a direct Riemann sum of each piece. To illustrate this, considering a fractal 
with length L and fractal dimension α  ( 0 1α< < ), it follows that 
( ) ( )
( )
2 2 2 2
L L P L P L
P P P L
α α
α α α
α α
   + = + ≠   
   
         (5.25) 
We define an operator αΛ  on Pα  satisfying the combination property: 
( ) ( )1 2( ), ( ), , ( )nP L P l P l P lα α α α α= Λ … ,  
1
0,
n
i i
i
l l L
=
> =∑     (5.26) 
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Let ( )m P Lα= , /i ib l L= . Following the fractality property (5.24), we have 
( )1 2, , , nm b m b m b mα α α α= Λ ⋯ ,  
1
0 1, 1
n
i i
i
b b
=
< ≤ =∑       (5.27) 
A straightforward choice of αΛ  is an analogue of the p-norm in pL  space:  
 ( ) ( )1/ 1/ 1/ 1/1 2 1 2
1
, ,
n
n n i
i
p p p p p p p
α
αα α α α α
=
 
Λ = + + + =  
 
∑… …     (5.28) 
In the limit n→∞ , (2.28) induces another choice of Pα : 
[ ]( )1/( ) ( )LP L m x dx
ααα ρ= = ∫                 (5.29) 
where m is the mass of fractal media with length L and fractal dimension α  ( 0 1α< ≤ ), 
and ( )xρ  is the local mass density. (5.29) is consistent with the fractality property (5.24). 
A generalization to 3D fractals follows similarly through product formulations. While we 
note that (5.29) cannot be transformed to conventional linear integrals through coefficients 
1 3~c c  and the corresponding Gauss theorem is much more complicated. 
The combination operator (5.28) suggests one way to construct global forms based on 
established local formulations. To this end, we note that the proposed product measure is 
suitable for local properties of fractal media. The global formulation requires a nonlinear 
assembly of local forms through (5.28). To write it formally: 
( )1/P dP
ααα α =   ∫                        (5.30) 
It is challenging to obtain analytical forms of global formulations. While we note that 
the discrete form of (5.30) can be more easily formulated in finite element implementations. 
In the following we shall discuss continuum mechanics based on the proposed local 
fractional integral (5.5). The assembly procedure is not pursued further in this study.               
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CHAPTER 6
*
 
CONTINUUM MECHANICS OF FRACTAL 
MATERIALS 
 
In Chapter 5 we have studied fractional integrals under product measures and thereby 
generalized some basic integral theorems. It is now possible to develop a framework of 
continuum mechanics in the setting of fractals based on the fractional calculus. We 
formulate the field equations analogous to those in continuum mechanics. Two continuum 
models are investigated: classical continuum and micropolar continuum, according to the 
symmetric or asymmetric Cauchy stress from conservation of angular momentum. Finally, 
we discuss formulations in curvilinear coordinates, in order to study a range of objects in 
practice exhibiting cylindrically or spherically symmetric fractal structure.     
 
6.1 Classical continuum models  
We start from discussions of classical continuum models, where the Cauchy stress is 
symmetric and there is no couple stress effects. The conservation of angular momentum 
generally leads to asymmetric Cauchy stress and a complete version is the micropolar 
model that we shall discuss in the next section. Note that the notions of continuum 
mechanics rely on geometry configurations of the body. We first examine some physical 
concepts and definitions on account of the fractal geometry. 
                                                        
* Based on Li and Ostoja-Starzewski, 2009 and 2011b. 
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Let us recall the formula of fractal mass (5.2) which expresses the mass power law via 
fractional integrals. From a homogenization standpoint this allows an interpretation of the 
fractal (intrinsically discontinuous) medium as a continuum and a ‘fractal metric’ 
embedded in the equivalent ‘homogenized’ continuum model, saying that 
 1 2 2 3 3,    ,    .D d Ddl c dx dS c dS dV c dV= = =              (6.1) 
Here , ,D d Ddl dS dV  represent the line, surface, volume element in the fractal body and 
2 3, ,dx dS dV  denote those in the homogenized model, see Fig. 6.1. The coefficients 
1 2 3,  ,  c c c  provide the relation between the two.  
 
Figure 6.1: An illustration of the homogenization process from geometry configurations. 
 
The definitions of stress and strain must be modified accordingly. The Cauchy stress is 
now specified to express the surface force SkF  via fractional integrals 
( )
2 2
S l
k kl l d kl l
W W
F n dS n c dSσ σ
∂ ∂
= =∫ ∫ .              (6.2) 
As to the configuration of strain, we recommend to replace all the spatial derivatives 
/ kx∂ ∂  with fractal derivatives 
D
k∇  introduced in Chapter 5. This can be understood by 
 105
observing from (6.1) that 
( ) ( )
1
1D
k k k
k Dc x l
∂ ∂
∇ = =
∂ ∂
.                     (6.3) 
For small deformation, the expression of strain in fractal solids thus gives 
( ) , ,( ) ( )
1 1
1 1 1 1
2 2
D D
ij j i i j i j j ij i
u u u u
c c
ε
 
= ∇ +∇ = + 
 
.      (6.4) 
Note that the stress-strain pairs must be conjugate from the viewpoint of energy. We 
shall examine the consistency of these definitions later when deriving wave equations in 
the next section. Now, let us consider the balance law of linear momentum in fractal solids. 
This gives 
B S
D
W
d
dV
dt
ρ = +∫ v F F ,                    (6.5) 
where k kv=v e  denotes the velocity vector, and 
BF , SF  are the body and surface forces, 
respectively. Writing the equation (6.5) in indicial notation and expressing forces in terms 
of fractional integrals, we obtain 
k D k D kl l d
W W W
d
v dV f dV n dS
dt
ρ σ
∂
= +∫ ∫ ∫ .           (6.6) 
On observation of fractional Gauss’ theorem (5.15) and Reynold’s transport theorem (5.23), 
this gives 
( )Dk D k l kl D
W W
D
d
v dV f dV
dt
ρ σ  = +∇ 
 ∫ ∫
.            (6.7) 
Here the operators of fractal derivative Dk∇  and material derivative 
D
d
dt
 
 
 
 are employed, 
which are specified in (5.16) and (5.22), respectively. Note that the region W  is arbitrary. 
On account of (6.7), we obtain the balance equation in local form 
D
k k l kl
D
d
v f
dt
ρ σ  = +∇ 
 
.                    (6.8) 
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The specification of constitutive equations involves more arguments in physics. We 
recommend keeping the relations of stress and strain while modifying their definitions in 
fractal setting. This is understood in that the fractal geometry solely influences our 
configurations of some physical quantities (like stress and strain) while it takes no effect on 
physical laws (like the conservation principles, and constitutive relations that are inherently 
due to material properties). We note that this justification is verified in Carpinteri and 
Pugno (2005) where the scale effects of material strength are discussed by the fractal 
argument of stress definitions and confirmed in experiments of both brittle and plastic 
materials. 
Now, we consider a specific example: isotropic linear elastic solids undergoing small 
deformation. The constitutive equations take linear forms as usual 
2ij kk ij ijσ λε δ µε= + ,                       (6.9) 
where λ  and µ  are material parameters (Lame constants), ijσ  and ijε  are fractal 
stress and strain defined in (6.2) and (6.4), respectively.  
Under small displacements, the linearization of stress equations (6.8) gives 
2
2
Dk
k l kl
u
f
t
ρ σ
∂
= +∇
∂
,                       (6.10) 
where k ku=u e  is the displacement field. Note that (6.4), (6.9) and (6.10) constitute a 
complete set of equations describing the problem (excluding boundary conditions). 
 
6.2 Micropolar continuum models  
Analogous to the classical continuum mechanics, we first specify the surface force sT  in 
terms of the Cauchy stress tensor σ  via fractional integrals 
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S
k lk l d
W
T n dSσ
∂
= ∫ .                    (6.11) 
The conservation of linear and angular momentum in fractal media can be written as 
,k D k D lk l d
W W W
d
v dV X dV n dS
dt
ρ σ
∂
= +∫ ∫ ∫           (6.12) 
and 
.ijk j k D ijk j k D ijk j lk l d
W W W
d
e x v dV e x X dV e x n dS
dt
ρ σ
∂
= +∫ ∫ ∫      (6.13) 
Here vk denotes the velocity and Xk is the body force density; eijk is the permutation tensor. 
On account of the fractional Gauss theorem (5.15) and Reynold transport theorem (5.23), 
we obtain the balance equations of linear and angular momentum in local form: 
D
k k l lk
D
d
v X
dt
ρ σ  = +∇ 
 
                 (6.14) 
and 
( )
1
0.
jk
ijk j
e
c
σ
=                       (6.15) 
In general, ( ) ( )1 1
j kc c≠  meaning that the medium exhibits anisotropic fractal dimensions, 
thus making the Cauchy stress tensor asymmetric— jk kjσ σ≠ . This can be physically 
understood by noting that fractal media display a heterogeneous fine structure at arbitrarily 
small scales, also note (Limat, 1988) — this is incorporated into our formulations by 
coefficients 1 2 3, ,c c c  as functions of anisotropic fractal dimensions. By contrast, in 
classical continuum mechanics material microstructures are ignored, thus leading to a 
symmetric Cauchy stress. The micropolar continuum model, which treats its 
microstructures as rigid bodies instead of continuous points (Cosserat and Cosserat, 1909; 
Eringen, 1999), captures the asymmetry of Cauchy stress in a simplest possible way, and 
thereby furnishes a good candidate to model fractal media. 
 108
Focusing now on physical fractals (so-called pre-fractals), we consider a body that obeys 
a fractal mass power law (5.4) between the lower and upper cutoffs. The choice of the 
continuum approximation is specified by the resolution R. Choosing the upper cut-off, we 
arrive at the fractal representative volume element (RVE) involves a region up to the upper 
cutoff L , which is mapped onto a homogenized continuum element in the whole body. The 
micropolar point homogenizes the very fine microstructures into a rigid body (with 6 degrees 
of freedom) at the lower cutoff l . The two-level homogenization processes are illustrated in 
Fig. 6.2. 
 
Figure 6.2: Illustration of the two-level homogenization processes: fractal effects are present 
between the resolutions l and L in a fractal RVE. 
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To determine the inertia tensor at any micropolar point, we consider a rigid particle p 
having volume element P. Its angular momentum gives   
( ) ( , ) ( )A A D
P
t dVσ ρ= ×∫ x - x v x x                (6.16) 
Since p is a rigid body, following (Teman and Miranville, 2005) ( , )tv x  is a helicoidal 
vector field, i.e. 
( )( , ) ( , )A At t= + ×v x v x ω x - x                 (6.17) 
where ω  is the rotational velocity vector. Substituting (6.17) into (6.16) we obtain 
( )
( ) ( )
( , ) ( )
( )
A A A D
P
A A D
P
t dV
dV
σ ρ
ρ
= ×
+ × ×  
∫
∫
x - x v x x
x - x ω x - x x
             (6.18) 
The first term above gives angular momentum associated with translational motion, 
while the second term refers to rotational motion. It follows that the mapping 
( ) ( ): ( )A A A D
P
J dVρ× ×  ∫ω x - x ω x - x x֏           (6.19) 
is a linear operator representing the inertial tensor of P with respect to point A. If A is the 
origin A=O fixed in P, we have 
( )
( )
( ) ( )
2
2
( ) ( )
( )
( ) ( )
O D
P
D
P
D O
P
J dV
dV
dV J
ρ
ρ
ρ
⋅ = × × ⋅  
 = − ⋅ ⋅ 
 = ⋅ − ⋅ ⋅ = ⋅ 
∫
∫
∫
u v x x u x v
x x u x u x v
x x u v x u x v v u
    (6.20) 
This shows that the mapping ( ) ( )oJ ⋅u, v u v֏  has a bilinear symmetric form, from 
which we obtain each component of the inertial tensor ijI  as ( ) ( )ij O O i jijI J J= = ⋅e e  or, 
effectively, 
( ) ( )2 2 ,    ,ii O i D ij O i j Dii ijP PI J x dV I J x x dV i jxρ ρ
 = = − = = ≠  ∫ ∫      (6.21) 
In the development of micropolar continuum mechanics, we introduce a couple-stress 
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tensor µ  and a rotation vector φ  augmenting, respectively, the Cauchy stress tensor τ  
(thus denoted so as to distinguish it from the symmetric σ ) and the deformation vector u . 
The surface force and surface couple in the fractal setting can be specified by fractional 
integrals of τ  and µ , respectively, as 
, .S Sk lk l d k lk l d
W W
T n dS M n dSτ µ
∂ ∂
= =∫ ∫          (6.22) 
Now, proceeding in a fashion similar as before, we arrive at the balance equations of 
linear and angular momentum 
,Di i j ji
D
d
v X
dt
ρ τ  = +∇ 
 
                 (6.23) 
( )
1
.
jkD
ij j i j ji ijk j
D
d
I w Y e
dt c
τ
µ  = +∇ + 
 
             (6.24) 
In the above, iX  is the external body force density, iY  is the body force couple, while 
( )i iv u= ɺ  and ( )i iw ϕ= ɺ  are deformation and rotation velocities, respectively. 
Let us now consider the conservation of energy. It has the following form 
 ( ) ( ) ( )D i i i i D i i i i d
W W W
d
u k dV X v Yw dV t v m w dS
dt ∂
+ = + + +∫ ∫ ∫   (6.25) 
where ( )( )1/ 2 i i ij i jk v v I w wρ= +  is the kinetic energy density and u denotes the internal 
energy density. (Note here that, just like in conventional continuum mechanics, the balance 
equations of linear momentum (6.23) and angular momentum (6.24) can be consistently 
derived from the invariance of energy (6.25) with respect to rigid body translations 
( ,i i i i iv v b w w→ + →  and rotations ( ,i i ijk j k i i iv v e x w wω ω→ + → + ), respectively.) Next, 
we want to obtain the expression for the rate of change of internal energy, and so we start 
with 
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( ) ( ) ,
i i ij i j D
W
D D D
D
i i i i j ji i ji i D
W
d d d
u v v I w w dV
dt dt dt
X v Yw v w dV
ρ
τ µ
           + +               
 = + +∇ +  
∫
∫
          (6.26) 
which yields the local form 
( ) ( ).Di i ij i j i i i i j ji i ji i
D D D
d d d
u v v I w w X v Yw v w
dt dt dt
ρ τ µ
         + + = + +∇ +                (6.27) 
In view of (6.23) and (6.24), and noting the "term by term" rule of Dj∇ , we find 
( )
1
.D Dkji j i kji ji j ij
D
wd
u v e w
dt c
τ µ
    = ∇ − + ∇      
          (6.28) 
Here and after we consider small deformations, where we have ( )/
D
d dt u uɺ= . It is 
now convenient to define the strain tensor jiγ  and the curvature tensor jiκ  in fractal 
media as 
( )
1
, .D Dkji j i kji ji j iju e c
ϕ
γ κ ϕ=∇ − =∇             (6.29) 
so that the energy balance (6.28) can be written as 
ji ji ji jiuɺ ɺɺτ γ µ κ= +                     (6.30) 
Assuming u to be a state function of jiγ  and jiκ  only, leads to 
,ji ji
ji ji
u u
τ µ
γ κ
∂ ∂
= =
∂ ∂
                     (6.31) 
which shows that, in the fractal setting, ( ,ji jiτ γ ) and ( ,ji jiµ κ ) are still conjugate pairs. 
We choose to keep the form of constitutive relations while modifying the definitions of 
stress and strain to the fractal setting. This is consistent with (Carpinteri and Pugno, 2005), 
where scale effects of material strength and stress (i) are discussed from the standpoint of 
fractal geometry rather than mechanical laws, and (ii) are confirmed by experiments. Thus, 
focusing on elastic materials, we have 
 112
(1) (3) (3) (2), .ij ijkl kl ijkl kl ij ijkl kl ijkl klC C C Cτ γ κ µ γ κ= + = +           (6.32) 
Equations (6.23), (6.24), (6.29), and (6.32) constitute a complete set of equations 
describing the initial-boundary value problems in fractal media. 
 
6.3 Formulations in curvilinear coordinates 
Now we consider formulations of the continuum type equations in curvilinear coordinates. 
This is motivated by the observation that in practice many objects exhibit fractal structures 
in general curvilinear coordinate directions. One example is the ring system shown in Fig. 
6.3, where the distribution of rings comes from a Cantor set in the radial direction. 
 
Figure 6.3: A ring system showing fractal character in the radial direction. 
 
The product measure allows anisotropic fractal characters along any general 
curvilinear coordinate directions. As to the above example, the system can exhibit fractal 
character in angular direction (e.g., θ is from the Cantor set on [0,2π]). Recognizing that θ 
and r can have same fractality, we are able to define the fractal derivative Dk∇  on θ and r 
analogously: 
1 1
1 1
: , :
( ) ( )
D D
r
c c r r
θ θ θ
∂ ∂
∇ = ∇ =
∂ ∂
                  (6.33) 
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In parallel, the continuum type equations can be formulated in curvilinear coordinates 
(r, θ). The key result is that all conventional derivatives are replaced by fractal derivatives 
(6.33) in the final form of conventional equations.     
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CHAPTER 7
*
 
ANALYSIS OF FRACTAL ELASTODYNAMIC 
PROBLEMS 
 
In this chapter we study some elastodynamic problems on fractals, as an application of the 
developed continuum type equations in Chapter 6. Specifically, wave equations on the 
classical and micropolar continuum models are formulated separately. Here we do not pursue 
the solutions but focus on derivations of wave equations via mechanical and variational 
approaches case by case, to examine whether the two approaches are consistent and verify 
our framework. Finally, the solution uniqueness and variational theorems are proofed for 
general elastodynamic problems, which provides the step-stone to develop approximate 
solutions. 
 
7.1 Wave equations on classical fractal solids  
It is now possible to study wave motion in fractal solids based on the continuum-type 
equations derived in Section 6.1. As a starting point here, we will exclusively consider 
waves in linear elastic fractal solids under small motions and zero external loads. Equations 
(6.4), (6.9) and (6.10) can thus jointly lead to wave equations. Note that variational 
principles provide an alternate approach to study elastic problems. We shall therefore 
derive fractional wave equations via these two approaches and examine whether the results 
                                                        
*
 Based on Li and Ostoja-Starzewski, 2009, 2011b. 
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are consistent. This can be regarded as a verification of our entire formulation. 
 
7.1.1 1D plane wave 
The 1D plane wave motion involves one spatial variable only, say 1x  or just x . We will 
consider the derivations under mechanical and variational approaches, respectively. It is 
examined in the simplest case whether our definitions of fractal stress and strain in Section 
4 are self-consistent. 
1. Mechanical approach 
The balance of linear momentum reduces to: 
  11 ,xu cρ σ
−=ɺɺ .                         (7.1) 
The constitutive equation becomes: 
 Eσ ε= ,                           (7.2) 
where we recognize Young’s modulus E . Substituting (7.2) into (7.1) we obtain: 
 11 ,xu Ecρ ε
−=ɺɺ .                         (7.3) 
Note that the strain ε  is defined as a function of the displacement u  (usually the 
derivative). The wave equation can then be derived from (7.3). Following the conventional 
strain definition, ,xuε = , which substituted into (7.3) gives 
1
1 ,xxu Ec uρ
−=ɺɺ .                       (7.4a) 
On the other hand, using our definition (4.4), simplified to 1D, 11 ,xc uε
−= , which yields 
( )1 11 1 , ,x xu Ec c uρ
− −=ɺɺ .                    (7.4b) 
2. Variational approach 
In the variational approach we consider the kinetic energy T  and the strain energy U  
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associated with the medium. The wave equation follows from Hamilton’s principle that acts 
on its Lagrangian function L T U= − . First, the kinetic energy is 
2 2
1
1 1
2 2
DT u dl u c dxρ ρ= =∫ ∫ɺ ɺ ,                 (7.5) 
while the strain energy is 
2 2
1
1 1
2 2
DU E dl E c dxε ε= =∫ ∫ .                 (7.6) 
Employing the conventional definition of strain, (7.6) becomes 
2
1 ,
1
2
xU E c u dx= ∫ ,                       (7.7a) 
while using our fractal definition of strain gives 
  1 21 ,
1
2
xU E c u dx
−= ∫ .                      (7.7b) 
According to Hamilton’s principle, ( ) 0Ldt T U dtδ δ= − =∫ ∫ , which implies the 
Euler-Lagrange equation 
,
0
xt u x u u
 ∂ ∂ ∂ ∂ ∂  + − =  ∂ ∂ ∂ ∂ ∂    
ℓ ℓ ℓ
ɺ
,                (7.8) 
where ℓ  denotes the Lagrangian density, defined by L dx= ∫ ℓ . For the conventional 
definition of strain, ℓ  has the form 
( )2 21 1 ,1
2
xc u Ec uρ= −ɺℓ ,                  (7.9a) 
while the fractal definition of strain gives 
( )2 1 21 1 ,1
2
xc u Ec uρ
−= −ɺℓ .                 (7.9b) 
Substituting (7.9a) or (7.9b) into (7.8) we obtain, respectively, the wave equations 
( )1 1 , , 0x xc u E c uρ − =ɺɺ ,                  (7.10a) 
( )11 1 , , 0x xc u E c uρ
−− =ɺɺ .                 (7.10b) 
Comparing the results among the mechanical and variational approaches, we find that 
(7.4b) agrees with (7.10b), while (7.4a) contradicts (7.10a) (Tarasov, 2005b,c). Thus, our 
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definitions of fractal stress and strain are self-consistent.  
 
7.1.2 2D anti-plane wave 
A 2D antiplane wave is described by a displacement field ( )3 1 2, ,u x x t  ( 1u  and 2u  
vanishes). As before, we study it under mechanical and variational approaches. This then 
provides a simple case to examine our construction of the surface coefficient 2c  via 
product measures in Chapter 5. 
For the local balance of linear momentum, only the one involving 3u  is of interest 
3 3 ,
D
k k kuρ σ= ∇ɺɺ                      (7.11) 
Note that the mean strain kkε  is zero, and so the constitutive equations reduce to 
2ij ijσ µε=                        (7.12) 
The corresponding stress components in (7.11) follow from (7.12) and (6.4) as 
3,
3 3 ( )
1
kD
k k k
u
u
c
σ µ µ= ∇ =                   (7.13) 
Substituting (7.13) into (7.11) we obtain the wave equation 
3,1 3,2
3 (1) (1) (2) (2)
1 1 1 1,1 ,2
1 1u u
u
c c c c
ρ µ
    
= +    
     
ɺɺ              (7.14) 
As to the variational approach, we consider the body with a unit length in 3x . The 
kinetic energy thus gives (since only surface coefficients (3)2c  is involved, for simplicity 
we denote it as 2c ) 
2 2
3 3 2 2
1 1
2 2
dT u dS u c dSρ ρ= =∫∫ ∫∫ɺ ɺ               (7.15) 
The strain energy is 
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( )( )3 3 2 21 1
2 2
D D
ij ij d k kU dS u u c dSσ ε µ= = ∇ ∇∫∫ ∫∫         (7.16) 
The Lagrangian density has the form 
( )( )
2 2
3,1 3,22 (1) (2) 2 (1) (2)
2 3 2 3 3 1 1 3 1 1 (1) (2)
1 1
(2) (1)
(1) (2) 2 2 21 1
1 1 3 3,1 3,2(1) (2)
1 1
1 1 1 1
2 2 2 2
1 1
2 2
D D
k k
u u
c u c u u c c u c c
c c
c c
c c u u u
c c
ρ µ ρ µ
ρ µ
    
 = − ∇ ∇ = − +   
     
 
= − + 
 
ɺ ɺℓ
ɺ
 
(7.17) 
Next, applying the Euler-Lagrange equation 
2
13 3, 3
0
k k kt u x u u=
  ∂ ∂ ∂ ∂ ∂
+ − =  ∂ ∂ ∂ ∂ ∂    
∑ℓ ℓ ℓ
ɺ
           (7.18) 
we derive a wave equation 
3,1 3,2(1) (2) (2) (1)
1 1 3 1 1(1) (2)
1 1,1 ,2
0
u u
c c u c c
c c
ρ µ
    
− + =    
     
ɺɺ ,         (7.19) 
and note that it is equivalent to equation (7.14). This verifies our expression for 2c  via 
product measures in (5.8). 
 
7.1.3 3D wave 
We now proceed to discuss the most general case: 3D waves which involve all spatial 
variables: 1 2 3, ,x x x . Similar to the above derivations, in the mechanical approach we 
eliminate the stresses by displacements via strain-displacement relations (6.4) and 
constitutive laws (6.9), and then arrive at the wave equation from the equation (6.10). The 
results are a little more complicated and have the form 
  ( )D D D Di j j i i j ju u uρ µ λ µ= ∇ ∇ + + ∇ ∇ɺɺ , i.e. 
 119
( ), ,( ) ( ) ( ) ( )
1 1 1 1, ,
1 1i j j j
i j j i j
j i
u u
u
c c c c
ρ µ λ µ
   
= + +   
   
ɺɺ             (7.20) 
On the other hand, in the variational approach the Lagrange density follows as 
( )
( ) ( )
2
3 3 3 3 3
2
3 3
2
, , , ,,
3 3 ( ) ( ) ( ) ( )
1 1 1 1
1 1 1 1
2 2 2 2
1 1
2 2
1 1
2 2
i i ij ij i i kk ij ij
D D D D D
i i k k j i j i j i i j
i j i j i j jk k
i i k j j j
c u u c c u u c c
c u u c u u u u u
u u u uu
c u u c
c c c c
ρ σ ε ρ λ ε µ ε ε
ρ λ µ
ρ λ µ
 = − = − +  
 = − ∇ + ∇ ∇ +∇ ∇  
      
= − + +      
      
ɺ ɺ ɺ ɺℓ
ɺ ɺ
ɺ ɺ
( )
1
.
i
ic
   
        
 (7.21) 
The Euler-Lagrange equations are given by 
3
1 ,
0.
ji j i j it u x u u=
  ∂ ∂ ∂ ∂ ∂
+ − =  ∂ ∂ ∂ ∂ ∂    
∑ℓ ℓ ℓ
ɺ
                (7.22) 
Substituting (7.21) into (7.22), we find 
( )
( )3 , 3 ,3 2 ( ) ( )
( )
1 1 ,1
,
0.
i j j i
i i j
j
j
j
c u c u
c u
c cc
ρ µ λ µ
    − − + =     
ɺɺ          (7.23) 
Note that the expression 
3 ,
( ) ( )
1 1 ,
j i
i j
j
c u
c c
 
 
 
 involves a summation over 1, 2,3j = . On account of 
the formulation of product measures, we have 
( ) ( )
( ) ( ) ( )
3 2 1 2
2 2 ( )( ) ( )
11 1
j j j
jj j
c c c c
cc c
= =  and ( )3 1( ) ( )
1 1
k
i j
c
c
c c
= .           (7.24) 
From (5.7) and (5.8) it is clear that the results of the mechanical approach (7.20) are 
consistent with those of the variational approach (7.23). On the other hand, we note that in 
Tarasov’s (2005a,b) expressions for 1 3,...,c c  – where Riesz fractional integrals were 
adopted – the forms of fractional wave equations are more complicated and they are not 
equivalent under these two approaches. This and other comments in this paper are not 
meant as a criticism of Tarasov’s work as, indeed, we have been very much motivated by 
 120
his research.  
 
7.2 Wave equations on micropolar fractal solids 
At this point we discuss a specific problem: the wave equations of micropolar fractal media. 
As a starting step here, we restrict to cases of isotropic linear elastic materials under small 
motions and zero external loads. The equations of motion thus simplify to ( ij ijI Iδ= ) 
D
i j jiuρ τ= ∇ɺɺ                          (7.25) 
( )
1
jkD
i j ji ijk j
I e
c
ɺɺ
τ
ϕ µ= ∇ +                     (7.26) 
As to the constitutive equations, we employed the same argument in (Carpinteri and 
Pugno, 2005), i.e. the fractal geometry solely influences the configurations of some 
physical quantities (like stress and strain) while it takes no effect on physical laws (like the 
conservation principles, and constitutive relations which are inherently due to material 
properties). Therefore, they take the form 
( ) ( )
( ) ( )
ji ji ij ij kk
ji ji ij ij kk
τ µ α γ µ α γ λδ γ
µ γ ε κ γ ε κ βδ κ
= + + − +
= + + − +
             (7.27) 
where λ  and µ  are the Lamé constants of classical elasticity, and , , ,α γ ε β  are the 
micropolar material constants, while ( )ji jiτ µ  and ( )ji jiγ κ  are fractal stress (resp. 
couple-stress) and fractal strain (resp. curvature) tensors. 
Now (7.25)-(7.27) constitute a complete set of equations describing the problem 
(excluding boundary conditions), from which one can obtain wave equations by 
eliminating ,ji jiτ µ  in terms of ,ji jiγ κ . Note that variational principles also provide 
alternate approaches to study elastodynamic problems. We shall therefore derive the wave 
equations via these two approaches and examine their mutual consistency in detail. Our 
aim is to verify the product measures from 1D~3D in micropolar fractal media. 
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7.2.1 1D longitudinal wave 
The 1D wave problem depends on only one spatial variable, say 1x  or just x . Specifically, 
here we discuss the longitudinal waves in fractal bars. It follows that the non-vanishing 
stress (couple stress) components will be 11 11( )τ µ ; for simplicity they are denoted as 
( )τ µ  directly (also u  and ϕ  refer to 1u  and 1ϕ ). We examine the problem in its 
simplest case so as to see whether the fractal definitions of stress (couple stress) and strain 
(curvature) tensors are self-consistent. 
1. Mechanical approach 
The equations of motion (7.25) and (7.26) in 1D reduce to: 
  
1
1 ,
1
1 ,
x
x
u c
I c
ρ τ
ϕ µ
−
−
=
=
ɺɺ
ɺɺ
                         (7.28) 
The constitutive equations (7.27) become: 
 
( )
( )
11 11 11
11 11 11
3 2
3 2
E
µ λ µ
τ γ γ
λ µ
γ β γ
µ κ ηκ
β γ
+
= =
+
+
= =
+
                 (7.29) 
Clearly, in (7.29) we recognize the familiar Young’s modulus E , and its analogous 
micropolar quantity η . The strain (curvature) component 11 11( )γ κ  is specified from (6.29) 
as: 
 1 111 1 , 11 1 ,
D D
x x x xu c u cγ κ ϕ ϕ
− −= ∇ = = ∇ =           (7.30) 
Now, substituting (7.29) and (7.30) into (7.28), we obtain the wave equations in terms of 
displacement u  and rotation ϕ  
( )
( )
1 1
1 1 , ,
1 1
1 1 , ,
x x
x x
u Ec c u
c c
ρ
ρϕ η ϕ
− −
− −
=
=
ɺɺ
ɺɺ
                    (7.31) 
2. Variational approach 
In the variational approach we consider the kinetic energy K  and the internal energy U  
both associated with the medium. The wave equation follows from Hamilton’s principle 
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that acts on its Lagrangian function L K U= − . 
The kinetic energy gives 
2 2 2 2
1
1 1
2 2
DK u I dl u I c dxρ ϕ ρ ϕ   = + = + ⋅   ∫ ∫ɺ ɺɺ ɺ       (7.32) 
While the internal energy is 
[ ] 2 211 11 11 11 11 11 1
1 1
2 2
DU dl E c dxτ γ µ κ γ ηκ = + = + ⋅ ∫ ∫       (7.33) 
Employing the fractal definition of strain (curvature), (7.30) becomes 
  ( ) ( )2 21 1 1 2 1 21 , 1 , 1 1 , 1 ,1 1
2 2
x x x xU E c u c c dx Ec u c dxη ϕ η ϕ
− − − −   = + = +   ∫ ∫  (7.34) 
According to Hamilton’s principle, ( ) 0Ldt T U dtδ δ= − =∫ ∫ , which implies the 
Euler-Lagrange equation 
3
1 ,
0.
ji j i j it q x q q
ℓ ℓ ℓ
ɺ =
  ∂ ∂ ∂ ∂ ∂
+ − =  ∂ ∂ ∂ ∂ ∂    
∑             (7.35) 
where ℓ  denotes the Lagrangian density, defined by L dx= ∫ ℓ . From (7.32) and (7.34) ℓ  
has the form 
( ) ( )2 2 1 2 21 1 , ,1 1
2 2
x xc u I c Euρ ϕ ηϕ
−= + − +ɺɺℓ .         (7.36) 
Note that here we have ( ) ( )1 2, ,q q u ϕ= , so that (7.35) leads to the wave equations 
( )
( )
1
1 1 , ,
1
1 1 , ,
0
0
x x
x x
c u E c u
Ic c
ρ
ϕ η ϕ
−
−
− =
− =
ɺɺ
ɺɺ
                 (7.37) 
Comparing the independently obtained results of the mechanical and variational 
approaches, we find that (7.31) agrees with (7.37), which shows that our definitions of 
fractal stress (couple stress) and strain (curvature) are self-consistent.  
 
7.2.2 1D flexural wave (fractal Timoshenko beam) 
As to 1D flexural wave, i.e., the Timoshenko beam, first we recall that such a beam model 
has two degrees of freedom q1,q2 at each point: the transverse displacement q1 w   
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and the rotation q2 . In the mechanical approach the beam equation can be derived from 
the force and moment balance analysis. Thus, beginning with the expressions of shear force 
(V) and bending moment (M): 
( ) , ,D Dx xV A w M EIκµ φ φ= ∇ − = − ∇                (7.38)  
We find  
0 0, .
D D
x xAw V I V Mρ ρ φ= ∇ = −∇ɺɺɺɺ                 (7.39) 
which lead to 
( )
( ) ( )
0
0
,
.
D D
x x
D D D
x x x
Aw A w
I EI A w
ρ κµ φ
ρ φ φ κµ φ
 = ∇ ∇ − 
= ∇ ∇ + ∇ −
ɺɺ
ɺɺ
              (7.40) 
The kinetic energy is 
( ) ( )2 20
0
1
,
2
l
DT I A w dlρ φ
 = +  ∫
ɺ ɺ                (7.41) 
While the potential energy is 
( ) ( )
2 2
222 1
1 1 1
0 0
1 1
, , .
2 2
l l
D x x
D D
w
U EI A dl EIc A c w c dx
l l
φ
κµ φ φ κµ φ− −
    ∂ ∂   = + − = + −      ∂ ∂     
∫ ∫  
(7.42) 
Now, the Euler-Lagrange equations 
( )
3
1 ,
0
ji j ii j
L L L
t q x qq=
  ∂ ∂ ∂ ∂ ∂
 + − = ∂ ∂ ∂ ∂∂    
∑
ɺ
             (7.43) 
result in the same as above. 
 
7.2.3 3D wave 
We now proceed to discuss the most general case: 3D waves which involve all spatial 
variables: 1 3~x x . As before, we will derive the wave equations through mechanical and 
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variational approaches respectively. This provides an examination of our construction of 
fractal coefficients 1 3~c c  via product measures. Similar to the above derivations, in the 
mechanical approach we eliminate the stress (couple stress) by displacements (rotations) 
from (7.27), and then arrive at the wave equations by substituting them into (7.25) and 
(7.26). The results are more complicated and take the form 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( )
1 1
( ) ( )
1 1
( ) ( )
1 1
D D D D D k k
i j j i j i j ijk j j i
D D
j k j kD D D D
i j j i j i j ijk j k
ijk ijk i ijk i
j j
u u u e
c c
u u
I e
c c
e e e
c c c
ɺɺ
ɺɺ
ϕ ϕ
ρ µ α λ µ α µ α µ α
ϕ γ ε ϕ β γ ε ϕ µ α µ α
ϕ ϕ
µ α µ α
    
= + ∇ ∇ + + − ∇ ∇ + ∇ + − −    
    
    ∇ ∇
= + ∇ ∇ + + − ∇ ∇ + + − −            
− + − −
( )
1
k
 
 
 
 
i.e. 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
, , ,
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1 1 1 1, ,
, , , ,
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1 1 1 1,
1
1
1
2
i j j ij ijk k jk
i j j i j j j i
j j
i j j ij ijk k j k j
i j j i j j j k
j
u u e
u
c c c c c c c
e u u
I
c c c c c c c
c
ɺɺ
ɺɺ
ϕϕ
ρ µ α λ µ α µ α µ α
ϕ ϕ
ϕ γ ε β γ ε µ α µ α
    
= + + + − + + − −    
     
   
= + + + − + + − −   
   
− ( ) ( )( ) ( ) ( )
1 1
i i
j j kc c
ϕ ϕ
µ α µ α
 
+ − − 
 
 
(7.44) 
On the other hand, to proceed by the variational approach we will consider various 
energy densities associated with fractal media. First the kinetic energy density gives 
[ ]3
1
2
i i i ik c u u I ɺ ɺɺ ɺρ ϕϕ= +                     (7.45) 
While the internal energy is 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
3
3
2 2 2
, , , ,,
( ) ( ) ( ) ( ) ( )
1 1 1 1 1
3
,
( )
1
1
2
1
2
1
2
ji ji ji ji
ji ji ji ij kk nn ji ji ji ij kk nn
i j i j j i i jk k
j j i k j
i j
j
u c
c
u u u u
c c c c c
c
c
τ γ µ κ
µ α γ γ µ α γ γ λγ γ γ ε κ κ γ ε κ κ βκ κ
ϕ
µ α µ α λ γ ε γ ε
ϕ
 = + 
 = + + − + + + + − + 
        
+ + − + + + + −        
        
=



i
( )2 2, ,,
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1 1 1 1 1
2 2
j i ijk i j kk k k
i k j i j j i j
e u
c c c c c c c c
ϕ ϕϕ ϕµ α µ α µ α µ α
β
 
 
 
 
       + − + − + + − − −        
        
 
(7.46) 
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Next, applying the Lagrange-Euler equation (7.35) on k u= −ℓ  and noting that in product 
measures ( ) ( ) ( ) ( )3 1 2 1 1/
i i j kc c c c c= =  is independent of ( )1
ic , we finally find the same result as 
that of the mechanical approach (7.44). This verifies our expressions for 1 3~c c  basing on 
product measures. 
 
7.3 Uniqueness and variational theorems   
Now, we consider some theoretical issues related to the analysis of these equations. First, 
we prove the uniqueness theorem following (Iesan and Nappa, 2001), where the uniqueness 
was proved without any definiteness assumptions on the material moduli. First, a 
reciprocity relation is established involving two elastic processes at different instants, on 
which the uniqueness theorem is subsequently built. We also establish a variational theorem 
starting from balance equations. The consistency verifies our entire formulation. These 
results are useful in theoretical developments, such as uniqueness, stability, and 
approximate solutions. 
To establish the reciprocity relation, we consider two external loading systems 
{ }( ) ( ) ( ) ( ) ( )L α α α α α= X ,Y ,t ,m , resulting in { }( ) ( ) ( ) ( ) ( ) ( ) ( )S α α α α α α α= u ,φ , γ ,κ , τ ,µ  on the 
same material body ( 1, 2α = ). The reciprocity shows 
Theorem 1. (Reciprocity relation) Let 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
(1) (2) (1) (2)
12
(1) (2) (1) (2)
(1) (2) (1) (2)
( , ) , , , ,
, , , ,
, , , , .
i i i i d
W
i i i i D
W
i i ij j i D
W
E r s t r u s m r s dS
X r u s Y r s dV
u r u s I r s dV
ϕ
ϕ
ρ ϕ ϕ
∂
 = + 
 + + 
 − + 
∫
∫
∫
x x x x
x x x x
x x x xɺɺɺɺ
     (7.47) 
Then 
12 21( , ) ( , )E r s E s r=                                (7.48) 
 126
Proof.  Let 
( ) ( ) ( ) ( )( , ) ( ) ( ) ( ) ( )ij ij ij ijJ r s r s r s
α β α β
αβ τ γ µ κ= +   ( , 1, 2α β = ).            (7.49) 
Substituting constitutive equations (6.32) into (7.49) we have  
(1) ( ) ( ) (2) ( ) ( )
(3) ( ) ( ) ( ) ( )
( , ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) .
ijkl kl ij ijkl kl ij
ijkl kl ij kl ij
J r s C r s C r s
C r s r s
α β α β
αβ
α β α β
γ γ κ κ
κ γ γ κ
= +
 + + 
 
Note that the constitutive coefficients ( )mijklC  satisfy symmetry relations 
( ) ( )m m
ijkl klijC C=  
( 1 ~ 3m = ). It follows that ( , ) ( , )J r s J s rαβ βα= . On the other hand, on account of the 
"term by term" property of the operator Dj∇  and in view of (6.23), (6.24) and (6.29), we 
have 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( , )
.
D
j ji i ji i i i i i
i i ij j i
J r s r u s r s X r u s Y r s
u r u s I r s
α β α β α β α β
αβ
α β α β
τ µ ϕ ϕ
ρ ϕ ϕ
 = ∇ + + + 
 − + ɺɺɺɺ
 
Using the fractional Gauss theorem and (6.22) we find ( , ) ( , )D
W
J r s dV E r sαβ αβ=∫ , 
which implies (7.48).  
As a consequence we have: 
Corollary. Let 
[ ] [ ]( , ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i i i D i i i i d
W W
P r s X r u s Y r s dV t r u s m r s dSϕ ϕ
∂
= + + +∫ ∫ . (7.50) 
Then 
( ) [ ]
[ ]{ }
0
( , ) ( , )
(2 ) (0) (0) (2 ) (2 ) (0) (0) (2 ) .
t
i i ij i j D
W
i i i i ij i j i j D
W
d
u u I dV P t s t s P t s t s ds
dt
u t u u u t I t t dV
ρ ϕϕ
ρ ϕ ϕ ϕ ϕ
+ = − + − + −
 + + + + 
∫ ∫
∫ ɺ ɺɺ ɺ
  (7.51) 
Proof.  From (7.48) we have 
11 11
0 0
( , ) ( , ) .
t t
E t s t s ds E t s t s ds+ − = − +∫ ∫               (7.52) 
In view of (7.47) and (7.50) we find 
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( ) ( ) ( ) ( )
11
0 0
0
( , ) ( , )
,
t t
t
i i ij j i D
W
E t s t s ds P t s t s ds
u t s u t s I t s t s dV dsρ ϕ ϕ
+ − = + −
 − + − + + − 
∫ ∫
∫ ∫ ɺɺɺɺ
  (7.53) 
and 
( ) ( ) ( ) ( )
11
0 0
0
( , ) ( , )
,
t t
t
i i ij j i D
W
E t s t s ds P t s t s ds
u t s u t s I t s t s dV dsρ ϕ ϕ
− + = − +
 − − + + − + 
∫ ∫
∫ ∫ ɺɺɺɺ
  (7.54) 
Note that by “integration in part” 
0 0
0 0
( ) ( ) (2 ) (0) ( ) ( ) ( ) ( ) ,
( ) ( ) ( ) ( ) (0) (2 ) ( ) ( ) .
t t
t t
f t s g t s ds f t g f t g t f t s g t s ds
g t s f t s ds g t f t g f t g t s f t s ds
+ − = − + + −
− + = − + − +
∫ ∫
∫ ∫
ɺɺ ɺ ɺ ɺ ɺ
ɺɺɺ ɺ ɺ ɺ
 (7.55) 
Combining (7.52) ~ (7.55) we obtain (7.51). 
Now we have the uniqueness theorem: 
Theorem 2. (Uniqueness) Assume that (i) ρ  is strictly positive and (ii) ijI  is positive 
definite. Then the initial-boundary value problem of linear micropolar elastodynamics for 
fractal media has at most one solution. 
Proof.  Suppose we have two solutions, then their difference { },i iu ϕ  is a solution 
corresponding to zero loads and initial-boundary conditions. From (7.51) we have 
( ) 0.i i ij i j D
W
u u I dVρ ϕϕ+ =∫  
Adopting the assumptions (i) and (ii), we find 0iu =  and 0iϕ = , implying that the two 
solutions must be equal.  
As to the variational theorems, we consider a body with displacements iu  and 
rotations iϕ  plus virtual motions iuδ  and iδϕ . In view of the balance equations (6.23) 
and (6.24), we have 
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( ) ( ) ( )
1
0.
jkD D
i i i i ij j i D j ji i ijk j ji i DjW W
X u u Y I dV u e dV
c
τ
ρ δ ϕ δϕ τ δ µ δϕ
  
 − + − + ∇ + +∇ =      
∫ ∫ɺɺɺɺ  
Using the “integration by parts” and the fractional Gauss theorem in the second term above, 
we obtain 
( ) ( )
[ ] .
i i i i ij j i D
W
i i i i d ji ji ji ji D
W W
X u u Y I dV
t u m dS dV
ρ δ ϕ δϕ
δ δϕ τ δγ µ δκ
∂
 − + − 
 + + = + 
∫
∫ ∫
ɺɺɺɺ
     (7.56) 
Note that the right hand side denotes the variance of internal energy Wδ  with respect to 
virtual motions, so that we set up the virtual work principle 
( ) ( )
[ ] .
i i i i ij j i D
W
i i i i d
W
X u u Y I dV
t u m dS W
ρ δ ϕ δϕ
δ δϕ δ
∂
 − + − 
+ + =
∫
∫
ɺɺɺɺ
           (7.57) 
The equation (7.57) can be written as 
i i ij j i D
W
L u u I dV Wɺɺɺɺδ ρ δ ϕ δϕ δ − + = ∫ ,             (7.58) 
where 
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W W
L X u Y dV t u m dSδ δ δϕ δ δϕ
∂
= + + +∫ ∫        (7.59) 
refers to the external virtual work. Integrating (7.58) over time interval [ ]1 2,t t  
2 2 2
1 1 1
t t t
i i ij j i D
t t t W
Wdt Ldt dt u u I dVɺɺɺɺδ δ ρ δ ϕ δϕ = − + ∫ ∫ ∫ ∫       (7.60) 
Introducing the variance of kinetic energy, 
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and integrating it also over [ ]1 2,t t , and noting that iuδ , iδϕ  vanish at 1t t=  and 2t t= , 
we find 
2 2
1 1
t t
i i ij j i D
t t W
Kdt dt u u I dVδ ρ δ ϕ δϕ =− +  ∫ ∫ ∫ ɺɺ ɺɺ         (7.61) 
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In view of (7.60) and (7.61), we finally obtain variational principles generalized to 
micropolar fractal media 
( )2 2
1 1
t t
t t
W K dt L dtδ δ− =∫ ∫                 (7.62) 
If the external forces are conservative and derivable from a potential V , this shows  
( )2
1
0
t
t
K dtδ Π − =∫                    (7.63) 
where W VΠ= −  denotes the total potential energy.  
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CHAPTER 8  
APPLICATIONS OF FRACTALS IN NATURAL 
MATERIALS 
 
This chapter demonstrates some applications of fractals in characterizing natural materials. 
Here we conduct two application case studies: one concerns Saturn’s rings, and the other is 
on bone microstructures. Fractal patterns of Saturn’s rings are investigated from their 2D 
projected images recently released by NASA. As to bone, we conduct our micro computed 
tomography (Micro-CT) imaging on various samples and are able to obtain their 3D 
reconstructed images. In both cases the fractal dimensions are estimated and indicate 
important properties.  
 
8.1 Saturn’s rings
*
 
Over the past few decades, various conjectures were advanced that Saturn's rings are 
Cantor-like sets (Mandelbrot, 1983; Avron and Simon, 1981; Fridman and Gorkavyi, 1994), 
although no convincing fractal analysis of actual images has ever appeared. The images 
recently sent by the Cassini spacecraft mission (available on the NASA website 
http://saturn.jpl.nasa.gov/photos/halloffame/) show the complex and beautiful rings of 
Saturn. Here we focus on several representative images and by the box-counting method 
we determine their fractal dimensions and clarify in what sense Saturn’s rings are fractal.   
                                                        
*
 Based on Li and Ostoja-Starzewski, 2012b. 
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Of the 87 Cassini images, in Fig. 8.1(A) we reproduce slide #42 bearing the title 
“Mapping Clumps in Saturn's Rings,” in Fig. 8.1(C) the slide #54 titled “Scattered 
Sunshine,” in Fig. 8.1(E) we reproduce slide #66 taken two weeks before the planet's 
August 2009 equinox, and in Fig. 8.1(G) slide #68 shows edge waves raised by Daphnis on 
the Keeler Gap. The first of these is a false-color image of Saturn's main rings made by 
combining data from multiple star occultations using the Cassini ultraviolet imaging 
spectrograph. In the second of these, Saturn's icy rings shine in scattered sunlight, from 
about 15º above the ring plane. In the third image, a part of the Cassini Division, between 
the B and the A rings, appears at the top of the image, showing ringlets in the inner division, 
while in the fourth Daphnis cruises through the Keeler Gap, raising edge waves in the ring 
material as it passes. The first two photographs show the curved geometry of Saturn’s main 
rings with a low opening angle, while the latter two the details of a part of the rings. Finally, 
in Fig. 8.1(I), we reproduce the fifth image sent by ‘Voyager 2’ spacecraft in 1981 
(http://solarsystem.nasa.gov/planets/profile.cfm?Object=Saturn&Display=Rings).  
Using the box counting method, we determine the fractal dimension of edges of those 
rings. Various edge detection methods are performed and compared to optimally identify 
ring boundaries: ‘Sobel’, ‘Robert’, ‘Laplacian of Gaussian’, ‘Canny’ and ‘Zero-Cross’ edge 
functions in the Matlab Image Processing Toolbox. Furthermore, the morphology operation 
functions of ‘bridge’ and ‘skel’ are employed to bridge unconnected pixels and remove 
extra pixels on the boundaries, respectively, from consideration of physical reality. The 
resulting edge images are displayed in Fig. 8.1(B), (D), (F), (H), (J), respectively, for the 
five original images we reproduced.  
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(A)          (B) 
  
(C)          (D) 
 
  
(E)          (F) 
Figure 8.1 (A, C, D, G, I): The original images of the Cassini and Voyager missions. 
 (B, D, F, H, J): Respective images processed to capture the ring edges. 
 133
  
(G)          (H) 
 
  
(I)          (J) 
Figure 8.1 (cont.) 
 
We perform three box counting methods to estimate fractal dimensions of the above 
processed black-white images of Saturn rings: 
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1. Modified box counting using boxes with shape being self-similar to the global image, 
which is well suited for the generally rectangular image (Xu and Lacidogna, 2011). 
2. Power 2 box counting using boxes with sizes as powers of 2, possessing optimal 
log-log regression while the partial boarder effects are evident generally. 
3. Divider box counting using boxes with sizes being the dividers of the image size. 
Subsequent box size may be too close for log-log regression, while the border effects 
can be eliminated.  
As is well known (Mandelbrot, 1983), the fractal dimension D comes from estimation 
of the slope of log(N)-log(R) in DN R−∝ , where N is the number of boxes with size R 
needed to cover the region of interest. The local slopes of log(N)-log(R) are also acquired to 
determine optimal cut-offs of box sizes. The cut-offs are specified where the local slope 
varies strongly. The log(N)-log(R) plots of the three methods for images of Fig. 8.1(B), (H), 
and (J) are shown in Figs 8.2-8.4, respectively. Since the plots for Figs. 8.1(D) and (F) are 
very similar, they are not shown here to save space. Note that, for modified box counting, R 
denotes the ratio of image size to box size, unlike power 2 or divider box counting, where R 
is the box size.  
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         (b)                       (c) 
Figure 8.2. Box counting method to estimate the fractal dimension of image (B) in Fig. 8.1: 
(a) Modified box counting; (b) Power 2 box counting; (c) Divider box counting. 
 
 136
1 1.5 2 2.5 3 3.5 4 4.5 5
2
3
4
5
6
7
8
9
log(r), r size ratio
lo
g
(n
),
 n
 #
 o
f 
b
o
x
e
s
Modified 2D box-count
 
(a) 
1 1.5 2 2.5 3 3.5 4 4.5 5
3
4
5
6
7
8
9
10
log(r), r box size
lo
g
(n
),
 n
 #
 o
f 
b
o
x
e
s
Power 2 2D box-count
 
1.5 2 2.5 3 3.5 4 4.5 5 5.5
2
3
4
5
6
7
8
9
log(r), r box size
lo
g
(n
),
 n
 #
 o
f 
b
o
x
e
s
Divider 2D box-count
 
         (b)                     (c) 
Figure 8.3: Box counting method to estimate the fractal dimension of image (H) in Fig. 8.1: 
(a) Modified box counting; (b) Power 2 box counting; (c) Divider box counting. 
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         (b)                     (c) 
Figure 8.4: Box counting method to estimate the fractal dimension of image (J) in Fig. 8.1: 
(a) Modified box counting; (b) Power 2 box counting; (c) Divider box counting. 
    
Note that these images were projections of Saturn’s rings from different angles. 
Following the arguments presented in (Maggi, 2006; Meakin, 1998), given the fact that the 
rings’ thickness is extremely small compared to their radii, the projection onto the plane of 
the photograph does not affect the fractal dimension. Besides, the self-similarity of fractals 
indicates that the fractal dimension of a part is same as that of the whole. Overall, the box 
counting results of all images are in Table 8.1: 
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Table 8.1: Box counting results of Figs. 8.1 
Image Sources Modified box counting Power 2 box counting Divider box counting 
Fig. 8.1. (B) 1.63 1.65 1.66 
Fig. 8.1. (D) 1.64 1.65 1.71 
Fig. 8.1. (F) 1.78 1.71 1.76 
Fig. 8.1. (H) 1.64 1.74 1.66 
Fig. 8.1. (I) 1.67 1.72 1.77 
 
These images always yield fractal dimensions in the range 1.63 to 1.78, a consistent 
estimate of the fractal dimension of the rings’ edges, regardless of the various image 
sources we reproduced. Indeed, the fact that the rings’ edges are fractal provides one more 
hint to developing the intricate mechanics and physics governing these structures of 
granular matter from what we discussed in Chapters 5-7. Interestingly, somewhat related 
studies (Feitzinger and T. Galinski, 1987; Marcos and Marcos, 2006a; Marcos and Marcos, 
2006b) found average fractal dimension ~1.7 for the projected fractal dimension of the 
distribution of star-forming sites (HII regions) in a sample of 19 spiral galaxies. 
 
8.2 Micro-CT imaging of bones  
We conduct Micro-CT imaging of various bones and perform fractal analysis on their 3D 
reconstructed images. Here we show results of some trabecular bovine femoral bones from 
McKittrick’s group at University of California, San Diego. Samples were cut in two 
directions. The longitudinal direction was oriented along the femur neck axis, while the 
transverse direction was normal to the longitudinal one. The Micro-CT imaging was 
performed at a nominal isotropic resolution of 10 µm. The scan produced around 1024 
slices (1024x1024 image pixels per slice) resulting in a field of view (FOV) of roughly 
10mmx10mm tube. The Micro-CT measurements were conducted in air using Xradia 
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MicroXCT-200 (Xradia Inc., Pleasanton, CA) instruments. Samples were scanned at 
various X-ray photon energies to obtain optimum imaging. For all measurements 729 
projections were acquired over a range of 182° with 5 sec. exposure time for each 
projection. The data were reconstructed using Xradia TXMReconstructor. Ring artifacts 
and beam hardening effects were corrected in the reconstruction software.  
The reconstructed Micro-CT tomograms were post-processed using Amira (Visage 
Imaging, Inc., Berlin, Germany) to analyze 3D microstructures. No filtering was applied. 
The gray image slices were then segmented to binarized data sets separating voids from 
bone regions. The threshold value was critically judged and verified by comparison of 
porosity with that from experimental measurements. After image segmentation, the 3D 
microstructure was reconstructed on which fractal analysis could be implemented. 
Figure 8.5 shows the 3D isosurface view of bone structures for two samples- one is in 
longitudinal direction and another is in transverse. The fractal analysis was performed in 
CTAN (Skyscan Inc., Kontich, Belgium) for six samples and the results are presented in 
Table 8.2. 
It is found that fractal dimensions of these six samples are very close, all in the range 
of 2.1~2.3. In fact, the fractal dimension shows an important parameter to characterize 
bone fracture, in addition to the conventional bone mineral density measurements 
(Benhamou et al. 2001). We envision that a fractal model of bone that captures 
microstructure information in a simple and effective way can be potentially developed to 
explain bone fractures. 
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 (a)  
(b)  
Figure 8.5: 3D isosurface view of trabecular bone structures from Micro-CT imaging: (a) 
longitudinal sample; (b) transverse sample. 
 
Table 8.2: Results of fractal analysis on 3D reconstructed images (longitudinal-L; 
transverse-T) 
Sample L1 L2 L3 T1 T2 T3 
Fractal 
dimension 
2.16 2.34 2.29 2.09 2.22 2.12 
Porosity 86.2% 83.4% 85.4% 84.6% 87.6% 89.5% 
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CHAPTER 9 
CONCLUSIONS 
  
This dissertation studies fractals in materials and consists of two parts. In part I (Chapters 
2~4) we investigate fractal patterns in elastoplastic deformations. Beyond observations of 
fractal pattern formation of plastic zones, an effort is made to relate the fractal dimension, 
plastic volume fraction and stress-strain responses through scaling functions. Part II studies 
continuum mechanics formulations of materials with fractal porous microstructures. A 
product measure is proposed for generally anisotropic fractals and also to decouple 
coordinate variables to simplify the formulations, so that we are able to obtain continuum 
type equations describing mechanics of fractal materials.  
The key result of part I in this dissertation is that a non-fractal random field of 
material constitutive properties results in the set of plastic grains growing as a fractal 
through the elastic-plastic transition, and gradually filling the entire material domain. 
Parallel to this, the set of elastic grains evolves as another fractal, gradually diminishing to 
a set of zero Lebesgue measure. These results are demonstrated in a wide range of material 
models, from metallic to non-metallic materials, isotropic grains to anisotropic ploycrystals, 
and thermal elastoplastic materials. Notably, a gradual transition of the material from an 
elastic to plastic type, where plasticity spreads in a space-filling fashion, is far more 
realistic than the idealized homogeneous medium model in which the transition is an 
instantaneous process, characterized by a kink in the stress-strain curve. With the fractal 
dimension as an easily accessible parameter of plastic state, we explore the influences of 
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material constants and randomness through comparison studies. Considering that the 
magnitude of plastic strain is reflected in the density of slip-lines and shear bands, we see 
that even very weak material randomness in material parameters of elastic-ductile materials 
causes plastic slip-lines and shear bands to evolve as fractals. 
Another finding in part I is scaling functions in the elastic-plastic transition. In 
analogy to the scaling analysis of phase transitions in condensed matter physics, we set up 
scaling functions for three order parameters at the elastic-plastic transition – the “reduced 
von-Mises stress” s, “reduced plastic volume fraction” v and “reduced fractal dimension” d. 
To the best of our knowledge, the scaling functions proposed in this study represent the 
first attempt to quantitatively link the stress-strain (order parameter s) responses and 
morphologies of plastic field (order parameters v and d) in elastic-plastic transitions for 
different random heterogeneous materials. We find the critical exponents are universally 
independent of material randomness for a given model. In fact, the scaling of v~s has a 
universal critical exponent of 0.5 for metallic models, notably the same value as in the 
Landau theory of phase transitions. While in non-metallic materials such as Mohr-Coulomb 
models, due to the non-smoothness of yield surfaces, the value deviates a bit from 0.5 and 
the deviation increases as the friction increases.  
At this point, one might ask: “Assuming someone does not know that the set of plastic 
grains evolves as a fractal and eventually space-filling set, would his/her analysis of the 
problem be in error?” To this we answer that the conventional solid mechanics analyses are 
inaccurate in the sense that (i) they assume the elastic-inelastic transition occurs 
immediately instead of taking some finite increase of strain and stress, and (ii) they do not 
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account for spatial disorder, which is fractal-like, and, therefore, we actually see random 
scatter from one specimen to another - something that is totally absent in all the 
deterministic solid mechanics studies. 
A more challenging task is to understand the emergence of fractal patterns and 
develop analytic models of the scaling functions, motivated by the mean-field approach for 
universal predictions of stress-strain curves and slip avalanches in elasto-plastic 
deformations of solids (Dahmen et al., 2009). Here we have made a first attempt to 
recognize the interactions between grains through their nearest neighbors as the Markov 
property and qualitatively studied an analogy to fractals in Markov random fields. We 
believe that the techniques in Markov random fields might be applied to reduce the model 
complexity and then even better understand results from the massively parallel simulations.   
Although the current study focuses on fractal patterns of plastic regions, we note that 
the percolation of the plastic phase also provides insights into the elastic-plastic transitions 
(Willot and Pellegrini, 2008). Indeed, the connection between the fractal and percolation 
patterns is an interesting topic to explore. The study in part I sheds some light on the 
mechanisms of material randomness inducing a wide spectrum of fractal patterns observed 
in deformations of natural and engineering materials. 
As to part II focused on mechanics of materials with given fractal microstructures, our 
approach builds on, but modifies, Tarasov's approach in that the proposed product measure 
admits an arbitrary anisotropic structure and decouples coordinate variables to greatly 
simplify previous formulations. This involves, in the first place, a specification of geometry 
of continua via 'fractal metric' coefficients, which then allows a construction of continuum 
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mechanics of fractal solids. The anisotropy of fractal geometry on the mesoscale leads to 
the asymmetry of the Cauchy stress and to the appearance of the couple stress, i.e., to a 
fractal micropolar continuum. In the situations where the resolution R falls outside the 
cutoffs of a physical fractal or when the surface and volume fractal dimensions (d and D) 
become conventional integers (2 and 3), all the newly derived equations revert back to the 
well-known forms of conventional continuum mechanics of non-fractal media. The general 
properties of calculus on fractals are also discussed, resulting in some alternative choices of 
calculus that is much more complex than current formulations. To this end, we note that the 
proposed product measure is suitable only for local formulations. A global formulation 
needs a nonlinear assembly of local integrals according to equation (5.30) which becomes 
analytically intractable, while this step can be easily performed in finite element 
implementations.   
The proposed methodology broadens the applicability of continuum mechanics/physics 
to studies of material responses. The highly complex, fractal-type media which have, so far, 
been the domain of condensed matter physics, geophysics and biophysics, etc. (multiscale 
polycrystals, cracked materials, polymer clusters, gels, rock systems, percolating networks, 
nervous systems, pulmonary systems, ...) will become open to studies conventionally 
reserved for smooth materials. This will allow numerical solutions of initial-boundary value 
problems of very complex, multiscale materials that govern their mechanical behaviors 
(Joumaa and Ostoja-Starzeski, 2011, 2012). 
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