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Abstract
In this manuscript, we work to actualize the Darbo (Banas and Goebel in Measure of
Noncompactness in Banach Space. Lecture Notes in Pure and Applied Mathematics,
1980) ﬁxed point theorem (FPT) coupled with the Hausdorﬀ measure of
non-compactness to analyze the existence results for an impulsive fractional neutral
integro-diﬀerential equation (IFNIDE) with state-dependent delay (SDD) and
non-instantaneous impulses (NII) in Banach spaces. Finally, examples are oﬀered to
demonstrate the concept.
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1 Introduction
Throughout this manuscript, we set up the existence of mild solutions for IFNIDE with
SDD and NII in Banach spaces through the utilization of the FPT thanks to Darbo [].














t ∈ (si, ti+], i = , , , . . . ,N , (.)
x = ς (t) ∈ Bh, t ∈ (–∞, ], (.)
x(t) = gi(t,x(t,xt )), t ∈ (ti, si], i = , , . . . ,N , (.)
where CDαt is the Caputo fractional derivative of order α ∈ (, ), and I = [,T] is an
operational interval. The operator –A denotes the inﬁnitesimal generator of an analytic
semigroup {T(t)}t≥ in a Banach space X having norm ‖ · ‖, this suggests that we can ﬁnd
M≥  to ensure that ‖T(t)‖ ≤M,F :I ×Bh×X→X, e :D ×Bh →X,G :I ×Bh →
X,  : I × Bh → (–∞,T] are apposite functions, and Bh is a phase space characterized
in preliminaries. Here D = {(t, s) ∈ I × I :  ≤ s ≤ t ≤ T}. Here  = t = s < t ≤ s <
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t ≤ s < · · · < tN ≤ sN < tN+ = T , are preﬁxed numbers, and gi ∈ C((ti, si]× Bh,X), for all
i = , , . . . ,N , stand for impulsive conditions.
For almost any continuous function x characterized on (–∞,T] and for almost any t ≥ ,
we designate by xt the part ofBh characterized by xt(θ ) = x(t+θ ) for θ ≤ .Now xt(·) refers
to the historical backdrop of the state from every θ ∈ (–∞, ] like the current time t.
Fractional diﬀerential equations (FDE) are broadly successfully utilized in science and
engineering. For fundamental results as regards the fractional systems, the reader should
check [, ] and [–], as well as the references cited therein. Fractional equations with
delay features appear in several areas, such as the medical and physical ﬁelds with state-
dependent delay or non-constant delay. Recently, the existence results of mild solutions
for such problems became very attractive and several researchers are working on it; see for
instance [–]. As a result some papers were released on the fractional/integer order
problems having SDD and NII [–].
The investigation of impulsive functional diﬀerential or integro-diﬀerential frameworks
is interesting for their application in strengthening techniques and phenomena condi-
tional on short-time perturbations in the course of their progress. The perturbations
are conducted separately and their term is insigniﬁcant in correlation with the aggregate
length of time of the procedures. For more details as regards this concept and its uses, see
for example the treatise by Lakshmikantham et al. [], Stamova [], Graef et al. [],
Bainov and Covachev [], Benchohra et al. [] and [–], and the references cited
therein.
We recall that numerous impulsive frameworks emerging from sensible models can be
depicted as partial diﬀerential equations withNII. As pointed out in [, ], there are var-
ious ways to investigate this sort of models. Also, Kumar et al. [] analyzed the existence
of solutions for FDE with NII in Banach spaces through the utilization of the appropriate
FPT. Gautam and Dabas [, ] acknowledged the existence of mild solutions for FIDE
with SDD and NII through the employment of the suitable FPT. Later Das et al. [, ]
researched the existence of mild solution of a class of second order partial neutral diﬀer-
ential equations with SDD and NII in Banach spaces. The results are obtained through
the utilization of the Hausdorﬀ measures of non-compactness and Darbo FPT. However,
the existence results for IFIDE with SDD and NII in Bh phase space contexts have not yet
been completely examined. This motivated us to investigate the existence results of the
system (.) with NII in Banach spaces. To the best of our knowledge the existence results
for the considered model (.)-(.) in the present manuscript are new.
In contrast to the current outcomes, this manuscript has some positive aspects, namely:
We include the integral term in the non-linear term F and present an appropriate notion
of a mild solution of the model (.)-(.). Then we analyze the existence of mild solutions
for IFIDE with SDD and NII of the design (.)-(.) under the Darbo [] ﬁxed point the-
orem, and the results in [] might be regarded as special circumstances. After that, we
implement Bh phase space contexts to examine the model (.)-(.).
This manuscript is composed as follows.We demonstrate a couple of preliminaries, def-
initions, and lemmas which are to be employed in this fashion to exhibit our essential out-
comes in Section . After that, the existence of mild solutions for the model (.)-(.) is
analyzed under the Darbo [] FPT in Section . Section  shows examples of the theoret-
ical results.
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2 Preliminaries
Below, we give some fundamental deﬁnitions, lemmas, and preparatory facts from func-
tional analysis, fractional calculus theory, and measures of non-compactness which will
be employed in the course of this manuscript.
Let L (X) symbolize the Banach space of all bounded linear operators from X into X,
having norm ‖ · ‖L (X).
Let C(I ,X) symbolize the space of all continuous functions from I into X, having
norm ‖ · ‖C(I ,X). Moreover, Br(x,X) symbolizes the closed ball in X with the middle at x
and the distance r.
We recall that ameasurable function x :I →X is Bochner integrable iﬀ ‖x‖ is Lebesgue
integrable. (To get extra insights as regards the Bochner integral, refer to the treatise of
Yosida [].)
Permit L(I ,X) signiﬁes the Banach space of all measurable functions x :I →Xwhich





∥∥dt for all x ∈ L(I ,X).
Deﬁnition . ([], Deﬁnition ) Let A : D ⊆ X → X be a closed linear operator. The
operator A is considered to be sectorial if we can ﬁnd  < θ < π , M > , and μ ∈ R in
such a way that the ρ(A ) exists exterior of the segment
μ + Sθ =
{
μ + λ : λ ∈ C˜, ∣∣arg(–λ)∣∣ < θ},
∥∥(λI –A )–
∥∥ ≤ M|λ –μ| , λ /∈ μ + Sθ .
For short, we say that A is sectorial of type (M, θ ,μ).
Let –A signify the inﬁnitesimal generator of an analytic semigroup in a Banach space
and  ∈ ρ(A ), where ρ(A ) is the resolvent set ofA . We characterize the fractional power
A –q by




(t)q–T(t)dt, q > .
We observe that A q = (A –q)– is a closed linear operator with domain D(A q)⊃D(A )
is dense inX for  < q≤ . For an analytic semigroup {T(t)}t≥, we have the accompanying
theorem.
Theorem . ([], Theorem .) Let –A be the inﬁnitesimal generator of an analytic
semigroup {T(t)}t≥. If  ∈ ρ(A ), at that point the accompanying features hold:
(a) T(t) :X→D(A q) for each t >  and q≥ .
(b) For each x ∈D(A q), we keep T(t)A qx =A qT(t)x.
(c) For each t > , the operator A qT(t) is bounded and ‖A qT(t)‖ ≤Mqt–qe–δt .
(d) For  < a≤  and x ∈D(A q), we obtain ‖T(t)x – x‖ ≤ Cqtq‖A qx‖.
To properly characterize our system, we claim that a function x : [σ , τ ]→X is a normal-
ized piecewise continuous function on [σ , τ ] if x is piecewise continuous and left contin-
uous on (σ , τ ]. By the symbol PC([σ , τ ];X), we mean the space of normalized piecewise
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continuous functions from [σ , τ ] into X. Speciﬁcally, we signify the space PC established
by all functions x : [,T]→X in such a way that x is continuous at t 
= ti, x(t–i ) = x(ti) and
x(t+i ) exists, for all i = , , . . . ,N . It is not diﬃcult to see that PC is a Banach space having
the norm ‖x‖PC = sups∈[,T] ‖x(s)‖.
It needs to be outlined that, once the delay is inﬁnite, then we should talk about the
theoretical phase spaceBh in a beneﬁcial way. In thismanuscript, we address phase spaces
Bh which are the same as described in []. So, we bypass the details.
We expect that the phase space (Bh,‖ · ‖Bh ) is a semi-normed linear space of functions
mapping (–∞, ] into X, and fulﬁlling the subsequent elementary contexts as a result of
Hale and Kato (see the case in point in [, ]).
If x : (–∞,T] → X, T > , is continuous on I and x ∈ Bh, then for every t ∈ I the
accompanying conditions hold:
(P) xt is in Bh.
(P) ‖x(t)‖X ≤H‖xt‖Bh .
(P) ‖xt‖Bh ≤ D(t) sup{‖x(s)‖X :  ≤ s ≤ t} + D(t)‖x‖Bh , where H >  is a constant
and D(·) : [, +∞) → [, +∞) is continuous, D(·) : [, +∞) → [, +∞) is locally
bounded, and D, D are independent of x(·).
(P) ([], p.) The function t → ςt is well described and continuous from the set
R(–) = {(s,ψ) : (s,ψ) ∈ [,T]× Bh
}
,
intoBh and there is a continuous and bounded function Jς :R(–)→ (,∞) to ensure




x : (–∞,T]→X such that x ∈ Bh and the constraint x|I ∈PC
}
.
For the function ‖ · ‖BT to be a seminorm in BT , it is described by




: s ∈ [,T]}, x ∈ BT .
Lemma . ([], Lemma .) Let x : (–∞,T]→X be a function in such a way that x = ς ,









: θ ∈ [,max{, s}]},
s ∈R(–) ∪ I ,
where Jς = supt∈R(–) Jς (t), D∗ = sups∈[,T] D(s), D∗ = sups∈[,T] D(s).
Presently, we provide some fundamental deﬁnitions and outcomes of the fractional cal-
culus theory that happen to be utilized additionally within this manuscript.
Deﬁnition . [] The fractional integral of order γ with the lower limit zero for a func-
tion f is determined as






(t – s)–γ ds, t > ,γ > ,
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where the right part is point-wise described on [,+∞), where 	(·) is the gamma func-
tion.
Deﬁnition . [] The Riemann-Liouville derivative of order γ with the lower limit zero
for a function f ∈ L(I ,X) is characterized as
Dγt f (t) =







(t – s)–n+γ ds, t > ,n –  < γ < n.
Deﬁnition . [, ] The Caputo derivative of order γ for a function f ∈ L(I ,X) could
be written
CDγt f (t) =Dγt
(
f (t) – f ()
)
, t > , < γ < .












λα – z dλ, α,β > , z ∈ C˜,
where ϒ is a contour which starts and ends at –∞ and encircles the disc |λ| ≤ |z| α
counter-clockwise and C˜ denotes the complex plane. For short, set Eα(z) = Eα,(z).











(n – )!	(nα) sin(nπα),  < α < , z ∈ C˜.
Therefore we have the following property [], Property .:
∫ ∞

φα(t)e–zt dt = Eα(–z), z ∈ C˜.
Presently, we are in a position to characterize themild solution for the system (.)-(.).
For this, ﬁrst we consider the subsequent system
CDαt x(t) +A x(t) =F (t), (.)
x() = x, (.)
where CDαt and –A are just like described in (.)-(.).
Now, we ﬁrst consider the classical solutions to the problem (.)-(.). Then, based
on the expression of such solutions, we deﬁne the mild solutions of the problem (.)-
(.). Finally, the relations between the analytic semigroup {T(t)}t≥ and some solution
operators are obtained.
Lemma. ([], Lemma ) Using –A to denote the inﬁnitesimal generator of an analytic
semigroup {T(t)}t≥, then ifF satisﬁes a uniformHölder conditionwith exponent β ∈ (, ],
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the solutions of the Cauchy system (.)-(.) are ﬁxed points of the subsequent operator
equation:
x(t) = Tα(t)x +
∫ t






















Here C is a suitable path satisfying λα /∈ μ + Sθ for some λ ∈ C.
Proof According to the deﬁnitions of (.) and (.), we modify the Cauchy system (.)-
(.) in the equivalent integral equation












(t – s)–α ds. (.)

























































































Using λα(λα +A )– = I –A (λα +A )–, the above equation is then inverse Laplace trans-
formed to obtain
x(t) = Tα(t)x +
∫ t

Sα(t – s)F (s)ds.
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It is noted thatF satisﬁes a uniformHölder conditionwith exponent β ∈ (, ). Hence, the
classical solutions of Cauchy system (.)-(.) are ﬁxed points of the operator equation
x(t) = Tα(t)x +
∫ t

Sα(t – s)F (s)ds. 
In view of Lemma ., we determine the mild solutions of the system (.)-(.).
Deﬁnition . A function x :I →X is considered to be amild solution of problem (.)-
(.) if x ∈ C(I ,X) fulﬁlls the accompanying integral equation:
x(t) = Tα(t)x +
∫ t

Sα(t – s)F (s)ds, t ∈ I .
Remark . It is straightforward to conﬁrm that the classical solution of the system
(.)-(.) is a mild solution of the same system. Thus, Deﬁnition . is well deﬁned (see
[, ]).
Lemma . ([], Lemma ) Assuming –A is the inﬁnitesimal generator of an analytic
















Here φα(r) is the probability density function characterized on (,∞) in such a way that











φα(r)dr =  and
∫ ∞

rηφα(r)dr ≤ , ≤ η ≤ .
Proof For all x ∈D(A )⊂X, we have









where α ∈ (, ), ψα(r) = π
∑
































































α ) is the probability density function outlined on (,∞) in
such a way that
∫ ∞

φα(r)dr =  and
∫ ∞

rηφα(r)dr ≤ , ≤ η ≤ .


































































































































































, t ∈ (si, ti+], i = , , . . . ,N , (.)





, t ∈ (ti, si], i = , , . . . ,N , (.)
x() = x, (.)
where CDαt , gi(t,x(t)) and –A are the same as deﬁned in (.)-(.) and x ∈ X, F , G are
appropriate functions.
We notice that the impulses in problem (.)-(.) start abruptly at the points ti and their
action continues on the interval [ti, si]. More speciﬁcally, the function x takes an abrupt
impulse at ti and follows diﬀerent rules in the two subintervals (ti, si] and (si, ti+] of the
interval (ti, ti+]. At the point si, the function x is continuous.
By the results obtained in [, , –], we realize that the deﬁnition of mild solutions
for fractional evolutions is more involved than integer order evolution equations. Further-
more, to construct the solutions for impulsive fractional diﬀerential equations, we need to
eﬀectively manage the fractional derivative and impulsive conditions due to the memory
property of fractional calculus [, , ].
From the property of theCaputo derivative, the general solution of the system (.)-(.)





x + G (,x) – G (t,x(t)) – 	(α)
∫ t




 (t – s)α–F (s,x(s))ds, t ∈ [, t),
g(t,x(t)), t ∈ (t, s],
d – G (t,x(t)) – 	(α)
∫ t




 (t – s)α–F (s,x(s))ds, t ∈ (s, t),
. . . ,
gi(t,x(t)), t ∈ (ti, si], i = , , . . . ,N ,
di – G (t,x(t)) – 	(α)
∫ t




 (t – s)α–F (s,x(s))ds, t ∈ (si, ti+),
(.)
where di, i = , , . . . ,N , are elements of X. From equation (.) and the function x being
continuous at the points si, we have, for i = , , . . . ,N ,























, t ∈ [si, ti+),
, otherwise.




































At that point by the same calculations in [] and the properties of the Laplace transform,
we obtain



















Here Tα and Sα are given by Lemma .. Hence, we have



















ds, t ∈ [si, ti+).
Presently the time has come to decide the estimations of di, i = , , . . . ,N . Utilizing the























































Tα(t)[x + G (,x)] – G (t,x(t))
+
∫ t
 A Sα(t – s)G (s,x(s))ds
+
∫ t
 Sα(t – s)F (s,x(s))ds, t ∈ [, t],
g(t,x(t)), t ∈ (t, s],
Tα(t – s)d – G (t,x(t)) +
∫ t
 A Sα(t – s)G (s,x(s))ds
+
∫ t
 Sα(t – s)F (s,x(s))ds, t ∈ (s, t],
. . . ,
gi(t,x(t)), t ∈ (ti, si], i = , , . . . ,N ,
Tα(t – si)di – G (t,x(t)) +
∫ t
 A Sα(t – s)G (s,x(s))ds
+
∫ t
 Sα(t – s)F (s,x(s))ds, t ∈ (si, ti+],

























ds, i = , , . . . ,N .
Next, we show that this mild solution satisfy the system (.)-(.). To prove this, ﬁrst
we prove the following crucial lemma.
Lemma . Assuming –A is the inﬁnitesimal generator of an analytic semigroup, given















































where Tα(t) and Sα(t) are the same as deﬁned in Lemma ..

















































































)L(A G (t,x(t)) +F (t,x(t))) (.)
















































)L(A G (t,x(t)) +F (t,x(t)))
+L(A G (t,x(t)) +F (t,x(t))). (.)






































Now it is time to show that the mild solution satisﬁes the system (.)-(.). From the
above discussion, we have
x(t) = Tα(t)
[

















































































































































In a similar manner, we have




























































































































































From the above discussion, we observe that our deﬁnition of a mild solution satisﬁes the
given system (.)-(.).
In accordance with the above discussion, now we present the mild solution for the sys-
tem (.)-(.).
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Deﬁnition . A function x : (–∞,T] → X is called a mild solution of the model (.)-






Tα(t)[ς () + G (,ς ())] – G (t,x(t,xt ))
+
∫ t
 A Sα(t – s)G (s,x(s,xs))ds
+
∫ t
 Sα(t – s)F (s,x(s,xs),∫ s
 e(s, τ ,x(τ ,xτ ))dτ )ds, t ∈ [, t],
gi(t,x(t,xt)), t ∈ (ti, si], i = , , . . . ,N ,
Tα(t – si)di – G (t,x(t,xt ))
+
∫ t
 A Sα(t – s)G (s,x(s,xs))ds
+
∫ t
 Sα(t – s)F (s,x(s,xs),∫ s
 e(s, τ ,x(τ ,xτ ))dτ )ds, t ∈ (si, ti+],
(.)
where
di = gi(si,x(si,xsi )) + G (si,x(si ,xsi )) –
∫ si










e(s, τ ,x(τ ,xτ ))dτ
)
ds,
i = , , . . . ,N . (.)
Before we complete this segment, ﬁnally, we demonstrate some long-recognizable re-
sults from the Hausdorﬀ measure of non-compactness.
Now, we specify the Hausdorﬀ measure of non-compactness χY being χY (B) = inf{ε >
;B can be secured by a ﬁnite number of balls of radii smaller than ε in Y }, for a bounded
set B in any Banach space Y .
In this manuscript, we designate by χC the Hausdorﬀ measure of non-compactness of
C([,T],X) and by χPC the Hausdorﬀ measure of non-compactness of PC.
Now, we turn to the statement of the Darbo ﬁxed point theorem.
Lemma . [] If W ⊆ Y is closed and convex and  ∈W , the continuous map ϒ :W →
W is a χY -contraction, and if the set {x ∈ W : x = λϒx} is bounded for  < λ < , then the
map ϒ has at least one ﬁxed point inW .
Remark . For more details on this topic we suggest the reader to read [], Deﬁni-
tion ., Lemmas ., ., and ..
3 Existence results
In this segment, we show and demonstrate the existence of solutions for the model (.)-
(.) under the Darbo [] ﬁxed point theorem together with Hausdorﬀ measures of non-
compactness.
Presently, we itemizing the subsequent suppositions:
(H) The function G :I × Bh →X is continuous and we can ﬁnd constants β ∈ (, ),
C > , and C >  in such a way that G is Xβ -valued and fulﬁlls the subsequent
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assumptions:
∥∥(A )βG (t,ψ) – (A )βG (t,ψ)
∥∥
X




≤ C‖ψ‖Bh +C, t ∈ I ,ψ ∈ Bh.
(H) The function e :D × Bh →X fulﬁlls:
(i) For every (t, s) ∈ D , the function e(t, s, ·) :Bh →X is continuous and for each
ψ ∈ Bh, the function e(·, ·,ψ) :D →X is strongly measurable.
(ii) There exist a function m ∈ L(I ,R+) and a continuous non-decreasing






for a.e. t, s ∈ I ,ψ ∈ Bh.












for a.e. t, s ∈ I ,ψ ∈ Bh,
where H(θ ) = {v(θ ) : v ∈H} and χ is the Hausdorﬀ measures of
non-compactness.
(H) The function F :I × Bh ×X→X complies with the subsequent condition:
(i) For a.e. t ∈ I , (ψ ,u)→ F (t,ψ ,u) is continuous and for all (ψ ,u) ∈ Bh ×X,
t → F (t,ψ ,u) is strongly measurable.
(ii) There exist a function ϑ ∈ L(I ,R+) and a continuous non-decreasing




≤ ϑ(t)(‖ψ‖Bh + ‖u‖), (t,ψ ,u) ∈ I × Bh ×X.
(iii) For every bounded sets D⊂ Bh, F ⊂X, there exists a positive function














for a.e. t ∈ I ,
where D(θ ) = {w(θ ) : w ∈D}.
(H) The functions gi : (ti, si]× Bh →X, i = , , . . . ,N , are continuous, and fulﬁll the
subsequent conditions:






≤ ci‖ψ‖Bh + c˜i, t ∈ (ti, si],ψ ∈ Bh.










for a.e. t ∈ (ti, si], i = , , . . . ,N , where D(θ ) = {u(θ ) : u ∈D}.
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(H) For every bounded set  ⊂ Bh, the set {t → gi(t,x(t,xt )) : x(t,xt ) ∈ },
i = , , . . . ,N , are equicontinuous in Bh.
(H) The following inequalities hold:
 = (M + )
[(



















Remark . We represent μ˜∗ = ∫ s μ(s, τ )dτ <∞.
Theorem . Assume that (H)-(H) hold, and we expect that μ∗ =  –  > , then
the model (.)-(.) has at least one mild solution on I , due to the fact
∫ T








D∗ (M + )
[
ci +MC + M–β	(β + )





Proof Wewill transform themodel (.)-(.) into a ﬁxed-point problem. Let the operator





ς (t), t ∈ (–∞, ],
Tα(t)[ς () + G (,ς ())] – G (t,x(t,xt ))
+
∫ t
 A Sα(t – s)G (s,x(s,xs))ds
+
∫ t
 Sα(t – s)F (s,x(s,xs),∫ s
 e(s, τ ,x(τ ,xτ ))dτ )ds, t ∈ [, t], i = , , , . . . ,N ,
gi(t,x(t,xt)), t ∈ (ti, si], i = , , , . . . ,N ,
Tα(t – si)di – G (t,x(t,xt ))
+
∫ t
 A Sα(t – s)G (s,x(s,xs))ds
+
∫ t
 Sα(t – s)F (s,x(s,xs),∫ s
 e(s, τ ,x(τ ,xτ ))dτ )ds, t ∈ (si, ti+], i = , , , . . . ,N ,
with di, i = , , , . . . ,N , deﬁned by (.).
It is evident that the ﬁxed points of the operatorϒ are mild solutions of the model (.)-





ς (t), t ≤ ,
Tα(t)ς (), t ∈ I ,





, t ≤ ,
z(t), t ∈ I .
Suganya et al. Advances in Diﬀerence Equations  (2015) 2015:372 Page 17 of 39
If x(·) fulﬁlls (.), we are able to split it as x(t) = y(t) + z(t), t ∈ I , which suggests xt =





Tα(t)G (,ς ) – G (t, z(t,zt+yt ) + y(t,zt+yt ))
+
∫ t
 A Sα(t – s)G (s, z(s,zs+ys) + y(s,zs+ys))ds
+
∫ t
 Sα(t – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds, t ∈ [, t], i = , , , . . . ,N ,
gi(t, z(t,zt+yt ) + y(t,zt+yt )), t ∈ (ti, si], i = , , , . . . ,N ,
Tα(t – si)d˜i – G (t, z(t,zt+yt ) + y(t,zt+yt ))
+
∫ t
 A Sα(t – s)G (s, z(s,zs+ys) + y(s,zs+ys))ds
+
∫ t
 Sα(t – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds, t ∈ (si, ti+],
where










s, z(s,zs+ys) + y(s,zs+ys),
∫ s

e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ
)
ds, i = , , , . . . ,N . (.)












, z ∈ BT ,
as a result (BT ,‖ · ‖BT ) is a Banach space. We delimit the operator ϒ :B






Tα(t)G (,ς ) – G (t, z(t,zt+yt ) + y(t,zt+yt ))
+
∫ t
 A Sα(t – s)G (s, z(s,zs+ys) + y(s,zs+ys))ds
+
∫ t
 Sα(t – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds, t ∈ [, t], i = , , , . . . ,N ,
gi(t, z(t,zt+yt ) + y(t,zt+yt )), t ∈ (ti, si], i = , , , . . . ,N ,
Tα(t – si)d˜i – G (t, z(t,zt+yt ) + y(t,zt+yt ))
+
∫ t
 A Sα(t – s)G (s, z(s,zs+ys) + y(s,zs+ys))ds
+
∫ t
 Sα(t – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds, t ∈ (si, ti+],
with d˜i, i = , , . . . ,N , deﬁned by (.).
Thus, the operator ϒ has a ﬁxed point if and only if ϒ has a ﬁxed point.
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Remark . From the above discussion, we have the subsequent estimates:











































where ‖zλ‖t = sup≤s≤t ‖zλ(s)‖X and cn = (D∗ + Jς +D∗MH)‖ς‖Bh .
(ii) In the perspective of Theorem . and for any x ∈X and β ∈ (, ), we have


















































	( + αβ) . (.)
Then, by (.) and (.), it is easy to see that
∥




≤ αM–β	( + β)







It is obvious that the function θ → A Tα(t – θ )G (θ ,x(θ ,xθ )) is integrable on [, t) for every
t > .


























whereM = ‖(A )–β‖, and




∥∥(A )–β (A )βG (t, z(t,zt+yt ) + y(t,zt+yt ))
∥∥
X

















































































































(t – s)αβ– ds































































, t ∈ [,T].
(iv) From the assumption (H) with the above discussion, we get

















+ c˜i, t ∈ (ti, si],
∥

















+ c˜i, t ∈ (si, ti+].








s, z(s,zs+ys) + y(s,zs+ys),
∫ s
























s, z(s,zs+ys) + y(s,zs+ys),
∫ s























s, z(s,zs+ys) + y(s,zs+ys),
∫ s































































s, z(s,zs+ys) + y(s,zs+ys),
∫ s








































s, z(s,zs+ys) + y(s,zs+ys),
∫ s









































+ y(t,znt +yt )
)∥∥
X
≤ ∥∥(A )–β (A )β[G (t, zn
(t,znt +yt )
+ y(t,znt +yt )
)










+ y(t,znt +yt )
)
Suganya et al. Advances in Diﬀerence Equations  (2015) 2015:372 Page 21 of 39














(s,zns +ys) + y(s,zns +ys)
)

















(s,zns +ys) + y(s,zns +ys)
)
– G (s, z(s,zs+ys) + y(s,zs+ys))
]∥∥
X










(s,zns +ys) + y(s,zns +ys)
)

















(s,zns +ys) + y(s,zns +ys)
)
– G (s, z(s,zs+ys) + y(s,zs+ys))
]∥∥
X











(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s

















(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s















(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s
















(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s





ds, t ∈ (si, ti+].





Tα(t)G (,ς ) – G (t, z(t,zt+yt ) + y(t,zt+yt ))
+
∫ t
 A Sα(t – s)
× G (s, z(s,zs+ys) + y(s,zs+ys))ds, t ∈ [, t], i = , , , . . . ,N ,
, t ∈ (ti, si], i = , , , . . . ,N ,
Tα(t – si)[G (si, z(si ,zsi+ysi ) + y(si ,zsi+ysi ))
–
∫ si
 A Sα(si – s)
× G (s, z(s,zs+ys) + y(s,zs+ys))ds]
– G (t, z(t,zt+yt ) + y(t,zt+yt ))
+
∫ t
 A Sα(t – s)
× G (s, z(s,zs+ys) + y(s,zs+ys))ds, t ∈ (si, ti+], i = , , , . . . ,N .
Presently, we obtain
∥∥(ϒ z)(t) – (ϒ z)(t)
∥∥
X
≤ ∥∥(A )–β∥∥∥∥(A )βG (t, z(t,zt+yt ) + y(t,zt+yt ))









(A )–βSα(t – s)
[
(A )βG (s, z(s,zs+ys) + y(s,zs+ys))







≤MC‖z(t,zt+yt ) – z(t,zt+yt )‖Bh




C‖z(t,zt+yt ) – z(t,zt+yt )‖Bh .
Since






















≤ D∗ ‖z – z‖BT ,
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we have
∥∥(ϒ z)(t) – (ϒ z)(t)
∥∥
X















‖z – z‖BT , t ∈ [, t],
∥








∥∥∥∥(A )βG (si, z(si ,zsi+ysi ) + y(si ,zsi+ysi ))








(A )–βSα(si – s)
[
(A )βG (s, z(s,zs+ys) + y(s,zs+ys))










∥∥∥∥(A )βG (t, z(t,zt+yt ) + y(t,zt+yt ))









(A )–βSα(t – s)
[
(A )βG (s, z(s,zs+ys) + y(s,zs+ys))













CD∗ ‖z – z‖BT
]









+ M–β	(β + )









‖z – z‖BT ,
t ∈ (si, ti+]
and
∥∥(ϒ z)(t) – (ϒ z)(t)
∥∥
X









‖z – z‖BT , t ∈ I .
Now, we enter the main proof of this theorem. Presently, let us demonstrate that ϒ has
a ﬁxed point. For greater comprehensibility, we divide the treatment into a few steps.
Step : To use Lemma ., we set up a priori estimates for the solutions of the integral
equation z = λϒz, λ ∈ (, ). Let zλ be a solution of z = λϒz, λ ∈ (, ), z ∈ PC . From the
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s, z(s,zs+ys) + y(s,zs+ys),
∫ s

































































For any t ∈ (ti, si], i = , , . . . ,N , we have
∥∥zλ(t)
















In the same way, for any t ∈ (si, ti+], i = , , . . . ,N , we obtain
∥∥zλ(t)
∥∥ ≤ ∥∥Tα(t – si)
∥∥
L (X)























s, z(s,zs+ys) + y(s,zs+ys),
∫ s































s, z(s,zs+ys) + y(s,zs+ys),
∫ s
























































































































Then, for all t ∈ I , we ﬁnd that
∥∥zλ(t)
∥∥ ≤ C∗ + (M + )
[
(ci +MC) + M–β	(β + )











































+ (M + )
(
MC + c˜i
+ M–β	(β + )











t + cn ≤ cn +D∗ C∗ +D∗ (M + )
[
ci +MC
+ M–β	(β + )






































From (.), we realize that
 = max
≤i≤N
D∗ (M + )
[
ci +MC + M–β	(β + )
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∥ + cn : ≤ s≤ T
}
, ≤ t < T .
























Let us refer to the right-hand part of the overhead inequality as vλ(t). Thenwe keep βλ(t)≤

















































Next, we weight the function








Then we produce ηλ() = vλ() and vλ(t) ≤ ηλ(t) for all t ∈ I . Applying the non-
decreasing character of , we obtain
(
ηλ(t)












, a.e. t ∈ I .
We characterize the function m˜(t) = max{D∗M(M+)Tα
μ∗	(α+) ϑ(t),m(t)}, t ∈ I , which suggests
that
(ηλ(t))′
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which indicates that the set of functions {ηλ(·) : λ ∈ (, )} is bounded on I . This reveals
that the set {zλ(·) : λ ∈ (, )} is bounded on I .
Step : Now, we demonstrate that ϒ :BT → BT is continuous.
Let {z(n)}∞n= ⊆ BT with z(n) → z in BT . Then we can ﬁnd a number q >  in such a way
that ‖z(n)(t)‖ ≤ q for all n and a.e. t ∈ I , so z(n) ∈ Bq = {z ∈ BT : ‖z‖BT ≤ q} ⊆ B

T and
z ∈ Bq. From Remark ., we have ‖z(n)(t,znt +yt ) + y(t,znt +yt )‖Bh ≤ q

















t, z(t,zt+yt ) + y(t,zt+yt ),
∫ t

e(t, s, z(s,zs+ys) + y(s,zs+ys))ds
)



















t, z(t,zt+yt ) + y(t,zt+yt ),
∫ t






By (H), (H), Remark .(vi)-(vii), and the dominated convergence theorem, we obtain,













+ y(t,znt +yt )
)
– G (t, z(t,zt+yt ) + y(t,zt+yt ))
]∥∥
X












(s,zns +ys) + y(s,zns +ys)
)














(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s






→  as n→ ∞.












+ y(t,znt +yt )
)




→  as n→ ∞.
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si, zn(si ,znsi+ysi ) + y(si ,z
nsi+ysi )
)












si, zn(si ,znsi+ysi ) + y(si ,z
nsi+ysi )
)
















(s,zns +ys) + y(s,zns +ys)
)













(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s













+ y(t,znt +yt )
)
– (A )βG (t, z(t,zt+yt ) + y(t,zt+yt ))
∥∥
X











(s,zns +ys) + y(s,zns +ys)
)













(s,zns +ys) + y(s,zns +ys),
∫ s





s, z(s,zs+ys) + y(s,zs+ys),
∫ s






→  as n→ ∞.









Thus, ϒ is continuous.
Step : ϒ is χ -contraction.
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 Sα(t – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds, t ∈ [, t], i = , , , . . . ,N ,
gi(t, z(t,zt+yt ) + y(t,zt+yt )), t ∈ (ti, si], i = , , , . . . ,N ,
Tα(t – si)[gi(si, z(si ,zsi+ysi ) + y(si ,zsi+ysi ))
–
∫ si
 Sα(si – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds]
+
∫ t
 Sα(t – s)F (s, z(s,zs+ys) + y(s,zs+ys),∫ s
 e(s, τ , z(τ ,zτ+yτ ) + y(τ ,zτ+yτ ))dτ )ds, t ∈ (si, ti+], i = , , , . . . ,N .
First, we show that ϒ  is Lipschitz continuous on BT . In fact z, z ∈ BT , then from Re-
mark .(viii), we have, for all t ∈ [, t],












‖z – z‖BT .
In the same way, for any t ∈ (si, ti+], i = , , . . . ,N , we obtain
∥∥(ϒ z)(t) – (ϒ z)(t)
∥∥
X
≤ (M + )
[(







‖z – z‖BT .
Then, for all t ∈ I , we get
∥∥(ϒ z) – (ϒ z)
∥∥
BT
≤ (M + )
[(








≤ ‖z – z‖BT .
From the assumption (H), we observe that  < . Hence, ϒ  is Lipschitz continuous.
Next, we prove that ϒ maps bounded sets into equicontinuous sets of BT .











s, z(s,zs+ys) + y(s,zs+ys),
∫ s









s, z(s,zs+ys) + y(s,zs+ys),
∫ s


















s, z(s,zs+ys) + y(s,zs+ys),
∫ s















s, z(s,zs+ys) + y(s,zs+ys),
∫ s




























∥∥gi(η, z(η,zη+yη ) + y(η,zη+yη ))











≤ ∥∥[Tα(η – si) –Tα(η – si)
]















s, z(s,zs+ys) + y(s,zs+ys),
∫ s


















s, z(s,zs+ys) + y(s,zs+ys),
∫ s














s, z(s,zs+ys) + y(s,zs+ys),
∫ s

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At the point when η → η, the right-hand side of the overhead inequality has a tendency
to zero, subsequently by (H)-(H), Tα(t), Sα(t) are uniformly continuous, this demon-
strates the equicontinuity.
We ﬁnish this step by proving that ϒ is a χ -contraction.
For anyW ⊂ BT ,W is piecewise equicontinuous since Sα(t) is equicontinuous. Hence,
from the fact that (s, zs + ys) ≤ s, s ∈ I and [], Lemmas . and . and χPC =
sup{χ (W(t)), t ∈ [si, ti+]}, i = , , , . . . ,N . Then, for each bounded set W ∈ PC , from the
assumptions (H)-(H), we have, for t ∈ [, t],







































μ(s, τ ) sup
–∞<θ≤
χ



























≤ M( + μ˜
∗)tα




For any t ∈ (ti, si], i = , , . . . ,N , we have
χ (ϒW)(t) = χ
(









(W(τ )) ≤ μ˜iχPC(W).
In the same way, for any t ∈ (si, ti+], i = , , . . . ,N , we have
χ (ϒW)(t) ≤ χ
(
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∫ s























































μ(s, τ ) sup
–∞<θ≤
χ
















μ(s, τ ) sup
–∞<θ≤
χ






























































≤ Mμ˜iχPC(W) + M
( + μ˜∗)(ti+)α




+ M( + μ˜
∗)(ti+)α




Along these lines, for all t ∈ I , we get
χ (ϒW)(t)≤ (M + )
(
μ˜i +








χ (ϒW)≤ χPC(W) < χPC(W),
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 η(s)ds) < . Thereforeϒ is χ -contraction.
In the perspective of Lemma ., we realize that ϒ has at least one ﬁxed point z∗ ∈ W ⊂
BT . Let x(t) = z∗(t) + y(t) on (–∞,T]. Along these lines, x is a ﬁxed point of the operator
ϒ which is the mild solution of the system (.)-(.). Thus, the conﬁrmation is ﬁnished.

4 Applications
Below, we illustrate by two examples our theoretical results.































k(s – τ )u
(








[si, ti+]× [,π ], (.)
u(t, ) =  = u(t,π ), t ∈ [,T], (.)











(t,x) ∈ (ti, si]× [,π ], i = , , . . . ,N , (.)
where CDqt is Caputo’s fractional derivative of order  < q < ,  = t = s < t < t <
· · · < tN– ≤ SN ≤ tN ≤ tN+ = T are pre-ﬁxed real numbers and ς ∈ Bh. We consider
X = L[,π ] having the norm ‖ · ‖L and determine the operator A : D(A ) ⊂ X → X
by A w = w′′ having the domain
D(A ) =
{










sin(ns), n = , , . . . , denotes the orthogonal set of eigenvectors of A . It
has long been well known that A is the inﬁnitesimal generator of an analytic semigroup




e–nt〈w,wn〉wn for all w ∈X and every t > .
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We can ﬁnd a constant M >  in such a way that ‖T(t)‖ ≤ M. If we ﬁx β =  , then the
operator (–A )  is given by
(–A ) w =
∞∑
n=





in which (D(–A)  ) = {ω(·) ∈X :∑∞n= n































Hence, for (t,ς ) ∈ [,b]× Bh, where ς (θ )(x) = ς (θ ,x), (θ ,x) ∈ (–∞, ]× [,π ]. Set




























dθ +H ς (x),
where










Here, we believe that:
(i) the functions i : [,∞)→ [,∞), i = ,  are continuous;
(ii) the functions μi(t,x, θ ) are continuous in [,T]× [,π ]× (–∞, ], i = , ;
(iii) the function k(t – s) is continuous in [,T] and k(t – s)≥ ;
(iv) the functions μ˜i ∈ C([,∞),R), i = , , . . . ,N , are continuous and bounded.
Moreover, G (t, ·), gi, i = , , . . . ,N are bounded linear operators.
Correspondingly, the aforementionedmodel (.)-(.) can be written in the theoretical
form asmodel (.)-(.). Additionally, we can force some acceptable circumstances on the
above characterized functions to check the presumptions of Theorem.. As a result, from
Theorem ., the model (.)-(.) has a mild solution on [,T].
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[si, ti+]× [,π ], (.)
u(t, ) =  = u(t,π ), t ∈ [,T], (.)




e(s–t) u(s – (s)(‖u(s)‖),x) ds,
(t,x) ∈ (ti, si]× [,π ], i = , , . . . ,N , (.)
where CDqt is the same as deﬁned in Example . In the perspective of this example, we set










f (t,ς ,H ς )(x) =
∫ 
–∞
e(s) ς ds +H ς (x),
where






e(τ ) ς dτ ds,
then, with these settings, equations (.)-(.) can be written in the theoretical form of
model (.)-(.).
To treat this system we assume that i : [,∞) → [,∞), i = , , are continuous. Now,
we can see that, for t ∈ [,π ], ς ,ς ∈ Bh, we have










































































≤ Cς‖ς – ς‖Bh .
Similarly, we conclude













































































































e(s) sup‖ς – ς‖ds + 
∫ 
–∞








 ‖ς – ς‖Bh +
√
π
 ‖ς – ς‖Bh
≤ LF‖ς – ς‖Bh ,



































, i = , , . . . ,N ,
where c˜gi = max{cgi}, i = , , . . . ,N .
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Therefore, (H), (H), (H) are all satisﬁed and (s) =(s) = s , ∫ +∞ dss = +∞. Then, by
using Theorem ., we deduce the following result.
Proposition . Under the above assumptions, if  = max≤i≤N (M + ){c˜gi + M(+μ
∗)
	(α+) ×












D∗ (M + )
[
(cgi +MCς ) +
M 









then the system (.)-(.) admits a mild solution on [, ].
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