A ROC analysis-based classification method for landslide susceptibility maps Abstract A landslide susceptibility map is a crucial tool for landuse spatial planning and management in mountainous areas. An essential issue in such maps is the determination of susceptibility thresholds. To this end, the map is zoned into a limited number of classes. Adopting one classification system or another will not only affect the map's readability and final appearance, but most importantly, it may affect the decision-making tasks required for effective land management. The present study compares and evaluates the reliability of some of the most commonly used classification methods, applied to a susceptibility map produced for the area of La Marina (Alicante, Spain). A new classification method based on ROC analysis is proposed, which extracts all the useful information from the initial dataset (terrain characteristics and landslide inventory) and includes, for the first time, the concept of misclassification costs. This process yields a more objective differentiation of susceptibility levels that relies less on the intrinsic structure of the terrain characteristics. The results reveal a considerable difference between the classification methods used to define the most susceptible zones (in over 20% of the surface) and highlight the need to establish a standard method for producing classified susceptibility maps. The method proposed in the study is particularly notable for its consistency, stability and homogeneity, and may mark the starting point for consensus on a generalisable classification method.
Introduction
Landslide susceptibility maps (LSMs) are powerful and essential tools for land-use planning and are especially suitable for mountainous environments. These maps are produced from predictive models based on complex and sophisticated mathematical methods (e.g. multi-criteria, discriminant, logistic regression, neural networks). They draw from comprehensive databases of the variables (also known as factors) involved in these landslide processes, notable among which are digital elevation models (DEM). The main reason for showing susceptibility data in map form is to produce spatial patterns that expose the underlying distribution of the data as accurately as possible (Fotheringham et al. 2000 ). An ideal classification system seeks a balance between the underlying information and the simplification of the continuous susceptibility values by dividing them into classes that will uncover intrinsic spatial patterns. To classify susceptibility, various methods are available that can simplify the information and aid interpretation of the map. These methods divide the histogram of LSM frequencies into a series of classes, the number of which is usually set by the user.
The main aim of classification systems is to create cartographic representations with optimal visualisation and to simplify their interpretation. However, aggregating data in a given number of classes can have an adverse effect on the apparent result, depending on which criteria are used to create the map. For example, simply changing the boundaries between classes can produce maps with very different appearances (Evans 1977) . The overall accuracy of the classified map therefore determines the reliability of the data for any application (Liu et al. 2007 ). The consequences of the classification must be carefully analysed because of the crucial role it can play in decisionmaking tasks (Kiang 2003) . Meaningful, consistent measures of map accuracy are needed to evaluate how suitable a map is for application in a particular case.
However, scant research evaluating landslide susceptibility offers information on the various classification methods available. It is therefore important to adopt measures that analyse the suitability of a given classification strategy (Powell et al. 2004 ) and to compare two or more discretisation techniques (Foody 2004) . Neither does any one method stand out as most suitable for general use. Indeed, in their comprehensive review of the landslide mapping and GIS literature, Chacón et al. (2006) conclude Bthere is a lack of internationally accepted classifications and a common standard would be highly valuable for comparing maps, and also to classify the landslide areas all around the world^.
Many of the approaches used in the literature to test the accuracy of landslide spatial prediction maps (Stehman and Czaplewski 1998; Smits et al. 1999) can also be applied to assess the suitability of classifications in susceptibility maps. The Berror matrix^(also known as the confusion matrix or the contingency table) is key to most measures of thematic map accuracy (Powell et al. 2004; Gupta et al. 2008) . Once the mathematical model has adopted a prediction threshold, the binary prediction (failed/correct) can be compared with the observed landslide. The error matrix can then be constructed showing the number of correctly and incorrectly predicted observations. Receiver operating characteristic (ROC) analysis is also based on the sequential study of the error matrix, a subject dealt with later in the article.
Landslide susceptibility maps generally classify areas into various levels of potential landslide occurrence, from very high to very low levels of susceptibility, represented on an ordinal scale. Although some maps have been published with eight levels (Nadim et al. 2006) , they usually have between two and five classes. In this study, a distribution of five classes was applied to analyse the correspondence of the susceptibility levels obtained from different classification systems. Susceptibility data can be categorised either with common classification schemes available in commercial software packages or created manually. However, when the susceptibility values calculated with one of these procedures are transferred to a map with classes established by any system, the maps that originally had the same predictive power no longer have the same meaning. To elucidate this issue, therefore, in this study, the same physiographic dataset was used to produce susceptibility maps via two different methods and, at the same time, apply different classification systems. As well as the required error or confusion matrix, a series of quantitative indices
The various approaches taken to prepare LSMs use classification systems to group the data in order to construct the final susceptibility map. Research has centred on the predictive ability of these classification systems, which is reflected in the models' reliability and accuracy. However, no studies have examined which classification system is the most suitable for defining the levels of susceptibility to be included in the map. Classification implies a loss of information or a different redistribution of the data, depending on which method is applied.
It is important to determine how the classification affects the distribution of susceptibility and its reliability as compared to other possible classification methods in the area studied. Chung and Fabbri (2003) contend that in LSMs represented by continuous value pixels, the division between classes is no trivial matter and must be treated as one of the most important stages in modelling susceptibility.
There are currently no standard rules to classify landslide susceptibility maps (e.g., number and name of classes, class boundaries). One of the methods authors sometimes adopt to divide the susceptibility histogram into categories is based on expert criteria (Ohlmacher and Davis 2003; Van Den Eeckhaut et al. 2012 ) and does not take into account the real underlying data. This data categorisation cannot be automated or statistically tested (Ayalew and Yamagishi 2005) . Therefore, it could be said that all the methods commonly used to classify landslide susceptibility maps cannot be considered as a definitive, generalisable solution.
Today, cartographic representation in regions with large amounts of data requires an automatic, objective process. Many of the classification methods can easily be applied by means of geographic information systems (GIS), and some of them are integrated into the GIS software (Zhu 2016) . In the present study, some of these methods have been applied to zone different LSMs and draw comparisons. The resulting classes group the values of the landslide susceptibility index (LSI) calculated for each pixel according to the specific criteria for each method.
In this paper, landslide data was used to classify the susceptibility maps into five susceptibility classes commonly used in small-scale landslide susceptibility zonation (e.g. Guzzetti et al. 2006; Van Den Eeckhaut et al. 2012) : very low (VL), low (L), moderate (M), high (H) and very high (VH). These categories are considered sufficient to reveal any spatial patterns existing in a dataset and aid interpretation of these LSMs (Armstrong et al. 2003) . This approach has often been used to evaluate the concordance of binary maps; VH and H are generally accepted to define potentially unstable zones, while L and VL are regarded as stable.
In the following section, the most common classification systems for susceptibility maps are reviewed. The bases for a new classification system based on ROC curve analysis are then proposed. Finally, this new classification and the other classifications analysed are applied in a mountainous area in the northeast of the province of Alicante (Spain), and their suitability and reliability are tested.
General classification systems
The classification systems commonly applied in the literature on susceptibility are either calculated automatically by GIS software or defined by the user or based on expert criteria. The systems replicated in this article all belong to the former type and are described below. a) Natural Breaks (NB)> This is an automatic method usually integrated into the GIS software, such as ArcGis by ESRI or QGis (free open source software), possibly the most widely used GIS. The classes are based on natural groups inherent in the data, and the boundaries are established statistically when relatively large jumps appear in the values of the susceptibility data determined by their variance. It makes a classification by minimising the variance value within one class and increasing the value of the variance between classes. Based on natural breaks, Jenks (1967) developed an optimisation method to minimise within-class variance while maximising between-class variance.
This system is also integrated in the GIS software and designates the area of equal coverage, assigning the same number of cells to each class, and therefore occupying equal areas. In this case, the range of possible susceptibility values is divided into intervals of unequal sizes. This type of classification adapts well to linearly distributed data and allows the average values at the extremes to be highlighted in wider intervals. Its main drawback is that very different values with no clear grouping may be located in the same class. c) Head/tail breaks (HT)> This classification method, devised by Jiang (2013) , can be used to establish groupings or hierarchies for data with a heavy-tailed distribution. Heavy-tailed distributions are strongly right skewed with a marked asymmetry between large and small values, usually characterised by a power law, a lognormal or an exponential function. These distributions are often found in many social or geographical phenomena. As Jiang (2013) describes, BThe head/tail method groups the data values into two parts around the arithmetic mean and continues the partitioning for values above the mean iteratively until the head part values are no longer heavy-tailed distributed^. Thus, in a digital elevation model (DEM), low elevations far outnumber high ones; this would be a typical heavy-tailed distribution. A similar case is the distribution of susceptibility values, to which it seems to adapt satisfactorily. However, in a study of susceptibility comparing NB with HT, Basofi et al. (2015) found that the low susceptibility values includes too many data with the HT classification and is less significant than NB. The present study therefore attempts to provide a better adaptation of the HT method for the five classes described above. This adaptation entails splitting the head level, that is, starting from the arithmetic mean, the three tail levels are calculated and two are added at the head (2H/3T) rather than the four Original Paper Landslides 16 & (2019) proposed in the original method (1H/4T). This classification, referred to here as the modified HT (HTm), is applied in this article.
Many other methods of classification have also been used in susceptibility classification studies such as equal interval and, in particular, standard deviation. The latter shows the degree to which pixel values deviate from the mean: these values are then used to create class breaks; as it is based on variance, it can present similarities to NB. Indeed, the asymmetry of the present dataset and its tail breaks lead to similar results to this latter classification, and as a result, it has not been considered in this study.
Classification method based on ROC analysis
Receiver operating characteristic curve analysis, or simply ROC analysis, provides tools to differentiate two classes, established through a diagnostic test, in an optimal manner. This analysis is based on the final distribution of a classification method that differentiates between correct and failed predictions according to a 2 × 2 contingency table ( Table 1) .
The ROC curve plots the true positive rate (TPR), indicating that the classifier locates landslides successfully, and the false positive rate (FPR), showing landslides located where they do not exist, for a set of threshold or cut-off values. TPR is the sensitivity (Se), and 1-FPR is the specificity (Sp). The specificity is the true negative rate (TNR) which correctly locates stable zones or those with no landslides. The accuracy of this diagnosis depends on how well the test separates the group being tested into elements with and without the feature in question. Accuracy is generally measured by the area under the ROC curve (AUC). This area can be interpreted as the probability that a classifier gives a randomly chosen positive event a higher score than a negative event.
The classification proposed in this article is based on finding the optimal cut-off point(s) (c1, c2, ..) that best group the available data, starting from the test or inventory data. The first stage aims to differentiate two main classes: potentially unstable and stable terrains. One of the most common ways of obtaining this dichotomous differentiation in ROC analysis is with the Youden index (Y) or informedness, the expression for which is:
Mathematically, Y reflects the intention of maximising overall correct classification rates and thus minimising misclassification rates to find the optimal cut-off point, that is, the point that maximises the difference between TPR and FPR, or where sensitivity and specificity are at their highest, marks the optimal cut-off point c, Y(c) = max {Se + Sp}. The index gives equal weight to false positive and false negative values and can be generalised by introducing different weights (perhaps based on the cost of the different classification error types) for these types of errors.
This two-group division in a susceptibility map is an oversimplification and does not fully exploit all the information from the ROC analysis (Greiner et al. 2000) . First, these maps require a limited set of differentiated susceptibility levels (usually four or five), and second, dividing terrain into classes of susceptibility has economic and social consequences or Bcosts^that must be taken into account. For example, areas classified as stable have a higher economic value than those classified as unstable. However, with the exception of Frattini et al. (2010) for a dichotomous stable/unstable classification in a mountainous area in the north of Italy, none of the techniques used in the literature to assess the accuracy of landslide susceptibility models take account of misclassification costs. This limitation is significant for landslide susceptibility analysis as the costs of misclassifications differ greatly depending on the error type.
More generally, Zweig and Campbell (1993) propose a method to calculate the optimal point by maximising the correct classifications and considering the costs of misclassifications and correct classifications. Taking into account only the cost of the false positive errors (C FP ) and omissions or false negatives (C FN ), the optimal cut-off value c in the ROC curve will be the one that maximises the function:
where p is the prevalence or presence of landslides over the whole area studied (pre-test or a priori probability). When equal costs and p = 0.5 in Eq. (2) are considered, it coincides with the Youden index calculated in (1). Equation (2) is known as the generalised Youden or GY (Geisser 1998; Greiner et al. 2000; López-Ratón et al. 2014 ). This index is recommended when the weights or costs of Se and Sp are presumed to be different, as in the case of landslide phenomena. Thus, an optimal cut-off c is the one that maximises Eq. (3), for which prevalence and costs must be considered in order to calculate GY properly, that is,
Another criterion has been proposed for selecting the optimal cut-off point, based on minimisation of a term that measures the cost of incorrect classifications. This is the misclassification-cost term (MCT), also known as the minimum loss function criterion or expected cost (Metz 1978; Drummond and Holte 2006) .
Because inventories are incomplete, and LSMs include cells where landslides could never occur (due to slope, soil use, and so on), the True negative (TN) Absences pretest probability will be low (p = 0.1 or less). It is not advisable to establish optimal cut-off points with these low prevalence values since, although many correct positive TP are identified in high susceptibility classes (with few false positives), many potentially unstable cells are also left in low susceptibility classes. As these false negatives are located in zones with greater human activity, they are particularly important in terms of the potential public concern they might generate. In sum, it is difficult to determine the real prevalence of the initial population, and the prevelance of the sample is insufficient as it is over-optimistic. Unfortunately, there is a large margin of uncertainty in the actual distribution of landslides used a priori to classify units into positives or negatives. Greiner et al. (2000) solve this uncertainty by noting that B… generally, without better information, one tends to assume p = 0.5^. Likewise, Frattini et al. (2010) adopt a condition of equal probability in their application in the north of Italy. Working with this value, only a different comparative study of costs or importance is needed for each section or class in order to calculate the optimal cut-off points c1, c2, … (López-Ratón et al. 2014) according to Eq. (5).
Therefore, the relative importance (or Bcost^) of failed classifications or false alarms (FP) and omissions (FN) must be differentiated for each class. By establishing different misclassification costs, these optimal cut-off points can be defined as the boundaries of each class.
The likelihood ratio (LR) is a useful way to achieve an approximate separation and characterisation of classes. This ratio, expressed as a percentage, quantifies the improvement in a classification test as the increase in the post-test probability of correct classifications in the intervals classified on the initial pre-test probability. Specifically, working with correct presence (+) or absence (−) classifications gives Eq. (6)
To quantify the improvement in the classification of an LSM in general terms, an illustrative example of an LSM with ROC analysis is proposed. A 10% probability of landslides is assumed across the whole area with an area under curve (AUC) of 0.8, dividing the ROC curve into three sections. In this example, according to Bayes' theorem and the tables devised by McGee (2002) , for the sections with high LSI values, the probability of a correct classification in unstable pixels would be higher than 50% (LR+), whereas in the low sections it would fall below 5% (LR−), that is, a 95% correct classification for stable zones. Table 2 displays the characteristics of the main zones and a rough estimation of relative costs based on implementing stabilisation elements for slopes and damage to vulnerable elements.
It is important to note that the application of ROC curves to landslide models should be approached with some caution. Broadly, the percentage of false positives is inversely proportional to a model's efficiency (a model that raises false alarms of a hurricane, for example, or other catastrophic events). This is not the case for landslides. A high percentage of false positives does not necessarily Low L-VL < 1 Stable section: efficient for ruling out zones with landslides. High C FN as it is in a safe zone with main infrastructures and especially dwellings: zero public tolerance for these errors. Low C FP due to no implementation of stabilisation elements. constitute an adverse condition. According to Carrara et al. (2008) , Bfalse positives may indicate areas where landslides were not detected because of concealment by farming activity or subsequent erosion or vegetation cover. It is well known that landslide inventories are incomplete, error prone documents^. Because inventories are incomplete and inaccurate, false negatives (FN) are more relevant in LSMs than false positives (FP), an issue that the Youden index obviously does not take into account. In their study, Frattini et al. (2010) divide the misclassification cost for false positives (FP) by a corrective factor of 2 to offset the uncertainty in the a priori classification of stable terrain units, under the assumption that half of the terrain units may be misclassified.
Fig. 1 Cost curves estimated indicating the lower class boundaries
In sum, to apply Eq. (5), a set of costs must be established to determine the optimal cut-off points that limit and define each susceptibility class. First, in line with the above, the real cost of failures (C FP ) must be adjusted (C FPaj ) by the reduction coefficient k r :
The ratio C FPaj /C FN should also be maintained as in Table 2 . It seems reasonable that there will not be so many failures (FP) in the low susceptibility zones as to require the application of the reduction coefficient equal to 0.5 proposed by Frattini et al. (2010) . Taking the five levels defined above, no adjustment is made for class L (k r = 1), and for class M, it is k r = 0.75. For the remaining levels (H and VH) k r = 0.5 is applied as these are high susceptibility zones where the highest number of erroneous false positives are expected. The costs of omission errors (FN) are not corrected since, according to Frattini et al. (2010) , zones interpreted as unstable present strong evidence and are usually well classified.
In line with the above and the characteristics of these classes shown in Table 2 , the lower boundaries of each class can be defined by estimating the evolution of their C FP and C FN costs as shown in Fig. 1 . These costs experience rapid variation in the extremes that adjust better to an exponential than to a linear or quadratic function. Thus, a geometric progression of costs according to a type C F = 2 f(LSI) exponential equation was assumed in this study. Another simplification is that, the cost curves have a symmetric distribution with an intersection in the middle zone. The cost function of FP rises, taking into account the gradually increasing complexity of performing and accessing stabilisation work as the LSI increases (and with it, the slope gradient). The cost function of FN falls, because the value of the land, infrastructures, buildings, dwellings etc. rapidly decreases, as does the population. These cost curves are developed in the interval [0, 8] since for the values (1, 2, 4, 8) were assigned to the four main points, following the geometric progression indicated, and are displayed in Fig. 1 . Obviously, this proposal is formulated for a generalist hypothetical application as its specific calculation depends on each study area, and a complex analysis would therefore be required.
The point of intersection between C FP and C FN curves in Fig. 1 denotes equality C FP = C FN and, therefore, the Youden index expressed in (1). As defined above, it is an optimal cut-off (OC) point to separate unstable and stable zones, and it should be found in the middle zone of class M. However, the FP adjustment (C FPaj ) means it shifts towards the boundary between classes M and H (Hi), more in line with Table 2 . By substituting the C FPaj /C FN costs relation from Fig. 1 in Eq. (5), the values of the lower boundaries can be calculated for the five levels as shown in Eq. (8).
Equation (8) expresses a binary classifier based on maximising success rates and attending to misclassification costs. A similar approach is exposed in (5) with the MCT criterion; this classifier minimises the error rates FPR and FNR (false negative rate), and its Eq. (9) yields the same results as (8). When Eq. (8) is applied, the resulting values maximise the functions of each class and define their lower boundaries. The functions of each level are presented in Table 3 . Figure 2 shows the situation of these cut-offs calculated on a theoretical ROC curve, including the plot of the cost functions from Table 3 , normalised within the interval [0, 1] for representation.
Clearly, this method for calculating susceptibility boundaries in an LSM allows us to make a selection of the cells that present a certain instability threshold without substantially altering the results. As the horizontal projection of the ROC curve advances, the increase in the AUC index value slows down until the saturation point is reached and it no longer increases. This point should define minimum lower level of any LSM, as further reductions in the level do not improve the adjustment.
Case study: landslide susceptibility map of La Marina Description and data sources The area selected for the comparative study is located in La Marina (Fig. 3) , a district in the province of Alicante (southeast Spain) by the Mediterranean Sea. The area includes 51 municipalities and covers 1339 km 2 ; it has a population of 363,630 inhabitants according to the 2011 census (Spanish National Institute of Statistics, INE). It is a populated mountainous environment ranging from sea level to around 1500 m. Its relief is shaped by its proximity to the sea, with a river system that deeply dissects the territory.
The province of Alicante, where La Marina is located, is the area of the Valencian Community with the highest landslide rate per surface unit (Hervás 2017) . Its mountainous terrain means the coastal strip is not exempt from risk, a situation that is heightened by its high tourism value and residential occupation. Five of the 51 municipalities in the region are located in the most mountainous inland area, which covers 151.5 km 2 (see BHigh susc. area^in Fig. 3 ). According to the inventory, this is the zone with the highest density of landslides per surface unit.
The lithology of the mountainous zones in the study area is essentially carbonate (limestone and dolomites with substantial banks of marl) from the Late Cretaceous period; the foothill zones consist of later Tertiary and Quaternary clay and silt material. The incidence of intense Alpine tectonics causes a high level of rock fracturing, favouring slope instabilities.
The data for the present article were those used to define the susceptibility factors and those representing the terrain characteristics. All data came from the official national sources detailed below. & Lithology. The information on the surface geology was taken from the 1:50,000 scale single legend National Geological Map (MAGNA) produced by the Geological and Mining Institute of Spain (IGME). The susceptibility maps were compared and validated using inventory data from an official regional organisation and the European landslide map & Digital landslide inventory data (Landslide databases, LDBs) were from a 1:50,000 scale vector format landslide map produced by the Department of Public Works of the Valencian Regional Government (COPUT 1998), using 1:50,000 scale geological and geotechnical maps from the abovementioned IGME, and aerial photographs available at that time. Data from specific publications and field surveys were also used to observe landslide events through morphology, lithology, structure, slopes, vegetation, etc. This map includes all types of landslides defined as polygons and differentiates the rock falls group from the rest (slides, flows …) due to their more predominant incidence (2/3 of total landslides) & European Landslide Susceptibility Map (ELSUS 1000) v1. This map shows levels of spatial probability of generic landslide occurrence at the European scale. ELSUS was produced by the Joint Research Centre (JRC) in 2012 with a 1 × 1 km grid and five susceptibility classes (VH, H, M, L, VL) for various types of physiographical regions (coasts, plains and mountains). Zone five, classified as mountainous with an arid climate, was selected to compare with the area studied in this research (Günther et al. 2014 )
Procedure design
The procedure followed to compare the classification systems in the selected example is reported in Fig. 4 . Calculating susceptibility maps requires, first, the calculation of the weights of each factor involved (frequency ratio, FR). The LSI value for each pixel was obtained by two models: spatial multi-criteria evaluation (SMCE) and logit (see BSpatial multi-criteria method^and BLogit regression^sections). These LSI values were used to generate the LSMs, which were then validated by ROC analysis and zoned using four classification methods (GY, NB, Q and HTm; see the BIntroduction^and BGeneral classification systemsŝ ections). These classified maps were then analysed using four statistics that define four main qualities, namely, the stability ratio (Rst), the landslide density index (Rind), the Kappa index, and Moran's index of spatial autocorrelation (Moran). These indices allow subsequent grouping through cluster analysis. Each group or cluster presents certain specific characteristics that lead to the final conclusions.
Assignment of factor class weights
Before preparing the susceptibility maps, each factor (variable) must be individually analysed by means of a bivariate statistical approach. This allows us to understand the real influence of each variable on the physical phenomenon and to classify the variable map accurately, yielding a direct or inverse proportionality with landslide occurrence. This preliminary step is especially necessary in case of non-numerical variables such as geolithological features 
This conditional probability is equivalent to factor class weights, which in this study were allocated directly through the landslide frequency ratio (FR). These approaches are based on the relationships observed between landslide distribution and each landslide-related factor, revealing the correlation between landslide locations and the factors in the study area. The frequency ratio (FR) is the ratio of the area affected by landslides to the total study area and is also the ratio of the probabilities of landslide occurrence to non-occurrence for a given attribute.
FR is calculated from the analysis of the relation between landslides defined in the COPUT landslide inventory and the attributed factors. Thus, for each class j of factor i:
where:
Aij number pixels with landslide for each factor i and class j B total number pixels with landslides in the study area Cij number of pixels in class area j of factor i D total number of pixels in the study area The FR value may be higher than 1 and further indicates that the ith class of factor F (Fi) favours landslide occurrence. Based on the inventory data, FR values were obtained according to (11), then normalised in the 0-1 range and multiplied by 1000 (FR n ) for the discrete variables (lithology and land use).
The normalised FR values were then modified by applying expert knowledge to account for over-or underestimated weight values based on parameter class sizes and landslide distributions to obtain the results reported in Table 4 . The modifications introduced were limited so that their variations in absolute and relative value were not too important. These values are given in column FR adj .
Slope is a continuous variable; here, classes can be established more automatically and the definition of classes in this factor is less subjective. Langping et al. (2017) suggest calculating the frequency ratios for every identical normalised factor value rather than every factor class (conventional FR method). In the present study, FR is calculated for a large number of regular classes, which are then grouped by irregular intervals according to ranges of variation of the FR value, and the FR calculation is repeated for these new classes. This procedure differs from the method proposed by Langping et al. (2017) , which requires a constant bin width. The method proposed in this article, referred to as the Grouped Frequency Ratio (GFR), seeks to provide a better fit to the data structure and to the most relevant slope intervals, and to reduce the number of classes in a rational manner.
In the example given, the degree slope raster is reclassified in two degree intervals, yielding 41 classes. The FR are then calculated, normalised to 1 and multiplied by 1000 (FRn). The process continues with the grouping of FRn values that are close to each other in irregular intervals, selecting a bin width of 10 for slopes above 28°, and proportionally smaller for lower slopes. The FR are then recalculated for the eight defined classes, yielding a GFR value, finally normalised over a total of 1000 (GFRn). The distribution of classes by surface is therefore more homogenous and avoids a large development in the lower classes.
According to the GFRn value in Table 5 , the first class will be a zone with almost no landslides, since the probability of one occurring in this class I is P(C1) = GFRn/1000 = 0.002. Although it is generally considered (according to Varnes 1984) that no landslides should occur below 4°(equivalent to 3.5%) in a mild dry climate such as that of La Marina, this class is a fairly adequate presentation of an area with no presence (or Bsafe area^) and accounts for more than a quarter of the surface studied (27.8%). Areas above 48°can be grouped into a single class because the landslide mechanism does not directly correspond to the hillside slope.
Preparation of susceptibility maps
A 25 × 25 m pixel or cell was used as the surface unit for the study in all the maps. Two methods commonly applied in the susceptibility map literature were used to obtain the susceptibility values in each pixel: the spatial multi-criteria method (SMCE) and logit regression.
Spatial multi-criteria method
The first assessment follows an approach based on spatial multicriteria evaluation (SMCE) discussed by Malet et al. (2013) for landslide susceptibility zoning that allows the integration of landslide information and expert knowledge. In the SMCE, first, the factor weights attributed to landslide susceptibility were established in an analytic hierarchy process (AHP) through pairwise comparisons (Saaty 1980 ) of the three criteria: slope gradient, lithology and land cover. In the pairwise comparison, a value between 9 (far more important than) and 1 (equally important as) can be assigned to each pair of parameters in a comparison matrix by rating rows against columns. The weights computed via the pairwise comparisons can be evaluated by means of a consistency ratio (CR) that indicates the probability of the decision matrix being generated randomly. The weighting used by ELSUS was first considered as a pattern for comparison. However, the data used to calculate the slope in ELSUS do not have the same resolution as the DEM from the IGN, and a higher weighting should therefore be assigned in this case; for this reason, the ELSUS values are not used in this article. LSM1 and LSM2 were produced for this study with AHP, LSM1 being the option obtained by the expert panel, while in LSM2, the slope was strengthened at the expense of the lithology, the factor that presented the lowest resolution (1:50.000), followed by land use (1:10.000). Previous studies (Van Den Eeckhaut et al. 2012; Günther et al. 2013; Jaedicke et al. 2014 ) have demonstrated that slope gradient is Bby far the most important parameter to determine general landslide susceptibility at the continental scale ( Günther et al. 2014) . It is useful to have a range of values for the same calculation method in order to determine its sensitivity through an analysis of differences in the results. Table 6 displays the weights assigned to the factors according to Saaty's (1980) AHP method. The consistency ratio of comparison matrices (CR) was less than 0.10 for all cases, which is acceptable for the AHP analysis to proceed.
These coefficients for each factor and the weights obtained for each class according to GFR/FR enable us to obtain the LSI i values making up each susceptibility map LSM1 and LSM2. These values were calculated through a weighted linear sum of the parameter and parameter class weights with equation
where w j is the weight of the parameter j (AHP) and x ji is the weight of the parameter class i in criterion j (GFRn or FRn).
Logit regression
Logistic regression is a type of regression analysis used to predict the result of a categorical variable (a limited number of categories can be adopted); in the case of a susceptibility map binary logistic regression is applied, 1 or 0 according to the independent variables or predictors considered as terrain characteristics (slope, lithology and land use). It is also of interest to compare the resulting maps with those obtained by SMCE to analyse consistency. The multivariate regression relation allowing the spatial relationship to be established between landslide occurrence and its conditioning factors is expressed by the following linear equation:
where Z is the dependent variable that expresses the presence (1) or absence (0) of landslides; b 0 is the intersection; b 1 …b n are the estimated coefficients that measure the contribution of the independent variables (X 1 ... X n ) and define the factors that most affect stability (Duman et al. 2006) . The main advantage of logistic regression is that by adding a link function, all the variables can be continuous, discreet or a combination of the two without necessarily having to have normal distributions (Lee 2007) . The log link function can be applied in cases where the dependent variable is dichotomous Atkinson and Massari 1998) . This yields the probability (P) that the dependent variable (Z) will take the value 1 defined in (14).
Before applying the logistic multiple regression, each variable must be analysed individually. When a logistic model is adopted, the logit value is calculated through a linear function of the independent variables X. The same factors (variables) were used as in SMCE, again assigning the FR values (GFRn and FRadj) previously calculated in the BAssignment of factor class weights^s ection for each one of them. The results of the analysis are presented in Table 7 .
Map LSM3 is obtained from the LSI values calculated by applying Eq. (15), according to the logit regression coefficients from Table 7 .
The probability values go up to 1000 and range between 10 and 953. Logically, they coincide with the minimum and maximum ROC curves ROC curves were generated for the three models with the LSI data calculated according to Eq. (12) for LSM1 and LSM2, and Eq. (15) for LSM3 and data from the inventory, yielding AUC values and the class boundaries for the GY classification. As described in the BGeneral classification systems^section, the AUC index is used to evaluate the quality of the model fit. This validation is essential in order to determine the predictive ability of the models used and to compare them. The criteria in the BGeneral classification systemsŝ ection and from Table 3 were applied to the ROC curves, from which the optimal cut-off point was obtained to define the class boundaries. Figure 5 displays all these data.
The AUC values for the three models are close to 0.9, and therefore, according to Swets (1988) , are highly accurate models that also have a very similar fit. This close similarity between the models' curves, and even in the same method with different parameters, seems to be because the same dataset was used for the three methods, including the valuation methods. The same FR values were used in all the methods to quantify the factors, which could explain more clearly this close similarity. Finally, it should be noted that the present study is designed to compare the classification systems and not the accuracy of the models used.
One property mentioned earlier in the article is the saturation of the AUC value in the horizontal projection. Hence, when low LSI values are truncated-values not included in the map because they do not improve the AUC or have clear stability (e.g. flat zones)-GY presents stable limits with very little variation, especially in the high susceptibility zone. However, for the other classification systems, all the levels are greatly altered by this suppression of values because their calculation depends on the overall set of available information.
LSM classification
Four classification systems were applied: generalised Youden (GY), natural breaks (NB), quantiles (Q), and modified head/tail (HTm). The GY boundaries were calculated using the ROC curve analysis described above (Fig. 5) . The NB and Q values were obtained directly from a GIS application, and the HTm are easily calculated from the information provided by the software. Table 8 presents the class boundaries for the four classification types (GY, NB, Q, HTm) in the three maps created for each model. Figure 6 displays the distribution of pixels for the four classification types (GY, NB, Q, HTm) and the three maps obtained for each model. First, a marked difference can be clearly seen in the distribution of pixels among the four classifications. The distribution patterns are more similar when the same model is considered (SMCE 1 and 2) . There is also a notable increase in the percentage of pixels (> 40%) in NB3 and HTm3 (logit model 3 in the NB and HTm classifications). The Q classes are more homogenous, which is inherent in their definition.
The percentage of susceptible (or potentially unstable) pixels in GY2 is lower than in GY1 (8% in levels VH + H), despite this being an option with the largest weighting in the slope factor. This appears to indicate the importance of the other factors over the slope. Tables 4 and 5 show that weightings above 200 have 40% of the pixels in lithology, 64% in LULC and only 3.2% in slopes. This reduction is inappreciable in the other classifications, however.
Comparative analysis of classification and results
The creation of a susceptibility map is concluded when the goodness of fit of the data is confirmed. Importantly, the series of LSMs developed from the same dataset but using different classification methods appears not to show a distribution of discriminant values with the same predictive ability. To test this lack of correspondence, and to obtain a common evaluation of the maps, quantitative indices were used to conduct a comparative analysis of the three LSMs. This comparison identified which maps are similar and which best define landslide susceptibility in the study area. The four indices used were the stability ratio (Rst), the landslide density index (Rind), the Kappa index (κ) and Moran's index of spatial autocorrelation (MI).
Stability ratio (Rst)
In the BAssignment of factor class weights^section a considerable variability in the number of pixels per class was noted, which could Table 9 Unstable pixels ratio Rst, with optimistic-pessimistic interpretation GY NB Q HTm be used to establish a comparison index. Indeed, Fig. 6 shows a large difference between the number of pixels at the high and low levels, which is relevant to learn whether a model is pessimistic or optimistic. Thus, if a large number of cells in the study area reflect high susceptibility levels and, at the same time, relatively few have low susceptibility levels, the model can be considered pessimistic or conservative. In contrast, if the low levels clearly exceed the number of high levels, the model is optimistic or liberal. One way of expressing this is through the relation of the number of pixels (np) at high levels (VH and H) to that of the low levels (L and VL). In general, the former can be considered susceptible (potentially unstable), whereas the latter are practically non-susceptible (stable). Thus, this stability ratio Rst is defined as: Table 6 was used to estimate a mean value of this ratio, assuming the slope factor as the main trigger of landslides. The safe zone thus corresponds to class 1, with a probability of P(C1) = 0.002 of a landslide occurring, and covers 28% of the surface. The unstable zone, classes 5-8, taken together has a probability of P(C5-C8) = Σ (GFRn)/1000 = 0.91 and accounts for 13% of the total surface. Therefore, a reasonable Rst would be 13/28 = 0.46. In conclusion, for the study area, a classification with an Rst > 0.46 is pessimistic, and a lower Rst is optimistic. Table 9 shows a considerable difference among classifications, although they are quite similar within the same type (with the exception of HTm in LSM3), demonstrating the crucial importance of the classification method. Thus, in all cases, the most pessimistic classifications result from zoning by quantiles, that is, the classification yielding the highest number of failures (type I error), implying a need to plan more complex-and probably unnecessary-interventions. In contrast, the most optimistic classifications (NB and HTm) would lead to insufficient prevention with a corresponding increased susceptibility.
Index of relative landslide density
Bearing in mind that the LSM value was used to differentiate susceptible and non-susceptible slopes, slope failures may be expected to appear in cells with higher discriminant scores. A relative landslide density index was used to verify this. The index is defined by the ratio of the density of slope failures of a given susceptibility class to the overall slope failure density. The index takes the following form:
where n i is the number of slope failures observed in a susceptibility class and N i is the area covered by the cells of this class (Baeza et al. 2016) . Table 10 shows the Rind values for just the two higher levels, VH and H, taken together. These values are more representative as they reduce the difference in the number of pixels at each level, which are particularly numerous at lower levels; the differences are greater if levels are considered separately.
In general, the four classifications include a high percentage of landslides at higher levels. GY provides high stable values for the three methods, slightly superior to Q, which contains a higher number of pixels. This appears to confirm that the number of pixels in GY is the most suitable, with almost 90% of the correct classifications in the three methods. NB and HTm are the classifications with the lowest number of pixels at high levels, which may penalise the Rind value. However, NB for LSM3 is the only classification that falls below 0.8 in the table.
Kappa index
This statistical index is considered to be more robust than a simple calculation of observed proportion of agreement because it also takes into account the proportion of agreement expected by chance. Kappa has a range from − 1 to + 1 with larger values indicating better concordance. The Kappa statistic can be expressed in the following conceptual terms (Landis and Koch 1977) :
where d (observed agreement) is the proportion of cells in agreement, q is the proportion of agreement expected by chance, and N is the total observations. When categories are ordered, it is advisable to use weighted Kappa (Baeza et al. 2016) and assign different weights to categories so that different levels of agreement can contribute to the Kappa value. Although different weights can be used, in the present study, the Kappa with linear weighting was calculated in all cases (Fleiss et al. 2003) . The Kappa value penalises the disagreement between maps linearly, from the smallest to the largest. This Kappa index was used to verify the amount of change in classes when some of the parameters of the original model or the calculation model are modified. the set of LSM calculated, and the means of the maps are compared (for later use in a cluster analysis). These data show that the different classification types retain a very similar scheme despite the variation in factor weightings or the difference in the model. Specifically, the classifications of the multi-criteria LSM models are very similar; the main difference is in LSM1 and LSM3, among which only GY and Q maintain high similarity. This confirms the stability of the SMCE model, since a change in the assignation of the factor weightings does not greatly modify the resulting maps. Table 12 compares the degree of variation in similarity of the four classification types for the same map, showing the differences between the classification systems applied.
The high values between GY and Q are noteworthy, while the values between HTm and NB are somewhat lower. The NB classification shows the least similarity with the other classification methods. Surprisingly, there is less agreement among the types of classification than among the different models applied, again highlighting the importance of selecting a good classification system for a susceptibility map.
Finally, a further comparison was made with the European ELSUS 25m map (Günther et al. 2014 ). This cannot be regarded as a particularly reliable reference since it was created with generalist criteria and low resolution, but it gives an idea of its correspondence with more local, higher resolution maps. The classification system is based on the percentage of cells with landslides in each level (50, 25, 15, 7%) , which does not correspond with the ones used in the present study. Its Rst for mountainous zones of 59/22 = 2.68 reveals it as remarkably pessimistic, probably because of its low pixel resolution. Table 13 shows GY and Q have the best match with the European map, coinciding with the classifications with higher Rst. Finally, HTm, and particularly NB, present a poorer match as they are low Rst classifications, that is, optimistic.
Moran's index
Moran's index is a measure of spatial autocorrelation, namely, the degree of aggregation or clustering. It is characterised by a correlation in a signal among nearby locations in space.
where N is the number of cells indexed by i and j, X is the population in cells, X the mean of X, and w ij is an element of a matrix of spatial distance weights.
This spatial autocorrelation index shows, first, whether there is an aggregation of values or whether its distribution is completely random, and second, it quantitatively demonstrates the degree of grouping of data for each class. In this study, the radius of influence was set to 1000 m and the bias was mitigated due to the different number of neighbours for each cell when using intervals. As expected, the results of the autocorrelation for the susceptibility maps are all significant. In addition, working with a dataset that includes large zones with little slope and low susceptibility values prevents important differences in the autocorrelation values. This was the reason for selecting a mountainous zone representing a high percentage of areas with landslides. This zone, defined in the BDescription and data sources^section and Fig. 3 ). Even so, low and moderate susceptibility levels were not considered for the same reason.
In Table 14 , the highest correlation indices appear when the maps are classified with GY or Q. Because the classification by quantiles is more pessimistic and has a higher number of pixels at those levels, it shows a higher autocorrelation in LSM1 and LSM2, although in general, it does not clearly exceed GY. However, the lower number of pixels penalises HTm and NB more significantly. GY stands out above the others in map LSM3, with a greater data variation interval. Taken overall, therefore, the classification based on the ROC analysis provides the best grouping for a contained number of pixels (it should result in more homogenous susceptibility zoning). In the previous section, a set of indices was analysed that provide information on the behaviour of the four classification types in the three proposed scenarios. The following section explores whether there are significant differences within each classification and amongst them.
Hierarchical cluster analysis (HCA), which groups the classifications by proximity, was applied to determine these relationships succinctly. HCA is a multi-variant statistical technique designed to divide a set of elements into clusters such that the elements in each cluster present high internal cohesion and marked isolation from the other groups and elements. Here, the classification types are grouped by neighbourhoods in the maps and, a priori, there should therefore be four types.
The nearest neighbour method is used (although other methods can be applied that differ very little in the studied example), without standardising and with squared Euclidean distance. This analysis used the stability ratio Rst (Table 9) , Rind (Table 10) , the Kappa mean for two maps (Table 11) , Kappa for ELSUS (Table 13 ) and Moran's index (Table 14 , levels VH-H).
Initially, the four above-mentioned clusters were pursued, but the analysis of the resulting dendrogram points to the advisability of forming five clusters. The dendogram resulting from the cluster analysis is shown in Fig. 7 , and the values of the normalised centroids are displayed in Fig. 8 . Normalisation for the Rst ratio took into account the optimal theoretical value Rst = 0.46, noted in the BStability ratio^section.
These results are quite illuminating. Notably, the centroids of the cluster that include GY (cluster C1) provide good values for all the indicators considered, C1 being the most homogeneous cluster (see C1 in the dendogram). The cluster grouping Q (C4) is quite homogenous with good indicator values except for the Rst, which is excessively pesimistic. HTm1 and HTm2 fall within a fairly optimistic cluster (C5), also with good values. Cluster C2, with NB1 and NB2, is very optimistic and has mediocre indices. Finally, the most optimistic cluster (C3) and with the worst values is the one including NB3 and HTm3.
GY is the most realistic classification; it registers the change of weights in the slope factor and considers the internal data structure together with the correct/failed classifications referred to the inventory data, and it is the only system that considers the classifications together with their associated costs. Q is the most pessimistic classification of the four considered and only takes the number of data into account, not the data structure. It is also overdependent on the size of the dataset it is dealing with (if the LSI with low values are removed, all the boundaries fall considerably).
NB takes into account the data structure and is one of the most widely used classification systems in the literature. However, it appears to excessively register the change in exploitation of the original data and can be considered too optimistic due to greater variance in the upper range. Our cluster analysis reveals NB as the least suitable classification. Finally, the modified H/T method offers reasonably acceptable results, only penalised by its poor performance in the classification of LSM3.
A set of susceptibility maps for a selection of five municipalities with the highest susceptibility (see Fig. 3 ) has been elaborated using the main models: LSM1 and LSM3 (see Fig. 9 ). Their overview confirm the final considerations mentioned in this section. The high susceptibility similarity (high and very high levels) between models is highlighted-may be except for the HT classification-against the important visual differences for classifications in the same model.
Conclusions
Mapping areas susceptible to landslides is essential for land-use spatial planning and decision-making by public bodies responsible for managing affected zones, which are usually located in mountainous areas. Landslide susceptibility is calculated by many types of mathematical models whose degree of accuracy (reliability) needs to be verified; this process can be performed using ROC analysis, among other methods. Classification systems are then applied to the values estimated by these models in order to produce a landslide susceptibility map (LSM) that can be easily applied and interpreted. However, this classification entails a certain loss of information, depending on the criteria adopted in designing the maps, which can seriously alter the original results provided by the models. As Chacón et al. (2006) conclude, Ba common standard would be highly valuable for comparing maps, and also to classify landslide areas all around the world^.
This study has attempted to exploit all the available information (data on the terrain and from the landslide inventory) to classify an LSM. For the proposed classification, the boundaries derive from the optimal cut-off points calculated by ROC analysis. In addition, unlike most of the literature, the costs of classification errors were also estimated in calculating these boundaries. Only Frattini et al. (2010) have previously used this type of information, but limited to a binary classification.
A rigorous comparison was then made of a set of LSMs for a mountainous region in southeast Spain (La Marina, Alicante) obtained using SMCE and logit models. Various classification systems (GY ROC-based, natural breaks, quantiles and modified head/tail) were applied to the maps to assess their similarities and differences, and their efficiency and consistency in the study area. Several approaches were used (stability ratio, Kappa indices, landslide density index and Moran's spatial autocorrelation index) to compare the classification systems and identify the most suitable ones. Finally, a cluster analysis succinctly grouped and organised the results of these indices.
Consequently, the present study has shown that despite using the same initial data (terrain and inventory) with two different mathematical models, the spatial agreement among the classification systems applied to the susceptibility maps is inconsistent and their spatial patterns differ considerably. The discrepancies among the LSMs are particularly relevant given that overestimation or underestimation of susceptibility at both low and high levels can have major implications for land-use management and civil protection planning. The optimal map should be able to predict most potential landslides and at the same time, efficiently and reliably prevent failures in the study area.
The cluster analysis shows that the maps classified by quantiles (Q) can be considered fairly homogeneous and consistent with GY, but they are excessively pessimistic (a large number of cells in the study are classed as high-susceptibility compared with those classified as low susceptibility). These maps provide good results with the comparison indices as they do not take into account the data structure and they are maps with similar distributions. However, in general terms, this classification system is not to be recommended since it groups pixels with very different characteristics in the same class and defines large areas as potentially unstable. Moreover, this classification could motivate plans for more stabilisation interventions, many of which would probably be unnecessary.
In contrast, the classifications based on natural breaks (NB) yield a very heterogeneous result and are also excessively optimistic (a large number of the cells in the study area are classified as low-susceptibility). This classification system is especially affected by large jumps in the data distribution. The HTm classification appears to be fairly balanced although also affected by the data distribution and can lead to over-optimistic results. It has the major advantage that its boundaries are easy to obtain.
The method proposed in the present study (GY) is noteworthy for its good general characteristics. It is the only one that considers the inventory data together with misclassification cost and is therefore the most comprehensive method. On the negative side, it is more complex to calculate, although many programs are available to assist in this process, the most commonly used statistical packages being R (pROC package) and IBM SPSS. The results of this study showed GY to be the most suitable classification method for modelling the terrain susceptibility in the study area.
The poor performance of NB is surprising as it is one of the most widely used and recommended systems (Baeza et al. 2016) , but in the present study, it is striking for its over-optimistic and unstable classification. This may be due to the data distribution, with large jumps in the tail, which do not correspond with the most appropriate classification levels. It must be stressed that such optimistic maps can lead to loss of life or destruction of infrastructure arising from incorrect classifications of what are actually susceptible zones. By contrast, pessimistic maps that define large unstable zones can lead to a loss of potentially safe spaces or even unnecessary investments in prevention measures in areas that may not represent any hazard. In this latter case, the cost of assuming these errors is lower since human lives are not at risk.
In conclusion, this study has demonstrated that the classification strategy used clearly determines the appearance of results in susceptibility maps and that classification may be as important as the selection of the calculation method (see Fig. 9 ). The maps obtained in the study do not have the same meaning and could decisively influence decisions taken in land-use management. There is therefore a need to analyse new Original Paper Landslides 16 & (2019) classification systems that can be adapted to the needs of the end user so as to guarantee optimal correspondence with the structure of the landslide data in each study area. The method based on ROC analysis provided the best results and is noteworthy for its consideration of misclassification costs, use of inventory data, homogeneity, stability, and because it is relatively realistic. This research should continue with further testing of the method using other datasets to guarantee its generalised suitability, and it may offer a potential starting point for establishing a standard classification method for susceptibility maps.
