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Resumen y Abstract  IX 
 
Resumen 
En esta tesis se implementan y evalúan dos metodologías para el análisis de 
detección de cambios (CD) en el espacio: 1) Análisis basado en objetos 
geográficos (GEOBIA). 2) Indicadores locales de asociación espacial (LISA) 
univariados y bivariados. Los resultados obtenidos con estas metodologías fueron 
verificados con datos tomados en campo. Las clases obtenidas usando GEOBIA 
tienen un 98% de exactitud y además esta técnica brinda interoperabilidad directa 
con los sistemas de información geográfica. Las clases obtenidas usando los 
índices univariados de Gettis y Ord y Moran, dan resultados del 92% y 67% de 
exactitud, respectivamente; ambos muestran limitaciones en la jerarquización de 
las clases. Sin embargo, el índice local de Moran bivariado presenta ventajas sobre 
los anteriores y da como resultado el 92% de exactitud, ya que se obtienen más 
niveles de clasificación de coberturas. Estas metodologías se aplicaron a un tramo 
del río Amazonas que hace parte del límite fronterizo entre Perú y Colombia para 
el período comprendido entre 1989 y 2015. 
Palabras clave: (Detección de cambios CD, GEOBIA, LISA, GETIS y ORD, MORAN, 











X Análisis de detección de cambios en el espacio empleando interpretación de 






In this document two methodologies for the change detection (CD) analysis were 
assed and implemented. The first one is related to the geographic objects based 
on image analysis (GEOBIA), and the second one deals with univariate and 
bivariate local indicators of spatial association (LISA). The outcomes from these 
methodologies were verified with field data. Classes obtained through the GEOBIA 
methodology has a 98% accuracy, furthermore, this approach provides a direct 
interoperability with geographic information systems. Regarding LISA methodology, 
it was found that through the use of the Getis & Ord y Moran univariate indexes a 
92% and 67% accuracy was achieved respectively. In this case both indexes show 
drawbacks in the class hierarchy. Nevertheless, it is worth to mention that the 
bivariate local Moran’s index has advantages over all the previous mentioned, given 
that more covering levels are obtained and a 92% accuracy in classes’ estimation. 
The methodologies were applied to an Amazon River segment, which is part of the 
boundary between Perú and Colombia for the time lapse between 1989 and 2015. 
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El análisis de detección de cambios (CD), cuantifica efectos temporales de un objeto sobre 
la superficie terrestre (Minu & Shetty, 2015). La información obtenida mediante este 
análisis juega un papel importante debido a su uso práctico en aplicaciones, como 
monitoreo forestal (Desclée, Bogaert, & Defourny, 2006; Hansen & Loveland, 2012), 
monitoreo de desastres naturales (Khatami & Mountrakis, 2012; Hedhli, Moser, Zerubia, & 
Serpico, 2014), análisis de la cobertura del suelo urbano (Lizarazo, 2012; Sebari & He, 
2013), análisis espacio temporal en la dinámica de ríos (Peixoto, Nelson, & Wittmann, 
2009; M. Rozo, Nogueira, & Soto, 2014; Uca Avci, Karaman, Ozelkan, Kumral, & 
Budakoglu, 2014; Yang et al., 2015) entre otros. 
 
Para el análisis de CD el uso de imágenes satelitales se ha convertido en una herramienta 
fundamental, debido a su alta frecuencia temporal, al formato digital de los datos y a la 
visión sintética que brindan de la superficie terrestre (Hussain, Chen, Cheng, Wei, & 
Stanley, 2013; Chen, Zhao, & Powers, 2014; Wu, Bai, & Chen, 2017). El avance 
tecnológico ha puesto a disposición satélites acompañados de sensores mejorados, tales 
como los multiespectrales, hiperespectrales y de radar, los cuales han brindado imágenes 
de mejor resolución espacial (mayor detalle) y temporal (Arvor, Durieux, Andrés, & Laporte, 
2013; Thomas Blaschke, Hay, et al., 2014; Troya, Gancarski, Passat, & Berti, 2015).  
 
Además, el fácil acceso a las imágenes de satélite mediante catálogos en línea, ha 
proporcionado grandes cantidades de datos útiles para estudios espacio temporales 
(Addink, Van Coillie, & De Jong, 2012; Arvor et al., 2013; Zhu, 2017). La disponibilidad de 
este volumen de información no solo ha generado mayor exigencia computacional para el 
procesamiento de datos, sino un desafío en el desarrollo de metodologías enfocadas al 
análisis de variabilidad espacial, espectral y temporal, que permitan la reducción de tiempo 
y costos en los procesos de investigación (Ji et al., 2010; Boulila, Farah, Saheb Ettabaa, 
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Solaiman, & Ben Ghézala, 2011; Bishop, James, Shroder, & Walsh, 2012; Qiaoa, Luo, 
Shen, Zhu, & Ming, 2012; Vieira et al., 2012; Fisher, Bookhagen, & Amos, 2013). 
 
Previo al auge tecnológico, las metodologías en el procesamiento digital de imágenes 
satelitales se han basado en el análisis de tonos y luminosidad de los niveles digitales 
asociados a los pixeles. Estos métodos se centran principalmente en los valores 
espectrales y en su mayoría ignoran el contexto espacial (Li, Zang, Zhang, Li, & Wu, 2014; 
Uca Avci et al., 2014; Tewkesbury, Comber, Tate, Lamb, & Fisher, 2015). 
 
Por otra parte, los resultados al analizar únicamente tono y color del pixel, generan errores 
de precisión, completitud, ambigüedad y falta de conexión debido a que los niveles digitales 
generalmente presentan distribuciones multimodales (Peixoto et al., 2009; Whiteside, 
Boggs, & Maier, 2011; Bishop et al., 2012; M. Rozo et al., 2014; Yang et al., 2015; Ma et 
al., 2017). Dentro de estas técnicas que no involucran el contexto espacial, se encuentran 
los métodos de clasificación no supervisados que han incorporado algoritmos como 
Isodata, K-medias, y Mapa auto-organizado, se han aplicado en clasificación de carbones, 
análisis demográfico, clasificación de imágenes de radar, monitoreo forestal, expansión 
urbana entre otros (Pant, Singh, & Srivastava, 2010; Pandit, Badhe, Sharma, Tambe, & 
Kulkarni, 2011; Block et al., 2017).  
 
Estos enfoques no supervisados, no requieren la intervención de un analista en la 
obtención de resultados, ni de conocimiento a priori de la zona de estudio para la 
especificación del conjunto de clases dentro de una imagen; su principal ventaja se basa 
en la oportunidad de explorar las características espectrales de los objetos presentes en 
las áreas de interés (Omran & Engelbrecht, 2006). Sin embargo, la baja exactitud en los 
resultados obtenidos se debe a que el usuario no cuenta con parámetros de control, ya 
que desconoce el número de grupos espectrales presentes en la imagen y su valor interno 
de dispersión, ocasionando un proceso arbitrario y controlado por cambios visuales 
(Chuvieco, 2016). 
 
Para mejorar la exactitud en los resultados obtenidos mediante las técnicas no 
supervisadas, se han implementado técnicas supervisadas haciendo uso de algoritmos 
más robustos como máquinas de soporte vectorial, arboles de decisión y redes neuronales, 
entre otras (Duro, Franklin, & Dubé, 2012; Thomas Blaschke, Hay, et al., 2014). Estas 
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técnicas han incrementado la precisión, pero presentan limitaciones debido a la mezcla 
heterogénea de los tipos de cobertura (Aguirre, Seijmonsbergen, & Duivenvoorden, 2012; 
Uca Avci et al., 2014; Feizizadeh, Blaschke, Tiede, & Moghaddam, 2017). Otra limitación, 
es el análisis usando métodos cualitativos y manuales para interpretación de fotografías 
aéreas; esta aproximación consume tiempo y los análisis dependen de las decisiones del 
intérprete, lo cual induce subjetividad en los resultados (Drăguţ & Blaschke, 2006; Saadat 
et al., 2008; M. Rozo et al., 2014), evidenciando la necesidad de nuevas metodologías que 
permitan optimizar los procesos de interpretación. Para solventar estas limitaciones se ha 
desarrollado la metodología GEOBIA la cual integra parámetros geométricos, espectrales 
y de vecindad alrededor de un objeto formado por un grupo de pixeles que contienen 
información homogénea (Addink et al., 2012; Aksoy & Ercanoglu, 2012; Thomas Blaschke, 
Hay, et al., 2014; Uca Avci et al., 2014; Ma et al., 2017). Se han aplicado en monitoreo de 
áreas agrícolas, análisis demográfico, mapeo de la cobertura terrestre y uso del suelo, 
entre otros (Pant et al., 2010; Samsudin & Bradley, 2010; Sharma, Ghosh, & Joshi, 2013; 
Troya et al., 2015). 
 
Los métodos de GEOBIA permiten modelar la superficie terrestre mediante análisis 
espacial, topológico y jerárquico de los datos. En general utilizan los mismos algoritmos de 
clasificación que los métodos espectrales. Sin embargo, la principal diferencia hace 
referencia al cambio en la estructura de los datos a procesar ya que, su unidad de medida 
no es un pixel si no una agrupación de pixeles que genera regiones que representan el 
paisaje (Addink et al., 2012; Sebari & He, 2013; Osaku et al., 2015; Toth & Jóźków, 2016; 
Cheng, Han, & Lu, 2017). 
 
Dentro de GEOBIA, el sistema clasificador difuso ha recibido particular atención porque 
permite realizar análisis semántico que involucra la forma como la mente humana toma 
decisiones (Aksoy & Ercanoglu, 2012; Shah & Vayada, 2014; Ojaghi, Ahmadi, & Ebadi, 
2016). Este clasificador ha sido utilizado en análisis de CD en casos de clasificación de la 
superficie terrestre (Stavrakoudis, Theocharis, & Zalidis, 2009), identificación de 
deslizamientos (Aksoy & Ercanoglu, 2012; Feizizadeh et al., 2017), clasificación de 
cobertura del suelo urbano (Lizarazo, 2012; Sebari & He, 2013) e identificación de cultivos 




Aunque el uso principal de los clasificadores mediante GEOBIA se enfoca en imágenes 
detalladas o de escala grande y en estudios urbanos, estos métodos también son útiles 
para el mejoramiento de clasificación en imágenes de resolución espacial media y en la 
extracción de información vectorial de forma directa e interoperable con los sistemas de 
información geográfica (SIG) (Sebari & He, 2013; Thomas Blaschke, Feizizadeh, & 
Holbling, 2014). La interoperabilidad con los SIG que brinda el GEOBIA, es una alternativa 
para optimizar el análisis de CD a lo largo de los ríos (caso de estudio) ya que por lo 
general, estos se realizan mediante procesos manuales de digitación y técnicas 
espectrales de automatización (Peixoto et al., 2009; M. G. Rozo, Nogueira, & Truckenbrodt, 
2012; M. Rozo et al., 2014; Yang et al., 2015). 
 
Por otro lado, la Estadística Espacial, también es considerada como una alternativa para 
el estudio de CD y el mejoramiento de la precisión en los clasificadores de imágenes 
satelitales, debido a que, sus técnicas permiten incorporar en los análisis la autocorrelación 
espacial de los elementos del paisaje (Addink et al., 2012; Chen, Hay, Carvalho, & Wulder, 
2012; Adjorlolo & Mutanga, 2013; Li et al., 2014; Thomas Blaschke, Hay, et al., 2014; 
Pham, 2016). 
 
Desde la perspectiva de la geoestadística, técnicas como: el kriging (ordinario, factorial, 
indicador), el cokriging y la simulación estocástica, han sido métodos utilizados en 
aplicaciones para el mapeo de la cobertura y uso de la tierra (Balaguer, Ruiz, Hermosilla, 
& Recio, 2010; Feng, Li, & Tokola, 2010), el análisis de la clorofila en el agua, el monitoreo 
de vegetación, cambio climático y mejoramiento de la resolución espacial (Saulquin, Gohin, 
& Garrello, 2011). El uso de estas técnicas ha brindado resultados con exactitud mayor al 
90% de precisión. Además, estos métodos optimizan procesos computacionales al resumir 
los datos de entrada (Balaguer et al., 2010). 
 
Por otra parte, los datos de área o datos lattice, a través de indicadores locales de 
asociación espacial (LISA) (Anselin, 1995), tales como la I de Moran, la C de Geary y la G 
de Getis y Ord, permiten cuantificar la autocorrelación espacial de las características 
espectrales de las imágenes satelitales, basados en la disposición de los pixeles y las 
relaciones de vecindad entre ellos (Wulder & Boots, 2001; Myint, 2003; LeDrew, Holden, 




Los LISA se han empleado en estudios de heterogeneidad en el paisaje o para el análisis 
de CD, por ejemplo, en análisis de patrones de la cobertura de tierra (Ghimire, Rogan, & 
Miller, 2010; Li et al., 2014), en análisis de incendios en áreas forestales (Bohórquez et al., 
2011; Lanorte, Danese, Lasaponara, & Murgante, 2012), en monitoreo de áreas forestales 
(Wulder & Boots, 2001), en análisis de áreas urbanas (Fan & Myint, 2014), en identificación 
de estrés de arrecifes (LeDrew et al., 2004), entre otros. 
 
Así, tanto GEOBIA como LISA, se han utilizado en diversas aplicaciones de CD, sin 
embargo, para el caso de GEOBIA el enfoque principal ha sido en imágenes a escala 
grande, pero en estudios con imágenes de escala mediana como son las del programa 
LANDSAT, la implementación de clasificadores mediante GEOBIA es escasa, lo cual 
evidencia subutilización de estos datos que no tienen costo y son de fácil acceso. El uso 
de GEOBIA en este tipo de imágenes, permitiría mejorar la precisión de la información en 
estudios de monitoreo global como es el análisis de la dinámica de grandes ríos, el análisis 
de manglares, análisis de la deforestación entre otros (Aguirre et al., 2012). 
 
En consecuencia, para darle mejor uso a los insumos satelitales de mediana escala, el 
objetivo principal de este trabajo es implementar metodologías para el análisis de CD en 
el espacio, empleado interpretación de imágenes satelitales y estadística espacial. Los 
objetivos específicos son 1). Evaluar la bondad del uso de las metodologías en términos 
de la precisión mediante el reconocimiento de las clases en campo y clases resultantes de 
cada imagen clasificada. 2) Realizar el análisis de CD de un tramo del río Amazonas entre 
Perú y Colombia, que a su vez es frontera entre los dos países para un periodo de 26 años. 
 
El interés de estudiar esta zona se enmarca en el conflicto diplomático que presentan estos 
países desde hace 90 años al no tener claridad territorial como consecuencia del 
comportamiento dinámico del río. Este límite fronterizo fue definido por una línea no 
interrumpida que une los puntos más profundos del río a lo largo de su cauce conocida 
como thalweg del Amazonas. Según el tratado de 1922 este límite no es un elemento rígido 
permanente en el tiempo y en el espacio y se encuentra afectado por los cambios que se 
presentan continuamente en el fondo del río debido a la carga de sedimentos, ocasionando 
en superficie la formación de islas de arena, las cuales han ocupado espacio a lo largo del 
canal, estas barreras han forzado al río a buscar nuevas vías o cursos para circular. Este 
fenómeno ha hecho que el cauce del río erosione la orilla peruana, en su margen derecha 
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mientras que la frontera colombiana, en la margen izquierda, ha acumulado sedimentos. 
Lo anterior, ha provocado que Colombia esté perdiendo río y acceso al puerto de Leticia, 
mientras que Perú está ganando río pero perdiendo territorio, generando conflictos 
políticos, económicos y ambientales entre ambos países y aunque este asunto diplomático 
ha sido abordado por ambas partes, el rio Amazonas carece de estudios en cuanto a su 
comportamiento (Novak & Namihas, 2011; Salgar Antolínez, 2014; Calle, 2018). 
 
Además, el interés de estudiar esta zona no solo enmarca el conflicto territorial, sino que 
al ser un lugar que se encuentra desconectado del centro de desarrollo del país, los 
estudios de la dinámica fluvial carecen de implementaciones de tecnologías geográficas 
que corroboran las investigaciones que a la fecha se tienen sobre el río. Usar métodos que 
aplican procesamiento de imágenes satelitales no solo ratifica los estudios existentes sino 
que incorporan los sistemas de información geográfica como herramienta de análisis 
espacial para la toma de decisiones y exploración multitemporal de la dinámica del río 
(Calle, 2018). 
 
Conviene subrayar que, aunque el río Amazonas requiere de estudios técnicos, este ha 
sido objeto de varias investigaciones geomorfológicas enmarcadas en el uso de sensores 
remotos, tales como: el estudio de la heterogeneidad de la superficie en temporadas de 
lluvia alta mediante análisis de semivarianza (Mertes et al., 1995), el análisis del 
comportamiento del río Amazonas entre la isla Corea (Colombia) y la isla Amarosa (Brasil)  
mediante técnicas no supervisadas (M. Rozo & Soto, 2009), y el análisis de cambios 
superficiales del rio Amazonas (Zona Colombia) durante un periodo de 20 años (M. Rozo 
et al., 2014). Así, se evidencia que los estudios existentes se abordaron mediante técnicas 
básicas de procesamiento digital de imágenes satelitales, mientras que en este documento 
se desarrolla la aplicación de técnicas más robustas que las existentes para el análisis del 
caso de estudio. La estructura de este documento es la siguiente. EL capítulo 1 relaciona 
las bases conceptuales de los clasificadores GEOBIA Y LISA, en el capítulo 2 se describen 
los materiales y los pasos sistemáticos de cada técnica, en el capítulo 3 se presentan, se 
analizan, se evalúan y se discuten los resultados obtenidos y por último en el capítulo 4 se 
relacionan conclusiones, recomendaciones y el planteamiento de trabajos futuros. 
 
 
1. Marco teórico 
1.1 Análisis geográfico de imágenes basado en objetos 
(GEOBIA) 
GEOBIA es un método alternativo para la determinación de coberturas, a través de la 
clasificación de imágenes satelitales. Se enfoca en encontrar un objeto (relación muchos 
a uno – píxeles a objeto) integrando las formas geométricas, la información espectral y el 
análisis de vecindad que presenta cada elemento en el espacio (Perea, Merono, & 
Aguilera, 2009; Rodriguez, 2011; Uca Avci et al., 2014). 
 
Este método involucra dos etapas principales: segmentación y clasificación de objetos. El 
proceso de segmentación crea objetos en la imagen satelital agrupando pixeles 
homogéneos de acuerdo con sus características espaciales, texturales y de vecindad. Una 
óptima segmentación depende de las características del paisaje, la calidad de la imagen y 
las habilidades del usuario (Ivan Lizarazo, 2012). 
  
Respecto al proceso de clasificación, este tiene como objetivo general diferenciar grupos 
(clases temáticas) con características en común en la imagen satelital. En GEOBIA esta 
clasificación no se basa en la representación de un único pixel como unidad de medida, 
sino en objetos creados en la imagen y sus relaciones vecinas con las demás regiones 
mediante el uso de análisis semántico. En el presente trabajo se realizó la creación de 
objetos mediante el método de segmentación a múltiples resoluciones y el criterio de 
clasificación consistió en el uso de reglas difusas y la función del vecino más cercano entre 
los objetos creados y las clases de entrenamiento identificadas en campo. Estas técnicas 
se describen a continuación con mayor detalle. 
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1.1.1 Segmentación 
El proceso de segmentación consiste en dividir los datos de entrada (imágenes satelitales, 
fotografías aéreas, mapas temáticos, etc.) en agrupaciones separadas (polígonos) y 
adyacentes; estas regiones se caracterizan por ser de baja heterogeneidad espectral y son 
generadas por el intérprete mediante parámetros de escala, tamaño, tono y forma. Uno de 
los algoritmos para realizar este proceso, se denomina segmentación a múltiples 
resoluciones cuya técnica parte del concepto general de un crecimiento de regiones 
“bottom up”, donde a partir de un objeto compuesto por un único pixel se agregan nuevos 
pixeles de forma iterativa y controlada mediante un determinado valor de tolerancia en las 
variaciones de color, forma y tamaño que una región presenta (C. Zhong, Zhongmin, 
DongMei, & Renxi, 2005; Al Fugara, Pradhan, & Mohamed, 2009; T. Blaschke, 2010; 
Weng, 2012; Vijjapu, 2013; Castañeda, 2016). 
 
Según (Baatz & Schape, 2000), la definición de heterogeneidad se relaciona con el tamaño 
de los objetos creados, ya que una tolerancia de heterogeneidad pequeña genera objetos 
que contienen mínima variabilidad y alta correlación entre los niveles digitales. La variación 
máxima permitida en la heterogeneidad de un objeto al adicionarse nuevos pixeles evalúa 
la variabilidad permitida en el color y la variabilidad permitida en la forma. El valor de 
heterogeneidad 𝑓 se calcula mediante la expresión ( 1.1) y es menor al umbral o valor de 
tolerancia entre 0 y 1 definido por el intérprete (Benz, Hofmann, Willhauck, Lingenfelder, & 
Heynen, 2004; Ardila, Espejo, & Herrera, 2005). 
 
𝑓 =  𝑊𝑐𝑜𝑙𝑜𝑟 ∗ ∆ ℎ𝑐𝑜𝑙𝑜𝑟 + 𝑊𝑓𝑜𝑟𝑚𝑎 ∗ ∆ ℎ𝑓𝑜𝑟𝑚𝑎, 𝑊𝑐𝑜𝑙𝑜𝑟     





𝑓: valor de heterogeneidad. 
𝑊𝑐𝑜𝑙𝑜𝑟 y 𝑊𝑓𝑜𝑟𝑚𝑎: peso o ponderación indicado por el intérprete para el umbral de 
variabilidad en el color y forma respectivamente. 
∆ ℎ𝑐𝑜𝑙𝑜𝑟 y ∆ ℎ𝑓𝑜𝑟𝑚𝑎: variabilidad permitida en el color y la forma, las cuales se obtienen 
mediante el cálculo de las expresiones (1-2) y (1-3) respectivamente. 
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 𝑤𝑐: es el peso o ponderación de la banda espectral de la imagen satelital, 𝑐 hace 
referencia a las bandas espectrales de la imagen satelital. 
 
 𝑛𝑢𝑛𝑖ó𝑛 : número de pixeles dentro del objeto resultante de la unión entre 𝑜𝑏𝑗_1 y 𝑜𝑏𝑗_2. 
 𝜎𝑐 ,𝑢𝑛𝑖ó𝑛: desviación estándar de los pixeles que componen el objeto resultante. 
 𝜎𝑐,𝑜𝑏𝑗_1 y 𝜎𝑐,𝑜𝑏𝑗_2 : desviación estándar de los pixeles que componen los 𝑜𝑏𝑗_1 y 𝑜𝑏𝑗_2. 
 𝑛𝑜𝑏𝑗_1 y 𝑛𝑜𝑏𝑗_2: número de pixeles dentro de los 𝑜𝑏𝑗_1 y 𝑜𝑏𝑗_2.  
 
Respecto a la variabilidad permitida en forma 𝛥ℎ𝑓𝑜𝑟𝑚𝑎, esta se define a partir del cálculo 
de dos parámetros complementarios: variabilidad en la suavidad de los bordes y 
variabilidad en la compacidad del objeto, esta última es una medida de forma, siendo el 
circulo la geometría más compacta, con valor de 1, su expresión matemática se relaciona 
a continuación: 
 




𝑤𝑐𝑜𝑚𝑝𝑎𝑐𝑖𝑑𝑎𝑑 y  𝑤𝑠𝑢𝑎𝑣𝑖𝑑𝑎𝑑: peso o ponderación indicado por el intérprete para el umbral de 
variabilidad en la compacidad y en la suavidad de los bordes del objeto respectivamente 
 
Y a su vez 𝛥ℎ𝑐𝑜𝑚𝑝𝑎𝑐𝑖𝑑𝑎𝑑 y 𝛥ℎ𝑠𝑢𝑎𝑣𝑖𝑑𝑎𝑑 se calcula como sigue: 
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𝑙: perímetro del objeto. 
𝑏: menor longitud del borde correspondiente al cuadro que inscribe al objeto 
 
Finalmente, la variabilidad en heterogeneidad ( 1.1) para el objeto resultante se define 
como la suma entre la heterogeneidad en color (1-2) y la heterogeneidad en la forma (1-3) 
del objeto, multiplicado por sus respectivos pesos. Estos pesos son seleccionados por el 
usuario y deben sumar 1. El valor final de la heterogeneidad 𝑓 obtenido de la evaluación 
de cada uno de los parámetros relacionados anteriormente, corresponde a la evaluación 
de la variabilidad general del objeto resultante. 
1.1.2 Clasificación (método experto difuso) 
Aparte de la creación de segmentos, GEOBIA requiere información que permita clasificar 
estos objetos. El clasificador experto difuso es un método que imita la forma como una 
persona toma decisiones en situaciones ambiguas o imprecisas (Shah & Vayada, 2014). 
La base conceptual de este método para determinar la clase a la cual pertenece cada 
objeto comprende generalmente tres principios; como se ilustra en la Figura 1-1. 
Figura 1-1 Arquitectura básica de un sistema difuso 
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El primer principio se denomina fusificación; proceso que hace la transición del valor de 
entrada (promedio de los niveles digitales de cada objeto) a un valor difuso entre un rango 
de 0,0 - 1,0; mediante una función 𝜇 que define el grado de pertenecía entre el objeto y la 
clase especificada dentro de la imagen mediante áreas u objetos de entrenamiento o 
supervisadas, a dicha clase se asignan reglas teniendo en cuenta propiedades espectrales 
𝜌. Por ejemplo, una propiedad espectral 𝜌 puede ser el uso de una banda del espectro 
visible en la cobertura agua, ya que en estas longitudes de onda la relfectancia es débil 
debido a la absorción de energía. Cada clase está descrita por al menos una función de 
pertenencia 𝜇 que cambia dependiendo la propiedad espectral 𝜌 establecida. Por lo tanto, 
si 𝜇 = 0,0 significa que no hay pertenencia a la clase en cuestión, pero si 𝜇 = 1,0 la 
pertenencia cumple completamente. 
 
Los tipos de funciones más utilizadas por su simplicidad matemática se categorizan en tres 
grupos principales 𝑖) difuso mayor que, 𝑖𝑖) difuso menor que y 𝑖𝑖𝑖) rango difuso, la forma 
de estas funciones se relacionan en la Figura 1-2, como se indica en esta figura los 
parámetros que describen una función de pertenencia son 𝛼, 𝛽 y 𝑎. Donde, 𝛼 indica la 
frontera inferior concerniente a la propiedad espectral 𝜌, 𝛽 indica la frontera superior y 𝑎 
es el promedio del rango 𝑣 de la función de pertenecía con respecto a 𝜌, es decir (Tso & 
Mather, 2009; Vijjapu, 2013):  
 
𝑎 =  𝛼 + (𝛽 −  𝛼)/2 , (1-6) 
 
𝑣 =  𝛽 −  𝛼 , (1-7) 
 
La asignación de reglas mencionada anteriormente hace parte del segundo paso 
denominado mecanismo de inferencia. En esta etapa se asignan y se calculan reglas que 
controlan el sistema clasificador en donde, cada condición contiene una propiedad 
espectral elegida por el experto con base en el conocimiento de la relación entre las 
longitudes de onda (bandas espectrales) y las coberturas de interés para ello, es útil 
acceder a la biblioteca de firmas espectrales disponible en el Servicio Geológico de los 
Estados Unidos (USGS) (Kokaly et al., 2017). La asignación de estas reglas pueden ser 
combinadas por varias propiedades espectrales para una sola clase tal y como se relaciona 
en la Figura 1-3 (Hofmann, Blaschke, & Strobl, 2011). 
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Figura 1-2 Representaciones típicas de a) funciones de pertenencia lineales y (b) funciones 
de pertenencia no lineales. Donde, 𝜇(𝜌) es el grado de pertenencia en la propiedad 𝜌. Se 
visualiza 𝑖) difuso mayor que, 𝑖𝑖) difuso menor que y 𝑖𝑖𝑖) funciones rango difuso con una 
pertenencia máxima μ(𝑎) = 1.0 y 𝑖𝑣) funciones rango difuso con pertenecía máxima 
 
 
Figura 1-3 Ejemplo que describe conjunto de reglas difusas para la clasificación de tres 
clases A, B y C, mediante propiedades (espectrales o contextuales) a, b, c, d, e y f. 
 
 
En la Figura 1-3 también se relaciona la etapa final del mecanismo de inferencia. Como se 
dijo previamente cada clase contiene al menos una regla asociada a una función que mide 
la pertenencia 𝜇 según la propiedad espectral 𝜌 entre la clase y el objeto 𝑜𝑏𝑗_𝑖. Para inferir 
la pertenecía final 𝜇𝑓𝑐 del  𝑜𝑏𝑗_𝑖.a cada clase se combinan las reglas asignadas mediante 
un operador difuso (AND-OR). El operador AND elige el valor mínimo entre las medidas 
de pertenencia de las reglas asociadas por clase, mientras que el operador OR escoge la 
medida con mayor valor.  
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Una vez se ha obtenido la pertenecía final 𝜇𝑓𝑐 entre cada clase y él 𝑜𝑏𝑗_𝑖, se realiza el 
proceso de agregación el cual determina finalmente a que clase pertenece el 𝑜𝑏𝑗_𝑖 
(Karabegovic, Avdagic, & Ponjavic, 2006; Labrador, 2008; Perez, 2010). Para ello se hace 
uso de la función exponencial del vecino más cercano. Si 𝜇𝑓𝑐 es el más cercano a la medida 
final de pertenecía 𝜇𝑓𝐴 del área de entrenamiento de la clase A, entonces el 𝑜𝑏𝑗_𝑖 será 
asignado a la clase A, su expresión matemática se define en la ecuación (1-8) (Benz et al., 











𝑑: distancia entre 𝜇𝑓𝐴 del objeto del área de entrenamiento y el 𝜇𝑓𝑐 del 𝑜𝑏𝑗_𝑖 a clasificar. 
𝑓: clase (Bosque denso alto de tierra firme, Vegetación Secundaria, Lagunas, lagos y 
ciénagas naturales, Tejido urbano, etc.) 
𝜇𝑓𝐴: Pertenencia final del objeto del área de entrenamiento 
𝜇𝑓𝑐: Pertenencia final del 𝑜𝑏𝑗_𝑖. 
𝜎𝑓: desviación estándar del objeto del área de entrenamiento en la clase 𝑓. 
1.1.3 Evaluación de exactitud 
Uno de los métodos utilizados para evaluar la precisión de la clasificación, se realiza 
mediante la comparación entre el resultado de la clasificación y los datos de campo (áreas 
de entrenamiento), mapas existentes, fotografías aéreas, entre otros. Este proceso se 
desarrolla mediante la construcción de la matriz de confusión y el coeficiente Kappa 
(Posada, Ramirez, Daza, & Espejo, 2012). 
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La matriz de confusión permite identificar los conflictos entre la información de referencia 
y los grupos generados en la clasificación. En este estudio para la verificación de los 
resultados, se eligió clasificar las áreas de entrenamiento identificadas en campo para 
comprobar si se ajustaban a las categorías de interés generadas. Esta medida no es lo 
suficientemente precisa para evaluar la veracidad de los resultados, sin embargo, el uso 
de esta técnica permite explorar la precisión con la que se identifica un determinado tipo 
de cobertura y los conflictos entre clases. 
 
Este proceso es realizado mediante la comparación matricial entre ambos grupos áreas de 
entrenamiento y resultados de clasificación (Santos, 2007). Los tipos de exactitud 
generados mediante esta matriz, se definen como exactitud global, errores de omisión y 
comisión, exactitud del usuario y exactitud del productor (Rodriguez, 2011; Chuvieco, 
2016). 
 
La exactitud global (𝐸𝐺) indica la precisión del conjunto de clases del método a evaluar 
relacionando los elementos de la diagonal de la matriz de confusión con el total de los 
puntos muestreados:  
 








𝑥𝑖𝑖: diagonal de la matriz de confusión,  
N: número total de pixeles seleccionados como áreas de entrenamiento. Identificadas en 
campo mediante GPS. 
 
El valor obtenido en la exactitud global (𝐸𝐺) no permite evaluar la precisión entre las 
clases, para ello se analizan los valores marginales de las filas en la matriz de confusión, 
los cuales indican el número de datos que, perteneciendo a una clase determinada, no 
fueron incluidos en ella. Esto se conoce como errores de omisión 𝐸𝑂, para cada clase se 
calcula como: 
𝐸𝑂 =  
(𝑥𝑖+)−𝑥𝑖𝑖
𝑥𝑖+
 , (1-10) 
donde: 
𝑥𝑖+: indica el dato marginal de la fila 𝑖 
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𝑥𝑖𝑖: indica el dato de la diagonal de la fila 𝑖 
 
Por otra parte, las celdas no diagonales de las columnas expresan los errores de comisión 
(𝐸𝑐); refiriéndose a los datos que se incluyeron en una clase determinada perteneciendo 
realmente a otra,  
𝐸𝑐 =  
(𝑥+𝑖)−𝑥𝑖𝑖
𝑥+𝑖
 , (1-11) 
donde, 
𝑥+𝑖: indica el dato marginal de la columna 𝑖 
𝑥𝑖𝑖: indica el dato de la diagonal de la columna 𝑖 
 
Otras medidas estadísticas a partir de la matriz de confusión se conocen como exactitud 
del usuario (𝐸𝑢) y del productor (𝐸𝑝). La primera está en relación inversa con los errores 
de comisión, mientras que la segunda lo está con los de omisión. 
 
𝐸𝑢 =  
𝑥𝑖𝑖
𝑥𝑖+
 , (1-12) 
 
𝐸𝑝 =  
𝑥𝑖𝑖
𝑥+𝑖
 , (1-13) 
 
Los resultados, obtenidos mediante las medidas de exactitud relacionadas anteriormente, 
estudian lo que ocurre en la diagonal y en los marginales de las filas y columnas. Sin 
embargo, para el análisis general de las matrices de confusión uno de los índices más 
utilizados es el estadístico Kappa (𝐾) (ver ecuación ( 1-14)); propuesto por (Cohen, 1960). 
En el procesamiento digital de imágenes, este índice mide la concordancia entre dos 





𝑖=1 − ∑ 𝑥𝑖+ 𝑥+𝑖
𝑁
𝑖=1  
𝑁2 − ∑𝑥𝑖+ 𝑥+𝑖
 , ( 1-14) 
donde, 
 
𝑁: Número total de los puntos muestreados 
𝑥𝑖𝑖: indica diagonal de la matriz de confusión 
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𝑥𝑖+: indica el dato marginal de la fila 𝑖 
𝑥+𝑖: indica el dato marginal de la columna 𝑖 
 
El valor de coeficiente 𝐾 puede variar de 0 a 1, un valor cercano este a 1 significa que la 
concordancia de los dos métodos es muy alta. Este índice se puede categorizar en seis 
clases como se relaciona en la Tabla 1-1.con base en esta clasificación se puede rechazar 
o aceptar la nueva clasificación a evaluar (Rodriguez, 2011). 
 
Tabla 1-1 Validación para el coeficiente Kappa 
Rango Concordancia 
0 Nula 
0.01 – 0.02 Leve 
0.21 – 0.40 Aceptable 
0.41 –0.60 Moderada 
0.61–0.80 Considerable 
0.81 – 1.00 Casi perfecta 
1.2 Índices de asociación espacial 
La dependencia espacial es multidireccional, es decir una región puede estar afectada por 
muchas regiones que la rodean. Por lo tanto, se usa la matriz W de pesos espaciales, la 
cual refleja la intensidad de la interdependencia existente entre cada par de regiones 𝑖 y 𝑗. 
La matriz de pesos espaciales es cuadrada no estocástica de dimensión 𝑁𝑋𝑁 donde 𝑁 es 








0 𝑤12 .     . 𝑤1𝑁
𝑤21 0 .     . 𝑤2𝑁
. . .     . .
. . .     . .







Para definir los pesos, existen varias posibilidades, la más común recurre al concepto de 
contigüidad física de primer orden, a partir de la construcción de una matriz Booleana 
donde 𝑊𝑖𝑗 es igual a 1 si las regiones 𝑖 y 𝑗 son vecinas y a 0 en caso contrario. 
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Con relación a la contigüidad física y debido a la existencia de una cuadrícula regular se 
adoptan diversos criterios de vecindad ver Tabla 1-2, con base en el movimiento que 
realizan la torre, la reina y el alfil en un tablero de ajedrez, como se muestra en la Figura 
1-4 (Celemín, 2009). 
 
Tabla 1-2. Criterios de contigüidad física en una cuadrícula regular 




Criterio reina o queen 8 Serán vecinos de 𝑖 las regiones que comparten algún lado o vértice 
con 𝑖. 
Criterio torre o rook 4 Serán vecinos de 𝑖 las regiones que comparten algún lado con 𝑖 
Criterio alfil o bishop 4 Serán vecinos de 𝑖 las regiones que comparten algún vértice con 𝑖 
 
Figura 1-4 Criterios de contigüidad física en una cuadrícula regular, según movimientos 
fichas de ajedrez. Fuente: Tomada de (Celemín, 2009). 
 
 
La autocorrelación espacial, es la relación funcional entre los valores de una o varias 
variables en diferentes puntos del espacio. Existe autocorrelación positiva si la presencia 
de un fenómeno determinado en una región se extiende hacia el resto de las regiones que 
la rodean. Por el contrario, existe autocorrelación negativa cuando la presencia de un 
fenómeno en una región inhibe su aparición en las regiones vecinas. Finalmente, hay 
ausencia de autocorrelación cuando los datos ocurren en el espacio de manera aleatoria 
(Serrano & Valcarce, 2000; Pugh & Congalton, 2001). 
 
Para cuantificar la autocorrelación espacial existen indicadores globales y locales de 
asociación espacial. Los indicadores globales proporcionan una única medida que resume 
la dependencia espacial en toda la zona de estudio. Esta medida puede no ser adecuada 
debido que el alcance de la autocorrelación espacial varía significativamente en diferentes 
regiones de la imagen.  
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En este caso se requiere de otra medida que permita cuantificar la asociacion espacial por 
zonas, estas medidas son llamadas indices locales de asociacion espacial (LISA) (Andrew 
& Ord, 1973; Anselin, 1995; LeDrew et al., 2004). 
 
A continuación, se relaciona únicamente la definición de las medidas locales de 
autocorrelación espacial ya que, el enfoque de este estudio mediante este método se basa 
en encontrar una asociación significativa de valores similares o disímiles entre regiones 
vecinas. Para ello, se enuncian los estadísticos de dependencia espacial conocidos como: 
I de Moran local univariado, I de Moran local bivariado y G(d) Getis y Ord univariado 
(Anselin, 1995; Getis & Ord, 1992). 
1.2.1 Estadístico local I de Moran univariado 
Este estadístico permite identificar valores altos o bajos que se agrupan espacialmente, 
así como valores muy distintos a los de las áreas vecinas. Se expresa de la siguiente forma 
(Anselin, 1995): 
 








𝑧𝑖 es el valor correspondiente a la región 𝑖 de la variable normalizada ( 𝑧𝑖 =
𝑥𝑖−?̅?
𝑆𝐷𝑥
 ) y 𝑗 
conjunto de regiones vecinas a 𝑖. 
𝑤𝑖𝑗 es la distancia ponderada entre la región 𝑖 y las regiones 𝑗. 
La sumatoria ∑  𝑛𝑗=1 es a través de cada fila 𝑖 de la matriz de pesos espaciales. 
𝑛 es igual al número de regiones vecinas a la región 𝑖. 
 
Un valor positivo de 𝐼𝑖 indica la existencia de un grupo de valores similares y un valor 
negativo de 𝐼𝑖 indica la existencia de un grupo de valores disímiles de la variable analizada 
alrededor de la región 𝑖. 
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1.2.2 Estadístico local Getis y Ord univariado 
El estadístico de Getis y Ord univariado (Getis & Ord, 1992) compara los valores de una 
región (concentración local) con los valores vecinos a una distancia (𝑑) dada. Su expresión 
























𝑥𝑗 es la variable de interés para la región 𝑗 
𝑤𝑖𝑗 es el peso espacial entre la región 𝑖 y la región 𝑗 












− (?̅?)2 , 
1.2.3 Estadístico local I de Moran bivariado 
El índice de Moran local bivariado es una extensión del índice local de Moran univariado. 
En donde la variable 𝑥 de la región 𝑖 se compara con la variable 𝑦 de la región 𝑗. Esta 
ecuación bivariada se define como (Bone, Wulder, White, Robertson, & Nelson, 2013; 
Matkan, Shahri, & Mirzaie, 2013): 
 
















 , ( 1-17) 
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𝑛 es igual al número de regiones vecinas a la región 𝑖. 
𝑥𝑖: denota el valor de la variable 𝑥 en la posición 𝑖. 
?̅?: representa el promedio de la variable 𝑥 en la región 𝑖. 
𝑦𝑗 denota el valor de la variable 𝑦 en la región 𝑗. 
?̅? representa el promedio de la variable 𝑦.en la región 𝑗. 
𝑤𝑖𝑗 es el peso espacial entre la región 𝑖 y la región 𝑗. 
 
Para definir si los estadísticos de autocorrelación espacial son significativos, se realizan 
algunas pruebas sobre la hipótesis de no agrupación, que comprueban si la configuración 
espacial de la variable se produce aleatoriamente. Una de las formas para dicha 
determinación es la prueba de permutaciones en donde los valores observados 
𝑍(𝑠1),… . 𝑍(𝑠𝑛) se pueden considerar como una asignación aleatoria a ubicaciones 
espaciales. Visto de otra forma, es como si se asignaran las coordenadas del sitio 
(𝑠1), … . (𝑠𝑛) completamente al azar a los valores observados. Con 𝑛 sitios, el número de 
asignaciones posibles es finito 𝑛!. Los 𝑛! arreglos producen la distribución nula y se puede 
determinar la probabilidad de exceder el estadístico observado. La media y la varianza   
bajo este enfoque de aleatorización, están en dadas en ( 1-18) y ( 1-19) del índice de Moran 









 , ( 1-18) 
 
𝑉[𝐼𝑖]= 𝐸[𝐼𝑖
2] −  𝐸[𝐼𝑖]
2 , ( 1-19) 
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Para el caso del estadístico local de Getis y Ord: 










 , ( 1-21) 
 
𝑉 [𝐺𝑖





− (?̅?)2 , ( 1-22) 
 
Este estadístico es una puntuación z, por lo tanto, no requiere más cálculos. 
 
Para los casos donde 𝑛 es moderadamente grande, el número de posibles asignaciones 
aleatorias de valores a los sitios es grande. En este caso en lugar de realizar una 
enumeración completa, se muestrean independientemente 𝑘 asignaciones aleatorias para 
construir la distribución nula empírica. Para una prueba de nivel del 5%, se justifican 𝑘 =
99 muestras y se recomienda 𝑘 = 999 para una prueba de nivel del 1%. Cuanto mayor sea 
𝑘, mejor será la distribución empírica que se aproxima a la distribución nula. Luego, el 
estadístico observado se combina de nuevo con los valores de la simulación y se calcula 
el rango relativo. Si este rango es suficientemente extremo, se rechaza la hipótesis de no 
autocorrelación (Schabenberger & Gotway, 2017). 
 
Para el caso del estadístico local de moran, otra forma de analizar la significancia de un 
estadístico es mediante el gráfico de dispersión el cual, consiste en un gráfico entre el 
retardo espacial de la variable observada en el eje 𝑦 y la variable original en el eje 𝑥. El 
retardo espacial se obtiene como el producto de la matriz de pesos espaciales por el vector 
de observaciones de una variable aleatoria 𝑦, es decir 𝑤𝑦. Así, cada elemento de una 
variable retardada espacialmente es igual a: 
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donde 𝑤𝑖𝑗 son los pesos espaciales. De esta forma cada elemento del retardo espacial es 
igual a un promedio ponderado de los valores de la variable en la región de observaciones 
vecinas. La pendiente del ajuste lineal a la gráfica de dispersión es igual al I de Moran. Un 
aspecto importante de la visualización en el diagrama de dispersión de Moran es la 
clasificación de la naturaleza de la autocorrelación espacial en cuatro categorías, estas se 
descomponen fácilmente en cuatro cuadrantes ver Figura 1-5, el cuadrante superior 
derecho y el cuadrante inferior izquierdo corresponden a la autocorrelación espacial 
positiva (valores similares en ubicaciones vecinas) y refieren a autocorrelación alta-alta y 
autocorrelación baja-baja respectivamente, en contraste, el cuadrante inferior derecho y 
superior izquierdo corresponden a una autocorrelación espacial negativa (valores 
diferentes en ubicaciones vecinas), la forma de referir estos dos casos es autocorrelación 
alta-baja y autocorrelación baja-alta (Fischer, Scholten, & Unwin, 1996). 
 





2. Materiales y métodos 
2.1 Área de estudio 
El área de estudio corresponde a un tramo del río Amazonas, el cual se encuentra 
localizado en el extremo sur de Colombia en el departamento de Amazonas, entre los 
municipios de Leticia y Puerto Nariño, ver Figura 2-1. Esta zona se caracteriza por ser 
frontera fluvial, aguas arriba tiene un alcance en el territorio peruano (Santa Rosa, 
Caballococha) y aguas abajo tiene alcance en Brasil en la ciudad de Tabatinga. En este 
sector, el río tiene una longitud de 110 km y se encuentra definido por un sistema multicanal 
con canales principales y secundarios. Los canales son rectos y sinuosos y el ancho del 
río en el canal principal varía entre 1 y 4,4 km (M. Rozo et al., 2014). 
 
En este sector las zonas topográficamente más altas se localizan en la parte NE del área 
de estudio, en donde estas alcanzan hasta los 187 m.s.n.m., decreciendo hacia las riberas 
del río Amazonas y en cercanías con Leticia. En general, la variación del relieve en la región 
es baja y las desigualdades altitudinales son escasas. Las alturas oscilan alrededor de 84 
m.s.n.m (Montoya, Alonso, Alejandro, & Arenas, 2012). Por otra parte, la zona se encuentra 
cubierta en su totalidad por selva tropical, compuesta por llanuras aluviales bajas, planas 
e inundables, que presentan diferencias en morfografía dependiendo de la estación, seca 
o lluviosa. El régimen de lluvias en la zona, según los registros de las estaciones 
meteorológicas del IDEAM, es esencialmente unimodal, con una precipitación media 
multianual de 3.307mm. La temperatura media en la región es de 25.3°C., con mínima 
promedio de 21.5°C., y máxima promedio de 30.2°C (González, 2005; Corpoamazonia, 
2014). 
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Figura 2-1 Localización zona de estudio 
 
2.2 Metodología 
Para evaluar las bondades de la aplicación del GEOBIA y los LISA en el estudio de CD, se 
abordó en este trabajo el análisis de la dinámica de un tramo del río Amazonas durante un 
periodo de 26 años (1989-2015). El cual carece de estudios técnicos que ratifiquen lo que 
se conoce de la dinámica en superficie del río, ya que aparecen y desaparecen islas que 
generan problemáticas administrativas y ambientales en cada país involucrado, por 
ejemplo Colombia ha ganado territorio pero perdiendo rio y aunque tenga el derecho de 
navegabilidad según el tratado establecido entre Perú y Colombia, el puerto colombiano 
ha perdido acceso directo al cauce del río que es la principal vía comercial de Leticia de la 
cual dependen cerca de 42000 habitantes, respecto a Perú este país ha ganado río pero 
sus problemáticas ambientales en cuanto a inundaciones se ha incrementado. 
 
Los métodos tradicionales para la cartografía de geoformas fluviales se basan en 
caracterizaciones cualitativas, identificación en campo y conocimiento geográfico del área 
a cartografiar.  
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Esta aproximación consume tiempo y los análisis dependen de las decisiones del 
intérprete, lo cual induce subjetividad en los resultados. Debido a lo anterior, se propone 
una metodología en el esquema de la Figura 2-2, para el análisis de CD empleando 
interpretación de imágenes satelitales y estadística espacial, estas técnicas permiten 
implementar procesos sistemáticos y reproducibles para la identificación y mapeo de 
geoformas fluviales.  
 
Figura 2-2 Esquema propuesta metodológica 
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2.2.1 Adquisición de imágenes satelitales  
Para el análisis del río Amazonas, se adquirieron imágenes satelitales cada 10 años, los 
sensores pertenecientes a los datos utilizados corresponden a Landsat TM y OLI-TIRS, 
sus características principales se relacionan en la Tabla 2-1 y Tabla 2-2 en la 
respectivamente. Estos insumos se obtuvieron desde el catálogo del Servicio Geológico 
de los Estados Unidos “Earth Explorer” (Explorer, 1879). Estas imágenes contienen pre-
procesamiento nivel 1 (L1T) el cual, indica corrección radiométrica y geométrica (USGS, 
2016). Además, se encuentran con corrección atmosférica aparente, es decir, que los 
valores de los niveles digitales hacen referencia a la reflectancia, información necesaria 
para el estudio de la evolución o comportamiento de un río (Chuvieco, 2016). 
 
Tabla 2-1 Información imágenes Landsat TM5 
DETALLES DE LAS IMÁGENES 
Fecha de Toma Sep. 13-1989 Jun 28- 1990 Jun 18 1998 Ago 05 1998 Jun 24 2006 Sep 28 2006 
Filas 6921 6921 6991 6981 6931 6921 




Nombre LANDSAT TM5 
Descripción 
Las imágenes satelitales multiespectrales fueron capturadas por el satélite  Landsat TM5 
administrado por la NASA y distribuido por el USGS . Este satélite es uno de los más longevos aún 
en funcionamiento, estando en una órbita baja de la Tierra. 
RESOLUCIÓN 
Temporal 16 días Radiométrica 8 bits 
Resolución Espectral y Resolución Espacial 
Banda Rango Espectral micras R. Espacial 
1 Azul 0.45-0.52 30 m 
2 Verde 0.52-0.60 30 m 
3 Roja 0.63-0.69 30 m 
4 Infrarrojo Cercano 1 0.76-0.90 30 m 
5 Infrarrojo Cercano 2 1.55-1.75 30 m 
6 Termal 10.4-12.5 120 m 
7 Infrarrojo medio 2.08-2.35 30 m 
COORDENADAS 
 
Imagen Sep. 13-1989 Jun 28- 1990 Jun 18 1998 Ago 05 1998 Jun 24 2006 Sep 28 2006 
Norte -376185 -374385 -375285 -374985 -375585 -374985 
Oeste 257685 253185 258885 258885 255885 252585 
Este 490515 485715 491415 492315 490815 489015 
Sur -583815 -582015 -585015 -584415 -583515 -582615 




UTM Elipsoide de referencia WGS84 
Datum WGS84 UTM Zone 19 N 
FUENTE 
Distribuidor USGS (Servicio Geológico de los estados unidos) 
Tipo de archivo .Tiff 
 
  
Materiales y métodos 27 
 
Tabla 2-2 Información imágenes Landsat 8 
DETALLES DE LAS IMÁGENES 
Fecha de Toma Julio 03 2015 Agosto 04 2015 
Filas 7751 7751 




Nombre LANDSAT 8 
Descripción 
Las bandas espectrales del sensor OLI, aunque similares a el sensor Landsat 7 ETM +, 
proporcionan una mejora de los instrumentos de las misiones Landsat anteriores, debido a la 
incorporación de dos nuevas bandas espectrales: un canal profundo en el azul visible (banda 1), 
diseñado específicamente para los recursos hídricos e investigación en zonas costeras, y un nuevo 
canal infrarrojo (banda 9) para la detección de nubes cirrus. 
RESOLUCIÓN 
Temporal 1 día Radiométrica 12 bits 
Resolución Espectral y Resolución Espacial 
Banda Rango Espectral micras R. Espacial 
1 Aerosol costero 0.43 - 0.45 30 m 
2 - Azul 0.45 - 0.51 30 m 
3 - Verde 0.53 - 0.59  30 m 
4 Rojo 0.64 - 0.67  30 m 
5 Infrarrojo cercano (NIR) 0.85 - 0.88  30 m 
6 SWIR 1 1.57 - 1.65  30 m 
7 - SWIR 2 2.11 - 2.29  30 m 
 - Pancromático 0.50 - 0.68  15 m 
 Cirrus 1.36 - 1.38  30 m 
 – Infrarrojo térmico (TIRS) 1 10.60 - 11.19  100 m 
 Infrarrojo térmico (TIRS) 2 11.50 - 12.51 100 m 
COORDENADAS 
Imagen Julio 03 2015 Agosto 04 2015 
Norte -363885 -363885 
Oeste 259785 261585 
Este 487515 489315 




UTM Elipsoide de referencia WGS84 
Datum WGS84 UTM Zone 19 N 
FUENTE 
Distribuidor USGS (Servicio Geológico de los estados unidos) 
Tipo de archivo .Tiff 
 
Posterior a la adquisición de las imágenes, se procedió a la selección de estas de acuerdo 
con las fluctuaciones del nivel de agua establecido por el régimen de lluvias en la zona de 
estudio. De acuerdo con lo anterior, se seleccionó una imagen satelital cada 10 años 
aproximadamente; para cada régimen de lluvias. Una vez seleccionadas las imágenes, se 
realizó el recorte de cada escena según el área de interés. Cada imagen satelital se 
transformó al sistema de referencia espacial según el estándar oficial del Instituto 
Geográfico Agustín Codazzi.  
 
El cambio de coordenadas consistió en transformar del sistema de referencia espacial de 
las imágenes satelitales (WGS 84 UTM 19N) a las coordenadas del marco geocéntrico 
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nacional (MAGNA-ESTE), se utilizó este sistema puesto que obedece al oficial para 
Colombia específicamente origen ESTE para la zona de estudio Figura 2-3 (IGAC, 2005). 
 
Figura 2-3 Orígenes de referencia espacial MAGNA-COLOMBIA 
 
2.2.2 Clasificación no supervisada método Isodata  
Con base en el recorte y definición del sistema de referencia en cada imagen satelital, se 
procedió con la agrupación de píxeles según su similitud espectral, sin conocimiento previo 
del contexto temático. Para ello, se llevó a cabo la clasificación no supervisada, sobre la 
trasformación Tasseled Cap realizada a cada imagen satelital. 
 
La transformación Tasseled Cap genera bandas artificiales mediante la combinación lineal 
de las bandas originales de la imagen, con el objeto de discriminar o realzar rasgos 
temáticos. En general este método transforma los datos de imagen a un nuevo sistema de 
coordenadas con un nuevo conjunto de ejes ortogonales. El eje principal, llamado brillo, se 
deriva de la suma ponderada de las reflectancias de todas las bandas espectrales, este 
componente refleja los cambios en la reflectividad total de la escena y compila la mayor 
variabilidad de la imagen, el segundo componente, el verdor, indica el contraste entre las 
bandas del espectro visible y el infrarrojo cercano, destaca la intervención del infrarrojo 
cercano mediante la ponderación negativa de las bandas del espectro visible y la anulación 
mutua de los dos infrarrojos medios, mientras que el tercer componente, humedad, es 
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ortogonal a los primeros dos componentes y se asocia con la humedad del suelo, el agua 
y otras superficies húmedas, está vinculado nítidamente con el infrarrojo medio. Los demás 
componentes resultantes contienen el ruido y las influencias atmosféricas de la imagen, 
como nubes, niebla, diferencias de ángulo, entre otros, cabe destacar que los tres primeros 
componentes de la imagen transformada con Tasseled Cap contienen cerca del 97 por 
ciento de la información significativa disponible en la imagen (Chuvieco, 2016). 
 
Se decidió trabajar sobre este mejoramiento ya que, el uso de la información completa 
puede generar redundancia espectral afectando los resultados finales, utilizar de 3 a 5 
bandas espectralmente contrastantes, es más que suficiente para una clasificación no 
supervisada (Posada et al., 2012). 
 
Se escogió la trasformación Tasseled Cap, debido a su frecuente uso en estudios que 
tienen por objeto detectar cambios o realizar análisis multitemporales. Como se mencionó 
esta técnica se caracteriza por ser un mecanismo que reduce el volumen de datos 
espectrales a tres principales índices ortogonales (brillo, verdor y humedad). Esta 
asociación entre las características espectrales y algunos parámetros físicos de la 
superficie de la tierra permite comparar de manera directa las entidades de la cobertura 
del suelo. Otra ventaja de este método consiste en la reducción de las influencias 
atmosféricas y los componentes de ruido en las imágenes, permitiendo un análisis más 
preciso (Selim & Ismail, 1984; Jin & Sader, 2005). 
 
El proceso de clasificación no supervisada se realizó mediante el algoritmo Isodata del 
módulo “Unsupervised Classification” del software ENVI 5.3. Se eligió este método por ser 
una herramienta que permite tener una idea a priori de las coberturas existentes en la zona 
de estudio. Los métodos más conocidos para este proceso son K-medias e Isodata, sin 
embargo, (Selim & Ismail, 1984; Y. Zhong, Zhang, Huang, & Li, 2006) resaltan que el 
método Isodata es una versión mejorada comparado con el método K-medias. 
 
El número de categorías por clasificación se determinó por interpretación visual, iniciando 
con 20 clases que fueron disminuyendo paulatinamente. A partir de once grupos 
clasificados, se observó que disminuyendo las clases se perdía información. Por esta 
razón, las imágenes se clasificaron cada una en 11 clases y fueron interpretadas con base 
en el mapa de coberturas de la tierra de la Amazonia colombiana a escala 1:100.000 
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correspondiente al periodo 2014 y 2016. En este proceso fue necesario realizar una 
reclasificación de cada imagen, unificando las clases que brindaban información 
redundante o imprecisa. 
 
Los resultados obtenidos en las clasificaciones no supervisadas se emplearon en la visita 
de campo, de esta forma se definieron áreas de entrenamiento y se obtuvo información 
relacionada con la evolución del río. Esta fase dio soporte al desarrollo del método de 
clasificación supervisado orientado a objetos mediante reglas difusas. 
2.2.3 Diseño del trabajo de campo 
El diseño del trabajo de campo se formuló de acuerdo con dos objetivos principales 1) 
identificar la forma de las islas existentes en el tramo de interés del Rio Amazonas y 2) 
adquirir puntos georreferenciados y sustentados mediante fotografías terrestres de las 
clases de entrenamiento a definir en la clasificación supervisada orientada a objetos. 
 
La salida se planeó los días 25 y 26 de septiembre de 2016, los municipios de Leticia y 
Puerto Nariño, se escogieron como sedes de instalación teniendo en cuenta que estos 
sitios cuentan con la estructura física para hospedaje y elementos que facilitan la 
recolección de datos. 
 
Los mapas resultantes de la clasificación no supervisada que corresponden a los años 
1989 y 2015, se generaron como apoyo para el diseño del recorrido e identificación de 
puntos de interés y áreas de entrenamiento. Previo al recorrido se configuró el equipo de 
posicionamiento global GPS según el marco de referencia colombiano de la zona de 
estudio (MAGNA ESTE). Se establecieron estaciones para la ubicación y registro de los 
puntos de interés en donde se tomaron coordenadas y fotografías terrestres de las islas y 
clases temáticas o de entrenamiento a lo largo del río Amazonas en un tramo aproximado 
de 97 km. 
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2.2.4 Implementación de los métodos de clasificación GEOBIA y 
LISA 
▪ GEOBIA 
Se evaluaron los métodos (GEOBIA Y LISA) para la clasificación de imágenes satelitales, 
con base en la exactitud temática para el análisis de detección de cambios (CD) del río 
amazonas entre los años 1989 y 2015. A continuación, se detalla el proceso de aplicación 
de ambos métodos: 
 
En la clasificación mediante GEOBIA en primer lugar se generó la segmentación de cada 
imagen a analizar. El algoritmo utilizado para la creación de objetos se denomina 
segmentación a múltiples resoluciones el cual, se encuentra disponible en el software 
eCognition y utiliza tres parámetros principales: 1) escala, 2) forma y 3) compacidad. El 
parámetro de escala determina el tamaño de cada objeto creado, mientras que los 
parámetros de forma y compacidad determinan la forma de los objetos. Los parámetros 
asignados en este estudio fueron: escala 15, criterio de forma 0,3 y criterio de compacidad 
0,7. Según revisión de literatura que involucra métodos de segmentación en imágenes 
LANDSAT, autores como: (Al Fugara et al., 2009; Aksoy & Ercanoglu, 2012) establecen el 
parámetro de escala mediante análisis visual, mientras que (S. K. Maxwell, 2011) resalta 
que un valor bajo en el parámetro de forma permite hacer énfasis en el criterio de color y 
un valor alto de compacidad da como resultado límites de objetos más compactos. 
 
Una vez generados los objetos de cada imagen a clasificar, y con base en la información 
de campo, se definieron y seleccionaron las siguientes clases de entrenamiento 1). Bosque 
denso alto de tierra firme, 2). Bosque denso alto inundable heterogéneo, 3). Cauce 
principal, 4). Lagos y lagunas, 5). Mosaico de cultivos, pastos y espacios naturales, 6). 
Tejido urbano, 7). Vegetación secundaria, 8). Zonas arenosas. En algunas fechas se 
crearon las clases 9) nubes y 10) sombras debido a las condiciones atmosféricas.  
 
El siguiente proceso consistió en la asignación de reglas difusas, teniendo en cuenta 
características particulares entre la relación espectral y las coberturas, es decir, para la 
clase cuerpos de agua; se involucraron dos bandas del espectro visible (b2 y b3, verde y 
roja respectivamente) y un índice de humedad, mientras que para el caso de la vegetación 
se tuvieron en cuenta dos bandas del infrarrojo (b4 y b5, infrarrojos cercanos) y la 
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información de brillo, verdor y humedad resultante de la transformación Tasseled cap. Para 
optimizar la combinación de las reglas o condicionantes por clase se hizo uso de la 
herramienta “Feature space optimization” disponible en eCognition basándose en el 
cálculo de la mejor combinación de reglas según la cobertura (Aminipouri, Sliuzas, & 
Kuffer, 2009). 
 
Una vez evaluadas todas las reglas por clase, se realizó la clasificación de los objetos 
mediante el método del vecino más cercano, en donde entre más cerca se encontró un 
objeto de la muestra seleccionada, mayor fue su pertenencia, y entre mayor fue su 
distancia, menor fue la pertenencia (Wei et al., 2005).  
▪ LISA UNIVARIADO 
En este estudio el análisis univariado se realizó sobre la banda del infrarrojo cercano 1 
(NIR1) de cada imagen satelital, este canal se caracteriza por brindar una imagen con la 
mayor variabilidad espectral respecto a las demás bandas de cada escena. Además, es 
una banda que particularmente permite el mapeo geomorfológico, la identificación de los 
límites entre el suelo y cuerpos de agua y la caracterización de las variaciones en la 
vegetación debido a la sensibilidad de la longitud de onda con la clorofila (Melo Wilches & 
Camacho Chávez, 2005). 
 
Una vez elegida la banda NIR1 de cada imagen; se realizó el mejoramiento de contraste 
mediante la técnica de ecualización de histograma; que permite distribuir la intensidad de 
los niveles digitales a lo largo de todo el espectro, en otros términos resalta la relación de 
un objeto con su entorno (Demirel, Ozcinar, & Anbarjafari, 2010; Singh & Dixit, 2015). Se 
eligió esta técnica ya que los niveles visuales están en función del nivel digital y la 
frecuencia, ventaja que no presenta el método de expansión lineal, en este todos los 
niveles digitales son tratados de igual forma desconociendo la frecuencia y brindando 
menor contraste. 
 
Con base en cada banda ecualizada se buscaron áreas similares o diferentes mediante el 
cálculo del grado de dependencia espacial entre un nivel digital y sus vecinos a una 
distancia establecida y con base en un criterio de contigüidad física. En este estudio se 
calculó la autocorrelación local univariada para las distancias de 30, 60, 90 y 120 metros 
teniendo en cuenta la resolución espacial mínima de las imágenes Landsat (30m) y el 
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criterio de contigüidad física utilizado se conoce como “Queen” el cual, se basa en calcular 
la autocorrelación de una misma variable en todas las direcciones, en este caso, entre un 
píxel y sus vecinos adyacentes. De este proceso se obtuvo para cada fecha de estudio un 
resultado (imagen) por distancia y por cada LISA (I. Morán y Getis y Ord). 
▪ LISA BIVARIADO  
Los LISA bivariados son técnicas que permiten identificar agrupamientos mediante el 
análisis del valor de una variable en una posición 𝑖 comparado con el valor de otra variable 
en una región establecida 𝑗. En esta metodología se realizó el proceso bivariado con dos 
bandas de la imagen satelital, se eligió la banda 3 (roja) por ser la de longitud de onda más 
larga en el espectro visible, permitiendo reducir errores por condiciones atmosféricas y la 
banda 4 (NIR) del infrarrojo cercano que contiene mayor variabilidad o heterogeneidad 
espectral. Además, el contraste entre estas dos bandas permite diferenciar o demarcar con 
claridad los límites entre la cobertura agua y suelo. 
Al igual que en el proceso univariado se definió la matriz de vecindad que establece la 
región 𝑗 mediante el número de vecinos alrededor de cada píxel por medio del criterio de 
contigüidad física tipo “Queen” para una distancia de 30 metros. Se escogió “Queen” 
porque tiene en cuenta los vecinos en todas las direcciones; característica útil cuando hay 
coberturas compartidas entre los pixeles adyacentes. En cuanto a la distancia, se 
estableció un análisis de vecindad cada 30 metros el cual se encuentra asociado a la 
resolución espacial de las imágenes y a la variabilidad de coberturas en distancias mínimas 
que presenta la zona de estudio. 
 
Una vez definidas las condiciones de vecindad se generó la matriz de pesos espaciales, 
siendo esta una matriz de 352 filas x 319 columnas estandarizadas, que asigna el valor de 
cero a los pixeles que no son vecinos y el valor de 1 en caso contrario. Posterior a la 
definición de la matriz de pesos, se determinó si hay o no autocorrelación espacial, para 
ello se definió la hipótesis nula 𝐻0 como “ausencia de autocorrelación espacial”, se rechazó 
la hipótesis nula con un 1% de significancia, corroborando que los datos presentan 
autocorrelación espacial, también se analizó el diagrama de dispersión para confirmar la 
existencia de autocorrelación. 
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Dado que el índice de Moran local bivariado en este trabajo es estadísticamente 
significativo, se generaron los mapas de agrupamiento tanto para el análisis univariado 
como para el bivariado, esto con el fin de comparar los resultados y evidenciar el aporte 
que brinda la correlación cruzada en la clasificación de coberturas. 
 
▪ EVALUCIÓN DE EXACTITUD 
Una vez se obtuvo la clasificación mediante cada método, se procedió con la comparación 
de los mismos mediante la evaluación de la exactitud, que en este contexto se refiere a la 
concordancia entre la imagen clasificada y lo existente en el terreno (Lillesand, Kiefer, & 
Chipman, 2014). 
 
La validación de los métodos de la propuesta metodológica se realizó comparando las 
clasificaciones obtenidas mediante GEOBIA y LISA (Moran y Getis y Ord univariados) con 
las áreas de verificación que se encuentran realmente en la zona de estudio. Mediante la 
Tabla 1-1 y el coeficiente Kappa de la ecuación ( 1-14) de la sección 1.1.3, se determinó 
el método que más se acerca a la realidad. Con esta decisión se realizó el análisis 





3.1 Aplicación de la propuesta metodológica de la 
dinámica del río amazonas (1989 - 2015)  
3.1.1 Selección de imágenes según nivel de agua 
La selección de imágenes satelitales adquiridas se realizó teniendo en cuenta las 
fluctuaciones del nivel de agua establecido por el régimen de lluvias en la zona de estudio. 
Según los registros de las estaciones meteorológicas del IDEAM, ver Figura 3-1, los niveles 
medios anuales de las estaciones hidrométricas (Nazareth y Puerto Nariño), relacionados 
en la Tabla 3-1 y graficados en la Tabla 3-2, indican que los valores más bajos se presentan 
en los meses de agosto-noviembre y los máximos de enero a julio. 
Figura 3-1 Localización estaciones hidrométricas IDEAM 
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Estación Puerto Nariño 
(1988-2011) 
Enero 909,7 875,9 
Febrero 980,3 941,1 
Marzo 1099,7 1053,2 
Abril 1192,0 1062,3 
Mayo 1207,8 1099,6 
Junio 1067,9 1010,7 
Julio 828,0 817,0 
Agosto 524,4 603,4 
Septiembre 378,3 481,9 
Octubre 461,7 532,3 
Noviembre 662,8 701,2 
Diciembre 820,4 826,9 
Promedio Anual 844,4 833,8 
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De acuerdo con lo anterior en la Tabla 3-3 se relacionan las imágenes clasificadas en 
dos niveles de agua (bajo y alto). Se decidió realizar el análisis de detección de 
cambios del río para cada nivel de agua ya que, este difiere según la temporada del 
año. 
 
Tabla 3-3. Imágenes seleccionadas con los niveles de agua del Río Amazonas 
Niveles de agua bajos Niveles de agua altos 
Sensor TM 5 
Septiembre 13 - 1989 Junio 28-1990 
  
Sensor TM 5 
Agosto 5 - 1998 Junio 18 - 1998 
  
Sensor TM 5 
Septiembre 28 - 2006 Junio 24 - 2006 
  
Sensor OLI 
Agosto 4 - 2015 Julio 3 - 2015 
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3.1.2 Recorte imágenes satelitales 
En la Figura 3-2 se presenta en contorno rojo el corte realizado a las imágenes satelitales. 
Este recuadro representa la delimitación de la zona de interés sobre la cual se realizó el 
procesamiento y análisis de detección de cambios del río amazonas y su entorno biofísico 
(suelo, agua y vegetación). Se escogió esta área ya que, este río tiene un ancho de 
aproximadamente 4 km y la llanura de inundación puede llegar a ser de 10 km, este 
contexto regional permite analizar la variabilidad del entorno asociado a la dinámica del 
río, como es la vegetación, y los sistemas lagunares. 
Figura 3-2 Delimitación área de estudio  
 
Nota: Para el procesamiento se excluyó la 
banda termal de todas las imágenes. Ya que 
esta banda contiene información de emitancia 
y el procesamiento se realiza sobre datos de 
reflectancia. 
 
Área cubierta: 748488,04 Ha 
Tamaño Imagen 
Filas: 2374 Columnas:3512 





3.1.3 Clasificación no supervisada basada en Tasseled 
Cap método Isodata 
Previo a la clasificación no supervisada se realizó la transformación Tasseled Cap, la cual 
permitió reducir el volumen de datos a tres variables principales; brillo, verdor y humedad. 
En la Figura 3-3 se visualiza la composición a color de estas dimensiones, las cuales 
resaltan las coberturas espectralmente observables, en donde los tonos rojos representan 
Resultados 39 
 
el suelo o zonas arenosas, los tonos verdes discriminan diferentes tipos o estados de la 
vegetación y los azules representan zonas húmedas o cuerpos de agua. 
Figura 3-3 RGB Transformación Tasseled Cap 
Niveles de agua bajos Niveles de agua altos 
Septiembre 13 – 1989 Junio 28-1990 
  
Agosto 5 – 1998 Junio 18 - 1998 
  
Septiembre 28 – 2006 Junio 24 - 2006 
  
Agosto 4 – 2015 Julio 3 - 2015 
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Con base en las dimensiones de la transformación Tasseled Cap, se obtuvo la clasificación 
no supervisada para cada fecha. Cada agrupamiento espectral o clase fue interpretado y 
nombrado según la Tabla 3-4, ninguna imagen tiene la totalidad de las clases relacionadas 
en esta tabla, estas difieren de acuerdo con las condiciones atmosféricas de la imagen. 
Tabla 3-4 Clases interpretadas clasificación no Supervisada 
COLOR CLASE 
 Bosque denso 
 Cauce actual 
 Lagunas, lagos y ciénagas naturales 
 Nubes 
 Vegetación secundaria o en transición 
 Zonas arenosas naturales 
 Zonas urbanas 
 Zonas desprovistas de vegetación 
 
La clasificación no supervisada presentada en la Figura 3-4, arrojó resultados útiles para 
el trabajo de campo ya que se evidencia que las zonas arenosas o barras de arena 
asociadas al río y la vegetación secundaria se interpretan mejor en la temporada baja del 
río mientras que el cauce actual y las zonas lagunares son espectralmente representativas 
en las imágenes de niveles altos del río. El objetivo principal de esta etapa consistió en el 
conocimiento a priori de la zona de estudio, para la identificación de las clases en campo 
y para la definición de las áreas de entrenamiento exigidas en la siguiente fase 












Figura 3-4 Clasificación no supervisada Isodata 
Niveles de agua bajos Niveles de agua altos 
Septiembre 13 – 1989 Junio 28-1990 
  
Agosto 5 – 1998 Junio 18 - 1998 
  
Septiembre 28 – 2006 Junio 24 - 2006 
  
Agosto 4 – 2015 Julio 3 - 2015 
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3.1.4 Trabajo de campo 
El trabajo de campo se realizó los días 25 y 26 de septiembre de 2016, durante este tiempo 
se recorrieron 97 km aproximadamente en lancha sobre el tramo de interés del río 
amazonas. En el mapa de la Figura 3-5 se visualiza el trazado del recorrido y los puntos 
de las estaciones georreferenciadas. La descripción de la información capturada en campo 
por cada estación se presenta en el Anexo D. 
Figura 3-5 Mapa de estaciones de campo 
 
Como el objetivo de este estudio es el análisis de detección de cambios en el espacio y la 
CD del río Amazonas entre el año 1989 y 2015, en campo se adquirió información de las 
islas fluviales (ver Figura 3-6) ya que, estas son formas en superficie que varían con el 
tiempo debido a la acción del agua.  
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Figura 3-6 Mapa de islas identificadas en campo 
 
Además de la identificación de las islas, se caracterizaron formas en superficie asociadas 
al entorno biofísico (suelo, agua y vegetación) mediante registro de coordenada y sustento 
fotográfico, este proceso hace parte de la selección de las áreas de entrenamiento (ver 
Figura 3-7) seleccionadas para la clasificación supervisada orientada a objetos. 
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Figura 3-7 Mapa de áreas de entrenamiento 
 
3.2  Clasificación mediante GEOBIA  
El esquema de la Figura 3-8 relaciona los pasos que se llevaron a cabo en la clasificación 
orientada a objetos. Como etapa inicial en este proceso se generaron los objetos para cada 
imagen a clasificar, los parámetros de escala, forma y compacidad fueron 15, 0,3 y 0,7 
respectivamente y se utilizaron los mismos para todas las imágenes. Por simplicidad solo 
se visualiza el resultado de la segmentación de una parte de la imagen de septiembre de 
1989 ver Figura 3-9 a. 
 
Este proceso de segmentación en cada imagen creó objetos homogéneos, de tamaños 
similares y diferenciados por variabilidad espectral. Además, se caracterizan por su forma 
y textura según la superficie terrestre. Para el caso de estudio esta segmentación permitió 
delinear el contorno del río y otros cuerpos de agua para cada época debido a sus formas 




Figura 3-8 Procedimiento Clasificación GEOBIA 
 
 







La siguiente etapa del procedimiento en la clasificación orientada objetos consistió en la 
creación de clases para cada imagen a clasificar. En algunos casos las clases no fueron 
las mismas debido a las condiciones atmosféricas, la Tabla 3-5 relaciona las clases 
creadas para cada fecha. 
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Posterior a la definición de clases se seleccionaron las áreas de entrenamiento con base 
en los registros adquiridos mediante GPS. En la Tabla 3-6 se presenta la fotografía que 
representa cada área y su respectiva relación con la imagen satelital. La Figura 3-10 
relaciona la distribución de las áreas de entrenamiento seleccionadas en la imagen de 
septiembre de 1989, se visualiza únicamente esta imagen con el fin de mostrar el proceso 
que se llevó a cabo para cada fecha. 
 
Tabla 3-6 Relación clase en superficie vs imagen 
Cobertura Fotografía Clase en imagen satelital 
Bosque denso alto 




Cobertura Fotografía Clase en imagen satelital 










Mosaico de cultivos, 





Lagunas, lagos y 
ciénagas naturales 
  
48 Análisis de detección de cambios en el espacio empleando interpretación de 
imágenes satelitales y estadística espacial 
 









Este método de clasificación exige mínimo un objeto como área de entrenamiento por 
clase. Sin embargo, (T. Maxwell, 2005) resalta que el requisito para el número de objetos 
asociados a un área de entrenamiento es mínimo de 50 objetos. La Tabla 3-7 relaciona la 
cantidad de objetos seleccionados por área de entrenamiento para cada imagen satelital, 
la única clase que no cumplió el requisito fue la de zonas arenosas en las fechas de junio 
de 1990 y julio de 2015, en donde el río se encontraba en nivel máximo de agua, condición 
que dificultó la identificación de esta cobertura.  
 


















Bosque denso alto de tierra firme 4844 819 870 5877 2999 3996 1466 860 
Bosque denso alto inundable heterogéneo 241 433 2608 970 1109 746 786 1973 
Vegetación Secundaria 890 242 744 876 683 782 943 344 
Cauce Principal (Río) 623 457 930 1067 476 1065 1914 951 
Mosaico de cultivos, pastos y espacios naturales 112 89 217 157 150 317 148 233 
Zonas arenosas 134 41 307 173 468 269 133 46 
Lagunas, lagos y ciénagas naturales 199 118 157 207 273 94 131 76 
Tejido urbano 508 152 341 487 399 444 651 808 
Sombra - 141 224 196 291 199  200 
Nubes - 627 1037 835 1319 858 1845 955 
 
El siguiente paso consistió en la definición del conjunto de reglas para el objeto a clasificar, 
estableciendo variables o condicionantes de clasificación por categoría, mediante atributos 
o características intrínsecas. En la Tabla 3-8 se relacionan las reglas asignadas por clase. 










Mean TSC1 Promedio Tasseled Cap-Brillo 
Mean TSC3 Promedio Tasseled Cap-Humedad 
Mean NDVI Promedio Indice de Vegetación 
Mean B4 Promedio Banda Infrarrojo cercano 1 






Mean NDWI Prmedio Indice de humedad 
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Mean B2 Promedio Banda Verde 




Mean TSC1 Promedio Tasseled Cap-Brillo 
Mean TSC2 Promedio Tasseled Cap-Verdor 
Mean TSC3 Promedio Tasseled Cap-Humedad 
 
Una vez que las áreas de entrenamiento han sido seleccionadas y evaluadas las reglas 
por cobertura, la asignación de cada objeto a una clase determinada se realizó mediante 
el método del vecino más cercano. En la Figura 3-11 se presentan los resultados obtenidos 




Figura 3-11 Resultados clasificación GEOBIA 
Niveles de agua bajos Niveles de agua altos 
Septiembre 13 – 1989 Junio 28-1990 
  
Agosto 5 – 1998 Junio 18 - 1998 
  
Septiembre 28 – 2006 Junio 24 - 2006 
  
Agosto 4 – 2015 Julio 3 - 2015 
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3.3 Clasificación mediante LISA univariado 
Los índices locales de asociación espacial univariado se realizaron sobre el infrarrojo 
cercano 1 de cada imagen satelital. En la Tabla 3-9 se visualiza la desviación estándar de 
cada banda con respecto a la media. Nótese que la banda 4 (NIR 1) es la que presenta los 
valores más altos de dispersión, indicando que los datos se encuentran alejados de la 
media y confirmando alta variabilidad en los niveles digitales.  
Tabla 3-9 Media y desviación estándar unibanda 
Fecha Imagen 
Bandas 
b1 (Azul) b2 (Verde) b3 (Rojo) b4 (NIR 1) b5 (NIR 2) b7 (IM) 
 σ  σ  σ  σ  σ  σ 
Sep 1989 276 109 462 158 356 212 2842 640 1248 348 492 203 
Jun 1990 302 275 469 261 386 306 2609 705 1150 432 480 307 
Agos 1998 327 390 420 289 363 330 2736 699 1271 479 514 363 
Jun 1998 195 128 370 183 281 256 2578 639 1115 353 413 182 
Sep 2006 349 1125 480 347 376 431 2978 748 1443 661 606 404 
Jun 2006 231 144 405 167 312 221 2641 646 1198 378 459 203 
Agos 2015 267 414 473 447 358 504 2860 901 1319 623 546 468 
Jul 2015 197 179 397 211 278 265 2720 815 1178 433 458 252 
 
Para cada banda NIR1 se realizó un mejoramiento de contraste mediante la técnica de 
ecualización de histograma, a fin de diferenciar con mayor facilidad las coberturas 
existentes. La Tabla 3-10 muestra en la columna izquierda los histogramas de la banda 4 
original en cada imagen y en la columna derecha, los histogramas luego del mejoramiento 
de contraste. Nótese, que los histogramas originales presentan una distribución asimétrica 
a la izquierda; es decir que la mayor cantidad de niveles digitales se agrupan a la derecha 
y la visualización de las imágenes satelitales presenta bajo contraste. Por el contrario, los 
histogramas de la banda ecualizada presentan una distribución uniforme o continúa 




Tabla 3-10 Método de ajuste por expansión (ecualización de histograma) 
Banda 4 Infrarrojo Cercano (NIR) Banda 4 Ecualización 














TM5 Agos 1998 
54 Análisis de detección de cambios en el espacio empleando interpretación de 
imágenes satelitales y estadística espacial 
 














Banda 4 Infrarrojo Cercano (NIR) Banda 4 Ecualización 
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Posterior al mejoramiento de contraste se calculó la autocorrelación espacial a varias 
distancias (30, 60,90 y 120 metros) mediante el índice local de Moran univariado ecuación 
(1-15) y Getis y Ord univariado ecuación (1-16). Por simplicidad en la Tabla 3-11 se 
presentan los resultados correspondientes a la fecha de estudio de septiembre de 1989, 
en el Anexo G se adjuntan los resultados completos del cálculo de la autocorrelación para 
cada fecha de estudio.  
 
A partir de estos resultados se puede inferir que el índice Getis y Ord univariado brinda 
más información en cuanto a heterogeneidad de coberturas. El índice local de Moran 
univariado presenta histogramas más estrechos que los de Getis y Ord univariado 
indicando menor variabilidad entre los grupos encontrados dando como resultado una 
imagen más homogénea que la obtenida mediante Getis y Ord univariado.  
 
En los resultados obtenidos mediante Getis y Ord univariado se infiere que existe 
agrupación de valores altos negativos entre -4,8 y -2,21 los cuales representan las 
coberturas pertenecientes a cuerpos de agua o grupos con alto contenido de humedad, 
mientras que los valores altos positivos entre 2,21 y 4,8 hacen referencia a las zonas 
urbanas o suelo desnudo. Los valores medios positivos hacen referencia a diferentes tipos 
de vegetación presentes en la zona de estudio, estas coberturas de vegetación no se 
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diferencian de manera clara mientras que el límite entre cuerpos de agua y las demás 
coberturas es identificable. 
Tabla 3-11 Resultados clasificación Getis y Ord univariado e I Moran univariado  
Septiembre de 1989 
Getis y Ord Moran I 
Distancia 30 metros 
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Septiembre de 1989 
Getis y Ord Moran I 
Distancia 90 metros 
 
  








3.4 Clasificación I Moran local univariado y bivariado 
Con el fin de determinar si al incluir dos variables en el análisis LISA mejora la clasificación 
de imágenes, en este estudio, se implementó el índice local de Moran univariado para la 
banda 4 y bivariado para dos bandas espectrales la banda 3 y 4, espectro visible e infrarrojo 
respectivamente. Este proceso, se realizó para un fragmento de la imagen satelital 
localizada en la isla Sierra del río Amazonas, donde se encuentran las coberturas: cuerpos 
de agua, vegetación secundaria y bosque alto tierra firme. Se utilizó solo esta parte de la 
imagen debido a las limitaciones computacionales.  
Para conocer si los resultados bivariados mejoran con respecto a los univariados, como 
primera medida se determinó si los estadísticos son significativos evaluando la hipótesis 
de autocorrelación espacial con base en la prueba de permutaciones 𝑘 = 999 en donde, 
 
𝐻0 = Los datos no presentan autocorrelación espacial 
𝐻1 = Los datos presentan autocorrelación espacial 
 
Cada permutación reorganizó aleatoriamente los valores de vecindad alrededor de cada 
entidad y calculó el valor I de Moran local univariado y bivariado de estos datos aleatorios. 
A continuación, en la Tabla 3-12 se presenta el cálculo del valor p para el índice local de 
moran univariado y bivariado. 
Tabla 3-12 Prueba Índice local de Moran bivariado 
Niveles de agua bajos 
I Local Moran univariado I Local Moran bivariado 
I Local 
Moran  
Z-Value P-Value I Local Moran  Z-Value P-Value 
Septiembre 13 - 1989 0,8674 597,05 0,001 -0,2548 -238,5763 0,0010 
Agosto 5 - 1998 0,8109 538,64 0,001 -0,5104 -429,2241 0,0010 
Septiembre 28 - 2006 0,867 583,65 0,001 -0,2558 -234,1650 0,0010 
Agosto 4 - 2015 0,855 565,18 0,001 -0,331512 -296,8790 0,0010 
Niveles de agua altos 
I Local 
Moran  
Z-Value P-Value I Local Moran  Z-Value P-Value 
Junio 28 - 1990 0,8109 532,18 0,001 -0,51043 -429,2241 0,0010 
Junio 18 - 1998 0,7900 526,55 0,001 -0,4265 -364,0405 0,0010 
Junio 24 - 2006 0,8109 533,69 0,001 -0,5104 -429,224 0,0010 
Julio 3 - 2015 0,8109 529,10 0,001 -0,5104 -429,2241 0,0010 
 
Según la Tabla 3-12 existe evidencia estadística para rechazar la hipótesis nula 𝐻0 de no 
autocorrelación espacial, ya que el valor p es menor al 1% de significancia, cabe destacar 
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que en la autocorrelación local positiva o negativa el p-valor debe ser lo suficientemente 
pequeño para que el agrupamiento se considere estadísticamente significativo.  
Otra forma de evidenciar autocorrelación espacial es mediante los diagramas de 
dispersión. Para este caso se presenta un paralelo entre los resultados univariados y 
bivariados obtenidos con la imagen de septiembre de 1989. El análisis univarido en la 
Tabla 3-13 indica autocorrelación positiva, ya que los datos se encuentran en los 
cuadrantes alto- alto (cuadrante superior derecho) y bajo-bajo (cuadrante inferior 
izquierdo), mientras que la autocorrelación en el análisis bivariado es negativa ya que los 
datos se encuentran en los cuadrantes bajo-alto (cuadrante superior izquierdo) y alto bajo 
(cuadrante inferior derecho). 
Tabla 3-13 Diagrama de dispersión I Moran univariado y bivariado 
Moran Local I Univariado B4 (NIR) Moran Local I Bivariado B3 (Rojo) – B4 (NIR) 
I: 0,8674 -0,2548 
  
 
Mediante el índice local de Moran univarido se obtuvieron resultados de autocorrelación 
positiva que agrupa los pixeles que tienen características espectrales similares. En el mapa 
de la Figura 3-12 se observa el comportamiento de los patrones espaciales los cuales 
fueron asociados a una cobertura existente ver Figura 3-13 en donde los valores no 
significantes representan la zona compuesta por vegetación, los valores altos rodeados de 
altos se relacionan con vegetación y los valores bajos rodeados de bajos se relacionan con 
los cuerpos de agua. Sin embargo, aunque el método detecta estas agrupaciones 
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relacionadas con diferentes tipos de coberturas, no se evidencia claridad en la 
diferenciación de las clases, por ejemplo, en el grupo de vegetación existen clases como 
bosque denso, vegetación secundaria, pastos, mosaicos de espacios naturales entre otros, 
pero el método no determina dicha jerarquización, por esta rezón los resultados de la 
clasificación visualizados en la Figura 3-17 presentan dos clases generales una que asocia 
toda la vegetación y otra que agrupa los cuerpos de agua.  
Figura 3-12 Mapa de agrupamientos 
análisis univarido 
 
Figura 3-13 Identificación de clases 
análisis univarido  
 
 
Para el análisis bivariado, se obtuvo un mapa de agrupamientos relacionado en la Figura 
3-15 cada grupo se asoció a una cobertura existente tal y como se visualiza en la Figura 
3-16, en donde los valores no significantes representan la zona compuesta por bosque 
denso, los valores altos rodeados de altos se relacionan con vegetación tipo 1, los valores 
bajos rodeados de bajos se relacionan con vegetación tipo 2, los valores bajos rodeados 
de altos obedecen vegetación tipo 3 y los valores altos rodeados de bajos se relacionan 
con los cuerpos de agua. En estos resultados se evidencia que la autocorrelación local de 
Moran continúa presentando limitaciones en la diferenciación de coberturas, sin embargo, 
al analizar los datos de forma bivariada se evidencia ganancia en los resultados de 
clasificación ya que el método genera un mapa con más niveles de jerarquización en la 
definición de las clases. En la Figura 3-14, se presentan los resultados obtenidos para el 
método bivariado. 
62 Análisis de detección de cambios en el espacio empleando interpretación de 
imágenes satelitales y estadística espacial 
 
Figura 3-15 Mapa de agrupamientos 
análisis bivariado 
 




Figura 3-17 Resultados clasificación I Moran univariado 
Niveles de agua bajos Niveles de agua altos 
Septiembre 13 - 1989 Junio 28 - 1990 
  
Agosto 5 – 1998 Junio 18 - 1998 
  
 




Agosto 4 - 2015 Julio 3 - 2015 
  
 
Figura 3-18 Resultados clasificación I Moran bivariado 
Niveles de agua bajos Niveles de agua altos 
Septiembre 13 - 1989 Junio 28 - 1990 
  
 
Agosto 5 – 1998 Junio 18 - 1998 
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Septiembre 28 - 2006 Junio 24 - 2006 
  





3.5 Evaluación de resultados y exactitud 
A continuación, se relaciona la verificación de los resultados por cada método de 
clasificación evaluado. Esta estimación se realizó mediante la comparación entre las áreas 
de entrenamiento obtenidas en campo y las categorías resultantes de cada imagen 
clasificada. En este estudio, no fue posible realizar la comparación entre los métodos con 
la totalidad de las clases identificadas en campo, ya que no siempre es posible ajustar la 
información de referencia con la deducida. En general los resultados que más dificultaron 
este ajuste fueron los obtenidos mediante los LISA ya que, las categorías obtenidas 
presentan menos jerarquización que la clasificación con GEOBIA. Originalmente se 
identificaron once clases, pero con base en lo anterior, se generalizó cada clasificación en 
cinco grupos principales: 1) Cuerpos de agua, 2) Bosque denso alto de tierra firme, 3) 
Bosque denso alto inundable heterogéneo, 4) Vegetación Secundaria y 5) Zonas 
Arenosas. Con esta información se generó una matriz de confusión la cual presenta los 
conflictos entre las categorías; en donde las filas obedecen a las áreas de referencia 
controladas mediante información capturada en campo y las columnas a las clases 
deducidas en la clasificación.  
Otro aspecto importante para tener en cuenta en este análisis comparativo es la 
información del método del I Moran bivariado ya que, para este caso se procesó un 
fragmento de la imagen debido a que la capacidad computacional no permitió clasificar la 
imagen completa,  
Por simplicidad, los análisis comparativos entre los métodos de clasificación GEOBIA, 
Getis y Ord univariado, I Moran univariado e I Moran bivariado, se realizaron con base en 
los resultados obtenidos de la imagen con fecha de septiembre de 1989. En las tablas 
(Tabla 3-14), (Tabla 3-15), (Tabla 3-16) y (Tabla 3-17) se relacionan las matrices de 
confusión resultantes por cada método de clasificación. La diagonal de estas matrices 
presenta el porcentaje de coincidencia entre la realidad y la información deducida, mientras 
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Tabla 3-14 Matriz de confusión imagen septiembre 1989 método de clasificación GEOBIA 
en porcentaje 
CLASES 
MATRIZ DE CONFUSIÓN MÉTODO GEOBIA IMAGEN SEPTIEMBRE 1989 
Cuerpos 
de agua 
Bosque denso alto 
de tierra firme 






Cuerpos de agua 99,86 0,11 0,41 0,55 37,89 
Bosque denso alto de 
tierra firme 
0,1 99,47 1,01 2,33 58,39 
Bosque denso alto 
inundable heterogéneo 
0,03 0,32 97,62 1,81 0 
Vegetación Secundaria 0,01 0,1 0,97 95, 3,73 
Zonas Arenosas 0 0 0 0 0 
Total 100 100 100 100 100 
 
Tabla 3-15 Matriz de confusión imagen septiembre 1989 método de clasificación Getis y 
Ord univariado en porcentaje 
CLASES 




Bosque denso alto 
de tierra firme 






Cuerpos de agua 99,31 0,04 0 0 39,87 
Bosque denso alto de 
tierra firme 
0,61 99,48 63,94 9,48 56,91 
Bosque denso alto 
inundable heterogéneo 
0,08 0,48 34,8 51,79 2,56 
Vegetación Secundaria 0 0 1,26 38,72 0,66 
Zonas Arenosas 0 0 0 0 0 
Total 100 100 100 100 100 
 
Tabla 3-16 Matriz de confusión imagen septiembre 1989 método de clasificación I Moran 
univariado en porcentaje 
CLASES 
MATRIZ DE CONFUSIÓN MÉTODO I MORAN UNIVARIADO IMAGEN SEPTIEMBRE 1989 
Cuerpos 
de agua 
Bosque denso alto 
de tierra firme 






Cuerpos de agua 98,8 0 0 7,97 5,32 
Bosque denso alto de 
tierra firme 
0,44 73,41 77,41 43,12 23,9 
Bosque denso alto 
inundable heterogéneo 
0,15 25,23 19,1 17,16 6,77 
Vegetación Secundaria 0,61 1,37 3,49 31,75 64,01 
Zonas Arenosas 0 0 0 0 0 




Tabla 3-17 Matriz de confusión imagen septiembre 1989 método de clasificación I Moran 
bivariado en porcentaje 
CLASES 




alto de tierra 
firme 






Cuerpos de agua 92,90 0,00 0 1,70 0 
Bosque denso alto 
de tierra firme 
6,96 100,00 0 14,77 0 
Bosque denso alto 
inundable 
heterogéneo 
0 0 0 0 0 
Vegetación 
Secundaria 
0,14 0,00 0 83,53 0 
Zonas Arenosas 0 0 0 0 0 
Total 100 100 0 100 0 
 
Con base en las matrices de confusión presentadas previamente, se obtuvieron medidas 
estadísticas que permitieron concluir el proceso de validación entre los métodos 
comparados. En la Figura 3-19 se presenta el porcentaje de exactitud global por cada 
método de clasificación el cual, relaciona los elementos de la diagonal con el total de las 
áreas muestreadas. Ese porcentaje obedece únicamente a una estimación basada sobre 
las áreas de entrenamiento. Según esta medida de confiabilidad los métodos más fiables 
corresponden al de GEOBIA, Getis y Ord univariado e I Moran bivariado con un porcentaje 
de exactitud superior al 90%. 











IMAGEN SEPTIEMBRE AÑO 1989
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El porcentaje de exactitud global puede ocultar importantes diferencias entre las 
categorías, un análisis más profundo considera los valores alrededor de la diagonal en la 
matriz de confusión, los datos marginales que se encuentran en las filas indican el 
porcentaje de pixeles que perteneciendo a una determinada categoría no fueron incluidos 
en ella, estos se denominan errores de omisión ver Figura 3-20. De igual forma los datos 
no diagonales de las columnas expresan errores de comisión, los cuales indican el 
porcentaje de pixeles que se incluyeron en una determinada cobertura perteneciendo 
realmente a otra ver Figura 3-21. Otro análisis obtenido mediante la matriz de confusión 
hace referencia a la exactitud del usuario y del productor. La primera (usuario) tiene una 
relación inversa con los errores de comisión la cual, representa el porcentaje de cada clase 
que ha sido correctamente clasificado. 
La exactitud del usuario se relaciona en la Figura 3-22 en donde se observa que GEOBIA 
presenta una fiabilidad de más del 90% en cada categoría, mientras que Getis y Ord 
univariado e I Moran bivariado presentan exactitud de más del 80% en todas las categorías 
a excepción de la clases no analizadas, el índice local de Moran univariado evidencia 
menor exactitud que los métodos anteriores. Sin embargo, cabe destacar que al 
implementar el índice local de Moran bivariado el cual, incorpora dos variables de análisis, 
la exactitud mejora considerablemente. Respecto a la exactitud del productor esta tiene 
una relación inversa con los errores de omisión indicando la fiabilidad de la clasificación de 
las áreas de referencia ver Figura 3-23. 
































Figura 3-21 Errores de comisión métodos de clasificación imagen septiembre 1989 
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Figura 3-23 Exactitud del productor métodos de clasificación imagen septiembre 1989 
 
Las medidas de exactitud relacionadas en el análisis anterior se enfocaron, 
específicamente en la interpretación de la diagonal y los datos residuales de las filas y 
columnas, este análisis no involucra la distribución aleatoria de los datos ni las relaciones 
múltiples entre las distintas clases, uno de los índices utilizados para este objetivo es el 
estadístico Kappa el cual, mide el grado de ajuste del mapa deducido o clasificado 
prescindiendo del causado por factores aleatorios. 
De acuerdo con los resultados obtenidos mediante la validación del coeficiente Kappa por 
cada método de clasificación ver Figura 3-24 y con base en el estándar relacionado la 
Tabla 1-1 el método GEOBIA brinda una concordancia casi perfecta entre lo real y lo 
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concordancia considerable mientras que el método de autocorrelación local univariada de 
Moran brinda una concordancia moderada. 
Figura 3-24 Coeficiente Kappa métodos de clasificación imagen septiembre 1989 
 
3.6 Análisis multitemporal río Amazonas 1989 – 2015 
Los resultados obtenidos mediante el método de GEOBIA fueron utilizados para el análisis 
de detección de cambios en el espacio o CD del río Amazonas entre 1989 y 2015, esta 
opción brindó interoperabilidad con los Sistemas de Información Geográfica (SIG) 
permitiendo el uso de datos en formato vectorial, útiles en el análisis y cuantificación de los 
cambios del río en los últimos 26 años. Expertos en geomorfología fluvial especifican que 
el periodo recomendado para el estudio de la dinámica de un río es de aproximadamente 
30 años, en este tiempo es posible determinar la movilidad y estabilidad de un cauce 
teniendo en cuenta la variación del nivel de agua (Vargas, 2012). 
 
Con el modelo GEOBIA se obtuvieron capas vectoriales de las geoformas asociadas al 
sistema de río objeto de estudio (principalmente islas y bancos de arena, cauce del río y 
llanura de inundación) para cada una de las imágenes en niveles de agua bajos y niveles 
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Figura 3-26 Geoformas principales en niveles de agua altos 
 
 
La Figura 3-25 y Figura 3-26 conjuntamente, permiten inferir la dinámica del río en cada 
régimen de lluvias. Si se realiza un primer análisis, la vista en planta evidencia variaciones 
en la migración del cauce del río o márgenes del mismo donde ocurre erosión y/o 
depositación. Este proceso es rejuvenecido por las épocas de sequía, donde los canales 
son nuevamente erodados, y en épocas de inundación las terrazas e islas crecen por 
depositación de materiales. La variabilidad climática en la zona de estudio provoca que 
algunas de las islas puedan consolidarse o crecer constantemente, si por ejemplo, el 
retorno de un invierno tiene menos fuerza y por lo tanto la erosión se reduce o si el flujo de 
fondo tiene suficiente energía para arrastrar material grueso. 
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Lo anterior es de esperarse en el comportamiento de grandes ríos como el Amazonas y el 
Misisipi, los cuales corren en valles profundos y anchos con laderas suaves (El ancho del 
valle puede alcanzar varios kilómetros). Estos drenajes comúnmente se ensanchan y se 
estrechan en distancias comparativamente cortas, ya que son elementos dinámicos del 
paisaje que migran a través del fondo de los valles en respuesta al cambio de flujo y 
vegetación. Esta dinámica estructura los ecosistemas de los ríos y de las llanuras de 
inundación (Konrad et al., 2011), presentando cambios abruptos causados por la 
divergencia de flujo y convergencia alrededor de las islas, las cuales pueden estar muy 
vegetadas, y presentar flujos divididos con canales principales (Ashworth & Lewin, 2012).  
 
Continuando con el análisis del tramo objeto de estudio el cambio de las dimensiones del 
cauce actual y las islas se analizó calculando las áreas de las islas del río en km2 para 
cada momento de análisis ver Tabla 3-18, los cambios de estas áreas en el tiempo 
muestran acreción, disminución y surgimiento de nuevas islas. Por ejemplo la isla Victoria 
Regia aparece a partir del año 1998, islas como Caballococha, isla Serra e isla Yauma, 
presentan disminución de área desde 1989 al año 2015, mientras que la isla Zaragoza 
presenta aumento de área. Con respecto a este análisis, es posible interpretar cómo el 
sistema del río hace de cada isla un subsistema individual, que por supuesto también es 
dinámico. Cada isla responde a las condiciones de su entorno, donde las variables que 
definen cada comportamiento están relacionadas con el régimen de lluvias, la geometría 
del valle aluvial, el sustrato sobre el cual se localiza el río y el aporte de sedimento, entre 
otras  (CHARLTON, 2008).  
Como análisis local se tomó como ejemplo las islas Zaragoza y Serra, las cuales presentan 
comportamientos opuestos según se observa. La observación de los resultados a través 
del tiempo en estas dos islas muestra que la isla Zaragoza aumenta su área, mientras que 
la isla Serra disminuye. La Tabla 3-19 registra los valores de área de cada isla para cada 









Nivel Bajo Nivel Alto Nivel Bajo Nivel Alto Nivel Bajo Nivel Alto Nivel Bajo Nivel Alto 
Sep 1989 Jun 1990 Agos 1998 Jun 1998 Sep 2006 Jun 2006 Agos 2015 JUL 2015 
1 I. Apicayu 9,84 9,40 8,90 8,47 9,06 8,79 9,15 8,151 
2 I. Brasil 0,58 NAP 1,09 NI 0,59 0,12 1,14 1,013 
3 I. Caballo Cocha 13,06 11,88 11,73 11,68 11,15 8,88 8,51 7,288 
4 I. Cacao 110,54 107,41 111,85 107,81 111,92 112,35 110,20 111,134 
5 I. de los Micos 4,30 4,19 5,65 2,98 3,83 2,77 4,77 3,532 
6 I. El Tigre 10,38 10,06 8,27 8,18 6,34 6,29 7,83 5,659 
7 I. Mocagua 26,08 24,47 26,44 25,42 25,18 25,12 20,82 22,320 
8 I. Patrullero 4,38 3,77 6,57 5,68 5,13 3,88 1,00 7,381 
9 I. Patrullero Sur 7,11 2,90 5,63 5,07 7,53 6,62 9,74 NI 
10 I. Ronda 8,65 8,33 8,40 8,42 22,66 7,50 4,64 7,436 
11 




11,60 14,88 9,572 
12 I. San Salvador 25,64 23,17 38,99 27,39 28,72 28,01 32,31 28,917 
13 I. Santa Rosa 2,30 1,98 2,84 1,78 1,47 1,41 NI NI 
14 I. Santa Sofía 17,01 13,12 19,75 14,62 17,12 17,90 19,52 16,964 
15 I. Serra 8,07 7,59 6,13 5,34 2,57 2,53 1,30 0,892 
16 I. Victoria Regia NI NI 0,73 NI 0,09 NAP 0,36 0,111 
17 I. Yauma 30,30 30,12 29,09 28,49 29,15 26,10 26,58 24,672 
18 I. Zaragoza 2,45 2,12 4,09 2,90 4,03 4,01 5,69 5,858 
 
 
Tabla 3-19 Áreas de Islas Zaragoza y Serra en km2 
AÑO 1990 1998 2006 2015 NIVELES AGUA 
Área (km2) I. 
Zaragoza 
2.45 4.09 4.03 5.69 Niveles de agua bajos 
2.12 2.90 4.01 5.86 Niveles de agua altos 
Área (km2) I. Serra 
8.07 6.13 2.57 1.30 Niveles de agua bajos 
7.59 5.34 2.53 0.89 Niveles de agua altos 
 
 
Con base en la Tabla 3-19 al contrastar las áreas para cada isla, es posible observar 
simultáneamente aumento y disminución de estos valores en la línea de tiempo para las 
islas Zaragoza y Serra respectivamente. Al hacer el mismo ejercicio en función del régimen 
de lluvias, se observa que ocurre una oscilación de estos valores, donde para cada época 
los valores de área mayores corresponden a temporadas secas o de niveles de agua bajos, 
mientras que los valores de área menores a temporada de niveles de agua altos. Este 
comportamiento obedece a que durante las temporadas de lluvia aumenta la energía del 
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río, generando arrastre de material sustraído de cada isla (erosión), en contraste con las 
temporadas secas, donde se supone una disminución en la energía del río, favoreciendo 
la acreción de material arrastrado por el río en cada isla (depositación). Figura 3-27 
muestra la oscilación de áreas para cada isla en cada época, simultáneamente se observa 
la tendencia de aumentar o perder área a lo largo del tiempo para cada caso específico. 
 
Figura 3-27 Áreas km2 para las islas Serra y Zaragoza durante cada época, niveles de 
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Las tendencias mencionadas de aumento o disminución de área se pueden determinar a 
partir del análisis individual para cada isla, durante temporadas de niveles de agua altos y 
niveles de agua bajos por separado. La Figura 3-28 muestra la tendencia de disminución 
de área para la isla Serra durante las temporadas bajas y altas de los niveles de agua, así 
mismo se muestra la tendencia de aumento de área para la isla Zaragoza en cada una de 
las temporadas. 
 
Figura 3-28 Variación de área para isla Serra y Zaragoza, a lo largo del tiempo y durante 





Por otra parte, en la Figura 3-28 se observa que los valores de las pendientes de las líneas 
de tendencia además de denotar pérdida o ganancia de área cuantifican en promedio esta 
variable en cada intervalo de tiempo. Para la isla Serra, las pendientes de las gráficas en 
temporada bajas y altas de los niveles de agua muestran que se está perdiendo más de 
2.3 km2 de área cada 8 años, mientras que en el caso de isla Zaragoza, esta aumenta su 
área más de 1 km2 durante el mismo intervalo.  
La Figura 3-29 y Figura 3-30 muestra cada isla y su variación geométrica en planta. Estas 
variaciones pueden estar asociadas a que el río Amazonas está cambiando 
constantemente su cauce principal. En este sector se observa que el río está erosionando 
hacia el sur, aumentando su cauce, del lado norte se observa que el comportamiento es 
constante. Esto puede estar controlando los cambios de área en las dos islas. La isla Serra 
está sobre la margen sur del río, sometida a los efectos erosivos ya mencionados; en la 
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margen norte se localiza la isla Zaragoza, la cual está acumulando material ya que esta 
margen presenta tendencias de baja energía, asumido así por el comportamiento 
invariante de esta margen en el tiempo. 
Figura 3-29 Vista en planta de los cambios de área de las islas Serra y Zaragoza niveles 



















Figura 3-30 Vista en planta de los cambios de área de las islas Serra y Zaragoza niveles 












4. Conclusiones y recomendaciones 
La clasificación mediante GEOBIA permitió estudiar el caso de la frontera limítrofe entre 
Colombia y Perú. Brindando resultados directamente en formato vectorial del 
comportamiento en área de las clases nombradas como cauce actual e islas, para cada 
una de las fechas. Este método, no se limitó a la generación geométrica del contorno de 
estas formas en superficie, si no que delineo el sistema lagunar de cada isla como son: 
paleocauces, lagunas semilunares y líneas divagantes. Obtener estos elementos 
asociados a la acción del agua de forma semiautomatizada, optimiza tiempo en cuanto a 
digitalización y brinda un mejor acercamiento a las formas que componen cada isla. 
Aunque existen ciertos análisis obvios en el comportamiento asociado a la energía del rio 
presentada en cada nivel de agua, que no necesitarían de un método de clasificación de 
imágenes para deducir el comportamiento, el uso del método brinda la disposición en la 
información que representa la reconstrucción del río en cada año de análisis. Permitiendo 
calcular la tasa de cambio entre una década y otra, con el fin de determinar la razón de 
cambio y desplazamiento de estas geoformas.  
Los métodos LISA son métodos que no solamente involucran información espectral sino 
contextual; refiriéndose a interacciones de vecindad. De los índices evaluados en esta 
metodología, se concluye que el método de Moran tanto univaiado como bivariado 
presenta limitaciones en la jerarquización de las clases y aunque genera agrupaciones 
relacionadas con diferentes tipos de coberturas, no se evidencia con claridad en la 
diferenciación de estas. Esto está asociado a que el método en general mide la existencia 
o no de autocorrelación espacial pero no caracteriza las agrupaciones. Mientras que el 
índice de Getis y Ord toma valores positivos si existe agrupación entre los valores altos y 
toma valores negativos en caso de existir agrupaciones de niveles digitales bajos. Esta 
separación permite delimitar una cobertura de otra dando como resultado concordancia 
entre las clases estimadas y las existentes.  
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El uso del índice de Getis y Ord no necesita conocimiento de la zona de estudio ni 
habilidades avanzadas en los programas entrenados para el procesamiento digital de 
imágenes satelitales. Mediante este método, se obtienen resultados de forma eficiente 
para toma de decisiones cuando el recurso de tiempo es limitado. Sin embargo, el uso de 
Getis y Ord en clasificación de imágenes satelitales al igual que el índice local de Moran, 
univariado presenta limitaciones en la jerarquización de clases, con el fin de aumentar el 
nivel de detalle de las clases en los resultados generados mediante este método, se calculó 
la autocorrelación local bivariada. El uso de dos variables (correlación cruzada) en el 
análisis LISA permitió detallar más niveles de jerarquización de las coberturas presentes 
en una parte de la zona de estudio. Este proceso se realizó haciendo uso de los desarrollos 
existentes en la autocorrelación local de Moran bivariada y aunque este método continua 
presentando limitaciones en cuanto a la mezcla de coberturas, se evidencia mayor detalle. 
Lo anterior concluye que el uso de la autocorrelación bivariada favorece la clasificación de 
imágenes satelitales, por ello se deja como trabajo futuro el desarrollo de interfaces que 
involucren el método de Getis y Ord mediante correlación cruzada y los datos puedan ser 
procesados directamente mediante el análisis de los niveles digitales, ya que los 
desarrollos encontrados están orientados para el índice local de Moran y haciendo uso de 
información vectorial.  
El análisis multitemporal del río se realizó con los resultados obtenidos mediante el método 
GEOBIA, como se mencionó, este permite acceso directo a la información vectorial de las 
geoformas que indican el patrón del río en cada temporada de lluvias. Mediante el análisis 
general en planta se observó, que el río Amazonas está cambiando constantemente su 
cauce principal, erosionando hacia el sur y aumentando su cauce, del lado norte se 
observa que el comportamiento es constante. Por otra parte, cada isla es un subsistema 
individual que responde a las condiciones de su entorno como son la geometría del valle 
aluvial, el régimen de lluvias, el sustrato, el aporte de sedimentos, entre otros. Con base 
en lo anterior se concluye que el río no presenta un patrón estable en el recorrido del tramo 
que define el límite fluvial entre los dos países, una opción para que ambos países tengan 
claridad territorial, es contemplar el límite como la mediatriz del río, esto permitiría 
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C. Anexo: Resultados digitales 
clasificación no supervisada
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D. Tabla estaciones de campo 
Id Nombre Tipo Elevación 
Coordenadas MAGNA-ESTE 
Este Norte 
A01 Isla La Fantasía Isla 84 1125672,802 25446,86089 
13 Cauce Principal-Isla Fantasía Cauce Principal 81 1125299,597 25221,332 
14 Cauce Principal-Isla Fantasía Cauce Principal 81 1125265,123 25186,21055 
15 Los Guadales Sitio 82 1122135,259 30200,68068 
16 Isla Ronda Isla 82 1119509,166 34147,63433 
17 Arara Sitio 82 1113047,71 40941,75845 
017-1 Isla Rondiña Isla 81 1122195,08 28185,02485 
18 Vista Pastizal Cobertura 82 1110554,537 42699,37871 
19 Isla Los Micos Obs-Isla 82 1107344,258 43886,09239 
20 Isla Los Micos Isla 82 1106228,114 46057,40595 
020-1 Isla Santa Sofía Isla 101 1104227,975 46219,77384 
21 Santa Sofía Sitio 85 1104405,603 48089,71367 
22 Vista Pasto limpio Cobertura 83 1102257,431 50975,45214 
23 Puerto Triunfo Sitio 90 1101148,896 54219,95369 
24 Zaragoza Sitio 82 1099295,956 58922,39372 
25 El Vergel Sitio 81 1096204,017 64713,69474 
26 Isla Macagua" Isla 78 1094883,559 66218,74188 
27 Vista Vegetación Secundaria Cobertura 83 1087606,308 69656,79557 
28 Puerto Nariño Sitio 97 1079192,949 73449,00196 
29 Zancudillo Obs-Isla 89 1079378,268 73074,62062 
30 Zancudillo Obs-Isla 103 1078185,034 73012,22935 
31 Zancudillo Isla 104 1078090,485 72993,83791 
32 Zancudillo Obs-Isla 95 1077226,758 72678,9178 
33 Caño de Zancudillo Sitio 91 1076508,744 72177,09347 
34 Bosque denso alto inundable Cobertura 101 1075554,587 71551,37252 
35 Lo que queda de Patrulleros Cobertura 100 1075249,685 69460,52313 
36 Patrullero Obs-Isla 100 1074999,325 69201,83595 
37 Patrullero Isla 84 1074270,584 68570,29141 
38 Patrullero Isla 95 1073795,78 68079,76565 
39 Estación para ver Vegetación Cobertura 90 1073665,125 67617,61441 
40 Estación para ver Vegetación Cobertura 90 1073663,794 67619,49541 
41 Estación para ver Vegetación Cobertura 94 1073720,376 67674,96611 
42 Isla Zancudillo Obs-Isla 84 1079082,537 73324,79196 
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Id Nombre Tipo Elevación 
Coordenadas MAGNA-ESTE 
Este Norte 
43 Río Loreto Río Loreto 84 1078525,021 73770,25196 
44 Río Loreto Río Loreto 84 1078413,211 73838,57536 
45 Vista Cultivos, Pastos y espacios naturales Cobertura 83 1077902,184 74221,1792 
46 Desviación Río Loreto Sitio 83 1077363,012 74419,23184 
47 Lago Correo Lago 87 1077113,064 74419,09974 
48 Lago Correo Lago 84 1076679,279 74015,58038 
49 Bosque Alto Inundable Cobertura 100 1074414,231 71451,51844 
50 Bosque Alto Inundable Cobertura 100 1074404,785 71446,65995 
51 Lago Tarapoto Lago 91 1073983,421 71273,3645 
52 Lago Tarapoto Lago 86 1073424,831 71337,60197 
53 Lago Tarapoto Lago 86 1073220,864 71605,37718 
54 Bosque Alto Inundable Cobertura 109 1073296,181 71753,94803 
55 Bosque Alto Inundable Cobertura 114 1073293,097 71788,34279 
56 Cauce Principal Cauce Principal 84 1080048,038 72305,92289 
57 Cauce Principal Cauce Principal 84 1080182,561 72169,45589 
58 Cauce Principal Cauce Principal 84 1080594,471 71776,19216 
59 Cauce Principal Cauce Principal 96 1081469,693 70703,07945 
60 Cauce Principal Cauce Principal 94 1081449,83 70727,64693 
61 Cauce Principal Cauce Principal 94 1081557,639 70663,6352 
62 Vegetación Secundaria Cobertura 89 1080407,201 72464,09599 
63 Vegetación Secundaria Cobertura 85 1080319,835 72534,94526 
64 Isla Fantasía Obs-Isla 81 1125288,137 25205,53253 
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