Abstract: This article uses R software KL quantile estimate numerical simulation under different distributions and different sample values, and on this basis, two cases of KL SQ sample quantile quantile estimates and estimated mean square numerical errors, the simulation results show that: in most cases, KL quantile estimate of the mean square error is less than SQ sample quantile estimation mean square error; the truncated distribution (such as exponential distribution and uniform distribution) cut end of the estimated effect of KL quantile estimate is very good, and much better than the median estimate SQ sample points; heavy tail of the distribution (e.g. distribution) have an impact on the estimated effects of KL quantile estimates.
INTRODUCTION
Quantile estimation is one of the important research topics in statistics, it has been widely used in many areas of financial risk management, it is important quantile amount of risk, there are many non-scholars quantile parameter estimation for a more in-depth research, such as the sample quantile estimated weighted order statistics quantile estimates and nuclear quantile estimation [1] [2] [3] [4] . quantile estimate has good theoretical properties through the study found and application value. As described in [5] Kaigh and Lachenbruch probability level under the conditions by numerical comparison KL quantile estimates and SQ sample estimate quantile analysis showed that KL quantile estimate generally superior to SQ sample quantile estimate; [6] discuss KL quantile by Jackknife variance estimation of probability level numerical simulation analysis, we found the KL estimate quantile estimation method is better than Bootstrap fitting effect; [7] in the overall distribution of uniform under the distribution and the sample value of 10 cases studied by numerical simulation the optimal value of KL quantile probability at different levels of the corresponding sub-sample size; [8] method through empirical analysis on a variety of VaR model and KL quantile estimate comparative analysis found that KL quantile measure is estimated to be well worth the risk of the portfolio.
Throughout these studies, we found that KL quantile estimate numerical simulation at high probability levels achieved some results, but for a small probability level ( p ! 0.05 ) numerical simulation under KL quantile estimation lacks. In order to further improve the KL quantile esti mation results of numerical analysis to be able to replace KL quantile estimate value at risk VaR to measure the risks of financial products, we use the R software for KL quantile estimate numerical analysis, discuss its fitting effect and on this basis will KL SQ sample quantile quantile estimation and simulation analysis and comparison of estimates.
NUMERICAL SIMULATION OF KL QUANTI-LE ESTIMATES

KL Quantile Estimate Weights
KL quantile estimate is a weighted order statistics quantile Kaigh and Lachenbruch first proposed in 1982 estimated that it can serve as a broad sample quantile, which is defined as:
In order to better numerical analysis, (1) can also be written as the following expression:
From the above equation, right th order statistics corresponding weight, which does not depend on the overall weight distribution, only the parameters. To visually see KL next quantile estimated weight distribution, we take, made the situation weights ( Fig. 1) , it can be seen from the figure, the weight distribution in the vicinity of quantile, weights greater range is the first 45 order statistics to the first 60 order statistics, the right to re-order statistics other almost negligible. Center coordinates of each layer of ancient pagoda in Table 1 : 
KL Quantile Estimation Fitting Results
Numerical simulation for intuitive quantile estimates reflect KL fitting results, respectively, under the standard normal distribution and the distribution of conditions, and the situation KL quantile estimation, in each case repeated 5000 times to give KL quintile estimate estimate curve shown in Fig. (2), Fig. (3) . with triangle dotted line represents the estimated value of KL quantile, the solid line represents the true quantile overall simulation.
The overall distribution of Fig. (3) (top) and distribution (below)
As can be seen from the figure, when the probability p !(0.2,0.3,!0.8) , KL quantile estimate simulation results were quite good, a small amount of deviation in the head and tail section, when the probability p !(0.01,!0.05) , the whole KL quantile estimate is smaller than the true value.
Numerical Analysis of Neutron Sample Size Selection
In the numerical analysis, the problem first consideration is the selection of the sub-sample size, reference Kaigh and Lachenbruch suggestions, we use the mean square error of
2 to get the sub-sub-sample of the sample size was defined as the minimum value of the numerical analysis, the numerical simulation of repetitions mean square error is calculated as follows:
In which, KL i ( p) represents the i simulations of KL quantile estimates, Q( p) indicates that the analog overall real quantile.
Selecting a different sub-sample size in the sample size of 1000 samples, k = 100,300,500,700,900 , respectively, in normal N(1,0), uniform distribution R(0,1) , (df = 4) the case of the exponential distribution E(1) , simulation was repeated 2000 times, and the calculated KL quantile estimates are square error are listed in Table 1 :
Data in the table shows:
(1) A uniform distribution R(0,1) and exponential distribution E(1) mean square error than normal distribution Fig. (1) . KL quantile estimation of the weight distribution chart in n=500, k=0.1. 
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The Open Automation and Control Systems Journal, 2015, Volume 7 1139 N (0,1) of the mean squared error is much smaller. Because uniform and left truncated exponential distribution, and the distribution was normal and the left tail, so the probability level is below 0.01 and 0.05, the above results will be reflected in the left end of the distribution. In other words, for a truncated distribution, the cut end of the KL-quantile is estimated to be better than the non-truncated tail end of KL quantile estimates. Mean square error.
(2) The mean square error is less than normal distribution, indicating heavy tails of the distribution of KL quantile estimate influential.
(3) The distribution t and the normal distribution, the majority of cases are sub-sample size increases, the corresponding mean square error reduction, and k = 100 obviously when k = 100 the mean square error of the mean square error is greater than when, while k > 100 reducing the amount Fig. (3) . Overall distribution N(0,1) and t distribution (df=4). 
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The Open Automation and Control Systems Journal, 2015, Volume 7 1141 of the mean square error small. It is believed that when k ! [n 3] the sub-sample size after selecting a certain value, the corresponding changes in the mean square error is not much different. Therefore, we generally can select a subsample size. Numerical simulation results obtained with the above [9] p = 0.5 was proposed, to take k = [n 3] , when k = [3n 4] to take the point of view of other circumstances consistent.
In view of the above analysis, the sub-sample capacity behind the choice of numerical analysis k = [3n 4] , it is worth noting that when making the choice of k , [(k + 1) p] becomes zero, you should choose a bigger k , for example, when n = 100 , when p = 0.1 , k only take 99.
KL QUANTILE ESTIMATE ANALOG COM-PA-RATORS WITH SQL QUANTILE ESTI-MATES
Here we are two cases to the median estimate of K and SQ sample quantile estimate the mean square error of the numerical simulation comparison, steps taken in the simulation are as follows:
Step 1: Let X 1 , X 2 ! X n are n samples were drawn at random from the whole of X;
Step 2: For a given level of probability p ,
were calculated;
Step 3: 1,2 procedure was repeated m = 5000 to give an estimated value
Step 4: SQ sample were calculated and KL quantile quantile estimate the mean square error:
Where Q( p) is the true value of the overall simulation X quantile p ;
Step indicating that KL is estimated that more than SQ sample quantile quantile estimated to be poor.
In the first case, the overall distribution of choice were normal N (0,1) , uniform R(0,1) ,t distribution (df = 4) , exponential distribution E(1) , probability level p=0.01,0.02, 0.03,0.04,0.05, the corresponding value calculated according to the above steps, the calculation results shown in Table 2 .
The above table gives the small probability level ( p ! 0.05 ) under different simulated data distribution ratio of the mean square error, these data show that:
(1) On the whole, in a small probability level KL quantile estimates in most cases the mean square error is less than SQ sample quantile estimate the mean square error. Therefore, we can think in general, KL quantile comparison SQ sample quantile estimate is superior.
(2) From the local point of view, in uniform and exponential distribution, KL SQ quantile estimate was significantly better than the median estimate of sample points, and the standard normal distribution, Points in the distribution and logistic, KL quantile estimates obvious advantages, and SQ sample quantile estimate considerably.
The second case, select the overall distribution were normal, uniform distribution, exponential distribution, the probability level = 0.1, 0.3, 0.5, 0.7, 0.9, calculate the corresponding values follow the above steps, the results shown in Table 3 .
(1) The vast majority of cases, K quantile estimate of the mean square error is significantly less than SQ sample quantile estimate the mean square error. Therefore, KL quantile estimate significantly better than the SQ meter sample quantile estimates.
(2) In the case of the t distribution, there will be circumstances mean square error is less than 1, indicating the heavy-tailed distributions have an impact on the estimated quantile KL fitting effect [10] .
CONCLUSION
By the previous simulation data analysis, we estimate the effect of K quantile estimates have a more comprehensive understanding of the above, the following conclusions:
(1) In most cases, KL quantile estimate of the mean square error is less than SQ sample quantile estimation mean square error; (2) In the truncated distribution (such as exponential distribution and uniform distribution) of the cut end of the estimated effect of KL quantile estimate is very good, and much better than the median estimate of SQ sample points; (3) Heavy tail of the distribution (eg distribution) have an impact on the estimated effects of KL quantile estimates.
