www.niss.org Construction of Full Sample and Replicate Weights for Project Talent, with Applications by Zhulin He et al.
NISS 
 
 
Construction of Full Sample and Replicate Weights 
for Project Talent, with Applications 
 
 
Zhulin He, Alan F. Karr, Michael P. Cohen, 
Danielle Battle, Deanna Lyter Achorn, Alexander D. McKay 
 
Technical Report 194 
August 10, 2014 
 
 
 
National Institute of Statistical Sciences 
19 T.W. Alexander Drive 
PO Box 14006 
Research Triangle Park, NC 27709 
www.niss.org Construction of Full Sample and Replicate Weights
for Project Talent, with Applications
Zhulin He Alan F. Karr† Michael P. Cohen‡ Danielle Battle§
Deanna Lyter Achorn¶ Alexander D. McKayk
August 10, 2014
Abstract
Project Talent is a large, nationally representative longitudinal study developed by the American Institutes
for Research and conducted from 1960 to 1974. The goals were to assess the interests, abilities, and de-
mographics of 9th–12th graders and to follow their trajectories into adulthood. More than 1,200 junior and
senior high schools participated. Replicate weights were not constructed at the time, preventing the estima-
tion of standard errors. Today, Project Talent is being revived to study the physical, cognitive, economic, and
social processes of aging. In this paper, the retrospective construction of 104 sets of student-level replicate
weights is described. Partitioning analysis was performed to generate variance strata and variance primary
sampling units. The student-level replicate weights were constructed using a jackknife procedure. The pro-
cess included adjustment of the base year weights and calibration of (full sample and replicate weights) to
the total number of secondary school students in the U. S. in the spring of 1960. The use of replicate weights
is illustrated by estimating standard errors for means of composite cognitive scores constructed from student
questionnaires. We also describe construction of mortality- and nonresponse-adjusted weights for the three
Project Talent followup data collections.
KEYWORDS: ProjectTalent, Weightadjustment, Recursivepartitioning, CHAID,Jackknifereplicateweights,
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11 Introduction
Project Talent (PT) is a large, nationally representative, longitudinal study of nearly 400,000 American
students in the 9th–12th grades in 1960. Conducted by the American Institutes for Research (AIR) during
the period 1960–74, PT was designed to assess how early life experiences, interests, aptitudes, and cognitive
abilities affect future educational attainment, occupation, and family formation. According to Shaycroft
(1977), PT was “a massive project, which involved scientiﬁcally selecting a stratiﬁed random probability
sample of all secondary schools (public, parochial, and private) in the United States, testing all their students
in grades 9–12 (nearly half a million students) with a two-day battery of aptitude tests, information tests,
other tests of ability and achievement, and inventories probing the examinees’ background, interests and
personality traits, and then following up the examinees over a very long period of time.”
The motivation for this research was to create student-level replicate weights for PT, usable for estimat-
ing standard errors of national estimates calculated from PT data. We report more, however, in part reﬂecting
the statistical detective work involved in dealing with a ﬁfty-year dataset—the base year PT data collection
took place in 1960—that had to be recovered from 9-track tapes, and for which essential documentation and
paradata are missing. Moreover, partly deliberately and partly as a result of historical circumstances, the
PT design was unlike today’s prevailing method of cluster sampling of students-within-schools. (Instead,
as we describe in more detail below, the design is a mixture of sampled schools in which all students were
included and self-representing schools in which students were sampled.) The frame has been lost.
We describe here preliminary steps that included adjusting base year weights (§3.1); generating school-
level variance strata and variance primary sampling units using recursive partitioning/CHAID, followed by
construction of the jackknife replicate weights (§3.2); calibration of the weights to match statewide enroll-
ment totals in 1960 (§3.3); application of the full sample and replicate weights to assess signiﬁcance of
comparisons of measures of student performance (§3.4); other replication methods (§3.5); design effects
(§3.6); an alternative, reproducible set of base year weights (§4); construction of mortality-adjusted weights
for the three followup data collections (§5); and use of weights to evaluate the performance measures them-
selves (§6). Background on PT appears in §2, and conclusions in §7.
2 Project Talent
For its day, PT challenged the limits of technical feasibility because of its large sample size and the com-
plexity and quantity of data collected on each student sampled. Today, PT is being revived by AIR to study
the physical, cognitive, economic and social processes of aging. Producing student-level replicate weights
is an important step in having the base year data meet modern standards, and is one focus of this paper.
2.1 Overview
The main PT student dataset, which is maintained by AIR, contains records for 377,015 students surveyed
in the base year of 1960. The PT sample, not all of which appears in this ﬁle, was meant to constitute
approximately 5% of the U.S. high school student population in 1960. As discussed further in §3.3, we
believe that the 377,015 students are approximately 4% of that population.
There were, in addition, three student-level followups, which were conducted one, ﬁve and eleven years
following the nominal year of high school graduation, over a span of fourteen years, as summarized in Table
1. We refer to the followups as FY1, FY5 and FY11. Each followup data collection consisted of a mail
2questionnaire sent to all participants, followed by a special (telephone) survey of a sample of the mail survey
nonrespondents. Table 4 shows the numbers of followup respondents by grade. Followup data, in general,
fall into three categories: educational information, occupational information and personal information. The
questionnaires are not identical across grades for each followup, nor are they identical across followups for
any grade, which has hindered analysis of the followup data.
2.2 Sample Design
Conceptually, the PT design is straightforward. Except in New York City and Chicago, high schools were
sampled randomly, and all students within each sampled school were tested. If a sampled high school did
not have a ninth grade, then all of its “feeder” junior schools were included in the sample. In New York
City, all senior and junior high schools were included, but only one in each twelve students was sampled.
In Chicago, “20 of the 38 academic high schools” were selected (Wise et al., 1979), and 1 in 10 students in
each was sampled.
That said, important details of the sampling process seem not to be recoverable. Perhaps most impor-
tant, we do not know the sampling frame for schools nor do we have the values of the frame variables.
Therefore, it is not possible to assess possible nonresponse bias. The school-level response rate was very
high, however—approximately 93%. We do know (Wise et al., 1979) that schools participating in PT were
selected primarily from a list of public schools, derived from the 1958–59 National Survey of Public Sec-
ondary Schools, provided to AIR by the National Center for Education Statistics (NCES); that the National
Catholic Education Association provided a list of parochial schools; that NCES also provided a list of private
schools; and that the Internal Revenue Service provided a supplementary list of schools (Shaycroft, 1977).
We estimate that perhaps 40,000 schools were on these lists. Events that led to such phenomena as inclusion
of all public schools in New York City, and other oddities, are recounted in Shaycroft (1977).
In the end, 1,226 schools participated in PT, of which 985 are senior high schools and 241 are junior
high schools. Figure 1 shows their locations. Figure 2 shows geographically the state-level counts of PT
participants and corresponding sampling percentages. The same information appears in tabular form in
Table 3. Sampling percentages vary considerably by state, from 1.35% in Delaware to 8.85% in Montana.
Some of this variation arises from sampling (especially in low-population states such as these two), but there
are also external factors. For instance, state ofﬁcials in California and New Jersey were not supportive of
PT (Shaycroft, 1977). The feeder school-based selection of junior high schools also introduced non-random
effects in the sampling (Shaycroft, 1977).
The school sample was stratiﬁed on the basis of four variables: school size (number of seniors), school
control (public, private or parochial), geographical region, and a measure of school quality called the re-
tention ratio (the ratio of graduates to tenth graders). Three of the four stratiﬁcation variables are readily
available: see Table 2, which we discuss in more detail below. The PT student ﬁle contains a variable labeled
“retention rate;” however, we were not able to reproduce it from other variables in either the student or the
school data ﬁles. Nor are we able to reconcile the values in the dataset with the stratiﬁcation in Table 2.
Parochial and private schools were not sub-stratiﬁed with respect to either size or retention ratio.
3Base Year Base Year Followup Year
Grade Age 1 5 11
9 15 1964 1968 1974
10 16 1963 1967 1973
11 17 1962 1966 1972
12 18 1961 1965 1971
Age at Followup 19 23 29
Table 1: Calendar years of PT followup data collections.
Figure 1: Locations of schools participating in PT.
Figure 2: Left: State-level counts of PT participants. Right: State-level PT sampling percentages.
4Figure 3: State-level counts of PT participants and PT participants as a percentage of total secondary school
enrollment.
53 Base Year Weights
In this section, we describe construction of base year replicate weights for students. As far as we can
determine, this was not done originally, in part because the concept of replication was nascent at the time.
3.1 Cleaning Up the Weights
Table 2, which is reproduced with small changes from Wise et al. (1979), shows ﬁnal sampling strata and
weights for the schools participating in PT. Prior to construction of student replicate weights, we made two
“housekeeping changes” to the school weights. First, for two schools in the version of Table 2 in Wise et al.
(1979), there are no records in the student dataset. Therefore, we dropped those schools, and re-distributed
their weights to other schools in their respective strata. Second, the student data ﬁle contains school weights
only to the precision of one decimal digit with an implied decimal point (a necessary compromise at the
time, given the cost of computer storage). Because the weights are ratios of known integer values, we
re-calculated them to full precision. The principal school sampling rates are readily discerned from these
tables, as are some deviations from them.
For the most part, student weights in the PT dataset are determined by three obvious rules: (1) In New
York City, student weight is 12.0 (the school weight, which is one, divided by the sampling fraction of
1/12); (2) in Chicago, student weight is 19.0 (“20 of the 38 academic high schools” divided by the sampling
fraction 1/10); (3) otherwise, the student weight is equal to the school weight, because all students in that
school were selected for PT. (The weight calibration described in §3.3 addresses the issue that original PT
weights do not reﬂect student-level non-participation.) There are, however, many exceptions to this rule
for students in junior high schools. These are the result of judgements by the 90+ Regional Coordinators
(Shaycroft, 1977) regarding assignment of junior high schools to senior high schools. In the data ﬁle, no
junior high school has more than one “parent” senior high school, even though in reality a junior high school
may feed more than one senior high school. On the other hand, in the data ﬁle, many senior high schools
have more than one “daughter” junior high school. In any event, these judgements are both unrecoverable
and unreproducible, so we simply accepted them. The weights of students subject to rules (1)–(3) were
changed to full precision; all others were left unaltered. Figure 4 shows the distribution of our ﬁnal base
year weights.
3.2 Student Replicate Weights
Our core set of student replicate weights was constructed using a jackknife procedure, but see §3.5 for
discussion of alternative replication methods. The key preliminary step in constructing replicate weights
for either schools or students is to generate school-level variance strata (VStrata) and variance primary
sampling units (VPSUs). As is common, we employ VStrata and VPSUs that differ from the sampling strata
and PSUs. Also, because of the number of students involved (22,603, which is 6% of the total) we felt that is
was essential to preserve the structure of student-level sampling in New York, together with the school-level
sampling elsewhere. For simplicity, the 20 of 38 senior high schools in Chicago were treated in the same
way as other senior high schools, and the student-level sampling in Chicago was ignored.
To begin, the 90 senior high schools and 125 junior high schools in New York City were assigned to
four VStrata by splitting the senior schools randomly into three VStrata, and placing all of the junior high
schools into a single VStratum.
6Figure 4: Distribution of the ﬁnal base year student weights.
Desirable characteristics of VStrata are internal homogeneity—schools in each VStratum should be
similar—and size—each VStratum should have neither too few nor too many schools. We constructed the
VStrata using recursive partitioning (RP) as implemented in SAS
R  JMP
R  (SAS Institute Inc., 2012). This
technique is a variant of the well-known Chi-squared automatic interaction detection (CHAID) procedure of
Kass (1980). The choice was made on the basis of the ability of RP/CHAID to handle both categorical and
continuous predictors, ability to handle missing data (JMP allows missingness to be treated as informative,
but we did not do this.), and the ease of implementing stopping rules.
The result is a binary tree such as that shown in Figure 6. All splits are binary, and based on one
predictor variable. Each terminal leaf represents one VStratum; as noted previously, VPSUs were created by
randomly splitting VStrata into two equal subsets. The termination criterion was a combination of statistical
signiﬁcance and VStratum size.
The CHAID/partitioning analysis was performed only for the 895 senior high schools not in New York
City. Using the partition modeling functionality in SAS JMP, splits were made on the basis of ﬁve predictor
variables, until either the split was not statistically signiﬁcant or node size was less than 12.
The response variable was taken from the PT General School Characteristics (GSC) data ﬁle, which
contains school-provided responses to several hundred questions dealing with student body, teachers, cur-
7riculum, counseling, adminstration, facilities and community. We employed the variable GSC62, which is
the percentage of students in a college preparatory program, abbreviated as CPP. Roughly speaking, CPP
measures the extent to which a school is academically oriented, as opposed to preparing students for vo-
cational training or direct employment. As a point of reference, in 1960, approximately 45% of U.S. high
school graduates were enrolled in college in the fall following graduation (Snyder, 1993). Accounting for
dropouts, the enrollment rate was much lower. Current rates, of course, are considerably higher, although
even today only approximately 30% of adults are college graduates (Snyder and Dillow, 2013).
CPP is categorized into 13 values: none (coded as 1), 0–9%—0 not included (2), 10%–19% (3), 20%–
29% (4), 30%–39% (5), 40%–49% (6), 50%–59% (7), 60%–69% (8), 70%–79% (9), 80%–89% (10), 90%–
99% (11), and 100% (12), as well as missing. The unweighted histogram of CPP for all 1,226 PT schools is
shown in Figure 5. In the analyses, “missing” was treated as if it were a response.
The ﬁve predictors were:
Geographic area: The nine (present-day) U.S. Census Bureau divisions, plus New York City. The nine
divisions are New England, Middle Atlantic, East North Central, West North Central, Mountain,
Paciﬁc, West South Central, East South Central and South Atlantic.
School control: Public, private, or parochial, taken from the GSC ﬁle.
Size of the senior class: Number of 12th graders in each public school, from the GSC ﬁle.
Racial composition: Based on the GSC questionnaire, the distribution of students by race was categorized
as predominantly Black, predominantly White, or predominantly Other, where predominantly refers
to 50% or more enrollment. When all items identifying the school’s student racial distribution were
missing, the categorization was based on the racial distribution of students who responded to the 1-,
5-, or 11-year followups. In these cases, if 60% or more of the students reported Black or White as
their race, then the school was categorized as being predominantly Black or predominantly White,
respectively. If 60% of the respondents reported a race other than White or Black, then the school was
categorized as predominantly Other. This higher percentage was based on an analysis that compared
the accuracy of using student-reported data (given patterns in nonresponse and changes in reporting
options) to school-reported data where school- and student-level information was present.
Gender composition: A school was classiﬁed as single-sex if either the male or female enrollment ex-
ceeded 90%, and otherwise as coeducational.
The retention ratio stratiﬁcation variable was not used because it is available only for some of the public
schools, and because of the previously noted inability to reproduce it.
Figure 6 shows the ﬁrst 10 nodes in the partition. Perhaps not surprisingly given the CPP response
variable, the most signiﬁcant split is on control—public as opposed to parochial or private. Conﬁrming the
ID (interaction detection) capability of CHAID, for parochial/private schools, the next split is on coed or
not, but for public schools the next split is on geography—essentially the center of the U.S. as opposed to
the two coasts.
The remaining steps in the process were as follows:
1. Terminal nodes with more than 24 schools (because of lack of signiﬁcance) were split randomly into
two or more sets of size 12–24. Splitting based on statistical signiﬁcance produced a ﬁnal partition
with 21 nodes.
82. Junior high schools were placed in the same node as their parent senior high school.
3. Further (random) splitting was performed in order to satisfy the “12  size  24” criterion.
Ultimately, the partitioning led to 48 VStrata containing the 1,011 senior and junior high schools not in New
York City.
Figure 7 shows the ﬁnal sizes of the 52 VStrata, in numbers of schools and (unweighted) numbers of
students. Each VStatrum was split randomly into two VPSUs; we remind that this is at the school level.
The ﬁnal step was to create the 104 sets of student-level replicate weights. We employed a jackknife
procedure within SAS. When a VPSU was omitted, weights in its twin were doubled.
The method to estimate the standard error for a target statistic O  is well-established (Stapleton, 2008;
Wolter, 2007). Let O .ik/ be the statistic computed using the replicate weights associated with omitting VPSU
k from VStratum i, and let O 0 be the estimate calculated using the full set of base weights. Then, the
estimated standard error is
c SE.O / D
v u u t
59 X
iD1
2 X
kD1
1
2
.O .ik/   O 0/2: (1)
For applications, see §3.4 and 6.
Figure 5: Histogram of values of CPP for PT schools.
3.3 Weight Calibration
The “cleaned up” base year weights described in §3.1 sum to approximately 8,062,339. Although there
are inconsistencies, the consensus of multiple sources is that the number of high school students in the
U.S. during the school year 1959–60 was approximately 9.3 million. Although we cannot document the
discrepancy, our belief is that base year weights do not account for absentees or refusals, students who
9Figure 6: Initial splits in partition analysis for senior high schools not in New York City.
dropped out during the school year, or for the possibility—for which there is (only) anecdotal evidence—
that some students’ records have been lost. We think that refusals did not occur on a large scale, but daily
school absenteeism is on the order of 8–10%. Coupled with possible dropouts and lost data, absenteeism
seems to necessitate calibration of the weights.
The process employed for calibration is essentially a poststratiﬁcation using enrollment counts by state
and public/private, the latter including parochial schools. That is, students’ base year weights were multi-
plied by state-and-public/private-speciﬁc factors in order to match estimates derived in a manner we describe
momentarily. The resulting calibrated weights sum to approximately 9,241,243, which is a 14.6% increase
over the sum of the ﬁrst set of base year weights. This increase is plausible; the total is less than 9.3 million
because the ﬁnal PT sample contained no schools in Alaska or the District of Columbia. (The former is
by design, and the latter, we believe, is because the two schools in DC selected in the sample declined to
participate.)
However, the story is more complex: the factors by which weights are multiplied range (over states)
from .5 to 3.05 for public schools and from .1 to 2.59 for private schools. Figure 8 contains maps showing
the factors by state. That so many factors differ so much from 1.0 suggests that the “sample entire schools”
strategy employed by PT produced a seriously—although redeemably—biased sample of students. The
weight calibration is an essential part of that redemption. As we discuss further in §3.6, this strategy also
produced a grossly inefﬁcient sample. Modern surveys conducted by the NCES, which use a “sample
schools and then sample students within schools” approach, address these issues in at least two ways. First,
10Figure 7: VStratum counts of schools and students.
the designs for sampling schools are much more complex than the PT design; in particular, certain classes
of schools are rather heavily over-sampled. And second, students are sampled, sometimes using entire
classrooms (which may or may not be inefﬁcient, depending on how students are assigned to classrooms),
and sometimes not.
The part of the process that remains to be described is from where the student counts used in the cal-
ibration were obtained, as well as adjustments that were made to them. The principal steps in the process
are as follows. First, state-level public secondary enrollment totals for 1959–60 were taken from documents
provided by NCES (Hobson and Schoss, 1960). The total secondary enrollment in this source is 8,484,869.
There are, however, no schools from either Alaska or the District of Columbia in the main PT student ﬁle,
so the total number of students for the remaining 49 states is 8,451,658.
An identiﬁed issue with these counts is that they include all students enrolled at any time during the
school year, as opposed to the point-in-time counts commonly reported currently. From Simon and Grant
(1964), total public school enrollment in the fall of 1959 was 8,271,000. (The reported value is in thousands:
8,271, an unfortunate but unavoidable loss of precision.) It would have been better to have counts from the
spring of 1960, when the PT administration took place, but these could not be identiﬁed. Accordingly, all
state-level counts from Hobson and Schoss (1960) were reduced by a factor of 8,271,000/8,484,869, leading
to an estimated spring 1960 public school enrollment for the 49 states of 8,238,538.
For private schools, state-level secondary enrollment counts for the 1960–61 school year were available
in Simon and Grant (1964), as is a nationwide total of 1,035,000 for all private school enrollment in the fall
11of 1959. The nationwide 1960–61 count is 1,109,443. Therefore the 1960–61 counts were reduced by a
factor of 1,035,000/1,105,443 to produce estimated secondary school counts for the 49 states for the spring
of 1960.
The total of these counts is 1,027,290, so that the estimated total secondary enrollment for the 49
states in the spring of 1960 is 9,265,828. Finally, the derived base year weights were calibrated to these
counts on a state-by-state and public-vs.-private basis, to these counts. The sum of the calibrated weights
is 9,241,242.9501. This discrepancy arises because in some states PT has no students from private schools.
The distributions of both the uncalibrated weights and the calibrated weights are shown in Figure 9.
Figure 8: State- and public/private-speciﬁc factors used to construct the calibrated base year PT weights.
Left: public school factors. Right: private school factors.
3.4 Application to PT Composite Scores
The PT data contain at total of 140 composite scores. We omit those of the form “three times number right
minus number wrong,” leaving 128 scores falling into ﬁve categories (Wise et al., 1979):
Information Composites: 69 scores, some of them sums of others, derived from the two-part, 395-item
Information Test.
Personality Composites: 10 personality characteristics derived from the 150-item Student Activities In-
ventory.
Interest Composites: 17 interest scores derived from the 205-item Interest Inventory.
Characteristic Composites: 18 scores representing various student characteristics, derived from 395-Item
Student Information Blank (SIB). Among these is a socioeconomic index derived using methodology
described in Wise et al. (1979). Below we mention brieﬂy an alternative socioeconomic index.
Cognitive Composites: 14 scores derived from 27 of the Information Composites, and, in some cases, from
each other.
12Figure 9: Distribution of the uncalibrated (left) and calibrated (right) base year weights.
Tables 7–12 contain the names of these composites. The main PT dataset contains item-level responses for
the SIB, the Interest Inventory and 143 of the 395 Information Test Items. There is a four percent sample of
participants for whom complete item-level response data are available.
A canonical application of replicate weights is to test signiﬁcance of comparisons. Tables 7–12, in the
Appendix, contain three such binary comparisons for the 128 PT composites, performed using the jackknife
replicate weights described in §3. Speciﬁcally, Tables 7 and 8 compare males and females; Tables 9 and 10
compare students of different races (white and nonwhite), and Tables 11 and 12 compare students based on
whether their value of our alternative socioeconomic index is above or below the median.
Each pair of tables has exactly the same set of columns: the composite name; the estimated mean for
one group and the associated standard error, estimated using the jackknife replicate weights; the estimated
mean and estimated standard error for the other group; which group has the higher mean (With the possible
exception of Impulsiveness (R603), a higher mean is “better.”); the z-statistic
z D
jMean1   Mean2j
q
c SE
2
1 C c SE
2
2
; (2)
where Mean1 and Mean2 are the means and c SE
2
1 and c SE
2
2 are the estimated errors; the p-value for this
statistic; and whether the difference is signiﬁcant at the .05 level. Because sample sizes are very large, under
the null hypothesis of no difference, z D jzj, where z is approximately normally distributed with mean 0
and variance 1. Signiﬁcance tests were adjusted for multiplicity within each set of comparisons using the
false discovery rate (FDR) technique (Benjamini and Hochberg, 1995).
Concerning the three bases of comparison, sex is present in the PT data for all students. Race, on the
other hand, was only part of the FY5 and FY11 followup data collections. Information about race was col-
lected in the three followups, as well as recent pilot studies, but the level of missingness is extremely high
13notwithstanding. The race used in Tables 9 and 10 is a full-sample imputation performed using methodology
described in Karr (2014) that combines information from student responses in the base year and followups;
from sibling relationships—making the useful, if not absolutely perfect, assumption that siblings all have
the same race (Recall that Project Talent was conducted in 1960–74, at which time conceptualizations of
reported race were very different from those today.); and from participating schools regarding racial com-
position of the student body. Validation using a 2012 pilot study shows the race imputation to be more than
95% correct.
The socioeconomic index (P801) contained in the PT data is constructed from the categorical responses
to 9 items: home value, family income, number of books in the home, number of automatic appliances,
number of electronic devices, number of rooms, paternal occupation, paternal education and maternal edu-
cation. There is good reason to suspect high measurement error in some of these, even given that responses
were categorical, be we have no good way of assessing it, and no data edits were applied. Each of the nine
variables was then converted to a numerical value zi, as shown in Table 3.9 of Wise et al. (1979). Details of
the rationale are not recoverable, but the notation suggests that the zi were meant to be normally distributed
with mean 0 and variance 1. Then, the nine numerical values zi were combined, for each student using the
formula
P801 D 100 C 10 
1
K
9 X
iD1
zi1.Item i is not missing/; (3)
where K D
P9
iD1 1.Item i is not missing/ and the j are averaged correlations calculated as described in
Wise et al. (1979, p. 37).
The number and nature of assumptions underlying this algorithm, as well as the fact that it ignores
weights, led us to construct an alternative socioeconomic index that is simply equal to the ﬁrst principal
component of the 9 scores, where the analysis is performed using the calibrated base year weights. It is this
variable that underlies Tables 11 and 12.
The results of the three comparisons are summarized in Table 3. They are interesting, and agree with
expectations. First, 95% (365/384) of the comparisons are signiﬁcant at the level of  D 0:05, even adjusted
for multiplicity. The very large sample size of 377,015 means that most differences will be signiﬁcant.
Whether these differences are substantively important is a different question; the most common course in
this situation is to employ effect sizes.
Second, the split between females’ achieving higher scores and males’ achieving higher scores is ap-
proximately equal. Closer examination of Tables 7 and 8 shows that, as expected, in general females score
higher on composites related to art, literature and verbal ability, while males score higher on science, en-
gineering, and mathematics ability. For instance, females score higher on R104 Music, R114 Home Eco-
nomics, R131 Art, R140 Practical Knowledge, R143 Etiquette, and R150 Theater/Ballet, all of the language
composites R211–R250, C002 General Academic Composite, C003 Verbal Composite, and C009 Foreign
Language Composite. Correspondingly, males score higher on R103 Literature, R105 Social Studies, R106
Mathematics, R107 Physical Science, R108 Biological Science, R110 Aeronautics, R111 Electronics, R112
Mechanics, all of the mathematics composites R311–R340, and all of the Cxxx composites other than C002,
C003, and C009. Females do have higher estimated scores on R109 Scientiﬁc Attitude, but the difference is
not signiﬁcant.
For race and socioeconomic status, the stories are similar, albeit not identical. Predominantly, scores are
higher for whites than nonwhites. Nonwhites’ scores are higher only for some of the Personality, Interest,
and Characteristics composites. For the 14 Cxxx cognitive composites, z-statistics all exceed 25, indicating
14an enormous gap between white and nonwhites.
Scores are higher for those whose socioeconomic status is above the median than those whose so-
cioeconomic status is below the median for all composites except P712–P717, which indicate interest in
occupations not requiring extensive education, and F838 Work Activities: not surprisingly, those with be-
low median socioeconomic status are more engaged in chores and jobs. The gap with respect to the Cxxx
cognitive composites is comparable to that for race. These ﬁndings echo, but earlier in time, the current
attention to economic and educational inequality in the U.S.
3.5 Alternative Replication Methods
We also constructed replicate weights using two Hadamard matrix-based methodologies: balanced repeated
replication (BRR)(Wolter, 2007) andFay’s modiﬁcation ofBRR (FBRR) (Dippoet al., 1984;Judkins, 1990;
Rao and Shao, 1999). The latter is attractive in some situations because no replicate weights are set equal
to zero. Figure 10 shows that for PT, there is no material difference among the jackknife, BRR, and FBRR
replicate weights in terms of the estimate standard errors they generate. It contains a scatterplot matrix for
all three methods, for the full set of 140 composite scores (§3.4).
Figure 10: Scatterplot matrix of standard errors for the full set of 140 PT composites, calculated using jack-
knife replicate weights (JK), balanced repeated replication (BRR) and Fay’s modiﬁcation of BRR (FBRR).
3.6 Design Effects
We conclude this section by examining design effects, a second canonical application of replicate weights
to estimation of standard errors. We focus on the same 128 composite scores treated in §3.4.
We formulate the problem as follows. If the 377,015 student participants were a simple random sample
(SRS) of the 9,241,243 U.S. high school students, each would have weight 24.512. Moreover, there is only
one PSU, so we may create VStrata by assigning students randomly to them, and to randomly split each
15VStratum into two VPSUs. Then, replicate weights can be constructed—according to §3.5, by any of JK,
BRR and FBRR—and estimated standard errors calculated using them. To duplicate the jackknife replicate
weights of §3.2 as nearly as possible, we employ 52 VStrata.
The distribution of the resultant design effects—that is, ratios of estimated standard errors—appears in
Figure 11. To say that these design effects are large is an understatement. In other words, as a mechanism
for sampling students, PT was quite inefﬁcient. Of course, there are strong arguments in favor of the cluster
sample design of sampling schools, namely, cost and school-level participation. However, unlike current
NCES surveys, PT did not sample students within schools except in New York City and Chicago, where
students were sampled within schools, but schools were not sampled.
The “statistical price” paid for not sampling students within schools is the extreme design effects. Not
unexpectedly, the proximal cause is within-school student homogeneity. To illustrate, for the C001 IQ
Composite, the national mean and standard deviation are 162.47 and 55.15, respectively. Figure 12 shows
thedistributionofthe1,224within-schoolstandarddeviationsforC001. (Twoschoolshadonlyonestudent.)
The national standard deviation is at the 93rd percentile of the within-school standard deviations! The
behavior of other composites is similar.
Figure 11: Distribution of design effects for 128 PT composites.
16Figure 12: Distribution of the within-school standard deviations for the C001 IQ Composite.
17Table 2: The PT sample design for schools.
18Female Male White Nonwhite Above Below TOTAL
Median SES Median SES
Signiﬁcantly Different
Composites 54 62 99 26 116 8 365
Not Signiﬁcantly Different
Composites 2 10 1 2 4 0 19
TOTAL 56 72 100 28 120 8 384
Table 3: Results and statistical signiﬁcance ( D 0:05) of comparisons of scores on 128 PT composites, on
three bases—race, sex and socioeconomic status. Counts are of which group scored higher, on the average.
194 Reproducible Weights
Both as an intellectual exercise—to understand what differences arise—and for potential application, we
constructed a set of what we term “reproducible” school- and student-level base year weights. That is, all of
the heuristic and/or unexplained assumptions described in §3 are eliminated, so that we can describe exactly
how these alternative sets of weights were constructed.
As in §3, Table 2 is the starting point for school weights. Two principal changes were made. First, all
schools in Chicago, Detroit, Los Angeles, New York and Philadelphia were placed in their respective states,
i.e., this “special” stratum was dropped. Second, the retention ratio was eliminated from the stratiﬁcation.
Therefore, except in New York City and Chicago, public schools senior high schools are stratiﬁed on ge-
ography and size of the senior class, while parochial and private senior high schools are stratiﬁed solely on
geography. All school weights were then calculated to full precision. All junior high schools have weight
equal to that of their (unique) parent senior high school. All senior and junior high schools in New York
City have weight 1. All senior high schools in Chicago have weight 1:9 D 38=20.
At the student level, the following rule applies
StudentWeight D
8
> <
> :
12:0 in New York City
10:0 in Chicago
SchoolWeight otherwise:
(4)
Our “reproducible weights” were also calibrated, using the procedure described in §3.3; replicates have
also been constructed. They are not identical to the calibrated base year weights. Figure 13 shows both
a scatterplot and the distribution of the relative difference—the difference divided by the mean. However,
operationally, they are nearly identical, as shown in Figure 14, which shows scatterplots of the estimated
means and standard errors for the same 128 composite scores that appear in §3.4.
20Figure 13: Relation between calibrated weights and calibrated reproducible weights. Left: Scatterplot.
Right: Distribution of the relative difference.
Figure 14: Comparison between estimates for 128 composites (§3.4) from calibrated reproducible weights
to estimates from calibrated base year years in §3.3. Left: Estimated means for 128 composites. Right:
Estimated standard errors for 128 composites.
215 Followup Weights
There are insufﬁcient paradata regarding PT to deﬁnitively resolve followup nonresponse into its two pri-
mary components—failure to locate a participant and failure of a participant to respond who has been lo-
cated. In research to be reported elsewhere, we describe efforts to do this, as well as models for response in
the followups. Not surprisingly, for FY5 and FY11, response to an earlier followup is the most inﬂuential
predictor.
Followup weights reﬂect two adjustments to the calibrated base year weights. The ﬁrst, and more im-
portant, is for nonresponse. The second, which does matter, is for mortality. Adjustment for nonresponse
is straightforward; we give details momentarily. However, because the only randomization in the followups
is in selection of the special survey sample from the mail survey nonrespondents, the weights of all nonre-
spondents must be re-distributed to only the special survey respondents, leading to some very high followup
weights, as can be seen in Figure 15.
The grade-speciﬁc strata used for construction of the followup weights are shown in Table 5. Effectively
the strata are sex crossed with year of birth. However, for ninth graders, because of the way followup
samples were selected, we must also account for whether they participated in the 1963 re-test (Wise et al.,
1979, p. 18–19). Year of birth was coarsened to  1942, 1943, 1944, 1945 and  1946 for ninth graders,
and analogously for other grades.
The year-of-birth-and-sex-speciﬁc mortality adjustment was based on life tables downloaded from the
Human Mortality Database (University of California, Berkeley (USA), and Max Planck Institute for Demo-
graphic Research (Germany), 2014). For simplicity, students with years of birth of the form  nnnn and
 nnnn were assigned the mortality factor associated with nnnn. The numbers involved were sufﬁciently
small that no harm was done. Table 6 shows the effect of the mortality adjustment. By FY11—which in
view of Table 1, spans the calendar years 1971–1974—mortality was approximately 3%. Not surprisingly,
mortality is higher for males than females, reﬂecting both general characteristics and the Vietnam war.
Steps involved in construction, for each followup and each stratum, were then:
1. Base year calibrated weights were adjusted for mortality.
2. Allmailsurveyrespondentswereassignedthemortality-adjusted, calibratedbaseyearweight. (Recall
that there was no sampling involved at the mail survey stage.)
3. Mortality-adjusted calibrated base year weights of all nonrespondents (to either the mail survey or
both the mail survey and the special survey) were reassigned to special survey respondents, by mul-
tiplying each special survey respondent weight by the same factor. In other words, we performed a
standard weighting class adjustment.
Figure 15 shows the distribution of the weights for the three followups.
22Grade BY FY1 FY5 FY11
Mail Resp SS Resp Nonresp Mail Resp SS Resp Nonresp Mail Resp SS Resp Nonresp
9 103,893 47,051 2,742 54,100 27,686 1,574 74,633 19,937 3,105 80,851
10 99,573 42,424 2,432 54,717 31,647 1,989 65,937 19,773 2,019 77,781
11 92,419 43,549 2,622 46,248 32,406 2,001 58,012 22,962 2,077 67,380
12 81,130 50,483 1,270 29,377 30,753 1,797 48,580 22,670 1,491 56,969
Table 4: Numbers of respondents and nonrespondents for the PT base year and followups, by grade. “Mail
Resp” means respondents to the mail survey; “SS Resp” means respondents to the special survey; “Nonresp”
means nonrespondents.
Grade Stratiﬁcation
9 Sex  Year of Birth  Retest/NoRetest
10 Sex  Year of Birth
11 Sex  Year of Birth
12 Sex  Year of Birth
Table 5: Strata used to construct PT followup weights.
Data Collection Sum of Weights
Base Year 9,241,242.9501
1-Year Followup 9,169,072.9773
5-Year Followup 9,124,598.8197
11-Year Followup 8,972,845.8258
Table 6: Sums of mortality-adjusted, calibrated followup weights.
23Figure 15: Distributions of the calibrated weights for the three PT followups.
246 More on the PT Cxxx Composites
As described in detail in Shaycroft (1977), an essential decision during the development of PT was to create
a new test battery, rather than use one of the commercial batteries available at the time. Much effort was
devoted to implementing this decision. However, analyses involving the base year replicate weights suggest
that the composites are less informative than they might have been.
By way of background, Figure 16 shows the state-level means of the C001 IQ composite by sex and
test grade. The Cxxx composites are convex combinations of raw scores (numbers correct, unadjusted for
incorrect responses) on subsets of questions on the 395-item Information Test (Wise et al., 1979, p. Table
3.3). They are not normed by grade, as might be done today. Therefore, in Figure 16, there is a clear grade
effect, as well as some, but not profound, gender effect. According to Table 8, males have higher estimated
scores than females on C001, but the difference is not statistically signiﬁcant. The most striking feature of
Figure 16 is the extent to which the states of the southeast (the former Confederacy) lag the remainder of
the country. Visually, students in these states in one grade are approximately comparable to those in other
states who are two grades below them, regardless of sex.
At one extreme, students in Arkansas have very low scores; at the other extreme, those in Montana gave
high scores. Based on general knowledge of the U.S. in 1960, the ﬁrst of these is not surprising. The second,
however, is quite unexpected. It may be the result of who in Montana remains in high school as opposed
to dropping out. Another possible explanation is sampling variation: the PT school sample contains only
eleven high schools in Montana, ﬁve of which were located in Billings, then as now the largest city in the
state.
The maps in Figure 16 show that there is clear signal in the Cxxx composites. How much signal,
though, is a different question. As another application of the base year weights, we consider this question
from a modern perspective. The C014 Composite S [sic] is directly a function of C001–C013, so it has
been dropped from the analysis. Figure 17 contains the results of a weighted principal components analysis
(PCA)—on correlations, to remove scaling issues—of the remaining 13 Cxxx composites. The results are
sobering, to say the least. The ﬁrst two principal components (PCs) explain 92.1% of the variation in the
data! Moreover, these components are completely interpretable. The ﬁrst PC is, of course, an overall ability,
while the second PC (from the loading matrix) differentiates between technical ability and verbal (including
foreign language) ability.
Although we do not include full results here, it is possible to drill down further. The thirteen composites
C001–C0013 are based on 23 Ryyy raw scores derived from the Information Test. A principal components
analysis of these 23 scores shows that they are at most 7–8 dimensional. The conclusion is that a more infor-
mative set of composites could have been constructed using PCA. There are hints in the PT documentation
that this issue was thought about, but it was never addressed.
Via (1), the replicate weights can be used to estimate the standard errors associated with the principal
component loadings that appear in Figure 17. The results appear in Figure 18; the standard errors are
negligible.
7 Conclusion
In this paper, we have described construction and application of calibrated full-sample and replicate student-
level weights for the base year Project Talent dataset. We have also tried to convey the challenges and
25Figure 16: State-level means of the C001 IQ Composite by test grade and sex.
excitement of dealing with 50-year old data that are incompletely documented, and are compromised in
some ways by computer limitations in 1960. Project Talent is both a window into the past and a pathway to
the future, as additional data are collected that allow linkage of early adulthood and life trajectory data.
26Figure 17: Results of principal components analysis of 13 of the Cxxx PT composites.
Figure 18: Estimated standard errors for loadings for the ﬁrst three principal components in Figure 17.
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28Appendix: Tables of Composite Comparisons
29Table 7: Comparison of student scores on the ﬁrst 64 of the 128 PT composites, by sex.
30Table 8: Comparison of student scores on the remaining 64 of the 128 PT composites, by sex.
31Table 9: Comparison of student scores on the ﬁrst 64 of the 128 PT composites, by race.
32Table 10: Comparison of student scores on the remaining 64 of the 128 PT composites, by race.
33Table 11: Comparison of student scores on the ﬁrst 64 of the 128 PT composites, by alternative socioeco-
nomic index.
34Table 12: Comparison of student scores on the remaining 64 of the 128 PT composites, by alternative
socioeconomic index.
35