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Abstract
The coil to globule transition is a fundamental phenomenon in the physics
of macro-molecules by reason of the multiplicity of arrangements of their
conformation. Such conformational freedom is the main source of entropy
in the molecule and is the main opponent to the transition towards the
compact state, since a system tends to the state of maximum entropy.
This phenomenon is captured by very simple models, such as the ensem-
ble of Interacting Self avoiding Walks on the lattice. This model shows that
the coil to globule transition belongs to the universality class of continuous
transition called Θ point.
Starting from a critical inspection of the definition of the interacting
walks model, we introduce a refinement aiming to represent more precisely
the entropy sourced from the local fluctuations of the molecule around its
equilibrium conformations; this contribution is absent in the standard model
which includes only the entropy generated by the molteplicity of the global
conformations.
Through the study of the vibrational properties of the model and an
exhaustive numerical simulation of the phase transition we show that the
new model presents a transition which is different in character and belongs to
a distinct universality class. In particular, in 3 dimensions the model shows
a discontinuous transition; thanks to this, the model presents a common
framework underlying the physics of both homo-polymers and proteins.
Considering the results obtained in 2 and 3 dimensions we identify the
convexity of the vibrational entropy as the responsible of the new class
of transitions. These results and a revision of experimental measures of
viscosity brings into question the standard description of the homo-polymer
transition.
Key words:
coil-globule transition, Θ point, conformational entropy, self avoiding walk,
tetrahedral lattice, square lattice, Monte Carlo simulation, cross over ex-
ponent, polymer, intrinsic viscosity, thermal blob, Hessian matrix, elastic
network
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Riassunto
La transizione dallo stato disordinato allo stato compatto e` un fenomeno
fondamentale nella fisica delle macro-molecole, in virtu` della loro possibilita`
di riarrangiare la propria conformazione in innumerevoli modi. Questa lib-
erta` conformazionale e` la principale sorgente di entropia nella molecola e
la principale opponente alla transizione verso lo stato compatto, in base al
principio che i sistemi tendono a massimizzare la propria entropia.
Tale fenomeno puo` essere catturato da modelli molto semplici, quale
l’insieme dei cammini auto evitanti e interagenti sul reticolo. Da questo
modello si deduce che la transizione dalla fase aperta alla fase compatta
appartiene alla classe di universalita` di transizioni continue demominata
punto Θ.
Attraverso un riesame della definizione del modello dei cammini intera-
genti abbiamo introdotto un miglioramento atto a rappresentare piu` precisa-
mente l’entropia generata dalle fluttuazioni locali della molecola attorno alle
sue conformazioni di equilibrio; tale contributo e` assente nel modello clas-
sico in cui solo l’entropia proveniente dalla molteplicita` delle conformazioni
globali e` rappresentato.
Attraverso uno studio delle proprieta` vibrazionali del modello e un ampio
studio numerico della transizione di fase dimostriamo che il nuovo modello
presenta una transizione di carattere diverso, appartenente a una diversa
classe di universalita`. In particolare in 3 dimensioni il modello presenta
una transizione discontinua che permette di riunire in un unico quadro la
fenomenologia di homo-polimeri e proteine.
Considerando i risultati ottenuti in 2 e 3 dimensioni individuiamo nella
convessita` dell’entropia vibrazionale il responsabile della nuova fenomenolo-
gia di transizione. I risultati di questo modello e una rivisitazione di misure
sperimentali di viscosita` rimettono in discussione la classica descrizione della
transizione di omopolimeri.
Parole chiave:
collasso di polimeri, punto Θ, entropia conformazionale, cammino auto evi-
tante, reticolo tetraedrico, reticolo quadrato, simulazione Monte Carlo, espo-
nente di cross over, polimero, viscosita` intrinseca, blob termico, matrice
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Chapter 1
Introduction
Entropy is an important physics concept that has entered common language.
Its etymology is the Greek word, entropia, meaning literally a turning to-
ward, conversion. Curiously, its original meaning does not reflect entirely
the one we attribute to it nowadays: the entropy is typically considered as
the measure of disorder of a system. This common interpretation has foun-
dation on the scientific usage of the word, in which context the concept of
disorder demands to be precisely defined: we try to fulfill this request in the
first section of this Introduction.
More specifically, if the system in question is a molecule, its disorder
consists of the relentless internal activity, which is the effect of the inter-
atomic interactions between the elements into play: the molecule itself, other
molecules in close proximity and the solvent around them. To put order in
a molecule means, for example, to confine it or to give it some shape; this
action requires energy because it goes against the tendency of being in mo-
tion under the influence of the other interactions. In a similar way, the
compression of a volume of gas requires energy: it is not a matter of lacking
of space, but of hindering the molecular motion. Instead of running after
the many molecular paths, physicists elaborate approximate, but effective,
methods to deal with complex systems. Sometimes, very simple models give
a correct interpretation of the experiments: the Ideal Gas Theory is a well
known example; another case, closer to the subject treated in this Thesis,
the stretching of DNA, is described in section 1.2. In this work we study the
coil to globule transition. The concerned systems are polymers, sequences of
many small molecules one after another, which are complex under many as-
pects: they present the complications of a one dimensional chain immersed
in space1; at the same time their behavior is enriched by the variety of its
components and interactions between them. This second aspect is particu-
larly relevant in proteins because the composing units can be of 20 different
1Every one has experimented this kind of complexity when trying to unwinding the
cable of his music player headphones.
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types (the amino-acids), and the number of possible compositions becomes
huge2. The formulas presented in section 1.3 are just the most concise de-
piction of the forces competing in the macromolecular folding. When trying
to be more detailed, the solution of even the simplest physics model of ho-
mopolymer (a polymer whose units are identical) resorts to sophisticated
calculations relying on Classical Field Theory, as we try to vaguely report
in section 1.4.
Fortunately, today we have an increasing power of the computational
means, and the models can be numerically investigated without resorting to
complicated theories and strong approximations. The only approximations
concern the model itself and how much reality one wants to implement; of
course, some approximation is also imposed by the finiteness of the com-
puters power. Without reaching the complexity of the Molecular Dynamics,
several simple models have been elaborated during the years, and many of
them are small variations of the mentioned simplest model. Each of these
variations stresses a particular aspect of the problem and neglects others.
Since this Thesis aims to present a new variation, in section 1.5 we briefly
review some of the already existing ones, in order to get the feeling of the
work. They are interesting to us because they show a transition with a
phenomenology more complex than the original version, consequence of a
refinement of the interactions. The modification proposed by us does not
deal with the interactions, but with the representation of the disorder of the
molecule or, in more technical terms, of its conformational entropy. Before
presenting the development and the results of our model, we will mention, in
section 1.6, other previous studies on the conformational entropy connected
with the physics of molecules, as well as with very different fields, such as
the magnetic transitions and the crystallization of metals.
1.1 Entropy and disorder
The first definition of entropy is due to R. Clausius, early 1850s, and concerns
the relation between heat and temperature. Only in the 1870s, when L.
Boltzmann began the microscopic interpretation of the thermodynamics,
founding statistical physics, the interpretation of the entropy as a measure
of the disorder of the system could be introduced.
In the thermodynamic context, entropy is a function of state that varies
if any flow of heat occurs within the system. The behavior of this function
is constrained by the second principle of the thermodynamics:
• First principle: the energy of the universe is constant;
• Second principle: the entropy of the universe tends to a maximum.
2This year, for example, the Protein Data Bank contains more than 75000 structures.
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This synthetic formulation of the laws of the thermodynamics is due to
Clausius ([25] is an interesting monograph dedicated to this subject); they
regulate every day life, as we can realize solving the following elementary
exercise.
Exercise. Two identical bodies have temperatures TH (hot) and TC
(cold) respectively, TH > TC . They are put in thermal contacts, so that they
can exchange energy, but they are isolated from the external environment:
together they form their own universe. How do the temperatures evolve?
Solution. The energy exchanged by each body (dU) is proportional to
the variation of its temperature (dT ); because the two bodies are identical,
they have the same heat capacity, C, and the variation of energy and tem-
perature are related by: dU = CdT . The conservation of the energy of the
universe, dUH + dUC = 0, implies that the temperature variation of each
body is opposite to the temperature variation of the other:
dTH = −dTC
This relation does not state in which direction the heat flows: a situation in
which the hot body warms up at the cold body’s expense would be compati-
ble with the first law, even if counterintuitive. The principle of maximization
of entropy shows the right direction of the flow: the entropy variation of each
body is dS = dUT =
CdT
T , and for the entire universe (the two bodies):
dSTOT = C
(
dTH
TH
+
dTC
TC
)
= C
(
dTH
TH
− dTH
TC
)
> 0
which implies dTH < 0 (the hot body cools off). The final state is reached
when the two bodies reach the same temperature.•
In the context of statistical physics, any thermodynamic quantity, which
characterizes the macro-state of the system, is interpreted in terms of the
state of its microscopic components, the micro-states: for example, the pres-
sure of a gas is the effect of the mechanical motion of the molecules. The
entropy has a special interpretation: through the maximization principle
(second law), it plays a prominent role in the determination of the state
of a system, which is denoted by a probability distribution over the en-
semble of its micro-states, and in particular the most entropic one. The
microscopic components of a system, for example the atoms composing a
molecule, behave on smaller space lengths and faster time scales than the
scales detectable by human observation. A system at equilibrium looks sta-
ble, but its micro components keep changing their state and its macroscopic
aspect is the average of those states.
For example, we imagine a system whose states can be effectively enu-
merated and labeled with an integer counter i; the observed energy is the
average over all the micro-states, weighted with its probability:
〈E〉 =
∑
i
EiPi. (1.1)
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The success of a statistical physics model relies on:
1. elaborating a satisfactory representation of the micro-states of the sys-
tem;
2. establishing a good expression for the probability of each micro-state.
The probability of one micro-state depends on the constraints of the system;
for example the total energy may be fixed and only micro-states with that
energy have non zero probability (microcanonical ensemble); in another ex-
ample the temperature is fixed, the energy can vary, but the micro-states
with very high energy are less probable than micro-states with low energy
(canonical ensemble). Usually those constraints can be accomplished by
several distributions, but the system chooses the one which maximizes the
entropy:
S = −kB
∑
i
Pi lnPi. (1.2)
The choice of the maximum entropy probability distribution turns out to
be the choice of the most probable probability distribution. This is shown
in a non trivial way which involves the use of an ensemble of replicas of
the system, as introduced by Gibbs [32], and we don’t repeat it here. The
definition (1.2) shows eventually the difference between an ordered and a
disordered distribution. The lowest value for the entropy is Smin = 0 because
Pi ≤ 1 and this is the entropy of a mono-disperse distribution: only one state
is possible, P1 = 1 and Pi>1 = 0. An ordered system is a system of which
we know exactly the microscopic state. On the opposite hand, a system
wandering uniformly through all the micro-states, Pi =
1
Ω
, is associated
with the maximum entropy, given by the logarithm of the number of micro-
states:
S = kB ln Ω (1.3)
This is an alternative well known expression of the entropy, but it is a special
case of the previous one: equation (1.3) is the entropy of a system whose Ω
micro-states are equiprobable.
1.2 Entropy and conformational freedom
The expression (1.3) means that the entropy of a system increases with the
number of available micro-states ( Ω). In the physics of polymer and macro-
molecules the amount of micro-states is called the conformational freedom.
In this section we illustrate the meaning of conformational entropy, basing
on an example from the polymer physics: the stretching of a DNA molecule
[7].
Ubiquitous in all living beings, the DNA encodes the genetic informa-
tion for building the constituent bricks of the organism, the proteins. It is a
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very long polymer, typically (in human beings) a sequence of millions of nu-
cleotides. This means that one molecule is about 50 mm long, that is about
106 times its thickness, 2.5 nm. The string is also very stiff: its persistence
length (the distance at which the correlation in the direction of the chain
is almost lost) is about 50 nm, more than 10 times its diameter, but still
thousands of time shorter than the whole molecule. For these characteristics
the geometric conformation of a DNA molecule can be approximated with
a random coil, a succession of N steps of equal length, b, and uncorrelated
random direction. One step should be chosen long enough to represent a
portion of DNA the ends of which have uncorrelated directions. A good
choice is a step length equal to two times the persistence length. The end
to end distance of a chain is the length of the vector joining the starting
and ending points of the chain: it measures Rmin = 0 when the ends touch
and Rmax = bN when the chain is completely stretched. All the other con-
figurations show intermediate values. Four quite short fragments of DNA
are shown in Figure 1.1; the possible configurations are infinitely more nu-
merous. The probability distribution of the end to end distance over the
possible configurations of a freely jointed chain is the distribution of the
sum of N (many) uncorrelated steps:
P (~Re) =
e−
3
2
~R2e
Nb2
(2piNb2/3)
3
2
. (1.4)
The average end to end distance is the size of the random walk,
Rave ≡
√
〈~R2e〉 = bN1/2, (1.5)
which is much smaller than the length of the completely stretched chain;
on the other hand a completely packed chain occupies even less place (see
Table 1.1).
The DNA molecule at normal physiological conditions interacts with
much smaller solvent molecules, continually receiving kicks from all direc-
tions. The DNA molecule is constantly in motion and changing its con-
formation on very fast time scales, so its size is well represented by the
average over all the possible random configurations. The only assumption
of randomness gives a quantitatively good approximation of the statistical
distribution of the molecule conformation; this result is quite striking be-
cause that simple assumption summarizes the whole ensemble of molecular
interactions which determine the dynamics of the molecule. More precisely,
the free energy of the ensemble of random chains with end to end distance
~R is
F (~R) = −kBT lnP (~R) = U(~R)− TS(~R) = TkB 32
~R2e
Nb2
(1.6)
The free energy is purely entropic (U = 0) because the random chain does
not interact with itself. The force for stretching the DNA calculated from
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length dependence DNA (mm)
Rmax bN 50
Rcoil bN
3/5 0.2
Rave bN
1/2 0.07
Rcmp bN
1/3 0.008
Table 1.1: End to end distances of a DNA molecule. The molecule is
modeled as a chain of N = 500000 steps of Kuhn length b = 100 nm, equal
to twice the persistence length (50 nm) in a worm like chain model. Rmax
is the maximum elongation of a typical human DNA molecule [7]; Rcoil is
the good solvent average; Rave is the random walk average; Rcmp is the size
of a fully packed chain of impenetrable beads with diameter b.
Figure 1.1: Images of DNA. Atomic Force Microscopy images of DNA
fragments on a surface, from ref. [70]. Each fragment is less than 50000 base
pairs long, i.e. about 17000 nm or 340 persistence lengths. The scale bar
represents 100 nm, equal to twice the persistence length. The experimental
average end to end distance is calculated on this kind of images.
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Figure 1.2: Coil to globule transition of polystyrene. The temperature
dependence of the hydrodynamic radius of polystyrene in cyclohexane is
plotted for several concentrations. The length of the molecule is about
260000 monomers (2.7×107MW ). From ref. [64]. The hydrodynamic radius,
or Stokes radius, is the radius of a sphere with the same diffusion coefficient
as the polymer.
equation (1.6) gives results in very good agreement with experiments, at
least in the early stages of elongation. This force is entropic in origin,
ultimately a consequence of the Brownian impulses acting on the polymer
that tend to keep it coiled.
The study in [7] is pursued to the limit of maximal stretching. In this
regime the theory presented here is not sufficient any more: other effects,
namely the bending energies, has to be added to the model. The study goes
even further, describing the experiments of pulling the molecule beyond its
maximal elongation: the subject is very interesting, but this is not the place
for developing it.
1.3 Coil to globule transition
The conformational entropy plays a key role in all situations where the
macromolecule is free to explore many different arrangements of its compo-
nents. The most natural aspect of a polymer in a good solvent is that of a
disordered coil, similar to the average random walk calculated in the previ-
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ous section. In this situation, if the excluded volume of monomers is also
taken into account, the average end to end distance results bigger than the
random walk. The self avoidance acts as a repulsion between the monomers
and makes the molecule to swell: Table 1.1 reports the metric exponent of
the coil calculated from the standard Flory theory [30, 58].
Nevertheless, polymers in a compact conformation are observed, depend-
ing on the quality of the solvent. In general, if two molecules come closer,
the van der Waals attraction manifests, so the system can lower its energy if
they stay in contact (the excluded volume prevents them to overlap). If the
attraction between a monomer and a solvent molecule is stronger than the
attraction between two monomers, the polymer maximizes its contacts with
the good solvent assuming an open conformation. On the opposite hand, if
the monomer-monomer interaction is stronger, the molecule tends to max-
imize its intrachain contacts and it assumes a globular conformation which
excludes the bad solvent. These interactions can be as strong as a hydrogen
bond, which is responsible of the formation of secondary structures (a par-
ticularly ordered compact conformation) of proteins. As these interactions
may develop both between monomers and between monomer and solvent,
the overall conformation is the result of the interplay between many factors
and no interaction can be excluded from the calculation. In proteins, how-
ever, a decisive factor for the folding is believed to be the hydrophobicity of
certain amino-acids. An hydrophobic amino-acid tries to avoid contact with
the solvent water hiding itself in the bulk of the collapsed protein [20].
In the process of collapse, a favorable negative energetic difference be-
tween the compact and coil conformation, Hcmp −Hcoil = ∆H < 0, has to
balance the unfavorable loss in conformational entropy, Scmp−Scoil = ∆S <
0. The two contributions are combined in the free energy difference between
the compact and coil state, at temperature T and constant pressure:
Gcmp −Gcoil = ∆G = ∆H − T∆S. (1.7)
Since the state of the molecule corresponds to the state of minimum free en-
ergy, a variation of the temperature induces a change of the conformation of
the molecule when the sign of ∆G switches from positive to negative. This
phenomenon is known as Protein Folding (from coil to globule) or Denat-
uration (from globule to coil) or simply coil-to-globule transition, referring
to generic polymers. The transition is located at the temperature where
the two states have the same free energy, ∆G = 0. Supposing that the en-
tropy and energy difference between the two states is constant, the critical
temperature is
Tc =
∆H
∆S
. (1.8)
This is a very simple sketch of the phenomenon and does not tell anything
about the kind of transition. For example, the molecule may conserve its
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compact form while the temperature grows until the critical point, where it
would jump directly to the coil state: at the critical temperature the two
opposing phases (the coil and the compact) coexist. In an opposite picture,
the molecule gradually evolves from one state to the other; at the critical
point no hint of the two opposing phases can be seen, the molecule assumes
instead an intermediate structure. The first scenario corresponds in physics
to a discontinuous transition, also called all-or-none or first order. The
second scenario corresponds to a continuous or second order transition.
Since the seminal experiments on the native state of proteins [4], protein
folding is commonly described as an all-or-none phenomenon. This fact is of
vital importance in living systems where protein misfolding (collapse in the
wrong compact state) makes it loose its functionality. Instead, in the generic
case of homopolymers, made by a single repeating unit, the phenomenology
is less clear: if sometimes signatures of the continuous behavior are seen
[54, 76], in many cases the phenomenon is described as a discontinuous
process [74, 69]. The experimental probe of one or the other phenomenology
is limited by the difficulties common to the single molecule experiments and
multiple behaviors can not be excluded.
The first temperature induced coil-globule transition of a single polystyrene
chain (a homopolymer) was reported in [64]. The hydrodynamic radius of
the molecule is measured by light scattering technique, see Figure 1.2.
1.4 The Θ point
The essential factors playing in the coil to globule transition of the polymer
are:
1. randomness in the configuration of the molecule;
2. excluded volume interaction;
3. short range attraction between monomers.
The randomness works in favor of the coil conformation, which has more
arrangements at disposal than a globular molecule. The attraction works
in favor of the globular conformation, which has more intra-chain contacts.
The excluded volume contributes further to the swelling of the chain but it
prevents also the compact molecule to collapse into a unique point under
the effect of its internal attraction. These ingredients are contained in a
basic model, consisting of a Self Avoiding Walk on a lattice with nearest
neighbor attractions. The energy of a walk is proportional to the number of
intrachain contacts
E = −εnco (1.9)
(Figure 1.3): it is then energetically convenient to assume a compact con-
formation, but the temperature has to be low enough to face the swelling
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Figure 1.3: ISAWs on the lattice. Three Self Avoiding Walks with 8
monomers on a square lattice. Two of them have 3 contacts, one of them
has no contacts. One end to end distance vector is drawn
tendency coming from the conformational entropy. In this model, Interact-
ing Self Avoiding Walk (ISAW), the critical temperature at which the coil
changes to the compact conformation is called Θ. A precise definition of a
compact and a coil state is not possible here, so the definition (1.8) of the
critical temperature does not make sense. The temperature corresponding
to the maximum variation of the energy or the radius is the finite size criti-
cal temperature. The nature of the Θ transition has been long investigated
through several complementary approaches: a huge review of these theoret-
ical efforts is contained in [19]. It is commonly accepted that the Θ point is
a tricritical phenomenon, which means, in the words of Des Cloizeaux, that
it is two times (not three!) critical: once because the length of the chain
is infinite, once because the critical temperature corresponds to the balance
between the entropic push towards a coiled state and the internal attraction
towards a compact conformation. We try to describe these two criticalities
on the lattice ISAW model.
A deep link exists between this model and a generalization of the Ising
model of the ferromagnetic transition. In the Ising model a magnet is rep-
resented as a lattice of 1-component spins (Si = ±1) and the critical tem-
perature separates the paramagnetic state (high temperature) from the fer-
romagnetic state (low temperature). The Ising model has been generalized
to n-components spins. In [17] it is shown that the magnetic susceptibility
of the (n → 0)-components model (O(0)), close to the critical temperature
(of the magnet), can be calculated as the sum of all the SAWs of any length
(from 1 to ∞), each weighted by a power of the inverse temperature:
χ =
∞∑
N=1
ZNK
N ∼ (Kc −K)−γ K → Kc. (1.10)
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The coefficient ZN is precisely the number of SAWs of length N and Kc
is the critical inverse temperature of the magnetic model (note that at this
stage the temperature of the polymer has not been introduced yet). As it is
customary in magnetic models, the critical exponent γ describes the diver-
gence of the susceptibility close to the critical point. It is also customary to
approximate the number of SAWs of length N with the following expression:
ZN ∼ µNNγ−1 (1.11)
where µ is a constant depending on the lattice, while γ is a universal expo-
nent, depending only on the dimension. Substituting equation (1.11) into
the sum in equation (1.10) one finds that the two critical exponents are
actually the same. The connectivity constant is related to the critical mag-
netic temperature, µ−1 = Kc, which also depends on the type of lattice.
Thanks to the identification between SAWs and magnetic models, other
critical exponents can be calculated; in particular the metric exponent ν is
related with the divergence of the correlation length in the magnetic model.
Their values are obtained on the basis from the mean field theory if the
dimension of the lattice is d ≥ 4 (a Landau free energy to the 4th order:
FL = am2 + bm4 with varying a), while in the interesting cases (d = 3, 2)
they can be calculated through an  expansion technique [71].
This result shows that the ensemble of (non interacting!) SAWs of in-
finite length has critical exponents corresponding to the critical point of
the O(0) magnetic model. In the Interacting SAW a second parameter, the
temperature of the polymer itself, is added and brings an ulterior criticality
which is manifested at the Θ temperature and infinite length. A system with
two critical parameters can be described through a mean field theory based
on a Landau free energy function of the 6th order, FL = am2 + bm4 + cm6,
with two varying parameters, a and b. The tricritical point corresponds to
the meeting point of a line of first order phase transitions with a line of
second order phase transitions, which happens at the point a = b = 0. In
this case, the mean field results are valid also at dimension 3, a part from
strong logarithmic corrections. In 2 dimensions (where the mean field the-
ory is no more valid) the critical exponents of the Θ point have been exactly
calculated showing the equivalence with SAWs on a hexagonal lattice with
random forbidden hexagons [27]. This equivalence were attested not without
some debate: firstly, the difference of this model with the original SAW on
the square lattice [55], but also the discrepancy between theoretical and nu-
merical results concerning some entropic exponents [60, 61] were the reasons
of the doubt about the identity of the universality class of the two models.
The puzzle of the Θ and Θ′ point was then solved with the correct inter-
pretation of the calculated entropic exponents [72]. The theoretical results
were confirmed by successive numerical works on very long chains [35, 34].
The extreme complexity of a deep understanding of this subject is dis-
couraging. However, for our concerns, we retain that the coil to globule
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Exponent definition 2 dim 3 dim
metric ν R ∝ Nν 4/7 1/2
cross-over φ C ∝ N2φ 3/7 1/2
entropic γ Z ∝ µNNγ−1 8/7 1
Table 1.2: Critical exponents of the Θ point.
transition of an ISAW on the lattice is a continuous transition. The critical
temperature is manifested by a (very) slight divergence of the specific heat,
in 3 dimensions, c =
1
N
d〈E〉
dT
(TΘ) ∼ (lnN)x. In 2 dimensions there is no
such divergence (φ < 1/2) and the criticality is manifested in higher order
derivatives of the energy.
1.5 Variations on the ISAW
The Interacting Self Avoiding Walk contains the strictly necessary ingredi-
ents for observing a coil to globule transition. Variations on this model are
easy to cook up; in this section we present a few of them, which are inter-
esting because they present a more complex behavior. In particular in all
of these variants the coil to globule transition splits to a classic continuous
transition (melting) and a sharper low temperature first order transition
(crystallization). These variants were introduced with explicit reference to
the phenomenology observed in proteins, where the folding is notoriously
an all-or-none transition, but also in view of the controversies about the
homopolymer behavior [15].
1.5.1 Model with stiffness
In the lattice model of a semiflexible homopolymer [23], a stiffness energy
term proportional to the number of turns is added to the contacts energy.
The energy of a chain is than given by
Estiff = −εnco + εknkink, (1.12)
with both positive constants εk and ε: the more a walk is straight, the
lower its stiffness energy and the higher its contact energy is. On the other
hand, kinks are unavoidable in the compact conformations which minimize
the contacts energy (increasing the number of contacts), but they raises
stiffness energy. The competition between these two factors makes the col-
lapse a two stage process: lowering the temperature, the polymer undergoes
first the standard coil to globule Θ transition (second order) and afterwards
a discontinuous freezing transition from the liquid globule to a crystalline
compact state. The crystalline state of minimum energy looks like a cuboid
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extended in one direction with an aspect ratio which increases with increas-
ing εk/ε. For very high values of the stiffness constant, (εk/ε > 10, [24]),
the freezing first order transition precedes the Θ collapse, and the molecule
crystallizes directly from a coil to the crystal phase.
The stiffness may be related to the formation of secondary structure,
preliminary to the collapse in the native state of protein, or to a structural
stiffness as in the DNA molecule.
1.5.2 Bond fluctuation model
In the bond fluctuation model [56], the monomers occupy the sites of a cubic
lattice and they are connected by bonds of variable length and direction:
two successive monomers are separated by a distance which can vary up
to a threshold. Apart from that, the model is similar to the ISAW: the
monomers interact through excluded volume (they can not occupy the same
site) and a short range attraction (a cut-off distance is defined). Similarly
to the semiflexible homopolymer, in this model the collapse happens also in
two steps: first the continuous coil to globule transition, then the first order
crystallization transition. In the bond fluctuation model, the two transitions
coincide in the thermodynamic limit, where the chain collapses directly from
the coil to the crystal compact state.
This phenomenology is observed also in an off-lattice model consisting
of a freely jointed chain of beads with excluded volume and short range
attraction interactions [78]. In this case the collapse of the two transitions
(direct freezing from the coil to the ordered compact state) happens if the
cut-off distance of the contacts attraction is below a critical value.
1.5.3 HP model
The HP model was introduced to study the relationship between the amino
acid sequence of a protein and its native structure [46]. It consists of a SAW
on the lattice with excluded volume and a binary label (H or P) attributed to
each monomer. The model is based on the assumption that the Hydrophobic
effect is the leading force in protein folding [20]. Indeed, two hydrophobic
amino-acids tend to be buried inside the molecule in order to escape contact
with the solvent, which would cause an entropically unfavorable ordering of
the solvent molecules. Two polar molecules instead gain energy by being
in contact with the solvent. This effect is synthesized in the HP model
defining the energy of a walk proportional to the number of H-H contacts,
E = −εnHH . The ISAW corresponds to the situation of a chain of only H
monomers (homopolymer). An important factor introduced by the sequence
is the decrease of number of low energy configurations: in order to model
protein folding effectively a sequence should be chosen to have a unique
native state, but this is difficult to verify for long sequences. Computational
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studies of the thermodynamic of the HP model of long chains in 2 and 3
dimensions [14], [8] reveal that the folding of the HP model takes place in
two steps: a continuous coil to globule transition precedes the crystallization
to the unique native state. The small number of states close to the minimum
energy is a characteristic feature of the model. The analysis of short HP
chains [21] reveals that an energy gap between the native and unfolded
state is sufficient to create a discontinuous phase transition. In general,
the necessary condition is that the logarithm of the density of states is
concave upward (plotted against the energy) close to the transition, which
is a less rigid condition than the energy gap. Evolution may have chosen
HP sequences in order to provide that energy gap.
1.6 Studies on conformational entropy
The example of polymer stretching (section 1.2) shows that a simple repre-
sentation of the conformational freedom (entropy) of the molecule, modeled
as a freely jointed chain, is sufficient for the study of the phenomenon. This
is not always the case. The coil to globule transition lies on a subtle equi-
librium between many forces, ranging from electrostatic interactions to van
der Waals and hydrogen bonds, from intrinsic propensities to hydrophobic
effects [20]. Conformational entropy induces an opposing force to folding,
because a compact chain has less available configuration than an open chain.
Thermal denaturation is mainly driven by the raising of the entropic part
in free energy (see equation 1.7). The sources of conformational entropy
splits into two parts [44, 43]: one corresponds to the existence of many
structures (non-local entropy), and the other corresponds to the local fluc-
tuations around such structures (local-entropy). If the non-local entropy
clearly competes against the folding transition, the local entropy can have
ambiguous roles. In some studies [43] it is considered to be irrelevant because
more or less independent on the structure; as only differences in entropy may
have an effect on the thermodynamics of the system, such a behavior would
not affect the physics of the molecule. In other studies local contributions
to the entropy are presented as stabilizing factors of the folded state: this
is the case, for example, of lysine-arginine substitution in the folded state
of thermophilic proteins [10], the first having more accessible rotamers than
the second one; an other example shows that some compact structures may
be stabilized by the possibility of a better arrangement of the side chains,
gaining in mobility, which increases the total entropy of the folded state and
contributes to stabilize it [77].
In lattice models, multiplicity of configurations represents the non-local
contribution to the entropy well, but the local fluctuations are completely
neglected. In this thesis we propose that the local entropy affects the nature
of the transition in a considerable way. Our results show that its presence
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contributes to enhance the cooperativity of the coil to globule transition. If
this contribution was never studied on the coil to globule lattice model, in
other fields similar phenomena have been treated.
The change in internal dynamics of proteins when they bind a ligand
has been investigated experimentally by nuclear magnetic resonance spec-
troscopy [31]. The internal dynamics is a proxy for the local conformational
entropy, as the protein conserves its global structure. The study shows that
conformational entropy contributes significantly to the free energy of the
protein-ligand association.
A variation of the Ising model itself has been elaborated in order to describe
the effects of the elastic degrees of freedom on the magnetic properties [11].
The elasticity is introduced in the Hamiltonian of the standard Ising model
as an additional coupling between nearest neighbors depending on the is-
tantaneous separation vector (as opposed to the equilibrium or rigid lattice
separation vector). As a consequence, the exactly soluble magnetoelastic lat-
tice shows that the elastic degrees of freedom induces a first order magnetic
transition which takes the place of the usual second order phase transition.
In the study of martensitic transitions [50], it has been shown that the vi-
brational entropy stabilizes the high temperature phase (metastable) with
respect to the low (stable) temperature phase because the softer high tem-
perature phase presents low frequency phonons which increases the entropy.
The Hamiltonian of the model with vibrational entropy differs from the tra-
ditional Hamiltonian for a anharmonic coupling between nearest neighbors:
a harmonic coupling would not be enough because the coupling does not
change at the transition. As a consequence the already first order transition
becomes stronger and the critical temperature lowers.
1.7 Summary
This thesis proceeds as follows. In chapter 2 the model is presented in de-
tail. An analytic solution of the model is not reliable at present, but we put
a lot of effort in the numerical investigation: the algorithms are presented
in the same chapter. It comes out that the conformational entropy of this
model can be calculated through normal modes analysis: chapter 3 presents
the typical normal mode spectrum of the Self Avoiding Walks. The analysis
reveals that the coil state is rich in soft modes, more than the compact state.
This observation gives a partial explanation of the coil to globule transition
as it appears in this model. Chapter 4 and chapter 5 describe all the results
obtained by the simulations and some analytical argument. In particular, in
three dimensions the standard continuous transition transforms into a first
order transition under the influence of vibrational entropy. We also study
the transition in two dimensions and present preliminary results which en-
courage further studies, in particular on the formation of secondary structure
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and the phenomenon of adsorption. Finally, we discover that a characteris-
tic universal exponent of the transition can be experimentally deduced from
measures of intrinsic viscosity: we present the theory and results in chapter
6, before the conclusions.
Chapter 2
A lattice model with
vibrations
In the classic Interacting Self Avoiding Walk the conformational entropy is
sourced by the amount of lattice configurations. Representing each Walk as
an Elastic Network, we define a more complex model in which both global
motion and local vibrations are present. Through some mathematics we
keep the model on the lattice and the usual investigation methods (in par-
ticular numeric simulations, section 2.7) are applicable. The classic model
and the model decorated with vibrations can be interpreted as successive
approximations of the potential function of the molecule (section 2.4). The
most technical aspects of the definition are contained in section 2.5 and in
the Appendix.
2.1 Lattice models and elastic networks
In this work we synthesize two different and somewhat opposite approaches
to the description of a macromolecule. In one of these, a molecule is modeled
as a Self Avoiding Walk on a lattice; this is a global and generic description
of the macromolecule in all its possible conformations ranging from the com-
pletely stretched to the globular shape and it is independent of the chemical
structure of any real molecule. In the second approach, the molecule is de-
picted as an Elastic Network; this model is based on experimentally detected
structures and, despite the highly simplified representation of the interac-
tions, it is able to reproduce the molecular motion of the molecule to the
details of the single monomer.
The Self Avoiding Walk on the lattice (SAW) reproduces the variety of
shapes of any object constituted by a big number of chained components,
which is one essential feature of polymers. The model consists of a sequence
of points (monomers) linked by identical bonds (steps). The position of the
monomers is restricted to the sites of a regular lattice. Each lattice site has
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the same number of nearest neighbors as any other site (the lattice coordi-
nation number) and the distance between two nearest neighbors is fixed and
equal to the lattice spacing. Since two atoms can not occupy the same posi-
tion, the monomer chain can not visit an already visited point. Nevertheless
the chain is allowed to touch itself, which happens whenever two monomers
are positioned on nearest neighbor lattice sites but are not consecutive along
the chain. In this case the monomers are said to be in contact. The number
of contacts is an important quality of the SAW: in the coil to globule transi-
tion model the energy of a walk is negative and proportional to the number
of contacts. The walk on the lattice may seem a very crude approximation,
as it limits the directions of an object, living naturally in the continuous
space, to a discrete set of possibilities. Apart from rendering calculations
much simpler, this choice is motivated by the observation that the chemi-
cal bonds have a few number of preferred directions or angles between the
atoms, which corresponds to states of minimum energy and are indeed much
more represented than the other possible arrangements. For example, the
four successive CH2 groups composing the butane molecule are found more
likely in three dispositions (instead of the continuous possible rotations),
the trans, gauche and gauche’, in which the dihedral angle formed by the
three bonds is pi, pi3 and −pi3 respectively (Figure 2.1). In general the alkanes,
polymers with a backbone made by Carbon atoms, are a random sequence
of trans and gauche configurations [51]. Also in a protein, the amino-acids
favor some combination of successive dihedral angles over the whole rota-
tional availability, as a Ramachandran plot typically shows [75]. On top of
that, the covalent bond between carbons has a fixed length, of order the
Angstrom. The backbone conformation of a macromolecule resembles a self
avoiding zigzag and is indeed more similar to a walk on a lattice than to a
continuous line or a freely jointed chain. The lattice approach was primarily
developed by De Gennes [17] in the late Seventies; From then on, the SAW
has been extensively studied as a prominent model of polymers. The lattice
model is able to reproduce the metric exponents, to represent the polymer
close to an obstacle or a surface and to sketch the conformational change at
the coil to globule transition [71]. In general the lattice model establishes
a framework which is shared by all macromolecules, on top of which each
specific molecule brings its own peculiarity depending on its intimate struc-
ture. In other words this is the context for studying the universal properties
of polymers.
The use of self avoiding walks as a model of molecules provided of a very
complex chemistry can be better understood considering a concept already
introduced in section 1.2: the persistence length. In that section, we have
shown that the shape of one DNA molecule can be traced out with a chain
of uncorrelated bonds of length bigger than the persistence length of the
polymer. The simple sketch works because the persistence length is equal to
the length of a section of a chain whose ends are statistically uncorrelated.
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(a) trans (b) gauche (c) gauche’
Figure 2.1: Self Avoiding Walks on the tetrahedral lattice. Top:
four successive monomers in the trans, gauche or gauche’ configuration.
Bottom: three walks of 25 monomers and 3, 5, 11 contacts respectively.
The colors represent the B-factors in an absolute blue-red scale.
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We may apply the same reasoning to any polymer as well as to walks: irre-
spective to the nature of the local interactions, angle constraints and so on,
the same description can be applied to a pletora of chains. The description
changes only if a long range interaction, acting beyond the limits of the
persistence length, is neglected. An important example of such interaction
is the self avoidance: the self avoiding walk indeed belongs to a different
universality class than random walk (without self avoidance). In general,
the so called universal properties depend on the long range interactions, but
they are independent of the microscopic properties, such as the nature of
the lattice. This is a common aspect in critical phenomena, where a system
manifests a long range correlation. In this case, again, the behavior of the
system do not depend on the short range particular interactions: a typi-
cal approach consists in the coarse-graining of the short-distance degrees of
freedom by introducing a description in terms of a new parameters which
keep unchanged the physical aspect of interest. This general approach is at
the basis of the lattice walk description of polymers.
In a somewhat opposite approach, the Elastic Network model (EN) con-
siders the crystallography structure of a specific molecule. This consists
essentially in the space coordinates of all the monomers detected when
the molecule is in one specific compact conformation. The interactions be-
tween monomers are represented as springs connecting pairs of nodes located
within a certain cut-off distance. In this way, the crystallography structure
represents a configuration of minimum energy and the monomers oscillate
around their equilibrium position. The network of the interactions is built
on the basis of a cut-off distance, c0: two nodes interact if their distance
is shorter than c0. In that case a spring of constant k connects the nodes,
meaning that their distance di,j fluctuates around the equilibrium position
d0i,j with energy
1
Vi,j =
1
2
k(di,j − d0i,j)2. (2.1)
The total energy of the network is the sum of the elastic interactions (over
all the interacting pairs). The harmonic approximation of the total energy
is
V (∆~r) =
d0i,j<c
0∑
i,j
Vi,j ∼ 12∆~rH∆~r, (2.2)
where the vector
∆~r = (∆x1,∆y1,∆z1,∆x2,∆y2, ...)
represents the displacements of the monomers from the equilibrium position
1This is the anisotropy network model interaction [6].
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Table 2.1: Table of symbols
monomer position ~ri i = 1...N
equilibrium monomer position ~r0i i = 1...N
bond coordinates ~Ri = ~ri+1 − ~ri i = 1...N − 1
lattice spacing l
euclidean formula |~ri| =
√
(xi)2 + (yi)2 + (zi)2
and H is the Hessian matrix
Hij =
∂2V
∂rirj
∣∣∣∣
∆~r=0
(2.3)
calculated at zero displacement. The square root of each eigenvalue of the
Hessian is the frequency of one normal mode:2
ωi =
√
λi. (2.4)
Proceeding from the normal mode analysis, it is possible to calculate the
B-factor of each monomer, which is a quantity proportional to the mean
square fluctuation:
Bi =
8pi2
3
〈(∆~ri)2〉 = 8pi
2
3
〈(∆xi)2 + (∆yi)2 + (∆zi)2〉 (2.5)
and is at the same time a quantity measured by x-ray crystallography. Sev-
eral applications have demonstrated that the fluctuations predicted by the
EN model are in good agreement with experimental B-factors [16] and en-
courage us to continue on that way. In Figure 2.1 we illustrate three SAWs
on the lattice and the B-factors calculated on the basis of the Elastic Model.
In analogy with real polymers, regions with higher mobility (rose or red
colors) are usually situated in the exterior of the molecule, while monomers
in the bulk are constrained by many neighbors and are less mobile.
2.2 The partition function
The lattice model of the collapsing polymer is a SAW on the lattice with
monomer-monomer attraction: for this reason it is called Interacting Self
Avoiding Walk (ISAW). The energy of a walk with no contacts is maximum
and equal to 0, otherwise it is negative and proportional to the number of
contacts:
E = −εnco. (2.6)
2The masses of the monomers are assumed to be identical and unitary. A more general
treatment introduces mass-weighted coordinates [16].
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The energy unit ε > 0 is generally set to 1. Two monomers are in contact
when they are not consecutive along the chain and are placed on nearest
neighbor sites of the lattice. The canonical partition function (fixed length
N) of the ISAW is the sum over all the walks on the lattice:
ZISAW =
∑
γ
e−βE(γ). (2.7)
The number of contacts is the most important observable of the model be-
cause of some characteristics:
1. it is proportional to the energy;
2. it is a good descriptor of the geometry of the walk, a compact walk
having many contacts (low energy), a coil having few (high energy);
3. it is an integer quantity which is easy to be treated.
An alternative way of writing the partition function is the sum over all the
energies:
ZISAW =
∑
E
e−β[E−T lnN (E)] =
∑
E
e−β[E−TSisaw(E)] (2.8)
where the traditional entropy function Sisaw(E) = kB lnN (E) is the natural
logarithm of the number of configurations with energy E.
In our work, the lattice model is integrated with the dynamics of the
small fluctuations, continuously perturbing the single monomer positions
while leaving intact the global shape of the molecule. In order to do that, we
describe a SAW as the minimum energy configuration of an elastic network
and we add the contribution of small displacements from the equilibrium
position, ∆~r, to the contact energy of the walk:
V (γ,∆~r) = E(γ) +
1
2
∆~rH(γ)∆~r. (2.9)
This relation is essentially equal to the elastic network potential (equation
2.2), except that the energy at zero displacement depends on the lattice
configuration γ and is equal to its contacts energy E(γ). In analogy with
the EN model, the Hessian matrix is defined on the basis of the topology of
the walk. The details of its definition involve some mathematical effort and
are postponed to the section 2.5; hereafter we describe how the contribution
of fluctuations is effectively included in the free energy of the single walk as
an entropic term. The contact+elastic energy, equation (2.9), is defined on
positions in the continuous space, so the partition function is to be integrated
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over the lattice configuration and the small displacements from it:3
ZV IBR =
∑
γ
∫
I(γ)
(
d(∆~r)d~p
h3N
)
e
−β
»PN
i=1
p2i
2m
+V (γ,∆~r)
–
. (2.10)
The integration over the momentum coordinates results in a constant factor,
independent on the configuration, hence irrelevant for the thermodynamics
of the model. The integral over the space coordinates is a multi-dimensional
Gaussian integral in the variables ∆~r ∈ R3N . Since the Hessian matrix
is semi-positive definite, a transformation from the Cartesian to the exter-
nal+internal coordinates of the molecule has to be performed. The external
coordinates describe the translation/rotation of the molecule as a rigid body;
this is completely described by 3 coordinates in 2 dimensions and 6 coor-
dinates in 3 dimensions, so there are 2N − 3 (2d) or 3N − 6 (3d) internal
coordinates, ∆~q. Expressing the Hessian matrix in terms of the new coordi-
nates, the elastic part of the energy is 12∆~qH
∗∆~q where H∗ is the positive
definite sub-matrix corresponding to the internal coordinates only. Inte-
gration over external coordinates gives the constant contribution associated
to the point motion in the space, while the integration over the internal
coordinates gives the interesting part:∫
d(∆~r)e−βV (γ,∆~r) =
∫
d(∆~r)e−β(E(γ)+
1
2
∆~rH∆~r)
= Ce−βE(γ)
∫
d(∆~q)e−β
1
2
∆~qH∗∆~q
∝ e−βE(γ)
∏
λi>0
λ
−1/2
i (γ). (2.11)
Note that the coordinate transformation is a formal passage: all what we
need are the eigenvalues of H∗ which are equal to the not null eigenvalues
{λi > 0} of the Hessian H. It is important also to note that both the contact
energy (2.6) and the fluctuation weight
W (γ) =
∏
i
λ
−1/2
i (γ) (2.12)
depend on the walk configuration. Within our approach, the fluctuations
enrich the standard partition function with a weight of entropic nature:
ZV IBR =
∑
γ
W (γ)e−βE(γ) =
∑
γ
e−β[E(γ)−T lnW (γ)]. (2.13)
This formulation, consisting in a partial integration (over the fluctuations)
of the partition function, is interesting because the sum is performed over
3The limits of integration consist of a small neighborhood of the lattice configuration,
but the calculation of the Gaussian integral is done on the whole space (−∞,∞) in order
to have an exact result. A justification of this is presented in the following section 2.3.
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the lattice walks and the difference between the two models is highlighted:
the vibrational entropy of the single configuration (lnW ) is included in its
free energy, while in the standard model it is not considered at all, which
corresponds to treating it as uniform over all the configurations. In terms
of the contact energy, the partition function looks like (in analogy to equa-
tion (2.8)):
ZV IBR =
∑
E
e−β[E−T (Sisaw(E)+Svib(E))] (2.14)
where the microcanonical vibrational entropy function is the logarithm of
the average entropic weight at fixed contact energy:
Svib(E) = ln
∑
γ|EW (γ)
N (E) = ln〈W 〉E . (2.15)
2.2.1 Relation between B-factor and vibrational entropy
The B-factors of a SAW with vibrations can be calculated from equation (2.5)
and the eigensystem of the Hessian matrix. From the properties of the mul-
tidimensional Gaussian distribution, we have:
〈(∆xi)2〉 = kBT
3N−6∑
k=1
λ−1k (u
k
ix)
2, (2.16)
where ~uk is the eigenvector of H corresponding to the eigenvalue λk. The
sum is performed on the 3N − 6 not null eigenvalues. Since the eigenvectors
are normalized
N∑
i=1
∑
x,y,z
(ukix)
2 = 1, (2.17)
the sum of the B-factors of the N monomers is proportional to:
N∑
i=1
〈(∆~ri)2〉 = kBT
3N−6∑
k=1
λ−1k (2.18)
and presents some resemblance with the vibrational entropy of the single
configuration:
lnW =
1
2
3N∑
k=7
lnλ−1k . (2.19)
The similarity lies in the fact that both the quantities are principally affected
by the slow motion modes (low λs) which represent the broadest fluctuations.
Both the quantities are expression of the total mobility of the molecule, but
looking at the configurations of Figure 2.2 we can verify that a positive
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(a) B = 219.1,
lnW = −67.20
(b) B = 199.3,
lnW = −66.98
(c) B = 279.9,
lnW = −66.29
(d) B = 452.1,
lnW = −58.79
(e) B = 605.3,
lnW = −57.38
(f) B = 707.1,
lnW = −57.33
(g) B = 1278,
lnW = −49.99
(h) B = 1741,
lnW = −49.85
(i) B = 1218,
lnW = −49.62
Figure 2.2: Configurations, B-factor and Vibrational entropy. Some
ISAWs of length 25 monomers. Top: 11 contacts. Medium: 7 contacts.
Bottom: 3 contacts. The B factor (B) and the vibrational entropy (lnW ) of
each configuration is reported. The configurations are disposed with increas-
ing entropy from left to right and from top to bottom. The configurations
on the same line has the same number of contacts: in the traditional model
(ISAW) they are thermodynamically equivalent because they have the same
energy, E = −nco; in the model with vibration their free energies E−T lnW
differ in the vibrational entropy term.
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Figure 2.3: Correlation between the B factor and the vibrational
entropy. Each point represents one configuration. The configurations have
length 60 monomers and were sampled at inverse temperature β = 3.35. The
graph is qualitatively representative of any set of random configurations.The
correlation coefficient of the data in the figure is r = 0.92.
difference between the entropies of two walks does not always correspond to
a positive difference in the total B-factor.
The correlation between the two quantities is well represented in Fig-
ure 2.3: a set of 10000 configurations of length 60 monomers sampled at
inverse temperature β = 3.35 is reported in the Vibrational Entropy - B fac-
tor plane. The qualitative behavior would be identical for any other set of
random configurations and the positive correlation is evident. The interest
of the B factor is experimental, as it can be directly measured from x-ray
crytallography. On the other hand, the important thermodynamic quantity
is the vibrational entropy as it appears from the expression of the partition
function, equation (2.13).
2.3 The observables and the assumption of small
fluctuations
Any observable, such as the average radius of gyration, the number of con-
tacts or the energy, should be calculated on the basis of the complete par-
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Table 2.2: Observables of a SAW of N monomers.
Square radius of gyration R2gyr =
1
N
∑N
i=1(~ri − 〈~r〉)2
Center of mass 〈~r〉 = 1
N
∑N
i=1 ~ri
Square end to end distance R2end = (~rN − ~r1)2
Energy E = −nco
Average contact length lco =
∑in contact
i>j |i− j|
nco
tition function, equation (2.10), i.e. on the lattice+space coordinates. A
fundamental assumption of our model is that the fluctuations are very small
with respect to the lattice spacing. This assumption can be formulated
also imposing that the spring constants participating in the definition of the
elastic potential are strong enough that big fluctuations are associated to
a prohibitive elastic energy and are negligible. In section 2.6.1 we verify
that experimental parameters verify well this assumption. The assumption
has few important consequences on the computation of the properties of the
model.
First, the assumption justifies that the partial integration over the fluc-
tuations within a small neighborhood of the lattice configuration is approx-
imated by the integral over the whole space (−∞,+∞) in equation (2.11).
Second, any observable defined on the lattice, such as the radius of gy-
ration or the number of contacts, can be calculated as an average over the
lattice configurations:
〈O〉V IBR = 1
ZV IBR
∑
γ
O(γ)W (γ)e−βE . (2.20)
It is interesting to write the same expression in terms of averages on the
standard ensemble:
〈O〉V IBR = 〈OW 〉ISAW〈W 〉ISAW , (2.21)
which looks as the correlation between observable and vibrational weight.
In other words, if the calculated vibrational weight were a random number
(uncorrelated with any observable: 〈OW 〉ISAW = 〈O〉ISAW 〈W 〉ISAW ) or
simply a constant (as implicitly assumed in the traditional model), the two
models would bring exactly the same results. Of course, in the following we
will show that this is not the case.
In the model with vibration the energy of a walk is composed by the
contacts term and the elastic energy. The elastic energy is not constant on
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the small fluctuations; on the opposite the small fluctuations assumption
implies that it passes from zero to big values in the neighborhood of the
lattice configuration. The total average energy of the walk should than be
calculated on the original formulation (equation 2.10):
〈V 〉 = 1
ZV IBR
∑
γ
∫
d~q
(
E +
1
2
~qH∗~q
)
e−β[E+
1
2
~qH∗~q]
=
1
ZV IBR
∑
γ
EW (γ)e−βE +
1
ZV IBR
∑
γ
e−βE
∫
d~q
(
1
2
~qH∗~q
)
e−β
1
2
~qH∗~q
= 〈E〉+ (3N − 6) kBT
2
,
where the factor of the last term would be (2N-3) in 2 dimensions. The
term linear in temperature T is typically associated with elastic vibrations.
As we are concerned with the critical behavior, where the observables are
highly non analytic, we won’t consider the elastic part of the energy and we
will confuse the energy of the walk with the contact energy alone 〈E〉.
Also, from now on we drop the subscripts ISAW or V IBR, implicitly
meaning the second one if not otherwise specified.
2.4 An alternative approach: Energy Landscapes
To predict the behavior of a system, on the basis of laws of mechanics, one
should know exactly the energy associated to every spatial arrangement of
the system components
V (~r), (2.22)
which is the Potential Energy Surface (PES) [75] of the system; formally
it is a surface in a multidimensional space. A molecule, for example, is
a system composed of many (N) atoms, interacting through electrostatic
interactions, as various as the covalent bonds, the van der Waals or the
Hydrogen bond interactions. In general an exact and exhaustive description
of the energy potential V as a function of the position of the N atoms, ~r ∈
R3N , is unaffordable without make many assumptions and simplifications.
One approach consists into characterize the most important configurations
and built an approximation of V (~r) from that. This exploration of the
energy landscape may take place in two steps:
1. search of the minima of the energy, which are the most probable struc-
tures of the system, so the most important ;
2. evaluation of the basin of attraction of each minimum, defined as the
volume of the space of configuration which dynamically converges to
that minimum.
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In this section we show that the ISAW and VIBR models situate in the
context of the exploration of the energy landscape and we will be able to
illustrate which kind of approximation they are and how they differ, in
particular how much better is VIBR with respect to ISAW.
The partition function of a polymer of N monomers
Z =
1
Λ3N
∫
d(~r)e−βV (~r), (2.23)
is the configurational integral of the Boltzmann factor (β is the inverse
temperature) divided by the product of 3N de Broglie wave lengths, which
is the integration over the momenta. This equation is the ancestor of both
equation (2.7), the ISAW partition function, and equation (2.10), the VIBR
partition function. The first step towards them consists in splitting the total
integral in a sum of integrals, each one limited to the basin of attraction of
one minimum of the Potential Energy Surface, or inherent structure:
Z =
∑
γ
Zγ . (2.24)
The next, and most important step, is the approximation of the integral
over the neighborhood of the minimum γ
Zγ =
∫
I(γ)
d(~r)e−βV (~r). (2.25)
The Taylor expansion of V (~r) around the minimum γ (equation 2.9) allows
us to place ISAW and VIBR at two different truncations. Indeed, the ISAW
approximation consists into truncate the expansion at the first term:
Z ∼
∑
γ
e−βE(γ) = ZISAW . (2.26)
The bottom graph of Figure 2.4 represents the ISAW approximation of an
hypothetical potential (top graph) with 4 minima (γ = x1, x2, x3, x4); any
other configuration is thrown away and the thermodynamics depends on the
energy differences between the inherent structures.
If instead the expansion is truncated at the quadratic term (the linear term
is zero), the VIBR approximation is obtained:
Z ∼
∑
γ
∫
I(γ)
d(∆~r)e−β(E(γ)+
1
2
∆~rH(γ)∆~r) (2.27)
∼
∑
γ
∫
[−∞,+∞]
d(∆~r)e−β(E(γ)+
1
2
∆~rH(γ)∆~r) = ZV IBR, (2.28)
where the ulterior approximation of the integration range allows to calculate
the gaussian integral, resulting in the entropic weight W (γ) (equation 2.12).
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Figure 2.4: Approximation of the energy landscape. Top: an hypo-
thetical Potential Energy Surface of one coordinate, V (x). The PES has
four minima with energy E2 < E1 = E4 < E3. In the neighborhood
of each minimum the PES is well approximated by an harmonic function
Ei +
1
2
ki(x − xi)2 = Ei + 18 at the positions xi ±
1
2
√
ki
(red arrows). The
form of the potential between the harmonic approximation regions is arbi-
trary and does not enter in the calculations. Middle: the configurations in
the interval xi ± 12√ki
around each minimum are reassigned the energy Ei,
other configurations are ignored. This is the VIBR approximation. Bot-
tom: the configurations corresponding to the minima are only kept. This
is the ISAW approximation.
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This approximation is illustrated in the middle panel of Figure 2.4. Each
minimum is widened over a region of configurations of size proportional to
Wi =
1√
ki
. This is the width of the parabola Ei +
1
2
ki(x − xi)2 at height
Ei +
1
8
, and is illustrated by the red arrows in the original Potential (top
panel). In other words, the configurations around γ which are most similar
to it are added and they count as repetition of the same configurations,
with the same Energy, the same Radius and so on. This looks crude, but it
accounts of the entropic richness of each inherent configuration and it has
significant consequences on the thermodynamics of the lattice model as we
show in the rest of this Thesis.
2.5 The Hessian matrix
In this section we define the Hessian matrix of a Self Avoiding Walk on the
lattice. The definition is based on the anisotropy elastic network model, but
it differs from it in some important aspects.
1. The anisotropy elastic energy equation (2.1) is associated to each bond
and each contact. As the bonds and contacts are defined by the lattice
structure, the definition of a cut-off distance is not needed.
2. In addition, each angle between two consecutive bonds and each tor-
sional angle defined by three consecutive bonds is associated with an
angular elastic energy. A torsional network model (with rigid bond
lengths and angles) has been recently proposed in [49].
3. Different elastic constants are associated to the bond, the bond an-
gles, the torsional angles and the contacts elastic energies. On the
opposite the traditional elastic network models are defined by a single
parameter.
The expressions of each elastic interaction depend on the lattice: we treat
the square lattice (2 dimensions) and the tetrahedral lattice (3 dimensions)
separately.
2.5.1 2 dimensions
In 2 dimensions, a SAW of N monomers covers N − 1 consecutive links (N
sites) of a square lattice. Each bond has length l (the lattice spacing) and
is associated with the interaction (equivalent to equation 2.1)
V bbi =
1
2
kBB (|~ri+1 − ~ri| − l)2 i = 1...N − 1. (2.29)
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The same energy, with a different spring constant, is attributed to the con-
tacts:
V coi,j =
1
2
kco (|~rj − ~ri| − l)2 . (2.30)
The angular elastic energy between two successive bonds is
V anglei =
1
2
kangle
(
θi − θ0i
)2
, (2.31)
where the equilibrium angle between bonds i and i+1 can be either θ0i = ±pi2
or θ0i = 0. On the 2 dimensional lattice there is no need to define a torsional
potential.
In order to calculate the Hessian, we express the angular energy in terms
of the coordinates of the monomers, through the cosine of the angles:
cos θi =
~Ri · ~Ri+1
|~Ri||~Ri+1|
. (2.32)
If the equilibrium angle is ±pi2 (cos θi ∼ θi ∓ pi2 ), the potential is
V righti =
1
2
kright
(
θi ± pi2
)2 ∼ 1
2
kright cos2 θi; (2.33)
if the equilibrium angle is 0
(
cos θi ∼ 1− θ
2
i
2
)
, the potential is
V flati =
1
2
kflatθ
2
i ∼ kflat(1− cos θi). (2.34)
The sum over the bonds, the angles and the contacts interactions gives the
total elastic energy V of the SAW on the square lattice. The Hessian matrix
is the second derivative with respect to the coordinates, calculated at zero
displacement:
Hij =
∂2V
∂rirj
∣∣∣∣
∆~r=0
.
The derivation is reported in appendix A.
2.5.2 3 dimensions
In 3 dimensions a SAW of N monomers covers N − 1 consecutive links of
a tetrahedral lattice. The tetrahedral geometry is preferred to the simpler
cubic geometry because a good definition of the elastic potential is possible
only on the first one. Indeed, as shown in the 2 dimensional case, the elastic
interactions are defined between two (bonds) or three (angles) consecutive
monomers. The set of those interactions is enough to establish the lattice
geometry. Instead, a SAW on the cubic lattice should be associated to
many sites interactions, as we illustrate in the following example. Imagine
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to grow a walk from the first step, along the x axes, followed by a step
along the y axes: this turn defines the 3 directions of the lattice (the two
directions of the steps and their common perpendicular). Imagine now that
the walk grows straight for 2 other steps and turns at 5th step: in order
to choose a direction, the 5th step should refer to the first 2 steps, which
already defines the lattice. In general, in order to embed the walk on the
lattice, any turn should refer to the previous turn which is possibly many
steps before. The elastic interaction should then involve sites many steps
away, depending on the turn, which does not have a clear physical meaning.
The solution comes from adopting a lattice with no straight angles, such
as the tetrahedral lattice, which is the geometry ideally formed by carbon
atoms. This is also interesting because many polymer backbone bonds are
between carbon atoms. In a diamond lattice each site (carbon atom) has
four covalent bonds with as many other sites. The angle between any two
bonds is cos−1(−13) ∼ 109◦. Three consecutive bonds are disposed in such
a way that the dihedral angle between the plane of the first two bonds and
the plane of the second-third bonds is pi (trans) or ±pi3 (gauche). A torsional
potential associated to the dihedral angle fluctuations needs to be defined
in addition to the bonds, contacts and bond angles interaction. All the
interactions are defined on the basis of equations 2.29 (bonds and contacts)
and 2.31 (bonds and dihedral angles). They are presented in Table 2.3, while
the computation of the Hessian is demanded to appendix B.
2.6 Comparison with off lattice force fields
Several force fields are used in molecular dynamics simulations, depending
on the system to be studied and the desired degree of coarse graining. The
aim of this section is to consider some of them and to compare the different
definition of potentials. The coarse graining consists in general into represent
a group of atoms (for example a heavy atom and a Hydrogen) with only one
bead and is adopted to accelerate simulations. We take in consideration
three of such force fields: the United Atom potential (UA, [62]), used in the
study of polymethylene melts, a coarse grained model of proteins proposed
by Honeycutt and Thirumalai for studying the nature of folded states (HT,
[39]) and a more refined model of polyalanine-based peptides (HW, [36]).
The United Atom potential is a force field developed for investigating
properties of alkane chains: the interactions defined in UA are very similar
to the interactions defined in the Hessian of the model studied here. In
UA, each carbon atom and the attached hydrogen atoms is represented as
a single bead. The beads interact through:
1. a rigid bond between two successive beads;
2. an elastic potential for the angle between two successive bonds;
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Table 2.3: Interactions of VIBR. The interactions defining the potential
energy of small displacements of the tetrahedral walk with vibrations. A
schematic representation, the functional form and the values of the fixed
parameters are reported. The red arrows represents the normal mode of
vibration associated to the interaction.
bonded interactions functional form parameter
bond
V bbi =
1
2
kbb(|~ri+1 − ~ri| − l)2
l = lattice
spacing
bend
angle V
be
i =
1
2
kbe(θi − θ0i )2 θ0i = cos−1
(
−1
3
)
dihedral
angle V
tr
i =
1
2
ktr(αi − αtri )2 αtri = −pi
V gai =
1
2
kga(αi − αgai )2 α
ga
i = ±
pi
3
non bonded interaction
V coi,j =
1
2
kco(|~rj−~ri|−l)2
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3. a potential with three minima (the trans, gauche+ and gauche−) for
the dihedral angle between three successive bonds;
4. a Lennard Jones interaction between non bonded monomers.
The four interactions defined in the UA force field are reported in Table 2.4,
where the equivalent spring constant is also calculated. The UA rigid bond
Table 2.4: Interaction parameters of the United Atom Potential [62]
and equivalent parameter of VIBR.
interaction parameters equivalent
spring constant
(kcal/mol) (kcal/mol)
bond constrained ∞
bend angle 12kθ(θ − θ0)2 kθ = 120 kbe = 120
dihedral angle 12 [k
1
φ(1− cos Φ) k1φ = 1.6 ktr = 13.6
+k2φ(1− cos 2Φ) k2φ = −0.867 kga = 14.8
+k3φ(1− cos 3Φ)] k3φ = 3.24
non bonded 
[(
σ
r
)12 − 2 (σr )6]  = 0.118 kco = 41.9 kcalmol nm2
σ = 0.45 nm rmin = σ
corresponds to an infinite spring constant. The UA bending elastic poten-
tial is identical to equation (2.31) and the equivalent spring constant can be
immediately obtained. The equivalent elastic constant of the dihedral angle
in the trans (gauche) configuration is obtained as the second derivative with
respect to the angle of the UA definition calculated at the trans (gauche)
angle. Similarly the equivalent spring constant of the Lennard Jones inter-
action is the second derivative of the potential calculated at the minimum
energy distance (rmin = σ).
HT is a coarse grained model used for studying proteins: the interactions
are reported in Table 2.5. The bond is rigid, as in UA. Similarly to UA, the
dihedral angle potential has three minima (despite the different functional
form), the trans and the two gauche configurations. We remark that the
equivalent spring constants of the bending and the dihedral angles have the
same magnitude, while in UA the bending spring was one order of magnitude
bigger than the dihedral spring. Substituting the UA values for ε and σ,
the contact spring constant gives kco = 33.3 kcalmol nm2 , of the same order of
magnitude as UA, while the angles spring constant would result one order
of magnitude smaller.
The HW potential [36] is more detailed. Each heavy atom with its
attached hydrogen is represented as one bead (O, C, NH); the interactions
keep in consideration the different nature of atoms and the parameter are
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Table 2.5: Interaction parameters of Coarse Grained protein po-
tential [39]. The energy εh and the length σ are tunable parameters.
interaction parameters equivalent
(kcal/mol) spring constant
bond constrained ∞
bend angle 12kθ(θ − θ0)2 kθ = 20h kbe = 20h
dihedral angle A(1 + cosφ) A = B = 1.2h ktr = 12h
+B(1 + cos(3φ)) kga = 9.8h
non bonded 4h
[(
σ
r
)12 − (σr )6] kco = 57.14 hσ2
rmin =
6
√
2σ
obtained by optimization procedures. In Table 2.6 we show the parameters
which are interpretable as one of the interactions defined in our model. The
comparision is complicated by the atom dependent definitions of HW, while
the model presented here is a homo-polymer. For example, three different
expressions of the dihedral potential are proposed: they refer to the sequence
of backbone atoms Cα-C-N-Cα if one start from either Cα, C or N . The non-
bonded interactions depend also on the couple of atoms involved: in the case
of van der Waals interaction we report the energy constant ε which refers
to atoms of the same type and a typical equilibrium distance, in the aim of
evaluating order of magnitudes and not exact results. Finally the Hydrogen
bond interaction between O and NH is enriched by repulsive terms between
side atoms: they don’t matter because the spring constant is calculated
as the second derivative with respect to the distance between O and NH
only. The angular interactions are comparable with the previous models.
We remark in particular that the Hydrogen bond shows a stiffness tenth of
times bigger that the van der Waals interaction.
2.6.1 Small fluctuations
With these data we are able to verify at which extent the small fluctuations
assumption is valid (section 2.3). Let’s consider a simple elastic potential
between two monomers with equilibrium distance l and elastic constant kco.
The probability of the distance r is:
p(r) =
1√
2piσ2
e
− kco
2kBT
(r−l)2 (2.35)
with average fluctuation σ =
√
kBT
kco
. In Table 2.7 we show the average
fluctuation calculated at room temperature T = 300K (corresponding to
kBT = 0.6 kcal/mol). In the stiff hydrogen bond interaction, the fluctuation
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Table 2.6: Some terms of the interaction parameters of Coarse
Grained protein potential [36]. The dihedral angle potential depends
on the atoms forming the quadruplet; in any of the three cases, the minima
are equivalent and give the same kdih spring constants. The non bonded
interactions are Van der Waals (VdW) or Hydrogen bond (Hb) interactions.
The parameter of VdW refers to atoms of the same kind (O-O, CH-CH, NH-
NH); the equilibrium distance may vary slightly around the reported value,
depending on the atoms. The Hb parameter refers to Lennard-Jones inter-
action between O and NH; the Vrep takes into account repulsion between
side atoms: deriving twice with respect to the O-NH distance the repusive
term disappears.
interaction parameters equivalent
(kcal/mol) spring constant
(kcal/mol)
bond constrained ∞
bend 12kθ(θ − θ0)2 kθ = 72 kbe = 72
dihedral Kt(1 + cos(2φ− pi)) Kt = 10 kdih = 40
Kt(1 + cos(6φ− pi)) Kt = 0.2 kdih = 7.2
Kt(1 + cos(6φ)) Kt = 0.2 kdih = 7.2
VdW 4ij
[(
σ
r
)12 − (σr )6] ij = 0.25 kco = 89.29 kcalmol nm2
σ ∼ 0.35nm rmin = 0.39 nm
Hb 4attr
[(
σ
r
)12 − (σr )6] attr = 3.35 kco = 3323 kcalmol nm2
+Vrep σ = 0.24nm rmin = 0.27 nm
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of the length is some percentile of the bond length; the van der Waals
interaction are more mobile, but the average fluctuation is well below the
half of the bond length and the lattice structure can be considered preserved.
The average fluctuation of the angle calculated from the gaussian prob-
ability
p(α) =
1√
2piσ2
e
− kangle
2kBT
(α−α0)2 (2.36)
can be translated in a linear displacement if multiplied by the lattice spacing
(l), by definition of the radiant degree. So, σ calculated from p(α) represents
already an indication of the displacement of the monomer with respect to
the lattice spacing.
Table 2.7: Average fluctuations of contacts and angles calculated with
the parameters provided by the cited force fields.
contact σ l σ/l angle σ
UA - VdW 11.9 · 10−2 nm 0.45 nm 26.5% UA - bend 7.0%
HW - VdW 8.1 · 10−2 nm 0.39 nm 20.9% UA - trans 20.9%
HW - Hb 1.3 · 10−2 nm 0.27 nm 4.9%
2.7 Methods
2.7.1 Units of measurement
In this work we adopted adimensional units. In particular, the energy of non-
bonded monomer contacts is ε = 1 and the Boltzmann constant kB = 1.
This means that the temperature is expressed in units of εkB , the energy
constant depending on the specific experimental set. The lattice spacing
is also set to l = 1, so the stiffness constants of the elastic potential are
expressed in units of energy.
2.7.2 Simulation technique
An efficient dynamic Monte Carlo algorithm for generating SAWs is pre-
sented in [48]. It was used to study ISAWs on the cubic lattice in [67]; the
Pivot algorithm was also defined for the ISAWs on the tetrahedral lattice
[80]. The only modification needed to adapt the algorithm to the VIBRat-
ing Interacting Self Avoiding Walk concerns the Metropolis acceptance ra-
tio which has to take into account the total free energy of the single Walk,
E(γ)−T lnW (γ) (equation 2.13), sum of the contact energy and the vibra-
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tional entropy:
p(γt → γt+1) = min
(
1, e−β[∆E−T∆ lnW ]
)
. (2.37)
The algorithm is essentially the same in 2 and 3 dimensions. The starting
configuration is a straight walk: in 2 dimensions it consists of a sequence of
steps on the same axes, while on the tetrahedral lattice the straight walk is a
sequence of steps in the trans configuration. As the algorithm is ergodic, the
initial configuration does not matter and it is chosen for convenience because
is easily defined. At each time step of the algorithm, one site of the walk
is chosen at random and the upper part is modified by a symmetry group
element. This is a transformation which leaves the walk on the lattice. There
are eight such transformation on the square lattice (the identity included),
while on the tetrahedral lattice they are limited to two rotations of ±2pi
3
.
If the new chain is self avoiding it is accepted with the probability (2.37),
otherwise it is rejected.
In order to calculate the free energy of the new chain the algorithm
calculates at each step:
1. the number of contacts between not neighbor sites (E = −εnco);
2. the sum of the logarithm of the not null eigenvalues of the Hessian
matrix (lnW = −12
∑
i lnλi).
The number of contacts is calculated by means of an hash table method:
this requires a lot of memory (for the hash table, which is the list of the
whole lattice sites) but is fast, order O(N). The Hessian matrix of the
new conformation is built step by step (time O(N)) and the eigenvalues are
calculated by means of a Lapack routine which is of complexity O(N3) [3].
The complexity of the diagonalization algorithm slows down dramatically
the simulations, so that it is difficult to obtain results at high N . The
parallel version of the algorithm, ScaLAPACK [12], gains in efficiency only
for matrix size bigger than 1000× 1000 which corresponds already to a too
much long time in order to get many data.
2.7.3 Data analysis
The dynamic Monte Carlo algorithm produces a sequence of data which is
analyzed following these steps:
1. the autocorrelation function is evaluated: from a series of S data {Di}:
ρ(t) =
〈DiDi+t〉 − 〈Di〉2
〈DiDi〉 − 〈Di〉 ; (2.38)
the average is over the series of data;
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2. the autocorrelation time τ is estimated as the time at which ρ(t) < e−1;
3. 10τ initial steps are considered to pertain the thermalization of the
process and are discarded;
4. one datum every τ is kept and used for the analysis (standard aver-
ages);
5. the data are elaborated with multiple histogram method technique and
the error bars are evaluated with bootstrap method.
2.7.4 Multiple Histogram Method
The MHM is an optimized method for combining the data from an arbitrary
number of simulations to obtain information over a wide range of parameter
values in the form of continuous functions[28]. In our work, a single simula-
tion is a canonical sampling of the system of fixed length N and fixed inverse
temperature β. We want to calculate some observable over a range of tem-
perature, in the aim of finding for example the maximum of the specific heat.
So, at a fixed length, we run several simulations at different temperatures
and we combined the results through the MHM method. This approach
extracts the maximum amount of information from the simulations and fits
well with the modern trend of gain power from parallelization of codes. In
practice, the configurations of a canonical simulation are sampled following
the probability distribution
p(γ) =
w(γ)e−βE(γ)
Z
. (2.39)
In order to calculate the average energy at any temperature, one is interested
in the distribution
p(E) =
V(E)e−βE
Z
(2.40)
and in particular on the volume of the phase space at fixed energy, V(E),
which is the only unknown of the system, but is shared by all the simula-
tions at any temperature. The number of observation of a certain energy in
a simulation is proportional to the probability (2.40). The algorithm elab-
orates the results of several distinct runs and finds the distribution V(E)
which fits at best all the simulation results. The method is based on a self
consistency equation between the partition functions at different tempera-
ture and is generalizable to any other observable. We recommend the book
[52] for the technical details.
We used the MHM to calculate all the observables, energy, Radii, heat
capacity and so on, as well as the density of states V(E) which allows to
calculate the microcanonical entropy S(E) = lnV(E) (see section 4.6).
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Figure 2.5: The Lanczos low noise differentiator. The function S(E)
on the left is derived with respect to E with a standard central difference
method and a Lanczos low noise differentiator. In both cases the derivative
at each point is calculated from the value of the function at 7 points around.
The errors were calculated by means of the bootstrap method: the above
procedure is repeated several times on group of data randomly sampled from
the available; the errors is then traditionally calculated on the obtained
results. The error converge after a certain time to a stable results: we
found that 50 bootstrap extractions is already enough to get a stable error
estimation.
2.7.5 Low noise differentiator
In the study of microcanonical entropy (section 4.6) we are concerned with
its derivative. Nevertheless the microcanonical entropy is obtained from
simulations and is affected by noise, like experimental results usually do.
So calculating the derivative of a noisy function can not be done with a
simple finite difference method. Low-noise differentiator can be used and
the results are pretty nice. We used the so called Lanczos differentiator [59]
and we found very useful the web page [38] where a complete explication of
the method and reference formula can be found.
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Chapter 3
Vibrational spectrum of
linear chains
This chapter presents a quantitative analysis of the vibrational spectrum
of polymers modeled as self avoiding walk with vibrations. Polymers have
vibration profiles depending on the conformation they assume: the open
and the compact configuration differ basically in the low frequency region of
the spectrum. This behavior can be traced back to the behavior of lattice
solids which depends on the dimensionality of the system (section 3.1). The
analysis confirms that the coil (section 3.2) and the globule (section 3.3)
populations have different spectral properties. The vibrational entropy is a
function of the spectrum (equation 2.19); the observations of this chapter
reveal that the intrachain contact elastic constant kco plays a key role in
triggering a new phenomenology in the model with vibrations.
3.1 Linear chains and solids
The vibrational spectrum of a system is the generalization of the frequency
of one single spring. It is calculated from the eigenvalues of the Hessian
matrix and depends on the geometry of the interactions. More precisely a
system made by N particles with identical masses m in d dimensions has
dN frequencies of vibration proportional to the square roots of the Hessian
eigenvalues λ:
ωn =
√
λn
m
n = 1, ..., dN. (3.1)
In some special cases a simple analytical formula for the list of frequencies
can be calculated. The case of interest here is the linear chain of identical
particles [47]: a set of beads in a row linked by springs. The spectrum varies
depending on the boundary condition, that is how the ends are treated (free
ends, periodic condition, connected to a wall...). The spectrum of a linear
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chain with free ends is:
ωn = 2 sin
( n
N
pi
2
)
n = 1, . . . N − 1, (3.2)
where the chain has N beads (N − 1 identical springs) and the masses and
elastic constant are unitary.
The spectrum can be also described by the density of frequencies ρ(ω):
this function gives the number of frequencies in the interval (ω, ω + dω) of
width dω, normalized by the total number of frequencies dN . In the case of
the linear chain with free ends the density of frequencies is (d = 1)
ρ(ω) =
1
N
dn
dω
=
1
N
1
dωn
dn (n(ω))
=
1
pi
√
1− (ω/2)2 . (3.3)
The function n(ω) is the inverse of the function ωn in equation (3.2). The
spectrum and the density of frequencies of a linear chain of length 10000 is
reported in Figure 3.1.
1 2000 4000 6000 8000 9999
n (index)
0
0.5
1
1.5
2
ω
n
0 0.5 1 1.5 2
ω
0
1
2
3
4
5
ρ(
ω)
Figure 3.1: Frequency spectrum of a linear chain. The chain has
10000 beads and free ends. Left: list of the 9999 not null frequencies, equa-
tion (3.2). Right: density of frequency ρ(ω) calculated from the frequency
list over a bin dω = 0.02: the agreement with equation (3.3) is very good.
The linear chain is a 1 dimensional system and the main feature of its
spectrum is that the density of modes is constant over a large portion of the
spectrum, in the low frequency region:
ρ1(ω) ∝ 1dωn
dn
∼ const ω → 0 (3.4)
In general, the low frequency region can be interpolated by a power of
the index n (the frequencies ωn are listed in increasing order):
ωn ∝ na. (3.5)
Inverting it, n ∝ ω1/a, the frequency density is:
ρ(ω) ∝ dn
dω
∝ ω1/a−1. (3.6)
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The classical theory of the harmonic crystal [5] describes the distribution of
the vibrational modes of a 3 dimensional Bravais lattice: a set of beads on a
Bravais lattice interacting through harmonic interaction (springs). The wave
vectors can take on its direction in a 3 dimensional space (i = x, y, z, but each
component ki is limited to a discrete series of values, because of the lattice
nature of the system: ki ∝ n, n = 1, 2, ..., similarly to the linear chain,
equation 3.2 Moreover, in the low region of the spectrum, the frequency is
proportional to the wave vector in each direction: in d dimensions the density
of frequencies in the interval (ω, ω + dω) is proportional to the number of
wave vectors in the d-dimensional surface of radius ω:
ρd(ω) ∝ ωd−1. (3.7)
Comparing with the relation (3.6):
d =
1
a
. (3.8)
In particular the spectrum is poor in low frequency modes when the spatial
dimension increases. For example, relations (3.5) and (3.7) in d = 3 are
reported in Figure 3.2: the density ρ(ω) vanishes at small ω.
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Figure 3.2: Low frequency spectrum of a 3-dimensional solid. Right:
the frequency density ρ(ω) ∝ ω2, equation (3.7). Left: the corresponding
frequencies are ωn ∝ n1/3.
Generalizing equation (3.8), we define the vibrational dimension of a
system as
d =
1
a
. (3.9)
From this basic example we retain that in simple systems the low frequency
normal modes are more abundant in 1 dimensional objects than in 3 dimen-
sions. In the next section we will show that
• the spectrum of a coil polymer is richer in low frequencies than the
standard linear chain;
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• the spectrum of a compact polymer is
– roughly the same as the spectrum of the coil polymer if the in-
trachain interaction are not taken into account;
– poorer in lower frequencies when the whole set of interaction is
taken into account.
3.2 Coils
Coils are conformations characterized by few contacts and are typical of
the high temperature phase. A coil conformation is characterized by a vi-
brational spectrum rich in low frequencies. The vibrational spectrum is
determined by the elastic fluctuations of the bonds, the bending and dihe-
dral angles and the contacts (Table 2.3). In this section we show that if the
non bonded interactions is not taken into account (kco = 0):
1. these spectra are rich in low frequencies: their vibrational dimension
is considerably smaller than 1;
2. the spectrum is almost independent from the conformation of the walk:
the elongated chain, a generic coil or a very compact conformation have
very similar vibrational profiles.
The second observation means that from the point of view of the vibrational
analysis, if kco = 0 all the configurations are coil, independently of the
number of contacts. Indeed the information of a contact is contained in the
elastic intrachain contactspring: this is candidate to be the key parameter
of the model with vibrations.
In the two following sections of this chapter we will show how the spectra
differentiate between the two phases (few and many contacts) when kco > 0.
In the next chapter we will see that kco is the discriminating parameter
between two universality classes.
3.2.1 2 dimensions
The straight polymer in 2 dimensions consists in a sequence of steps in the
same direction. In this configuration the bond interactions give exactly the
spectrum of the linear chain, while the angular vibrations (only flat angles)
add modes of lower frequency. Indeed, while the bonds vibrations are almost
proportional to the index, ωn ∼ n, the flat angle vibrations fit very well with
a quadratic function:
ωflatn ∝ n2 (3.10)
which implies ρflat(ω) ∝ ω−1. Altogether the fluctuations of the straight
chain show an intermediate regime between the bonds and the flat angles:
ωn ∝ na 1 < a < 2. (3.11)
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Figure 3.3: Frequency spectrum of coil polymers. The frequencies
are relative to the highest one (ωn/ωmax) and the index n is relative to
the number of not null frequencies plus 1. Black curves are spectra of the
bond (upper) and the angle (bottom) vibrations in the straight chain (a
linear chain in 2 dimensions, an all-trans configuration in 3 dimensions).
The other colors indicate the total spectra of the straight, a coil and a
compact conformation, with no intrachain interaction (kco = 0). Left: walks
on the square lattice: the bonds spectrum is identical to the linear chain.
Right: walks on the tetrahedral lattice: the total spectrum of an all-gauche
conformation is also reported. The coil and compact 3 dimensional walks
have 300 monomers and 68 and 196 contacts respectively. The coil and
compact 2 dimensional walk have 100 monomers and 30 and 80 contacts
respectively.
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Concerning the right angles, it is possible to show that the angular spec-
trum of a stairs-shaped walk on the square lattice (a configuration con-
sisting of only right angles) is identical to the bond linear chain spectrum:
ωrightn = 2 sin
(
n
N−1
pi
2
)
n = 1, ...N−2. As there are no other contributions
to the vibrational spectrum of the square lattice walks, we guess that the
spectrum of any coil behaves as in equation (3.11). In Figure 3.3 the spec-
trum of the straight configuration, an open coil configuration and a very
compact configurations are reported: they are indeed similar and positioned
between the flat angles and the bonds (equal to right angles) spectra.
3.2.2 3 dimensions
The model of the polymer in 3 dimensions is a chain on the tetrahedral
chain, which is obviously not the simple extension of the square lattice to 3
dimensions. A fundamental difference is that there are no flat angles, so a
perfectly linear chain does not exist. The most elongated walk is a sequence
of trans dihedral angles, a zig-zag shaped chain. For this conformation the
bond vibrations are bounded from below, ωn ∼ n0, so they do not contribute
to the formation of global modes. Moreover the bond interactions are mod-
eled to be very stiff with respect to other interactions and their presence
can be recognized in a very high frequency region of the spectrum. Hence
the low frequency motion of the tetrahedral polymer is mainly associated to
angular vibrations.
The angular motions come from the variation of the bending angle be-
tween consecutive bonds and the dihedral angle between three successive
bonds around their equilibrium value (∼ 109◦ and the trans/gauche an-
gle respectively). A separate analysis of their contribution is presented in
appendix C. In total the backbone spectrum of the all-trans configuration
decays to 0 faster than linearly. Similarly to the situation in two dimensions,
the spectra of the coil and compact conformations are almost the same, all
sharing the low frequency richness feature:
ω3d coiln ∝ na a > 1. (3.12)
In conclusion we state that the walks on the lattice share a common vi-
brational footprint with the characteristic to be very rich in low frequencies.
The vibrational dimension is
d(coil) < 1 (3.13)
3.3 Globules
The walks with many contacts are representative of the polymer globule
state. The conformation influences the vibration spectrum as long as the
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intrachain contacts springs are active (kco > 0); otherwise the results of
the previous section show that the two cases are practically the same. We
consider the same compact chain whose spectrum was shown in Figure 3.3
and we calculate its spectrum at increasing values of the contact spring
constant kco, Figure 3.4. The chosen compact configuration is a maximally
compact (Hamiltonian walk) on the square lattice and the most compact
configuration from simulations on the diamond lattice.
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Figure 3.4: Frequency spectrum of compact polymers. The spec-
trum of a maximally compact configuration on the square lattice (left, 100
monomers, 80 contacts) and the tetrahedral lattice (right, 300 monomers,
196 contacts) at increasing values of the intrachain elastic constant kco. The
other constant are set to 25 : 4 : 6 (square) and 150 : 1 : 1 : 0.6 (tetrahe-
dral). In the tetrahedral case the high frequency region (last 299 modes) is
not shown.
We interpret this fact as a manifestation that if only the backbone in-
teractions (bonds and angles) are considered then a polymer does not feel
its compactness or coil-ness. Instead, the contacts introduce an interaction
between monomers far away along the chain which holds the information
of compactness. The main difference is observed in the low frequency re-
gion: while the coil spectrum decays faster than linearly to 0, the compact
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spectrum decays with a smaller exponent:
ωn ∝ na a < 1. (3.14)
We may expect d = 1 for coils, but a smaller value is obtained in reason of
the angular contribution: d(coil) ∼ 11.5 ∼ 0.67 < 1. Similarly the compact
chain spectral dimension is lower that the spatial dimension:
d2d(compact) ∼ 1.25 < 2 (3.15)
d3d(compact) ∼ 2.00 < 3 (3.16)
3.4 Spectrum of coil and compact ensemble
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Figure 3.5: Spectrum and density of frequencies of polymers in 3
dimensions. Upper row: the same spectra as in Figure 3.3 and 3.4 (3
dimensions) for a polymer of length N = 100 monomers. The coil configu-
ration (magenta) has 5 contacts and the compact configuration (green) has
59 contacts. Bottom row: the frequency density is calculated on 1000
configurations of length N = 100 monomers. Left: configurations with 5
contacts (coils). Right: configurations with more than 52 contacts (com-
pact). Notice that the frequency density are normalized.
The previous observations are generalized with the computation of the
vibrational spectrum of an ensemble of walks chosen either in the compact or
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the coil state. Fixing the length to 100 monomers, we compute the spectra of
1000 walks with 5 contacts (coil sample) and with 52 to 59 contacts (compact
sample) and we calculate the frequency density ρ(ω) of the ensemble. The
results reported in Figure 3.5 confirm the key role of the contact spring
constant: while in the coil ensemble the exiguous number of contacts makes
the spectrum almost independent to the value of kco, the compact ensemble
loses low frequencies with increasing kco.
3.5 Fractons
The fact that the presence of intrachain contacts has an influence on the
vibrational properties of the proteins is not new.
In the early eighties, experiments showed that the phonon dimension d
equation (3.9), agrees with the fractal dimension of the object, which is an
index of the degree to which a structure fills the space in which it resides; in
random/self-avoiding walks the fractal dimension is df = ν−1. In particular,
the phonon dimension calculated from the temperature dependence of the
Raman electron spin relaxation rate is in very good agreement with the
fractal dimension calculated from x-ray data [63, 2].
The phonon density of states can be calculated also on fractals (fracton
dimension dfr) [1]; if one calculates the fracton dimension of a random / self-
avoiding walk, the value dfr = 1 is obtained irrespective to ν: vibrations are
sensitive to the connectivity and the walks are connected as a linear chain
no matter their filling the space. It emerges [37] that the contribution of in-
trachain contacts is essential to obtain the experimental phonon dimension,
which is bigger than 1.
In other words, if the self avoiding walk is considered without contacts
(transposing to our language, kco = 0) the fracton (= phonon) dimension
is NOT affected by the fractal nature of the object (in our language, the
compactness) and the vibrational spectrum is the same as a linear chain,
(d = 1), in contraddiction with experiments. The phonon dimension is
raised if intrachain contacts through which vibrations can propagate are
added. It is argued [37] that for a high enough density of contacts (bridges)
the agreement with experiments can be restored d = df . In our model
the addition of contacts is equivalent to the case where the contact spring
constant is kco > 0. Concerning the actual values, the cited experiments
report phonon dimensions ranging between 1.34 and 1.76. The vibrational
spectrum of the globule ensemble presented in Figure 3.5 gives
d ∼ 1
0.63
= 1.58,
right in the middle of the experimental interval.
Because of the promising agreement between our result and the previous
experimental and theoretical observations, and in light of the results shown
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in the following chapters, the study of fractons on self-avoiding walks would
deserve further analysis. One open question concerns the coil ensemble
phonon dimension, d ∼ 11.51 = 0.6 (Figure 3.5), which is lower than the
expected d = 1.
Chapter 4
The coil to globule transition
The local vibrations of a molecule around its equilibrium position is source of
conformational entropy. This ingredient of the physics of macromolecules is
not supposed to influence the thermodynamics as long as it does not display
some specific traits. Indeed, if the vibrational weight would be uniformly
distributed between all the conformations, like a constant or a random num-
ber, the probability of different conformations would be all affected by the
same factor and this would not produce any consequence on the observables.
This behavior of the vibrational weight corresponds to the observations made
in the previous chapter concerning the spectra with kco = 0 (section 3.2).
We will show that the thermodynamics of the corresponding model is very
similar to the standard ISAW.
On the opposite, when kco > 0, the spectrum of vibration changes ap-
preciably between the compact or the coil configuration, specially in the low
frequency region which is the most important source of vibrational entropy
because it is associated with global motion. We will show that the coil to
globule transition in both 2 and 3 dimensions is drastically affected. In 3 di-
mensions the transition becomes a two state process, akin to the all-or-none
transition manifested by proteins (section 4.3); in 2 dimensions the transi-
tion is continuous but sharper than in the model without vibrations (section
4.5). These modification can only partially be understood on the basis of
the redistribution of vibrational entropy privileging the open conformations
with respect to the compact ones: in section 4.6 we individuate that the vi-
brational entropy has to satisfy the ulterior necessary condition of convexity
with respect to the energy in order to explain the observed phenomenology.
Interestingly the condition is the same in both 2 and 3 dimensions and the
difference (continuous versus two state) may be attributed to the underlying
ISAW.
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4.1 Choice of the spring constants in 3 dimensions
From the analysis of MD force fields (section 2.6) we retain some general
aspects:
• the bonds are very stiff (kbb =∞);
• there is some freedom in the value of the angular constants;
• the non bonded interactions show a remarkable different stiffness if
refer to the van der Waals or the Hydrogen bond.
In the definition of the parameters for the VIBR model we have to take into
account two additional mathematical aspects.
First, it is not possible to have rigid bonds in this model. The vibrational
entropy of the single configuration is the sum of the logarithm of 3N −6 not
null eigenvalues, as many as the internal degrees of freedom:
lnW = −1
2
3N−6∑
i=1
lnλi.
Imposing the rigidity of one bond is equivalent to an infinite spring constant
or null eigenvalue, which makes lnW to diverge. Apparently, this prob-
lem could be solved by calculating the sum over the 3N − 6 − N not null
eigenvalues: this is equivalent to assign a constant amount of entropy to the
vibrations of the bonds. This solution would work only if we don’t consider
non bonded interaction, that is in a model with only angle vibrations. But,
when a non bonded interaction is added, also an additional degree of free-
dom could be added (up to a maximum of 3N − 6) and we would compare
the entropy of different conformations with different number of degrees of
freedom, which brings inconsistency. On the other hand, in MD the rigid
approximation simplifies the simulations because it reduces the time step;
in a gaussian network model, where all eigenvalues are calculated, there is
no reason for introducing such approximation: we chose instead a very high
value for kBB (Table 4.1).
The second mathematical aspect concerns the dihedral angle spring constant
and their associated eigenvalue. If we consider a triplet of monomers (in 2
dimensions) in the α = 0 or α = pi2 configuration interacting only through
the dihedral potential, the relative Hessian have different eigenvalues. Since
the entropy depends on eigenvalues (and not on spring constants), we chose
to set the trans and the gauche configuration constants to a ratio such that
the correspondent eigenvalues are equal. In such way we don’t introduce
any possible stiffness, corresponding to the preference for one direction.
The set of spring constants chosen for the 3 dimensional model are re-
ported in Table 4.1. Because of its key role, we will study several cases for
the contact spring constants.
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Figure 4.1: Results in three dimensions. Top half: The energy and
the radius of gyration as a function of the temperature. The blue curve is
ISAW, the magenta curve is kco = 2. The length of the polymer is N = 100
monomers and the data are reweighted with MHM method. Bottom half:
The specific heat c of the model with vibrations (VIBR, left panel) and the
classical model (ISAW, right bottom panel) as a function of the temperature;
the distribution of the energy p(E) at the critical temperature (right top
panel). The specific heat curves are plotted for several lengths of the polymer
and are obtained from a multiple histogram method technique [52]. The
maxima of the specific heat are marked with their error bar; the other points
have similar errors. The result of the fit with a power law c = KN2φeff−1 is
reported. The population of the energy levels at the critical temperature are
drawn from a simulation at the maximum heat capacity and length N = 180.
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Table 4.1: Typical spring constants in the VIBR partition function.
In adimensional units (see section 2.7.1).
spring constant eigenvalue
kbb = 150 λbb = 300
kbe = 1 λbe = 1.56
ktr = 1 λtr = 1.5
kga = 0.6 λga = 1.5
kco ∈ [0, 2]
4.2 3 dimensions: high and low temperatures
In this section we analyze the very low and very high temperature situation.
The very low temperature corresponds to the compact phase; it is re-
vealed by low energy and low Radius (see Figure 4.1). In the ISAW model, at
temperature T = 0 the average energy is equal to minus the maximum num-
ber of contacts, because the other configurations has a Boltzmann weight
equal to 0. This is true also if entropic weights are taken into account,
because they factorize:
〈E〉 =
Emin
∑
γ|Emin w(γ)∑
γ|Emin w(γ)
= Emin (4.1)
The thermodynamics of the 0 temperature state is determined by all the
maximally compact configurations which are the same in both models, as
well as 〈E〉(T = 0). Other observables are calculated on the same ensemble
and weighted by the respective entropic factor. We may expect that, given
the similar topology of the compact walks, the entropic weight may be quite
uniform and the observables not much affected. The Radius of gyration for
example is
〈Rgyr〉 =
∑
γ|Emin Rgyrw(γ)∑
γ|Emin w(γ)
6= 〈Rgyr〉ISAW ; (4.2)
but Figure 4.1 shows that 〈Rgyr〉 ∼ 〈Rgyr〉ISAW .
At high temperature, in particular in the limit β → 0, the thermody-
namic average of the model is realised over the whole ensemble of walks:
〈E〉 =
∑
γ wE∑
γ w
(4.3)
and similarly for the Radius of gyration. The result of Figure 4.1 reveals that
the entropic vibrations tends to prefer the more open configuration, which
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was already clear in the previous chapter. Nevertheless, the interest of this
result is limited to that because the high temperature certainly corresponds
to a state where the small fluctuations assumption is not valid (cfr criterion
presented in section 2.6).
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4.3 3 dimensions: first order phase transition
The contacts energy represents the interesting part of the total energy of
the walk with vibrations, in the sense pointed out in section 2.3. Being
proportional to the opposite of the number of contacts, E = −εnco, the
contact energy is an increasing function of the temperature and changes
from the lowest value equal to minus the number of contacts of the most
compact walks at zero temperature, equation (4.1), to the highest value
equal to the average number of contacts of all the walks weighted by the
entropic weight, equation (4.3). The transition between the low and the high
temperature is manifested by a pronounced variation of E at a temperature
delimiting the two phases; in the thermodynamic limit (infinite number of
monomers N →∞) the variation approaches the singularity and is localized
at the critical temperature, or Θ point, TΘ. The singularity in the energy
may be a discontinuity of the energy itself (discontinuous transition) or of
one of its derivatives (continuous transition). In both cases, at finite N ,
the temperature at which the variation of the energy is more pronounced,
is picked out by the maximum of its derivative, the specific heat
c =
1
N
dE
dT
=
〈E2〉 − 〈E〉2
NkBT 2
. (4.4)
In the context of continuous transitions, scaling arguments relate the posi-
tion and the height of the maximum with the length of the polymer. These
arguments are based on the assumption of homogeneity of the free energy
as a function of the temperature and the size. The free energy is obtained
from the partition function
F (T,N) = −kBT lnZ(T,N), (4.5)
and in the case of self avoiding walks it is a function of two parameters, the
temperature and the number of monomers. Close to a critical point the free
energy is assumed to be the sum of an analytical part, which is regular, and
a singular part which is responsible of the divergence of some derivative.
The homogeneity of the singular part of the free energy takes the form:
fs(t,N) = N−1h(tNφ), (4.6)
where t = T−TΘTΘ is the reduced temperature and N the number of monomers.
The specific heat is proportional to the second derivative of the free energy
with respect to the temperature
cs =
∂
∂t
∂
∂β
βfs(t = 0) ∼ N2φ−1 (4.7)
and it diverges in the thermodynamic limit if the cross-over exponent φ > 12 .
In figure 4.1 it is evident that the singularity of the specific heat grows much
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faster in the model with vibrations (kco = 2) than in the standard ISAW.
A linear fit of the data with the function ln cs = (2φeff − 1) lnN + A gives
very diverse results in the two cases.
1. The effective exponent φeff of the VIBR model is bigger than 1; this
result is not physical because the specific heat is proportional to the
variance of energy per monomers and should not be more than exten-
sive (φ ≤ 1). The found value indicates the coexistence between two
populations, as we analyze later. If the transition is first order, the
cross over exponent is φ = 1.
2. The effective exponent of the ISAW model is higher than the theoret-
ical value φ = 12 ; this is manifestation of finite size and logarithmic
corrections [26].
The top left graph of figure 4.2 reports the height of the critic specific
heat as a function of N in a log-log scale. All these curves show a cross-
over regime, driven by two parameters: the length and the contact spring
constants.
At increasing length and fixed spring constant, the slope increases and in
some cases (kco = 2) it corresponds to a cross over exponent bigger than 1, as
already mentioned. This is the regime where the bimodal distribution of the
energies is developing with increasing length: looking at the middle series of
distributions (blue distributions in figure 4.2), two peaks are distinguishable
only for lengths N ≥ 140. In Figure 4.3 the bimodal distributions (lengths
N ≥ 140) are represented as the sum of two gaussians functions
p(E) ∼ 1
Z
[
xe
− (E−E−)
2
2σ2− + (1− x)e−
(E−E+)2
2σ2+
]
(4.8)
with averages and standard deviations given by the best least square fit of
the data. To explain the super-extensive divergence of the specific heat, we
represent the standard deviations growing with N as
σ+ ∝ Nα+ , σ− ∝ Nα− ,
and the energy difference between the two maxima also growing as
E+ − E− ∝ Nx.
It can be shown that the energy variance (and the heat capacity) divergence
depends on both the increasing distance between the two peaks, E+ − E−,
and the standard deviation scaling:
〈E2〉 − 〈E〉2 ∝ (E+ − E−)
2
N |α+−α−|
. (4.9)
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Figure 4.2: Scaling properties of the transition in 3 dimensions.
Top: maximum of the specific heat with respect to the size at several contact
spring constants. On the right the collapse of the curves on a function
c(Nk0.4) is tried . Series of distributions: probability distribution of the
contacts energy per monomer at the critical temperature (the maximum of
specific heat). Line filled with color: VIBR, Line not filled: ISAW. Top
row: fixed length (180 monomers) and varying contacts spring constant;
middle row: fixed contacts spring constant (kco = 2) and varying length;
bottom row: fixed contacts spring constant (kco = 0) and varying length.
The distributions are calculated from canonical simulations and multiple
histogram method.
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The bimodal distribution is clearly manifested in the model with kco = 2
and length N ≥ 140. The power law divergence calculated on those data
(the N ≥ 140 part of the red curve of the top panel in figure 4.2) give an
effective cross-over exponent 2φeff ∼ 2.97, expressing the divergence of the
left hand size of equation (4.9). The divergence of the average and standard
deviation of the peaks was calculated on a fit of the distribution of the energy
with a double gaussian. Inserting the values (see Figure 4.3) in the right
hand side of equation (4.9) we obtain a good agreement with the observed
cross-over exponent:
N2·1.82
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∼ N2.94
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Figure 4.3: Gaussian fit of double peaks. Left: double gaussian fit of
critical energy distributions for chain length N = 140, 180, 220, 260, 300.
The estimated position of the two peaks (E+ and E−) are reported in the top
right graph. The energy difference and the evaluated divergence power law
is reported in the middle right graph, the standard deviations and their
power law fit Nα+ and Nα+ are reported in the bottom right graph.
On the other hand the first order behavior is triggered also by the con-
tacts spring constant: at fixed length (N = 180, for example, the top series
of distributions of Figure 4.2), the double population is not distinguishable
if kco ≤ 0.2. At fixed length (abscissa of the specific heat graph) and increas-
ing contact spring constant kco, the maximum of the specific heat grows. By
generalizing the cross-over scaling relation to the new parameter kco ≡ k,
we write the specific heat maximum as a function of (Nφkk), which together
with the classic scaling relation (eq. 4.7) gives:
cs ∼ (Nφkk)2φ−1 ∼ k
2φ−1
φk (4.10)
at fixedN . The maximum specific heat diverges as a power between k0.34(N =
50) to k0.42(N = 100). The variation is still imputable to the crossover situ-
ation. In particular, fixing φ = 1 (first order transition), the specific heat di-
verges as k1/φk . The top right graph of Figure figResults:gaussianFitOfPeaks
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proposes a quite good collapse of the curves obtained with 1/φk = 0.4. The
meaning of such a relation is that the stable regime where the two peaks
are distinguishable can be reached either growing N and keeping fixed k,
or viceversa. The exponent φk > 1 implies that the first method is more
efficient.
At very small stiffness (kco = 0.0002) and length (N ≤ 80) the specific
heat is very similar to the kco = 0 case, but it detaches from it as the length
increases. This fact seems to exclude the possibility of a finite, though very
small, critical kco under which the system would behave as if kco = 0. The
available data show also that the kco = 0 specific heat is parallel to the
ISAW model so it belongs to the standard universality class. The energy
distribution at the critical temperature (bottom line of) also approaches
well to the ISAW case. At the same time, the indication coming from the
sensitivity of the vibrational spectra to the value of kco (chapter 3) definitely
corroborates the conclusion that two universality classes are individuated by
kco = 0 and kco 6= 0.
4.3.1 Van’t Hoff test
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Figure 4.4: The Van’t Hoff ratio, equation (4.14). In the ISAW (black
curve) and kco = 2 (red curve) cases, the unfolded energy is the energy
at infinite temperature HU = 〈H〉(T = ∞) and the folded energy is the
minimum energy obtained from any simulation at each length HF = Hmin,
which is the best estimation of the energy at zero temperature. The green
curve refers also to kco = 2, but the folded and unfolded energies are the
positions of the two coexisting peaks of the energy distribution at the critical
temperature (if distinguishable: N ≥ 140), calculated from gaussian fits (see
Figure 4.3).
The Van’t Hoff test is an experimental criterion for determining how
much the calorimetry of a process corresponds to a two-state transition
[79, 45]. The criterion consists in the comparison between the measured
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enthalpy difference between initial and final state and the enthalpy difference
induced from the heat capacity curve in the hypothesis that the process is
purely two state.
A pure two state transition from an initial state at energy HU and a
final state at energy HF is described by the following partition function:
Z2 = e−β(HF−TSF ) + e−β(HU−TSU ). (4.11)
The two states may also be endowed of different entropies, SU and SF , which
don’t take part in the following calculation. At the temperature of transition
Tm, defined as the temperature at which the two populations coexist with
identical probabilities, the heat capacity is
C(Tm) =
〈H2〉 − 〈H〉2
kBT 2
=
1
2(H
2
F +H
2
U )− (12HF + 12HU )2
kBT 2m
. (4.12)
Inverting this relation, the Van’t Hoff enthalpy difference results
∆HV tH = HU −HF = 2Tm
√
kBC(Tm). (4.13)
If the enthalpy difference measured in a calorimetry experiment is equal to
the van’t Hoff enthalpy, than the process is most likely a two state process.
Instead, if the transition passes through intermediate states, the experimen-
tal heat capacity broadens and the measured enthalpy difference is smaller
than the van’t Hoff enthalpy: in this case the ratio of the van’t Hoff over
the measured enthalpy
∆HV tH
HU −HF ≤ 1 (4.14)
is sometimes interpreted as the number of cooperative units inside the sys-
tem [68]. Exception to this empirical behavior (in particular ratio bigger
than unity) are of course predicted and tested on simple models [45].
The models of homopolymers presented here are not the best candidate
for a two state transition because they lack of a precise definition of the
unfolded and the folded state. Nevertheless we can easily apply the van’t
Hoff criterion once we agree on the definition of them. An obvious choice is
to consider the folded state as the state of zero temperature and the unfolded
state as the state of infinite temperature. The energy difference is extensive
∆H = H(∞)−H(0) ∝ N ; (4.15)
on the other hand the heat capacity scales with the power law C ∝ N2φ and
∆HV tH
HU −HF ∝
Nφ
N
(4.16)
which vanishes if φ < 1. This result is coherent with the interpretation of a
two-state process as a first order like transition.
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The Van’t Hoff ratio of the VIBR model (kco = 2) increases from a value
around 0.25 to a value around 0.45 (figure 4.4), mostly in the region where
two peaks are manifested (N ≥ 140); the ISAW value instead is barely
decreasing, but the theoretical results φ = 12 affirms that it vanishes in the
thermodynamic limit.
Another possible choice for the definition of unfolded and folded state is
the average energy of the two peaks, when they are detected (gaussian fits
of figure 4.3) [66]. With this choice the van’t Hoff ratio is bigger and close
to 1 (green curve).
4.4 3 dimensions: metric properties
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Figure 4.5: Radius of gyration in 3 dimensions. Average radius of
gyration VS number of steps (N−1) at several temperatures (marked in the
graph). The green series corresponds to the critical temperature calculated
in [80]. The red series are calculated at the maximum of the specific heat
and do not corresponds to a fixed temperature.
The Radius of gyration is the standard deviation of the monomer posi-
tions:
R2gyr =
1
N
N∑
i=1
(~ri − 〈~r〉)2 (4.17)
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for a chain of N monomers with position ~ri and average position (center of
mass)
〈~r〉 = 1
N
N∑
i=1
~ri.
This is an important mathematical observable of a polymer because its scal-
ing behavior (the function Rgyr(N)) can be exactly predicted in several
cases. In particular, for the ISAW, the three regimes of good solvent, Θ
point and compact phase correspond to the scaling relation
Rgyr ∝ Nν(T )
with exponents of Table 1.1. The algorithm used in this work is adapted
for the study of the high and critical temperature only, but the arguments
presented in (section 4.2) indicates that the low temperature behavior of the
two models should be the same.
4.4.1 High temperature
The theoretical expected value for ISAW at high temperature is
ν ∼ 0.588;
this is a thermodynamic limit value, but it is already well reproduced by
our simulations N ≤ 300:
ν(ISAW ) = 0.595(5).
Notice that the given error estimation takes into account how much the
data fits with the power law; finite size effects are not predictable from the
quality of the fit and the exact value of the fit obtained at these length (to
which the error estimation actually refers) may be still different than the
thermodynamic limit value.
On the same lengths, the VIBR (kco = 2) high temperature scaling exponent
is higher:
ν(V IBR) = 0.610(5),
which may be traced back to the preference for more open configurations
accorded by the configurational entropy. The behavior at the thermody-
namic limit is still uncovered: a different metric exponent may stabilize or
the ISAW regime may be approached. The second hypothesis is supported
by the argument that in the thermodynamic limit the vibrational entropic
cost of even a single contact could be prohibitive and the ensemble would
reduce to the family of SAWs without contacts. As this ensemble maps on
the standard ensemble of SAWs by splitting each step in two, it results that
the metric exponent of no-contacts walk is the same as the SAW.
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However, we remark again that the high temperature regime belongs
to the region where the hypothesis of validity of the VIBR model (small
fluctuations) is not valid, so the results are a good indication of the average
influence of vibrational entropy (preference for open configurations) but they
don’t pretend to reproduce exactly the high temperature phase of polymers.
4.4.2 Θ point
In the ISAW model, the polymer radius of gyration at the critical tempera-
ture scales as a random walk. Coherently with the hypothesis of homogene-
ity of the free energy at temperatures close to the critical point, the radius
of gyration scales as
Rgyr(N, t) = bN1/2g(Nt1/φ). (4.18)
(t is the reduced temperature). Following this relation, the Θ point t = 0 is
the temperature at which the radius is proportional to the square root of the
size; this is also the usual way for individuate the critical temperature of the
N →∞ polymer. The Θ temperature of the ISAW on the diamond lattice
was detected at βΘ ∼ 0.475 [80] and our simulations confirm the prediction
(fig. 4.5, green curve).
In the VIBR model, we can not find a temperature with similar ideal
behavior, if not limited to some finite size. For example, in Figure 4.5 (left
panel) the radius of gyration at the temperature β = 3.20 or β = 3.15 is
almost linear, similar to the ISAW Θ point, up to the size at which the
radius drops down crossing the red line of radius at the maximum of the
specific heat. This is due to the fact that the finite size critical temperature
(the maximum of the heat capacity) moves and is expected to approach the
Θ point only at infinite N , so a fixed temperature (like β = 3.20 or β = 3.15)
is bigger than the maximum heat capacity temperature only up to a certain
length of the polymer. Higher temperatures (β = 3.0 or β = 3.05), which
don’t drop down, are good candidates to represent the Θ temperature: in
those cases the square radius of gyration scales more than linearly and is
compatible with a good solvent scaling.
It is important to observe that the scaling of the radius of gyration at
the critical temperature corresponds to the scaling of the high energy peak.
Indeed, assuming the two populations to scale with different laws, R− ∝ Nν−
and R+ ∝ Nν+ with ν− < ν+, at the critical temperature the average radius
results:
〈Rgyr〉(Tc) ∝ 12N
ν+ +
1
2
Nν− =
1
2
Nν+(1 +N−(ν+−ν−)) ∼ Nν+ . (4.19)
Our results seem to indicate that the two populations correspond to a coil
and a compact phase respectively.
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4.5 2 dimensions: a more abrupt second order
phase transition
The comparison between the coil to globule transitions manifested by the
ISAW and the VIBR models highlights the not negligible contribution com-
ing from the local fluctuations to the thermodynamic of the system. In 3
dimensions we have shown that the local fluctuations induces a first order
phase transition where the standard ISAW transition is continuous with
cross-over exponent φ(3d - ISAW) = 12 . So, in terms of the universal quan-
tities, we can resume the contribution of the entropic ingredient saying that
the cross-over exponent is larger: φ(3d - VIBR) = 1.
In this section we show that the same effect is induced in 2 dimensions where
the cross over exponent
φ(2d - ISAW) =
3
7
is superseded by φ(2d - VIBR) > 0.8 which implies a new universality class.
In terms of the standard classification of phase transitions by the degree
of the discontinuous derivative, the 2d-ISAW model has singularity in the
third derivative of the free energy, while the 2d-VIBR model is singular at
the second derivative (the specific heat): similarly to the 3 dimensional case,
the kind of transition gains one degree.
We study the case with contact spring constant kco = 0.1kbb > 0 and the
case with kco = 0 in order to show that this parameter has a key role in trig-
gering the new universality class. The other spring constants are reported
in Table 4.2 and are chosen following two criteria: the backbone constant
is bigger that the others and the ratio kflat/kright provides no preference for
one direction, similar to the equilibrium between trans and gauche defined
in the 3 dimensional case.
Table 4.2: Spring constants in the VIBR partition function in 2
dimensions. In adimensional units (see section 2.7.1).
spring constant eigenvalue
kBB = 25 λbb = 50
kflat = 4 λbe = 24
kright = 6 λtr = 24
kco = 2.5 or 0 λga = 5 or 0
The scaling hypothesis on the free energy, equation (4.6), is identical in 2
dimensions, with the proper critical exponent. The value φ(2d- ISAW) < 12
implies that the singular part of the specific heat, equation (4.7), is van-
ishing: the singularity is in the third derivative of the free energy. As a
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Figure 4.6: Scaling of the model in 2 dimensions. The maximum of the
relative radius derivative (left) and the heat capacity (right) as a function
of N . Least square fits with the power law Nφ are reported in the graph.
consequence, the scaling of the maximum of the heat capacity is mixed with
the analytical part and can not be interpreted as the power law N2φ: the
observed exponent (Figure 4.6, left, blue line) describes the divergence of a
function of which we don’t know the behavior at these sizes, but it should
be extensive (φ = 12) in the thermodynamic limit: this datum is then not
reliable for the evaluation of the cross-over exponent.
The scaling relation of the radius of gyration at small reduced tempera-
ture t:
R2gyr ∼ N2νg(tNφ). (4.20)
Deriving with respect to the temperature and taking the ratio with the
radius itself we obtain the relative radius derivative
1
R2gyr
∂R2gyr
∂t
(Tmax(N)) ∼ Nφ. (4.21)
which diverges as Nφ, whatever φ is. The relative radius derivative is cal-
culated from measures of the average energy and radius:
∂R2gyr
∂t
∝ ∂R
2
gyr
∂T
=
〈R2gyrE〉 − 〈R2gyr〉〈E〉
kBT 2
. (4.22)
Equation (4.21) is evaluated at the maximum Tmax(N), so that the value
of the scaling function g(xmax) is fixed and does not influence the critical
divergence. This quantity permits a good evaluation of φ: even at small
sizes, we obtain value compatible with the theory (Figure 4.6).
With the same method the cross-over exponent of the VIBR model is
φ(2d- VIBR) = 0.87± 0.01.
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Figure 4.7: Metric properties of the 2 dimensions model. The average
square radius of gyration divided by N8/7 (top panels) is calculated at fixed
temperatures (black and green curves) or at the βmax(N) (red curves), which
is reported in the bottom panels. The green continuous line in the bottom
panels indicates the estimated critical temperature.
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Interestingly, a very similar value results from the scaling of the heat capac-
ity: despite the mixing with the regular extensive part the high cross-over
exponent makes the singular part be predominant already at short sizes.
The radius of gyration at the critical temperature of the ISAW model
scales as
ν =
4
7
. (4.23)
The critical temperature was estimated as βΘ ∼ 0.665 from previous works
[35]; this can be detected by the temperature at which RgyrNν ∼ const and
our data confirm the result (Figure 4.7, top left, green curve): note that the
data picked at close temperatures (black curves) tend to leave the straight
line.
The temperature Tmax(N) is a finite size critical temperature: it is an
empirical way for localize the transition point where the variation of the
observables is maximum (the maximum of their derivative). The scaling
relation (4.20) implies that the polymer behaves critically (i.e. R ∝ Nν) in a
finite region of temperatures (and not just AT the critical temperature) such
that tNφ is small. The finite size critical temperature is a priori different
from the Θ temperature, but it is contained in the critical region, so it
approaches the TΘ as
Tmax − TΘ
TΘ
∝ N−φ. (4.24)
The approach is faster, the bigger the value of φ; the diverse behavior de-
pending on φ is pointed out in Figure 4.7. In the VIBR model βmax reaches
a stable value already at length around 40 monomers (bottom panel) at the
inverse temperature:
βΘ = 1.555± 0.003. (4.25)
Surprisingly the scaling of the radius at that temperature (green curve in
the top panel) is compatible with the scaling of ISAW, so we conclude that
the metric exponent at the Θ point is left unchanged by the vibrational
contribution.
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4.6 Convexity of the entropy
In the canonical ensemble the frequency of observation of a given energy, the
probability p(E), depends on the temperature T =
β
kB
and the logarithm
of the volume of the phase space at that energy, S = kB lnV(E):
p(E) =
e−β(E−TS(E))
Z
. (4.26)
In the ISAW model (partition function 2.8) the walks with the same en-
ergy have the same probability, so the volume V(E) is the number of walks
with (−E) contacts, V(E) = N (E), and its logarithm is the microcanonical
entropy Sisaw(E) = kB lnN (E). In the model with vibrations (partition
function 2.14), each walk has statistical weight e−βEW (γ) and the micro-
canonical entropy is
S(E) = kB ln
∑
γ|E
W (γ) = kB lnN (E) + kB ln
∑
γ|EW (γ)
N (E) (4.27)
= Sisaw(E) + Svib(E). (4.28)
The term Svib(E) (equation 2.15) is the difference between the microcanon-
ical entropy of VIBR and ISAW and it is the responsible of the different
behavior manifested by the two models. In the first place, the critical heat
capacities, studied in the previous sections for both 2 and 3 dimensions,
reveals scaling properties indicating a sharper transition in the VIBR model
than in ISAW. In this section we illustrate that this is due to a convexity of
the vibrational microcanonical term Svib(E).
The relation between canonical (fixed temperature) and microcanonical
(fixed energy) ensemble can be formulated through the saddle point approx-
imation of the canonical probability of E
p(E) ≡ eln p(E).
The saddle point approximation consists in a gaussian function centered at
the maximum of the function:
eh(E) ∼ eh(Emax)+ 12 d
2h
dE2
(E−Emax)2 (4.29)
= eh(Emax)−
(E−Emax)2
2σ2 . (4.30)
The maximum is located at the point where dhdE = 0 and
dh
dE
= 0 and
d2h
dE2
≡ − 1
σ2
< 0. (4.31)
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In the case of the probability equation (4.26),
h(E) ≡ ln p(E) = − 1
kBT
(E − TS(E))− lnZ, (4.32)
the energy of maximum probability is located at Emax such that
dh
dE
(Emax) =
S′(Emax)
kB
− 1
kBT
= 0 ⇐⇒ S′(Emax) = 1
T
(4.33)
and
d2h
dE2
(Emax) =
S′′(Emax)
kB
< 0. (4.34)
Through the standard relation between heat capacity and variance,
C(T ) =
〈E2〉 − 〈E〉2
kBT 2
=
σ2
kBT 2
,
we obtain the relation between heat capacity and microcanonical entropy:
C(T ) = − 1
T 2S′′(E)
, (4.35)
where the second derivative of the microcanonical entropy, S′′(E) is calcu-
lated at the average energy of temperature T :
〈E〉(T ) =
∑
E Ee
−β(E−TS(E))
Z
.
The one-to-one correspondence between canonical observables (average
energy and heat capacity at fixed temperature) and microcanonical proper-
ties (first and second derivatives of S(E)) is valid as long as the canonical
distribution can be approximated with one Gaussian function. A necessary
condition for this is the concavity of the microcanonical entropy, S′′(E) < 0,
which implies that S′(E) = 1T is a decreasing function of the energy: at each
temperature, only one Emax exists and the saddle point approximation can
be built around it. In the ISAW model the condition is verified: the deriva-
tive of the microcanonical entropy,
dS
dE
VS E (left top panel of Figure 4.8,
microcan.), superposes perfectly on the canonical average energy, plotted
as β VS 〈E〉 (canonical). In the microcanonical ensemble one temperature
corresponds to one energy (respectively the ordinate and the abscissa of the
colored points reported on the microcanonical curve), while in the canoni-
cal ensemble one temperature corresponds to a distribution of energies (the
distributions reported in the bottom panels).
The one-to-one correspondence breaks off if the microcanonical entropy
is convex in some region (S′′(E) > 0): in this case a microcanonical temper-
ature
(
dS
dE
)
in the convex region corresponds to more than one energy (right
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Figure 4.8: Microcanonical entropy and canonical energy in 3 di-
mensions. The top panels report the first derivative of the total mi-
crocanonical entropy S′(E) (black lines) calculated from canonical simula-
tions through the Multiple Histogram Method and a low noise differentiator
(Lanczos method, see section 2.7). The canonical average energy β(〈E〉) is
the green dashed line. The other panels report the distribution of energy at
the critical temperatures and two others (reported in the graph). Arrows
link the temperature and the energy.
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top panel of Figure 4.8, microcan.). The canonical distribution of ener-
gies splits in two populations (right bottom panels): the position of the two
maxima can be approximately found from a Maxwell construction on the
microcanonical curve (the straight blue line in the top right panel). The av-
erage canonical energy (the green line) does not follow strictly the Maxwell
distribution because of the finite size of the system: in the thermodynamic
limit the coexistence would be observed only at the critical temperature and
the average energy would manifest a finite jump.
Keeping this general analysis in mind, we proceed writing the relation
between heat capacity and microcanonical entropy (equation 4.35) explic-
itly expressing the standard and the vibrational contributions, as in equa-
tion (4.30). At the critical temperature (of the VIBR model) the heat ca-
pacity is
C(Tc) = − 1
T 2c
(
S′′isaw(Ec) + S
′′
vib(Ec)
) (4.36)
where it should be clear that the heat capacity C, the critical temperature Tc
and the average energy at the critical temperature Ec refer all to the model
with vibrations. From the thermodynamic results of the previous sections,
the 2 dimensional and 3 dimensional VIBR models show two behaviors:
• in two dimensions, the energy distribution is always single peaked,
also at the transition point which is continuous; in this case equa-
tion (4.36) is valid and the microcanonical analysis corresponds exactly
to the canonical results (Figure 4.9);
• in three dimensions, as shown before, the correspondence is bro-
ken close to the critical temperature; in this case the microcanonical
analysis (right size of equation (4.36)) gives a negative result, while
the canonical heat capacity is positive: the first is the derivative of
the black (microcanonical) curve of the top right panel of Figure 4.8,
the second is the derivative of the green (canonical) curve of the same
figure.
We analyze separately the two cases.
4.6.1 2 dimensions
In two dimensions the heat capacity of the model with vibrations diverges
faster than in the classical model. From equation (4.36) we obtain the
relation between the two cases:
CV IBR(Tc) =
CISAW (Tisaw(Ec))(
1 +
S′′vib
S′′isaw
) (T 2isaw(Ec)
T 2c
)
. (4.37)
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Figure 4.9: Microcanonical entropy and canonical energy in 2
dimensions. The first derivative of the total microcanonical entropy
S′(E) calculated from canonical simulations through the Multiple Histogram
Method and low noise differentiator (Lanczos method, see section 2.7).
Here the heat capacity of the VIBR model CV IBR(Tc) is calculated at the
critical temperature (maximum of the heat capacity), while the heat capacity
of the ISAW model,
CISAW (Tisaw(Ec)) = − 1
T 2isaw(Ec)S
′′
isaw(Ec)
is calculated at the temperature Tisaw(Ec) obtained from the function S′isaw
at Ec (Figure 4.9, left). The energy Ec can be equal or not to the critical
energy of the standard model, EISAWc :
• if Ec = EISAWc , the temperature Tisaw(Ec) is also the critical tem-
perature of the standard model and the ISAW heat capacity diverges
critically:
CISAW (Tisaw(Ec)) ∝ N +N2φ; (4.38)
• if Ec 6= EISAWc , the temperature Tisaw(Ec) is not critical and the heat
capacity is extensive:
CISAW (Tisaw(Ec)) ∝ N (4.39)
Nevertheless, in 2 dimensions φISAW < 12 , so the extensive part of the heat
capacity is dominant in both cases. From equation (4.37) we obtain:
CV IBR(Tc) ∼ N
1 +
S′′vib
S′′isaw
(4.40)
As the numerical results show that the heat capacity of the model with
vibrations diverges faster than N ,
CV IBR(Tc) ∼ N2φ(2d - VIBR) φ(2d - VIBR) = 0.87 > 12
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the denominator of equation (4.40) is expected to vanish:
S′′vib = −S′′isaw + o(S′′isaw) (4.41)
with o(S′′isaw) a function mach smaller than S
′′
isaw in the limit N → ∞,
o(S′′isaw)
S′′isaw
→ 0. It follows:
S′′vib(Ec) > 0. (4.42)
In other words the vibrational part of the entropy is convex around the
critical energy: this does not implies a convexity of the total entropy (which
would be associated to a first order transition); we know instead that the
transition is continuous. We conclude that in 2 dimensions
S′′vib + S
′′
isaw = o(S
′′
isaw) < 0.
Also, since the heat capacity is regular everywhere (C ∝ N), the vibrational
entropy is expected to show a behavior like
S′′vib(Ec) = a
1
N
+ o(1/N) (4.43)
with a > 0 and o(1/N) < 0 a function vanishing faster than 1/N . This
result is valid close to the critical energy.
4.6.2 3 dimensions
In the 3 dimensional case, the relation between canonical heat capacity
and microcanonical entropy is broken: the total microcanonical entropy is
positive:
S′′vib + S
′′
isaw > 0,
which again implies the convexity of the additional term
S′′vib > 0. (4.44)
It is interesting that assuming the same behavior as equation (4.43) can
explain the change of phase in 3 dimensions, that is the convexity of the
total microcanonical entropy. Indeed, in the critical region the ISAW heat
capacity diverges as C ∝ N lnN , so the microcanonical entropy:
S′′isaw ∝ −
1
N lnN
(4.45)
Assuming behavior equation (4.43) for the vibrational entropy at the ener-
gies close to the critical energies, the total entropy would follow
S′′ = S′′vib + S
′′
isaw ∝
1
N
− 1
N lnN
> 0 (4.46)
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Figure 4.10: Vibrational microcanonical entropy. The vibrational en-
tropy Svib(E) = kB ln〈W 〉E is calculated on configurations obtained from
ISAW simulations (see the text for more details). The error bars are smaller
than the size of the symbols (which are very small yet!). The second deriva-
tives are calculated with low noise differentiator and some of the curves
are smoothed by averaging over neighbor points. Top: vibrational micro-
canonical entropy per monomer with respect to the energy per monomer
Svib
N (E/N). Bottom: the second derivative multiplied by N as a function
of the energy per monomers NS′′vib(E/N). The lengths of the chains are:
Left, 2 dimensions: N = 40 (black), N = 60 (red), N = 100 (green) and
N = 150 (blue); Right, 3 dimensions: N = 60 (black), N = 100 (red),
N = 140 (green) and N = 180 (blue).
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4.6.3 Vibrational microcanonical entropy
The observations of this section individuate that a common characteristic
of convexity is shared by the vibrational microcanonical entropy term
Svib(E) = kB ln〈W 〉E . (4.47)
In particular the convexity of Svib = SV IBR − SISAW around the critical
energy is a necessary condition for the change of kind of transition in both
2 and 3 dimensions.
To verify that the condition is satisfied we run independent ISAW canon-
ical simulations at several temperatures in order to collect configurations at
all energies and calculate on those samples the average 〈W 〉E and the vi-
brational microcanonical entropy Svib(E). The result is very precise and
illustrated in the top graphs of Figure 4.10: the error bars are smaller than
the symbols. By careful inspection one can distinguish the convex region
at low energies. Nevertheless, despite the high precision of this data, the
second derivative (bottom graph) calculated by a low noise Lanczos differen-
tiator were still too noisy for clearly distinguish the convex from the concave
part (S′′ > 0 and S′′ < 0). The fluctuations increases with N . The reported
curves are smoothed by averaging over neighbor points, in particular the av-
erage was performed over the 5 neighbors for the red curves (N = 60, 2d or
N = 100, 3d), 10 neighbors for the green curves (N = 100, 2d orN = 140, 3d)
and 15 neighbors for the blue curves (N = 150, 2d or N = 180, 3d). The
black curves were not smoothed. The numerical derivation is very sensitive
to local fluctuations of the original data, but the message emerges: all the
curves are convex in the low region of energies and concave in the high re-
gion. This explains the phenomenology of the coil to globule transition of
the VIBR model.
4.7 Conclusions
The universality class of a model depends on long range interactions, while is
not sensitive on the microscopic properties. As already mentioned in the first
chapter, all ideal chains have the same metric exponent, no matter how the
bonds are locally connected. But the excluded volume interaction introduces
a new metric exponent; this interaction acts also between monomers far away
along the chain, so it clearly belongs to the class of long-range interactions.
The elastic energy of small fluctuations adds a supplementary interaction
to the self-avoiding walk, with two possible effects on the universality class:
1. left unchanged, if the elastic energy contains only backbone terms
(kco = 0);
2. changed, if the elastic energy contains also non bonded contact springs
(kco > 0).
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The elastic interaction is taken into account in terms of vibrational spectra,
which are global properties, in the sense that they describe collective mo-
tions of the system; their long or short range nature is not so easy to be
established.
The results presented in the present chapter prove that the universality
class is actually affected by the elastic interactions; moreover the already
mentioned works on fractons (section 3.5) have shown that the phonon di-
mension of self avoiding walks depends on the presence or not of the intra-
chain bridges, in a similar way as the vibrational spectrum of compact walks
depends on the value of kco.
These observations bring to the conclusion that the elastic interaction
acts effectively as a long range interactions, susceptible to modify the uni-
versality class of the model.
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Chapter 5
Other results
In this chapter we present four results giving some more information about
the contribution of the vibrational entropy in the physics of polymer, but
which deserve further investigation for obtain a clearer answer.
First (section 5.1) we wonder about the influence of the backbone spring
constants on the universal properties of the model and we find that most
probably their variation does not induce any change in the universal behav-
ior, and the key parameter is the contacts spring constant kco. In section 5.2
we show that another critical exponent (the entropic exponent) is affected
by the vibrations. In section 5.3 we present the influence of the vibrational
entropy on the building of secondary structure. Finally in section 5.4 prelim-
inary results indicate that an interesting phenomenology has to be expected
when the inclusion of vibrations is extended to the problem of adsorption.
5.1 Different spring constants
The results of the previous chapter were calculated on the model in 2 and
3 dimensions with the specific choice for the backbone spring constants re-
ported in Table 4.2 and Table 4.1. That choice is motivated by the similarity
with off lattice potentials which are tuned for reproduce at best the experi-
mental results.
We wonder if different choices may bring different results, in particular
concerning the universality class to which the model belongs. This question
has not been answered exactly, but we present some hints indicating that
only two universality classes exist: the ISAW, corresponding to kco = 0, and
the VIBR, corresponding to kco > 0.
5.1.1 The case kco = 0
The most interesting fact is that if the contact spring constant is 0 and the
ratio kflat/kright (in 2 dims) or ktrans/kgauche (in 3 dims) is fixed, the relative
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Figure 5.1: Vibrational entropy and spring constants. The vibra-
tional entropy of hundred random configurations (3 dimensions, length 50
monomers) are calculated with several combination of the spring constants,
reported in the legend. The curves are translated of arbitrary constants
for facilitating the comparison. In the top panels the configurations are
ordered for increasing entropy calculated with kBB = 150, kbe = 1, ktr = 1,
kga = 0.6 and kco = 0. In the bottom panels the configurations are or-
dered for increasing entropy calculated with kBB = 150, kbe = 1, ktr = 1,
kga = 0.6 and kco = 0.02. In other words the red series of circles linked by
an arrow are the same values in the two different arrangements.
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entropic weight W (γ)/W (γ′) between any two configurations is constant. In
other words, varying any of the kBB or kangle, the vibrational entropy lnW
of all the configurations varies of the same quantity. This is illustrated in
the top left panel of Figure 5.1 where the vibrational entropy of hundred
random configurations in 3 dimensions is calculated for different values of
the constant kbe: each curve is the series of values obtained for one kbe and
the different curves differ of a constant.
When the contacts spring constant is switched on, the relative entropic
weights are completely shaken (same Figure, top right panel); moreover,
even at fixed kco if the angular constant changes, the relative weights are
not conserved (same Figure, bottom left panel): in this case the different
curves can not be superposed through a vertical translation. Finally, keeping
fixed the backbone constants and increasing kco (kco = 0.02, 0.2, 2 bottom
right panel) the order of weights is not conserved.
In conclusion the model with kco = 0 presents a peculiar characteristics:
the vibrational weight is strictly independent on the backbone spring con-
stants, provided the ratio between the angular constants is kept fixed. More
formally, the ratio between the weights of two distinct configurations is a
function of the ratio ktr/kga only:
W (γ, kBB, kbe, ktr, kga)
W (γ′, kBB, kbe, ktr, kga)
= r
(
ktr
kga
)
(5.1)
An identical phenomenology is observed in 2 dimensions as well, where the
dependence is on the ratio kflat/kright.
In the reference set of spring constants the dihedral or angular spring
constants ktr/kga or kflat/kright are chosen in such a way that the Hessian
matrix has the same eigenvalue for the trans (flat) and the gauche (right)
angles. A variation of this ratio brings a variation of the vibrational entropy
which is not a simple addition of a constant. Nevertheless, simulations of
the 2 dimensional walk with kflat/kright = 1 gives a cross-over exponent
virtually identical to the reference case (kflat/kright = 3/2), as illustrated in
Figure 5.2: the two cases correspond to the yellow and black series of points
respectively and they superpose almost exactly.
5.1.2 The case kco > 0
When kco > 0 the vibrational entropy depends non trivially on the backbone
spring constants: the bottom panels of Figure 5.1 illustrate how the weights
change on variations of the angular or the contact spring constants. The non
trivial behavior corresponds to a variation which is not the simple addition
of a constants, which would turn out in identical relative weights and an
identical model.
In 2 dimensions, Figure 5.2, the scaling of the relative radius derivative
with N is almost similar in all the cases in consideration: the reference case
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Figure 5.2: Cross-over exponent at varying spring constants. The
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fit. The backbone spring constant is kBB = 10 in all cases: the red points
refer to the reference case Table 4.2.
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(red points) and other cases with kflat/kright = 1 scale in a very similar way,
the cross-over exponents varying between 0.84 and 0.90; we are tempted to
interpret this result as a hint of the existence of a unique universality class, in
particular because of the net distinction from the ISAW universality class,
even when the constant spring constant is very small (kco = 0.001, cyan
points). In this scenario, the precise value of the cross-over exponent should
be found from simulations at very high N and would be independent on the
choice of spring constants.
An alternative scenario, consisting of a continuous spectrum of cross-over
exponents may also exist, but we are not able to discriminate now between
the two.
In 3 dimensions, instead, the unique universality class of kco > 0 is
the first order phase transition (φ = 1). In this case the only alternative
scenario is that a critical very small constant spring constant exists, such
that models with kco < kcritco belong to the ISAW class, or even a third class.
The simulations of very small kco and the existence of a cross-over between
the maxima of specific heats at different constants (Figure 4.2) seems to
support the first case.
5.2 Entropic exponent in 2 dimensions
The entropic exponent is the power law divergence of the partition function:
Z(N) ' AµNNγ−1. (5.2)
The canonical partition function depends on the temperature and increases
with the number of monomers N . The parameter µ depends on the lat-
tice, the temperature and the nature of the walk (random, self avoiding,...).
Equation (5.2) is the generalization of the simplest case, the number of ran-
dom walk on a lattice with coordination number equal to µ. On the square
lattice each site has 4 neighbors, so the number of random walks with N
steps is
ZRW (N) = 4N .
If the walk is self avoiding the possibilities are much less, because many direc-
tions are forbidden by the self avoidance constraint. Moreover the number
of self avoiding walk does not follow a simple exponential law, but cor-
rections are introduced: the first one is a power law characterized by the
entropic exponent γ. Contrary to the connective constant, the exponent
γ is a universal parameter which is expected to take on three values, one
in the high temperature regime, one at the Θ point and the third in the
compact regime. Similarly to other critical exponents, it was evaluated in 2
dimensions through the mapping on magnetic systems [72], but the numeri-
cal confirmation, in particular at the Θ point and the compact phase, is still
challenging [57, 34, 9].
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In this section we consider exact enumerations of ISAW and VIBR in 2
dimensions and we compare the entropic exponent at the infinite tempera-
ture and at the critical temperature with or without the contribution from
the vibrational fluctuations. The analysis reveals that the meaningful quan-
tity to compare is the difference between the two values γ(T =∞)− γ(TΘ)
and gives the occasion for better specify the definition of the entropic weight.
We concentrate on a model with spring constants kBB = 10, kright = kflat = 5
and kco = 1.
5.2.1 The connective constant µ < 1
At infinite temperature Z∞(N) =
∑
1 for ISAW and Z∞(N) =
∑
W (γ)
for VIBR. At the critical temperature ZΘ(N) =
∑
eβcnco > Z∞(N); and
similarly for VIBR. Looking at the exact values for the partition functions,
and comparing with equation (5.2), in the logarithm form
lnZ(N) ∼ N lnµ+ (γ − 1) lnN + const+ · · · (5.3)
we find µ < 1 for the VIBR model (Figure 5.3).
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Figure 5.3: Partition function with respect to the size in 2 dimen-
sions. The logarithm of the partition function lnZ(N) is calculated at the
temperatures∞ and critical (the maximum of the relative radius derivative)
from exact enumerations of walks of length 10 ≤ N ≤ 20, spring constants
kBB = 10, kflat = kright = 5, kco = 1.
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5.2.2 The exponent γ < 0
A basic, and rough, method for finding the parameters is a non-linear fitting
with the formula 5.3 (without “. . . ”); we also ignore data such that N < 10
because first small N are particularly out of fit. It results:
lnµ γ const lnµ(“theor”) γ(theor)
T =∞ 0.9717 1.312 -1.43 0.97008 1.34375
Tcrit 1.1845 1.118 -1.45 1.17062 1.14286
VISAW
T =∞ -1.0216 -0.987 2.681
Tcrit -0.5707 -1.452 2.087
5.2.3 Normalization of data
The values of µ and γ can be changed by normalization of the weights, that is
multiplying the partition function by an N -dependent factor. This operation
leaves invariant the thermodynamics (observables) and the critical exponents
ν and φ, that is all the results shown in the previous chapter. The operation
of normalization means to redefine the entropic weight equation (2.12) in
relation with a reference weight. Two possibilities are for example:
1. Z ′ =
P
W (γ)eβnco
WN (−−−) where WN (−−−) is the weight of the straight con-
figuration of N steps;
2. Z ′′ =
P
W (γ)eβnco
〈W 〉 where 〈W 〉 =
P
W (γ)
cN
is the average weight over the
cN SAWs.
The physical meaning of such operation resides in the fact that only relative
weights count for the thermodynamic of the system. So in the case (1.) the
weight is redefined as W ′(γ) = W (γ)W (−−−) , relative to the straight configura-
tion; as the choice of the straight configuration as the reference weight is
completely arbitrary, a better choice could be the average weight (case (2.)).
In the case (2.) it is also interesting that the partition function at T = ∞
reduces to the one of ISAW, by construction, so the entropic exponent at
infinite temperature of the two models becomes identical. It results:
γ γ(1.) γ(2.) γISAW γtheor
T =∞ -0.987 1.528 1.312 1.312 1.34375
Tc = 0.69 -1.452 1.063 0.847 1.118 (Tc = 1.5) 1.14286
In general the partition function can be corrected with an N -dependent
factor FN whose behaviour can be described as:
FN = Bµ∗NNγ∗−1 (5.4)
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analogous to equation (5.2). The corrected partition function results
Z ′ =
(
µ
µ∗
)N
Nγ−γ∗ (5.5)
and the signs of µ/µ∗ or γ − γ∗ can be varied arbitrarily.
5.2.4 Conclusion
The arbitrariness in defining the entropic weight up to a constant depend-
ing on N (but of course not on the configurations of the same length) al-
lows to adjust the value of γ at one temperature. Our choice is to set
γISAW (T = ∞) = γV IBR(T = ∞). At this point it is meaningful to con-
sider the difference γ(T =∞)−γ(T = Θ) and the previous tables show that
this quantity calculated in the VIBR model is bigger than in ISAW.
Notice that for ISAW γ is expected to assume only 3 values: at T > Tc,
at T = Tc and at T < Tc. If the same is valid for VISAW (which is an open
question!) the equation (5.4) should not be T -dependent in the exponent γ∗
(while in principle it could be in µ). In this way the difference γ(∞)−γ(Tc)
is conserved.
This result is in line with the conclusion that the entropy difference be-
tween the coil and the globule state is the responsible of the new universality
class.
5.3 Topological properties: preliminary results
The secondary structure is a constituent part of a protein: it consists ba-
sically on special arrangements of monomers in the form of an α-helix or
a β-sheet [29]. These structures are characterized by a high packing of
monomers and they are observed at high frequency in the compact state
of proteins. Previous studies on lattice models aimed to answer a question
which could be re-formulated as: how much obvious is the presence of the
secondary structure?
Indeed, in the compact phase the high packing of monomers makes plausible
the formation of regular structures. The result depends also on the defini-
tion of regular structures, but complete enumerations of compact polymers
on the square lattice [13] and simulation of longer polymers [53] have con-
firmed that some motif, such as the α-helix represented in Figure 5.4, are
more likely to be found in the compact than in the coil state.
We have studied (Figure 5.4) the influence of the vibrational entropy on
the formation of helix: on the 2 dimensional lattice the helix is a sequence
of step in an angle configuration: the smaller helix contains 4 monomers
(black portion), a longer helix is made by 6 monomers (black+red portion)
and so on. All of these structures are enhanced by the vibrations: already
5.3. TOPOLOGICAL PROPERTIES: PRELIMINARY RESULTS 105
0 0.25 0.5 0.75 1 1.25 1.5
β/βΘ
0.8
1
1.2
1.4
1.6
1.8
<
# 
α
>
k c
o
=
1 
 
 
/  
 <
# 
α
>
k c
o
=
0
α - 4
α - 6
α - 8
0 0.5 1 1.5
1
10
<
# 
α
>
k c
o
=
1
0 0.5 1 1.5
β/βΘ
1
10
<
# 
α
>
k c
o
=
0
Figure 5.4: Helices in 2 dimensions. Definition: The helix of length 4
(α - 4) is the black portion of the sketch on the right. A helix of length 6
(8) is the black+red (black+red+green) portion. Graphs: In the middle
we report the average number of helices in the case kco = 1 and the case
kco = 0; on the left the ratio between the two. The other spring constants
are kBB = 10 and kright = kflat = 5.
in the coil region (reduced beta ββΘ < 1) the ratio is bigger than 1. The
comparison is made between the case kco = 0 and kco = 1 in order to
show that also in this context the existence of the contact spring constant
is crucial. This preliminary result will motivate further research in this
direction, for example the extension to secondary structure in 3 dimensions
or to different definitions of structure.
The definition of helix on the square lattice as given in Figure 5.4 or the
definition of any other structure are intuitive but arbitrary. With the aim of
finding an objective characterization of the topology we define the average
contact length of a walk as
lco =
∑
contacts |i− j|
nco
. (5.6)
The lco is calculated over the contacts between monomers i and j. The
minimum contact length is given by the minimum number of steps necessary
for the walk to make a ring: in the square lattice it is 3, while in the
tetrahedral lattice is 5. The maximum contact length is N , corresponding to
a ring chain (the first and the last monomer are in contact). The definition
of this observable was inspired by the fact that helices in both 2 and 3
dimensions are characterized by short distances between contacts, but it
does not require any intuitive similarity with any structure.
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The investigation of the distribution of lco in 3 dimensions furnishes the
interesting result illustrated in Figure 5.5. The configurations are sampled
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Figure 5.5: Average contact length distribution of 3 dimensional chains
of length 100 and 180 monomers and at the critical temperature. Top: the
distribution of the energy; Bottom: the distribution of the average contact
length. The colors refer to different kco.
at the critical temperature (the maximum of the heat capacity) at several
values of the contact spring constants. The first evidence is that the en-
tropic vibration enhances the localization of contacts (distributions shifted
on smaller lengths). The result is coherent with the observed enhancement
of helix in 2 dimensions. An ulterior interesting fact is the discernibility of
the two universality classes: the average contact length of ISAW and VIBR-
kco = 0 are almost the same, while VIBR-kco > 0 collapses rapidly on a
state with prevalently short distance contacts. When the bi-modal distribu-
tion of the energy is still not evident, as N = 100 for example, the average
contact length behaves in a well distinct way between the two categories.
This result may motivate further research for example on the definition of
local structure or, given the sensitivity to the universality class, the use of
it as an important order parameter.
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5.4 Chain adsorbed on a wall: preliminary results
in 2d
5.4.1 The model
A polymer in presence of a surface behaves in a different way than in the
bulk of a solution. If monomers are attracted by the surface, the polymer
can be adsorbed. In this case, as in the coil-globule transition, the energeti-
cally convenient adsorbed state is at the same time entropically unfavorable,
because associated to a reduction of the spatial freedom.
What is the general scheme of the adsorption onto a surface? Is it
a gradual process or an abrupt transition? The answer to these general
questions is searched on lattice models retaining the essential ingredients
of the phenomenon: one chain (a self avoiding walk), a surface and an
attraction interaction between them. The energy of a walk is proportional
to the number of surface-polymer contacts:
EAds = −εnsc (5.7)
and in the simplest model the solvent is good, so the monomers do not
interact between them.
The first discovery is that a transition indeed exists: in the thermody-
namic limit, the SAW is expected to collapse from the bulk situation to
the adsorbed configuration at a critical temperature. The two phases are
distinguished by a different density of contacts:
nsc
N
{
= 0 if T > Tc
> 0 if T < Tc
(5.8)
Theoretical and numerical studies [42] indicate that the adsorption lattice
model undergoes a continuous transition at the critical temperature. As a
consequence the same scaling arguments as for the coil-globule case can be
developed (section 4.3). In particular the energy at the critical temperature
is governed by a cross-over exponent:
EAds(Tc) ∝ Nφ (5.9)
As long as φ < 1 the density at the critical temperature
nsc
N
(Tc) ∝ E
N
(Tc)→ 0, (5.10)
and the two phases connect continuously; instead, the unitary cross-over
exponent φ = 1 would denote a finite jump from 0 at T < Tc to ∝ N at
T = Tc, as it is customary for discontinuous transitions. The value indicated
by simulations is
φAds =
1
2
(5.11)
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in both 2 and 3 dimensions [42].
The metric properties of the walk represent an other discriminant be-
tween the two phases. The high temperature phase is characterized by the
good solvent metric exponent, ν = 35 in 3 dimensions or ν =
3
4 in 2 dimen-
sions, while in the low temperature phase the parallel and perpendicular
radius scale differently: in the direction perpendicular to the surface, the
polymer does not propagate (ν = 0) and in the parallel direction the poly-
mer is constrained in the d−1 space and take the corresponding good solvent
metric exponent; this is 1 (straight line) when the polymer lives in d = 2
and is adsorbed onto a line.
5.4.2 Vibrations
The partition function of the adsorbing lattice polymer is
ZADSO =
∑
γ
eβnsc (5.12)
and corresponds to the 0 order approximation of a complete potential with
inherent structures corresponding to the lattice self avoiding walks. A better
approximation introduces the vibrations and the adsorbing polymer with
vibrations, VIAD, is represented by the following partition function:
ZV IAD =
∑
γ
eβnscW (γ). (5.13)
The entropic weight depends on the conformation of the polymer and the
elastic constants associated to the bonds, the angles and the contact-surface
interactions. The backbone interactions are identical to the coil-globule
model, while the contact-surface term depends on the displacement of the
monomers in contacts with the surface. If the surface is fixed (the degrees of
freedom of the surface molecules are neglected) the elastic potential of the
monomer i in contact with the surface is
V sci =
1
2
ksc∆y2i . (5.14)
depending only on the monomer displacements. The corresponding Hessian
submatrix is (
0 0
0 1
)
(5.15)
5.4.3 Results
This model was studied in [73]. Simulations of walks of length up to 100
monomers, on the square lattice and adsorbed to a line were performed at
several temperatures with (VIAD) and without (ADSO) vibrations. The
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discontinuity specific heat at the critical temperature shows an abrupt dis-
continuity and the cross over exponent is much bigger than in the standard
model
φV IAD = 1.15± 0.02 (5.16)
φADSO = 0.46± 0.04; (5.17)
the second result is compatible with the predicted 1/2, while the VIAD case
is compatible with a first order transition scaling, as in the 3 dimensional coil
to globule. Nevertheless the data did not allow to distinguish the coexistence
typical of first order transitions: the length of the chains are probably too
short.
The critical inverse temperature is significantly shifted up:
βV IADc = 1.22± 0.02 (5.18)
βADSOc = 0.477± 0.022. (5.19)
This shifting is index of a bigger unbalance between the entropy and en-
thalpy differences of the free and the adsorbed state; in addition to the
evident similarity with the frequency analysis of chapter 3, this show that
the modified behavior is attributable to the additional entropic gap added
by taking into account the contribution of vibrations.
This preliminary work deserves to be developed both in 2 and 3 dimen-
sions; in 2 dimensions the question of the coexistence between the popu-
lations is still open, even if strongly supported by the cross over exponent
bigger than 1. In 3 dimensions the phenomenology could be similar, given
the similarity of the cross-over exponent in the standard problem (1/2 in
both cases), but only a direct investigation can answer.
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Chapter 6
Viscosity experiments
In this chapter we show that the cross-over exponent defines the formation
of the thermal blobs (section 6.1) and that the size of thermal blobs is
measurable from intrinsic viscosity experiments (section 6.2). From these
ideas we examined data from the literature of viscosity measurements and
estimate some experimental cross-over exponent. The results (section 6.3)
confirm that an experimental cross-over exponent bigger than the standard
ISAW (1/2) is a plausible situation.
6.1 Thermal Blobs
At the Θ temperature in 3 dimensions, the size R (Hydrodynamic Radius,
Radius of Gyration...) of a polymer behaves as an ideal chain:
R = bNνΘ (6.1)
At high temperature T >> Θ the polymer swells because of the self avoid-
ance between the monomers:
R = bNν (6.2)
b and N are the length and the number of Kuhn monomers which describe
the size of the polymer as if it was a chain of N spheres, each of radius b.
The metric scaling exponents are:
νΘ ν
2d 4/7 0.75
3d 1/2 0.588
Power laws such as equation (6.1) and equation (6.2) show the property
of self-similarity. This means that the same law is valid when the measures
are taken with different units. For example, if we measure the radius with
a unit ξ much bigger than the monomer size b, in ξ there is the number of
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monomers g =
(
ξ
b
)1/ν
and in ξ units the polymer measures N ′ = Ng . In the
new units, the law (6.2) is the same:
R = bNν = b
gν
gν
Nν = ξ(N ′)ν . (6.3)
in particular the universal exponent ν is unchanged. If the unit is long
enough, any local detail (stiffness, conformation...) is lost, but the measured
scaling is still correct.
At intermediate temperatures, T & Θ, if the chain is not very long
the self-avoidance can not manifest and the chain behaves as ideal, equa-
tion (6.1), while if the chain is long enough the SAW statistics is recovered.
Changing the length of the chain determines a crossover from the ideal to
the SAW statistic.
A simple mathematical description of the crossover proceeds as follows.
The size R is a function of the number of monomers N and the reduced
temperature t = T−TΘTΘ (a measure of the distance from the Θ temperatures):
R(N, t) = bNνΘg(Nt1/φ) (6.4)
At fixed t, if N is small the size behaves ideally, while if it is high the size
grows as a SAW. This is expressed by the equation:
g(Nt1/φ << 1) ∝ const⇒ R ∝ NνΘ (6.5)
g(Nt1/φ >> 1) ∝ (Nt1/φ)ν−νΘ ⇒ R ∝ Nν (6.6)
From these expressions the relation between the critical region and the tem-
perature can be read:
ideal: N << t−1/φ SAW: N >> t−1/φ
Even if the chain is enough long to behave as a self avoiding chain, a
small section of the chain covering NT ∼ t−1/φ monomers behaves ideally:
RT = bN
νΘ
T (6.7)
The thermal blob is biggest subsection of the chain which behaves ideally.
The existence of the thermal blob destroys the relation of self-similarity,
equation (6.3). Nevertheless, choosing a measure unit bigger than the ther-
mal blob the law is valid: R = RTN ′ν with N ′ = NNT . That is:
R = bNνΘT
(
N
NT
)ν
(6.8)
Comparing with the cross-over relation, equation (6.4), in the SAW re-
gion (assumption equation 6.6) we can write:
R = b(t−1/φ)νΘ
(
N
t−1/φ
)ν
(6.9)
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and we conclude that the thermal blob size is a simple power law of the
reduced temperature:
NT ∝ t−1/φ. (6.10)
From Flory arguments (see section 6.1.1) the cross over exponent φ is
φ =
1
2
(6.11)
The literature reports investigations of the thermal blob size as a function
of the solvent quality, but the relation (6.11) has never been verified. If the
thermal blob size is calculated independently from the assumption (6.11)
than the effective value of φ can be calculated.
6.1.1 Flory Argument for φ = 1
2
A thermal blob contains so many monomers as they don’t overlap each other:
the mean field probability of overlap is NT v · NTR3T . Allowing 1 overlap per
thermal blob we obtain
RT ∼ b
4
v
(6.12)
The excluded volume can be approximated with v ∼ t · b3 from which, as
RT = bN
νΘ
T we conclude
φ = νΘ =
1
2
(6.13)
6.1.2 Our result
Our lattice model with local vibrations gives a clear result at the Θ temper-
ature: the crossover exponent φ is higher than the exponent predicted by
the standard theory:
ISAW VIBR
2d 3/7 0.87± 0.01
3d 1/2 1
6.2 Intrinsic Viscosity
The intrinsic viscosity of a solution is:
[η] = lim
c→0
1
c
η − ηs
ηs
(6.14)
where c = M(solute)V (solution) is the mass concentration, η and ηs are the viscosity of
the solution and the solvent (alone, which means at c = 0) respectively.
The Einstein formula
η = ηs(1 +
5
2
φ) (6.15)
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relates the viscosity of a suspension with the volume fraction φ = v(pervaded)V (solution)
of suspended impermeable particles.
A polymer solution can be represented as a suspension of molecules
whose volume is not simply equal to the volume occupied by its monomers,
v(occupied) = Nb3, but it is proportional to the size of the whole molecule
R3 ∝ N3ν . In other words the molecule is assumed to drug the solvent
inside its pervaded volume with it. From equations (6.15) and (6.14) the
intrinsic viscosity can be expressed as a function of the linear dimension of
the molecule. Introducing the solute density ρs =
M(solute)
v(occupied) :
[η] =
5
2
φ
c
=
5
2c
c
ρs
v(pervaded)
v(occupied)
(6.16)
=
5
2ρs
R3
Nb3
(6.17)
where R is the radius of the molecule and b the radius of one monomer. The
obtained relation (6.17) makes possible to introduce cross over arguments
in the viscosity. In particular the radius of the polymer scales with N1/2 as
in equation (6.7) in ideal conditions (at Θ temperature) or within a thermal
blob, while it scales as in equation (6.8) above the critical temperature.
The intrinsic viscosity is also empirically described as a function of the
molar mass by the Mark-Houwink-Sakurada (MHS) equation:
[η] = KηMa (6.18)
The MHS exponent
a = 3ν − 1 (6.19)
depends on the quality of the solvent and should take values between 0.5
(in a Θ solvent, ν = νΘ) and 0.76 (in a good solvent, ν = 0.588). The
constant Kη depends both on the solvent quality and the characteristics
of the monomers, but not on the length of the polymer. Comparing with
equation (6.17) in ideal conditions (R3 = b3N3/2) we obtain:
KΘ =
5
2ρsM
1/2
b
(6.20)
where the mass of a single monomer Mb appears. In other conditions the
same equation (6.17) with the polymer size equal to R3 = (bN (1/2−ν)T N
ν)
gives:
Kη =
5N3(1/2−ν)T
2ρsM3ν−1b
(6.21)
Putting together (6.20) and (6.21) one gets the number of monomer within
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one thermal blob:
NT =
(
2.5
ρs
)−2 (
K−2aΘ Kη
)1/(0.5−a) (6.22)
=
(
2.5
ρs
)−2 (
[η]−2aΘ [η]
)1/(0.5−a) (6.23)
=
1
Mb
(
KΘ
Kη
)1/(a−0.5)
(6.24)
=
1
Mb
(
[η]Θ
[η]
)1/(a−0.5)
M (6.25)
The four equations (6.22-6.25) corresponds to equations (16), (17), (4) and
(20) of reference [33]. They can be used indifferently depending on the
available data.
The MHS exponent a = 3ν−1 in equation (6.18) is of phenomenological
nature: theoretically (for polymers of infinite size) one should measure either
the ideal (a = 12) or the good solvent (a = 0.76) value, but in real conditions
any intermediate value is found. In the argument presented by [33] even
at intermediate states (1/2 < a < 0.76) the chain size scaling exponent is
considered to cross over from the thermal blob exponent (ν = 1/2) to the
effective exponent ν = (a+ 1)/3. And not to cross over directly to the good
solvent exponent ν = 0.588.
In [33] it is shown that the thermal blob size is a unique function of
the MHS exponent: as a consequence the MHS exponent can be determined
from intrinsic viscosity measured at single molecular mass. By means of
equation (6.22) the viscosity data of several polymer-solvent systems with
known solvent quality (exponent a) were treated and the unique relation
between NT and a is found as the function which fit at best the data of all
the systems:
NT = e1.13a(a−0.5)
−2/3
(6.26)
This relation is illustrated in figure 6.1a.
6.3 Results
6.3.1 Poly(p-metylstyrene): pPMS
The MHS exponent a is an index of the quality of the solvent. At a fixed
temperature different solvents correspond to different exponents (qualities),
depending on the polymer. When the temperature increases the quality of
the solvent changes. Usually the quality is good at high temperature and bad
at low temperature (there are exception to that, such as cold denaturation).
In order to compare the size of a thermal blob with the temperature we
need to measure the viscosity at several temperatures. One of the system
116 CHAPTER 6. VISCOSITY EXPERIMENTS
0 0.05 0.1 0.15 0.2 0.25 0.3
a-0.5
0
500
1000
1500
2000
2500
3000
N
T
(a) NT VS a
0.5 0.55 0.6 0.65 0.7 0.75 0.8
a
-0.5
0
0.5
1
1.5
2
ln
([η
])
M = 197
M = 89.6
M = 76.2
M = 68.4
poly(p-methylstyrene)
Equations (17) + (18) in Gmachowski reference
(b) η VS a
Figure 6.1: Intrinsic Viscosity and thermal blob size. Left: relation
(6.26) between thermal blob size NT and MHS exponent a. Right: rela-
tion (6.27) between intrinsic viscosity of poly(p-metylstyrene) of 4 masses
(expressed in 10−4 gmol ) in diethyl succinate [η] and MHS exponent a.
treated in [33], poly(p-metylstyrene) in diethyl-succinate (data taken from
[65]), is studied while varying the temperature. In particular by substituting
equation 6.26 into equation 6.23 and taking the logarithm:
ln[η] = (1− 2a) ln 2.5
ρs
+ 2a ln[η]Θ − 1.13a(a− 0.5)1/3, (6.27)
we find a direct relation between the intrinsic viscosity and the MHS ex-
ponent, with no need of taking polymers at different sizes and comparing
with the scaling relation (6.18). The relation (6.27) is illustrated in figure
6.1b. The density of poly(p-metylstyrene) (pPMS) is ρs = 102 gdl [18] and
the curves refer to the four different lengths of pPMS reported in [65]. Note
that ρs and [η] have to be expressed in the same unit (if ρs is expressed in gdl
than the viscosity has to be expressed in dlg ). From the plot of equation 6.27
we numerically find the MHS exponent corresponding to each temperature.
The results are in Table 6.1. The MHS exponent is almost the same in the
four sets of data, validating the hypothesis of being a function of only the
solvent quality. From equation (6.26) we calculate the size of the thermal
blob (in number of monomers) using the average MHS exponent (last col-
umn of Table 6.1). The thermal blob size is compared with the relation
NT ∼ t−1/φ and by least square method we obtain
φ = 1.21± 0.04 (6.28)
(see Figure 6.2a). We can use also equation (6.25) and calculate the thermal
blob mass separately as in [33, Fig. 7]. The result is reported in Figure 6.2b.
The good agreement with a power law validates the cross-over relation equa-
tion 6.10, or:
t ∼M−φT .
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M X 10−4
t 197 89.6 76.2 68.4
16.4 0.500 0.500 0.500 0.500 0.500(0)
18 0.535 0.536 0.536 0.536 0.536(1)
20 0.545 0.544 0.545 0.544 0.544(1)
25 0.562 0.561 0.558 0.556 0.559(3)
30 0.575 0.573 0.572 0.570 0.572(2)
40 0.596 0.591 0.587 0.588 0.591(4)
50 0.610 0.603 0.601 0.601 0.604(4)
60 0.622 0.612 0.610 0.614 0.615(5)
Table 6.1: MHS exponent of pPMS in diethyl succinate at several
temperatures, calculated from equation 6.27. The right column gives the
arithmetic average of the 4 results.
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Figure 6.2: Thermal blob size of Poly(p-metylstyrene) in diethyl
succinate as a function of the reduced temperature. Left: from equation
(6.26) and the exponent in Table 6.1. Error bars are from the errors on a,
last column of Table 6.1. Right: from equation (6.25). The four masses are
the same as in Figure 6.1b: M = 197, 89.6, 76.2, 68.4 · 104.
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From these data the cross over exponent results:
φ ∈ (1.17, 1.27). (6.29)
6.3.2 Poly(methyl methacrylate) in acetonitrile
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Figure 6.3: pMMa and pMA: reduced temperature and thermal
blob mass. Left: mass M = 3.15 · 106. Right: mass M = 56 · 104 or
M = 147 · 104.
In [22, Table 1] data of viscosity of poly(methyl methacrylate) in
acetonitrile above and under Θ condition are reported. When more than
one data is reported at a same temperature we calculate the arithmetic
average of them. The result is illustrated in Figure 6.3a.
6.3.3 Poly(methyl acrylate) in toluene: pMA
The data are from [41, Fig. 2]. The resulting reduced temperature and
thermal blob mass are illustrated in Figure 6.3b.
6.3.4 Poly(2-cinnamoyloxyethyl methacrylate): pMMA
This polymer is studied in [40]. In particular its intrinsic viscosity is mea-
sured at several lengths (160, 190, 320, 330, 650, 1180 monomers) and tem-
perature (at and above the Θ temperature estimated to be at 60.0 ◦C). The
measured MHS exponent a and constant Kη are reported ([40, Table 3]).
We calculate the size of the thermal blob from equation (6.26) and we rep-
resent it as a function of the temperature in Figure 6.4. Assuming for the
dependence between reduced temperature and thermal blob size the power
law t ∼ N−φT we estimate the cross-over exponent (see the legend). We are
in doubt about considering the lowest t point which looks very far from the
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Figure 6.4: Thermal blob size of Poly(2-cinnamoyloxyethyl
methacrylate) as a function of the reduced temperature. The em-
piric relation (6.26) is used in 6.4a and the cross-over relation (6.24) is used
in 6.4b.
other. One good reason to exclude it is that the estimated thermal blob
size is much bigger than the size of the polymers used for the estimation.
The results obtained keeping into account only the first 3 or 4 data are both
compatible with a model in which the cross-over exponent is bigger than
0.5.
On the right figure 6.4b the thermal blob size is estimated relying directly
on the scaling arguments, equation (6.24). The strange result is that the
two lowest temperatures seem to give a thermal blob size growing with the
temperature, while we should expect the opposite.
The error bars are based on the error bars over K (Figure 6.4b) or a
(Figure 6.4a).
6.4 Conclusions
We report in table 6.2 the cross-over exponents obtained following the pro-
cedure described in the previous sections. We exclude from this summary
the results of section 6.3.4 because of their clear imprecision.
The obtained values, ranging between 0.60 and 1.20, indicate that a
transition more cooperative than predicted by the standard model is plausi-
ble. A definitive proof should be searched in calorimetry experiments of the
transition, but we are not aware of their existence. The cross-over exponent
is 1 in a first order transition and is smaller in a second order transition.
The exact value refers to the thermodynamic limit, but finite size corrections
are unpredictable. The analysis of the VIBR model presents values ranging
between 1/2 (ISAW) and values bigger than 1, depending on both the finite
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Table 6.2: Results of viscosity experiments.
φ polymer length polymer
(monomers) name
1.23(2) 5.8× 103 pPMS
1.27(4) 6.5× 103
1.19(5) 7.6× 103
1.17(4) 16.7× 103
1.04(1) 6.5× 103 pMA
0.86(4) 17.1× 103
0.60(3) 31.5× 103 pMMA
size and the value of the contact spring constant (section 4.3). Similarly,
the variability of the experimental results can be attributed to the variabil-
ity of the nature of polymers, which may realize in different contact spring
constants, and the variability of their lengths.
On the other hand, the formation of the thermal blob concerns the stan-
dard model and its formation should be justified in the context of the model
with vibrations. In the standard model the size of the thermal blob in-
creases approaching the Θ temperature where it diverges and polymers are
expected to behave ideally in the thermodynamic limit. In the model with
vibrations we state that the ideal behavior is a finite size effect, while in the
thermodynamic limit one should expect a discontinuous jump from the coil
to globule state. Referring to figure 4.5, we observe that a region of ideal
behavior is indeed present at finite size: at inverse temperature β = 3.20 it
is particularly pronounced (from length 50 to 100). In models with smaller
contact spring constant, where the bimodal distribution is observed at much
higher lengths, the ideal behavior extends longer. In these cases, the ideal
behavior presented by the metric exponent comes with a non standard value
of the the cross-over exponent (figure 4.2).
The finite size limit of the VIBR model suits to the interpretation of the
viscosity experiments, presenting at the same time the ideal behavior at the
Θ temperature and the cross-over exponent bigger than 1/2. In other words,
the ideal behavior (and the formation of thermal blobs) is preliminary to
the discontinuous jump at the thermodynamic limit.
Chapter 7
Conclusions
In this Thesis we have improved a well known model consisting of the Self
Avoiding Walk with attractive Interaction between segments on a square
lattice in 2 dimensions and a tetrahedral lattice in 3 dimensions. The model
is sensed to reproduce the phenomenology of the coil to globule transition of
long molecules. This is an important phenomenon occurring for example in
solutions of homo-polymers and in proteins; in these one, in particular, the
phenomenon looks like a binary response to the quality of a solvent: either a
protein is in its unique native state, or it is denatured. The process is often
reversible and the accuracy with which proteins fold can have important
effects on the health of an organism.
Such characteristics motivate the study of the phenomenon from many
points of view. The approach of the statistical physics consists into find the
simplest model on which the transition of a long chain from the coil state
(denatured, in the language of protein physics) to the globule state (native
protein) can be investigated. The ISAW on the lattice retains the basic
ingredients of the phenomenon: the lattice approximation reproduces the
disposition of the components of the molecule, as allowed by the strong cova-
lent bonds of the backbone or the long range interactions between monomers
which are distant along the chain, but close in space; the attraction between
nearest neighbor monomers establishes a phase transition belonging to the
universality class of the Θ point.
Reconsidering the long jump from the physics of real molecules to the
definition of the model, we may interpret the standard ISAW as the result of
an approximation of order zero of the global molecular potential around its
inherent structures, the walks on the lattice. A natural improvement of the
model considers the next term in the approximation, which is represented
by the Elastic Network built around the Self Avoiding Walk. In other words,
the walk on the lattice is the configuration at the minimum of the poten-
tial, while the elastic network is the approximation of the potential with a
quadratic form.
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In more general terms, the improvement of the approximation consists
in a more precise description of the configurational entropy of the molecule:
as the refinement comes from harmonic vibrations around the inherent con-
figurations, we described the characteristics of the spectrum of vibration of
the walks, with particular attention to the coil and the compact structures,
as they play the role of the two opposing phases in the transition.
Afterwards the thermodynamics of the transition was investigated by
means of numerical simulations and scaling arguments. The global scenario
states that the vibrational entropy induces a behavior belonging to a univer-
sality class different from the standard Θ point. The result can be explained
in a similar way in 2 and 3 dimensions, sign of the existence of a general
characteristics of the vibrational entropy. More in details, the elastic con-
stant associated to the intrachain contacts is individuated as the parameter
responsible of switching on the new universality class when kco > 0. The
result in 3 dimensions in particular shows that an all or none transition akin
to the protein folding can be represented by a general model like the self
avoiding walk without recurring to ad-hoc modifications of the interaction
energies.
In the final parts of the work we have presented some preliminary results
which could inspire further development in the study of the secondary struc-
ture formation, an other important aspect of the protein physics, or in the
different phase transition presented by the polymer adsorbed onto a surface.
We also illustrated the re-elaboration of experimental measures of intrinsic
viscosity and the results show that a model with a degree of sharpness of
the coil to globule transition higher than the standard model is plausible.
Appendix A
Hessian matrix of 2d walk
We describe here the step by step construction of the Hessian matrix of a
Self Avoiding Walk on the square lattice. The SAW has N monomers in 2
dimensions, so the Hessian is a 2N × 2N matrix. The matrix is built by
adding a sub-matrix corresponding to each of the interactions:
1. bond between sites i and i+ 1: one of the 4× 4 matrices of table A.1
is added at element (2i, 2i);
2. angle between sites i, i + 1, i + 2: if the angle is right, one of the
6× 6 matrices of table A.2 is added at element (2i, 2i); if the angle is
straight, one of the matrices in table A.3 has to be chosen;
3. contact between sites i and j: one of the matrices of table A.1 is
spanned on the elements (2i, 2i+ 1, 2j, 2j + 1)× (2i, 2i+ 1, 2j, 2j + 1).
A.1 bond
Consider the bond between sites 1 and 2, along the x axes:
~R1 = ~r2 − ~r1 =
(
l + ∆x2 −∆x1
∆y2 −∆y1
)
The bond potential (equation 2.29) can be approximated for small displace-
ments (∆xil << 1) with:
1
2
kBB
(
|~R1| − l
)2
=
1
2
kBB
[
l
(√
1 + 2
∆x2 −∆x1
l
+ o
(
1
l
)
− 1
)]2
∼ 1
2
kBB (∆x2 −∆x1)2 (A.1)
The expression (A.1) is a quadratic form in the variables ∆~r = (∆x1,∆y1,∆x2,∆y2)
and can be written in the matrix form
1
2
kBB∆~rtH∆~r
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with H defined as in table A.1.
1 0 −1 0
0 0 0 0
−1 0 1 0
0 0 0 0


0 0 0 0
0 1 0 −1
0 0 0 0
0 −1 0 1

Table A.1: Hessian submatrix corresponding to a bond along the x (left)
and y (right) axes.
A.2 angle
Consider the bending energy of a right angle, eq. (2.33), formed by the first
step along the positive x axes and the second step along the positive y axes:
~R1 =
(
l + ∆x2 −∆x1
∆y2 −∆y1
)
~R2 =
(
∆x3 −∆x2
l + ∆y3 −∆y2
)
Again assuming small displacements, the potential can be approximated by
the quadratic form:
1
2
kright
(
~R1 · ~R2
|~R1||~R2|
)2
∼ 1
2
kright ((∆x3 −∆x2) + (∆y2 −∆y1))2
The corresponding matrix is the top left of table A.2.
Instead when two steps are in the straight conformation, for example
along the x axes:
~R1 =
(
l + ∆x2 −∆x1
∆y2 −∆y1
)
~R2 =
(
l + ∆x3 −∆x2
∆y3 −∆y2
)
the energy is:
1
2
kstr
(
1−
~R1 · ~R2
|~R1||~R2|
)
∼ 1
2
kstr ((∆y3 −∆y2)− (∆y2 −∆y1))2
This and the similar case sub-matrices are in table A.3
A.3 contact
The energy of a contact is similar to the bond energy, eq. (A.1), but with a
different elastic constant and involving two sites which are far away along
the chain. If the contact is un the x direction, the interaction is:
1
2
kco (|~rj − ~ri| − l)2 ∼ 12kco (∆xj −∆xi)
2
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
0 0 0 0 0 0
0 1 1 −1 −1 0
0 1 1 −1 −1 0
0 −1 −1 1 1 0
0 −1 −1 1 1 0
0 0 0 0 0 0


0 0 0 0 0 0
0 1 −1 −1 1 0
0 −1 1 1 −1 0
0 −1 1 1 −1 0
0 1 −1 −1 1 0
0 0 0 0 0 0


1 0 −1 −1 0 1
0 0 0 0 0 0
−1 0 1 1 0 −1
−1 0 1 1 0 −1
0 0 0 0 0 0
1 0 −1 −1 0 1


1 0 −1 1 0 −1
0 0 0 0 0 0
−1 0 1 −1 0 1
−1 0 1 −1 0 1
0 0 0 0 0 0
−1 0 1 −1 0 1

Table A.2: Hessian sub-matrices corresponding to a right angle: (top left)
first step along positive (negative) x, second positive (negative) y; (top right)
positive (negative) x, negative (positive) y; (bottom left) positive (negative)
y, negative (positive) x; (bottom right) positive (negative) y, positive (neg-
ative) x. 
0 0 0 0 0 0
0 1 0 −2 0 1
0 0 0 0 0 0
0 −2 0 4 0 −2
0 0 0 0 0 0
0 1 0 −2 0 1


1 0 −2 0 1 0
0 0 0 0 0 0
−2 0 4 0 −2 0
0 0 0 0 0 0
1 0 −2 0 1 0
0 0 0 0 0 0

Table A.3: Hessian sub-matrices of straight angles between steps aligned
with x (left) or y (right) axes
The corresponding submatrix is one of table A.1, but it will have to be
added at elements (2i, 2i+ 1, 2j, 2j+ 1)× (2i, 2i+ 1, 2j, 2j+ 1) of the global
Hessian.
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Appendix B
Hessian matrix of 3d walk
A Self Avoiding Walk covering N sites of a 3 dimensional lattice is associated
with a 3N×3N Hessian matrix. The Hessian is built step by step by adding
the sub-matrices corresponding to each interaction. The sub-matrix contains
the derivative of the energy with respect to the coordinates of the involved
monomers and depends on the absolute direction of the steps between the
monomers.
1. The bond between i and i + 1 sites contributes with a 6 × 6 matrix
to be added at the element (3i, 3i) of the total matrix. As there are
8 absolute directions in the tetrahedral lattice, there are 8 possible
matrices.
2. The fluctuation of the angle between two successive bonds at sites
(i, i+ 1) and (i+ 1, i+ 2) contributes with a 9× 9 matrix to be added
at the element (3i, 3i) of the total matrix. The possibilities are 24,
they can be calculated considering the possible absolute directions of
two bonds.
3. The fluctuation of the dihedral angle formed between three consecu-
tive bonds, from site i to site i+ 3, contributes with a 12× 12 matrix.
Depending on the absolute direction of the bonds, there are 24 possi-
bilities for the trans triplets and 48 possibilities for the gauche triplets.
4. The contact between site i and j is treated similarly to the bond.
The total of the 104 possible matrices were calculated with MathematicaTM
following the procedure described in the following.
127
128 APPENDIX B. HESSIAN MATRIX OF 3D WALK
B.1 bond
Let’s take the bond between sites 1 and 2:
~R1 = ~r2 − ~r1 = ~R01 +
∆x2 −∆x1∆y2 −∆y1
∆z2 −∆z1
 .
The elastic energy is
V bb1 =
1
2
kbb(|~R1| − l)2.
The Hessian matrix is
Hbbi,j =
d2V bb1
daidaj
where i, j = 1, ...6 and a1 = ∆x1, a2 = ∆y1, ... a6 = ∆z2. The eigenvalue
of Hbb is
λbb = 2. (B.1)
B.2 bend
Let’s take the first and second bonds:
~R1 = ~R01 +
∆x2 −∆x1∆y2 −∆y1
∆z2 −∆z1
 , ~R2 = ~R02 +
∆x3 −∆x2∆y3 −∆y2
∆z3 −∆z2
 .
The bending energy is
V be1 =
1
2
kbe(θ1 − θ01)2 ∼
1
2
kbe
9
8
(cos θ1 − cos θ01)2 (B.2)
where
cos θ1 =
~R1 · ~R2
|~R1||~R2|
.
The factor
9
8
appears because
d2
dθ2
1
2
(θ1 − θ01)2
∣∣∣∣
θ0
= 1
while
d2
dθ2
1
2
(cos θ1 − cos θ01)2
∣∣∣∣
θ0
=
8
9
.
The Hessian matrix of (B.2) has eigenvalue
λbe =
14
9
. (B.3)
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B.3 trans
The cosine of the dihedral angle between the plan of ~R1, ~R2 and the plan of
~R2, ~R3 is
cosα =
(~R1 × ~R2) · (~R2 × ~R3)
|~R1 × ~R2||~R2 × ~R3|
.
The potential energy is
V tr =
1
2
ktr(α− α0)2 ∼ ktr(cosα− cosα0)
and the Hessian matrix has eigenvalue
λtr =
3
2
. (B.4)
B.4 gauche
The cosine of the dihedral angle is the same as before, the potential energy
is
V ga =
1
2
ktr(α− α0)2 ∼ 12ktr
4
3
(cosα− cosα0)2
the eigenvalue of the Hessian is:
λga =
5
2
(B.5)
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Appendix C
Angular contribution to the
vibrational spectrum
We consider two peculiar instances of tetrahedral walk withN = 300 monomers
(299 steps):
• a walk in the trans configuration (all dihedral angles equal to pi), which
also is the maximally elongated tetrahedral walk;
• a walk in the gauche configurations (all dihedral angles equal to pi/3).
In a log-log plot each spectrum is represented by a curve, which is roughly
a line for small frequencies, that is
ωn ∼ na n/N → 0. (C.1)
The graph reports some estimates of the exponent a which were obtained
by application of the least square method on a portion of the curve which is
approximately linear. The progressive index n is normalized by the number
of not null frequencies plus 1, which is the natural normalization parameter
in the spectrum of the linear chain (equation 3.2). The frequencies are
relative to the highest frequency.
A fundamental difference exists between the bending and dihedral modes
of the trans and the gauche configuration. The spectra of the gauche walk is
bounded from below, while the spectra of the trans configuration approaches
0 through a power low of the index n. Nevertheless, the backbone interac-
tions all together (angles and bonds, red curves) give very similar results.
The spring constants are in the ratio kbb : kbe : ktr : kga = 1 : 1 : 1 : 0.6. This
differs from the traditional case (reference ...) where the bond interaction
kbb is much stiffer. Imposing kbb = 150 gives a spectrum where the very high
frequency region is well distinct, but the slope of the low frequency region
is almost the same (see figure 3.3).
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Figure C.1: Spectrum of angular vibrations of polymers in 3 di-
mensions. The chain has 300 monomers or 299 steps. Left: all steps in
the trans configuration, right: all steps in the gauche configuration. The
contribution of bending modes and dihedral modes are shown separately
and globally.
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