In this paper, we propose a class of estimators for estimating the finite population mean of the study variable under Ranked Set Sampling (RSS) when population mean of the auxiliary variable is known. The bias and Mean Squared Error (MSE) of the proposed class of estimators are obtained to first degree of approximation. It is identified that the proposed class of estimators is more efficient as compared to [1] estimator and several other estimators. A simulation study is carried out to judge the performances of the estimators.
Introduction
The problem of estimation in the finite population mean has been widely considered by many authors in different sampling designs. In application, there may be a situation when the variable of interest cannot be measured easily or is very expensive to do so, but it can be ranked easily at no cost or at very little cost. In view of this situation, [2] introduced the Ranked Set Sampling (RSS) procedure. [3] proved the mathematical theory that the sample mean under RSS was an unbiased estimator of the finite population mean and more precise than the sample mean estimator under simple random sampling (SRS).
The auxiliary information plays an important role in increasing efficiency of the estimator. [4] suggested an estimator for population ratio in RSS and showed that it had less variance as compared to usual ratio estimator in simple random sampling (SRS).
In RSS, perfect ranking of elements was considered by [2] and [3] for estimation of population mean. In some situations, ranking may not be perfect. According to [5] , the sample mean in RSS is an unbiased estimator of the population mean regardless of errors in ranking of the elements. In [6] , the ranking of elements was done on basis of the auxiliary variable instead of judgment. [1] suggested an estimator for population mean and ranking of the elements was observed on basis of the auxiliary variable. [7] had suggested a class of Hartley-Ross type unbiased estimators in RSS. [8] had also proposed unbiased estimators in RSS and stratified ranked set sampling.
In this paper, we suggest a class of estimators for the population mean, using known population mean of the auxiliary variable in RSS. It is shown that the proposed class of estimators outperforms as compared to the [9] , [1] and several other estimators. Also some special cases of the proposed class are considered in Table A1 (Appendix).
Ranked Set Sampling Procedure
In ranked set sampling (RSS), we select m random samples, each of size m units from the population, and rank the units within each sample with respect to a variable of interest. In order to facilitate the ranking, the design parameter m, is chosen to be small. From the first sample the unit having the lowest rank is selected, from the second sample the unit having second lowest rank is selected and the process is continued until from the last sample the unit having the highest rank is selected. In this way, we obtain m measured units, one from each sample. The cycle may be repeated r times until mr units have been measured. These n mr = units form the RSS data.
Suppose that the variable of interest Y is difficult to measure and to rank, but there is the auxiliary variable X, which is correlated with Y. The variable X may be used to obtain the rank of Y. To perform the sampling procedure, m bivariate random samples, each of size m units are drawn from the population then each sample is ranked with respect to one of the variables Y or X. Here, we assume that the perfect ranking is done on basis of the auxiliary variable X while the ranking of Y is with error. An actual measurement from the first sample is then taken of the unit with the smallest rank of X, together with the variable Y associated with the smallest rank of X. From the second sample of size m the Y associated with the second smallest rank of X is measured. The process is continued until from the mth sample, the Y associated with the highest rank of X is measured. The cycle is repeated r times until n mr = bivariate units have been measured out of the total 2 m r selected units.
Some Existing Estimators and Notations
We consider a situation when rank the elements on the auxiliary variable. Let To obtain the bias and MSE of estimators, we define: µ are the means of ith order statistics from some specific distributions (see [10] 
When population mean ( X ) of the auxiliary variable (X) is known, and the variables Y and X are positively correlated, [9] proposed the ratio estimator for population mean ( Y ) based on RSS as 
The bias and MSE of rRSS y , up to the first degree of approximation, are given by
and
When population mean ( X ) of the auxiliary variable (X) is known, and the variables Y and X are negatively correlated, then the product estimator based on RSS is defined as:
The bias and MSE of pRSS y , up to the first degree of approximation, are given by 
[11] suggested an estimator under RSS and is defined as:
where λ is suitably chosen constant.
The minimum bias and MSE of sRSS y at optimum value of λ i.e. 
. 1
The difference-type estimator for population mean ( Y ) based on RSS, is given by
where d is a constant. The minimum variance of
Following [12] , [1] suggested a class of estimators of the population mean ( Y ), based on RSS as:
where α is a suitably chosen constant, a and b are either real numbers or functions of known parameters of the auxiliary variable X, g is a scalar which takes value of 1 (for generating ratio-type estimators) and 1 − (for generating product-type estimators) and ( ) 1 2 , λ λ are constants whose sum need not be unity.
The bias of
, is given by
The MSE of
, to first degree of approximation, is given by
where 
, we get the minimum MSE of 
= .
Substituting the optimum values of 1 λ and 2 λ in (17), we get 
Proposed Class of Estimators
Following [1] and [12] , we propose a class of estimators of the population mean ( Y ), under RSS as 
where α is a suitably chosen constant, a and b are either real numbers or the functions of known parameters of the auxiliary variable X and ( ) 
where ( )
Solving (21), we have
Taking expectation of both sides of above equation, we get bias of 
Squaring both sides of Equation (22) and ignoring higher order terms of e's, we have 
Taking expectation of both sides of above equation, we obtain the MSE of 
We discuss two cases. Case 1: Sum of weights is unity (i.e. 1 2 1 k k + = ). The optimum value of 1 k , is given by 
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Note: It is difficult to make the theoretical comparison due to complexity, therefore we adopt the numerical study.
Simulation Study
We use the same data set as earlier used by [1] , and perform some simulation study to investigate the performances of the estimators.
Population (source: [13] ). Y = Number of acres devoted to farms during 1992 (ACRES92). X = Number of large farms during 1992 (LARGEF92). . It means that when the first smallest value is selected from the ranked set sample, the expected ratio of that value to the population mean could be close to 0.25, and when the second smallest value is selected the ratio of that value to the population mean could be close to 0.50, and when the third smallest value is selected the expected ratio of that value to the population mean will close to 1. Similarly, the expected ratio of the fourth and fifth values could be close to 1 Table 1 . Obviously, it can be observed through the simulation study in Table 1 , that the proposed class of estimators is more efficient than all considered estimators. Its PRE increases from 164.5 to 171.8 when α changes from 0.1 to 0.9 but decreases slightly when α is close to 0.5. Generally, we can say PRE of proposed class increases as value of α increases for fixed values of constants a, b and g [1] . Class of estimators has maximum PRE 167.5, but it is less efficient as compared to the proposed class of estimators for all the choices of constants reported in Table 1 . Also from the Table 1 , we can see that other competitor estimators are also less efficient than the proposed class of estimators. If we make comparison between the two proposed cases then the class of estimators in Case 2 ( ) 
