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a b s t r a c t
This paper studies the sensitivity of random effects estimators in the one-way error
component regressionmodel. Maddala andMount (1973) [6] give simulation evidence that
in random effects models the properties of the feasible GLS estimator β̂ are not affected by
the choice of the first-step estimator θ¯ used for the covariance matrix. Taylor (1980) [8]
gives a theoretical example of this effect. This paper provides a reason for this in terms of
sensitivity. The properties of θ¯ are transferred via an uncorrelated (and independent under
normality) link, called sensitivity. The sensitivity statistic counteracts the improvement in
θ¯ . A Monte Carlo experiment illustrates the theoretical findings.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The study of panel data has a long history. Probably, the simplest model one can think of is the one-way error
component regressionmodel. It is studied in great detail and is given at the beginning of every panel data textbook (e.g. [1]).
Nevertheless, a look from another angle can still give useful insights into this well-known model.
The new angle, local sensitivity analysis, is a well-established technique in many areas. The closest to econometrics is
probablymathematical programming since regression can be seen as an optimization problem. An elegant analysis together
with an extensive reference list can be found in [2] and [3]. In econometrics (local) sensitivity analysis has consistent, but
not continuous development. There are two branches of sensitivity analysis: data perturbation (for references see [4]) and
model perturbation (for references see [5]). In this paper we apply model (or parameter) sensitivity to the one-way error
component regression model.
The model is applicable when several (N) units (such as households, individuals, firms, countries, etc.) are followed
through several (T ) time periods. Then, the response variable of interest, yit , for unit i at time t can be modeled as
yit = x′itβ + µi + νit , i = 1, . . . ,N, t = 1, . . . , T ,
where xit is a vector of K observable characteristics, µi denotes the unobservable individual specific effect for unit i and νit
denotes the remainder disturbance (with the variance σ 2ν ).
Ifµi are assumed to be random (with the variance σ 2µ), then efficient estimation of β requires estimation of the variances
σ 2µ and σ
2
ν . There are several ways to estimate σ
2
µ and σ
2
ν , but the influence on the estimator of β seems to be minimal. The
Monte Carlo study of [6] is a classical reference for this result. Baltagi [7] comes to a similar conclusion in his Monte Carlo
study for the two-way error model. The result is somewhat counterintuitive, because the ‘naive’ intuition suggests that the
better the estimators of σ 2µ and σ
2
ν we take, the better final estimator for β we get. The failure of this ‘naive’ intuition has
been noted previously. Taylor [8] uses an exact approach to show that more efficient estimators of the variance components
do not necessarily yield more efficient feasible GLS estimators. However, his findings cover only the simplest estimators of
σ 2µ and σ
2
ν .
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This paper offers a more general explanation in terms of sensitivity analysis, which is studied in detail by Magnus and
Vasnev [5]. The different estimators of σ 2µ and σ
2
ν improve one specific direction of modeling and the sensitivity shows
whether this specific direction is important or not. The ‘naive’ intuition tells us that the properties of the variance estimators
and the properties of the slope estimator are related. This is indeed the case, but they are related via an additional element,
which we call sensitivity.
Magnus and Vasnev [5] have proven that in a maximum likelihood framework, the sensitivity of the β-estimate and
the variance estimator are asymptotically independent from one another. This suggests an explanation of the findings of
Maddala and Mount [6]. If the variance estimates differ a lot, but the estimator of β does not react, this must be due to the
sensitivity.
In this paper we apply the technique developed by Magnus and Vasnev [5] to the one-way error component regression
model. In addition, we were able to relax the normality assumption for some of the results. Our findings are illustrated in a
Monte Carlo experiment similar to the one used by Maddala and Mount [6].
The paper is organized as follows. Section 2 introduces our notation, the random effectsmodelwe use, and the estimators
we analyze. Section 3 introduces the sensitivity statistic and studies its theoretical properties together with its relation to
β-estimates. The theoretical findings are supported by simulations in Section 4. Section 5 concludes. Derivations and proofs
are given in the Appendix.
2. Random effects estimators
2.1. Model
We use the same notation as in [6] updated in line with [1] and taking into account the suggestions of Abadir and
Magnus [9]. The model can be written in the matrix form as
y = Xβ + Zµ+ ν
E(y) = Xβ
var(y) = σ 2µZZ ′ + σ 2ν INT ,
(2.1)
where
y is an NT × 1 vector of the dependent variable,
X is an NT × K matrix of the explanatory variables,
Z = IN ⊗ ıT is an NT × N matrix of zeros and ones (⊗ represents the Kronecker product),
IN is an N × N identity matrix, similar for INT
ıT is a T × 1 vector of ones,
ν is an NT × 1 vector of the unknown stochastic components, E(ν) = 0,
β is a K × 1 vector of unknown parameters of interest,
µ is an N × 1 vector of random individual unobservable effects, E(µ) = 0.
We assume that µ and ν are independent. The matrices of projection into the space of dummy variables Z and its
complement,
P = Z(Z ′Z)−1Z ′ = (1/T )ZZ ′ = IN ⊗ ıT ı
′
T
T
and Q = INT − P,
allow us to define the following matrices, which will be used extensively:Wxy = X ′Qy, Bxy = X ′Py, Txy = Wxy+ Bxy = X ′y
and analogouslyWxx = X ′QX , Bxx = X ′PX , Txx = X ′X ,Wyy = y ′Qy, Byy = y ′Py, and Tyy = y ′y. It is convenient to consider
the parameters (σ 2ν , θ) rather than (σ
2
ν , σ
2
µ)with
θ = σ 2ν /(σ 2ν + Tσ 2µ). (2.2)
Then the variance var(y) = σ 2ν (Q + θ−1P) is a weighted sum of idempotent matrices, so we can easily (see for example
exercise 8.73 in [10]) find its inverse (var(y))−1 = σ−2ν (Q + θP) and its determinant |var(y)| = (σ 2ν )NT θ−N , which we need
for the maximum likelihood estimation.
We assume that the data are generated with the true unknown parameter values β0, σ
2
ν0, σ
2
µ0, and θ0.
2.2. Estimators
We consider the estimators from Maddala and Mount [6]. The notation is somewhat adapted to suit our purposes. Also,
additional results are derived for some of the estimators.
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Fig. 1. Variance of different β-estimators as function of θ0 .
1. The true generalized least squared (GLS) estimator of β when θ0 assumed to be known is given by
βˆGLS = (Wxx + θ0Bxx)−1(Wxy + θ0Bxy). (2.3)
It is unbiased and efficient with the variance var(βˆGLS) = σ 2ν0(Wxx + θ0Bxx)−1.
2. The ordinary least squared (OLS) estimator is given by
βˆOLS = T−1xx Txy.
It is unbiased, but not efficient with var(βˆOLS) = σ 2ν0T−1xx (Bxx/θ0 +Wxx)T−1xx .
3. The least squared with dummy variables (LSDV), also known as the within estimator, is given by
βˆLSDV = W−1xx Wxy.
It is also unbiased, but not efficient with var(βˆLSDV) = σ 2ν0W−1xx .
4. The Least Squares Between Groups (LSBG) estimator is given by
βˆLSBG = B−1xx Bxy.
Again it is unbiased, but not efficient with var(βˆLSBG) = σ 2ν0(θ0Bxx)−1.
5. TheMaximum Likelihood (ML) estimatorwill be efficient if the distribution assumption is correct. Ifµ and ν are normally
distributed, the likelihood function can be represented in the following form (see the Appendix for the details):
−2 log Lˆ = const+ NT log σˆ 2ν,ML − N log θˆML,
where
σˆ 2ν,ML =
1
NT
[Wyy + θˆMLByy − (Wxy + θˆMLBxy)′(Wxx + θˆMLBxx)−1(Wxy + θˆMLBxy)],
βˆML = (Wxx + θˆMLBxx)−1(Wxy + θˆMLBxy),
θˆML = σˆ 2ν,ML/(σˆ 2ν,ML + T σˆ 2µ,ML).
The score vector, the Hessian and the information matrix are given in the Appendix. Here, we report only the variances
var(βˆML) = σ 2ν0(Wxx + θ0Bxx)−1 and var(θˆML) =
2T
N(T − 1) θ
2
0 . (2.4)
Note that var(βˆML) = var(βˆGLS).
It is interesting to look at the variances of different β-estimators as a function of the true value θ0. Fig. 1 gives a numerical
illustration of the one-dimensional case with the parameters T = 20, N = 25, σ 2ν = 100, Bxx = 2487 andWxx = 543.
The LSBG estimator is uniformly outperformed by the OLS estimator. The GLS estimator has the lowest variance, but the
OLS estimator is very close to it for θ0 > 0.4. For small values of θ0, the LSDV estimator does not diverge from the GLS
estimator, but the difference is large. Qualitatively the picture will be the same for other parameter values. It is easy to see
that in the one-dimensional case var(βˆOLS) < var(βˆLSBG) and both of them are unbounded around zero, var(βˆGLS) is always
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Table 1
Estimators of σ 2ν and σ
2
µ from [6].
Name Properties
6 Wallace and Hussain’s estimator (WH) biased, consistent
7 Amemiya’s estimator (AM) biased, consistent
8 Nerlove’s estimator (NER) biased, consistent
9 Analysis of covariance (ANOVA) unbiased, consistent
10 Henderson’s method III (H3) unbiased, consistent
11 Minimum norm quadratic unbiased estimator (MINQUE) unbiased, consistent
the smallest and decreasing (and coincides with var(βˆLSDV) at zero and with var(βˆOLS) at one), while var(βˆLSDV) does not
depend on θ0.
The estimators we looked at so far are one-step estimators. The rest of the estimators we look at are feasible generalized
least squared estimators, which are constructed by placing a consistent estimator of θ instead of θ0 in (2.3). All of them have
the same asymptotic variance as GLS. It is convenient to refer to them as two-step estimators. The first step is to construct
a preliminary (first-step) estimator of β and use it to find some (first-step) estimator of θ . The second step is to substitute
the θ-estimator from the first step into (2.3), which should get a better (second-step) estimator of β.
In Table 1 below we only list names of the other estimators we consider and summarize their properties. Estimators of
σ 2ν and σ
2
µ can be found in [6], θ is estimated from (2.2) and β from (2.3).
It can be easily demonstrated for ANOVA case that the unbiasedness of σˆ 2ν,ANOVA and σˆ
2
µ,ANOVA does not guarantee the
unbiasedness of θˆANOVA. In fact, Jensen’s inequality together with the independency of the within and between residuals
under normality proves the opposite E(θˆANOVA) > θ0. In this case it is possible to derive the exact results under normality
(the formulas for the exact moments of a ratio of quadratic forms can be found in [11]):
E(θˆANOVA) = θ0 N − KN − K − 2 ,
var(θˆANOVA) = 2θ20
(N − K)2(NT − 2K − 2)
(N − K − 2)2(NT − N − K)(N − K − 4) .
Note that var(θˆANOVA) > var(θˆML) and the difference increases with θ . In the numerical example from Fig. 1 the difference
is negligible: var(θˆANOVA)− var(θˆML) = 0.0202× 2θ20 .
It is possible to derive the expectation and the variance of all estimators of θ as has been done for θˆANOVA. However, the
derivation is not trivial and the final result does not play a significant role, especially in the light of the final conclusion of
the paper. We just note that the variance of all estimators is a quadratic function of θ0 and it is increasing for θ0 ∈ [0, 1].
3. Sensitivity of GLS estimators
For any feasible GLS estimator, which uses a consistent estimator θ¯ instead of the true value θ0 in (2.3),
βˆ(θ¯) = (Wxx + θ¯Bxx)−1(Wxy + θ¯Bxy),
the Taylor expansion around the true value θ0 is
βˆ(θ¯) = βˆ(θ0)+ s(θ0)(θ¯ − θ0)+ r, (3.5)
where βˆ(θ0) = βˆGLS, s(θ0) = ∂βˆ(θ)∂θ
∣∣∣
θ=θ0
is the first order derivative of βˆ(θ) at θ0 and r includes the higher order terms.1We
follow Magnus and Vasnev [5] and call s(θ0) the sensitivity of the GLS estimator. Note that in general case s(θ0) is a vector
and some authors (e.g. [12]) transform it into one-dimensional statistic (the details are given at the end of this section). In
our model the most interesting results will be derived using s(θ0)which can be expressed in a compact form (for proofs see
the Appendix).
Theorem 3.1. The sensitivity of any feasible GLS estimator to the first-step estimator of θ is given by
s(θ0) = (Wxx + θ0Bxx)−1Bxx(βˆLSBG − βˆGLS), (3.6)
its expectation is E(s(θ0)) = 0 and its variance is
var(s(θ0)) = σ 2ν0(Wxx + θ0Bxx)−1Bxx[(θ0Bxx)−1 − (Wxx + θ0Bxx)−1]Bxx(Wxx + θ0Bxx)−1.
In addition, if µ and ν are normally distributed, the sensitivity is also normally distributed.
1 The remaining term r contains the second power (θ¯ − θ)2 and higher. Using the speed of convergence of θ¯ and s(θ), one can derive the order of r in
terms of N and T .
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Sensitivity ofmaximum likelihood estimators is studied in [5]. They find that the sensitivity is orthogonal to thediagnostic
for θ and in a number of cases they are (asymptotically) independent from each other. This is important, because it explains
why the properties of θ¯ do not immediately transfer into properties of βˆ(θ¯). This is simply because they are connected via the
independent link s(θ0). In this particular case some of the results can be derived without strong distributional assumptions,
but normality is still required for the strongest results.
Theorem 3.2. If µ and ν are normally distributed, the sensitivity statistics, s(θ0), and any of the first-step estimators, θ¯WH, θ¯AM,
θ¯NER, θ¯ANOVA, θ¯H3, θ¯MINQUE, are independent.
Now we can turn to the question of how the qualities of the first-step estimator, such as unbiasedness and efficiency,
influence the second-step estimator. As was mentioned previously, the sensitivity plays a crucial role in this relation.
First, let us look at the bias. When a fixed point (for example 0 or 1) is used instead of a consistent estimator θ¯ , we get
unbiasedness (for LSDV or OLS) of the estimator for β . In a sense, the following theorem extends this result.
Theorem 3.3. When the sensitivity statistic, s(θ0), and the first-step estimator, θ¯ , are uncorrelated, then the second-step
estimator, β(θ¯), is unbiased (up to the higher order terms) regardless the bias of θ¯ .
The proof of Theorem 3.3 (given in the Appendix) is based on the Taylor expansion given in (3.5). By taking expectations
we get
E(βˆ(θ¯)) = E(βˆ(θ0))+ E(s(θ0)(θ¯ − θ0))+ E(r).
It shows that the underlying mechanism is simple. If θ¯ ‘overshoots’ θ0, it does not lead to ‘overshooting’ of β0, because the
uncorrelated s(θ0)makes ‘overshooting’ and ‘undershooting’ of β0 equally possible.
Theorem 3.3 is given for illustration, because even the stronger result about the exact unbiasedness of feasible GLS and
ML estimators holds (see [13]).
Now, let us look at the variance.
Theorem 3.4. The variance of any feasible GLS estimator from Section 2.2 can be decomposed (up to the higher order terms) as
var(βˆ(θ¯)) = var(βˆ(θ0))+ var(s(θ0))E(θ¯ − θ0)2. (3.7)
For ANOVA, when the between and within residuals are used to estimate θ0, [8] derives the exact result for the variance
and gives an example which illustrates that using a better first-step estimator does not necessarily deliver a better second-
step estimator.
Theorem 3.4 shows that, indeed, the smaller variance of θ¯ results in a smaller variance of βˆ(θ¯), but the efficiency
improvement is partially absorbed by s(θ0). Theorem 3.1 shows us that var(s(θ0)) is a decreasing function of θ0. We know
that for consistent estimators, var(θ¯) is an increasing function of θ0 for θ0 ∈ [0, 1]. It can be shown, e.g. for ANOVA, that the
bias is an increasing function of θ0 for θ0 ∈ [0, 1].
Two components, var(s(θ0)) and E(θ¯−θ0)2, compensate each other in the following sense. For large θ0, the part E(θ¯−θ0)2
becomes more important and has a higher potential influence on var(βˆ(θ¯)), but its potential impact is reduced by small
var(s(θ0)) in this area. For small θ0, the picture is different. The part E(θ¯ − θ0)2 is small, and although var(s(θ0)) increases
when θ0 approaches zero, the speed of its increase is not sufficient to make the small part E(θ¯ − θ0)2 visible.
As a result the variance of βˆ(θ¯) is close to the variance of the true GLS estimator, βˆGLS, for all θ0 nomatter which first-step
estimator used.
Let us look at the following examples. The variance decomposition for the ML estimator is
var(βˆML) = var(βˆ(θˆML)) = var(βˆ(θ0))+
2T
N(T − 1) θ
2
0 var(s(θ0)).
In contrast
var(βˆOLS) = var(βˆ(1)) = var(βˆ(θ0))+ (1− θ0)2var(s(θ0))
and
var(βˆLSDV) = var(βˆ(0)) = var(βˆ(θ0))+ θ20 var(s(θ0)),
keeping in mind that the expansion for OLS is good around 1 and the expansion for LSDV works around 0.
Figs. 2 and 3 continue the numerical illustration presented earlier in Fig. 1 and give the variance of the second term from
the variance expansion (3.7) and its components as functions of the true unknown θ0. Fig. 2 has two scales: the left one is for
the sensitivity, the right one is for the rest. It illustrates the fact that the sensitivity is a decreasing function of θ0, while the
variance of ML is an increasing function. It also gives the bias terms of the OLS and LSDV estimators, which are symmetric.
Fig. 3 shows the total effect of the second term. It is always small for theML, always large for thewithin estimator (except
when θ0 is very close to zero) and negligible for the OLS estimator when θ0 is close to 1 and large otherwise.We do not show
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Fig. 2. Variance of components in the second term for ML, OLS, LSDV.
Fig. 3. Variance of the second term for ML, OLS, LSDV.
the lines for the other estimators to keep the pictures clear. Even though var(θ¯) differs for large θ0, the sensitivity is small
in this area, so the total effect is visually indistinguishable from the ML case.
We use the expansion (3.5) in the true parameter value, therefore s(θ0) is not feasible. However, the properties of the
sensitivity and the first-step estimator allow us to make a conclusion for all θ0. For large θ0 the first-step estimator can be
potentially improved, but the second-step estimator is not sensitive to this improvement. It is sensitive for small θ0, but the
first-step estimators are almost identical in this area.
If s(θ¯) is used to estimate the sensitivity, then one can notice a similarity with the Hausman specification test.
Hausman [14] proposed a test for H0 : E(µ|X) = 0 against the alternative Ha : E(µ|X) 6= 0. Its most common version
is based on the difference between the feasible GLS and within estimators (βˆ(θ¯)− βˆLSDV), while the sensitivity is based on
the difference between the feasible GLS and between group estimators (βˆ(θ¯)− βˆLSBG). The connection
(βˆ(θ¯)− βˆLSDV) = (I − A)A−1(βˆ(θ¯)− βˆLSBG)
can be shown using the representation βˆ(θ¯) = AβˆLSDV+ (1−A)βˆLSBG with A = (Wxx+ θ¯Bxx)−1Wxx. Since A is not singular,
if one wants to construct the scaled version of the sensitivity as in [5]
SS = s(θ¯)′ {v̂ar(s(θ0))}−1 s(θ¯),
it will be numerically identical to the Hausman test statistic (if the variance is estimated accordingly). Moreover, in our
model specification SS (just like the Hausman test) has χ2-distribution, which does not depend on θ0. Therefore, if one tests
whether sensitivity is zero with 5% confidence level, one would not be able to reject the null hypothesis in 95% cases for any
θ0. In otherwords, SSwill not be able to detect high sensitivity for small θ0 and small sensitivity for large θ0 as shown in Fig. 2.
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Fig. 4. Geometry of random effects estimators.
Table 2
Values of θ0 used in experiments.
σ 2µ 0.1 1 5 10 20 50 70 100
θ 0.980 0.833 0.500 0.333 0.200 0.091 0.067 0.048
One should not, however, confuse the sensitivity analysis with the Hausman test in this case. The sensitivity is not
designed to test, but to measure, whether the influence of the first-step estimator is large or small. Of course, one can give a
quantitative statistical answer and test whether s(θ0) is significantly different from zero. In ourmodel, this test is equivalent
to the Hausman test.2 Nevertheless, a qualitative answer is what we need here.
A quantitative answer depends on three components: (i) how does the first-step estimator change, (ii) how is this change
transferred into the second-step estimator, and (iii) is the transferred effect big enough to change the second-step estimator
considerably. So the unscaled version is of primary importance. For example, if the sensitivity happened to be ten times
bigger, the scaled version SS would remain the same, but the scale in Fig. 3 would be from zero to eight, so the total effect
of second term in the Taylor expansion (3.5) would be significant.
The final remark is that in the present section we neglected the higher order term r . The consequences of doing so can
be estimated in simulations.
4. Monte Carlo illustration
We use the simulation design from [6]. The simple one-dimensional case allows us to trace the results easily. We use the
following parameters: the number of individuals, N = 25; the number of observations in time, T = 20; the parameter of
interest, β0 = 1; the variance of the stochastic errors, σ 2ν0 = 100; and by changing the variance of the individual effects,
σ 2µ0, we vary θ0 between 0 and 1 as shown in Table 2.
The vector of the exogenous variable is generated from
xit = 0.1t + 0.5xit−1 + ωit ,
where the iid-innovations,ωit , are uniformly distributed on the interval [− 12 , 12 ] and the initial condition is xi0 = 5+ 10ωi0.
For each set of parameters, in R = 10 000 repetitions the individual effects, µ, and the vector of stochastic errors, ν, are
generated independently from each other:
µ ∼ N(0, σ 2µ0IN) and ν ∼ N(0, σ 2ν0INT ).
The regression equation generates the dependent variable
y = xβ0 + Zµ+ ν.
After this, the set of estimators for β and θ described in Section 2.2 are constructed.
Fig. 4 gives the geometry of the estimators for θ0 = 0.333 (σ 2µ0 = 10) from one simulation. The curve is flat for large θ¯
and steep when θ¯ is around zero. In terms of sensitivity, it means that the feasible GLS estimator of β is not sensitive (to θ¯
2 Since the Hausman test is studied extensively and presented in every panel data textbook (e.g. [1], we do not analyze SS statistics in this paper. In some
applications (e.g. Banerjee and Magnus [12]) this analysis would give further insights, but not in our model.
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Table 3
Detailed analysis of the sensitivity expansion: the order of different terms.
βˆ − β θ¯ − θ0 s(θ0)(θ¯ − θ0) r
mean×1E−03 var mean×1E−03 var×1E−04 mean×1E−04 var×1E−03 mean×1E−05 var×1E−05
GLS 2.21 0.147
OLS −5.54 0.562
LSDV 4.37 0.183
LSBG −7.70 0.830
ML 1.95 0.149 4.69 2.88 −3.31 2.32 7.67 3.50
WH 1.64 0.150 6.86 3.14 −6.80 3.58 10.76 7.38
AM 2.08 0.149 3.72 2.70 −1.93 1.92 6.47 2.19
NER 1.90 0.149 1.08 2.21 −3.79 2.11 6.67 2.51
ANOVA 1.76 0.150 4.48 2.89 −5.38 2.93 9.01 5.26
H3 1.80 0.149 4.41 2.84 −4.65 2.59 8.21 4.18
MINQUE 1.97 0.149 4.34 2.81 −3.04 2.12 7.03 2.82
Table 4
Detailed analysis of the sensitivity expansion: The interaction between terms.
cov
(
βˆGLS, s(θ0)(θ¯ − θ0)
)
cov
(
r, s(θ0)(θ¯ − θ0)
)
cov
(
βˆGLS, r
)
×1E−05 ×1E−04 ×1E−05
ML −5.23 −1.66 3.24
WH −22.53 −4.20 4.85
AM 2.46 −0.78 2.19
NER −6.88 −1.23 3.12
ANOVA −15.11 −2.88 4.23
H3 −11.47 −2.25 3.66
MINQUE −3.28 −1.32 2.65
Table 5
Interaction between θ¯ and s(θ0).
θ¯ ML WH AM NER ANOVA H3 MINQUE
corr(s(θ0), θ¯ ) −0.003 −0.008 −0.001 −0.007 −0.007 −0.006 −0.003
chosen in the first step) when θ¯ is large, but is sensitive when θ¯ is small. This confirms the fact that the variance of the
sensitivity is a decreasing function of θ . Next, the difference between the first-step estimators of θ does not have a big effect
on the estimators of β due to the small sensitivity. It could have an influence in the neighborhood of zero, but the estimators
of θ would have very small variance in this area, so the final effect would again be negligible.
To validate the omission of the remaining term r in the Taylor expansion (3.5) we looked in Table 3 at the order of
different terms for the case of highest sensitivity (for θ0 = 0.048). As expected, r is much smaller than the first and second
terms, so the omission of r is justified.
To validate the variance expansion (3.7) we looked in Table 4 at the interaction between different terms. The covariance
of r with the other terms is sometimes higher than the variance of r but still of a higher order than the variance of the first
and second terms. This suggests that the approximations we used in the theoretical section are accurate.
For the same case all different estimators of θ show little correlation with the sensitivity s(θ0), as shown in Table 5.
The simulation bias of β(θ¯) is less than 1%, while the bias in θ¯ can be up to 14%. This confirms the result of Theorem 3.3.
The variance of βˆ is not affected by the choice of the first-step estimator, because even the high sensitivity cannot magnify
the order of var(θ¯).
Table 6 gives the simulated variance of the estimators over the range of different θ0. It shows increasing variance of the
first-step estimators and insensitivity of the variance of the second-step estimator as predicted by the theory. The whole
result is driven by the decreasing sensitivity as shown in Table 7.
The Monte Carlo results presented are for illustration purposes. Of course, the computational power has increased a lot
from the time when [6] performed their experiments. The results for larger N and T are available from the authors upon
request. Larger sample size makes the results even stronger as the remaining term r in expansion (3.5) becomes smaller.
5. Conclusion
We have analyzed the sensitivity of the random effects estimators to the first-step estimator of variance in panel data.
The first- and second-step estimators, their bias and variance are connected via the sensitivity statistic. In addition to the
independency from the first-step estimator, the sensitivity statistic has specific properties, which make the second-step
estimator unbiased regardless the bias of the first-step estimator, and make the variance of the second-step estimator
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Table 6
Variance of estimators.
θ0 var(βˆ)×1E−03
G
LS
O
LS
LS
D
V
LS
BG
M
L
W
H
AM N
ER
AN
O
VA
H
3
M
IN
Q
U
E
0.048 147 562 183 830 149 150 149 149 150 149 149
0.067 137 403 183 592 140 140 140 139 140 140 139
0.091 126 297 183 434 129 129 129 128 129 129 129
0.200 93 138 183 197 95 95 96 95 95 95 95
0.333 71 85 183 118 72 72 73 73 72 72 72
0.500 55 58 183 78 55 55 57 57 55 55 56
0.833 37 38 183 47 38 38 40 41 38 38 38
0.980 33 33 183 40 33 33 35 37 33 33 34
var(θ¯)×1E−04
0.048 3 3 3 2 3 3 3
0.067 6 6 5 4 6 6 6
0.091 11 11 10 7 10 10 10
0.200 53 54 45 20 50 50 52
0.333 146 146 123 34 138 137 150
0.500 285 282 252 46 273 272 304
0.833 246 242 356 55 262 263 299
0.980 144 142 306 55 164 164 203
Table 7
Decreasing sensitivity as function of θ0 .
θ0 0.048 0.067 0.091 0.200 0.333 0.500 0.833 0.980
var(s(θ0)) 9.808 5.700 3.275 0.601 0.157 0.047 0.009 0.005
insensitive to the efficiency improvement of the first-step estimator. This explains the findings of [6]. The explanation is
applicable to a wider range of estimators than the simple versions used in [8].
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Appendix. Proofs of results
Derivation of the maximum likelihood results: Given the normality of µ and ν, one can perform the maximum
likelihood estimation of the random effects model (2.1). The log likelihood function is given by
` = −NT
2
log(2pi)− NT
2
log σ 2ν −
1
2
log |Q + 1
θ
P| − 1
2σ 2ν
(y − Xβ)′(Q + θP)(y − Xβ).
It is easy to find the determinant of a weighted sum of idempotent matrices (see, for example, exercise 8.73 in [10]), so that
log |Q + 1
θ
P| = −N log θ , then the score function with respect to the parameter vector (β′, σ 2ν , θ)′ is
q =

1
σ 2ν
X ′(Q + θP)(y − Xβ)
− NT
2σ 2ν
+ 1
2(σ 2ν )2
(y − Xβ)′(Q + θP)(y − Xβ)
N
2θ
− 1
2σ 2ν
(y − Xβ)′P(y − Xβ)
 .
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Taking the derivative of the score function qwith respect to the parameter vector (β′, σ 2ν , θ), we can find the Hessian
H =

− 1
σ 2ν
X ′(Q + θP)X ∗ ∗
− 1
(σ 2ν )
2
X ′(Q + θP)(y − Xβ) Hσ 2ν σ 2ν ∗
1
σ 2ν
X ′P(y − Xβ) Hθσ 2ν −
N
2θ2
 ,
where
Hσ 2ν σ 2ν =
NT
2(σ 2ν )2
− 1
(σ 2ν )
3
(y − Xβ)′(Q + θP)(y − Xβ),
Hθσ 2ν =
1
2(σ 2ν )2
(y − Xβ)′P(y − Xβ),
and asterisks are used to avoid repetition due to symmetry ofH . Further, taking the expectation ofH at the true parameters,
the Fisher information matrix is
I =

1
σ 2ν0
(Wxx + θ0Bxx) 0 0
0
NT
2(σ 2ν0)2
− N
2σ 2ν0θ0
0 − N
2σ 2ν0θ0
N
2θ20

and, finally, inverting the information matrix, the asymptotic variance of the ML estimators (βˆML, σˆ
2
u,ML, θˆML) is
I−1 =

σ 2ν0(Wxx + θ0Bxx)−1 0 0
0
2(σ 2ν0)
2
N(T − 1) −
2σ 2ν0θ0
N(T − 1)
0 − 2σ
2
ν0θ0
N(T − 1)
2Tθ20
N(T − 1)
 .
In addition, qβ = 0 gives the general form of the β-estimator
βˆML = (Wxx + θˆMLBxx)−1(Wxy + θˆMLBxy)
and qσ 2ν = 0 allows us to express σ 2ν -estimate in terms of θˆML:
σˆ 2ν,ML =
1
NT
[Wyy + θˆMLByy − (Wxy + θˆMLBxy)′(Wxx + θˆMLBxx)−1(Wxy + θˆMLBxy)],
so that the log likelihood function can be written as
` = −NT
2
log(2pi)− NT
2
− NT
2
log σˆ 2ν,ML +
N
2
log θˆML
and needs to be maximized only with respect to the one-dimensional parameter θˆML in applications and simulations. ‖
Proof of Theorem 3.1. The formula for sensitivity is obtained by direct differentiation of βˆ(θ). The result for expectation
follows from the unbiasedness of βˆLSBG and βˆGLS. The easiest way to derive the variance is to note that βˆGLS is efficient.
Therefore, the variance of its difference with a non-efficient estimator is the difference of the variances. That is,
var(βˆLSBG − βˆGLS) = var(βˆLSBG)− var(βˆGLS) = σ 2ν [(θBxx)−1 − (Wxx + θBxx)−1].
The expression for the variance of sensitivity follows. Finally, if µ and ν are normally distributed, this transfers into the
normality of βˆLSBG and βˆGLS. As a consequence, s(θ0) has a normal distribution. ‖
Proof of Theorem 3.2. The asymptotic independence is a direct application of Theorem 5 from [5]. If we note that Iβθ = 0,
then we only need to check the zero covariance between
qθ − Iθσ 2ν I−1σ 2ν σ 2ν qσ 2ν =
1
2σ 2ν
(y − Xβ)′
(
1
Tθ
Q − T − 1
T
P
)
(y − Xβ)
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and
Hβθ −Hβσ 2ν I−1σ 2ν σ 2ν Iθσ 2ν = −
1
σ 2ν
X ′
(
1
Tθ
Q − T − 1
T
P
)
(y − Xβ),
where the score, the Hessian and the information matrix are evaluated in the true parameter values. Indeed, this is the case
when the distribution of errors is symmetric.
The exact independence in a finite sample is a generalization of the independence of the OLS estimator and s2 statistic
in the ordinary regression. We prove only the independency of s(θ0) and θ¯ANOVA (the rest can be done in a similar fashion).
Since βˆGLS is a weighted average of βˆLSBG and βˆLSDV, the last two are the basic building blocks for s(θ0). The building blocks
of θ¯ANOVA are the estimators of σˆ 2ν,ANOVA and σˆ
2
µ,ANOVA, which are derived from the between and within residuals.
In other words, it is sufficient to show that the estimators (βˆLSBG, βˆLSDV) are independent from the residuals (eˆLSBG, eˆLSDV).
Since all of them are linear transformations of normal errors, it is sufficient to prove zero covariance. Taking into account
Eyy ′ = Xβ0β′0X ′ + σ 2µ0ZZ ′ + σ 2ν0INT and the properties of matrices P and Q ,
cov(eˆLSBG, βˆLSDV) = cov((I − PX(X ′PX)−1X ′P)Py, (X ′QX)−1X ′Qy)
= (I − PX(X ′PX)−1X ′P)P[Xβ0β′0X ′ + σ 2µ0ZZ ′ + σ 2ν0INT ]QX(X ′QX)−1 = 0.
One can prove in the similar way that the other covariances are zero as well. ‖
Proof of Theorem 3.3. Taking the expectation of (3.5)
E(βˆ(θ¯)) = E(βˆ(θ0))+ E(s(θ0)(θ¯ − θ0))+ E(r).
The first term givesβ0, since the true GLS estimator is unbiased. The second term is zero because s(θ0) and θ¯ are uncorrelated
and E(s(θ0)) = 0. We neglect the higher order term E(r). ‖
Proof of Theorem 3.4. Taking the variance of (3.5) and neglecting the higher order term, r , we get
var(βˆ(θ¯)) = var(βˆ(θ0))+ var(s(θ0)(θ¯ − θ0))+ C + C ′,
where C = cov
(
βˆ(θ0), s(θ0)(θ¯ − θ0)
)
. The covariance is zero, because, first, θ¯ is independent from s(θ0) and βˆ(θ0) and,
second, E(βˆGLS(βˆLSBG − βˆGLS)′) = 0, since βˆGLS is efficient. The independency also gives rise to the second term being equal
to var(s(θ0))E(θ¯ − θ0)2.‖
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