Data streams are a new class of data that is becoming pervasively important in a wide range of applications, ranging from sensor networks, environmental monitoring to finance. In this article, we propose a novel framework for the online diagnosis of evolution of multidimensional streaming data that incorporates Recursive Wavelet Density Estimators into the context of Velocity Density Estimation. In the proposed framework changes in streaming data are characterized by the use of local and global evolution coefficients. In addition, we propose for the analysis of changes in the correlation structure of the data a recursive implementation of the Pearson correlation coefficient using exponential discounting. Two visualization tools, namely temporal and spatial velocity profiles, are extended in the context of the proposed framework. These are the three main advantages of the proposed method over previous approaches: (1) the memory storage required is minimal and independent of any window size; (2) it has a significantly lower computational complexity; and (3) it makes possible the fast diagnosis of data evolution at all dimensions and at relevant combinations of dimensions with only one pass of the data. With the help of the four examples, we show the framework's relevance in a change detection context and its potential capability for real world applications.
INTRODUCTION
The expansion of the Internet and the progress of hardware technology have enabled the emergence of a new class of data, the so-called data streams. Data streams are temporal data objects that are becoming pervasively and increasingly important in a wide variety of applications, e.g., sensor networks, network monitoring, transaction log analysis, financial tickers, and web usage.
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In such contexts, data arrive in a continuous online time-varying fashion at a rapid rate and it is not feasible to store it or to exchange it in order to apply traditional database queries.
This new class of data specifically leads to two underlying challenges . Since the volume of the data is continuously increasing at a rapid rate, suitable algorithms should process each data item only once, that is, they should work with only one pass of the data. Moreover, newly developed algorithms should take into account time dependent relations as well as the evolution of the underlying data (García-Treviño and Barria 2014) .
Data stream mining issues have recently attracted the attention of the machine learning and pattern recognition communities. According to the data mining problem they address, available methods can be categorized into the following: clustering (e.g., Rodrigues et al. (2008) and Dai et al. (2006) ), classification (e.g., Aggarwal and Yu (2007) ), indexing (e.g., Faloutsos (2004) and Gopalkrishnan (2008) ), frequent pattern mining (e.g., Cormode and Hadjieleftheriou (2009) ), change detection (e.g., , Kuncheva (2013) , Liu et al. (2013) , and Desobry et al. (2005) ), summarisation, (including sketching, load shedding and synopsis construction) (e.g., Cormode and Garofalakis (2007) ), and forecasting (e.g., Yang et al. (2006) ).
In the context of streaming data, evolution diagnosis focuses on the investigation and characterization of changes that occur over time in the trends of a given data stream due to changes in the underlying phenomena under observation (Aggarwal 2005) : consider a data stream to be a sequence <X 1 , X 2 , · · · >, where each X t is a multidimensional data point generated by some probability density function f t and each X t is independent from previous data points. The problem of data evolution can be stated as the characterization of the difference between a specific underlying feature of the data at time t 1 , and a reference feature of the same data at some other time t 2 . Note that since this difference is also a function, its characterization involves not only its overall quantification, but more importantly, it also considers the description of how it is changing over time. Data evolution problem might seem quite similar to that of change detection. However, the key difference is that while change detection focuses mostly on the quantification of the amount of the change, evolution diagnosis tries in addition to characterize changes, and in that sense, provides additional and valuable insights on how the generative process of the data evolves over time. In the remainder of this article, the data point X t at time t is characterized by its density function f t .
In this article, we propose a novel evolution diagnosis framework for data streams which extends the concept of velocity density estimation developed in Aggarwal (2005) ; to measure the rate of change of data concentration at a given spatial location over a user-defined time horizon. Aggarwal's framework was originally introduced within the context of an offline Kernel Density Estimation (KDE). Here, we extend this framework with a Recursive Wavelet Density Estimator (RWDE), which is optimized for online applications. Furthermore, instead of formulating the velocity density estimation in terms of sliding windows, the proposed framework makes use of an exponential discounting strategy. Also, in Aggarwal (2005) , to estimate velocity density profiles and in general to quantify data evolution two types of densities are considered, namely a forward density estimate and a reverse density estimate. In the framework proposed in this article, the concepts of reverse and forward density do not apply and instead we use a pair of density estimates related to different exponential discounting/updating strategies for the coefficients of each estimator. The last important difference is that in the proposed framework velocity densities are formulated in a separate way for each dimension. This capability not only allows the localized diagnosis of data evolution in each dimension but it also provides the basis for the detection of particular dimensions or combinations of dimensions in the data that are relevant for a given data change.
In the framework here proposed, the characterization of changes in streaming data is based on concepts such as evolution coefficient and correlation between evolution coefficients. An evolution coefficient is an indicator of the level of significance of data changes at each particular time stamp. Here a high level of evolution is associated to significant changes of data concentrations at various spatial locations over a particular time horizon. The correlation coefficient (CC) between evolution coefficients corresponding to different dimensions captures changes in the correlation structure of the data. Specifically, we propose a recursive implementation of the Pearson correlation coefficient using exponential discounting. Additionally, two visual profiles, i.e., temporal velocity profiles and spatial velocity profiles that were proposed in Aggarwal (2005) are also extended to visualize our results. Moreover, the proposed framework has some important advantages with respect to the approach reported in Aggarwal (2005): (1) It requires a significant lower amount of memory; (2) the proposed algorithms are computationally less complex; and (3) for high dimensional data, it allows the diagnosis of data evolution separately for each dimension with only one pass of the data.
The framework reported in this article is very relevant when designing data stream mining algorithms, as it considers the time element in the analysis. For example, the inclusion of the time element is crucial to the following three aspects of the analysis (Silva et al. 2013 ): (i) In time-aware clustering (Chen and Tu 2007; Kranen et al. 2011) , which focuses on how the age of the objects (clusters) affect the clustering process, the proposed framework can provide insights on the evolution of each cluster and when its corresponding definition needs to be updated.
(ii) In the outlier-evolution dilemma Cao et al. 2006) , that focuses on correctly distinguishing between outliers and cluster evolution, the proposed framework can enhance the detection of relevant underlying changes in the probability distribution of the data and adapt the clusters accordingly; or to identify objects that had been deemed as outliers but are in fact part of a new emerging cluster. (iii) In the so-called clustering tracking (Oliveira and Gama 2012; Spiliopoulou et al. 2006) , where it is envisaged that data stream clustering algorithms should be able to monitor the dynamic behavior of the clusters over time, the proposed framework can enhance the understanding of the cluster evolution, providing insights on the nature of cluster change evolution; e.g., when a cluster is disappearing, when its members are migrating to other clusters, when a new emerging cluster reflects a new profile of objects or when a new cluster consist of old objects whose characteristics have evolved.
The rest of the article is organized as follows. In Section 2, theoretical background regarding RWDE is briefly reviewed. In Section 3, the proposed data stream evolution diagnosis framework is presented. Section 4 includes the empirical evaluation of the framework. Final remarks are discussed in Section 5.
THEORETICAL BACKGROUND 2.1 Recursive Wavelet Density Estimator Overview

Batch Wavelet Density Estimator (WDE).
The WDE falls into the class of orthogonal series estimators, originally introduced in Céncov (1962) . Here, an unknown square integrable density function can be expressed as a convergent series of orthogonal basis functions f (x ) = j b j φ j (x ), where {φ j } is a complete orthonormal system of basis functions in L 2 (R), b j is the coefficient of the jth basis function and j ∈ J ⊂ Z is an appropriate set of indices. In this context, if X 1 , X 2 , . . . , X n are the realizations of a random variable X , then the coefficient b j can be expressed as the expectation:
with j ∈ J . Consequently, the jth series coefficient in an orthogonal series estimator can be approximated byb j = 1 n n i=0 φ j (X i ). Within the wavelet framework the density can be represented as an orthogonal series of scaling functions ϕ and wavelet functions ψ . Since in data streams applications we are constrained by 14:4 E. S. García Treviño et al.
computational restrictions, in this work we consider the simplest WDE, which is a linear estimator defined byf
where
is the scaling function associated with the base resolution 2 −j 0 with j 0 ∈ Z denoting the scale and with the index k ∈ K ⊂ Z. In order to simplify notation, in this article, we focus our attention on scaling function filters whose support at resolution 2 −j 0 = 0 is 2N ϕ 0 − 1 with N ϕ 0 denoting the order of the filter. The well-known Daubechies and Symmlets wavelet families include scaling functions with these characteristics. Assuming that each X i is normalized to take only values within the interval [0, 1], and considering [2 j 0 k, García-Treviño and Barria (2012) for more details). In (1), coefficientsĉ j 0 ,k are estimated according to Vidakovic (1999) :
It has been shown in Vidakovic (1999) that the estimatorf (x ) is suboptimal. However, since in the proposed framework the interest is placed on the fast evaluation of the relative difference between densities rather than in their precise estimation, then the prompt detection of relative changes in the density is very relevant.
Extension to
Higher Dimensions. The estimator described above can be easily extended to higher dimensions by considering multidimensional multiresolution analysis and their corresponding multidimensional wavelets. In this case, if we consider X i = (X 1 i , X 2 i , . . . , X m i ) ∈ R m to be the realizations of a multidimensional random variable X and using x = (x 1 , x 2 , . . . , x m ) ∈ R m then the m-dimensional density can be expressed aŝ
where, k = (k 1 , k 2 , . . . , k m ) ∈ Z m and j 0 ∈ Z. Following (2), the m-dimensional extension for the approximation of the scaling coefficients is given bŷ
where the m-dimensional basis function is defined by
, where the symbol denotes tensor product. Note that we follow the concept of separable multiresolution approximations (Ogden 1997) in which m-dimensional scaling functions are defined as the tensor product of m one-dimensional scaling functions.
Recursive WDE.
For the online implementation of the WDE we use the recursive estimator proposed in Caudle and Wegman (2009) , that we refer as to RWDE and which originally comprises two stages. The initial stage is an offline stage in which an initial estimate of the density is obtained using the batch WDE of (1) and (2). In the second stage, the estimator coefficientsĉ j 0 ,k (t ) are recursively updated online as new data items arrive according to the following equation:
where X t , the newest data item available, denotes the realization of a random variable X at time t. Since coefficientsĉ j 0 ,k are estimated recursively each time a new data item arrives, the temporal index t is included. Hence, (5) defines an exponential discounting strategy for the estimator coefficients where the parameter θ , 1 ≥ θ ≥ 0, controls the emphasis assigned to new data with respect to older one. 1 In order to make faster the proposed framework, we include the selective evaluation of coefficients reported in García-Treviño and Barria (2012) for (5). In this way, prior to the updating ofĉ j 0 ,k (t ), we check if X t falls within the interval [2 j 0 k, 2 j 0 (k + 2N ϕ 0 − 1)], which is the support of ϕ j 0 ,k . If X t is inside this interval then we evaluate (θ )ϕ j 0 ,k (X t ), otherwise we make zero that part of the equation.
The Velocity Density Estimation Framework
The velocity density concept in the context of KDE and sliding windows, which was introduced in Aggarwal (2005), is based on the intuitive idea that high levels of evolution in a given data stream are associated to changes in relative data concentrations at some given spatial locations. The concept of velocity density relies on the difference between two probability densities, each of them associated to a particular temporal smoothing/weighting strategy for the data covered by the sliding window (t − h t , t ), where h t defines the length of the temporal window. For this purpose, a forward time slice density estimate and a reverse time slice density estimate are employed. While the former is related to the probability density for all data items covered by the sliding window giving a higher importance to new data, the latter relies on computing the probability density of the data emphasizing the importance of the old data inside the window. Note that in Aggarwal (2005) the probability densities are estimated using KDE that require the same number of base functions (i.e., Gaussian functions) as the number of data items used for the estimation. Also, if h t is chosen to be large, not only the amount of memory required will increase, but also the computational burden of the algorithm will be higher. Moreover, the crucial disadvantage of obtaining evolution coefficients using the approach reported in Aggarwal (2005) is the fact that this process requires the evaluation of the density at given points distributed in a multidimensional grid. Hence, as the number of dimensions increases so do the number of evaluation points needed but in an exponential way. If we assume, for instance, that a given density is characterized by evaluating 10 points equally distributed along the support of the density in each dimension, then the number of resulting evaluation points for a data stream of dimension m is 10 m . This makes the method of Aggarwal (2005) unpractical for analyzing evolution of multidimensional data streams. Furthermore, for the case of multidimensional data, the evaluation of the amount of evolution at each particular dimension involves scanning the data more than once. The above disadvantages prevent the potential deployment of the above framework in real world applications.
In order to overcome the above issues and in order to provide an intuitive user-friendly data stream evolution framework, in this article, we propose the estimation of velocity density using a different density estimator and a rather different data discounting strategy.
PROPOSED FRAMEWORK
In this section, we reformulate the velocity density estimation framework proposed in Aggarwal (2005) by replacing the sliding window approach by an exponential discounting strategy for old data. We use the RWDE estimator as it does not require the storage of past data items in memory (as it will be further discussed in Section 3.3.6). In addition to this, the proposed discounting strategy employs a fixed number of basis functions, independent of the number of data items used for the estimation; and not only allows the evaluation of data evolution at each dimension separately, but it also provides a radically different and computationally less expensive framework for the estimation of local evolution coefficients (LECs) and global evolution coefficients (GECs).
It is important to point out a fundamental theoretical difference between the proposed framework and the approach reported in Aggarwal (2005) . The evolution diagnosis framework of Aggarwal (2005) is based on velocity densities which are constructed by comparing two probability density functions that are estimated using one sliding window but applying different temporal smoothing strategies. Hence, the key idea in Aggarwal (2005) is the use of a spatiotemporal kernel function that is a time-factored version of the spatial kernel, traditionally used in the KDE context. In contrast, the density estimation framework we propose, relies on the use of two recursive exponential windows-applying different exponential discounting strategies for old data-which only require the last data item available to update the density estimates at a given time stamp.
An underlying advantage of the proposed technique is that it requires constant space for the computation of the densities, independent of any window size. For example, if we are interested in quantifying long-term changes in data, this can be analyzed without increasing memory storage. In contrast, using the framework reported in Aggarwal (2005), the size of the sliding window and consequently, the amount of memory required and the computational complexity of the algorithm will increase.
The two approaches for velocity density estimation are depicted in Figure 1 . Note that the two main differences between the methods are the following: (1) the data used for the estimation of the density; and (2) the type of window used for the estimation. While the method shown in Figure 1 (a) requires all the data that falls inside the sliding window, the proposed framework, shown in Figure 1 (b), only requires the last data item. Regarding the window employed by the weighting strategy, the approach reported in Aggarwal (2005) uses a linear one (see Figure 1 (a)), whereas in the proposed approach (Figure 1(b) ), it is an exponentially decaying one.
Proposed Velocity Density Framework
Let's consider a multivariate data stream similar to the one defined in Section 2.1.2, whose multidimensional data items at time t, X t = (X 1 t , X 2 t , . . . , X m t ) ∈ R m , are assumed to be the realizations of a multidimensional random variable X.
Density Estimation.
In our framework two types of velocity densities are employed, both of them relying on the RWDE estimation approach reviewed in Section 2.1. The characterization of evolution is based on using a pair of one-dimensional probability density estimates of the form:
where θ defines a given discounting strategy and with the coefficients of the estimator recursively updated each time a new data item is available according tô
where X d t refers to the last data item available at time t and dimension d.
The visualization of evolution dynamics is based on two-dimensional velocity densities relying on two-dimensional densities expressed aŝ
where the coefficients c
Note that the two-dimensional basis functions Φ j 0 ,k are obtained following the procedure explained in Section 2.1.2, and in this sense they are defined as
where d a and d b indicate the dimensions selected for the analysis.
Note that in (6) to (9), we introduce the temporal variable t to both, density estimates and coefficients, to indicate their time dependency. Also different values of θ reflect different discounting strategies for old data in estimator.
Note also that the RWDE algorithm proposed in Caudle and Wegman (2009) comprises two stages namely, an offline and an online stage. However, since in data streaming applications the estimation of an initial density is not feasible, in our implementation of RWDE, we use only its online stage, initializing the estimator coefficients to zero, that is,ĉ d j 0 ,k (0) = 0 ∀k ∈ K . Here, the evaluation of (8) and (6) requires, for all dimensions, the same set of P points β = {b P } p ∈1,2, ...,P , with b P ∈ [0, 1]. Algorithms 1 and 2 summarize the two stage approach of the RWDE algorithm for the one-dimensional case. Algorithm 1 shows the pseudo code of the updating of the estimators coefficients stage, and Algorithm 2 shows the pseudo code of the evaluation of the density stage.
Since the velocity density framework is based on the quantification of the difference between two densities, in the proposed approach a pair of RWDE with different values for θ is required.
The Selection of θ .
The procedure for the selection of θ involves making the weighting value of a particular past coefficient equal to a user defined parameter c min related to the desired weighting value for coefficientĉ j 0 ,k (t − w ), where w is an hypothetical window length, with 0 < c min < 1, w > 1 and w ∈ N. To this end, first consider that (5) can expanded in the following way:
Input: j 0 : Scale of scaling functions; X t : newest data item; θ : Discounting parameter;
Scaling function coefficients at time t − 1;. Output: {ĉ j 0 ,k (t )} k ∈K : Updated scaling function coefficients at time t.
If the new arriving data item X t falls within the support of the scaling function then update the scaling function coefficient otherwise make it equal to its past value. end
Input: j 0 : Scale of scaling functions; {c j 0 ,k (t )} k ∈K : Updated scaling function coefficients at time t; β = {b p } p ∈{1,2, ...,P } : Set of points for the evaluation of the density. Output: {f d (X β , t )} X β ∈β : Updated probability density function at time t.
Evaluate the probability density estimate at a grid of points X β ∈ β. end end According to (11), the weight assigned to the coefficientĉ j 0 ,k (t − w ), that is the last coefficient covered by an hypothetical window of length w, is (1 − θ ) t −(t −w ) θ . Taking into account this, θ can be estimated from the following equation:
Specifically, for normalization, in (12), we consider that the weighting value for the coefficient c j 0 ,k (t − w ) should be equal to c min times the weighting value of coefficientĉ j 0 ,k (t − 1) that is (1 − θ )θ . In order to establish a simple relation between θ and the window size w, in this article, we use c min = e −1 = 0.3679, which means that the weighting value corresponding to the coefficient obtained at time t − w, the oldest element in the hypothetical window, has a contribution of 36.79%. By choosing this particular value for c min then θ becomes approximately equal to 1/w.
In the proposed velocity density framework, we require two densities with different discounting strategies related to two different window lengths, w 1 and w 2 . We use the notation θ w 1 and θ w 2 to refer the discounting parameters associated to w 1 and w 2 , respectively. Note that w 2 > w 1 and w 1 , w 2 ∈ N are user defined quantities whose values depend on the desired time horizon for the analysis.
In order to be able to benchmark the results to the ones obtained using the sliding window approach reported in Aggarwal (2005) , if no explicitly mentioned otherwise, we select w 1 = w 2 /2. As it is discussed in Section 4.1, the proposed framework offers more flexibility in the selection of w 1 and w 2 . This means that, as long as w 2 > w 1 , there is no restriction in the values selected for w 1 and w 2 .
3.1.3 Velocity Density Calculation. Two different strategies for the estimation of velocity densities are here presented.
Velocity Density from Densities (VDD).
The first strategy for the obtention of velocity densities is based on estimating the difference between two different density estimates of the data directly from the densities. We call this method Velocity Density from Densities (VDD). In this case, by using the one-dimensional densities of (6), the one dimensional velocity density V d
where θ w 1 and θ w 2 are, as we said before, different exponential discounting strategies, and w 1 and w 2 represent the window lengths used for the estimation.
Velocity Density from Estimator Coefficients (VDC).
In the context of RWDE, the way a given density vary over time is directly related to the way its corresponding parameters (i.e., wavelet coefficients) are changing. We call this strategy Velocity Density from Coefficients (VDC).
This novel strategy for velocity density has the advantage of a reduced computational burden since it is directly computed from the estimator coefficients, avoiding the evaluation, at every time stamp t, of the density (using either (8) or (6)) in a set of coordinates β. This alternative velocity can be expressed, for the one-dimensional case, aŝ
is a vector containing the (2 j 0 + 2N ϕ 0 − 2) estimator coefficients using the discounting strategy defined by w x . Note here that the velocity presented in (14) is a discrete function since k is a discrete set of translation parameters for the scaling function ϕ j 0 ,k .
Visualization of Changes: Visual Profiles
In this section, we extended the visualization tool proposed in Aggarwal (2005) into the RWDE context. The visualization of change is based on the VDDs approach since on the VDCs approach the set of coordinates β is fixed and does not allow the visualization of a particular spatial location of the data with a higher level of detail.
Temporal Velocity Profiles (TVPs).
The temporal velocity profile is defined as the global overview of the velocity density at different spatial points for a given specific time (Aggarwal 2005) . This profile is a surface plot of the velocity density using a user defined grid of spatial locations or coordinates among two dimensions. Since this visualization tool is useful for two-dimensional data, we require two-dimensional velocity densities of the form: where d a and d b are the two dimensions of the data relevant for the analysis and X d a ,d b is the spatial location in which the velocity density is evaluated. Note thatf
For the construction of TVPs a discretized version of the velocity density is required. This discrete two-dimensional VDD is obtained by evaluating (15) in a set of coordinates β = {b P } p ∈1,2, ...,P along each dimension. For the set of coordinates of P points, each of the two densities used in the construction of the velocity density are evaluated.
Spatial Velocity Profiles (SVPs).
This visualization profile is defined as the spatial overview of the reorganizations that are taken place in the data density at specific spatial points (Aggarwal 2005) . The SVPs allow the user to easily observe the associated directions of all those changes that are taking place in the data. Intuitively, when data is shifting from one spatial location to another the source of the shift shows a reduction in the probability density, whereas the destination of the shift shows an increment. Therefore, there is an increasing gradient from the source to the destination of the shift. The construction of this profile first estimates the gradient at given grid of spatial locations, and then plots the corresponding velocity vectors as arrows at those locations.
For the construction of SVPs, we use a set of coordinates β along each dimension with respect to which the gradient of the velocity density will be evaluated. Then for each spatial location X d a ,d b in that grid the velocity gradient along the ith dimension is defined by
where ϵ i = ϵ.e i is an ϵ-perturbation along the ith dimension and with e i denoting a unit vector. In Figure 2 , we plot the corresponding TVPs and SVPs for an example two-dimensional data stream. It can be seen from TVP that velocity density is positive around spatial location of 0.7 in second dimension (x 2 ) with respect to first dimension (x 1 ) as reference, as greater number of data stream points close to this spatial location have arrived at the end of time horizon used for estimation. On the other hand, velocity density is negative around spatial location 0.5 in second dimension (with first dimension as reference), where more data stream points arrived in the beginning of the interval. From the SVP, it is clear that data stream has shifted in second dimension (x 2 ) from spatial location of 0.5 to 0.7 with first dimension (x 1 ) remaining unchanged. Here, at each spatial location, the gradient vector represents the direction and magnitude of shift in data stream.
Characterizing Data Evolution
3.3.1 Data Evolution Coefficient. In order to quantitatively address the level of significance of changes in streaming data, we propose the evaluation of both local and global data evolution coefficients (Aggarwal 2005) using VDC. LECs are related to single dimensions of the data stream, whereas the GECs consider the entire sets of dimensions.
The proposed framework relies on the observation that the amount of evolution of a given data stream at a given time instant t is directly proportional to the sum of all changes in the estimator coefficients. Since each of these coefficients is related to a particular spatial location, then changes in data concentrations at given location directly produce variations in the value of the corresponding coefficients. In this sense, a high level of evolution is associated to significant changes among all these coefficients.
An important advantage of the proposed framework is that since velocity densities are separately computed for each dimension, then evolution coefficients can also be obtained in the same manner. For the case of high dimensional data, this is an important capability that allows the straightforward identification of dimensions in data in which data evolution is relevant and dimensions in which data is not significantly changing. We define the LEC corresponding to the dimension d of the data as
Note here that by using (17), we not only can quantify in which particular dimension the data is more significantly evolving, but also we can find a subset of the most relevant dimensions for that underlying data change. If a general overview of the evolution is needed then a GEC can be used. As one representative instantiation, we propose in this article estimating the GEC by averaging the evolution coefficients at each dimension E d
Correlation Between Evolution Coefficients.
Since the proposed framework is based on the estimation of evolution at each dimension, the correlation structure of the data stream can be assessed by finding the correlation between evolution coefficients corresponding to different dimensions. We propose to compute the CC between two one-dimensional streams using an exponential discounting method. Inspired by the method to compute the CC for sliding windows introduced in and Rodrigues et al. (2008) , in this article, we propose an Exponentially Weighted Moving Correlation Coefficient (EWMCC) algorithm that can be recursively computed using only the newest data item available.
For simplicity, let us make a(t ) = E a
Here, a(t ) and b (t ) can be seen as streams of evolution coefficients for two different dimensions. Then the EWMCC between streams of evolution coefficients corresponding to dimensions a and b using an exponential window defined by α is expressed as
Note here that all the elements of (19) are also computed recursively. Here,Ā(t ) andB(t ) are the recursive version of the mean of a(t ) and b (t ), respectively. A 2 (t ) and B 2 (t ) are the recursive versions of the sum of a(t ) 2 and b (t ) 2 , respectively. C (t ) is the recursive implementation of the product of a(t ) and b (t ), whereas D(t ) is a recursive variable related to the number of data items effectively included inside the exponential window. For initialization, we setĀ(1) = a(1),
, and D(1) = 1. In (19), α = 1/w α is an user defined value that depends on to the length of the time window w α used for the analysis. The pseudo code for the proposed EWMCC is shown in Algorithm 3.
ALGORITHM 3: EWMCC(a(t ),b (t ),γ (t − 1));
Input: a(t ): Evolution coefficient at time t for the first dimension of the analysis; b (t ): Evolution coefficient at time t for the second dimension of the analysis; γ (t − 1) = {Ā(t − 1),B(t − 1), A 2 (t − 1),B 2 (t − 1),C (t − 1), D (t − 1)}: Set of recursive parameters for the estimation of the correlation coefficient. Output: corr (a,b ) (t ): Correlation coefficient between streams of evolution coefficients a and b at time t; γ (t ): Updated set of recursive parameters.
comment: Evaluate the EWMCC between two one-dimensional streams of evolution coefficients a and b at time t.
In Figure 3 , we plot an example two-dimensional data stream and the corresponding CC reported by the proposed EWMCC algorithm and the sliding window approach of at every time stamp. We can observe from Figure 3 , that results obtained using EWMCC are similar to results computed using a sliding window approach, which means that EWMCC is able to capture, with some arbitrary precision defined by the parameter w α , the changing correlation of data stream a.
Finding Relevant 2D Projections of Data. The plotting of TVPs and SPVs is relevant
for all those pairs of dimensions (2D projections) in which the correlation structure of the data is more significantly evolving. By considering that in a m-dimensional data stream there are N c 2-combinations of the form ( m 2 ), then to compute all of them using (19) m recursive means (eitherĀ(t ) orB(t )), m recursive sums of squared one-dimensional data streams (either a(t ) 2 or b (t ) 2 ) as well as N c recursive products a(t )b (t ) are required to be stored. Note that only one recursive variable D(t ) is required since it is common to all dimensions. Then in total 2m + N c + 1 recursive variables need to be maintained. For instance, if m = 100 there are N c = 4,925 combinations of pairs of dimensions for which the storage of 2(100) + 4,925 + 1 = 5,126 variables is required. Furthermore, the updating of each of these recursive variables involves only two simple multiplications.
Computational Complexity.
The complexities of the proposed VDD and VDC are directly related to the complexity of the one-dimensional RWDE in which they both rely on. RWDE in turn involves, for each data item X i , the evaluation of the scaling function ϕ j 0 ,k (X i ) for each of the N b = (2 j 0 + 2N ϕ 0 − 2) scaling functions employed using j 0 . The evaluation of ϕ j 0 ,k (X i ) is performed using the so-called Daubechies-Lagarias Algorithm (see Vidakovic (1999) for more details) where two variables are involved, i.e., the order of the filter N ϕ 0 and the precision of the algorithm r (in this article, we consider r = 9). Specifically, the complexity of evaluating ϕ j 0 ,k (X i ) for a single scaling function is O (r (2N ϕ 0 − 1) 3 ) . In this sense, O (r N b (2N ϕ 0 − 1) 3 ) is the complexity of updating all the estimator coefficients at every time stamp. According to this, the complexity of the one-dimensional VDC is O (2r N b (2N ϕ 0 − 1) 3 ) , while the complexity of the m-dimensional VDC is O (2mr N b (2N ϕ 0 − 1) 3 ). Since VDD, in addition to the updating of the estimator coefficients also involves the evaluation of the density in a set of P points, its complexity for the one-dimensional case is given by O (2r (N b + P )(2N ϕ 0 − 1) 3 ), whereas for the m-dimensional it is O (2mr (N b + P )(2N ϕ 0 − 1) 3 ). 1,000 20 1.4e+05 2.6e+05 4.0e+04 10 1,000 10 1.4e+06 2.0e+06 2.0e+14 10 1,000 20 1.4e+06 2.6e+06 2.0e+17 50 1,000 10 6.8e+06 9.9e+06 1.0e+55 50 1,000 20 6.8e+06 1.3e+07 1.1e+70 1 5,000 10 1.4e+05 2.0e+05 1.0e+05 1 5,000 20 1.4e+05 2.6e+05 2.0e+05 10 5,000 10 1.4e+06 2.0e+06 1.0e+15 10 5,000 20 1.4e+06 2.6e+06 1.0e+18 50 5,000 10 6.8e+06 9.9e+06 5.0e+55 50 5,000 20 6.8e+06 1.3e+07 5.6e+70 1 10,000 10 1.4e+05 2.0e+05 2.0e+05 1 10,000 20 1.4e+05 2.6e+05 4.0e+05 10 10,000 10 1.4e+06 2.0e+06 2.0e+15 10 10,000 20 1.4e+06 2.6e+06 2.0e+18 50 10,000 10 6.8e+06 9.9e+06 1.0e+56 50 10,000 20 6.8e+06 1.3e+07 1.1e+71 *Using r = 9, N ϕ 0 = 4, j 0 = 4.
Computational Complexity Comparison.
In this section, we theoretically compare the computational complexity of the proposed VDD and VDC methods with the velocity density framework proposed in Aggarwal (2005), which we refer to as VDKDE. For the one-dimensional case, the complexity of VDKDE is O (2h t P ), where h t is the length of the sliding window. For the m-dimensional case, it is O (2mh t P m ). Note here that the number of points in which the densities are evaluated depends on the number of dimensions m.
For comparison, in Table 1 , we provide the number of multiplications required to compute velocity densities using VDC, VDD, and VDKDE when the number of dimensions of the data m, the size of the window for the analysis h t and the number of P points in which each density is evaluated are varied.
The most important observation from Table 1 is that, since the proposed VDC and VDD algorithms are independent of the window size h t , they are significantly less complex than VDKDE, in particular for cases involving higher dimensions.
Space Complexity.
The space complexity of the proposed VDD and VDC algorithms is both constant and independent of any window size. Specifically, both algorithms require the storage of the latest evolution coefficient at each dimension plus the coefficients of the density estimators employed, which can be expressed as 2mN b , where N b is the number of scaling functions used in RWDE. In contrast, the space complexity of the VDKDE framework is 2h t , which directly depends on the window size h t . In Table 2 , we show the space complexity of the proposed and the VDKDE methods for different window sizes and for different dimensions. The main observation from this table is the fact that the constant space complexity of the VDD and VDC algorithms makes them suitable for the analysis of large amounts of data.
EMPIRICAL EVALUATION AND EXAMPLES
The evaluation of the proposed algorithm consists of the following five parts 2 : (i) selection of parameters and evolution coefficients; (ii) computational complexity assessment; (iii) change detection and evolution diagnosis example, and (iv) three examples on the application of the framework to real world applications. 
Selection of Parameters and Evolution Coefficients
In this section, we compare the evolution coefficients as they convey the amount of variation information contained in the velocity density in a single number. As an illustrative example, we consider the one-dimensional synthetic data stream depicted in Figure 4 (a) that presents a shift in mean. Specifically, this data stream was generated by drawing a random number from a Gaussian distribution with fixed variance σ 2 = 0.001 and mean that changes over time (from the 1 to the 1,000 data item μ = 0.5, from the 2,000 data item to 3,000 μ = 0.7, while from the 1,001 data item to the 2,000 μ changes from 0.5 to 0.7 increasing 0.0002 at each data item). In Figure 4 (f), it is shown that the proposed framework allows the use of different wavelet families, all of which can capture the evolution of a data stream. We use wavelets from the Symlets family, since they are the common choice for WDE (Vidakovic 1999) , as they are the "least asymmetric" compactly supported orthogonal wavelets.
The order of the scaling function N ϕ j 0 also impacts the resulting evolution coefficient as it is shown in Figure 4 (e). From the six orders evaluated only the wavelet Sym1 (of order 1), presents a degraded behavior. It is important to highlight that N ϕ j 0 is directly related to approximation capabilities of the scaling function and in the relevant WDE literature (Vidakovic 1999) , N ϕ j 0 = 4 has been suggested to use for good approximation.
The pair of window sizes w 1 and w 2 are application specific parameters since they both define the data considered for the analysis. Specifically, w1 defines the subset of the most recent data that is compared with the reference old data defined by w 2 . In Figure 4 (b) and (c), we evaluate the effect of modifying the difference w 2 − w 1 (maintaining w 1 fixed and only changing w 2 ) and the effect of maintaining constant the difference w 2 − w 1 . Note that as w 1 and w 2 or their difference increase the magnitude of their corresponding evolution coefficients also increases.
From Figure 4 (d), it can be observed that different values of j 0 produce evolution coefficients that are able to correctly detect the evolution in the example data stream. The selection of a particular value for j 0 depends on the underlying distribution of the data, as well as the number of data items considered for the estimation, which is controlled by the size of the windows w 1 and w 2 .
In order to provide a general guideline for the selection of w 1 and w 2 , Figure 5 shows LECs calculated using different pairs of window sizes and different values for j 0 for four example data streams that present changes in mean at different times. The main observation from Figure 5 is that, to allow LECs to properly capture changes in the underlying generative process of the data, the number of data items covered by w 2 should be at least four times smaller than the number of data items between consecutive changes. Regarding the selection of w 1 , we set w 1 = w 2 /2 and, in this way we use a similar setting for the windows sizes as the benchmark approach (Aggarwal 2005) . Regarding this setting, we can see that w 1 = 125 and w 2 = 250 is the only pair of windows that can correctly detect changes in the example data stream d in Figure 5 for different values of j 0 . The right column of Figure 5 shows the data stream d whose second change occurs 1,000 data items after the first change.
Since the underlying distribution of data is unknown, for the selection of j 0 an approach similar to the one used to select the bandwidth parameter in KDE is proposed, that is to select j 0 according to the optimal value for a normal distribution. We evaluate five different values j 0 for 500 values of n, ranging from 10 to 10,000 data items from a normal distribution N (0, 1). Then an approximation of the Mean Integrated Squared Error (MISE) between the true density and their WDE estimates is obtained. For each value of n, the value of j 0 that reports the lowest MISE is selected as optimal. It is important to recall that since in the context of WDE and RWDE input data requires to be normalized between the range [0, 1] the variance of the data is not considered for the selection of j 0 . Figure 6 shows the optimal values of j 0 for different values of n determined according to the procedure above highlighted.
Estimation of Time Required to Calculate GECs.
In this section, we evaluate the number of data items that can be processed per second 3 for the estimation of GECs changing: (i) the order of the filter N ϕ 0 , and (ii) the initial scale j 0 . Note that since N ϕ 0 is similar for Daubechies and Symlets wavelet families, the reported results are valid for both wavelet families.
14:18 E. S. García Treviño et al. The first observation from Table 3 is that the number of data items that can be processed per second is inversely proportional to the order of the filter N ϕ 0 . Also, a 100-dimensional data stream can update GECs about 10 times per second using any value for N ϕ 0 . Hence, the real time estimation of GECs for high dimensional data is feasible with the proposed framework. Regarding the number of data items that can be processed per second when varying the scale j 0 , it is not significantly affected for different values of j 0 . The above results show that the proposed framework is a promising tool for the analysis of multidimensional data streams that can be implemented in personal computers with modest computational capabilities.
Computational Complexity Assessment
In this subsection, we empirically evaluate the complexity of the alternative velocity density frameworks in the construction of TVPs.
Two are the aspects included in the comparisons: the number of data items processed per second (i) as a function of the time window h t , and (ii) as a function of the number of coordinates β chosen for the evaluation of the velocity density. For this experiment, we use a synthetically generated two-dimensional data stream where each data item is drawn from a Gaussian distribution with means μ = [0.5 0.5] and with covariance matrix Σ = σ 2 I 2 , where σ 2 = 0.01 and I 2 representing the two-dimensional identity matrix. In Figure 7 , we show the corresponding results.
Note that, in Figure 7 (a), only one curve is plotted for the proposed RWDE algorithm. This is because in the proposed approach the processing of a particular number of data items is independent of the value of h t . In contrast, for the KDE-based method, different values of h t correspond to different processing times for a given number of data items. It is clear from Figure 7 (a) that although for small values of h t the VDKDE framework requires less processing time, the appeal of the proposed approach is that, in the construction of TVPs, the required processing time is independent of the time horizon of the analysis.
Regarding the number of coordinates β selected at each dimension for the evaluation of TVPs, it can be observed from Figure 7 (b) that, for similar values of β, TVPs obtained with the proposed framework have a reduced processing time.
Example 1: Change Detection and Evolution Diagnosis
We first evaluate the change detection performance of the proposed algorithm on two-dimensional synthetic data from a Gaussian mixture density. For comparison purpose, we also evaluate two recently published change detection algorithms: the semi-parametric log-likelihood criterion (SPLL) algorithm presented in Kuncheva (2013) and the relative density-ratio estimation (RuLSIF) algorithm presented in Liu et al. (2013) . In the SPLL, two sliding windows of different lengths are implemented and an average squared Mahalanobis distance is considered for change detection criteria (i.e., as change point score); and in RuLSIF, a retrospective change point detection scheme is employed where change point is detected from relative density ratio estimation using Pearson divergence. For the proposed algorithm, we use GECs as the change point scores. The peaks of change point scores are defined as the detection alarms (DA) similar to Liu et al. (2013) and Desobry et al. (2005) , and in order to reduce the noisy peaks in the data, we consider only those peaks which have a minimum peak prominence of 0.1 (10% of maximum normalized change point score). A true positive (T P) is detected if there is (i) a DA and (ii) the detected alarm is the first detection within N min samples distance from actual change point (CP). This N min samples delay corresponds to the minimum number of samples between any two change points in data. A DA is considered as a false positive (FP) if it does not satisfy the conditions of true positive. True positive rate (T PR) is defined as T PR = i T P i / i CP i and false positive rate (FPR) is defined as
We generate a two-dimensional data stream from a mixture of Gaussian density that changes with time. The mixture has three Gaussian components and samples are generated from 1 to 35 "states or blocks" of these mixture coefficients. The values of these states of mixture coefficients M 1 , M 2 , and M 3 are shown in Table 4 . This data stream contains a mixture of small and large changes in the underlying coefficients in consecutive states. Also for states 1-5 and 13-18 mixture values do not change, which means that data is being generated from the same density for longer period of time.
The two-dimensional mean and covariance matrix of each mixture component do not change with time and remains constant, and are given by
Two types of datasets are generated from these mixture of Gaussian densities that only differ in number of samples being generated from each of these 35 states: (1) Evolving data-500, where 500 samples are generated from each state and (2) Evolving data-1000, where 1,000 samples are generated from each state. Figure 8 shows, for evolving data-1000, the density function graphic representation for states 1, 8, 12, and 30. Change detection performance in both datasets "Evolving data-500" and "Evolving data-1000" is shown in Figure 9 (a) and (b) where a representative set of comparative results are presented. It can be seen from Figure 9 (a) and (b) that the proposed GECs outperform RuLSIF and SPLL in change detection in multidimensional data where density function is complex and evolves at different rates in time. Note also that for the proposed algorithm, as the window w 1 size increases from 0.25 × w 2 to 0.50 × w 2 , better T PR curve is obtained and, as expected, TPR curve obtained for data-1000 is better then data-500. However, gain in detection accuracy comes with an increased delay in detection of true positives due to larger window sizes. So, a trade-off between delay and detection accuracy will be required when selecting the window sizes. Figure 9 (c) shows the change detection performance when we decrease the minimum peak prominence to 0.05. As expected false positives will increase and curves will achieve TPR with higher FPR. Average sample delays in detection for all algorithms in Figure 9 are presented in Table 5 , where it can be seen that the proposed algorithm has sample delays of the same order of magnitude than the other algorithms and, in fact, it gives the lowest delay in case of curves in Figure 9 (a) and 9(c). In the case of curves shown in Figure 9 (b), SPLL gives the lowest delay but we note that its TPR is also very low.
Evolution Diagnosis.
The proposed algorithm also provides additional insight into characteristics of data that cannot be obtained from the change detection algorithm RuLSIF (Liu et al. 2013 ) (as it directly optimize the density-ratio without estimating the densities) nor the SPLL algorithm (Kuncheva 2013) (because although in this algorithm density is estimated for w 1 , a log-likelihood bound is used as a change measure). In Figure 10 , the velocity density V DD of dimension-1 of the "Evolving data-1000" data stream is shown (the V DD of dimension-2 has very similar characteristics), which presents the evolution or change in the density of data at different data locations over time. The darker shade at a particular data location means an increase in the density value and red shade represents a decrease in the density at that data location and intensity corresponds to the amount of change. We also note that, in Figure 10 , the concept of data coagulation and data dissolution regions introduced in Aggarwal (2005) can be observed. It represents changes in the density of data at a time instant "t," which are in fact the increments and decrements in density at different data locations, respectively. The associated epicenters of data coagulation (•) and data dissolution ( ) are also shown in Figure 10 , which conform with the changes in the states of mixture coefficients in Table 4 .
Example 2: Gas Sensor Array Under Dynamic Gas Mixtures
In this real world example, we analyze the evolution of the measurements of a gas sensor array containing 16 chemical sensors reporting gas mixtures whose concentration levels vary over time. The aim of this experiment is to compare the evolution diagnosis capabilities of the proposed velocity approach with the one reported in Aggarwal (2005) . For this purpose, we use the experimental dataset generated in Fonollosa et al. (2015) for the mixture composed of Ethylene and Methane on air. The dataset contains one time series for each of the 16 the chemical sensors in the array, so it can be considered a 16-dimensional dataset, where each time series contains 4,178,504 data points and was constructed by streaming the sensors' measurements during approximately 12 hours of uninterrupted data gathering. The concentration transitions were set at random times and to random concentration levels. The dataset includes the following transitions: increasing, decreasing, or setting to zero the concentration of one volatile, while the concentration of the other volatile is kept constant (either at a fixed or at zero concentration level).
In this experiment, the first million data points are used to obtain their corresponding evolution coefficients using VDKDE and the proposed method. Note that the original multidimensional VDKDE formulation cannot be directly applied here since, if we consider that to moderately characterize a given density we need at least 10 points distributed along the support of the density, then we will need to evaluate 10 16 points for each data item processed. Hence, for benchmarking purposes, the evolution coefficients obtained using VDKDE are computed separately for each dimension. For VDKDE, we select a window size h t = 1,000 and bandwidth of the Gaussian Kernel σ K DE = 0.06, while for the proposed VDC we use a scale j 0 = 3 and the windows w 1 = 500 and w 2 = 1,000. 4 Results for this experiment are depicted in Figure 11 , where the two upper plots (a, b) show the concentration levels over time of each of the two gases in the mixture, while the three pixel plots at the bottom (c, d, e) show the sensor array measurements and the evolution coefficients for the two evaluated methods. Note that in the three pixel plots the y-axis represents the sensor and the darker the color the higher the detected increase in the evolution coefficient.
The key observation from Figure 11 is that both methods are able to track the evolution of the measurements in the sensor array for the 16 sensors. Every time there is a change in the concentration of ethylene or methane there is an increase in the evolution coefficient reported by both velocity density approaches. In order to quantitatively asses how similar are results from both methods, we compute, for each sensor, the CC between the 1,000,000 evolution coefficients obtained using the VDKDE approach with the ones reported by the proposed VDC approach. The resulting CCs for each sensor are shown in Table 6 . Using the guide to verbally describe statistical quantities (Evans 1996) , results from Table 6 indicate that there is a very strong linear relationship between evolution coefficients reported by both velocity density methods in 12 out of 16 sensors (CC is higher than 0.8) and a strong correlation in the remaining 4 sensors. For the aggregate 14:24 E. S. García Treviño et al. results from all sensors, we compute the two-dimensional cross-correlation between the evolution coefficients for the 16 sensors, obtaining a value of 0.84, which confirms the very strong linear relationship between the two paradigms to characterize evolution in data streams.
Example 3: UK's Daily Temperature from 1960 to 2006
The aim of this experiment is to exemplify how the proposed velocity density framework can be useful to perform more robust analysis in domains involving geospatial data. For this real world example, the proposed data stream evolution diagnosis framework is applied using the daily 5 km × 5 km gridded temperature dataset for the UK from the UK's National Weather Service (Met Office 2012). We use the daily gridded dataset of mean temperatures ( This example consists in obtaining the VDC, and in turn the corresponding LEC at each point in the grid, for each of the 17,167 time stamps. Specifically, we evaluate two pairs of window sizes [w 1 w 2 ]. The two pairs of windows consider the period of one year for w 1 , that is w 1 = 365. Regarding the second window w 2 , we use w 2 = (5)(365) = 1,825 and w 2 = (10)(365) = 3,650, corresponding to five years and ten years, respectively.
In Figure 12 , we plot a map of the UK showing the average of evolution coefficients over 1 (Figure 12 (a) and (c)) and 5 years (Figure 12(b) and (d) ). We can observe that, in general, the southern part of the UK, the Western isles, the isles of Orkney (in the north and west of the UK), are the ones with the highest temperature evolution for the two time periods studied.
We also investigate the correlation between temperature evolution between the London borough of Westminster (white square in Figure 12 (e)) and the rest of the Locations in the UK for the period . In this case, we compute, at every time stamp, the CC for the past 3,600 evolution coefficients between the cell corresponding to Westminster (Easting: 530, 709 Northing: 179, 631 ) and the remaining 10,358 cells in the grid. We use w 1 = 365, w 2 = 1,825, and w α = 3,600. Then, we average the resulting 17,167 CCs at each location to produce the map depicted in Figure 12 (e). As we would have expected for geospatial data, the temperature evolution is spatially correlated (higher correlation values are represented by dark shades). The cells associated to East of England and South East England are the regions that report the highest correlation of temperature evolution.
Example 4: Hong Kong's Air Pollution Index for 2008-2013
The aim of this experiment is to provide another example to illustrate how the diagnosis of data evolution can offer additional insights from data from different domains. This real world example considers the hourly Air Pollution Index (API) from Air Quality Monitoring Network of the Environmental Protection Department (EPD) Hong Kong (EPD 2015). In Figure 13 (a), we show the location of the stations. Out of these 14 monitoring stations, 3 stations namely Causeway Bay, Central, and Mong Kok are roadside stations with monitoring station height less than 5 meters and the other stations are general stations with station height ranging from 11 to 27.5m. The example consists in obtaining the LEC, for every hour between 01/01/2008 and 29/12/2013 for each of the stations in the network. Hence, we have 14 one-dimensional data streams of evolution coefficients with a total of 52,340 data items in each of them. We evaluate one pair of window sizes, while the first window considers the period of one month that is w 1 = (30)(24) = 720, the second window is set to cover the period of 5 months w 2 = (5)(30)(24) = 3,600. For visualization, we average all the evolution coefficients of each station and then apply a nearest neighbor interpolation to obtain a map showing the averaged evolution coefficient for the whole Hong Kong area for the period 2008-2013. From Figure 13 (b), the areas covered by Yuen Long, Tung Chung, Central/Western, and Eastern stations are the ones that report, the highest API evolution. In contrast, Kwai Chung, Mong Kok, Central and Causeway Bay are the stations whose pollution levels present the lower evolution, which can be expected by the fact that pollution level remains the same in roadside stations where heavy traffic is always present.
To produce Figure 13 (c), we obtain, at every time stamp, the CC for the past 8,640 evolution coefficients (w α = 8,640) between each of the 91 2-combinations of the 14 stations. We obtain the resulting stream of 52,340 CCs that are averaged and use a pixel plot where each diagonal pixel, presents the correlation with itself. Figure 13 (c) is obtained using the EWMCC algorithm. It can be seen that the API evolution for Causeway Bay, Central and Mong Kok stations is the less correlated with the API evolution of the remaining stations. This can be expected as these stations monitor air pollution only at 5m height
