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FABER-KRAHN INEQUALITIES FOR SCHRO¨DINGER OPERATORS
WITH POINT AND WITH COULOMB INTERACTIONS
VLADIMIR LOTOREICHIK AND ALESSANDROMICHELANGELI
ABSTRACT. We obtain new Faber-Krahn-type inequalities for certain perturba-
tions of the Dirichlet Laplacian on a bounded domain. First, we establish a two-
and three-dimensional Faber-Krahn inequality for the Schro¨dinger operator with
point interaction: the optimiser is the ball with the point interaction supported
at its centre. Next, we establish three-dimensional Faber-Krahn inequalities for
one- and two-body Schro¨dinger operator with attractive Coulomb interactions,
the optimiser being given in terms of Coulomb attraction at the centre of the ball.
The proofs of such results are based on symmetric decreasing rearrangement and
Steiner rearrangement techniques; in the first model a careful analysis of certain
monotonicity properties of the lowest eigenvalue is also needed.
1. Background and outline
In this work we produce two types of generalisations of a famous, one century
old, optimisation result due to G. Faber [31] and E. Krahn [49]. Whereas our
applications concern two distinct operators of interest, the conceptual scheme of
the proofs and the technical tools utilised are similar in both cases, which is the
reason we should like to present both results on the same footing.
In its original formulation Faber-Krahn inequality states that amongst all domains
Ω ⊂ Rd, d ≥ 2, with the same given finite volume, the lowest (principal) eigen-
value of the negative Dirichlet Laplacian is minimised by the ball. This is an
archetypal result in the vast and ever growing field of variational methods for
eigenvalue approximation and spectral optimisation. The main tool in the proof
is the symmetric decreasing rearrangement – see the monographs [6, 46, 4] and
the references therein.
The general concept underlying Faber-Krahn-type inequalities is the relation be-
tween geometry and spectral properties, an idea that can be traced back to Lord
Rayleigh’s celebrated conjecture [58].
Historically, the first natural focus in this respect is precisely the Laplacian with
Dirichlet boundary conditions on Ω (by ‘Laplacian’ we shall understand hence-
forth the differential operator −∆, the minus sign being included in order to re-
alise the operator as lower semi-bounded on L2(Ω)). Other settings of interest in
the spirit of spectral optimisation, which can mean both the upper and the lower
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bound depending on the problem, are the Neumann Laplacian, whose lowest
non-trivial eigenvalue is maximised by the ball [62, 63], Laplacians with Robin
[27, 28, 33, 19, 43, 18, 52, 20], Wentzell-Robin [44, 45], Stekloff [64, 15], or mixed
[48] boundary conditions, and more generally for Laplace-Beltrami operators for
domains in compact Riemannian manifolds with various boundary conditions
[54, 23, 65, 47, 60], just to scratch the surface of a huge and branched out research
field. Of course, all this come up with a variety of techniques that may differ sub-
stantially from the rearrangement scheme of the original Faber-Krahn inequality.
Beside investigating different sorts of boundary conditions, also other sorts of
differential operators have been studied which give rise to Faber-Krahn-type in-
equalities, significantly p-Laplacians [11, 17, 45, 26, 40], magnetic Laplacians [32],
and Dirac operators [8, 3]. Certain analogous spectral optimisation results have
been established also for Robin Laplacians on the exterior of compact sets [50, 51,
29] and on unbounded cones [47].
The direction we are concerned with here is the emergence of Faber-Krahn-type
inequalities for suitable perturbations of the Dirichlet Laplacian on bounded do-
mains Ω.
The first playground onemay think of are of course Schro¨dinger operators−∆+V
for suitable measurable potential V : Ω → R. For instance (see, e.g., [9, Sect. 4]) a
straightforward adaptation of Faber-Krahn inequality holds, stating that amongst
all Ω’s with same finite volume, the lowest eigenvalue of −∆ + V with V non-
negative in L1(Ω) and with Dirichlet boundary conditions always exceeds the
lowest eigenvalue of the analogous Schro¨dinger operator on the ball with poten-
tial given by the symmetric increasing rearrangement of V . In this framework,
optimisation (say, of the first eigenvalue, of the fundamental gap, etc.) has been
investigated with respect to various classes of potentials at fixed Ω (see, e.g., the
survey in [39, Chapter 8] and the references therein)
Here our focus splits into two lines. Dirichlet boundary conditions shall be as-
sumed throughout. On the one hand, we are concerned with the question of
optimising the lowest eigenvalue of a Schro¨dinger operator with localised im-
purity. There are significant precursors [22, 38, 25], which qualified the optimal
placement of an obstacle or a well within a fixed bounded domain Ω, meaning, a
positive or negative bump-like potential V supported inside Ω. We push this line
further, by modelling the impurity with an operator of point interaction, that is,
a singular delta-like perturbation of the Dirichlet Laplacian supported at a point
y ∈ Ω. The connection with bump-like potentials of finite size is clear by analogy
with the case of a point interaction Hamiltonian on the whole Rd, d ∈ {1, 2, 3}:
the latter can be indeed constructed as a suitable limit of Schro¨dinger operators
−∆+ Vn on L
2(Rd) along a sequence of sufficiently localised and regular poten-
tials Vn shrinking and spiking up to a delta-like profile as n→∞ [2].
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We thus consider a bounded domain Ω ⊂ Rd with C∞-boundary, d ∈ {2, 3}, and
the operator HΩα,y on L
2(Ω) for given y ∈ Ω and α ∈ R, namely the self-adjoint
operator of point interaction supported at y and with inverse scattering length α.
Loosely speaking, HΩα,y corresponds to the formal differential expression
−∆+ ναδy
with Dirichlet boundary condition at ∂Ω and some coupling να (of which α is
a suitable renormalisation). In fact, HΩα,y is rigorously defined as a self-adjoint
extension in L2(Ω) of the Dirichlet Laplacian restricted to smooth functions van-
ishing on neighbourhoods of y, a construction obtained in [13] (see also [24]). Ba-
sic spectral properties and an amount of further results on HΩα,y were established
in [13, 30, 57]. As the above singular perturbation at y does not alter the lower
semi-boundedness of the unperturbed Dirichlet Laplacian, it still makes sense to
investigate the principal eigenvalue λα1 (Ω, y) of H
Ω
α,y . In particular, [30] proved
strict monotonicity of λα1 (Ω, y) with respect to certain directions along which y is
moved, thus a first partial answer to the question where to locate a point interac-
tion of given strength so as to minimise λα1 (Ω, y).
Our first main result in the present analysis is the solution to a problem that
merges the above question with the isoperimetric question for domains with the
same volume, namely the problem of optimising λα1 (Ω, y)with respect to a simul-
taneous variation of the domain Ω and the point y ∈ Ω.
We demonstrate the Faber-Krahn inequality
λα1 (B,0) ≤ λ
α
1 (Ω, y),
where B ⊂ Rd is the ball of the same volume as Ω centred at the origin 0 ∈ Rd.
This is achieved by means of rearrangement techniques (for which we provide a
concise survey in Section 2), combined with an accurate analysis of certain crucial
features of λα1 (Ω, y) and its associated eigenfunction, in particular the monotonic-
ity of the former with respect to α, and some convenient representations of the
latter (an analysis that we develop in Sections 3 and 4). We present the proof
of this first main result in Section 5. It is worth emphasizing that we demon-
strate the above Faber-Krahn inequality following two alternative routes: a gen-
eral one that relies on certain estimates available in the literature for Green func-
tions for Dirichlet Laplacians on domains, and an additional one, applicable when
λα1 (Ω, y) > 0, that has the virtue of exploiting rearrangement techniques as for the
original Faber-Krahn, and in fact allows us to re-prove independently the above
mentioned Green function estimates. In this respect, it is remarkable that the lat-
ter are so intimately connected with the spectral theory of the Hamiltonian with
a point interaction in bounded domain.
In the second line of investigation of this work, on the other hand, we are con-
cernedwith the optimisation of the lowest eigenvalue of certain three-dimensional
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Schro¨dinger operators on bounded domain and with attractive Coulomb poten-
tial.
We actually examine twomodels. First, for generic bounded domain Ω ⊂ R3 with
C∞-boundary, y ∈ Ω, and q > 0, we consider the operator
T
Ω
q,y = −∆x −
q
|x− y|
in its natural self-adjoint realisation on L2(Ω)with Dirichlet boundary conditions
at ∂Ω. Here too the Coulomb perturbation produces a lower semi-bounded oper-
ator, with lowest eigenvalue µq1(Ω, y). For the latter we establish the Faber-Krahn
inequality
µ
q
1(B,0) ≤ µ
q
1(Ω, y) .
Thus, the configuration with Coulomb attraction at the centre of the ball min-
imises the principal Schro¨dinger-Coulomb eigenvalue among all domains with
equal volume and generic interaction centre y.
Next, we examine the two-body counterpart of the previous model. Whereas HΩα,y
and TΩq,y above are naturally interpreted as Hamiltonians for one non-relativistic
quantumparticle confined inΩ and subject to an interaction (of contact or Coulomb
type) centred at a fixed point y, we now study the quantum Hamiltonian for two
particles confined in Ω and coupled among themselves by a two-body, isotropic,
Coulomb attraction of intensity q > 0. The Hamiltonian of interest becomes
T
Ω
q = −∆x1 −∆x2 −
q
|x1 − x2|
,
canonically realised as a self-adjoint operator on L2(Ω×Ω)with Dirichlet bound-
ary conditions at ∂(Ω × Ω). Here one should think of q as the product of the
(absolute values of) the charges of the two particles. Again, TΩq is lower semi-
bounded, with lowest eigenvalue νq1(Ω). In the optimisation of ν
q
1(Ω) over all Ω’s
with the same volume we establish the lower bound
2µ
q/2
1 (B,0) ≤ ν
q
1(Ω) .
The l.h.s. above formally expresses the sum of the lowest energy levels of two
identical particles in the ball B, each of which evolves uncoupled from the other
and is subject instead to a Coulomb attraction from the centre of the ball, where
now the product of the charge of the centre and the charge of each particle is half
of the original q.
Such analysis is carried on in Section 6. The conceptual scheme for the one-body
case goes along the same line as for our Faber-Krahn inequality for the one-body
point interaction. Exporting that scheme to the two-body case requires the re-
placement of the standard symmetric rearrangement tools with the Steiner re-
arrangement (which is also concisely reviewed in Section 2).
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In conclusion, we provide three new non-trivial examples of variational eigen-
value estimates for Schro¨dinger self-adjoint operators on bounded domains, the
first two of which are in the form of novel Faber-Krahn-type inequalities.
As the models we considered here appear not to have had previous scrutiny as
far as spectral optimisation is concerned, an amount of interesting open ques-
tions obviously arise, on some of which we are committed to, as counterparts of
the corresponding analysis for the free Laplacian on L2(Ω) with given boundary
conditions of self-adjointness. This includes, for example, the question of unique-
ness of the minimiser, or the problem of optimisation over a restricted class of
domains with definite geometry (such as parallelepipeds with the same volume
of a prescribed cube), or the behaviour with respect to different boundary con-
ditions other than Dirichlet, or the optimisation of the fundamental gap, just to
mention a few typical ones. It would be of interest also to supplement our anal-
ysis of TΩq,y and T
Ω
q by including the case of negative coupling q < 0, and by
comparing νq1(Ω)with ν
q
1(B).
We believe that these attractive topics deserve future investigation.
Notation. Beside an amount of fairly standard notation, as well as further conve-
nient shorthand that will be introduced in due time, we shall adopt the following
conventions throughout.
|A| Lebesgue measure of a measurable set A ⊂ Rd
∂Ω boundary of a domain Ω ⊂ Rd
supp f support of the function f
(·, ·)L2(Ω) L
2-scalar product, anti-linear in the first entry, linear in the second
1 identity operator (on the space that will be clear from the context)
dom domain of an operator or a quadratic form
σ(T ) spectrum of the operator T w.r.t. the underlying Hilbert space
T1 ⊗ T2 tensor products of operators T1, T2 (w.r.t. the underlying Hilbert spaces)
Unless when it becomes relevant to emphasize that, we shall tacitly understand
all identities f = g between L2-functions in the sense of almost everywhere iden-
tities.
2. Preparatory materials
2.1. Symmetric decreasing rearrangement. Let us start with introducing the sym-
metric decreasing rearrangement and recalling some of its fundamental proper-
ties. This is standard material; we refer to the monographs [6, 55, 46, 53] for
additional details.
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LetA be a measurable set of finite volume in the Euclidean spaceRd of dimension
d ≥ 2. Its symmetric rearrangement A∗ is the open ball B ⊂ Rd centred at the origin
0 ∈ Rd and such that |A| = |B|.
Let u : Rd → R be a non-negative measurable function that vanishes at infinity, in
the sense that all its positive level sets have finite measure:
(2.1)
∣∣{x ∈ Rd ∣∣u(x) > t}∣∣ <∞, ∀ t > 0.
We define the symmetric decreasing rearrangement u∗ of u by symmetrizing its level
sets as
(2.2) u∗(x) :=
∫ ∞
0
χ{u>t}∗(x)dt.
Here χA : R
d → R is the characteristic function of a measurable set A ⊂ Rd.
The rearrangement u∗ has a number of straightforward properties.
Lemma 2.1. Let u : Rd → R, d ≥ 2, be a non-negative measurable function vanishing
at infinity. Let A ⊂ Rd be a measurable set of finite volume. Then:
(i) u∗ is non-negative;
(ii) u∗ is radially symmetric and non-increasing;
(iii) u and u∗ are equi-measurable, i.e.,
|{x ∈ Rd
∣∣u(x) > t}| = |{x ∈ Rd ∣∣u∗(x) > t}|
for all t > 0;
(iv) suppu ⊂ A implies suppu∗ ⊂ A∗;
(v) (u∗)2 = (u2)∗.
Let us collect further standard properties of the symmetric decreasing rearrange-
ment that we shall use throughout.
Proposition 2.2. [55, Theorem 3.4 and Lemma 7.17] Let u, v : Rd → R be non-
negative measurable functions vanishing at infinity. Then the following hold.
(i) ‖u‖L2(Rd) = ‖u
∗‖L2(Rd) (conservation of L
2-norm).
(ii)
∫
Rd
u(x)v(x)dx ≤
∫
Rd
u∗(x)v∗(x)dx (Hardy-Littlewood inequality).
(iii) If∇u ∈ L2(Rd) exists in the sense of distributions, then∇u∗ has the same property
‖∇u‖L2(Rd) ≥ ‖∇u
∗‖L2(Rd) (Po`lya-Szego˝ inequality).
In particular, u ∈ H1(Rd) implies that u∗ ∈ H1(Rd) as well.
In view of Lemma 2.1 (iv), the operation of taking symmetric decreasing rearrange-
ment can be naturally extended to functions defined on domains.
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LetΩ ⊂ Rd be a bounded domain with C∞-smooth boundary. For a non-negative
measurable function u : Ω → R, we denote by u˜ : Rd → R its extension by zero to
the whole Rd and define the symmetric rearrangement u∗ of u as
u∗ := u˜∗|Ω∗ : Ω
∗ → R.
In this respect Proposition 2.2 has the following corollary.
Corollary 2.3. LetΩ ⊂ Rd, d ≥ 2, be a bounded domain with C∞-smooth boundary and
let the ball B := Ω∗ be its symmetric rearrangement. Let u, v : Ω → R be non-negative
measurable functions. Then:
(i) ‖u‖L2(Ω) = ‖u
∗‖L2(B);
(ii)
∫
Ω u(x)v(x)dx ≤
∫
B
u∗(x)v∗(x)dx;
(iii) if additionally u ∈ H10 (Ω), then u
∗ ∈ H10 (B) and ‖∇u‖L2(Ω) ≥ ‖∇u
∗‖L2(B).
Next, following the lines of [14, 16, 21], we introduce for a non-negative measur-
able function u = u(x1, x2) : R
2d → R, x1, x2 ∈ R
d, d ≥ 2 its Steiner rearrangements
with respect to the first d and the last d variables, that is,
(S1u)(·, x2) = (u(·, x2))
∗
(S2u)(x1, ·) = (u(x1, ·))
∗ .
(2.3)
Here, we implicitly assume that u(x1, ·) and u(·, x2) are vanishing at infinity for
almost all x1 ∈ R
d and x2 ∈ R
d, respectively.
These rearrangements have an amount of properties reminiscent of those for the
standard symmetric decreasing rearrangement and follow from the latter via sim-
ple arguments (see [16, Theorem 8.2]).
Proposition 2.4. Let u ∈ H1(R2d) be real-valued and non-negative. Let A ⊂ Rd be a
measurable set of finite volume. Then
S1u, S2u, S1S2u, S2S1u ∈ H
1(R2d).
Moreover, the following hold.
(i) If suppu ⊂ A × A, then supp (S1u) ⊂ A
∗ × A, supp (S2u2) ⊂ A × A
∗ and
supp (S1S2u), supp (S2S1u) ⊂ A
∗ ×A∗.
(ii) (S1u)
2 = S1u
2, (S2u)
2 = S2u
2, (S1S2u)
2 = S1S2u
2, and (S2S1u)
2 = S2S1u
2.
(iii) If u(x1, x2) = u(x2, x1) for a.e. x1, x2 ∈ R
d, then S1S2u = S2S1u.
(iv) ‖u‖L2(R2d) = ‖S1u‖L2(R2d) = ‖S2u‖L2(R2d) = ‖S1S2u‖L2(R2d) = ‖S2S1u‖L2(R2d).
(v) ‖∇u‖L2(R2d) ≥ ‖∇S1S2u‖L2(R2d) and ‖∇u‖L2(R2d) ≥ ‖∇S2S1u‖L2(R2d).
2.2. Green functions. Let us now recall basic properties of the Green function
associatedwith the Dirichlet Laplacian on a bounded smooth domain, focusing in
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particular on the connections between Green function and symmetric decreasing
rearrangement [5].
Let Ω ⊂ Rd, d ∈ {2, 3}, be a bounded domain with C∞-smooth boundary. Con-
sider the self-adjoint Dirichlet Laplacian HΩD in the Hilbert space L
2(Ω)
domHΩD := H
2(Ω) ∩H10 (Ω)
H
Ω
Du := −∆u .
(2.4)
The operator HΩD is lower semi-bounded and with purely discrete spectrum, and
its lowest eigenvalue λ1(Ω) is strictly positive. Let
(2.5) RΩD(z) :=
(
H
Ω
D − z
)−1
, z ∈ C \ σ(HΩD),
be the resolvent of HΩD at the point z. R
Ω
D(z) acts on L
2(Ω) as a compact integral
operator with kernel GΩz : Ω × Ω → R, called the Green function associated with
HΩD. In the sense of distributions one has
((−∆− z)GΩz )(x, y) = δ(x− y),
where δ(·) is the standard Dirac distribution in Rd, supported at the origin.
We will also need to refer to the Green function S of the free Laplacian on Rd,
defined in complete analogy to GΩz . In fact, S is given explicitly by
(2.6) S(x, y) := F (|x− y|) with F (t) :=
{
− ln t2pi , d = 2,
1
4pit , d = 3.
Correspondingly, we define
(2.7) HΩz (x, y) := G
Ω
z (x, y)− S(x, y) .
Proposition 2.5. [5, Sect. 1] Let Ω ⊂ Rd, λ1(Ω), and G
Ω
z be as above. Assume that
z ∈ (−∞, λ1(Ω)). Then:
(i) for fixed y ∈ Ω, the function x 7→ HΩz (x, y) is continuous on Ω, whence also
(2.8) GΩz (x, y) = S(x, y) +H
Ω
z (y, y) + o(1) x→ y ;
(ii) GΩz (x, y) = 0 for any x ∈ ∂Ω and all y ∈ Ω;
(iii) GΩz is positive in Ω× Ω.
In what follows,
B ≡ BR := {x ∈ R
d
∣∣ |x| < R}
stands for the ball centred at 0 ∈ Rd and being such that |Ω| = |B|. We shall also
use the shorthand
hΩz,y := H
Ω
z (y, y)
gΩz,y := G
Ω
z (·, y) : Ω→ R
+
(2.9)
for any fixed z < λ1(Ω) and y ∈ Ω.
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Here are relevant properties of the Green function GΩz with respect to the sym-
metric decreasing rearrangement.
Proposition 2.6. Ω ⊂ Rd, d ∈ {2, 3}, be a bounded domain with C∞-smooth boundary.
Let z < λ1(Ω) and y ∈ Ω. Then:
(i) gΩz,y ∈ L
2(Ω) ;
(ii) 0 ≤ (gΩ0,y)
∗ ≤ gB0,0 ;
(iii) hΩz,y ≤ h
B
z,0 ;
(iv) hΩ0,y < 0 if d = 3 .
Proof. (i) Square-integrability of gΩz,y is a consequence of Proposition 2.5 (i) and of
the fact that the function Ω ∋ x 7→ S(x, y) with fixed y ∈ Ω is square-integrable.
(ii) follows directly from [5, Theorem 2.1 with p = 0].
(iii) Recall thatR > 0 is the radius of the ball B. By [5, Lemma 2.3] there is R′ ≤ R
such that h
BR′
z,0 = h
Ω
z,y. According to [5, proof of Lemma 2.3] the function r 7→ h
Br
z,0
is increasing. Hence, we conclude that hBz,0 ≥ h
BR′
z,0 = h
Ω
z,y.
(iv) follows from (iii) (with z = 0) and from hB0,y < 0 (see [6, §II.2.2]). 
Denoting by F−1 the inverse of the function F in (2.6), we set
(2.10) RΩy := F
−1(−hΩ0,y) > 0 .
The quantity RΩy is actually the conformal radius of Ω at the point y when d = 2,
or the harmonic radius of Ω at y when d = 3. (We refer to [7] and the references
therein for a detailed discussion on conformal and harmonic radii.) In the case
z = 0, Proposition 2.6 (iii) reduces to the inequality RΩy ≤ R
B
0
for all y ∈ Ω.
3. Dirichlet Laplacian on bounded domain with point interaction
In this Sectionwe review the construction of the Dirichlet Laplacian on a bounded
domain with a point interaction and we collect an amount of relevant properties.
This combines two complementary languages: the operator theoretic self-adjoint
extension scheme and the quadratic form approach.
Let in the following Ω be a bounded domain in Rd with C∞-boundary, d ∈ {2, 3},
and let the point y ∈ Ω be fixed.
It is standard to see (see, e.g., [13, Lemma 1]) that
dom S :=
{
u ∈ H2(Ω) ∩H10 (Ω)
∣∣ u(y) = 0}
Su := −∆u
(3.1)
is a densely defined, closed, symmetric operator on L2(Ω), with lower bound
λ1(Ω) (the strictly positive, lowest eigenvalue of the Dirichlet Laplacian H
Ω
D from
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(2.4)), with deficiency indices (1, 1) and with deficiency subspace
(3.2) ker(S∗ − z) = span {gΩz,y} , z < λ1(Ω) ,
where gΩz,y is the Green function (2.9). It is also standard to see that H
Ω
D, obviously
a self-adjoint extension of S, is precisely the Friedrichs extension of S (the operator
domain of the former is contained in the form domain of the latter, namely in the
H1-closure of dom S).
As a consequence of these facts and of the Visˇik-Birman decomposition formula
(see, e.g., [36, Theorem 1]), any u ∈ dom S∗ decomposes as
(3.3) u = u0 + c1R
Ω
D(z)g
Ω
z,y + c0g
Ω
z,y, c0, c1 ∈ C, u0 ∈ dom S,
for any z < λ1(Ω), where R
Ω
D(z) is the resolvent (2.5) of H
Ω
D. At each fixed pa-
rameter z, the decomposition (3.3) is unique in terms of the u- and z-dependent
elements c0, c1, u0, and
(3.4) S∗u = Su0 + c1zR
Ω
D(z)g
Ω
z,y + (c1 + c0z)g
Ω
z,y.
The self-adjoint extensions of S form a one-real-parameter family {Sβ |β ∈ R} ∪
{HΩD}, where
dom Sβ :=
{
u = u0 + c
(
βRΩD(z)g
Ω
z,y + g
Ω
z,y
) ∣∣ u0 ∈ dom S, c ∈ C}
Sβu := S
∗u .
(3.5)
Formula (3.5) is a direct application to the present unit-deficiency-index case of
the general classification formula for the self-adjoint extensions of a lower semi-
bounded (and densely defined) symmetric operator (see, e.g., [36, Theorem 5] or
[61, Sect. 14.8]). The Friedrichs extension HΩD formally corresponds to β =∞.
The extensions Sβ are equivalently characterised in terms of their quadratic forms:
the form sβ associated with each Sβ is given by
dom sβ =
{
u = v + ξgΩz,y
∣∣ v ∈ H10 (Ω), ξ ∈ C}
sβ[u] = ‖∇v‖
2
L2(Ω) + β‖g
Ω
z,y‖
2
L2(Ω) · |ξ|
2 + z
(
‖u‖2L2(Ω) − ‖v‖
2
L2(Ω)
)(3.6)
(see, e.g., [36, Theorem 7] or [61, Theorem 14.24]).
The combination of the asymptotics (2.8) for gΩz,y with the decomposition (3.5)
implies that any function u ∈ dom Sβ behaves in the vicinity of the point y as
(3.7) u(x) = c
(
β‖gΩz,y‖
2
L2(Ω) + S(x, y) + h
Ω
z,y
)
+ o(1), x→ y.
This short-scale behaviour, as argued already in [13, Sect. III], has the form
(3.8) u(x) = c (S(x, y) + α+ o(1)) , x→ y
which is typical of the low-energy scattering of a quantum particle over a scatter-
ing centre with zero-range interaction and with s-wave scattering length (−α)−1,
in suitable units, as originally identified by Bethe and Peierls [10] (whence also the
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nomenclature of Bethe-Peierls contact condition – see, e.g., [56, Sect. 2]). It is there-
fore meaningful to re-parametrise the Sβ’s in terms of the new, physical grounded
extension parameter
(3.9) α = β‖gΩz,y‖
2
L2(Ω) + h
Ω
z,y.
Upon plugging (3.9) into (3.5) and (3.6), we can summarise the above considera-
tions as follows.
Proposition 3.1. Let Ω be a bounded domain in Rd with C∞-boundary, d ∈ {2, 3}, and
let y ∈ Ω. Correspondingly, let S be as in (3.1).
(i) The self-adjoint extensions of S in L2(Ω) constitute the one-real-parameter family{
H
Ω
α,y
∣∣α ∈ R} ∪ {HΩD}
with each element HΩα,y given, fixed z < λ1(Ω), by
domHΩα,y =
{
u = u0 + c‖g
Ω
z,y‖
−2
L2(Ω)
(
α− hΩz,y
)
RΩD(z)g
Ω
z,y + cg
Ω
z,y
for some u0 ∈ dom S, c ∈ C
}
H
Ω
α,yu = −∆u0 + c‖g
Ω
z,y‖
−2
L2(Ω)
(
α− hΩz,y
)[
zRΩD(z)g
Ω
z,y + g
Ω
z,y
]
+ czgΩz,y .
(3.10)
(ii) The quadratic form hΩα,y of H
Ω
α,y is given, fixed z < λ1(Ω), by
dom hΩα,y =
{
u = v + ξgΩz,y | v ∈ H
1
0 (Ω), ξ ∈ C
}
hΩα,y[u] = ‖∇v‖
2
L2(Ω) +
(
α− hΩz,y
)
|ξ|2 + z
(
‖u‖2L2(Ω) − ‖v‖
2
L2(Ω)
)
.
(3.11)
Fixed the parameter z, the decompositions in (3.10) and (3.11) of u are unique. HΩD is the
Friedrichs extension.
We shall refer to each HΩα,y as a self-adjoint Dirichlet Laplacian with point interaction
on Ω with interaction centre y ∈ Ω and interaction strength (−α)−1.
It is convenient to introduce further shorthand notation:
gΩy = g
Ω
0,y
hΩy = h
Ω
0,y
hΩα,y = h
Ω
α,0,y
γΩy = ‖g
Ω
y ‖
−2
L2(Ω)
.
(3.12)
This allows one to re-write (3.10) and (3.11), with the choice z = 0, respectively as
domHΩα,y =
{
u = u0 + cγ
Ω
y
(
α− hΩy
)
RΩD(0)g
Ω
y + cg
Ω
y
for some u0 ∈ dom S, c ∈ C
}
H
Ω
α,yu = −∆u0 + cγ
Ω
y
(
α− hΩy
)
gΩy
(3.13)
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and
dom hΩα,y = D
Ω
y :=
{
u = v + ξgΩy | v ∈ H
1
0 (Ω), ξ ∈ C
}
hΩα,y[u] = ‖∇v‖
2
L2(Ω) +
(
α− hΩy
)
|ξ|2 .
(3.14)
Let us work out certain useful properties of the Hamiltonian HΩα,y .
Proposition 3.2.
(i) HΩα,y is lower semi-bounded and has compact resolvent.
(ii) HΩα,y ≥ 0 if and only if α ≥ h
Ω
y .
(iii) The map α 7→ HΩα,y is a non-decreasing operator-valued function in the sense of
ordering of forms.
(iv) The map α 7→ HΩα,y is continuous in the strong resolvent sense.
(v) HΩα,y → H
Ω
D as α→ +∞ in the strong resolvent sense.
Proof. (i) Since HΩα,y and H
Ω
D are both self-adjoint extensions of the symmetric op-
erator S, and S has unit deficiency indices, the difference of their resolvents is
a rank-one operator. Hence, semi-boundedness of HΩα,y and compactness of its
resolvent follow from respective properties of HΩD.
(ii) When α ≥ hΩy , non-negativity of H
Ω
α,y follows from the fact that h
Ω
α,y[u] ≥ 0 for
all u ∈ dom hΩα,y , which can be seen in (3.14). Conversely, when α < h
Ω
y , (3.14)
yields
hΩα,y[g
Ω
y ] = α− h
Ω
y < 0.
Hence, the min-max principle implies that the negative spectrum of HΩα,y is non-
empty.
(iii) The claimed property follows from the fact that dom hΩα,y is independent of α
and that for any u ∈ DΩy one has h
Ω
α1,y[u] ≤ h
Ω
α2,y[u] whenever α1 ≤ α2.
(iv) Continuity of the operator-valued function α 7→ HΩα,y in the strong resolvent
sense is a consequence of continuity of the scalar-valued function α 7→ hΩα,y[u] for
any u ∈ DΩy combined with [42, Theorem XIII.3.6].
(v) The claim (iii), combined with the monotone convergence theorem for qua-
dratic forms [59, Theorem S.14] imply HΩα,y → H
Ω
D as α → +∞ in the strong
resolvent sense. 
4. The lowest eigenvalue and the ground state of HΩα,y
In this Section we discuss the properties of the lowest eigenvalue λα1 (Ω, y) of the
Hamiltonian HΩα,y , and of the corresponding eigenfunction.
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For our later purposes, crucial features to analyse are the dependence of such
objects (and associated quantities) on the extension parameter α, as well as the
convenient representations of the ground state eigenfunction.
We start with deriving a first set of results in this spirit.
Proposition 4.1. Let Ω be a bounded domain in Rd with C∞-boundary, d ∈ {2, 3}, and
let y ∈ Ω, α ∈ R. Correspondingly, let HΩα,y be as in Proposition 3.1, and let λ
α
1 (Ω, y) be
its lowest eigenvalue. (As a reference, let us recall that λ1(Ω) > 0 is the lowest eigenvalue
of the Dirichlet Laplacian HΩD from (2.4)). One has:
(i) λα1 (Ω, y) < λ1(Ω);
(ii) the spectrum of HΩα,y in the interval (−∞, λ1(Ω)) consists of a unique simple
eigenvalue;
(iii) the function R ∋ α 7→ λα1 (Ω, y) is continuous;
(iv) lim
α→−∞
λα1 (Ω, y) = −∞ and limα→+∞
λα1 (Ω, y) = λ1(Ω).
Let now uα1 be the eigenfunction of H
Ω
α,y corresponding to λ
α
1 (Ω, y) (up to a multiplicative
constant). Then:
(v) one has the representation
uα1 = cg
Ω
z,y with z = λ
α
1 (Ω, y) and c ∈ C \ {0} ,
hence uα1 can be chosen to be positive on Ω;
(vi) when in particular λα1 (Ω, y) > 0, one has the representation
uα1 = v + ξg
Ω
y with v ∈ H
1
0 (Ω) , v ≥ 0 on Ω , and ξ ≥ 0 .
Proof. (i) Let u1 ∈ H
1
0 (Ω) ∩H
2(Ω) be the ground state eigenfunction of HΩD. With-
out loss of generality, one can assume that u1 is positive on Ω. Consider a family
of test functions
u1,ε := u1 + εg
Ω
y , ε ∈ R .
Owing to (3.14), u1,ε ∈ D
Ω
y . Differentiating the scalar-valued function L(ε) :=
hΩα,y[u1,ε]− λ1(Ω)‖u1,ε‖
2
L2(Ω) at ε = 0 gives
L
′(0) = −2λ1(Ω)
∫
Ω
u1g
Ω
y dx .
As gΩy is positive on Ω (Proposition 2.5 (iii) and (2.9)), we conclude that L
′(0) < 0
and the min-max principle yields the inequality λα1 (Ω, y) < λ1(Ω).
(ii) As argued already for the proof of Proposition 3.2 (i), HΩα,y and H
Ω
D differ in
the resolvent sense by a rank-one operator. From this, and from the fact that
inf σ(HΩD) = λ1(Ω), one can deduce [12, §9.3, Theorem 3] that the rank of the
spectral projection for HΩα,y corresponding to the interval (−∞, λ1(Ω)) is either 0
or 1. Taking into account that λα1 (Ω, y) < λ1(Ω), we eventually conclude that this
rank equals to one, which is equivalent to the claim.
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(iii) The continuity of λα1 (Ω, y)with respect to α directly follows from the spectral
convergence result [42, Theorem VIII.1.14] and from Proposition 3.2 (iv).
(iv) By the min-max principle and (3.14),
λα1 (Ω, y) ≤
hΩα,y[g
Ω
y ]
‖gΩy ‖
2
L2(Ω)
= γΩy
(
α− hΩy
) α→−∞
−−−−−→ −∞ ,
whence the first of the two claimed limits follows. The second limit is a conse-
quence of the strong resolvent convergence in Proposition 3.2 (v) and the spectral
convergence result [42, Theorem VIII.1.14].
(v) For the proof of this part and of the next one, let us switch to the shorthand
λ1 = λ
α
1 (Ω, y). As obviously u
α
1 ∈ domS
∗, then
uα1 = u0 + c1R
Ω
D(λ1)g
Ω
λ1,y + c0g
Ω
λ1,y
for suitable u0, c0, c1 (owing to (3.3) above), whence
(HΩα,y − λ1)u
α
1 =
(
S
∗ − λ1
)(
u0 + c1R
Ω
D(λ1)g
Ω
λ1,y
)
= (HΩD − λ1)
(
u0 + c1R
Ω
D(λ1)g
Ω
λ1,y
)
.
Now, HΩα,yu
α
1 = λ1u
α
1 implies u0 + c1R
Ω
D(λ1)g
Ω
λ1,y
= 0, because λ1 < inf σ(H
Ω
D).
Therefore, uα1 = c0g
Ω
λ1,y
. Moreover, the choice c0 > 0 yields a positive u
α
1 , as
gΩλ1,y > 0 (Proposition 2.5 (iii)).
(vi) By assumption λ1 > 0 and therefore (Proposition 3.2 (ii)) α ≥ h
Ω
y . As u
α
1 ∈
domHΩα,y ⊂ dom h
Ω
α,y, then
uα1 = v + ξg
Ω
y
for some v ∈ H10 (Ω) and ξ ∈ C (owing to (3.14) above). It is not restrictive to
assume that ξ ≥ 0 and that consequently (based on (v)) v is real-valued. It remains
to show that v ≥ 0. To this aim, we pick the test function u := |v| + ξgΩy . One has
‖u‖2L2(Ω) = ‖v‖
2
L2(Ω) + 2ξ(|v|, g
Ω
y )L2(Ω) + |ξ|
2‖gΩy ‖
2
L2(Ω)
≥ ‖v‖2L2(Ω) + 2ξ(v, g
Ω
y )L2(Ω) + |ξ|
2‖gΩy ‖
2
L2(Ω) = ‖u
α
1 ‖
2
L2(Ω),
(4.1)
where gΩy > 0was used (owing to (2.9), (3.12), and Proposition 2.5 (iii)). Then
λ1 ≤
hΩα,y[u]
‖u‖2
L2(Ω)
=
‖∇v‖2L2(Ω) +
(
α− hΩy
)
|ξ|2
‖u‖2
L2(Ω)
≤
hΩα,y[u
α
1 ]
‖uα1 ‖
2
L2(Ω)
= λ1 ,
having applied the min-max principle in the first step, the identity ‖∇|v|‖L2(Ω) =
‖∇v‖L2(Ω) in the second, and the inequalities α ≥ h
Ω
y and (4.1) in the third. The
eigenvalue λ1 being simple, then necessarily u
α
1 = u, and thus v = |v| is non-
negative. 
Remark 4.2. Proposition 4.1 shows that when passing from the Dirichlet Laplacian
HΩD to any of its singular perturbations H
Ω
α,y , an eigenvalue is always created below
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the threshold λ1(Ω) irrespective of the sign and magnitude of α. Thus, each self-
adjoint extension HΩα,y of the symmetric operator S defined in (3.1) has bottom
inf σ(HΩα,y) = λ
α
1 (Ω, y) strictly below the bottom of the Friedrichs extension of S,
i.e., below inf σ(HΩD) = λ1(Ω). Or, in other words, there are no other extensions
besides the Friedrichs one with the same lower bound of S. The above behaviour
is not generic. For instance, singular perturbations of the self-adjoint Laplacian
on Rd when d = 3 only produce an eigenvalue below the Friedrichs threshold for
a specific range of the interaction strength [1, Chapter I.1] (and the same holds for
singular perturbations of the Schro¨dinger operator −∆+ q|x|−1 with q > 0 – see,
e.g., [1, Chapter I.2] or [34]), while when d = 2 every self-adjoint extension does
have an eigenvalue below the Friedrichs threshold [1, Chapter I.5]. A general
characterisation of the possibility of having or not a self-adjoint extension with
the lower bound strictly below the Friedrich’s lower bound may be found in [35].
Next we focus on the map z 7→ hΩz,y defined in (2.7) and (2.9) above. We shall
show that it determines a suitable spectral condition on λα1 (Ω, y) and displays
convenient monotonicity; based on such properties we can finally deduce the
strict monotonicity of λα1 (Ω, y) with respect to α.
Proposition 4.3. Same assumptions as in Proposition 4.1. Then:
(i) one has λα1 (Ω, y) = z with z ∈ (−∞, λ1(Ω)) if and only if h
Ω
z,y = α;
(ii) the function (−∞, λ1(Ω)) ∋ z 7→ h
Ω
z,y is continuous and monotone increasing;
(iii) one has λα11 (Ω, y) < λ
α2
1 (Ω, y) for α1 < α2.
Proof. (i) If hΩz,y = α, then the function u = g
Ω
z,y ∈ ker(S
∗ − z) belongs to domHΩα,y
(Proposition 3.1 (i)). Proposition 4.1 (v) then implies λα1 (Ω, y) = z. Conversely,
if HΩα,yu = λ
α
1 (Ω, y)u for some u ∈ domH
Ω
α,y, then u = cg
Ω
z,y with z = λ
α
1 (Ω, y)
and some c 6= 0 (Proposition 4.1 (v)), whence, using again the characterisation of
y ∈ domHΩα,y from Proposition 3.1 (i), α = h
Ω
z,y.
(ii) Let z1 < z2 < λ1(Ω) be arbitrary. Owing to Proposition 4.1 (iii) and (iv), such
values are surely attained (a priori multiple times) by the function R ∋ α 7→
λα1 (Ω, y), and in fact it is always possible to select α1 < α2 such that z1 = λ
α1
1 (Ω, y)
and z2 = λ
α2
1 (Ω, y). Applying part (i) one then finds h
Ω
zj ,y = αj , j ∈ {1, 2}. Thus,
hΩz1,y < h
Ω
z2,y.
(iii) Proposition 3.2 (iii) and the min-max principle imply λα11 (Ω, y) ≤ λ
α2
1 (Ω, y)
whenever α1 < α2. We are left with excluding the case of equality. If λ
α1
1 (Ω, y) =
λα21 (Ω, y) =: z held, then for any α ∈ (α1, α2) we would have λ
α
1 (Ω, y) = z.
Hence, by (i) we would get α = hΩz,y for all α ∈ (α1, α2), thus yielding an obvious
contradiction. 
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5. The Faber-Krahn inequality for the operator HΩα,y
We are finally in the condition to formulate and prove the first main result of the
present work, namely the Faber-Krahn inequality for the Dirichlet Laplacian on a
bounded domain with a point interaction.
Theorem 5.1. Let Ω be a bounded domain in Rd with C∞-boundary, d ∈ {2, 3}, and
let y ∈ Ω, α ∈ R. Correspondingly, let λα1 (Ω, y) be the lowest eigenvalue of the operator
HΩα,y qualified in Proposition 3.1. Let B ⊂ R
d be a ball centred at the origin 0 ∈ Rd and
satisfying |B| = |Ω|. Then
λα1 (B,0) ≤ λ
α
1 (Ω, y) .
Thus: under fixed volume of the domain and fixed interaction strength parameter
α ∈ R, and with generic position of point interaction centre, the principal eigen-
value is minimised by the ball with the point interaction supported at the ball’s
centre.
The ordinary Faber-Krahn inequality is retrieved from Theorem 5.1 in the limit
α→ +∞.
Remark 5.2. We have already argued in Section 1 that in a sense the result ex-
pressed by Theorem 5.1 has the same spirit of the optimal placement of an ‘ob-
stacle’ or ‘impurity’ within the considered domain. In fact, Theorem 5.1 implies
that the position y of the point interaction’s support which minimises the lowest
eigenvalue of the Hamiltonian HBα,y on the ball is precisely the ball’s centre. This
holds irrespective of the sign of α, hence of the attractive or repulsive nature of the
interaction supported at y (here attraction or repulsion is meant in the ordinary
sense of scattering theory, thus based on the sign of the scattering length). This
is not in contradiction with the fact (see the already-mentioned analysis [38]) that
the optimal placement, inside the ball, of a bounded potential Vy localised around
y, in order to minimise the lowest eigenvalue of HΩD + Vy , is achieved by putting
y at the centre in case of negative potential well, and y at the boundary in case
of positive bump-like potential. In this respect, the point interaction modelled by
HBα,y has the same effect of a negative and localised potential well (whence indeed
the lowering of the lowest eigenvalue of HΩα,y with respect to H
Ω
D, Remark 4.2). In
fact, by inspection of the explicit eigenfunctions (computed in [13, Sect. 4]) one
sees that they concentrate around y, analogously to the eigenfunctions of HΩD+Vy
with Vy < 0.
For the proof of Theorem 5.1 it is convenient to introduce the new shorthand
λΩ := λ
α
1 (Ω, y) , λB := λ
α
1 (B,0)
at fixed α ∈ R and y ∈ Ω. The thesis to prove is therefore λB ≤ λΩ. Prior to that,
we can rule out the possibility λB > 0 and λΩ ≤ 0.
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Lemma 5.1. Under the assumptions of Theorem 5.1 it is impossible that simultaneously
λB > 0 and λΩ ≤ 0.
Proof. Assuming λB > 0, Proposition 3.2 (ii) combined with Proposition 4.3 (i)
imply α > hB
0
. Moreover, hB
0
≥ hΩy (Proposition 2.6 (iii) and (3.12)). Hence, α >
hΩy . Then Proposition 3.2 (ii) and Proposition 4.3 (i) imply λΩ > 0. 
Theorem 5.1 is therefore to be proved in the only possible non-trivial scenario that
λB and λΩ have the same sign (either λB, λΩ < 0, or λB, λΩ > 0), because the case
λB ≤ 0, λΩ ≥ 0 is trivial, and the case λB > 0, λΩ ≤ 0 is impossible.
At this point, as announced in Section 1, we find it instructive to present two al-
ternative routes. The first applies to all cases and is entirely based on the Bandle’s
inequality hΩz,y ≤ h
B
z,0 underlying Proposition 2.6 (iii). For the first proof of The-
orem 5.1, we exploit Bandle’s inequality in combination with our monotonicity
analysis for HΩα,y developed in Section 4.
Proof of Theorem 5.1 – first version, based on the Bandle’s inequality.
Owing to Proposition 4.3 (i), hΩλΩ,y = α = h
B
λB,0
. Moreover, Proposition 2.6 (iii)
implies hΩλB,y ≤ h
B
λB,0
. Hence, hΩλB,y ≤ h
Ω
λΩ,y
. Taking into account the increasing
monotonicity of the function (−∞, λ1(Ω)) ∋ z 7→ h
Ω
z,y (Proposition 4.3 (ii)), we
conclude from hΩλB,y ≤ h
Ω
λΩ,y
that λB ≤ λΩ. 
Next, we present an independent proof, applicable to the case λΩ > 0, which
has a two-fold virtue. First, it provides a more direct adaptation of the origi-
nal Faber-Krahn inequality’s demonstration scheme to the present playground of
point interaction Hamiltonian. Second, it is completely independent of Bandle’s
inequality and in fact reproves it by alternative means (Corollary 5.3 below).
Proof of Theorem 5.1 – second version for λΩ > 0, Bandle-inequality-independent.
Let uα1 : Ω → R be the eigenfunction of H
Ω
α,y corresponding to its lowest eigen-
value λΩ. By additional assumption, λΩ > 0. Then u
α
1 decomposes as
uα1 = v + ξg
Ω
y
for some v ∈ H10 (Ω), v ≥ 0 and ξ ≥ 0 (Proposition 4.1 (vi)). Furthermore, v
∗ ∈
H10 (B) (Corollary 2.3 (iii)), whence
v∗ + ξgB0 ∈ dom h
B
α,0
(formula (3.14) above). Then applying the min-max principle to the test function
v∗ + ξgB
0
yields
(5.1) λB ≤
hBα,0
[
v∗ + ξgB
0
]
‖v∗ + ξgB
0
‖2
L2(B)
.
It suffices to show that this upper bound does not exceed λΩ. To this aim we
estimate the numerator and the denominator separately.
18 V. LOTOREICHIK AND A. MICHELANGELI
Concerning the numerator, we find
hBα,0
[
v∗ + ξgB
0
]
= ‖∇v∗‖2L2(B) +
(
α− hB
0
)
|ξ|2
≤ ‖∇v‖2L2(Ω) +
(
α− hB0
)
|ξ|2
≤ ‖∇v‖2L2(Ω) +
(
α− hΩy
)
|ξ|2 = hΩα,y
[
v + ξgΩy
]
,
(5.2)
having used (3.14) in the first step, the Po´lya-Szego˝ inequality (Corollary 2.3 (iii))
in the second, the bound
α− hB0 ≤ α− h
Ω
y .
in the third step (which in turn follows from Proposition 2.6 (iii) and (3.12)), and
again (3.14) in the last step.
Concerning the denominator in (5.1), first we observe that
(5.3) γΩy = ‖g
Ω
y ‖
−2
L2(Ω)
= ‖(gΩy )
∗‖−2
L2(B)
≥ ‖gB
0
‖−2
L2(B)
= γB
0
,
as a consequence of (3.12), of Corollary 2.3 (i), and of Proposition 2.6 (ii). We then
estimate
‖v∗ + ξgB0 ‖
2
L2(B) = ‖v
∗‖2L2(B) + 2ξ(v
∗, gB0 )L2(B) + (γ
B
0 )
−1|ξ|2
= ‖v‖2L2(Ω) + 2ξ(v
∗, gB0 )L2(B) + (γ
Ω
y )
−1|ξ|2
≥ ‖v‖2L2(Ω) + 2ξ(v
∗, (gΩy )
∗)L2(B) + (γ
Ω
y )
−1|ξ|2
≥ ‖v‖2L2(Ω) + 2ξ(v, g
Ω
y )L2(Ω) + (γ
Ω
y )
−1|ξ|2
= ‖v + ξgΩy ‖
2
L2(Ω) .
(5.4)
For (5.4) we used that v, v∗ ≥ 0 and ξ ≥ 0, and we applied Corollary 2.3 (i) and
(5.3) in the second step, Proposition 2.6 (ii) and (3.12) in the third, and the Hardy-
Littlewood inequality (Corollary 2.3 (ii)) in the fourth.
Last, plugging (5.2) and (5.4) into (5.1), and using (3.14), yields
λB ≤
hΩα,y
[
v + ξgΩy
]
‖v + ξgΩy ‖
2
L2(Ω)
= λΩ ,
which completes the proof. 
Corollary 5.3. Let Ω be a bounded domain in Rd with C∞-boundary, d ∈ {2, 3}, and
let y ∈ Ω, α ∈ R. Let B ⊂ Rd be a ball centred at the origin 0 ∈ Rd and satisfying
|B| = |Ω|. For z ∈ (0, λ1(Ω)), the relative Green functions h
Ω
z,y and h
B
z,0 defined in (2.7)
and (2.9) satisfy
hBz,0 ≥ h
Ω
z,y .
Proof. As announced, this is rather a corollary of the second proof of Theorem
5.1. A generic z ∈ (0, λ1(Ω)) can be written as z = λ
α
1 (Ω, y) for some α ∈ R,
because the function α 7→ λα1 (Ω, y) attains with continuity all real values below
λ1(Ω) (Proposition 4.1 (iii) and (iv)). For such α and such positive value λ
α
1 (Ω, y),
FABER-KRAHN INEQUALITIES WITH INTERACTIONS 19
the second proof of Theorem 5.1 shows that λα1 (Ω, y) ≥ λ
α
1 (B,0). Now, on the one
hand
α = hBλα1 (B,0),0
= hΩλα1 (Ω,y),y
= hΩz,y
(Proposition 4.3 (i)). On the other hand, the inequality λα1 (Ω, y) ≥ λ
α
1 (B,0) implies
hBz,0 = h
B
λα1 (Ω,y),0
≥ hBλα1 (B,0),0
(Proposition 4.3 (ii)). Combining these formulas yields the conclusion. 
It is admittedly remarkable that the estimate hBz,0 ≥ h
Ω
z,y (Proposition 2.6 (iii),
Corollary 5.3), involving Green functions of Dirichlet Laplacians, is so intimately
connected with the spectral theory of the Hamiltonian with a point interaction in
bounded domain.
6. Systems with Coulomb interactions
Let us move now on to the secondmain focus of the present work, namely Faber-
Krahn-type inequalities for one- and two-body systems with Coulomb interac-
tions.
6.1. One-body case. As outlined already in Section 1, we shall establish the fol-
lowing result: under fixed volume of the domain and fixed strength of the at-
tractive Coulomb interaction between the particle and the impurity, the principal
eigenvalue is minimised by the ball with the impurity located in its center.
For the present setting, let Ω ⊂ R3 be a bounded C∞-smooth domain and let the
point y ∈ Ω. For q ∈ R, we consider, on the Hilbert space L2(Ω), the quadratic
form
dom tΩq,y := H
1
0 (Ω)
tΩq,y[u] := ‖∇u‖
2
L2(Ω) − q
∫
Ω
|u(x)|2
|x− y|
dx .
(6.1)
In tΩq,y, the symmetric perturbation term
H10 (Ω) ∋ u 7→
∫
Ω
|u(x)|2
|x− y|
dx
is form-bounded with respect to the kinetic energy termH10 (Ω) ∋ u 7→ ‖∇u‖
2
L2(Ω)
with bound< 1 (see, e.g., [42, LemmaVI.4.8b]). Therefore, tΩq,y is closed and semi-
bounded and the subspace C∞0 (Ω) is a core for it. As a consequence, t
Ω
q,y is the
quadratic form of a uniquely determined self-adjoint and lower semi-bounded
operator on L2(Ω), which we shall denote by TΩq,y.
Now, the embeddingH10 (Ω) ⊂ L
2(Ω) is compact (see, e.g., [37, Theorem 1.4.3.2]),
therefore by, e.g., [61, Proposition 10.6] the spectrum of TΩq,y is purely discrete. We
denote by µq1(Ω, y) the lowest eigenvalue of T
Ω
q,y.
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Theorem 6.1. Let Ω ⊂ R3 be a bounded C∞-smooth domain and let y ∈ Ω. Let B ⊂ R3
be the ball centred at the origin 0 ∈ R3 and satisfying |B| = |Ω|. Let q ≥ 0. Then
µ
q
1(B,0) ≤ µ
q
1(Ω, y) .
Remark 6.2. The choice q = 0 in Theorem 6.1 corresponds to the ordinary Faber-
Krahn inequality.
Proof of Theorem 6.1. Let us introduce the shorthand
µΩ := µ
q
1(Ω, y) , µB := µ
q
1(B,0) .
The thesis to prove is therefore µB ≤ µΩ. We also set
Vq,y : R
3 → R+ , Vq,y(x) :=
q
|x− y|
and observe that
(6.2) V ∗q,y = Vq,0 .
Let uq1 ∈ H
1
0 (Ω) be the eigenfunction of T
Ω
q,y corresponding to its lowest eigen-
value µΩ. Non-restrictively, the function u
q
1 can be chosen to be real-valued and
non-negative on Ω, and moreover it satisfies
(6.3) tΩq,y[u
q
1] = µΩ‖u
q
1‖
2
L2(Ω) .
In the following we shall simply write u := uq1.
Let u˜ ∈ H1(R3) be the extension of u by zero. Owing to Proposition 2.2 (i) and
(iii), also u˜∗ ∈ H1(R3)with
‖u˜∗‖L2(R3) = ‖u˜‖L2(R3)
‖∇u˜∗‖L2(R3) ≤ ‖∇u˜‖L2(R3) .
(6.4)
Moreover, owing to Lemma 2.1 (iv) and (v),
supp u˜∗ ⊂ B
(u˜∗)2 = (u˜2)∗ .
(6.5)
From u˜∗ ∈ H1(R3) and supp u˜∗ ⊂ B, we infer that
(6.6) v := u˜∗|B ∈ H
1
0 (B) ,
and using (6.5) and the Hardy-Littlewood inequality (Proposition 2.2 (ii)) we find
(6.7)
∫
R3
Vq,0(x)(u˜
∗(x))2dx =
∫
R3
Vq,0(x)(u˜
2)∗(x)dx ≥
∫
R3
Vq,y(x)u˜
2(x)dx .
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Now, using v as a trial function for the Rayleigh quotient for the operatorTBq,0, we
finally find
µB ≤
tBq,0[v]
‖v‖2
L2(B)
=
‖∇u˜∗‖2L2(R3) −
∫
R3
Vq,0(x)|u˜
∗(x)|2dx
‖u˜‖2
L2(R3)
≤
‖∇u˜‖2L2(R3) −
∫
R3
Vq,y|u˜(x)|
2
dx
‖u˜‖2
L2(R3)
=
tΩq,y[u]
‖u‖2
L2(Ω)
= µΩ ,
where we used the min-max principle in the first step, (6.4) in the second, (6.6),
(6.7) in the third, (6.1) in the fourth, and (6.3) in the last. 
6.2. Two-body case. Next, we examine the model for a two-body quantum sys-
tem on a bounded domain with inter-particle attractive Coulomb interaction.
As before, let Ω ⊂ R3 be a C∞-smooth domain. For q ∈ R, we consider, on the
Hilbert space L2(Ω× Ω), the quadratic form
dom tΩq := H
1
0 (Ω × Ω)
tΩq [u] := ‖∇u‖
2
L2(Ω×Ω) − q
∫
Ω×Ω
|u(x1, x2)|
2
|x1 − x2|
dx1dx2 .
(6.8)
In tΩq , the symmetric perturbation term
H10 (Ω× Ω) ∋ u 7→
∫
Ω×Ω
|u(x1, x2)|
2
|x1 − x2|
dx1dx2
is form-bounded with respect to the kinetic energy term
H10 (Ω× Ω) ∋ u 7→ ‖∇u‖
2
L2(Ω×Ω)
with the bound < 1 (see, e.g., [41, Lemma 4]). Therefore, tΩq is closed and semi-
bounded and the subspace C∞0 (Ω×Ω) is a core for it. As a consequence, t
Ω
q is the
quadratic form of a uniquely determined self-adjoint and lower semi-bounded
operator on L2(Ω), which we shall denote by TΩq . As the embeddingH
1
0 (Ω×Ω) ⊂
L2(Ω × Ω) is compact, the spectrum of TΩq is purely discrete. We denote by ν
q
1(Ω)
the lowest eigenvalue.
Theorem 6.3. Let Ω ⊂ R3 be a C∞-smooth domain and let B ⊂ R3 be a ball centred at
the origin 0 ∈ R3 and satisfying |B| = |Ω|. Let q ≥ 0. Then
2µ
q/2
1 (B,0) ≤ ν
q
1(Ω) .
Remark 6.4. With the choice q = 0 in Theorem 6.3, namely when the two particles
are uncoupled, the quantity ν01 (Ω) is obviously twice as the ground state energy
of a single particle confined inΩ, namely, with Hamiltonian given by the Dirichlet
Laplacian on Ω. In this case Theorem 6.3 implies
2λ1(Ω) = ν
0
1(Ω) ≥ 2µ
0
1(B,0) = 2λ1(B) ,
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and one retrieves the ordinary Faber-Krahn inequality.
Proof. Let us introduce the shorthand
νΩ := ν
q
1(Ω) , µB := µ
q/2
1 (B,0) .
The thesis to prove is therefore 2µB ≤ µΩ. We also set
Vq,x1 : R
3 → R+ , Vq,x1(x2) :=
q
|x1 − x2|
and observe that
(6.9) V ∗q,x1 = Vq,0
independently of x1.
Let uq1 ∈ H
1
0 (Ω×Ω) be the eigenfunction of T
Ω
q corresponding to its lowest eigen-
value νΩ. Non-restrictively the function u
q
1 can be chosen to be real-valued and
non-negative, and moreover it satisfies
(6.10) tΩq [u
q
1] = νΩ‖u
q
1‖
2
L2(Ω×Ω) .
It can also be easily shown that
(6.11) uq1(x1, x2) = u
q
1(x2, x1) (x1, x2 ∈ Ω)
(bosonic and absolute ground state coincide). In the following we shall simply
write u := uq1.
Let u˜ ∈ H1(R3 ×R3) be the extension of u by zero, and let us consider the Steiner
rearrangements S1u˜ and S2u˜ of u˜ respectively with respect to the first and the sec-
ond three-dimensional variable (as defined in (2.3)), as well as, correspondingly,
the further rearrangements S1S2u˜ and S2S1u˜ with respect to the other variable.
By construction,
supp (S1u˜) ⊂ B× Ω
supp (S2u˜) ⊂ Ω×B
supp (S1S2u˜) ⊂ B×B .
(6.12)
Moreover, as a consequence of the exchange symmetry (6.11) (Proposition 2.4 (iii)),
(6.13) S1S2u˜ = S2S1u˜ .
Owing to Proposition 2.4, S1u˜, S2u˜, S1S2u˜, S2S1u˜ ∈ H
1(R3 × R3)with
‖S1S2u˜‖L2(R3×R3) = ‖u˜‖L2(R3×R3)
‖∇(S1S2u˜)‖L2(R3×R3) ≤ ‖∇u˜‖L2(R3×R3) .
(6.14)
Next, we observe that for (almost every) fixed x1 ∈ B (and trivially for x1 ∈
R
3 \B), the function (S1u˜)(x1, ·) is square integrable on the whole R
3 and its sym-
metric decreasing rearrangement is nothing but (S2S1u˜)(x1, ·). Thus, Proposition
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2.2 (i) gives
∫
R3
dx2
∣∣(S2S1u˜)(x1, x2)∣∣2 = ∫
R3
dx2
∣∣((S1u˜)(x1, ·))∗(x2)∣∣2
=
∫
R3
dx2
∣∣(S1u˜)(x1, x2)∣∣2 ,(6.15)
and analogously,
(6.16)
∫
R3
dx1
∣∣(S1S2u˜)(x1, x2)∣∣2 = ∫
R3
dx2
∣∣(S2u˜)(x1, x2)∣∣2 .
In turn, (6.15)-(6.16) (together with (6.13)) imply
∫∫
R3×R3
|(S1S2u˜)(x)|
2
[
V q
2
,0(x1) + V q
2
,0(x2)
]
dx1dx2
=
∫∫
R3×R3
|(S1u˜)(x)|
2V q
2
,0(x1)dx1dx2 +
∫∫
R3×R3
|(S2u˜)(x)|
2V q
2
,0(x2)dx1dx2 ,
having used the shorthand x = (x1, x2). For each summand of the r.h.s. above,
the Hardy-Littlewood inequality (Proposition 2.2 (ii)) and (6.9) yield
∫
R3
|(S1u˜)(x)|
2V q
2
,0(x1)dx1 ≥
∫
R3
|u˜(x)|2V q
2
,x2(x1)dx1∫
R3
|(S2u˜)(x)|
2V q
2
,0(x2)dx2 ≥
∫
R3
|u˜(x)|2V q
2
,x1(x2)dx2 ,
and obviously V q
2
,x2(x1) + V q2 ,x1
(x2) = Vq,x1(x2), whence finally
(6.17)
∫∫
R3×R3
|(S1S2u˜)(x)|
2
[
V q
2
,0(x1) + V q
2
,0(x2)
]
dx1dx2
≥
∫
R3×R3
|u˜(x)|2Vq,x1(x2) dx .
Now, by construction (see (6.12) and (6.14) above),
(6.18) v := (S1S2u˜)|B×B ∈ H
1
0 (B×B) .
Using v as a trial function for the Rayleigh quotient for the self-adjoint operator
T
B
q
2
,0 ⊗ 1+ 1⊗ T
B
q
2
,0
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acting in the Hilbert space L2(B×B) and we finally find
2µB ≤
‖∇v‖2L2(B×B) −
∫
B×B
|v(x)|2
[
V q
2
,0(x1) + V q
2
,0(x2)
]
dx
‖v‖2
L2(B×B)
=
‖∇(S1S2u˜)‖
2
L2(R3×R3) −
∫
R3×R3
|(S1S2u˜)(x)|
2
[
V q
2
,0(x1) + V q
2
,0(x2)
]
dx
‖(S1S2u˜)‖
2
L2(R3×R3)
≤
‖∇u˜‖2L2(R3×R3) −
∫
R3×R3
Vq,x1(x2)|u˜(x)|
2
dx
‖u˜‖2
L2(R3×R3)
=
tΩq [u]
‖u‖2
L2(Ω×Ω)
= νΩ ,
where we used (twice) themin-max principle in the first step, (6.18) in the second,
(6.14) and (6.17) in the third, (6.8) in the fourth, and (6.10) in the last. 
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