In this work, an objective comparison between some common global appearance face recognition based methods (PCA, FLD, SVD, DCT, DWT and WPD) has been carried out when considering some natural effects that may decrease the performances. In particular, effects such as blur, motion, noise and their combination are taken into account. To evaluate the performances, FEI database containing images corresponding to 200 individuals are used.
INTRODUCTION
Many face recognition methods have been proposed. Basically, they techniques can be classified into three categories [1] : Holistic or Global-Appearance-based methods [2] , Local-feature-based methods or local appearance-based methods, and hybrid methods [3] .
In Global-Appearance-based methods, the whole image is used as a raw input to the learning process. Examples of these techniques are Principal Component Analysis (PCA), Discrete Cosine Transforms (DCT), and Linear Discriminate Analysis (LDA). The local appearance-based methods can be divided into two groups: The ones that require the use of specific regions located on a face such as eyes, nose and mouth, as well as their relationships with each other [4] and the ones that simply partition the input face image into blocks without considering any specific regions [5] . In hybrid methods, associate feature of the holistic and local techniques. Modular Eigen faces [6] Hybrid Local Feature Analysis (LFA) [7] and Component-based 3D Models [8] are examples of these methods. The most successful and well-studied techniques to face recognition are the appearance-based methods. In this work, several appearance-based methods are presented namely: PCA, FLD, SVD, and DWT. In section 2, some common face recognition methods are presented. In section 3, the condition of experiments is described, and results are provided and discussed. Finally, a conclusion of this work is given in section 4.
Premultiplying both sides by A, yields
Where we note that are the eigenvectors of . Thus and have the same eigenvalues and their eigenvectors are related as follows:
Following the analysis, we construct the M x M matrix L Get the Eigenfaces The M eigenvectors, of L determine linear combinations of the M training set face images to form the eigenfaces Compute for each face the projection onto the face space: All the face images are projected into the subspace spanned by the computed M eigenvectors. The projection weights are found using the following formula: PCA is a classical technique for signal representation and fisher's linear discrimanant (FLD) is a classical technique for pattern recognition [13] . The basic steps involved in Fisherfaces method are as follows [14] :
Step1: We need training set composed of a relatively large group of subjects with diverse facial characteristics. The database should contain several examples of face images for each subject in the training set and at least one example in the test set.
Step2: For each image starting with the two-dimensional NxN array of intensity values I(x, y), we construct the lexicographic vector expansion .
Step3: Define all instances of the same person's face as being in one class and the faces of different subjectsas being in different classes for all subjects in the training set.
Step 4: In order to overcome the problem of a singular ,we first use PCA to reduce the dimension of the feature space to M -c, and then apply the standard FLD to reduce the dimension to c -1.
Step 5: Calculate the mean of each class as:
Where is an column vector.
is the number of samples in class j.
is the i th PCA feature vector of class j. is matrix.
Step 5: Calculate the mean of all classes as Where is column vector. M is the total number of images.
Step 6: Subtract the mean of each class from the PCA projected images. are column vectors.
Step 7: Build scatter matrices for each class S j , Where S j is an matrix.
Step 8: Evaluate the within-class scatter matrix as follows:
Where isan matrix.
Step 9: Calculate the between-class scatter matrix as follows:
Where is matrix.
Step 10: Calculate the projection matrix eigenvectors. The optimal projection is chosen as the matrix with orthonormal columns which maximizes the ratio of the determinant of the between-class scatter matrix of the projected samples to the determinant of the within-class scatter matrix of the projected samples, i.e.,
This ratio is maximum when the column vectors of the projection matrix W are the eigenvectors of i.e.
Columns of W are eigenvectors satisfying
Where m=c-1 The generalized eigenvalues are the roots of the characteristic polynomial:
generalized eigenvectors are obtained by solving the equality:
The eigenvectors of are also referred to as the Fisherfaces.
Step 11: Project faces onto the Fisher Linear Discriminant space.
Where is the Fisher projection matrix. is the PCA projection matrix. is the Fisherfaces matrix.
Step 
Projection of the test image onto FLD subspace:
is the FLD feature vector of the test image. The test image is identified using a similarity measure. The face with the minimum distance with the test face image is labeled with the identity of that image. The minimum distance is evaluated using the Euclidian distance method as expressed earlier in Eigenfaces method.
2.3.Face recognition Singular Value Decomposition (SVD)
Most conventional techniques of image analysis assume images as elements of a vector space. Later, there has been a steady growth of literature which regards images as matrices, [15] , [16] . Singular Value Decomposition (SVD) is among the methods which consider an image as a matrix. Several successful methods have been proposed using holistic features of the faces and one popular category of these techniques is based on singular value decomposition (SVD) for face recognition [17] , [18] . SVD theory states that any matrix A of size MxN can be factorize into two orthogonal matrices (U,V) and a diagonal matrix that is
The diagonal element of are the singular values (SV) which are arranged in a decreasing order. The main steps involved in an SVD-based face recognition are:
Step1: Training set of M face images (A i ; i = 1… M) is first acquired.
Step2: The training images are decomposed using eq. (37). Suppose is matrix of a face image. If is the face image matrix, the feature vector is obtained by arranging its singular values:
Step3: A test face image is also decomposed using eq. (37) and its feature vector is formed by arranging its singular values:
Step 4: Compute the Euclidean distance between feature vector of the test face imageand feature vectors of training face images.
Step 5: The face with has the minimum distance with the test face image is labeled with the identity of that image. If the minimum is less than a predefined threshold the face image is classified as "known", otherwise the face is classified as an "unknown face".
Face recognition using Discrete Cosine Transform (DCT)
Discrete Cosine Transform (DCT) is a popular technique in imaging and video compression, which was first applied in image compression [19] , by transforming signals in the spatial representation into a frequency representation. DCT is an invertible linear transform that can express a finite sequence of data points in terms of a sum of cosine functions oscillating at different frequencies. Face recognition algorithms incorporating DCT are available in [15, 16, 20] . One dimensional discrete cosine transform is useful in processing one-dimensional signals such as speech waveforms. For analysis of two-dimensional (2D) signals such as images, a 2-D form of the DCT is required. Application of the formal definition for the DCT to a onedimensional sequence of length N is as follows:
However, the two-dimensional DCT applied for an N × N sample is takes the form:
Where Face recognition using DCT involves two fundamental steps training and classification.
A. Training stage
The DCT transform is used for facial features extraction. Face images having high correlation and redundant information cause computational burden in terms of processing speed and memory utilization. Therefore, the 2D blocked-DCT segments an image non-overlapping blocks and applies the DCT to each block, which results in low frequency and high frequency subbands. Most of the visually significant signal energy lies at low-frequency sub-band which contains the most important visual parts of the image. These coefficients can be used as a type of signature that is useful for face recognition [21] . The training face images are analyzed on block by block basis.
Given an image block I (x, y), where , we decompose it in terms of orthogonal 2D DCT basis functions. The result is a matrix containing DCT coefficients. The first element, value of C (0, 0) is the average of all the samples in the input image and is referred to as Direct Current (DC) component. The remaining elements in C (u, v) each indicate the amplitude corresponding to the frequency component of I(x, y), and are defined as Alternate Current (AC) coefficients. It is well-known that the DC coefficient is only dependent to the brightness of the image. Consequently, it becomes DCfree (i.e., zero mean) and invariant against uniform brightness change by simply removing the DC coefficient [22] , [23] . The DCT coefficients with large magnitude are mainly located in the upper-left corner of the DCT matrix. Accordingly, we scan the DCT coefficient matrix in a zig-zag manner starting from the upper-left corner (reflecting the amount of information stored) and subsequently convert it to a one-dimensional (1-D) vector [23] , [24] as given in Figure. 
B. Recognition Stage
The test face image is decomposed using DCT to form its feature vector following the same steps done with the training set. Then, its distances to all stored feature vectors are calculated. The face which has the minimum distance with the test face image is labeled with the identity of that image.
Face recognition using Discrete Wavelet Transform (DWT)
In recent years, wavelet transformation is being increasingly used in signal processing, image processing, computer vision and pattern recognition etc. 2-D wavelet decomposition is carried out by applying a 1-D transform to the row of the original image data and the columns of the row-transformed data respectively. The image can be decomposed into four sub-images.
Sub-image LL denotes low frequency component of original face image and it is smoothing similar image of original image. In sub-image LH, sharp changes in the horizontal direction, i.e., vertical edges. However, in the sub-image HL, sharp changes in the vertical direction, i.e., horizontal edges. In the sub-image HH, sharp changes in non-horizontal, nonvertical directions, i.e., inclined edges. Figure. 2 is 2-D wavelet decomposition of a face image. First, we decompose the original face images (as shown in Figure 2 .(a)) into four sub-images via one level wavelet decomposition as shown in Figure 2 .(b). Then we decompose sub-image LL again, and we obtained 2-level decomposition image of original image as shown in Figure 2 .(c). We can decompose sub-image LLL again, and we obtain 3-level decomposition image of original image as shown in Figure 2 .
(d).
Following the process, we can make multiplayer wavelet decomposition. While in the wavelet decomposition only LL is further decomposed, in the wavelet packet decomposition all LL, LH, HL and HH are further decomposed [25] . Figure. Face recognition system based on DWT consists of two processes, training and recognition processes. In the training process; we adopt db4 wavelet to decompose images of training set. After appropriate wavelet decomposition, we obtain the sub-image LL which is low dimension image. And we can obtain the wavelet feature vector. In recognition process, for an unknown image, we find wavelet feature vector from its sub-image LL after appropriate wavelet decomposition. According to the Nearest Neighbor Classifier, we can recognize the unknown face image.
Face recognition using Wavelet Packet Decomposition (WPD)
Steps involved in face recognition system using WPD are as follow:
Step1: Decompose the original images into 16 parts using the Wavelet Packet Decomposition at level 2.
Step2: form the feature vectors of the training images by fusing only the low frequency subimages Step3: To classify the test image, its feature is formed the same as it is done with the training images.Then compute the Euclidean distance between the test image and all the training images. The face that best match the test image is that which has the minimum distance.
RESULTS AND DISCUSSION
In the experimentation, the FEI face database is used. FEI database is divided on two parts. First part represented authorized persons and has 10 persons, from which random 5 images were used for training (total 50 images), other 5 for testing (total 50 images). Second part represented unauthorized persons. It has 10 persons and 5 images per person (total 100 images) only for testing purposes. Thus system has 50 images for training, and 100 for testing (50 authorized and 50 unauthorized).
Adding some effects
In this work, it is wanted to evaluate the consequence of adding blur, noise, motion and combination of these effects on the performance of face recognition using different approaches namely PCA, FLD, SVD, DCT, DWT and WPD. Figure 5 illustrates these effects which are obtained as follows:
Blur: To introduce blur effect on an image, an average filter is applied three times with a window of size 12x12 (figure 5 (b)).
Motion:
The motion is obtained using the Matlab software function simulating this effect. This behaves as a filter, when convolved with an input image produces the effect of a linear motion of a camera by len pixels with an angle theta degrees in a counterclockwise direction. The effect produced when assuming len=30 and theta=45 is illustrated in figure.5 (c) .
Noise:Two types of noise are used in this simulation: the Saltand Pepper type noise with a noise density d=0.04( Figure  5 (d) ) and Gaussian noise with mean m=0, variance v=0.01 ( figure 5 (e) ) and mean m=0, variance v=0.04 ( figure 5 (f) ).
Furthermore, the following combinations of these effects are performed.
Blur and motion (BM):
This is obtained by applying successively blur and motion effects ( figure 5 (g) ).
Noise and Motion (NM):This is obtained by applying respectively noise and motion effects ( figure 5 (h) ).
Noise and Blur (NB): this effect, illustrated in figure 5 (i) is produced when applying successively noise and blur to the original image.
Blur, Motion and Noise combination (BMN):
This effect is obtained by applying successively the Blur, Motion and Noise effects ( figure 5 (j) ). 
Evaluation basis
In order to evaluate the performance of the methods when adding the different effects, we have used following factors:
The false acceptance rate, or FAR, is the measure of the likelihood that the biometric security system will incorrectly accept an access attempt by an unauthorized user. The false rejection rate, or FRR, is the measure of the likelihood that the biometric security system will incorrectly reject an access attempt by an authorized user. 
Results
The obtained experiments results are summarized in Tables1-10. The ROC curves of the methods with no effect and different effects are shown in figures 6-15.
Without any effect
In the first experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) without adding any effect using the EER. We have found that DWT gives the lowest EER of 0.12. 
Blur effect
In the second experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with Blur effect using the EER. We have found that PCA gives the lowest EER of 0.12. 
Motion effect
In the third experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with Motion effect using the EER. We have found that PCA and WPD give the lowest EER of 0.12. 
Noise effect
In the fourth experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with Noise effect using the EER.
Slat & pepper noise effect
With the salt & pepper noise we have found that PCA gives the lowest EER of 0.14. We have found that PCA gives the lowest EER of 0.14. 
BM effect
In the fifth experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with BM effect using the EER. We have found that PCA gives the lowest EER of 0.12. 
NM effect
In the sixth experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with NM effect (the noise used here is salt & pepper) using the EER. We have found that PCA gives the lowest EER of 0.12. 
NB effect
In the seventh experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with NB (the noise used here is salt & pepper) effect using the EER. We have found that PCA gives the lowest EER of 0.12. 
BMN effect
In the last experiment, we have compared between the methods (PCA, FLD, SVD, DCT, DWT and WPD) with BMNeffect (the noise used here is salt & pepper) using the EER. We have found that PCA gives the lowest EER of 0.13. 
CONCLUSION
In this work, different global appearance face recognition based methods have been compared with and without added effects. The analysis concerns PCA, FLD, SVD, DCT, DWT and WPD methods and it is based on Equal Error Rate (EER) criteria. In the case where no effect is added, it has been observed that DWT technique provides the lowest EER. Whereas, when adding some specific effects such as Blur, Noise, MN, BM, NB, BMN, the PCA approach produces the minimum EER. On the other hand, in case of Motion effect, high performance is obtained using WPD.
Based on the multiplicity of the investigated methods and assumed effects, we believe that this work provides a tool for engineers to select the most suitable global appearance face recognition technique for the specified application.
Finally, the robustness of these approaches will be evaluated in a future work by considering local appearance face recognition techniques.
