e consider the problem of precise estimation of service-level measures in multistage production-inventory systems when the system is managed for high levels of service. Precisely because the service level is high, stockouts, large backorders, and unfilled demands are rare and thus difficult to estimate by straightforward simulation. We propose and analyze alternative estimators, based on changing the demand distribution to make these rare events less rare. Whereas straightforward simulation for a fixed relative error results in computational requirements that grow exponentially in certain stock-level parameters, the requirements for our importance sampling estimators remain bounded for all parameter values. We provide bounds making it possible to determine the maximum number of replications required before any are generated. Numerical examples illustrate the effectiveness of our method.
is asymptotic, numerical experiments suggest that our estimators result in substantial improvement in simulation efficiency even at moderate parameter values.
The rest of this paper is organized as follows. Section 2 specifies the model details and gives the shortfall recursions on which our analysis is based. Section 3 explains the problem of rare events and shows that straightforward simulation is inadequate. We present our estimators and state our main results in ?4. The analysis of the estimators and all proofs are deferred to ?5.
The Model
We consider a multistage production-inventory system with d nodes in series. Time is divided into periods of fixed length, with inventory levels reviewed and production decisions made once in each period. Node i, i = 1, ..., d -1, draws material from node i + 1, and node d draws from an unlimited source of raw material. Each node has limited production capacity. Let ci denote the capacity at node i, and In the net inventory at stage i at the end of period n. Demands for finished goods arrive in each period and are either filled or backlogged, depending on the net inventory In at stage 1. After the total demand Dn in period n is revealed, node i sets its production level to try to restore the cumulative inventory = II, to a specified level si, called the base-stock level for echelon i. (Echelon i refers to the subsystem consisting of stages 1 through i.) In short, node i follows a base-stock policy for echelon inventory with base-stock level s' for all i. However, two constraints potentially limit production: either the production capacity or the unavailability of upstream inventory can prohibit a full restoration of target inventory in a single period. Closely related variants of this model include systems with imperfect production, fixed leadtimes between stages, and an assembly system with more general topologies. See Glasserman and Tayur (1994) and Glasserman (1993) for discussions of these variants.
Define the shortfall Y' for echelon i to be the amount by which the net echelon inventory falls short of the target level s' at the end of period n; that is, Yn = si=j II. Under a base-stock policy, stage i sets production to drive Y' to zero, while not exceeding its production capacity ci or the available upstream inventory IXt`.
The dynamics of the system can be fully captured by the shortfall vector process Y = .yl,.. ., yd), n } 01. Glasserman and Tayur (1994) 
This result underlies our use of the regenerative method in ?4. As shown in Glasserman (1993) , various key measures of performance can be represented in terms of Y1, a random variable with the stationary distribution of W, n 2 01. The stockout probability, or the long-run average proportion of periods in which stockout occurs, is a(s1) = P{Y1 > s1). The notation f(x) g(x) means that f(x)/g(x) converges to unity as x -+ oo.
The long-run expected average backlog is b(sl) = E(Y1 -
To see the implications of these asymptotics for simulation, consider the case of a(s). The relation a(s) Ce-Ys means that a (s) drops off exponentially at rate y as the base-stock level s increases, making stockouts exceedingly rare for large s. The most straightforward method of estimating a(s) generates independent realizations of the indicator 1jy>sI and averages them (assuming, for simplicity, that Y can be sampled directly). Let a_n(s) be the sample mean of n such realizations.
Evidently, E[a-n(s)] = a(s) and
Var[a-n(s)] = n-11(s) -(a(s))2] t n-la(s), because a(s) is small. Define the relative error, RE, of an estimator to be the ratio of its standard error to its mean. Then RE(a-n(S)) = V arkiXn(s)] exp{ysI a(s) nC according to the asymptotic approximation for a(s) given above. For fixed n, as the event becomes rarer (i.e., s -+ oo) the RE becomes unbounded. For fixed s, suppose we want to choose n to achieve a relative error of 6, 0 < 6 < 1; then, by settingexp(ys)/nC = 6, we find that we must have roughly exp(ys)/(62C) replications of lfy,s1. Thus, as the target level s increases, the number of runs required grows exponentially, rendering the method infeasible. This is the major problem with straightforward simulation.
We address this problem by using importance sampling to develop estimators for which the RE is bounded uniformly in s. The number of runs required to achieve a specified accuracy thus remains bounded as s increases. Our estimators are based on simulating the system with a new demand distribution under which stockouts become less rare. To make this precise, we introduce some additional assumptions on the original demands. By supposing that P{D1 > c*}I > 0 we exclude the trivial case where demands may always be met from the current period's production. For simplicity we also assume that D1 -c* is nonarithmetic; otherwise, the asymptotics given above hold only through appropriate subsequences. Our most important assumption is that there exists a positive 00 at which 
Main Results
We By recalling the definition of the average backlog, we find that it can be written as
The rightmost expression, combined with the estimator for stockout probability given earlier, suggests a first estimator. To obtain an implementable procedure, we replace the infinite upper limit of integration with a random upper limit L, thus adapting a method introduced by Asmussen ( In a related setting, Asmussen (1990) recommends using the random horizon L as a control variate. We examine this option numerically in ?4.4.
Our next estimator uses a regenerative framework, so we proceed by identifying regeneration points. This requires a closer examination of the shortfall recursions. 
and n* are constants. This means that, for sufficiently large n, the length rn of the shortest n-step path differs from nc* only by a constant, which depends on the minimal capacity and the base-stock levels. We use these observations in the following result. We state it for 
then Yk < Yd , for all n and all k.
While the vector process (Yn, n 2 01 is a regenerative process whenever the demands satisfy (3), we nonetheless require (19) and (20) A regenerative importance sampling estimator for stockout probability could be defined through a minor modification of (24). However, such an estimator seems inferior to the one defined in ?4.1. On any cycle in which a stockout occurs, the estimator of ?4.1 terminates a replication before the regenerative cycle would be completed. So, there is no incentive to simulate the rest of the cycle. 
Fill Rate

,B(s) = []E[(Y-(s -c))+ A C], E(D]
from which a simplified regenerative estimator follows.
Numerical Results
We have experimented at several parameter settings with the estimators of ??4.1-4.2 for stockout probability and average backlog. In the case of average backlog, we can compare the performance of the randomization and regenerative estimators; in all cases we compare the performance of our importance sampling estimators with a standard estimate of steady-state performance based on regenerative cycles. All experiments were carried out on a 386 PC using the SIMAN simulation language. Tables 1 and 2 summarize the estimates obtained from the In Table 1 , our importance sampling (IS) estimator for stockout probability is contrasted to the standard regenerative estimator. Each row shows results for the value of s' specified in the second column. The exact value is given in the third column. Each cell records a point estimate and estimated standard error. The notation "N/A" indicates that all regenerative cycles yielded a value of zero. The results in Table 1 indicate substantial variance reduction from importance sampling. The impact of bounded relative error is most notable at p = 0.6, where each order-of-magnitude decrease in the stockout probability is accompanied by an order-ofmagnitude decrease in the standard deviation, keeping the ratio roughly constant. Table 2 reports results for average backlog. Four estimators are compared: the regenerative importance sampling estimator (IS/Reg), the randomized importance sampling estimator (IS/Rand), the randomized estimator with L as a control variate (IS/Rand/CV), and the standard regenerative method. Though it might be argued that a control variate could be used with any of the methods, it seems most natural to examine its effectiveness in the randomized method. Randomization introduces new variability into the simulation; using L as a control removes this extra variability. Table 2 again shows the potential for significant variance reduction via importance sampling, with the possible exception of the IS/Reg estimate at the extreme utilization of p = 0.98. When backorders are rare (the primary focus of this study), the three importance sam- 
Analysis of the Estimators
In this section, we prove Theorems 1-5. We begin with two lemmas. The following lemma affirms that the stopping times appearing in various algorithms are, in fact, almost surely finite. holds on the set 1r(s1) < rd}I. Therefore, the second moment of (24) 
