Genome-wide and phenome-wide association studies are commonly used to identify 24 important relationships between genetic variants and phenotypes. Most of these studies have 25 treated diseases as independent variables and suffered from heavy multiple adjustment burdens 26 due to the large number of genetic variants and disease phenotypes. In this study, we propose 27 using topic modeling via non-negative matrix factorization (NMF) for identifying associations 28 between disease phenotypes and genetic variants. Topic modeling is an unsupervised machine 29 learning approach that can be used to learn the semantic patterns from electronic health record 30 data. We chose rs10455872 in LPA as the predictor since it has been shown to be associated with 31 increased risk of hyperlipidemia and cardiovascular diseases (CVD). Using data of 12,759 32 individuals from the biobank at Vanderbilt University Medical Center, we trained a topic model 33 using NMF from 1,853 distinct phecodes extracted from the cohort's electronic health records 34 and generated six topics. We quantified their associations with rs10455872 in LPA. Topics 35 indicating CVD had positive correlations with rs10455872 (P < 0.001), replicating a previous 36 finding. We also identified a negative correlation between LPA and a topic representing lung 37 cancer (P < 0.001). Our results demonstrate the applicability of topic modeling in exploring the 38 relationship between the genome and clinical diseases. 39 40 Author summary 41 Identifying the clinical associations of genetic variants remains crucial in understanding 42 how the human genome modulates disease risk. Traditional phenome-wide association studies 43 consider each disease phenotype as an independent variable, however, diseases often present as 44 complex clusters of comorbid conditions. In this study, we propose using topic modeling to 45 model electronic health record data as a mixture of topics (e.g., disease clusters or relevant 46 comorbidities) and testing associations between topics and genetic variants. Our results 47 demonstrated the feasibility of using topic modeling to replicate and discover novel associations 48 between the human genome and clinical diseases. 49 50 51 52 Introduction 53 Elucidating associations between genetic variants and human diseases creates new 54 avenues for disease prevention and enables more precise treatment of diseases [1,2]. During the 55 past two decades, genetic studies have uncovered thousands of genetic variants that influence 56 risk for disease phenotypes [3], e.g., the discovery of a variant in proprotein convertase 57 subtilisin/kexin type 9 (PCSK9[4]) associated with low plasma low-density lipoprotein, which 58 led to a new therapeutic drug class that was approved by the US Food and Drug Administration 59 in 2015. Many of these discoveries come from large-scale association analyses. The two most 60 notable approaches are genome-wide (GWAS) and phenome-wide association studies (PheWAS) 61 [2, 5]. For a given phenotype, GWAS scans hundreds of thousands to millions of single 62 nucleotide polymorphisms (SNPs) across the genome in a hypothesis-free approach. PheWAS, 63 on the contrary, analyzes thousands of disease phenotypes compared to a single SNP. In a 64 GWAS, the outcome variable is a disease phenotype and predictor variables are SNPs. While in 65 a PheWAS, the outcome variable is a SNP and predictor variables are disease phenotypes. 66 Association analyses test a large number of predictor variables at one time and assume 67 that each variable has an independent effect. However, diseases often occur together as a group 68 of comorbidities, e.g. hyperlipidemia (HLD) and cardiovascular diseases (CVDs). Conventional 69 association analyses may not capture the inter-connections among variables such as phenotypes 70 and thus may not be sensitive enough to identify important genotype-phenotype relationships.
74
This study aimed to test the feasibility of topic modeling for identifying relationships 75 between genetic variants and disease phenotypes. Topic modeling is an unsupervised machine 76 learning method that was initially introduced as a text mining technique [7] . It has been 77 demonstrated to extract latent topics or themes from documents, aiding in the understanding of 78 large amounts of data [8] . Compared to traditional clustering approaches such as K-means 79 clustering that partitions a collection of documents into several disjoint clusters (i.e., topics) 80 based on a similarity measure, topic modeling assigns a document to multiple clusters with 81 different scores. Therefore, each document is characterized by one or more topics. In addition to 82 its wide adoption in the text mining field, topic modeling has achieved many successes in 83 computer vision and biomedical science. Recently, a few groups have used this approach to 84 analyze electronic health records (EHRs) [9,10] and genetic data to capture the characteristic of 85 data [11, 12] . 86 We hypothesized that topic modeling would be useful in replicating known findings and 87 uncovering previously unidentified relationships between genetic variants and disease 88 phenotypes. To test this hypothesis, we used topic modeling via non-negative matrix 89 factorization (NMF) [13, 14] to identify latent topics (e.g. disease clusters or relevant 90 comorbidities) from EHR data. We then tested associations between the EHR-derived topics and 91 a LPA SNP (rs10455872). We chose the SNP because previous studies have shown that high-92 levels of the LPA product (Lp(a)) is associated with increased risks of developing HLD and 93 CVD [15] . Specifically, rs10455872, as a single variant, explains 20-30% of the variation in 94 circulating Lp(a) levels, which makes it an ideal candidate for this study [16] .
Results

96
We applied a topic modeling algorithm using NMF on the dataset of 12,759 individuals 97 and obtained six potentially meaningful topics from the EHRs (Fig 1) . The learned topics (i.e., 98 clusters of disease phenotypes) were consistent with the comorbidities associated with the 99 phenotypes most prevalent in the cohort. For example, topic #0 represented diseases of 100 respiratory failure, topic #2 defined diseases related to CVD (e.g., HLD, hypertension, and 101 chronic ischemic heart disease), topic #3 represented phenotypes relevant to lung cancer and its 102 treatment, topic #4 was related to diabetes and its comorbidities; and topic #5 was related to liver 103 disease and its sequelae. 122 The perplexity was set to 30. We used PCA initialization as it is more globally stable. Each point 123 represents an individual. Topic #2 contains the most individuals in the cohort.
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We then applied the Pearson correlation coefficient (PCC) to examine the association 125 between each topic and rs10455872. Statistical test results suggest that topic #2 and #3 were 126 significantly associated with rs10455872 (Table 1) . Topic #2, a group of lipid and cardiovascular 127 diseases, had a positive correlation with rs10455872 (r=0.072, p=5.8e-16). We also found that 128 topic #3, a group of phenotypes relevant to lung cancer, had a negative correlation with 129 rs10455872 (r=-0.039, p=8.5e-6). Although the r coefficient is weaker than the topic#2, these 130 correlations are highly statistically significant.
131 Topic modeling has been widely used in the field of text mining. In this paper, we applied 135 this technique to explore associations between disease phenotypes and genetic variants. We 159 cancer topic, we queried gene2pheno (https://imlab.shinyapps.io/gene2pheno_ukb_neale/), 160 which is a publicly available database for testing associations between predicted gene expression 161 levels and phenotypes using data from the UK Biobank. Genetically predicted LPA expression 162 levels were associated with death from T cell lymphomas (p=6.9 e-5, Underlying (primary) 163 cause of death: ICD10: C84.5 Other and unspecified T-cell lymphomas). Given that lung cancer 164 is strongly mediated by environmental exposure and that tobacco use disorder was also part of 165 topic #4, it is possible that the SNP is a marker for propensity to smoking, e.g., similar to what 166 was shown for rs16969968 [25] . Further genetic and epidemiological studies are needed to 167 elucidate the relationship between Lp(a) levels and cancer incidence.
168
Topic modeling approaches require pre-specification of the number of topics. In this 169 study, we set k=6, because we aimed to capture the most prevalent diseases such as CVD and to 170 quantify the association. Increasing k allows the quantification of associations between genetic 171 variants and rare diseases but risks fracturing common phenotype clusters. It can be seen that 172 (Fig 3) , except for topic #4 (diabetes), the learned topics formed distinct clusters, indicating a 173 good quality of topic modeling. Some of points in topic #4 (diabetes) were close with topic #2 174 (CVD), which was expected, because type II diabetes is an important risk factor that increases 175 the risk of developing CVD. Compared to the other topics, #1 (Pain), #2 (CVD), and #3 (Lung 176 Cancer) have more concentrated clusters.
177
For optimal selection of k , common approaches have used different values of k to look at 178 the error in optimization and selected the best value by having domain experts review the topics 179 to identify which set of topics are most meaningful, and have estimated k using singular value 180 decomposition (SVD) to look at the decay of singular values [26-28]. To provide evidence for 220 There were 1853 phecodes present in the 12,759 individuals. For each phecode, we labeled 221 individuals without the phecode with a '0' and those with the phecode with a '1'.
222
We applied a topic modeling algorithm using NMF on the dataset of 12,759 individuals 223 to learn potentially meaningful topics from the EHRs. Then, we quantified the association 229 We used NMF as our topic modeling approach. NMF is a low-rank matrix approximation 230 algorithm that has been widely used for feature reduction for high-dimensional data. The 231 assumption is that given a large and sparse matrix X of size n m representing a collection of n 232 high dimensional data points in R m . X is low rank which means that most data points can be 233 approximately represented by a linear combination of a small set of k basis vectors . ∈ × 234 The linear combination is a coefficients matrix providing a lower-dimensional ∈ × 235 encoding for X, which result in a feature reduction for a high-dimensional data. Since NMF 236 restricts the X non-negative and enforces the H and W to be also non-negative, NMF has good 237 interpretability and has been commonly used as a topic modeling approach in text mining.
238
We considered each individual's EHR as one document, and each document was 239 described by disease phenotypes represented by the phecodes (Fig 1) . Since we had 12,759 (n) 240 individuals' EHRs and 1,853 (m) unique phecodes, we used matrix to represent the ∈ × 241 input data, where each row of X represented an individual, and each column of X was a phecode.
242 The entry of the matrix was a binary value (0 or 1) indicating whether ith individual had ∈
