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THE SECOND MOMENT OF PERIOD INTEGRALS AND
RANKIN–SELBERG L-FUNCTIONS FOR GL(3)×GL(2)
JAN MO¨LLERS AND FENG SU
Abstract. We consider Archimedean Rankin–Selberg type period integrals of a Maass form
for an arbitrary lattice Γ ⊆ SL(3,R), against a Maass form for the lattice Γ ∩ SL(2,R) ⊆
SL(2,R). For the second moment of such period integrals along the critical line, we establish
uniform bounds in terms of the Laplace eigenvalues of the Maass forms. Of particular interest
is the case of the lattice Γ = SL(3,Z), in which our estimates provide new bounds for the
second moment of the corresponding Rankin–Selberg L-functions, generalizing the recent
estimates by M. Young [28]. The proofs of our results use a variant of a technique initiated
by Bernstein–Reznikov which was previously applied in the context of rank one groups. The
present work provides a first application to a genuine higher rank group and shows that this
method is also competitive in this situation.
Introduction
In the theory of automorphic forms, period integrals are integrals of automorphic forms
over special cycles of the ambient geometric object. They are important due to close relations
with special L-values and automorphic representations. Such relations are highlighted for
instance by the Rankin–Selberg unfolding method and the Gan–Gross–Prasad/Ichino–Ikeda
conjecture. It turns out that the estimation of period integrals often amounts to that of
special L-values, the latter being one of the central topics in the study of automorphic forms.
In a series of seminal papers [4, 5, 6, 21, 22], J. Bernstein and A. Reznikov applied purely
representation-theoretic methods to estimate periods on GL(2). As a consequence, they ob-
tained some remarkable (upper) bounds for special values of certain automorphic L-functions.
The present paper is an extension of some of their ideas and techniques to a (genuine) higher
rank group, namely, we shall estimate periods on GL(3) and then apply the resulting bounds
to estimate the corresponding Rankin–Selberg L-functions for GL(3) × GL(2). In this con-
text, the method of Bernstein–Reznikov yields upper bounds for the second moment of period
integrals and L-functions along the critical line.
While a lot of of attention has been paid to various bounds for L-functions on GL(2), much
less is known for L-functions on (genuine) higher rank groups. In recent years, however,
some progress has been made towards higher rank L-functions for GL(n). One of the first
breakthroughs (in line with our setting) was made by X. Li [14] who obtained a subconvexity
bound for central values of Rankin–Selberg L-functions on GL(3) × GL(2). The main tool
she uses is the Voronoi formula on GL(3) which was established by Miller–Schmid [17]. Re-
cently, McKee–Sun–Ye [16] improved the bound, using an additional technique which they
call weighted stationary phase method. Both papers estimate special values of L-functions,
either central values or values on the critical line. One may also ask for estimates of the
second moment of L-functions along the critical line (a question posed by A.Venkatesh). For
GL(3) × GL(2) L-functions such estimates were first obtained by M. Young [28], and they
imply the corresponding convexity bound for the central value of the L-function. In all these
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works an automorphic form on GL(3) is fixed and the form on GL(2) is varied; thus, the
bound is in terms of the Laplace eigenvalue of the latter form. Naturally, one may fix the
form on GL(2) and let the form on GL(3) vary. This second problem has recently been stud-
ied by Li–Young [15] who treated the L2-norm restriction problem of Maass forms on GL(3).
The estimate they obtained is implied by the Lindelo¨f hypothsis, and is therefore likely to be
sharp.
In contrast to the above mentioned results, our bounds are uniform in both the automorphic
form on GL(3) and the one on GL(2), and they hold for arbitrary lattices in SL(3). Let us
explain our results in detail.
Second moment of period integrals. Given any lattice Γ in SL(3,R), let f be a normalized
Maass cusp form on R× · Γ\GL(3,R) with Laplace eigenvalue 1 − (λ21 + λ
2
2 + λ
3
3)/2 where
λ = (λ1, λ2, λ3) ∈ (iR)
3 is the Langlands parameter of f (see Section 1.5 for details). The
group GL(2,R) embeds into GL(3,R) as the upper left corner, and we assume that Γ0 :=
Γ ∩ SL(2,R) is a lattice in SL(2,R). Let (gj)j be an orthonormal sequence of Maass form on
R
× · Γ0\GL(2,R) with non-decreasing Laplace eigenvalues
1
4 − τ
2
j . For s ∈ C, we define a
period integral by
Λf×gj (s) =
∫
Γ0\GL(2,R)
f(h)gj(h)|det(h)|
s− 1
2 dh.
Since f is a cusp form, this integral converges absolutely and defines a holomorphic function
in s ∈ C which satisfies a functional equation. In this paper we are interested in estimating
Λf×gj(s) along the critical line Re s =
1
2 in terms of the eigenvalues of f and gj .
In view of the relation between Λf×gj and the Rankin–Selberg L-function Lf×gj in the
special case Γ = SL(3,Z), it is more natural to consider
(0.1)
Lf×gj(s) =
Γ(λ1−λ2+12 )Γ(
λ2−λ3+1
2 )Γ(
λ1−λ3+1
2 )Γ(τj +
1
2)
Γ(
s+λ1+τj
2 )Γ(
s+λ1−τj
2 )Γ(
s+λ2+τj
2 )Γ(
s+λ2−τj
2 )Γ(
s+λ3+τj
2 )Γ(
s+λ3−τj
2 )
· Λf×gj (s).
We prove the following uniform bound in f and gj for the second moment of Lf×gj(s) along
the critical line Re s = 12 :
Theorem A. There exists a constant C = CΓ > 0 such that∑
|τj |≤T
∫ T
−T
∣∣Lf×gj(12 + it)∣∣2 dt ≤ C · T 3 ∀ f with |λ| ≤ T .
In particular,
∫ T
−T
∣∣Lf×gj(12 + it)∣∣2 dt≪f,gj T 3 for fixed f and gj.
We remark that Theorem A holds for any lattice Γ ⊂ SL(3,R) such that Γ0 is a lattice of
SL(2,R). In particular, we do not assume Γ to be a congruence lattice.
Second moment of L-functions. Specified to the lattice Γ = SL(3,Z), we may apply
the above results to estimate the second moment of Rankin–Selberg L-functions Lf×g(s)
associated to Hecke–Maass forms f for SL(3,Z) and g for SL(2,Z) (see Section 1.5 for the
precise definitions).
Let f be a normalized Hecke–Maass form for SL(3,Z) with Langlands parameter λ =
(λ1, λ2, λ3). We always assume that λ ∈ (iR)
3, which means that the associated automorphic
representation belongs to the unitary principal series (see Remark 1.3). This assumption
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ensures that f is a cusp form. Let (gj)j be an orthonormal sequence of even Hecke–Maass
forms for SL(2,Z), with non-decreasing Laplace eigenvalues 14 − τ
2
j . It is known that τj is
purely imaginary when gj is nontrivial, i.e. the Laplace eigenvalue of gj is no smaller than
1
4 .
By use of Theorem A we obtain the following bound:
Theorem B. For any fixed ε > 0, there exists a constant C = CΓ,ε > 0 such that∑
|τj |≤T
∫ T
−T
∣∣Lf×gj(12 + it)∣∣2 dt ≤ C · T 3+ε|Af (1, 1)|2 ∀ f with |λ| ≤ T .
Assuming standard conjectures one can show that |Af (1, 1)|
2 ≫ε (1 + |λ|)
−ε (cf. [15, p.
682]), so that the estimate can also be brought into the form ≪ε T
3+ε.
Relation to pevious results. We compare Theorem B to the recent result of M. Young [28]:∑
T<|τj |≤2T
∫ T 1−ε
−T 1−ε
∣∣Lf×gj(12 + it)∣∣2 dt≪f,ε T 3+ε.
As remarked by Young in [28, Remark after Theorem 1.1], his estimate can most likely be
extended to |τj| ≤ T and |t| ≤ T , and hence equals the bound in Theorem B for fixed f .
This bound recovers the convexity bound for Lf×gj(
1
2 + it) in terms of τj. We remark that
in contrast to [28], Theorem B is uniform in f , and further holds for arbitrary lattices Γ as
stated in Theorem A. In this sense, our results generalize Young’s estimate.
Further, Theorem B has some relation to the estimate of Li–Young [15] which implies∑
j
∫ ∞
−∞
∣∣Λf×gj(12 + it)∣∣2 dt≪ε (1 + |λ|)ε · |Af (1, 1)|2 ∀ f.
But since the period Λf×gj(s) and the L-function Lf×gj (s) are related by certain gamma
factors depending on λ and τj , the bounds in Theorem B are of a different nature.
For other important work on bounds of Rankin–Selberg L-functions for higher rank groups
we refer the reader to [7, 20, 29].
Methods of proof. Our approach to estimating L-values is completely different from the
above mentioned works [15, 28]. Instead of focusing on L-functions, we treat periods which are
directly related to L-values via the Rankin–Selberg unfolding method. The representation-
theoretic interpretation of periods and the multiplicity one property for the pair of groups
(GL(3,R),GL(2,R)) allow us to express the period integral as a product of a model period
and a proportionality scalar. It turns out that all arithmetic information of the L-value is
encoded in the proportionality scalar, while the model period can be evaluated explicitly in
terms of gamma factors. The evaluation of the model period is the key part of the proof
(see Section 3). Standard estimates for the proportionality scalars (see Section 4) then imply
the stated estimates. This technique is essentially due to Bernstein–Reznikov [4, 5, 6, 21, 22]
who applied it in the context of G = PGL(2,R) to various period integrals. We also refer to
previous works by the authors, in which the same method is applied to the rank one groups
G = O(1, n), see [19, 25]. The present paper is the first instance of the Bernstein–Reznikov
technique in a genuine rank two situation.
We remark that the techniques in this paper easily generalize to the case of GL(n)×GL(n−
1) period integrals and L-functions for arbitrary n ≥ 2, as soon as one is able to evaluate the
model period explicitly. However, this amounts to the evaluation of a certain integral over
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the unipotent radical of the minimal parabolic subgroup of GL(n) (see Section 3), which we
were able to compute for n = 3, but which becomes more involved for n ≥ 4.
Acknowledgement. The second author would like to thank Andre Reznikov for his kind
support. We further thank Binyong Sun for helpful discussions, and Valentin Blomer, Xiao-
qing Li and Matthew Young for their comments and remarks.
1. Preliminaries
In this section we fix the necessary notations and recall some results about automorphic
forms and representation theory which will be used later on.
1.1. Notation. For a real reductive group G the following standard notation will be adopted:
• G0: the connected component of the identity in G,
• Z(G): the center of G,
• G◦ =
{
g ∈ G |χ(g) = 1 for any continuous homomorphism χ : G → R+
}
, so that
G = Z(G)0G
◦,
• G = Z(G)NGAGKG: a fixed Iwasawa decomposition of G,
• g: the Lie algebra of G,
• U(g): the universal enveloping algebra of g,
• Z(g): the center of U(g).
Let Γ be a lattice in G◦. Then G acts on L2(Γ · Z(G)\G) via right translations, and U(g)
acts on C∞(Γ · Z(G)\G) by invariant differential operators.
1.2. Maass forms on GL(n,R). Let G = GL(n,R) (n ≥ 2) and Γ a lattice in SL(n,R).
Then Γ is automatically a lattice in G◦ = SL±(n,R). A smooth function f on Γ · Z(G)\G is
called a Maass form for Γ (more precisely, spherical Maass form with trivial central character)
if the following properties are satisfied:
(1) f is KG-invariant,
(2) Z(g) acts by scalars on f , i.e. Df = λDf , ∀D ∈ Z(g) for some λD ∈ C,
(3) f ∈ L2(Γ · Z(G)\G).
When Γ is not uniform in G◦, i.e. Γ\G◦ is noncompact, a Maass form f is furthermore called
cusp form if it decays rapidly at the cusps of Γ ·Z(G)\G/KG. In this paper we always assume
that the cusps contain the image of AG in Γ · Z(G)\G as a leaf.
In view of property (1), Maass forms can also be viewed as Γ-invariant smooth functions on
the Riemannian symmetric space G/KG · Z(G) which can be identified with the generalized
upper half plane. For this, we choose the maximal compact subgroup KG = O(n) of G, let
AG denote the subgroup of diagonal matrices with positive entries, and NG the unipotent
subgroup of upper triangular matrices. In view of the Iwasawa decomposition, the quotient
G/KG · Z(G) = GL(n,R)/O(n) · R
× can be identified with the generalized upper half plane
hn which is defined to be the set of all products z = xy with
(1.1) x =


1 x12 · · · · · · x1n
1 x22 · · · x2n
. . .
...
1 xn−1,n
1

 , y =


y1y2 · · · yn−1
. . .
y1y2
y1
1

 ,
PERIOD INTEGRALS AND RANKIN–SELBERG L-FUNCTIONS FOR GL(3)×GL(2) 5
where xij ∈ R and yi ∈ R+. Given α = (α1, . . . , αn−1) ∈ C
n−1, the function Iα on h
n given
by
(1.2) Iα(z) =
n−1∏
i=1
n−1∏
j=1
y
bi,jαj
i ,
where
bi,j =
{
ij for i+ j ≤ n,
(n− i)(n − j) otherwise,
is a joint eigenfunction of all differential operators in Z(g). A Maass form f is said to be
of type α if its eigenvalues λD, D ∈ Z(g), as defined in (2) coincide with the eigenvalues of
Iα(z), i.e.
DIα = λDIα, Df = λDf, ∀D ∈ Z(g).
1.3. The period integral. Let H = GL(n−1,R), viewed as the subgroup of G in the upper
left corner. We assume that Γ0 := Γ ∩H is a lattice in H
◦.
Given Maass forms f ∈ C∞(Γ ·Z(G)\G) and g ∈ L2(Γ0 ·Z(H)\H) and a complex number
s ∈ C, we consider the following period integral:
Λf×g(s) =
∫
Γ0\H
f(h)g(h)|det(h)|s−
1
2 dh.
In this paper we are interested in estimating the values Λf×g(
1
2 + it) on the critical line in
terms of t ∈ R and the eigenvalues of the forms f and g.
For Γ = SL(n,Z) the period integrals Λf×g(s) are also called Rankin–Selberg convolutions,
and they are related to Rankin–Selberg L-functions. More precisely, Λf×g(s) is the completed
Rankin–Selberg L-function of f × g. To make this relation explicit in the case (G,H) =
(GL(3,R),GL(2,R)), we first recall the expansions of Maass forms for SL(3,Z) and SL(2,Z).
1.4. Fourier–Whittaker expansions for SL(3,Z) and SL(2,Z). We recall the Fourier
expansions of Maass forms for SL(3,Z) and SL(2,Z) (see e.g. [9, Chapter 3 and 6]).
1.4.1. SL(3,Z). For a, b ∈ R let ψa,b be the character of NG given by
ψa,b(x) = e
2pii(ax23+bx12),
where x is as in (1.1). Then we have Jacquet’s Whittaker function:
(1.3) WJ(z;α,ψa,b) =
∫
NG
Iα(wuz)ψa,b(u) du,
where z ∈ h3, α = (α1, α2) ∈ C
2, Iα the function defined in (1.2), and
w =

 1−1
1

 .
The Fourier–Whittaker expansion of a Maass form f of type α = (α1, α2) for SL(3,Z) is
f(z) =
∑
γ∈
NG∩SL(2,Z)\ SL(2,Z)
∑
m1≥1
∑
m2 6=0
Af (m1,m2)
m1|m2|
WJ
((
m1|m2|
m1
1
)(
γ
1
)
z;α,ψ1, m2
|m2|
)
.
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1.4.2. SL(2,Z). Identifying h2 with the upper half plane {z ∈ C : Im z > 0} via the corre-
spondence
h2 ∋
(
1 x
1
)(
y−1
1
)
←→ z = x+ iy,
the Fourier expansion of a Maass form g of type β for SL(2,Z) is:
g(z) =
∑
n 6=0
ρg(n)
√
2πyK 1
2
−β(2π|n|y)e
2piinx,
where Kν(z) stands for the classical K-Bessel function. With the more standard parameter
τ = 12 − β, the Laplace eigenvalue of g is
1
4 − τ
2.
1.5. Rankin–Selberg L-function. If f is a Hecke–Maass form for SL(3,Z), i.e. f is a
Maass form and additionally an eigenfunction for all Hecke operators, then f 6= 0 if and only
if Af (1, 1) 6= 0. Likewise, when g is a nonzero even Hecke–Maass form for SL(2,Z) we have
ρg(1) 6= 0. In this case we define normalized Fourier coefficients by
A˜f (m1,m2) =
Af (m1,m2)
Af (1, 1)
and ρ˜g(n) =
ρg(n)
ρg(1)
.
The Rankin–Selberg L-function of f × g is defined by
Lf×g(s) =
∑
m2≥1
∑
m1≥1
A˜f (m1,m2) · ρ˜g(m2)
(m21m2)
s
.
This series converges absolutely when Re(s) is sufficiently large, and has a holomorphic ex-
tension to the whole complex plane C via a functional equation. The functional equation
is not for the L-function itself, but for its completed version Λf×g(s) which is given by the
above period integral for γ = SL(3,Z). More precisely,
Λf×g(s) = Λf˜×g˜(1− s),
where f˜ , g˜ denote the dual Maass forms of f and g, respectively (see [9, Chapter 12]).
The explicit relation between the Rankin–Selberg L-function Lf×g(s) and the period inte-
gral Λf×g(s) can be obtained via the unfolding method, and we have (see e.g. [15, Proposition
3.4]):
(1.4) Λf×g(s) = Af (1, 1) · ρg(1) ·Gα,β(s) · Lf×g(s),
where
Gα,β(s) = 4
∫ ∞
0
∫ ∞
0
WJ



y1y2 y1
1

 ;α,ψ1,1

Kβ− 1
2
(2πy2)(y
2
1y2)
s dy2
y22
dy1
y21
,
if f is of type α = (α1, α2) and g of type β. The explicit form of Gα,β(s) was computed by
Bump [8] and Stade [24] and is most easily written in terms of the Langlands parameters
λ = (λ1, λ2, λ3) and ν = (ν1, ν2) of f and g given by
λ1 = −α1 − 2α2 + 1,
λ2 = −α1 + α2,
λ3 = 2α1 + α2 − 1.
ν1 = −β +
1
2 = τ,
ν2 = β −
1
2 = −τ.
(1.5)
We note that the Laplace eigenvalues of f and g are in terms of the Langlands parameters
given by 1− (λ21 + λ
2
2 + λ
2
3)/2 and
1
4 − (ν
2
1 + ν
2
2 )/2 =
1
4 − τ
2.
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Abusing notation, we write Gλ,ν(s) = Gα,β(s).
Lemma 1.1 ([8, 24]). The function Gλ,ν(s) has the form
(1.6) Gλ,ν(s) =
π−3sΓ
(
s+λ1+ν1
2
)
Γ
(
s+λ2+ν1
2
)
Γ
(
s+λ3+ν1
2
)
Γ
(
s+λ1+ν2
2
)
Γ
(
s+λ2+ν2
2
)
Γ
(
s+λ3+ν2
2
)
π−
3
2
+λ1−λ3Γ
(
1+λ3−λ2
2
)
Γ
(
1+λ2−λ1
2
)
Γ
(
1+λ3−λ1
2
) .
Proof. The above integral is computed by Stade [24]. We only have to translate the notation
used by Stade to our notation. Comparing [24, equation (1.1)] with (1.2) shows that Stade’s
function H(α1,α2)(z) equals our function I(α2,α1)(z) on h
3 since y1 and y2 are interchanged.
Further, comparing the definitions [24, equation (2.2)] and (1.3), we find that Stade’s Whit-
taker function W(3,α)(y) and Jacquet’s Whittaker function WJ(y;α,ψ1,1) are related by
W(3,(α1,α2))(y1, y2) =
Γ(3α12 )Γ(
3α2
2 )Γ(
3α1+3α2−1
2 )
π3α1+3α2−
1
2
WJ(diag(y1y2, y2, 1); (α2, α1), ψ1,1)
Since interchanging α1 and α2 switches the sign of the Langlands parameter λ (up to the action
of the Weyl group by permutations), the claimed formula now follows from [24, equation (7.8)
and the top display on page 358]. 
Remark 1.2. In the literature, there are two standard ways of normalizing Maass forms,
in terms of their first Fourier coefficient or their L2-norm. In [15, Proposition 3.4], the
Maass form f is assumed to be L2-normalized, so the leading Fourier coefficient of f is
not necessarily equal to 1. However, in the definition of the Rankin–Selberg L-function in
[15], the original coefficients Af (m1,m2) are used, while in this paper we use the normalized
coefficients A˜f (m1,m2). Therefore, in (1.4) the additional term Af (1, 1) occurs. The reason
why we define Lf×g in this way is because such Lf×g has an expansion into an Euler product.
Remark 1.3. Due to technical reasons, i.e. we have to ensure that the computations in
Section 3.1 are valid, throughout the paper we assume that the Langlands parameters λ1, λ2
and λ3 are purely imaginary, or equivalently, Re(α1) = Re(α2) =
1
3 . Such an assumption was
also posed in [15].
2. Equivariant bilinear forms
We interpret the period integral Λf×g(
1
2 + it) as the special value of an H-equivariant
bilinear form on the tensor product of two representations of G and H. More precisely, the
Maass forms f and g generate irreducible spherical subrepresentations of L2(Γ ·Z(G)\G) and
L2(Γ0 · Z(H)\H), and the integration against a power of the determinant over Γ0\H defines
an H-equivariant bilinear form (on the tensor product of the two subrepresentations) whose
special value at the spherical vectors f and g equals Λf×g(
1
2 + it).
2.1. Automorphic representations. Under the action of G on L2(Γ ·Z(G)\G), any Maass
form f generates an irreducible subrepresentation of L2(Γ · Z(G)\G) which is spherical, the
function f being the unique (up to scalar multiples) KG-spherical vector. Further, the dimen-
sion of the space of Maass forms sharing the same eigenvalues λD is simply the multiplicity
of this representation in L2(Γ · Z(G)\G). We write Vf ⊆ L
2(Γ · Z(G)\G) for the subspace of
smooth vectors and πf for the corresponding action of G on Vf . Then Vf ⊆ C
∞(Γ ·Z(G)\G).
Similarly, we denote by (σg,Wg) the smooth vectors of the irreducible subrepresentation
of L2(Γ0 · Z(H)\H) generated by H. Let us now identify πf and σg explicitly with principal
series representations.
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2.1.1. GL(3,R). The unitary dual of GL(3,R) is classified (see [23, 27]), and all irreducible
spherical unitary representations are full principal series representations. In our context, this
implies that for any Maass form f of type α = (α1, α2) the representation πf is isomorphic
to the induced representation (smooth normalized parabolic induction)
πλ = Ind
G
PG
(1⊗ eλ ⊗ 1),
where λ = (λ1, λ2, λ3) ∈ C
3 is given by (1.5). Here we write PG =MGAGNG for the standard
minimal parabolic subgroup of upper triangular matrices, and we identify a∗G,C ≃ C
3 by
λ 7→ (λ1, λ2, λ3) = (λ(diag(1, 0, 0)), λ(diag(0, 1, 0)), λ(diag(0, 0, 1))),
so that the half sum of all positive roots ρ is given by (1, 0,−1). Note that if we assume
Reα1 = Reα2 =
1
3 , then λ ∈ (iR)
3 and the representation πλ belongs to the unitary principal
series.
2.1.2. GL(2,R). The unitary dual of GL(2,R) is well-known, and again all irreducible spher-
ical unitary representations are full principal series representations. For any Maass form g
with Laplace eigenvalue 14 − τ
2, the representation σg is isomorphic to the principal series
representation
σν = Ind
H
PH
(1⊗ eν ⊗ 1),
where ν = (ν1, ν2) ∈ C
2 is given by (1.5). Here PH = P ∩H = MHAHNH is the standard
minimal parabolic subgroup of H and we identify a∗H,C ≃ C
2 by
ν 7→ (ν1, ν2) = (ν(diag(1, 0)), ν(diag(0, 1))),
so that ρH = (
1
2 ,−
1
2 ). Note that if we assume τ ∈ iR, then ν ∈ (iR)
2 and the representation
σν belongs to the unitary principal series.
2.2. The automorphic equivariant bilinear form. For φ ∈ Vf ⊆ C
∞(Γ · Z(G)\G) and
ψ ∈Wg ⊆ C
∞(Γ0 · Z(H)\H) the period integral
Λφ×ψ(s) =
∫
Γ0\H
φ(h)ψ(h)|det(h)|s−
1
2 dh
still makes sense for s in some right half plane containing the critical line {s ∈ C : Re(s) = 12},
and f a cusp form in case Γ0 is not uniform in H
◦. This leads us to the following bilinear
form:
ℓautf,g,t : Vf ×Wg → C, (φ,ψ) 7→ Λφ×ψ(
1
2 + it).
By the H-invariance of the measure on Γ0\H it is clear that
ℓautf,g,t(h · φ, h · ψ) = |det(h)|
−itℓautf,g,t(φ,ψ),
and hence
ℓautf,g,t ∈ HomH(πf |H ⊗ σg, |det |
−it) ≃ HomH(πf |H ⊗ (σg ⊗ |det |
it),C).
Recall that a pair (G,H) consisting of a Lie group G and a closed subgroup H ⊆ G is
called a strong Gelfand pair if the multiplicity one property
dimHomH(π|H ⊗ σ,C) ≤ 1
holds for all irreducible Casselman–Wallach representations π of G and σ of H. Several pairs
of classical groups over local fields have been verified to be strong Gelfand pairs (see e.g.
[1, 2, 26] and references therein). In particular, (GL(3,R),GL(2,R)) is such a pair.
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Let λ = (λ1, λ2, λ3) ∈ (iR)
3 and ν = (ν1, ν2) ∈ (iR)
2 denote the Langlands parameters of
f and g as defined in (1.5), then πf ≃ πλ and σg ≃ σν . We fix unitary isomorphisms
θ : πλ → πf , u 7→ θu and η : σν → σg, v 7→ ηv.
Assume we are given a non-trivialH-equivariant bilinear form ℓmodλ,ν,t ∈ HomH(πλ|H⊗σν , |det |
−it)
for all λ ∈ (iR)3, ν ∈ (iR)2 and t ∈ R. Then by the multiplicity one property, the forms ℓautf,g,t
and ℓmodλ,ν,t are proportional, i.e. there exists a scalar bf,g,t ∈ C such that
(2.1) ℓautf,g,t(θu, ηv) = bf,g,t · ℓ
mod
λ,ν,t(u, v).
Note that if we normalize f and g to be of L2-norm one, then the isomorphisms θ and η can
be chosen such that the normalized spherical vectors φλ in πλ and ψν in σν are mapped to f
and g. In particular, we find that
(2.2) Λf×g(
1
2 + it) = ℓ
aut
f,g,t(f, g) = bf,g,t · ℓ
mod
λ,ν,t(φλ, ψν).
To estimate the left hand side of (2.2), we estimate both factors on the right hand side
separately (a basic idea by Bernstein–Reznikov). For this we first explain the construction of
a model equivariant bilinear form ℓmodλ,ν,t on πλ × σν due to the first author [18], then compute
ℓmodλ,ν,t(φλ, ψν) explicitly in Section 3 and finally estimate the proportionality constants bf,g,t in
Section 4.
2.3. The model equivariant bilinear form. We construct the model equivariant bilinear
form ℓmodλ,ν,t in the non-compact picture of the principal series representations πλ and σν . For
more details on this realization we refer to [13].
2.3.1. The non-compact picture for GL(3,R). In the induced picture, the principal series
representation πλ is realized as the left-regular representation on
{f ∈ C∞(G) : f(gman) = a−(λ+ρ)f(g)∀ g ∈ G,man ∈MGAGNG = PG}.
Let NG denote the opposite nilradical, then the Bruhat cell NGMGAGNG ⊆ G is open and
dense. Therefore, the restriction of functions to NG realizes πλ on a subspace of C
∞(NG).
Identifying NG with R
3 by
R
3 → NG, (x, y, z) 7→ n(x,y,z) := exp

 0 0 0x 0 0
z y 0

 =

 1 0 0x 1 0
z + xy2 y 1

 ,
gives a realization of πλ on a subspace I(λ) ⊆ C
∞(R3), the non-compact picture. Write
g = n(g)m(g)a(g)n(g) ∈ NMAN , then the action of g ∈ G on a function u ∈ I(λ) is as
follows:
πλ(g)u(x, y, z) = a
(
g−1n(x,y,z)
)−(λ+ρ)
u
(
g−1.(x, y, z)
)
,
where g−1.(x, y, z) ∈ R3 is such that ng−1.(x,y,z) = n
(
g−1n(x,y,z)
)
. Note that g.(x, y, z) is only
a densely defined rational action of G on R3 (rather than a linear action).
For λ ∈ (iR)3 we have C∞c (R
3) ⊆ I(λ) ⊆ L2(R3), and the L2-inner product on I(λ) is
invariant under πλ, so that the representation extends to an irreducible unitary representation
on L2(R3). These representations form the unitary principal series.
The KG-spherical vector φλ ∈ I(λ) takes the form
φλ(x, y, z) = (1 + x
2 + (z + xy2 )
2)−
λ1−λ2+1
2 (1 + y2 + (z − xy2 )
2)−
λ2−λ3+1
2 .
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We normalize the L2-inner product such that φλ has norm one. Note that this normalization
does not depend on λ ∈ (iR)3.
2.3.2. The non-compact picture for GL(2,R). Similarly, the representation σν can be realized
on a subspace J(ν) ⊆ C∞(R) containing C∞c (R), where we have identified NH ≃ R by
R→ NH , w 7→ exp
(
0 0
w 0
)
=
(
1 0
w 1
)
.
For ν ∈ (iR)2 the L2-inner product on J(ν) is invariant under σν , and the representation can
be extended to an irreducible unitary representation on L2(R).
The KH -spherical vector ψν ∈ J(ν) is given by
ψν(w) = (1 + |w|
2)−
ν1−ν2+1
2 .
2.3.3. Intertwining operators and invariant bilinear forms. By [18, Section 7] there exists a
meromorphic family of intertwining operators
Amodλ,ν ∈ HomH(πλ|H , σν)
which are in the above realizations of πλ and σν given by the integral operators
Amodλ,ν : I(λ)→ J(ν), A
mod
λ,ν f(w) =
∫
R3
Kλ,ν((x, y, z), w)f(x, y, z) d(x, y, z)
with integral kernel
Kλ,ν((x, y, z), w) = |z +
xy
2 |
λ1−ν2−
1
2 |z − xy2 + wy|
λ2−ν1−
1
2 |x− w|−λ2+ν2−
1
2 .
It is easy to see that for λ ∈ (iR)3 and ν ∈ (iR)2 the integral indeed converges and no
regularization is necessary.
The family Amodλ,ν provides a meromorphic family of invariant bilinear forms ℓ
mod
λ,ν ∈ HomH(πλ|H⊗
σν ,C) given by
ℓmodλ,ν : I(λ)× J(ν)→ C, ℓ
mod
λ,ν (φ,ψ) =
∫
R
Amodλ,−νφ(w) · ψ(w) dw
=
∫
R
∫
R3
Kλ,−ν((x, y, z), w)φ(x, y, z)ψ(w) d(x, y, z) dw.
We remark that [18, Section 7] also provides intertwining operators between arbitrary (not
necessarily spherical) principal series representations.
2.3.4. Equivariant bilinear forms. Since HomH(πλ|H⊗σν , |det |
−it) ≃ HomH(πλ|H , σ−ν−(it,it)),
we define
Kλ,ν,t((x, y, z), w) := Kλ,ν+(it,it)((x, y, z), w)
= |z + xy2 |
λ1−ν2−it−
1
2 |z − xy2 + wy|
λ2−ν1−it−
1
2 |x− w|−λ2+ν2+it−
1
2 ,
and
ℓmodλ,ν,t : I(λ)× J(ν)→ C, (u, v) 7→
∫
R
∫
R3
Kλ,−ν,−t((x, y, z), w)u(x, y, z)v(w) d(x, y, z) dw.
Then ℓmodλ,ν,t ∈ HomH(πλ|H ⊗ σν , |det |
−it), and since ψν = ψν+(it,it) we have
(2.3) ℓmodλ,ν,t(φλ, ψν) = ℓ
mod
λ,ν+(it,it)(φλ, ψν).
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It therefore suffices to evaluate ℓmodλ,ν (φλ, ψν) in order to find ℓ
mod
λ,ν,t(φλ, ψν).
Note that
ℓmodλ,ν,t(φ,ψ) =
∫
R
Amodλ,−ν,−tφ(w) · ψ(w) dw,
where the intertwining operator Amodλ,−ν,−t ∈ Hom(πλ|H , τ−ν ⊗ |det |
−it) is given by
Amodλ,−ν,−tφ(w) =
∫
R3
Kλ,−ν,−t((x, y, z), w)φ(x, y, z) d(x, y, z).
3. Special value of the model forms
In this section we evaluate the model invariant bilinear forms ℓmodλ,ν at the spherical vectors:
Proposition 3.1. For λ = (λ1, λ2, λ3) and ν = (ν1, ν2) we have
ℓmodλ,ν (φλ, ψν) =
c ·
Γ(2λ1+2ν1+14 )Γ(
2λ1+2ν2+1
4 )Γ(
2λ2+2ν1+1
4 )Γ(−
2λ2+2ν2−1
4 )Γ(−
2λ3+2ν1−1
4 )Γ(−
2λ3+2ν2−1
4 )
Γ(λ1−λ2+12 )Γ(
λ2−λ3+1
2 )Γ(
λ1−λ3+1
2 )Γ(
ν1−ν2+1
2 )
.
for some constant c > 0 which is independent of λ and ν.
Proof. To compute ℓmodλ,ν (φλ, ψν), first note that Aλ,−νφλ ∈ J(−ν) is KH -spherical and hence
a scalar multiple of ψ−ν . Since ψ−ν(0) = 1, we have Aλ,−νφλ(w) = Aλ,−νφλ(0) · ψ−ν(w) and
therefore
ℓmodλ,ν (φλ, ψν) = Aλ,−νφλ(0) ·
∫
R
(1 + |w|2)−1 dw.
The latter integral is a positive constant, so it suffices to compute
Aλ,−νφλ(0) =
∫
R3
|x|−λ2−ν2−
1
2 |z + xy2 |
λ1+ν2−
1
2 |z − xy2 |
λ2+ν1−
1
2
× (1 + x2 + (z + xy2 )
2)−
λ1−λ2+1
2 (1 + y2 + (z − xy2 )
2)−
λ2−λ3+1
2 d(x, y, z).
We first substitute z 7→ z − xy2 , x 7→
x
y
and rearrange terms to obtain
=
∫
R3
|x|−λ1−ν2−
3
2 |y|λ1+ν2+
1
2 |z|λ1+ν2−
1
2 |z − x|λ2+ν1−
1
2 (1 + (z − x)2)−
λ2−λ3+1
2
× (1 + (1+z
2)y2
x2
)−
λ1−λ2+1
2 (1 + y
2
1+(z−x)2
)−
λ2−λ3+1
2 d(x, y, z).
The integral over y can be computed using (A.1):
=
Γ(2λ1+2ν2+34 )Γ(−
2λ3+2ν2−1
4 )
2Γ(λ1−λ3+22 )
∫
R2
|z|λ1+ν2−
1
2 |z − x|λ2+ν1−
1
2 (1 + (z − x)2)−
λ2−λ3+1
2
× (1 + z2)−
2λ1+2ν2+3
4 2F1
(
λ2−λ3+1
2 ,
2λ1+2ν2+3
4 ;
λ1−λ3+2
2 ; 1−
x2
(1+z2)(1+(z−x)2)
)
d(x, z).
By the integral representation (A.2) this equals
=
1
2
∫
R2
∫ ∞
0
t
2λ1+2ν2−1
4 (1 + t)−
λ1−λ2+1
2
(
1 + tx
2
(1+z2)(1+(z−x)2)
)−λ2−λ3+1
2 dt
× |z|λ1+ν2−
1
2 |z − x|λ2+ν1−
1
2
(
1 + (z − x)2
)−λ2−λ3+1
2 (1 + z2)−
2λ1+2ν2+3
4 d(x, z).
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We now substitute x 7→ x+ z, t 7→ (1 + z2)t and rearrange the resulting expression:
=
1
2
∫
R2
∫ ∞
0
t
2λ1+2ν2−1
4 (1 + t+ tz2)−
λ1−λ2+1
2 (1 + x2 + t(x+ z)2)−
λ2−λ3+1
2 dt
× |x|λ2+ν1−
1
2 |z|λ1+ν2−
1
2 d(x, z).
First note that the integrand is invariant under (x, z) 7→ (−x,−z), so it suffices to integrate
x over (0,∞). Further, write
1 + x2 + t(x+ z)2 = (1 + t)
((
x+
tz
1 + t
)2
+
1 + t+ tz2
(1 + t)2
)
,
and substitute x 7→ x− tz1+t , then we get
=
∫
R
∫ ∞
tz
1+t
∫ ∞
0
t
2λ1+2ν2−1
4 (1 + t)−
λ2−λ3+1
2 |z|λ1+ν2−
1
2 (1 + t+ tz2)−
λ1−λ2+1
2
× |x− tz1+t |
λ2+ν1−
1
2
(
x2 + 1+t+tz
2
(1+t)2
)−λ2−λ3+1
2 dt dx dz.
To compute the integral over x we use (A.4) (note that one of the two terms is an odd function
of z and hence vanishes if integrated over z ∈ R) and obtain
=
Γ(λ2 + ν1 +
1
2 )Γ(−λ3 − ν1 +
1
2)Γ(
λ2−λ3+2
2 )Γ(
1
2 )
Γ(λ2 − λ3 + 1)Γ(
2λ2+2ν1+3
4 )Γ(−
2λ3+2ν1−3
4 )
∫
R
∫ ∞
0
t
2λ1+2ν2−1
4 (1+t)−
λ2+λ3+2ν1
2 |z|λ1+ν2−
1
2
× (1 + t+ tz2)−
2λ1−2λ2−2λ3−2ν1+3
4 2F1
(
− 2λ3+2ν1−14 ,−
2λ2+2ν1−1
4 ;
1
2 ;−
t2z2
1+t+tz2
)
dt dz.
Note that the integrand is an even function of z and hence it suffices to integrate z over (0,∞).
We further write − t
2z2
1+t+tz2 = 1 −
(1+t)(1+tz2)
1+t+tz2 and apply the integral representation (A.2) to
get
=
2Γ(λ2 + ν1 +
1
2 )Γ(−λ3 − ν1 +
1
2)Γ(
λ2−λ3+2
2 )Γ(
1
2 )
2
Γ(λ2 − λ3 + 1)Γ(
2λ2+2ν1+3
4 )Γ(−
2λ3+2ν1−3
4 )Γ(
2λ2+2ν1+1
4 )Γ(−
2λ2+2ν1−1
4 )
×
∫ ∞
0
∫ ∞
0
∫ ∞
0
t
2λ1+2ν2−1
4 (1 + t)−
λ2+λ3+2ν1
2 zλ1+ν2−
1
2 s−
2λ2+2ν1+3
4 (1 + s)−
2λ3+2ν1+1
4
×
(
1 + s (1+t)(1+tz
2)
1+t+tz2
) 2λ3+2ν1−1
4 (1 + t+ tz2)−
2λ1−2λ2−2λ3−2ν1+3
4 ds dt dz.
Rearranging terms this can be written as
=
2Γ(λ2 + ν1 +
1
2 )Γ(−λ3 − ν1 +
1
2)Γ(
λ2−λ3+2
2 )Γ(
1
2 )
2
Γ(λ2 − λ3 + 1)Γ(
2λ2+2ν1+3
4 )Γ(−
2λ3+2ν1−3
4 )Γ(
2λ2+2ν1+1
4 )Γ(−
2λ2+2ν1−1
4 )
×
∫ ∞
0
∫ ∞
0
∫ ∞
0
t
2λ1+2ν2−1
4 (1 + t)−
2λ1+2ν1+3
4 zλ1+ν2−
1
2 s−
2λ2+2ν1+3
4 (1 + s)−
1
2
×
(
1 + t(1+s+st)(1+s)(1+t)z
2
) 2λ3+2ν1−1
4
(
1 + t1+tz
2
)−λ1−λ2+1
2 ds dt dz.
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Now we first compute the integral over z using (A.1):
=
Γ(λ2 + ν1 +
1
2)Γ(−λ3 − ν1 +
1
2)Γ(
λ2−λ3+2
2 )Γ(
1
2 )
2
Γ(λ2 − λ3 + 1)Γ(
2λ2+2ν1+3
4 )Γ(−
2λ3+2ν1−3
4 )Γ(
2λ2+2ν1+1
4 )Γ(−
2λ2+2ν1−1
4 )
×
Γ(2λ1+2ν2+14 )Γ(−
λ2+λ3+ν1+ν2−1
2 )
Γ(2λ1−2λ2−2λ3−2ν1+34 )
∫ ∞
0
∫ ∞
0
t−
1
2 (1 + t)−
ν1−ν2+1
2 s−
2λ2+2ν1+3
4 (1 + s)−
1
2
× 2F1(−
2λ3+2ν1−1
4 ,
2λ1+2ν2+1
4 ;
2λ1−2λ2−2λ3−2ν1+3
4 ; 1−
1+s+st
1+s ) ds dt.
Writing 1− 1+s+st1+s = −
st
1+s and substituting t 7→
1+s
s
t this equals
=
Γ(λ2 + ν1 +
1
2)Γ(−λ3 − ν1 +
1
2)Γ(
λ2−λ3+2
2 )Γ(
1
2 )
2
Γ(λ2 − λ3 + 1)Γ(
2λ2+2ν1+3
4 )Γ(−
2λ3+2ν1−3
4 )Γ(
2λ2+2ν1+1
4 )Γ(−
2λ2+2ν1−1
4 )
×
Γ(2λ1+2ν2+14 )Γ(−
λ2+λ3+ν1+ν2−1
2 )
Γ(2λ1−2λ2−2λ3−2ν1+34 )
∫ ∞
0
∫ ∞
0
s−
2λ2+2ν2+3
4 (1 + s)−
ν1−ν2+1
2
× t−
1
2 (t+ s1+s)
−
ν1−ν2+1
2 2F1(−
2λ3+2ν1−1
4 ,
2λ1+2ν2+1
4 ;
2λ1−2λ2−2λ3−2ν1+3
4 ;−t) ds dt.
Next, the integral over t can be computed using Lemma A.1. Omitting the gamma factors,
we have that the double integral equals
Γ(12)Γ(
ν1−ν2
2 )
Γ(ν1−ν2+12 )
∫ ∞
0
s−
2λ2+2ν1+3
4 (1 + s)−
1
2
× 3F2(−
2λ3+2ν1−1
4 ,
2λ1+2ν2+1
4 ,
1
2 ;
2λ1−2λ2−2λ3−2ν1+3
4 ,−
ν1−ν2−2
2 ;
s
1+s) ds
+
Γ(2λ1−2λ2−2λ3−2ν1+34 )Γ(−
2λ3+2ν2−1
4 )Γ(
2λ1+2ν1+1
4 )Γ(−
ν1−ν2
2 )
Γ(−2λ3+2ν1−14 )Γ(
2λ1+2ν2+1
4 )Γ(
2λ1−2λ2−2λ3−2ν2+3
4 )
∫ ∞
0
s−
2λ2+2ν2+3
4 (1 + s)−
ν1−ν2+1
2
× 3F2(−
2λ3+2ν2−1
4 ,
2λ1+2ν1+1
4 ,
ν1−ν2+1
2 ;
2λ1−2λ2−2λ3−2ν2+3
4 ,
ν1−ν2+2
2 ;
s
1+s) ds.
Substituting x = s1+s and computing the resulting integrals with (A.5) gives
=
Γ(ν1−ν22 )Γ(−
2λ2+2ν1−1
4 )Γ(
2λ2+2ν1+1
4 )
Γ(ν1−ν2+12 )
× 4F3(−
2λ3+2ν1−1
4 ,
2λ1+2ν2+1
4 ,
1
2 ,−
2λ2+2ν1−1
4 ;
2λ1−2λ2−2λ3−2ν1+3
4 ,−
ν1−ν2−2
2 ,
1
2 ; 1)
+
Γ(2λ1−2λ2−2λ3−2ν1+34 )Γ(−
2λ3+2ν2−1
4 )Γ(
2λ1+2ν1+1
4 )Γ(−
ν1−ν2
2 )Γ(−
2λ2+2ν2−1
4 )Γ(
2λ2+2ν1+1
4 )
Γ(−2λ3+2ν1−14 )Γ(
2λ1+2ν2+1
4 )Γ(
2λ1−2λ2−2λ3−2ν2+3
4 )Γ(
ν1−ν2+1
2 )
× 4F3(−
2λ3+2ν2−1
4 ,
2λ1+2ν1+1
4 ,
ν1−ν2+1
2 ,−
2λ2+2ν2−1
4 ;
2λ1−2λ2−2λ3−2ν2+3
4 ,
ν1−ν2+2
2 ,
ν1−ν2+1
2 ; 1).
Both hypergeometric functions simplify from 4F3 to 3F2, and moreover we can use (A.6) to
arrive at
=
Γ(2λ1+2ν1+14 )Γ(−
2λ2+2ν2−1
4 )Γ(−
2λ2+2ν1−1
4 )Γ(
2λ2+2ν1+1
4 )
Γ(λ1−λ2+12 )Γ(
ν1−ν2+1
2 )
× 3F2(
2λ1+2ν2+1
4 ,−
2λ2+2ν1−1
4 ,
λ1−λ2+1
2 ;
λ1−λ2+1
2 ,
2λ1−2λ2−2λ3−2ν1+3
4 ; 1).
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Simplifying the hypergeometric function 3F2 to 2F1 and evaluating it with (A.7) we obtain
Γ(2λ1+2ν1+14 )Γ(−
2λ2+2ν2−1
4 )Γ(−
2λ2+2ν1−1
4 )Γ(
2λ2+2ν1+1
4 )Γ(
2λ1−2λ2−2λ3−2ν1+3
4 )Γ(−
2λ3+2ν2−1
4 )
Γ(λ1−λ2+12 )Γ(
ν1−ν2+1
2 )Γ(−
λ2+λ3+ν1+ν2−1
2 )Γ(
λ1−λ3+1
2 )
.
Combined with the previous gamma factors and simplified using the duplication formula for
the gamma function this shows the proposition. 
4. Estimate of the proportionality scalar
In view of (2.2) and Proposition 3.1, to estimate the period integrals Λf×g(
1
2 + it) it
remains to estimate the scalars bf,g,t. In this section we apply (2.1) to certain test functions
to obtain such estimates. More precisely, we study Hermitian forms on Vf associated to the
equivariant bilinear forms ℓautf,g,t and ℓ
mod
λ,ν,t. This technique was previously used by Bernstein–
Reznikov [4, 22] for PGL(2,R) and later by Mo¨llers–Ørsted [19] for O(1, n).
4.1. Hermitian forms. Let Hautf be the H-invariant Hermitian form on Vf given by
Hautf (φ) = ‖φ|Γ0\H‖
2
L2(Γ0\H)
=
∫
Γ0\H
|φ(h)|2 dh, φ ∈ Vf .
Writing H = H◦ ×Z(H)0 with H
◦ = SL±(2,R) and Z(H)0 ≃ R+ we have Γ0\H ≃ Γ0\H
◦ ×
Z(H)0. Therefore, the space L
2(Γ0\H) has a direct integral decomposition
(4.1) L2(Γ0\H) ≃
∫ ⊕
R
L2t (Γ0\H) dt,
where
L2t (Γ0\H) =
{
ψ : Γ0\H → C : ψ|Γ0\H◦ ∈ L
2(Γ0\H
◦),
ψ(hz) = |det z|itψ(h)∀h ∈ H, z ∈ Z(H)0
}
.
Write Wg,t = {h 7→ |det h|
itψ(h) : ψ ∈ Wg} ⊆ L
2
t (Γ0\H), then the H-action on Wg,t is given
by σg⊗|det |
it. Let Aautf,g,t : Vf → Wg,t be the composition of the restriction map from Γ\G to
Γ0\H followed by the orthogonal projection onto L
2
t (Γ0\H) in the direct integral (4.1) and
then onto Wg,t. Then Af,g,t is H-intertwining. To stay in line with our previous notation,
we consider the space W g,t of conjugates of functions in Wg,t which is equal to Wg,−t, where
g(h) = g(h). Then the intertwining operator Aautf,g,−t : Vf → Wg,−t defines an H-invariant
Hermitian form on Vf by
(4.2) Hautf,g,t(φ) = ‖A
aut
f,g,−t(φ)‖
2
L2(Γ0\H◦)
, φ ∈ Vf .
Summing over an orthogonal sequence (gj)j of Maass forms we obtain, using the Plancherel
Formula for Z(H)0 ≃ R+:
(4.3)
∑
j
∫ ∞
−∞
Hautf,gj ,t(φ) dt ≤ H
aut
f (φ) ∀φ ∈ Vf .
The Hermitian forms Hautf,g,t are related to the equivariant bilinear forms ℓ
aut
f,g,t. To describe
this relation, note that the intertwining operator Aautf,g,−t : Vf →Wg,−t defining H
aut
f,g,t by (4.2)
satisfies
ℓautf,g,t(φ,ψ) = 〈A
aut
f,g,−tφ,ψ〉L2(Γ0\H◦) ∀φ ∈ Vf , ψ ∈Wg
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Identifying πf ≃ πλ and σg ≃ σν , the equivariant bilinear forms ℓ
aut
f,g,t and ℓ
mod
λ,ν,t are related
by the proportionality scalar bf,g,t (see (2.1)). Therefore, the corresponding intertwiners
Aautf,g,−t ∈ HomH(πf |H , τg ⊗ |det |
−it) and Amodλ,−ν,−t ∈ HomH(πλ|H , τ−ν−(it,it)) are related by
the same proportionality scalar. This implies
Hautf,g,t(θu) = |bf,g,t|
2 ·Hmodλ,ν,t(u) ∀u ∈ I(λ),
where
Hmodλ,ν,t(u) = ‖Aλ,−ν,−tu‖
2
L2(R), u ∈ I(λ).
If now (νj)j are the Langlands parameters of an orthonormal sequence (gj)j of Maass forms,
then (4.3) gives
(4.4)
∑
j
∫ ∞
−∞
|bf,gj ,t|
2Hmodλ,νj ,t(u) dt ≤ H
aut
f (θu) ∀u ∈ I(λ).
4.2. Construction of test functions. We now construct test functions u = uT ∈ I(λ)
which we later plug into (4.4) to obtain estimates for the scalars bf,gj ,t.
Lemma 4.1. There exist constants C1, C2 > 0 and ξ ∈ C
∞
c (G
◦), ξ ≥ 0, such that for all
T ≫ 0, all Maass forms f and g with Langlands parameters λ ∈ (iR)3 and ν ∈ (iR)2, and
all t ∈ R with |λ|, |ν|, |t| ≤ T one can find uT ∈ C
∞
c (R
3) ⊆ I(λ) of L2-norm one with the
following properties:
(1)
∫
G◦
Hmodλ,ν,t(πλ(k)uT )ξ(k) dk ≥ C1T
−3,
(2)
∫
G◦
Hautf (θpiλ(k)uT )ξ(k) dk ≤ C2.
Proof. Choose u ∈ C∞c (R
3) with u ≥ 0, u(0) > 0 and suppu ⊆ Bε(0), the open ball around
0 of radius ε > 0 with ε yet to be determined. Renormalize u to have L2-norm one. Then
uT (x, y, z) = T
3
2 · u(T (x− 1), T y, T (z − 1))
defines a function uT ∈ C
∞
c (R
3) ⊆ I(λ) of L2-norm one such that suppuT ⊆ B ε
T
(1, 0, 1).
Assume that ξ ∈ C∞c (G
◦) is left-KH -invariant, then∫
G◦
Hmodλ,ν,t(πλ(k)uT )ξ(k) dk =
∫
G◦
‖Amodλ,−ν,−tπλ(k)uT ‖
2ξ(k) dk
=
∫
G◦
∫
KH
|τν(k
′)Amodλ,−ν,−tπλ(k)uT (0)|
2ξ(k) dk′ dk
=
∫
G◦
∫
KH
|Amodλ,−ν,−tπλ(k
′k)uT (0)|
2ξ(k) dk′ dk
=
∫
G◦
|Amodλ,−ν,−tπλ(k)uT (0)|
2ξ(k) dk.
Here we have used in the second step that the invariant norm on J(ν) is in the induced picture
the L2-norm over KH , and as such it is given by the integral over KH of the absolute value
squared of the action of KH on a function evaluated at the identity in KH , which corresponds
to 0 ∈ R3 ≃ NH . We now find a small (relatively compact) neighborhood U of the identity in
G◦ such that |Aλ,ν,tπλ(k)uT (0)|
2 is bounded below by a constant times T−3 whenever k ∈ U .
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Then (1) follows by choosing any left-KH -invariant ξ ∈ C
∞
c (G
◦) with ξ|U ≡ 1. Since πλ acts
unitarily on L2(R3) we have
Amodλ,−ν,−tπλ(k)uT (0) =
∫
R3
Kλ,ν,t((x, y, z), 0) · (πλ(k)uT )(x, y, z) d(x, y, z)
=
∫
R3
a(kn(x,y,z))
−(λ+ρ)Kλ,ν,t(k.(x, y, z), 0) · uT (x, y, z) d(x, y, z).
To estimate a(kn(x,y,z))
−(λ+ρ) and Kλ,ν,t(k.(x, y, z), w) note that for |α| ≤ T and ε > 0 we
have (
1 + ε
T
)α
= exp
(
α · ( ε
T
+O(T−2))
)
= exp
(
O(ε)
)
∼ 1
as ε → 0 and T → ∞. So by choosing ε small enough, we can achieve that (1 + ε
T
)α
is close to 1. For k = 1 and (x, y, z) = (1, 0, 1), we have a(kn(x,y,z))
−(λ+ρ) = 1 and
Kλ,ν,t(k.(x, y, z), 0) = 1. In view of the construction of uT , we may therefore apply the above
estimate to a(kn(x,y,z))
−(λ+ρ) and the three factors of Kλ,ν,t(k.(x, y, z), 0), using |λ|, |ν|, |t| ≤
T , to obtain a neighborhood U of the identity in G◦ such that both a(kn(x,y,z))
−(λ+ρ) and
Kλ,ν,t(k.(x, y, z), 0) are close to 1 for all k ∈ U and (x, y, z) ∈ supp(uT ) for T large enough.
This shows
Amodλ,−ν,−tπλ(k)uT (0) ≍
∫
R3
uT (x, y, z) d(x, y, z) = T
− 3
2
∫
R3
u(x, y, z) d(x, y, z) = C1 · T
− 3
2
for k ∈ U , T large enough and |λ|, |ν|, |t| ≤ T .
Now we show (2) for any ξ ∈ C∞c (G
◦), ξ ≥ 0. Note that (Γ0\H) ·G
◦ = Γ\G◦, where we view
Γ0\H ⊆ Z(G)0 · Γ\G ≃ Γ\G
◦. Hence, the map
Cc(Γ\G
◦) ∋ ϕ 7→
∫
G◦
∫
Γ0\H
ϕ(hk) ξ(k) dh dk
defines a smooth finite measure on Γ\G◦, so it has to be bounded above by a constant C2 > 0
times the G◦-invariant measure dx on Γ\G◦. Hence
∫
G◦
Hautf (θpiλ(k)uT )ξ(k) dk =
∫
G◦
∫
Γ0\H
|θpiλ(k)uT (h)|
2ξ(k) dh dk
=
∫
G◦
∫
Γ0\H
|θuT (hk)|
2 ξ(k) dh dk ≤ C2 ·
∫
Γ\G◦
|θuT (x)|
2 dx = C2 · ‖uT ‖
2 = C2,
which proves (2). 
Proposition 4.2. There exists a constant C3 > 0 such that
∑
|τj |≤T
∫ T
−T
|bf,gj ,t|
2 dt ≤ C3T
3 ∀ f with |λ| ≤ T.
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Proof. With (4.4) and Lemma 4.1 we have
C2 ≥
∫
G◦
Hautf (θpiλ(k)uT )ξ(k) dk
≥
∫
G◦
∑
j
∫ ∞
−∞
|bf,gj ,t|
2Hmodλ,ν,t(πλ(k)uT )ξ(k) dt dk
≥
∫
G◦
∑
|τj |≤T
∫ T
−T
|bf,gj ,t|
2Hmodλ,ν,t(πλ(k)uT )ξ(k) dt dk
≥ C1T
−3
∑
|τj |≤T
∫ T
−T
|bf,gj ,t|
2 dt. 
4.3. Proof of the main results. Write ν = (τ,−τ), τ ∈ iR, then (2.3) and Proposition 3.1
imply
ℓmodλ,ν,t(φλ, ψν) = c·
Γ(1+2it+2τ+2λ14 )Γ(
1+2it−2τ+2λ1
4 )Γ(
1+2it+2τ+2λ2
4 )Γ(
1−2it+2τ−2λ2
4 )Γ(
1−2it−2τ−2λ3
4 )Γ(
1−2it+2τ−2λ3
4 )
Γ(λ1−λ2+12 )Γ(
λ2−λ3+1
2 )Γ(
λ1−λ3+1
2 )Γ(τ +
1
2)
.
Since Γ(z) = Γ(z) it follows that this expression is in absolute value the reciprocal of the
gamma factors in (0.1), up to a constant multiple. In view of (2.2) this shows
|Lf×g(
1
2 + it)| = const ·|bf,g,t|,
so that Proposition 4.2 implies Theorem A.
Theorem B is an easy consequence of Theorem A. First, by (1.4) and (1.6) we have
|Lf×g(
1
2 + it)| =
∣∣Γ(τ + 12)Af (1, 1)ρg(1)∣∣ · |Lf×g(12 + it)|.
Stirling’s formula implies |Γ(τ + 12)| ∼ e
−pi
2
|τ |, and for ρg(1) the following bound holds (see
e.g. [11, 12]):
|τ |−ε ≪
|ρg(1)|
2
cosh(π|τ |)
≪ |τ |ε,
so that
|Lf×g(
1
2 + it)| ≪ε
|τ |ε
|Af (1, 1)|
|Lf×g(
1
2 + it)|.
Inserting this into Theorem A proves Theorem B.
Appendix A. Integral formulas and hypergeometric functions
In this appendix we collect from the literature [3, 10] some integral formulas and transfor-
mation formulas involving hypergeometric functions which are used in Section 3 to compute
the special value of the model invariant bilinear form.
For α, β > 0 and 0 < Reλ < 2Re(µ+ ν) we have (see [10, equation 3.259 (3)])
(A.1)
∫ ∞
0
xλ−1(1 + αx2)−µ(1 + βx2)−ν dx
=
1
2
α−
λ
2B
(
λ
2
, µ+ ν −
λ
2
)
2F1
(
ν,
λ
2
;µ + ν; 1−
β
α
)
.
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The Euler integral representation holds for Re(γ − β),Re β > 0 (see [3, equation (2.3.17)]):
(A.2) 2F1(α, β; γ; 1 − x) =
Γ(γ)
Γ(γ − β)Γ(β)
∫ ∞
0
tβ−1(1 + t)α−γ(1 + xt)−α dt.
The following integral formula holds for |u| > |β| and 0 < Reµ < −2Re ν (see [10, equation
3.254 (2)] for λ = 0):
(A.3)
∫ ∞
u
(x− u)µ−1(x2 + β2)ν dx = B(µ,−µ− 2ν)uµ+2ν
× 2F1
(
−
µ
2
− ν,
1− µ
2
− ν;
1
2
− ν;−β
2
u2
)
.
Using the relation (see [3, Theorem 2.3.2])
2F1(a, b; c;x) =
Γ(c)Γ(b− a)
Γ(c− a)Γ(b)
(−x)−a2F1(a, a− c+ 1; a− b+ 1;x
−1)
+
Γ(c)Γ(a− b)
Γ(c− b)Γ(a)
(−x)−b2F1(b, b− c+ 1; b− a+ 1;x
−1)
the integral formula in (A.3) can be extended to u ∈ R, β > 0, by analytic continuation:
(A.4)
∫ ∞
u
(x− u)µ−1(x2 + β2)ν dx =
Γ(µ)Γ(−µ− 2ν)Γ(12 − ν)
Γ(−2ν)
×
[ Γ(12)
Γ(µ+12 )Γ(
1−µ
2 − ν)
βµ+2ν2F1(−
µ
2 − ν,
1−µ
2 ;
1
2 ;−
u2
β2
)
+
Γ(−12)
Γ(µ2 )Γ(−
µ
2 − ν)
βµ+2ν−1u · 2F1(
1−µ
2 − ν,
2−µ
2 ;
3
2 ;−
u2
β2
)
]
.
For Reµ,Re ν > 0 we have (see [10, equation 7.512 (12)])
(A.5)
∫ 1
0
tµ−1(1− t)ν−1pFq(a1, . . . , ap; b1, . . . , bq; tx) dt
=
Γ(µ)Γ(ν)
Γ(µ + ν)
p+1Fq+1(a1, . . . , ap, µ; b1, . . . , bq, µ+ ν;x).
Lemma A.1. For Re ρ,Re(α− σ − ρ+ 1),Re(β − σ − ρ+ 1) > 0 and u > 0 we have∫ ∞
0
xρ−1(x+ u)σ−12F1(α, β; γ;−x) dx =
Γ(ρ)Γ(1− σ − ρ)
Γ(1− σ)
uρ+σ−13F2(α, β, ρ; γ, σ + ρ;u)
+
Γ(γ)Γ(α− σ − ρ+ 1)Γ(β − σ − ρ+ 1)Γ(σ + ρ− 1)
Γ(β)Γ(α)Γ(γ − σ − ρ+ 1)
× 3F2(α − σ − ρ+ 1, β − σ − ρ+ 1, 1 − σ; γ − σ − ρ+ 1, 2 − σ − ρ;u).
Note that the integral in Lemma A.1 is more general than the one in [10, equation 7.512 (10)]
which corresponds to ρ = γ.
Proof. We make use of the integral representation (for Re c > Re b > 0, see [3, Theorem
2.2.1])
2F1(a, b; c;x) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− xt)−a dx
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and the transformation formula (see [3, Theorem 2.3.2])
2F1(a, b; c;x) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c − b)
2F1(a, b, a + b− c+ 1; 1 − x)
+
Γ(a+ b− c)Γ(c)
Γ(a)Γ(b)
(1− x)c−a−b2F1(c− a, c− b; c− a− b+ 1; 1 − x).
First, substituting x 7→ ux and using the integral representation we find∫ ∞
0
xρ−1(x+ u)σ−12F1(α, β; γ;−x) dx
=
Γ(γ)
Γ(γ − β)Γ(β)
uρ+σ−1
∫ ∞
0
∫ 1
0
tβ−1(1− t)γ−β−1xρ−1(1 + x)σ−1(1 + tux)−α dt dx.
Next, we compute the integral over x with (A.2):
=
Γ(γ)Γ(α − σ − ρ+ 1)Γ(ρ)
Γ(γ − β)Γ(β)Γ(α − σ + 1)
uρ+σ−1
∫ 1
0
tβ−1(1− t)γ−β−12F1(α, ρ;α − σ + 1; 1− tu) dt.
Apply the transformation formula:
=
Γ(γ)Γ(ρ)Γ(1 − σ − ρ)
Γ(γ − β)Γ(β)Γ(1 − σ)
uρ+σ−1
∫ 1
0
tβ−1(1− t)γ−β−12F1(α, ρ;σ + ρ; tu) dt
+
Γ(γ)Γ(α − σ − ρ+ 1)Γ(σ + ρ− 1)
Γ(γ − β)Γ(β)Γ(α)
×
∫ 1
0
tβ−σ−ρ(1− t)γ−β−12F1(1− σ, α− σ − ρ+ 1; 2 − σ − ρ; tu) dt
and finally (A.5)
=
Γ(ρ)Γ(1 − σ − ρ)
Γ(1− σ)
uρ+σ−13F2(α, β, ρ; γ, σ + ρ;u)
+
Γ(γ)Γ(α− σ − ρ+ 1)Γ(β − σ − ρ+ 1)Γ(σ + ρ− 1)
Γ(β)Γ(α)Γ(γ − σ − ρ+ 1)
× 3F2(α− σ − ρ+ 1, β − σ − ρ+ 1, 1− σ; γ − σ − ρ+ 1, 2− σ − ρ;u). 
For the special value of the generalized hypergeometric function 3F2 at x = 1 we have the
following transformation formula which holds for Re(d+ e− a− b− c),Re(c− d+1) > 0 (see
[3, Theorem 2.4.4])
(A.6) 3F2(a, b, c; d, e; 1) =
Γ(d)Γ(d − a− b)
Γ(d− a)Γ(d− b)
3F2(a, b, e− c; e, a + b− d+ 1; 1)
+
Γ(d)Γ(e)Γ(d + e− a− b− c)Γ(a+ b− d)
Γ(a)Γ(b)Γ(d + e− a− b)Γ(e− c)
× 3F2(d− a, d− b, d+ e− a− b− c; d + e− a− b, d− a− b+ 1; 1)
For Re(γ−α−β) > 0 the special value of 2F1 at x = 1 is given by (see [3, Theorem 2.2.2])
(A.7) 2F1(α, β; γ; 1) =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β)
.
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