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Abstract
Let X denote a real Banach space, X∗ its dual space and V an n-dimensional subspace
of X. Given a weak∗-closed cone S∗ ⊂ X∗, we say that f ∈ X has shape if 〈f, φ〉  0 for
all φ ∈ S∗. Let S ⊂ X denote the cone of elements having shape. Suppose the linear operator
P̂ : V → V leaves S invariant (i.e., P̂ (S ∩ V ) ⊂ S). We seek extensions P of P̂ to X that
leave S invariant; i.e. P : X → V such that P|V = P̂ and PS ⊂ S. We say that such an ex-
tension is shape-preserving. It is shown in Chalmers and Prophet [Rocky Mountain J. Math.
28 (1998) (3) 813] that, under certain conditions on S∗, P̂ = In admits a shape-preserving
extension if and only if S∗|V is simplicial. In this paper we characterize those operators P̂ for
which it is necessary and sufficient that S∗|V be simplicial in order to admit a shape-preserving
extension. This characterization involves the eigenstructure of P̂ .
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of extending linear operators is fundamental in analysis. Indeed, the
Hahn–Banach theorem provides existence of a rank-1 solution to the norm-preserv-
ing version of this problem. Other results on norm-preserving extensions abound;
for example, the classical result of Nachbin [12] characterizes ln∞ in terms of such
extensions. The question of minimal-norm extensions (and in particular, minimal
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projections) arises when norm preservation is not possible. Results in this area in-
clude [2,3,7,11]. A variation on this theme is the constrained extension question: can
an operator be extended to an overspace subject to leaving invariant a specified set?
For example, with cone S equipped with appropriate structure, we say an operator is
positive if it is invariant on S (see [15]).
The existence of an extension of a given operator to a positive operator is, in
general, quite sensitive to both the given operator and the cone S. For example, a
well-known theorem of Korovkin (see [8, p. 67]) illustrates that while the identity
map on the second-degree algebraic polynomials 2 ⊂ C[0, 1] cannot be extended
to a positive operator, a small change to the identity action can be made so as to allow
a positive extension (make the change t2 → (t + t2)/2 and consider the second-
degree Bernstein operator). Such considerations have produced a vast amount of
generalization (see for example [9]), all of which is rooted in the existence of positive
extensions. The intent of this paper is to describe the extendibility of a certain class
of operators using a geometric approach.
Let X denote a real Banach space, V ⊂ X an n-dimensional subspace and S ⊂ X
a cone. By assuming the dual cone S∗ ⊂ X∗ of S satisfies some natural hypotheses,
we may, without loss, assume S∗ possess at least n extreme rays when restricted
to V (Note 2.3 provides the details of this claim). This n-dimensional cone, denoted
S∗|V , is called simplicial if it possess exactly n extreme rays. In general, this simplicial
condition is somewhat unusual. In fact, it was demonstrated in [4] that this simplicial
condition characterizes positive projections; i.e., the simplicial condition character-
izes those situations in which the identity map can be extended to an operator leaving
S invariant.
It is natural to ask if there are operators other than the identity that admit positive
extensions if and only if S∗|V simplicial. We will see that the difficult part of this
question is the necessity of the simplicial condition. Specifically, the assumption
that S∗|V is simplicial gives rise to an easy characterization of operators P̂ : V → V
with shape-preserving extensions (Section 2). However, it will take much more effort
(culminating in Section 5) before we can characterize those P̂ that require S∗|V to be
simplicial in order to extend to a shape-preserving operator.
We organize our results into five sections. Following these introductory remarks,
there is a section of preliminary definitions and results concerning shape-preserving
approximation. The third section relates shape-preserving cyclic operators to simpli-
cial cones. Section four contains several technical results pertaining to scaled per-
mutation matrices. These results are used in section five where we answer the above
question and determine exactly those operators requiring S∗|V to be simplicial.
2. Preliminary results
By a cone we will mean a convex subset, closed under nonnegative scalar mul-
tiplication. A pointed cone is a cone that contains no lines. When S ⊂ X is a cone,
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one usually refers to S as the positive cone, containing the positive elements of X. In
this paper we are interested in defining a generalized positivity derived via a subset
of X∗.
Definition 2.1. S∗ will denote a weak∗-closed pointed cone in X∗. We say that
f ∈ X has shape (in the sense of S∗) if 〈f, u〉  0 for all u ∈ S∗. Let S be the set of
all elements of X with shape (note that S is also a cone). Let S∗1 = S∗ ∩ B(X∗), and
let S∗0 denote the set of extreme points of S∗1 \ {0}. (Note that S∗1 is the closed convex
hull of S∗0 ∪ {0} by the Krein–Milman theorem.) Each s ∈ S∗0 defines a ray of S∗ by
es := {αs |α  0}. Let E0 denote the set of all such rays. The minimal set E ⊂ E0
such that S∗ = coE will be denoted E(S∗). E(S∗) will be called the set of extreme
rays of S∗ or the edges of S∗. Finally, we will sometimes identify an extreme ray es
with its generating element s ∈ S∗0 .
Note 2.1. The weak∗-closed condition on S∗ is a natural requirement. Indeed, given
S ⊂ X initially, the dual cone
S∗ := {u ∈ X∗|〈x, u〉  0, for all x ∈ S}
is always weak∗-closed.
An element x ∈ Xn will always be regarded as a column vector while an element
u ∈ (X∗)n will be a row vector.
Definition 2.2. Let B = B(X, V ) denote the space of bounded linear operators
from X into V . P ∈ B is said to be shape-preserving (in the sense of S∗) if PS ⊂ S.
With V n-dimensional, we may represent P as P = u ⊗ v =∑ni=1 ui ⊗ vi where
u = (u1, . . . , un) ∈ (X∗)n, v = (v1, . . . , vn)T ∈ V n and Pf =∑ni=1〈f, ui〉vi . The
action of P = u ⊗ v (on V , with respect to basis ordered v) is the matrix A :=
(aij ) = (〈vi, uj 〉) = 〈v, u〉.
Note 2.2. The action of P ∈ B is well-defined. It depends only on the operator P
and the ordered basis v.
Throughout this paper A will denote a real nonsingular n× n matrix.
Definition 2.3. Recall that V is n-dimensional. Let v = (v1, . . . , vn)T denote a basis
for V and let (A, v) denote those operators inB with action A on V (with respect to
basis v); that is,
(A, v) := {P = u ⊗ v ∈ B(X, V )|〈v, u〉 = A}
and
(A, v)S∗ := {P ∈ (A, v)|PS ⊂ S}.
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Definition 2.4. We will say that the cone S∗ is simplicial if E(S∗) consists of “inde-
pendent” elements (that is, if s ∈ E(S∗) then s does not belong to the weak∗-closure
of span({r ∈ E(S∗)|r /= s})). A closed cone of finite dimension m is simplicial if the
cone posses exactly m extreme rays.
Note 2.3. As done in [4], we assume throughout that S∗ is simplicial and that S∗
contains at least n independent elements. We can (and will) assume, without loss, that
S∗ is total over V ––that is, S∗|V is n-dimensional. This can be done for the following
reason. Suppose S∗|V is k-dimensional and k < n. Choose a basis for V , v1, . . . , vn,
such that for all u ∈ S∗ 〈vi, u〉 = 0 for i = k + 1, . . . , n. Now any operator P : X →
V can be written P = u1 ⊗ v1 + · · · + un ⊗ vn for some choice of ui’s ∈ X∗. And
thus P : X → V is shape-preserving if and only if P1 : X → V1 is shape-preserving
where V1 = [v1, . . . , vk] and P1 = u1 ⊗ v1 + · · · + uk ⊗ vk . Therefore we might as
well assume S∗|V is n-dimensional.
A general characterization of existence of shape-preserving operators is given in
[4]. Note that such a characterization need only describe the unknown functionals
u (A, v and S∗ are given). With this in mind, it turns out that P ∗, the adjoint of
P , is easier to work with than P in characterizing shape-preserving operators. The
following lemma allows us to take advantage of this.
Lemma 2.1 (See [4]). Let P ∈ B. Then PS ⊂ S if and only if P ∗S∗ ⊂ S∗.
Note 2.4. Lemma 2.1 indicates that in the search for shape-preserving extensions we
may work (almost) exclusively in X∗ (and thus take advantage of the weak∗ com-
pactness of its unit ball). Given a subset K ⊂ X∗, we will often want to consider the
restriction of K to V , K|V . And since a basis for V will usually be fixed (expressed
as v) we will regard K|V as a subset of Rn by utilizing v:
K|V = {〈v, k〉 ∈ Rn|k ∈ K}.
For example, given square matrixA, we writeAK|V to mean the set of all products
A〈v, k〉, k ∈ K .
Corollary 2.1 (See also [4]). In order for (A, v)S∗ /= ∅, it is necessary that AS∗|V ⊂
S∗|V . If AS∗|V is contained in a simplicial subcone of S∗|V , then (A, v)S∗ /= ∅.
Proof. The necessity of AS∗|V ⊂ S∗|V follows from Corollary 2.2 in [4]. We now
prove sufficiency, via a constructive argument that will be referenced in the proof of
Corollary 2.2.
Suppose there exists {u1|V , . . . , un|V } ⊂ S∗|V such that
AS∗|V ⊂ cone(u1|V , . . . , un|V ). (1)
Set u = (u1, . . . , un) ∈ (S∗)n. For each u ∈ S∗ there exist, by (1), n nonnegative
scalars cu1 , . . . , cun such that
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Au|V = cu1u1|V + · · · + cunun|V
= (u1|V , . . . , un|V ) · (cu1 , . . . , cun)
= u|V cu.
Since A is nonsingular and S∗|V has n independent elements, it follows that the matrix
M := 〈v, u〉 = 〈vi, uj 〉 is nonsingular (note that using basis v for V allows us also to
write M = u|V ). This allows us to solve explicitly for the vector cu:
cu = M−1Au|V = M−1A〈v, u〉 = M−1A〈v, u〉u = M−1AMu
where u denotes the (column of) coefficients satisfying u|V = u|V u. Now define
P := uM−1A⊗ v; obviously P ∈ (A, v). To see that P preserves shape, note that,
for u ∈ S∗, we have
P ∗u= uM−1A〈v, u〉
= uM−1Au|V u
= uM−1AMu ∈ S∗,
since cu = M−1AMu has nonnegative entries. 
Note 2.5. Corollary 2.1 demonstrates that once S∗|V is known to be simplicial, one
can immediately characterize those operators admitting shape-preserving extensions:
(A, v)S∗ /= ∅ ⇐⇒ AS∗|V ⊂ S∗|V .
Corollary 2.2. If AS∗|V is contained in a simplicial subcone of S∗|V , then there exists
P ∈ (A, v)S∗ with a representation P = u ⊗ v1 such that u ∈ (S∗)n and v1 ∈ Sn.
Proof. In the setting of Corollary 2.1, we have P = uM−1A⊗ v = u ⊗M−1Av.
Recall that u ∈ (S∗)n; furthermore, for any u ∈ S∗ we have
〈M−1Av, u〉 = M−1A〈v, u〉λu
= M−1AMλu
 0
and thus M−1Av ∈ Sn. 
3. Shape-preserving cyclic operators
A square matrix A such that Ap = I for some positive integer p is often referred
to as a p-cyclic matrix. We are interested in the more general class of matrices that
are cyclic in the following sense.
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Definition 3.1. A nonsingular real matrix A is said to be cyclic if there exists a
positive integer sequence mj →∞ such that Amj → I , the identity matrix. If A is
cyclic then we say P ∈ (A, v) is a cyclic operator.
Cyclic matrices will play a central role in the development of our arguments; as
such, we are compelled to highlight the following result and postpone (until Corol-
lary 3.1) a slightly more general form.
Theorem 3.1. Suppose A is a scalar multiple of a cyclic matrix. If (A, v)S∗ /= ∅
then S∗|V is simplicial.
To prove the above theorem we will need the following lemmas.
Lemma 3.1. Let I denote the n× n identity matrix. If (I, v)S∗ /= ∅ then S∗|V is
closed.
Proof. Let P ∈ (I, v)S∗ where v = [v1, . . . , vn]T denotes a fixed basis for V . Let
P ∗S∗ denote the closure of P ∗S∗ and let P ∗φ ∈ P ∗S∗ ⊂ P ∗X∗. Choose a sequence
{P ∗φk}∞k=1 ⊂ P ∗S∗ such that P ∗φk → P ∗φ. Notice, by Lemma 2.1, {P ∗φk}∞k=1 ⊂
S∗. S∗ is weak∗-closed and therefore P ∗φ ∈ S∗; this implies P ∗φ ∈ PS∗ since P 2 =
I . Thus P ∗S∗ is closed. Note that P ∗S∗ is homeomorphic to (P ∗S∗)|V and thus
(P ∗S∗)|V is closed. And finally, for φ ∈ S∗, we have
(P ∗φ)|V = (u〈v, φ〉)|V = 〈v, u〉〈v, φ〉 = 〈v, φ〉 = φ|V ,
so (P ∗S∗)|V = S∗|V which implies S∗|V is closed. 
Note 3.1. Example 3.1 below will show that in general (A, v)S∗ /= ∅ does not imply
S∗|V is closed.
Lemma 3.2 (See [4]). (I, v)S∗ /= ∅ if and only if S∗|V simplicial.
Proof. If (I, v)S∗ /= ∅ then S∗|V is closed from Lemma 3.1. The result then follows
from [4]. 
Lemma 3.3. Suppose A, regarded as an operator on V with respect to basis v, is
an automorphism of the cone S ∩ V (i.e., A(S ∩ V ) = S ∩ V ). Then (A, v)S∗ /= ∅
if and only if (I, v)S∗ /= ∅.
Proof. Suppose (A, v)S∗ /= ∅ and let Q ∈ (A, v)S∗ . Then P := A−1 ◦Q is a pro-
jection on V . By assumption A(S ∩ V ) = S ∩ V and so S ∩ V = A−1(S ∩ V ); this,
together with the fact that QS ⊂ S ∩ V , implies P ∈ (I, v)S∗ . The other direction is
similarly proven. 
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Proof (Theorem 3.1). Suppose A is a scalar multiple of a cyclic matrix (let r denote
the scalar). As such, we have the existence of an increasing integer sequence mj such
that (
A
r
)mj
→ I. (2)
Furthermore, if (A, v)S∗ /= ∅ then, regarding A as an operator on V with respect to
v, we have A(S ∩ V ) ⊂ S ∩ V ; and thus, for each positive integer k, Ak(S ∩ V ) ⊂
Ak−1(S ∩ V ). This fact together with (2) implies that we must have Ak(S ∩ V ) =
S ∩ V for each k and thus A is an automorphism of S ∩ V . If (A, v)S∗ /= ∅ then by
Lemmas 3.3 and 3.2 we must have S∗|V is simplicial. 
The combination of Lemma 3.3 and Lemma 3.2 proves the following.
Corollary 3.1. Consider nonsingular real matrix A regarded as an operator on V
with respect to basis v. If A leaves invariant the cone S ∩ V (i.e. A is an automor-
phism of cone S ∩ V ) then (A, v)S∗ /= ∅ if and only if S∗|V is simplicial.
In general we cannot expect S∗|V to be closed, as we now demonstrate.
Example 3.1. Consider the case of X = (C[0, 1], ‖ · ‖∞), V = [1, x, x2] and S∗0
denoting the set of all divided differences (a divided difference is any functional
φ ∈ X∗ of the form φ = (δt2 − δt1)/(t2 − t1) where δti denotes point-evaluation at
ti ∈ [0, 1] and t1 /= t2). Let S∗ denote the weak∗-closure of the cone generated by
S∗0 . We claim, by Theorem 3.1, that there does not exist a monotonicity-preserving
projection from X onto V . Indeed consider the cone S∗|V as a subset of R2 by asso-
ciating each φ|V ∈ S∗|V with the 2-tuple (〈x, φ〉, 〈x2, φ〉)T (note S∗|V vanishes on the
identically 1 function). The resulting cone looks like the cone in Fig. 1. In particular
we claim that the ray determined by e1 does not belong to the cone. Suppose, to
the contrary, that there exists φ ∈ S∗ such that φ|V = (1, 0)T. Let m be an arbitrary
positive integer and consider the function F(t) := mt2 −G(t) where G(t) is any C1
function such that 0  G′(t)  2mt for all t ∈ [0, 1]. F is monotone so 〈F, φ〉  0;
but G is also monotone and φ vanishes on t2. The only possibility then is that φ
vanishes on G. However, vanishing on all such G leads quickly to the conclusion
that the norm of φ is unbounded. Therefore the ray determined by e1 does not belong
to the cone and, moreover, the cone is not closed. Theorem 3.1 implies that no pro-
jection can preserve monotonicity. Of course a small change in the action matrix to
the second-degree Bernstein operator (the operator mapping a continuous function to
its second-degree Bernstein polynomial) will allow the preservation of monotonicity
onto V (and thus the operator’s action on V cannot be cyclic). An argument like
the above will show that there is no projection from X onto n preserving (n− 1)
convexity.
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Fig. 1. A 2-dimensional cone that is not closed.
We say that a real matrix is nonnegative if all of its entries are nonnegative and
signed otherwise. The following theorem will be utilized in Section 5 as we work to
describe completely those operators that admit positive extensions if and only if S∗|V
is simplicial.
Theorem 3.2. Let A be cyclic. (A, v)S∗ /= ∅ if and only if M−1AM is a nonnegative
matrix, whenever M = 〈v, u〉 and u = (u1, . . . , un) ∈ (S∗)n such that {(u1)|V , . . . ,
(un)|V } = E(S∗|V ).
Proof. (⇐) This condition indicates that S∗|V has exactly n edges, that is, elements
of E(S∗|V ). Therefore, by Corollary 2.1 we need only show that AS
∗|V ⊂ S∗|V . Let
(u1)|V , . . . , (un)|V denote the n edges of S∗|V ; i.e., {(u1)|V , . . . , (un)|V } = E(S∗|V ).
Let us also consider the image of these n edges under A by considering
A((u1)|V , . . . , (un)|V ) = AM.
We must show that the image of the edges under A can be expressed as a nonnegative
linear combination of the original edges; that is, we must show that AM = MN
for some square nonnegative matrix N . But of course we have by assumption that
M−1AM = N is nonnegative.
(⇒) By Corollary 3.1, S∗|V has exactly n edges, (u1)|V , . . . , (un)|V . Let u =
(u1, . . . , un). Then (by Corollary 2.1) the hypothesis of Corollary 2.2 is satisfied.
Moreover, from the proof of this corollary, we see that the matrix
〈v1, u〉 = M−1A〈v, u〉 = M−1AM
has nonnegative entries. 
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4. Technical notes on scaled permutation matrices
In this section we prove some technical statements regarding certain scaled per-
mutation matrices for use in the subsequent section. We begin though with an obser-
vation about cyclic matrices.
Lemma 4.1. Matrix A is cyclic if and only if A is diagonalizable and has unimod-
ular spectrum (i.e., spectrum on the complex unit circle).
Proof. (⇒) Let J denote the Jordan canonical form of A. If Amj → I then Jmj →
I and, thus, J cannot have any 1’s along the super-diagonal. Hence A is diagonal-
izable. The spectrum of A is unimodular since λm is an eigenvalue of Am if λ is an
eigenvalue of A.
(⇐) Let λk denote the eigenvalues of A for k = 1, . . . , n. Since A has unimod-
ular spectrum we can write λk = ei2πxk where xk ∈ R. By Dirichlet’s theorem (see
[16, p. 216]) there exist integers mj →∞ and N(j, k) such that with w(j, k) :=
mjxk −N(j, k) we have
|w(j, k)|  (mj )−1/n
for k = 1, . . . , n. Then
(λk)
mj = ei2πw(j,k) → 1 as j →∞
and thus Amj → I . 
Note 4.1. It follows from Lemma 4.1 that a matrix is a scalar multiple of a cyclic
matrix if and only if it is diagonalizable and has spectrum on a common circle.
A square matrix A is called a scaled permutation matrix if each row and col-
umn contains exactly one nonzero entry. A given scaled permutation matrix can be
viewed as a diagonal matrix with permuted columns (or rows). Our key observa-
tion is that the cycle structure of the underlying permutation matrix determines the
eigenstructure of A to the extent that it determines the complex circles containing
the eigenvalues of A.
Proposition 4.1. Every scaled permutation matrix is diagonalizable.
Proof. A is permutation similar to a block diagonal matrix B1 ⊕ B2 ⊕ · · · ⊕ Bk
whose blocks have nonzero entries in the last row, first column and on the super-
diagonal (if the square size is larger than one). If block Bi has nonzero entries
b1, b2, . . . , bk , then the characteristic polynomial of this block equals λk − b1 · · · bk .
Hence, each block Bi has the maximum number of distinct eigenvalues, from which
it follows that A possesses n linearly independent eigenvectors and is diagonal-
izable. 
166 B.L. Chalmers et al. / Linear Algebra and its Applications 375 (2003) 157–170
Proposition 4.2. If A is cyclic and nonnegative then A is a scaled permutation
matrix.
Proof. Let A be cyclic and nonnegative, and let mj be such that Amj → I . Suppose
A is not a scaled permutation matrix. There is a standard basis vector e not contained
in the closed cone C spanned by A’s columns. Since Ame belongs to C for every
positive integer m, e = limj→∞Amj e is in C, a contradiction. 
In Section 5 (nonzero) nonnegative matrices that are not scaled permutation ma-
trices play an important role. We refer to such matrices as interior matrices; thus an
interior matrix is a nonnegative matrix with at least one column not on a coordinate
axis. Note that in the following theorem, the nontrivial direction (⇐) is the (implicit)
claim that there exists a real matrix S such that S−1AS is interior (the fact that there
exists a matrix S with complex entries accomplishing this is trivial).
Theorem 4.1. Let A be a nonnegative scaled permutation matrix. A is similar to an
interior matrix if and only if A is not a scalar multiple of a cyclic matrix.
Proof. (⇒) Suppose MAM−1 is interior and thus not a scaled permutation matrix.
Then by the contrapositive of Proposition 4.2 MAM−1 (and hence A) is not cyclic.
Whenever r > 0, the assumptions hold for rA as well, so rA is not cyclic either.
Since every scalar multiple of a cyclic matrix is also a positive scalar multiple of a
cyclic matrix, the result follows.
(⇐) Assume that A is already in the block diagonal form of Proposition 4.1.
Without loss, assume further that A consists of two different blocks, Bs with non-
negative entries b1, . . . , bs andCt with nonnegative entries c1, . . . , ct , having spectra
on different circles:
A =
(
Bs
Ct
)
.
Let Y be an s × t matrix of indeterminates and define the n× n matrix S as follows:
S =
(
Is Y
It
)
.
Block matrix multiplication operations show that
S−1 =
(
Is −Y
It
)
and S−1AS =
(
Bs BsY − YCt
Ct
)
.
The existence of Y such that BsY − YCt is nonnegative with at least one positive
entry is equivalent to the existence of a solution to a system of st linear equations in
the st indeterminates yij . Rewriting this system of equations with the yij ’s in column
vector format (which involves a choice of ordering), the st × st coefficient matrix of
this system has the property that exactly one of the bi’s and one of the ci’s appears
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in every row and column. Hence, only two terms survive in the complete expansion
of the determinant:
±(b1b2 · · · bs)t ∓ (c1c2 · · · ct )s . (3)
Note that the spectral radii ofBs andCs are, respectively, |b1b2 · · · bs |1/s and |c1c2 · · ·
ct |1/t . Moreover, Note 4.1 implies that the eigenvalues of Bs and Ct lie on separate
circles and, thus,
|b1b2 · · · bs |1/s /= |c1c2 · · · ct |1/t .
This implies that (3) does not vanish and so a solution Y exists. Hence A is similar
to an interior matrix. 
5. The cyclic property as a characterizing condition
We are interested in describing those operators on V that admit a shape-preserving
extension if and only if S∗|V is simplicial. Corollary 3.1 shows that a (scalar multiple
of a) cyclic operator on V requires S∗|V to be simplicial. For n  3 we now show
that no other operators have this requirement. In the n = 2 case, no closed cone can
possess more than 2 extreme rays, so all closed cones are simplicial. Thus, for the
remainder of this paper, we will assume that n  3.
Theorem 5.1. Suppose A is not a scalar multiple of a cyclic matrix. Then either
there exists X, V, v and S∗ such that (A, v)S∗ /= ∅ and S∗|V is not simplicial or else
(A, v)S∗ = ∅ for every choice of X, V, v and S∗.
To prove this theorem we will employ the following lemmas. Lemma 5.2 handles
the case when A is nonnegative and Lemma 5.3 assumes A is signed.
Lemma 5.1. If A is similar to an interior matrix then there exists a shape S∗ such
that (A, v)S∗ /= ∅ and S∗|V is not simplicial.
Proof. Let A be an interior matrix. We construct a shape S∗ such that (A, v)S∗ /= ∅
and S∗|V is not simplicial. Let X be a Banach space of dimension greater than n and
let V denote an n-dimensional subspace of X. Let {v1, . . . , vn} ⊂ V be a basis for V .
We will define the shape S∗ ⊂ X∗ using n+ 1 elements from X∗. Let Ai denote the
ith column of A, for i = 1, . . . , n. Choose n independent elements φ1, . . . , φn ∈ X∗
such that 〈v, φj 〉 = Aj , where v := (v1, . . . , vn)T.
Recall that A is nonsingular; thus each Ai belongs to an extreme ray of cone
(A1, . . . , An) := {∑ni=1 ciAi |ci  0}. SinceA is interior, we have cone (A1, . . . ,An)
strictly contained in the positive orthant of Rn. Hence there exists a nonnegative
(nonzero) vector An+1 ∈ Rn such that, for i = 1, . . . , n+ 1, each Ai belongs to an
extreme ray of cone (A1, . . . , An+1). Choose φn+1 !∈ [φ1, . . . , φn] such that
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〈v, φn+1〉 = An+1. Let S∗ := cone (φ1, . . . , φn+1). Now simply define u = (u1, . . . ,
un) := (φ1, . . . , φn) and note that P := u ⊗ v ∈ (A, v)S∗ ; indeed 〈u, v〉 = A and, for
i = 1, . . . , n+ 1,
P ∗φi = u〈v, φi〉
= (φ1, . . . , φn) · Ai
∈ S∗,
since each vector Ai is nonnegative. By construction S∗|V has n+ 1 edges. Note that,
in general, as we make a change of basis for V , the action of an operator P changes
in a predictable way:
(A, v) = (NAN−1, Nv)
for a nonsingular N . Thus (A, v)S∗ /= ∅ implies (NAN−1, Nv)S∗ /= ∅ and we are
done. 
Lemma 5.2. Suppose A is nonnegative. If A is not a scalar multiple of a cyclic
matrix then there exists a shape S∗ such that (A, v)S∗ /= ∅ and S∗|V is not simplicial.
Proof. If A is a scaled permutation matrix then Theorem 4.1 together with Lem-
ma 5.1 gives the result. If A is not scaled permutation then it must be interior and
applying Lemma 5.1 completes the proof. 
Lemma 5.3. Suppose A is a signed matrix. If A is not a scalar multiple of a cyclic
matrix then either there exists a shape S∗ such that (A, v)S∗ /= ∅ and S∗|V is not
simplicial, or else (A, v)S∗ = ∅ for every choice of v and S∗.
Proof. Suppose A is signed. If (A, v)S∗ = ∅ for every choice of v and S∗, then
our proof is complete. Furthermore, if whenever (A, v)S∗ /= ∅, the cone S∗|V is not
simplicial then, once more, the proof is (trivially) complete. Thus we now proceed
assuming that there exists Banach space X, n-dimensional subspace V and a shape
S∗ such that
(A, v)S∗ /= ∅ and S∗|V is simplicial. (4)
As usual, we assume S∗ to be total with respect to V . From (4) we have that AS∗|V
is contained in a simplicial subcone of S∗|V (since S∗|V itself is simplicial) and thus
we may apply Corollary 2.2. From Corollary 2.2, we obtain P = u ⊗ v1 such that
u ∈ (S∗)n and v1 ∈ Sn; this implies the matrix
A1 := 〈v1, u〉 = M−1AM
is nonnegative (the matrix M is defined in the proof of Corollary 2.2). We can now
apply Lemma 5.2 to A1. Thus we have the existence of a Banach space X1 with
n-dimensional subspace V1 = [w1, . . . , wn], shape S∗1 and operator P1 such that
P1 ∈ (A1,w)S∗1 and (S∗1 )|V1 is not simplicial
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where w = (w1, . . . , wn). Making a change of basis, we obtain
P1 ∈ (MA1M−1,Mw)S∗1 = (A,w)S∗1
and, of course, (S∗1 )|V1 remains nonsimplicial regardless of the choice of basis we
use for V1. 
Proof (Theorem 5.1). The result follows from Lemma 5.2 and Lemma 5.3. 
We now see that (up to a scalar multiple) only cyclic matrices require S∗|V to be
simplicial in order to admit a shape-preserving extension. However, there is a further
refinement we can make. Theorem 3.2 tells us that the only cyclic matrices that
admit a shape-preserving extensions are those similar to a nonnegative matrix and
therefore, by Proposition 4.2, similar to a scaled permutation matrix. It is well-known
from the theory of nonnegative matrices (and apparent from the proof of Theorem
4.1) that the eigenvalues of a scaled permutation matrix are (scalar multiples of)
roots of unity. Therefore we make the following definition: we say A is unit-cyclic if
A is cyclic and each eigenvalue of A is a root of unity. Note, for example, the 3 × 3
matrix that represents rotation by 90◦ about the x-axis is cyclic but not unit-cyclic. If
a cyclic A fails to be unit-cyclic then for every X, V and S∗ we have (A, v)S∗ = ∅.
Moreover, if A is unit-cyclic then A possess the spectrum of some scaled permuta-
tion matrix and is therefore (real) similar to a nonnegative matrix. This implies that
(A, v)S∗ /= ∅ whenever (a particular similarity transformation of) S∗|V belongs to the
positive orthant. We summarize the above in the following corollary.
Corollary 5.1. Let A be fixed. Let A denote the set of triples (X, v, S∗) such that
AS∗|V ⊂ S∗|V . If A is unit-cyclic then for every (X, v, S∗) ∈A we have
(A, v)S∗ /= ∅ ⇐⇒ S∗|V simplicial. (5)
If A is not unit-cyclic then either (A, v)S∗ = ∅ for every (X, v, S∗) ∈A or the
statement in (5) is false over A.
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