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Abstract
The spreading of a released pollutant in a turbulent environment has severe conse-
quences. The ability to identify the unknown source location from remote sensor data
is greatly obfuscated by turbulence. This work discusses effective scalar-source local-
ization algorithms in a turbulent channel by exploiting adjoint and ensemble methods,
and by utilizing the growing power of high-fidelity simulations.
To reconstruct the spatial distribution of the source, a cost functional is defined
based on the difference between the true sensor observations and their model predic-
tions. Forward-adjoint simulations provide the gradient of the cost functional to the
source distribution, and the source estimation is iteratively updated. When a sin-
gle sensor is directly downstream, the reconstruction is accurate in the cross-stream
directions but elongated in streamwise direction. Using more sensors improves the
performance demonstrably.
We therefore seek the optimal sensor placement that improves the prediction in
streamwise direction, by minimizing the condition number of the Hessian matrix of the
cost functional. An iterative approach is adopted that gradually adjusts the sensor(s)
while tracking the principal subspace of the Hessian. For a single sensor, the optimal
location is near the edge of the scalar plume. This placement distinguishes signals for
adjacent sources much more than sensor directly downstream.
For fast identification of the source location and intensity, an eigen-ensemble-
variational algorithm is formulated, which relies on the left and right singular vectors,
or eigen-sources and eigen-measurements of the scalar impulse-response system. The
ii
projection of the true source onto an eigen-source is proportional to the projection
of the sensor signal onto the corresponding eigen-measurement. The unknown source
is identified by minimizing its deviation from this proportionality. We demonstrate
effective ways to use an ensemble of trial sources to estimate the pre-requisite eigen-
sources and accurately predict the source location. Furthermore, the effect of sensor
noise can be evaluated when Gaussian noise is added to the measurement.
All together, the developed algorithms provide effective strategies for reconstruc-
tion of unknown scalar sources and optimization of sensor networks. The resulting
data provide an important benchmark for future research on olfactory search strate-
gies in fully turbulent environments.
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ν ∂U∂y ∣y=0 friction velocity
V(i,j,k), V Cell volume for the computational cell (i,j,k), and the diagonal matrix with
all cell volumes
xB, xE Beginning and ending x location of the search domain
xsopt, I
s
opt Optimal location and intensity of the source




1.1 Olfactory search in turbulent environments
From the lethal release of cyanide, heavy metals and acid into the Alamosa River to
air pollution that has contributed to more than 3.2 million deaths globally per year
[1, 2], detrimental events of natural or artificial contaminations have required our
preparedness when faced with short-term as well as long-term pollution release in the
environment. Being able to identify the source of pollution and its strength with a
certain level of accuracy is more than important for evaluation and mitigation of its
impact. However, in most natural scenarios, the effect of fluid turbulence enhances
the mixing and spreading of pollutant far away from the source. Therefore, utilizing
remote sensors to give information and trace back to the source location becomes
a challenging, most of times ill-posed inverse problem. Popular methods to solve
such inverse problems problems include probabilistic frameworks exploiting Bayes’
Theorem [3, 4], variational techniques [5–8] and ensemble-based variational methods
[9–11].
In current study, our primary goal is the spatial information of a passive scalar
source, as written in chapter 2. The investigation of optimal sensor placement would
be in chapter 3. A quick and effective ensemble algorithm that directly determines the
source location and intensity is presented in chapter 4, together with an uncertainty
quantification that reveals the fundamental difficulty of source localization using re-
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mote sensor signals.
1.2 Passive scalar pollution search algorithm
Olfactory search in turbulent environment aims at obtaining the spatial or tempo-
ral information of the source of a pollution release from remote measurement. In
applications where the source location is known, for example the Deep Water Hori-
zon Oil Spill [12], estimating the time history of the oil leak’s flow rate is of vital
importance to assess the impact of the disaster and prepare accordingly. In other
applications, we have full knowledge of the temporal signature of the source and aim
at reconstructing the spatial information. Traditional efforts to estimate the scalar
source can be summarized into different categories: forward, backward and probabil-
ity methods [13]. While the forward methods rely on a trial-and-error process using
forward solver only [14–18], the backward methods aim to, and struggle to solve the
advection-diffusion equation backwards in time efficiently with an extra stabilizing
term [19, 20]. Probability methods are developed to exploit the Bayes’ Theorem [21–
23]. With the availability of high-fidelity simulation, variational approaches utiliz-
ing both the forward and adjoint solutions of the scalar transport equation become
a promising option. Huang et al. [24] used adjoint optimization to reconstruct the
spatial distribution as well as the time-varying intensity of a scalar source in a steady
ground water environment. Cerizza et al. [5] reconstructed the temporal signal of a
source release at a known location in a turbulent channel flow by the method of steep-
est descent. In currently study, our primary focus in chapters 2 and 3 is to develop,
implement and evaluate adjoint variational methods for identifying the source distri-
bution as a function of space for a temporally steady pollution release in a canonical
turbulent channel flow with Reτ = 180.
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1.3 Optimal sensor placement
The next question is the optimal sensor placement that enhances the performance of
data assimilation. The formulation of optimal sensors varies depending on the method
to solve the inverse problem. In terms of velocity state reconstruction, optimal sensor
placement is normally chosen to be the local maxima of the leading modes from proper
orthogonal decomposition (POD) [25–27]. In terms of flow control, where Karman
filter is widely used, the linear feedback laws, especially the spatial ditribution of
functional gains indicates the sensor locations [28].
For adjoint-variational approach, the ability to effectively invert the system de-
pends on the adjoint sensitivity of the sensor measurements to the unknown state we
want to assimilate. The sensitivity can either be first-order or second-order. Equiv-
alently, either the gradient or the Hessian can provide information regarding the
optimal sensor placement. Mons et al. [29] proposed an iterative algorithm to maxi-
mize the first-order sensitivity of the sensor with respect to a change in the initial and
boundary conditions. In some applications, the second-order sensitivity is a better
choice. This is typically true for an ill-posed problem with a large dimension of un-
knowns. The level of ill-posedness can be represented by the eigenvalue spectrum of
the Hessian matrix. By the attempt to “equalize" different eigenvalues, the condition
of the system can be improved. Mathematically, this is the same as minimizing the
condition number of the system. Kang & Xu [30], for example, has done similar work
to maximize the observability of the system, which is equivalent to maximizing the
smallest eigenvalue of the Gramian matrix.
1.4 Uncertainty quantification
The propagation of uncertainty in large-scale applications in computational fluid dy-
namics (CFD) has been a very active field. Quantification of such propagation is
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one of the main challenges and goals for real application. Probabilistic uncertainty
quantification has been widely used to propagate noisy inputs to the distribution of
outputs and has witnessed massive developments within the past several decades [31].
For data assimilation applications, uncertainty quantification is even more closely re-
lated. For example, Kalman filter methods, or the linear quadratic estimation (LQE)
have always taken the covariance matrix of the observations into account to enhance
fidelity of state estimation [32, 33]. In reality, observations in real, turbulent flows
will inevitably be influenced by noise. A system with diffusion is difficulty to invert
because a small noise in the ending state, or the output will be amplified and influ-
ence our estimate of the initial state, or the input. Therefore, for diffusive systems,
the difficulty of inferring the initial state can be quantified by the ratio between the
error in the reconstruction of input and that of the observation. However, such work
has never been done in turbulent environment regarding scalar source reconstruction,
which is of wide interest in environmental fluid mechanics and climate control. [4]
focused on finding passive scalar source parameters in ground water system. Their
study took into account Gaussian noise in the measurement. The impulse-response
matrix was built to facilitate Monte Carlo simulation. The probability distribution
function (PDF) of the predicted source parameter can then be constructed. Cerizza
et al. [5] examined the effect of Gaussian noise in the measurement data by comparing
the reconstruction results using the measurement data with and without noise. In this
case performing multiple numerical experiment with different samples of measurement
noise is too costly and the effect was shown qualitatively.
While uncertainty quantification is difficult in large-dimensional problems, we
focus on a simple application of determining the location and intensity of passive scalar
sources from remote measurement. A thorough investigation will be presented in
chapter 4, where the amplification from measurement noise to errors in the predicted
source location and intensity will be quantified for various scenarios.
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1.5 Objectives
The main objective of this thesis is to assess the power and some fundamental limita-
tion of data assimilation in turbulent environments. We mainly explored the adjoint-
variational approach by either performing data assimilation and addressing the phyis-
cal interpretation of the adjoint sensitivity or optimizing Hessian matrix. The main
problem setup considered here is in a canonical turbulent channel flow: the spa-
tial reconstruction of a passive scalar source based on remote sensor measurements.
To obtain perfect forward-adjoint relation satisfied to machine-zero, a discrete-then-
transpose approach was used to derive the discrete adjoint, with details provided in
appendix A.1. The rest of this thesis is organized in the following manner. In chapter
§2 the adjoint-variational method will be adopted to perform scalar source reconstruc-
tion, with full evaluation of different sensor and source locations. The reconstruction
quality is assessed and explained with flow statistics. In chapter §3 we address the
follow-up question of optimal sensor placement by optimizing the spectrum of the
Hessian matrix. The opimization is done with a subspace-tracking algorithm, which
also involves both forward and adjoint simulations. Different sensor placements will
be compared and the difference in performance will be explained. In chapter §4 we
fully utilize the benefit of the linear system and evaluate the fundamental difficulty
of locating the source parameterized by its location and intensity, through a limited
number of forward simulations. Uncertainty quantification is done by assuming the
measurements are subject to noise with a Gaussian distribution.
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Chapter 2
Spatial Reconstruction of a steady




Scalar sources from natural disasters and human activities can pose threats to the envi-
ronment and public safety. Estimating the source distribution of such contaminants
using remote sensors is crucial for management and remediation. Scalar diffusion,
however, renders the prediction of the source location non-unique. In addition, in
most natural scenarios, the flow is turbulent and eddies disperse the scalar, which fur-
ther hinders the ability to infer the source location from remote measurements. Direct
numerical simulations (DNS) can accurately capture the details of scalar transport,
for given scalar sources and flow conditions, and the resulting data and knowledge
provide the foundation for future reduced-order engineering models. In contrast to
such forward analyses, the inverse estimation of unknown scalar sources from lim-
ited measurements is a more difficult task due to its inherent ill-posed nature. In
the present work, an adjoint-based algorithm is developed that relies on high-fidelity
simulations in order to reconstruct a scalar source from remote measurements in tur-




Source-identification techniques were classified by Liu & Zhai [13] into three cate-
gories: forward, backward and probability methods. Forward methods apply a simple
“trial-and-error" approach. Forward simulations are performed with assumed source
parameters, which can be adjusted by the deviation between the simulated outcome
and true measurements. Backward methods simulate with stabilizing treatments
backward in time from the end state to identify the source information. Probability
methods estimate the probability density function (PDF) of the source parameters or
maximize a probability objective function. We further include adjoint techniques as
a fourth category of inverse modelling for source identification.
In the context of forward methods, Gorelick et al. [14] formulated the source-
identification problem in a two-dimensional steady groundwater system using a lin-
ear optimization framework. They performed separate forward simulations for im-
pulses at different potential source locations and formed the unit impulse-response
matrix, or “concentration response matrix", with each row corresponding to the mea-
surements from one source. Linear programming and multiple regression were then
used to determine the spatial source distribution. In one dimensional uniform steady
flow, the impulse-response matrix can be formed using the analytical solution. The
source parameters can then be determined using nonlinear least squares method with
Newton-Raphson algorithm [15] or Tikhonov regularization [34]. Mahar & Datta [16]
developed a forward method based on optimization of a normalized cost functional
to identify source location and flux in a two-dimensional groundwater monitoring
network. In their later works [17, 18], the method was used to determine the aquifer
parameters together with source identification. These approaches are not, however,
feasible for turbulent conditions and large search domains.
13
Backward methods aim to reconstruct the scalar with one simulation performed
with negative time stepping. However, negative diffusivity leads to instability and
stabilizing treatments are required. Skaggs & Kabala [19] proposed a quasi-reversible
(QR) operator, ∂∂t − ∇
2 − ϵ∇4, where the higher-order diffusion term is introduced
to stabilize the solution and ϵ is a small parameter which is difficult to determine
and not possible to generalize. Atmadja & Bagtzoglou [20] studied the backward
beam equation (BBE) to recover the pollution evolution history in two-dimensional
groundwater. Backward methods are efficient because they require only one backward
simulation. However, it is generally difficult to stabilize the procedure.
Probability methods focus on the PDF of the source characteristics. They can
easily take measurement error and systematic uncertainty into account. Woodbury
and coworkers introduced the Minimum Relative Entropy (MRE) method to recon-
struct the history of release from a source in three-dimensional steady uniform flow
[21–23]. The prior PDF of the history of release is updated based on measurement
data and the corresponding confidence level can be directly computed. Other efforts
that focused on the use of moving sensors to approach the source location in tur-
bulent environments also utilized entropy optimization [35–37]. Instead of following
the direction of the concentration gradient, “infotaxis" approach aims to maximize
information gain for every movement, by minimizing the entropy of the PDF of the
source location. Note that the turbulent velocity field was not directly used in those
search algorithms, but its effect was modeled by an eddy diffusivity.
2.1.3 Adjoint approach
While the scalar transport equation can predict the forward evolution of the scalar
field, its adjoint can be leveraged to trace back from the sensor signal to potential
source locations. Similar to the backward methods, adjoint equations are evolved
backward in time, but their positive diffusion coefficient renders them numerically
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more stable. Most importantly, the spatio-temporal distribution of the adjoint field
has a clear interpretation as the sensor sensitivity [4].
The adjoint approach for scalar-source reconstruction has previously been adopted
in conjunction with Reynolds Averaged Navier-Stokes (RANS) simulations and other
reduced models. For example, it was adopted in the localization of the source of an
atmospheric fugitive release [38–40]; And Houweling et al. [41] used “off-line" 3-D
Atmospheric Transport Model 2 and its adjoint for evaluation of the sources and sink
of atmospheric methane.
Using fully resolved turbulent flow data, Cerizza et al. [5] developed an adjoint-
variational algorithm to recover the time-history of scalar release from a source at a
known location in turbulent channel flow (Reτ = 150, Sc = 1). That setup is relevant,
for example, when sensors can not be placed directly at the known source location
due to environmental hazards. In contrast, the present work is concerned with con-
figurations where the source is steady and its location is unknown. The distinction
between Cerizza’s and the present work has an important implication: When only
the time-history of the source is sought, the scalar field is a linear function of the
control vector in successive iterations, i.e. rescaling the amplitude of the source sim-
ply rescales the scalar field. This property is not preserved if the estimated source
changes position in successive iterations.
Adjoint methods can also be applied in a probability framework. Starting from
the forward-adjoint duality relation, Neupauer & Wilson [42] developed an adjoint-
probability approach to determine the groundwater pollution location and travel time
probabilities. The solution of the adjoint equation with an impulse source term at
the sensing location was interpreted as a probability distribution. Despite the small
computational cost, the adjoint-probability method needs the source turn-on time
to estimate the location probability. Pudykiewicz [43] adopted this framework and
solved the adjoint equations in a global range to identify the source of atmospheric
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pollution. As noted by Keats et al. [4], however, the adjoint scalar field should be
interpretted as the sensor sensitivity rather than the source location PDF.
The forward-adjoint duality relation can also be exploited to construct the impulse-
response matrix as proposed by Keats et al. [4] to estimate the posterior distribution
of pollution source parameters using Markov Chain Monte Carlo (MCMC) method.
They constructed the impulse-response matrix with numerous adjoint simulations.
The total number of simulations required is the product of the number of sensors and
the number of time intervals sampled at those sensors, which makes it feasible only for
steady flow, where different time intervals lead to the same result. For turbulent flows,
iterative methods with forward and adjoint simulations are normally more feasible
than constructing the response matrix directly.
The objective of the current study is to develop an algorithm that utilizes eddy-
resolving simulations in order to interpret remote scalar measurements and identify
the location of the source. We assume that the source is steady in order to focus on
its spatial reconstruction; the temporal problem has been thoroughly investigated by
Cerizza et al. [5]. We formulate the problem as a minimization of a cost functional us-
ing forward-adjoint iteration. The algorithm is applied in the canonical configuration
of turbulent channel flow. Different elevations of the source from the walls are consid-
ered, as well as different sensor-source separations. Performance is also assessed for
isolated and networks of sensors. The results are explained using the spatio-temporal
correlations of the forward scalar fields and statistics of the adjoint scalar field which
represents the sensor sensitivity.
The flow configuration and governing equations are described in §2.2, and the
adjoint algorithm for the source reconstruction is derived in §2.2.2. Statistics of the
forward and adjoint scalar fields are reported in §2.3. The source reconstructions using
single and multiple-sensor arrangements are reported in §§2.4 and 2.5, respectively,




Figure 2-1. Schematic of the forward and adjoint scalar fields in the rectangular com-
putational domain. Filled and open circles represent the scalar source and sensor group,
respectively. The forward field is the instantaneous domain of influence of the source,
while the adjoint field is the instantaneous domain of dependence of a sensor.
presented in §2.6.
2.2 Problem Setup and governing equations
The present study is performed in a turbulent channel flow, where an isolated or
a network of sensors are placed downstream of an unknown scalar source and the
measurements are used to identify the source location. A schematic of the problem
configuration is shown in figure 2-1. For the velocity fields, the computational domain
is periodic in the both the streamwise (x) and spanwise (z) directions, and no-slip
conditions are imposed in the wall-normal (y) direction at the bottom and top walls.
2.2.1 Forward velocity and scalar equations
The velocity field satisfies the incompressible Navier-Stokes equations,
∂u
∂t
+ u ⋅ ∇u = −∇p + 1
Re
∇2u, ∇ ⋅ u = 0. (2.1)
In the above expression, lengths and velocities are scaled by the channel half height,
h, and the bulk-flow speed, Ub. The equations were solved using a fractional step
algorithm with a volume-flux formulation [44]. The diffusion operator is treated
implicitly in time with Crank-Nicolson scheme while the nonlinear advection terms
are treated explicitly using Adams-Bashforth. The elliptic pressure equation is solved
using Fourier transform in the periodic streamwise and spanwise directions, and a
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Domain size Grid points Grid resolution
Lx/h Ly/h Lz/h nx ny nz ∆x+ ∆z+ ∆y+max ∆y+min
4π 2 2π 384 256 320 5.89 3.53 2.95 0.20
Table 2-I. Domain size and grid resolution.
tridiagonal inversion in the wall-normal coordinate. The algorithm has been adopted
for a number of direct numerical simulations of transitional [45, 46] and turbulent
flows [47, 48].
A constant mass-flow rate is imposed. The corresponding mean friction Reynolds
number is Reτ ≡ uτ h/ν = 180, where uτ is the friction velocity, h is the channel half
height and ν is the fluid kinematic viscosity. The size of the computational domain is
(Lx, Ly, Lz) = (4πh, 2h, 2πh) in the streamwise (x), wall-normal (y) and spanwise (z)
directions, where h is the channel half-height. These values are equal to those adopted
by Kim et al. [49] who used a pseudo-spectral algorithm, and also by Jelly et al. [50]
who used the same Navier-Stokes solver and performed extensive validation. We have
therefore adopted a similar grid resolution to the latter study, with uniform Cartesian
mesh in both the streamwise and spanwise directions and hyperbolic stretching in the
wall-normal coordinate (see table 2-I). The velocity fields were stored at full spatial
resolution and at a temporal resolution of ∆t = 0.01 (or ∆t+ = 0.116) during a period
T = 40h/Ub (or T + = 462.86); these field are needed for the solution of the forward
and adjoint scalar equations.
Throughout this work, the concentration c is assumed to be a passive scalar, and









c = ϕ(x, t), (2.2)
where the Péclet number is Pe ≡ Re Sc and the Schmidt number was set to Sc = 0.7
which is relevant to gas diffusion in air (Sc ∼ O(1)). In the case of a thermal source,
the definition of the Péclet number is Pe ≡ Re Pr, where Pr is the Prandtl number
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(Pr ≈ 0.7 for air). With information of the velocity fields available, the scalar transport
equation decouples from Navier-Stokes equations. Periodic boundary conditions are
enforced in the span; homogeneous Neumann boundary conditions ∂c/∂y = 0 are
imposed at both walls, which physically corresponds to zero scalar flux across the top
and bottom surfaces. Note that none of the forward or adjoint scalar plumes spread
sufficiently to occupy the full spanwise extent of the domain. At the inlet of the
channel we impose c = 0, while at the outflow ∂c∂t+Ub
∂c
∂x = 0. The discretization adopted
a flux formulation, similar to that of the flow equations, with Adams-Bashforth and
Crank-Nicolson adopted for the temporal discretization of the advection and diffusion
terms; the source term (ϕ) was treated explicitly.
In order to generate sensor signals, scalar sources were placed at (xs, zs) = (2, π),
and at four different wall-normal heights within the channel, y+ = {180, 40, 15, 5}.
These heights correspond to the channel centre, and locations within the log layer,
the buffer layer and the viscous sublayer. The true source, ϕ(x, t) = ϕT (x), is assumed
to be steady with spatial distribution set to be a cut-off cosine function,
ϕT (x) = γ [cos (rπ) + 1] [sign(1 − r) + 1] , (2.3)
γ =
3





















where xs ≡ (xs, ys, zs) is the location of the centre of the source, and (rx.ry, rz) are
the radii of the source in different directions. This form is a well-resolved kernel that
represents a concentrated source which vanishes outside a short range. Due to the
presence of the wall, the size of the source was adjusted such that ry = 3∆y, while
rx = rz = 0.1. Irrespective of the size of the source, the definition of γ ensures that the
volume integral of ϕT is unity, which is also ensured numerically. Measurements were
performed by placing sensors downstream of the sources at xmj , where the subscript
identifies the jth sensor. The streamwise source-sensor separation is denoted Dj ≡
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xmj − x
s, and the measurement time-series is denoted Mj (t) = c (xmj , t).
In the present study, when a single sensor is considered, focus is placed on its
performance when aligned downstream of the source. In reality, the source location
is unknown and, therefore, selecting the relative position of the sensor is not possible.
However, the present study is intended to assess the feasibility and performance of
the algorithm. We will also consider the case of multiple sensors (§2.5), which is more
akin to practical applications.
2.2.2 Adjoint scalar equations and the search algorithm
The adjoint scalar field c∗ will be used to formulate a search algorithm that identifies
the unknown scalar source from remote measurements. For generality, the derivations
are presented using the continuous adjoint variables, i.e. the adjoint of the continuous
forward equations. The implementation, however, uses the discrete adjoint, or the
adjoint of the discrete forward equations, in order to ensure that the duality relation is
satisfied to machine precision. Details of the discrete form are provided to Appendix
A.1. It is worth noticing that for the numerical scheme we adopted here to discretize
the forward problem, if the forward-adjoint relation were not perfectly satisfied, the
conjugate gradient method would result in negative step sizes. As a result, the cost
function cannot be further reduced after several iterations.
The adjoint scalar equation is derived starting from the identity,
⟨Lc, c∗⟩ = ⟨c, L∗c∗⟩, (2.5)
where ∗ denotes the adjoint, and ⟨f, g⟩ ≡ ∫
T
0 ∫V fgdV dt. Using integration by parts
and eliminating the concomitant terms, we obtain,
L∗ = ∂
∂t∗
− u ⋅ ∇ − 1
Pe
∇2, t∗ = T − t. (2.6)




− u ⋅ ∇ − 1
Pe
∇2) c∗ = ϕ∗ (x, t) , (2.7)
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The boundary conditions are periodicity in the spanwise z-direction, c∗ = 0 at the
inlet and outlet of the channel, and zero adjoint scalar flux ∂c∗/∂y = 0 on both walls.
The duality relation between the forward and adjoint fields provides a physical
interpretation of the latter [4]: Consider the forward scalar field due to a source term
ϕ = δ(x−xs)δ(t−ts) and the adjoint field due to a source term ϕ∗ = δ(x−xm)δ(t−tm);
the two can be related according to,
c∗(xs, ts) = ⟨δ(x − xs)δ(t − ts), c∗⟩ (2.8)
= ⟨Lc, c∗⟩ = ⟨c, L∗c∗⟩ = ⟨c, δ(x − xm)δ(t − tm)⟩ = c(xm, tm).
The expression demonstrates that the sensor measurements at (xm, tm) due to a scalar
impulse at (xs, ts) are identical to the adjoint signal at (xs, ts) due to an adjoint
impulse at (xm, tm). In the context of the search algorithm, should a sensor at xm
receive a signal at tm, the scalar source must be within the region where the adjoint
field at ts is finite. Conversely, absent a signal at the sensor at tm, any sources must
be outside the instantaneous adjoint plume at ts. We will refer to the region where
the forward field is appreciable in magnitude as the domain of influence of the source;
and the region where the adjoint field has a finite value as the domain of dependence
of the sensor. Figure 2-1 shows a schematic for these two regions in a cases of steady
forward and adjoint sources. Similar duality relations between certain forward and
adjoint scalar statistics can be derived, and will be introduced as the associated terms
are evaluated.
The search algorithm for a steady scalar source ϕT (x) is herein formulated as
a constrained optimization. Assuming we have an estimate ϕ(x) of the source, we
can compare its associated scalar fields at the locations of all sensors with the true
measurements. When the estimated and measured signals are identical, we have
confidence in our estimate of the source distribution.
In this formulation, the cost functional is defined in terms of the difference between
the estimated measurements c(xmj , t) and the true signals Mj(t), where j is the sensor
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identifier. The difference is squared, integrated over the time horizon [0, T ] and







(c(xmj , t) −Mj(t))
2
dt. (2.9)
The constraint is that the scalar field from any estimated source satisfies the advection-
diffusion equation (2.2). We can therefore define the Hamiltonian,








+ u ⋅ ∇c − 1
Pe
∇2c − ϕ(x)) c∗dtdV
=J − ⟨Lc − ϕ(x), c∗⟩ .
=J − ⟨c, L∗c∗⟩ + ⟨ϕ(x), c∗⟩,
(2.10)
where the last equality is obtained using the Lagrangian identity. The variation of
the Hamiltonian (2.10) is,






c’(xmj , t) (c(xmj , t) −Mj(t))dt
= ⟨c’, ∑
j
ϵj(t)δ(x − xmj )⟩,
(2.12)
where prime denotes a change in the variable and ϵj(t) ≡ c(xmj , t)−Mj(t) is the error
between the estimated and true measurements at sensor j.
Introducing (2.12) in (2.11) and grouping terms, we obtain





)⟩ + ⟨ϕ’(x), c∗⟩.
(2.13)
where ϵj(t) acts as the source term in the adjoint equation, L∗c∗ = ∑j ϵj(t)δ(x −xmj ).
With the definition of the adjoint equation, the variation of the Hamiltonian reduces
to,





c∗(x, t)dt dV. (2.14)
In the discrete form, the above expression becomes,











where ϕ’ is the control column vector, V is a diagonal matrix with the volume of the
computational cells (i, j, k) as its elements, and c∗ is a column vector of the adjoint

















where c† ≡ Vc∗ is the sensitivity of the cost functional to the control vector ϕ. In
order to minimize the Hamiltonian using the method of steepest descent, ϕ’ can be
given by




where α is a positive step size, and its optimal value can be evaluated [5]. In the
present work, we adopt conjugate gradient method because it is better suited for ill-
conditioned systems [24]. The update of the estimated source from iteration (n) to
(n + 1) is therefore given by,
ϕn+1(x) = ϕn(x) − αnϕ̃n(x), ϕ̃n+1 = βnϕ̃n + ϕ̂
n+1
. (2.18)
The new search direction ϕ̃
n+1
is updated as a conjugation of the new gradient direc-
tion ϕ̂
n+1
and the old one ϕ̃
n
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where Lĉn = ϕ̂
n
(x). The coefficient βn ensures that each new search direction ϕ̃n+1
is conjugate to earlier ones.
The procedure is summarized in algorithm 1. An auxiliary variable c̃ is introduced
for convenience, and is simply the scalar field due to the ϕ̃ search direction, or Lc̃n =
ϕ̃
n
. In order to ensure that the algorithm is convergent, and that its performance is
independent of the implementation, it is essential to accurately satisfy the forward-
adjoint duality relation (2.5). For this reason, the discrete adjoint technique was
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Algorithm 1: Adjoint-variational algorithm for scalar-source reconstruction
from remote measurements.
• n = 0 ;
• Prescribe an initial guess of the source distribution, ϕ0 = 0;
• Advance the forward equations Lc0 = ϕ0 and evaluate the deviation between
estimated and true measurements ϵ0j = c0(xmj , t) −Mj(t);
• Advance the adjoint equation, L∗c∗ = ∑j ϵ0j(t)δ(x − xmj ), and use (2.17) to




0 c†(x, t)dt ;
• At the initial step, ϕ̃0 = ϕ̂
0
;
while Convergence condition is not satisfied do
• Advance the forward equation Lc̃n = ϕ̃n ;
• Compute αn from equation (2.19) and update the source
ϕn+1 = ϕn − αnϕ̃
n ;
• Update the corresponding ϵn+1j = ϵnj − αnc̃n(xmj , t);
• Solve adjoint equation, L∗c∗ = ∑j ϵj(t)δ(x − xmj ), and use (2.17) to













• n = n + 1;
end
adopted, which computes the adjoint of the discretized forward equations and satisfies
(2.5) to machine precision. Details of the discrete adjoint and validation of the forward-
adjoint relation are provided in appendix A.1.
Flow variables will be decomposed into mean and fluctuation quantities, u =
⟨u⟩+u′, where the mean is obtained by averaging in the homogeneous streamwise and
spanwise directions and in time. The forward and adjoint scalar fields can similarly
be decomposed into a mean and fluctuation, c = c + c′ and c∗ = c∗ + c∗′. The mean is
marked by an overline, and is computed by averaging in time and over an ensemble of
independent simulations with sources at different spanwise and streamwise locations.
24
2.3 Characteristics of the forward and adjoint scalar
fields
It is instructive to examine characteristics of the scalar field and its adjoint in the
present flow configuration, because together they underlie the performance of the
search algorithm. For example, the time-averaged adjoint scalar field represents the
mean sensitivity of a sensor; a scalar source in the higher sensitivity region will
be reconstructed more accurately. Meanwhile, the root-mean-square (RMS) of the
adjoint scalar field represents the temporal variation of the sensor sensitivity to a
scalar source at that location—smaller values are therefore desirable when the time
dependence of the source is of interest [e.g. 5].
Simple statistics of the forward and adjoint scalar fields are examined in this sec-
tion and are, when possible, related to one another analytically; additional statistical
quantities will be introduced in subsequent sections to aid the discussion. The sources
of release for the evaluation of statistics of c and c∗ are assumed to be steady, and
the four wall-normal locations of interest are contrasted. Statistics of the forward
field were integrated over 700 convective time units for a single plume due to a steady
source. Statistics of the adjoint field were integrated over a shorter duration, namely
40 time units, and further ensemble averaged over eighteen independent simulations
with the steady source shifted in the homogeneous x and z directions.
Contours of the mean forward and adjoint scalar fields, c and c∗, are reported in
figure 2-2; contours of the the root-mean-squares, c′rms and c∗′rms, are plotted in figure
2-3. In both figures colour contours correspond to the forward field and line contours
correspond to the adjoint. Note that the streamwise coordinate of the adjoint field
is reversed in order to facilitate comparison. When the colour boundaries and the
line contours coincide, the forward and adjoint fields are in quantitative agreement,
to within the streamwise coordinate transformation. Such agreement is evident in
the channel centre and inside the buffer layer, for c and c∗ in figure 2-2 and c′rms and
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c∗′rms in figure 2-3. However, differences among the means and among the root-mean-
squares are observed in the log layer, for example c∗ develops two local maxima in
its wall-normal profile (see marked arrows on figure 2-2) which are not observed in
c. The differences are due to the reversed advection by turbulent fluctuations; in a
steady laminar flow the forward and adjoint scalar equations are identical to within
a coordinate transformation x̃ = −x. Turbulent fluctuations act against the mean
gradients to generate the scalar fluctuations and fluxes. In the adjoint, exchanging
ejections and sweeps alters these quantities because of curvature in the mean pro-
file. As a result, the base-state distortions and root-mean-square fluctuations of the
forward and adjoint fields differ.
The vertical locations of the maxima in the mean and root-mean-square fields are
also plotted in figures 2-2 and 2-3. The results exhibit a degree of mirror symmetry
between the forward and adjoint fields, in particular for sources in the channel centre.
For sources in the log-layer and below, the y-locations of the maxima of c and c∗
approach and attach to the wall. In contrast, the y-locations of the maxima of c′rms
and c∗′rms lift away from sources in the viscous and buffer layers.
The results raise interesting points: Would a sensor immediately downstream of
an unknown source provide the “best" signal for reconstruction? Or would a sensor
at lower elevation be preferable because the maxima of the forward field approach
the wall with downstream distance? Alternatively, from the standpoint of the ad-
joint field being the sensitivity of the sensor, should the sensor placement be shifted
upward? These questions will be examined in §2.5 by varying the sensor location rel-
ative to the source. It should be cautioned that such experiments are only intended
to demonstrate the performance of such sensor placements, but in reality the source
location is unknown and hence selecting the relative placement of the sensor is not
possible.
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Figure 2-2. Left: side views of the (colour contours) mean forward and (line contours)
adjoint scalar fields, from sources at different wall-distances. The bottom abscissae are for
forward scalar fields and the top ones are for the adjoint, i.e. the abscissae of the adjoint
are reversed. From top to bottom the source locations are in the channel centre (y+ = 180),
log layer (y+ = 40), buffer layer (y+ = 15) and sub layer (y+ = 5). Right: the y-location for
maximum concentration at different streamwise locations. Solid lines marks arg maxy c
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Figure 2-3. Left: side views of the root-mean-square scalar perturbation fields for (colour
contours) forward and (line contours) adjoint, from sources at different wall-distances.
The bottom abscissae are for forward scalar fields and the top ones are for the adjoint,
i.e. the abscissae of the adjoint are reversed. From top to bottom the source locations are
in the channel centre (y+ = 180), log layer (y+ = 40), buffer layer (y+ = 15) and sub layer
(y+ = 5). Right: the y-location for maximum c′rms at different streamwise locations. Solid
lines marks arg maxy c′rms while the dashed lines marks arg maxy c∗′rms. The axes on the
bottom are for forward scalar fields and those on the top are for adjoint fields.
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taneous field is useful in the interpretation of the present results. Recall that the
forward field at the sensor location due to an impulse at the source is equal to the ad-
joint field at the source due to an impulse at the sensor. Therefore, the time-average
of the two signals must also be equal,
c(xm; xs) = c∗(xs; xm), (2.20)
where c(xm; xs) represents the mean scalar at xm due to a steady source located at
xs; similarly, c∗(xs; xm) is the average adjoint at xs due to a steady source at xm.
This equality holds for any arbitrary source and sensor locations. In the present case,
the sensor and source are placed at the same locations in the y and z directions.
Therefore, the mean forward and adjoint fields along the streamwise direction, ex,
should become the same function of the source-sensor separation xm − xs,
c (xs + (xm − xs)ex; xs) = c∗ (xs; xs + (xm − xs)ex) = c∗ (xs − (xm − xs)ex; xs) .
(2.21)
Comparison of the mean forward and adjoint fields as a function of (xm − xs) are
shown in figure 2-4, and agree at all four wall-normal heights within the channel.
Similar equalities could not be derived for the root-mean-square scalar fields. As a
result, when plotted as a function of (xm − xs), the root-mean-square forward and
adjoint scalar fields do not collapse (see figure 2-4).
2.4 Results
2.4.1 Performance of the algorithm
We start with a series of source reconstructions using measurements from a single
sensor placed directly downstream of the source. We will examine the effect of differ-
ent source-sensor separations and also wall-normal heights within the channel. The
measurements were obtained by solving the forward flow and scalar equations, and












Figure 2-4. Comparison of mean (left) and root-mean-square perturbation (right) scalar
fields from the forward (solid lines) and adjoint (dashed lines) simulations. Scalar fields
are normalized by cs = c(xs), and are plotted directly downstream (for forward) and
upstream (for adjoint) of the steady source. Sources are put at four different y locations
y+ = {180, 40, 15, 5} marked by reduced greyscale levels.
Figure 2-5. Sensor signals for different source-sensor separations, D = xm − xs, and wall
distances. Left to right: Measurements from source-sensor pairs located at channel centre
(y+ = 180), log-layer (y+ = 40), buffer layer (y+ = 15) and viscous sublayer (y+ = 5). At each
height, three different source-sensor separations are considered , D = xm − xs = {3, 5, 7}
(thin to thick lines). In order to separate their respective measurements signals, the
associated M are vertically shifted by an offset ξ = {0, 40, 80}.
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Some sample signals M(t), all from the same realizations of the velocity field, are
shown in figure 2-5; for every y-location three value of D ≡ xm − xs = {3, 5, 7} are
compared. In the middle of the channel, a time shift is evident in the measurement
signals as the sensor is placed at a larger distance from the source, and its duration is
proportional to the scalar advection velocity. The signal intensity is also reduced with
increased source-sensor distance due to the action of diffusion. At smaller distances
to the wall, the time-shifts in the sensor signals due to increased separation from
the source become less prominent. In addition, the measurement signals become
smoother, especially in the viscous sublayer. In that region, a shear filtering effect
leads to a weak sensitivity of the scalar field to high-frequency velocity fluctuations
[52, 53]. Additional, diffusion is dominant and, as a result, the measurements from
different downstream sensors are more difficult to distinguish.
Using the measurements, we adopted the adjoint-variational algorithm to recon-
struct the source. The initial guess of the source distribution is identically zero, and
thus assumes no prior knowledge of its location. In order to gauge convergence of the
























where j is the sensor index. The stopping criterion for our iterative algorithm is
ϵ̃ ≤ 0.01 with a maximum possible number of iteration Nmax = 50. Changing these
values does not alter the trends reported herein for the reconstruction quality at
different wall-normal position and sensor-source separations.
The convergence history of the algorithm is reported in figure 2-6. Each panel
corresponds to a different y-location and the increase in line thickness denotes larger
source-sensor separation D. For all cases, the adjoint-variational approach minimizes
the cost functional until the stopping criterion is satisfied, namely one percent relative
error. The different convergence rates are a symptom of different dominant physical
processes in the scalar transport problem. Diffusion renders the solution non-unique:
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Figure 2-6. Normalized cost functional versus number of iterations N . Left to right:
y+ = {180, 40, 15, 5}. Larger separations D = xm−xs are marked by increased line thickness.
consider for example that in laminar flow a steady measurement signal can be ascribed
to a weak nearby source or a high-intensity distant one. As a result, when the effect
of diffusion is dominant, which is anticipated to be the case near the wall, the decay
rate of the cost functional is fast although the reconstruction is unlikely to match
the true source. Conversely, when the system of equations is better conditioned,
the search for the optimality condition may require more iterations as seen in the log-
layer, but the reconstruction is expected to more faithfully reproduce the source. This
qualitative interpretation of the convergence rate will be verified by an examination
of the reconstruction quality, and in §2.4.2 by an analysis of relevant scalar statistics.
The reconstructed and true sources are compared in figure 2-7, for the smallest
and largest source-sensor separations D = {1, 7}. In the channel centre and the log
layer (top two rows in the figure), the algorithm provides an accurate prediction
of the source location and size in the crossflow (y − z) plane. However the recon-
structed source is much more elongated in the streamwise direction relative to the
true one. In the viscous sublayer, the predicted source distribution has an erroneous
high-amplitude region near the sensor, far from the true source location. This result
is related to the behaviour of the adjoint scalar field: in figure 2-2, the mean adjoint
field decays quickly upstream of the sensor, thus limiting the region of sensor sensi-
tivity. Although a large number of iterative evaluations of conjugate directions were
performed in the search algorithm to mitigate this effect, it still remains significant
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Figure 2-7. Contour of reconstructed source on x-y plane (z = π) and y-z plane (x = 2),
normalized by max ϕ. Dashed circles mark the centre and outer edge of the true source;
the square marks the sensor position. Left: D = 1; right: D = 7.
in the near-wall region.
The quality of the solution is quantified using the correlation coefficient between






























where ϕT is the true source distribution, and the angled brackets ⟨ ⋅ ⟩ab denote averag-
ing in the a and b directions. These correlations are reported in figure 2-8. Note that
the size of the source was reduced at lower wall-normal heights in order to account
for the presence of the wall. In this regard, the reconstruction in the y-direction is
more challenging for the smaller near-wall sources, relative to the larger ones near the
channel centre, and hence the focus will be placed primarily on the reconstruction
quality is in x and z directions where the size of the true source is unchanged for all
cases. Since the reconstruction is elongated in the streamwise direction, Rxϕϕ is gener-
ally the lowest of the three correlations. The log-layer values of Rxϕϕ are the highest,
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Figure 2-8. Correlation coefficients between reconstructed source ϕ and the true source ϕT
in x (left), y (middle) and z (right) directions versus source-sensor separation, D = xm−xs.
Symbols ( , ,+, ) and reduced grayscale intensity correspond to y+ = {180, 40, 15, 5}.
for the same relative error in the estimated and true measurements ϵ̃. Recall that it
was in the log layer that the convergence rate of the solution was slowest, yet the iden-
tified source most faithfully reproduces the true in comparison to other wall-normal
locations. The quality of the reconstruction generally deteriorates in the buffer and
viscous layers. There the relative error in the estimated and true measurements ϵ̃
decays fastest but the identified source deviates most from the true one, which is
indicative of the degree of non-uniqueness in the reconstruction near the wall.
The results in figures 2-7 and 2-8 remain qualitatively unchanged for a smaller
number of iteration N of the search algorithm. In figure 2-9, the effect of N is
shown for a source-sensor pair at the channel centre, and separated by D = 5. The
reconstruction in y and z directions converges quickly. In contrast, the reconstruction
in x continues to improve with iterations, and the correlation coefficient with the true
source increases from Rxϕϕ = 0.18 after five iterations to Rxϕϕ = 0.24 after twenty
iterations.
Although the predicted source distribution is elongated in the streamwise direction,
it reproduces the measurements accurately. It is therefore interesting to consider
whether it also reproduces the scalar field, or plume, away from the measurement
location, and in particular downstream of the sensor. Figure 2-10 shows a sample
comparison of the scalar fields due to the reconstructed and true sources at the channel
centre. Differences are clear in the upstream regions of the plumes, but the two fields
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N = 20
Figure 2-9. Iso-contour ϕ/ϕmax = 0.5 of reconstructed source in the x-y plane (z = π)
and y-z plane (x = 2). Results are shown for different numbers of iterations of the adjoint
search algorithm, N = {5, 10, 15, 20}, at the channel centre with source-sensor separation
D = 5. Dashed circles mark the centre and outer edge of the true source; the square marks
the sensor position.
sc01: 0.1 1 10 100
Figure 2-10. Comparison of scalar fields from forward simulations using the true (top)
and reconstructed (bottom) sources; the latter is marked by a iso-contour ϕ/ϕmax = 0.5.
The closed circle marks the sensor location. Vertical dashed lines identify the coincidence of
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Figure 2-11. Correlation coefficients between reconstructed scalar plume and the true
plume downstream of the source. Left to right: y+ = {180, 40, 15, 5}. Locations of the
sensors are marked by dashed lines with a darker colour as sensors moves farther.
become rather similar as we approach the sensor and downstream of it. The similarity
arises due to the correlation between the scalar and the velocity fields [54]. In order









c(x, t; ϕ)c(x, t; ϕT )dydz dt
c(x, t; ϕ)rms c(x, t; ϕT )rms
, (2.24)
where Syz is the area of the y − z plane; the results are plotted in figure 2-11. The
observations from the single realization (figure 2-10) are verified statistically. The
correlations between the pairs of scalar fields start increasing around the source lo-
cation, converge near the sensor position, and demonstrate high-accuracy of plume
prediction downstream. These results are encouraging for a number of applications,
for example in disaster response where it is important to predict the transport of
pollutants while the search for their source continues. One interesting observation is
that the correlation between the estimated and true plumes is lowest in the log layer,
where the reconstructed and true sources were most correlated. The interpretation
is, however, consistent with the earlier discussion: The measurement in the log layer
can enable distinction of different sources and hence accurate reconstruction of ϕ (x),
which reproduces the measurements. However, any small errors in ϕ (x) generate
differing signals away from the sensor.
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The reconstruction quality in figures 2-7 and 2-8 indicate that the prediction of the
source distribution in the streamwise direction is most challenging. This motivates
examination of characteristics of the scalar field along that direction. Particularly
informative are two-point statistics that quantify the correlation of measurements
due to adjacent sources or adjacent sensors.
2.4.2 Shifting-sensor and shifting-source correlation coeffi-
cients
We will examine two correlation coefficients, both evaluated for the sensor signal
c(xm, t; xs). Here the measurement location is denoted xm and the source is xs. In
the first case, we will shift the streamwise position of the sensor, ∆xm = ∆xmex, and
examine the correlation of the two measured signals,





c(xm, t; xs)c (xm +∆xmex, t +∆tm; xs)dt
crms(xm, t; xs) crms (xm +∆xmex, t +∆tm; xs)
. (2.25)
In the second case, the sensor position will be held fixed, but the streamwise placement
of the source will be shifted, ∆xs = ∆xsex, and the two resulting measurements will
again be correlated,





c(xm, t; xs)c (xm, t +∆tm; xs +∆xsex)dt
crms(xm, t; xs) crms (xm, t +∆tm; xs +∆xsex)
. (2.26)
The distance D ≡ xm − xs is the separation between the reference source and sensor
locations in the streamwise direction. In both cases, we take into account the effect of
a time-lag in the signal, ∆tm. Notice that these correlation coefficients for the sensor
signals were evaluated with the mean, although usually the mean would be subtracted
for correlation coefficients. In the current application, the algorithm utilized the full
signal and therefore the coefficients evaluated here is equally representative as the
one evaluated without the mean for the algorithm.
Using only the fluctuation part would imply that we have knowledge of the mean
scalar field (and the source location) ahead of time.
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Note that the computation of RmMM(∆xm, ∆tm) only requires a single forward
scalar simulation, and measurements are recorded at various sensor locations. The
computation of RsMM(∆xs, ∆tm), on the other hand, requires multiple forward simu-
lations of the scalar field each with a different source placement. In appendix B.2.1,
a relationship between the forward and adjoint field is derived whereby only a single
forward-adjoint loop is needed to compute RsMM . That expression is reliant on a
Taylor hypothesis, and is hence not used in the present computation, but is included
in the appendix for the interested reader.
The shifting-sensor and shifting-source correlation coefficients, RmMM and R
s
MM ,
are plotted in figure 2-12 as functions of ∆x and ∆t. The four panels correspond
to the four wall-normal heights within the channel, ys+ = {180, 40, 15, 5}. The ridge
in the contours represents the optimal time lag for the signals from two sensors sep-
arated by ∆x to achieve the highest correlation. For the shifting-source correlation
coefficient, the optimal time shift is nearly zero. For RmMM , the optimal time shift
changes linearly with ∆xm and a clear slope can be identified. The reciprocal of the
slope is the transport velocity Ut of the scalar in the streamwise direction. Normal-
ized by viscous units, U+t is compared to the mean-flow speed ⟨U+⟩xz in figure 2-13.
While the transport and mean-flow speeds agree in the outer part of the channel, the
former is appreciably higher near the wall. Similar trend was observed by Quadrio &
Luchini [55] who examined the transport of velocity fluctuations; They found agree-
ment between the transport velocity and the mean profile in the bulk, and a nearly
constant advection velocity on the order of 10 plus units near the wall.
It is evident that a shift in the sensor location will introduce a shift in the time
series of measurements, which will be proportional to the advection time between the
two locations. Perhaps less evident is that a downstream shift in the source location
does not necessarily yield a similar time-shift in the sensor signal. Consider for exam-
ple the scalar fields in figure 2-14; beyond an initial transient, the two sources result
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Figure 2-12. Top: Contour plot of shifting-sensor correlation coefficients
RmMM(∆xm, ∆tm; D) for D = 5 at different wall distances of the source and sensor
y+ = {180, 40, 15, 5} (left to right). The dashed lines mark the optimal time shift to obtain
largest correlation for any given ∆xm. Bottom: Contour plot of shifting-source correlation
coefficients RsMM(∆xs, ∆tm; D) for D = 5 at different wall distances y+ = {180, 40, 15, 5}
(left to right).





















Figure 2-13. (a) Optimal time shift ∆tm vs. sensor location shift ∆xm for y+ = 180,
y+ = 40, y+ = 15 and y+ = 5 (From black to light grey). (b) Triangle symbols show the
transport velocity U+t = d∆xm/d∆tm calculated from the ∆tm-∆xm diagram for scalar
source at different wall-distance. Diamonds show the transport velocity for u′, defined in a
similar manner as the transport velocity for c. Line without symbol is the mean velocity
profile plotted as a comparison.
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1 10 100
Figure 2-14. Contours of sample scalar fields with sources put in the channel centre
at different streamwise locations x = 3 and 5, the corresponding vector fields of velocity
perturbation and contour of v are also shown in background. On the bottom is the mea-
surement data M taken at the same location for different plumes versus time tU/h. dashed
and solid lines represent measurement from the plume at top and middle, respectively.
in very similar scalar fields at the sensor and similar time-trace of the measurement.
The above correlation coefficients will quantify this effects.
Using the optimal time shift, both RsMM and R
m
MM are plotted at different wall-
normal locations in figure 2-15. The similarity between the shifting-sensor and
shifting-source correlation coefficients is evident. In fact, when the velocity field sat-
isfies the Taylor’s frozen-eddy hypothesis u (x, t + ∆x
U
) = u (x −∆x, t), i.e. is merely
transported downstream with constant velocity U , it can be shown that shifting the
sensor is equivalent to shifting the source with a time lag — a proof is provided in
Appendix B.2.2. As a result, for such conditions, the shifting-sensor correlation is a
mirror image of the shifting-source correlation, RmMM(∆x, ∆xUt ; D) = R
s
MM(−∆x, 0; D).
The correlation remains above 90% for all cases when the displacement is on the
order of ∆xs,m ≃ 1, which highlights the difficulty of the scalar reconstruction: Based






Figure 2-15. (top) Shifting-source correlation coefficients RsMM(∆xs, 0; D) at (left to
right) y+ = {180, 40, 15, 5} and (thin to thick) D = {3, 4, 5, 6, 7}. (bottom) The corre-
sponding optimal shifting-sensor correlation coefficients RmMM(∆xm, ∆tm; D). Dashed
lines shows the spatiotemporal correlation for u′ at the same y locations as references.
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measurements; The interpretation based on RmMM is that the measurements based on
different sensor placements in the streamwise direction are not easily distinguished.
The present results also explain the convergence rate of the adjoint-variational
algorithm (figures 2-6 and 2-8 in §2.4). The coefficient RsMM (figure 2-15) decays
fastest in the log-layer, which demonstrates that two sources with a streamwise dis-
placement produce more distinct sensor signals in that region compared to any other
wall-normal heights. This can be interpreted, albeit informally, as a measure of the
uniqueness of the solution. In this region, the convergence rate of the cost functional
is slow (figure 2-6), but the same reduction in the cost functional leads to the best
reconstruction quality in the streamwise direction (figure 2-8). In the near wall region,
where the shifting-source correlation is highest, the signals from various sources are
highly correlated and it is thus difficult to distinguish them. It is therefore relatively
easy to identify a solution which yields a similar signal to the measurement data, but
it is unlikely to be unique since many source distributions can result in the same
sensor data. Therefore in the near-wall regions the convergence of the cost functional
is faster than the log-layer, but the quality of the reconstruction in the streamwise
direction is poorer.
The behaviour of the correlation coefficient is due to a combined effects of diffu-
sion and dispersion. On the one hand, diffusion blurs the scalar signal, thus making
it harder to differentiate the measurements from different sources. And since the cu-
mulative influence of diffusion increases with increased separation between the source
and sensor, the correlation coefficients increase at larger D (thicker lines in the fig-
ure). Diffusion is also responsible for the increase in the correlation as the wall is
approached as demonstrated in the two right panels which correspond to y+ = {15, 5}.
The effect of dispersion, on the other hand, is more difficult to characterize: If the
turbulence decorrelates quickly, the measurements from two sources or at two sensors
should differ; However dispersion does not act alone because, by stretching the scalar
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field, it enhances the action of diffusion. The correlation coefficients of the streamwise
velocity perturbation,
Ru′u′(∆x, ∆t) =
u′(x, t)u′(x +∆x, t +∆t)
u′2rms
, (2.27)
is included in figure 2-15. The results are plotted for the time shift ∆t = ∆x/U
that maximizes the correlation coefficient. Here U is the streamwise transport speed
for velocity perturbations, which is similar to the scalar transport velocity Ut. The
velocity signal is most preserved at the channel centre and, as a result, despite the
relatively weak diffusion at that location the scalar correlations remain high. In the
log layer, the velocity decorrelates relatively quickly and hence the scalar correlation
also decays. Nearer to the wall, the decorrelation of the velocity field is not as effective
because the diffusion becomes dominant and the measurements are highly correlated.
2.4.3 Physical mechanisms
The asserted relative importance of dispersion and diffusion can be quantified by

























The advection of the scalar variance by the mean velocity is denoted Al, and is
balanced by dispersion by the turbulent fluctuations Dl, molecular diffusion νl, and
dissipation El. The streamwise decay of the variance field is encapsulated in the mean
advection term. In order to take into account the development of the scalar plume
between the source and any potential sensor location, we normalize the equation by
Uc2 and integrate it along the streamwise direction from xs+, immediately downstream
of the source, to an arbitrary x. The resulting balance equation for the decay in
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Figure 2-16. Terms I ( ), ν( ), D( ), E( ) in the balance equation (2.29) for different
wall-normal locations. Left to right: y+ = {180, 40, 15, 5}.
Figure 2-17. The ratio between terms D( ) and ν( ) in the balance equation (2.29)
downstream of the source. Lighter line represents smaller wall-normal height of the source,
y+ = {180, 40, 15, 5}.




































Terms in the above balance equation are plotted in figure 2-16 for different heights in
the channel. Dissipation remains relatively unimportant at all heights, and turbulent
dispersion D is dominant in the channel centre and log layer. Molecular diffusion
is prominent in the near-wall regions, y+ = {15, 5}. This effect is highlighted by
evaluating the ratio of the turbulent dispersion and diffusion terms (figure 2-17). The
highest ratio appears in the log layer, representing more intense turbulent activities
and a stronger dispersion compared to the channel centre. The results are in good
agreement with figure 2-15(a), where we show that the ability to differentiate different
sources locations is the best in the log-layer. Therefore the log-layer cases are the
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least ill-posed among all especially regarding source reconstruction in x direction. As
a result, with the same level of measurement discrepancy (ϵ̃), it will has the closest
solution to the true source.
2.5 Discussion
The results examined so far demonstrate that diffusion undermines the performance
of the adjoint-variational algorithm in determining the true source location. In addi-
tion, the reconstruction of the source distribution in the streamwise direction is most
challenging, which was explained in terms of the shifting-source correlation. The al-
gorithmic performance was examined when the sensor is immediately downstream of
the source. It was shown that the scalar plume has a tendency to shift towards the
wall. It is therefore important to verify the impact of adjusting the sensor position
based on this observation. Also note that, in real conditions, the locations of the
source is unknown and precise relative placement of the sensor, for example imme-
diately downstream, is not possible to plan. In many applications, multiple sensors
are permanently installed and the objective is to interpret their measurements — a
configuration that is also examine in this section.
We first consider the region of mean shear, where we evaluate alternate placements
of the sensor and the performance of the search algorithm. Instead of positioning the
sensor directly downstream of the source, we displace it closer to the wall motivated
by the forward mean field (figure 2-2). Two sensor positions would seem of interest:
(i) the location where the mean forward scalar concentration is largest and (ii) the
location that yields the largest mean adjoint signal at the true source location (not
the peak of a particular adjoint plume, but the largest value of c∗ (xs) for all possible
sensor heights). Due to the duality relation (2.8) and its time-average, c̄(xm; xs) =
c∗(xs; xm) and therefore both placements (i) and (ii) coincide.
Figure 2-18 compares the source reconstruction from sensors directly downstream
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Figure 2-18. Contours of reconstructed source on x-y plane (z = π) and y-z plane
(x = 2), normalized by max ϕ. Dashed circles mark the centre and outer edge of the
true source. Left: sensor directly downstream of the source; Right: sensor placed at
the maxima of mean forward field. Horizontal distance from the sensor to the source is
D = xm − xs = {5, 6, 7} from top to bottom. The dashed lines mark the location of the
maximum mean scalar concentration, and are reproduced from figure 2-2.
of the sources and others at the locations of the peaks in the mean forward plumes.
The quality of the reconstruction is visibly compromised as the sensor are placed
nearer to the wall. When the scalar plume enters the near-wall region, it is subjected
to slow advection velocities and increased relative importance of diffusive effects. As
a result, even though the peak concentration might be close to the surface, the inter-
pretation of a sensor signal from such location is highly obfuscated by diffusive effects.
This trend is most pronounced when the sensor is inside the viscous sublayer, even
when the mean scalar concentration c is large.
In monitoring applications, since there is no prior knowledge of the source location,
often multiple distributed sensors are used. The adjoint-variational search algorithm
described in §2.2.2 was derived for multiple sensors, and its computational cost per
forward-adjoint loop is independent of the number of measurements sites. From the
standpoint of the adjoint fields of the collection of sensors, which span a larger domain
than a single one, the monitored search area is effectively enlarged which renders the
problem more difficult. On the other hand, the various measurements sample more



































Figure 2-19. Placement of sensor (red circles) in the cross-flow plane at a distance D = 5
from the source. Flood contours show the mean forward scalar field normalized by its
maximum value, c/cmax, on the sensing plane. Line contours correspond to the correlation
coefficient between c(x; t) and the measurement data of the middle sensor, or RcM . From
left to right, top to bottom are the results for decreasing wall-distances.
reconstruction. This last view is supported by an earlier effort to reconstruct the time-
history of scalar release from a source at a known location [5], where the increase
of the mass sampled by additional sensors was shown to correlate with improved
performance of the algorithm. Whether additional sensors can similarly improve the
accuracy of the spatial source reconstruction is examined here.
The optimal placement of sensors is a subject worthy of its own study [see e.g.
29, 30]; for the present purposes we adopt a simple approach. We consider a regular
distribution of 25 sensors at distance D = xm − xs = 5 from the source. Their ar-
rangement was chosen to ensure coverage of the entire plume. Specifically, the sensor
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c(xm, t)c (xm +∆xm, t; xs)dt
crms(xm, t) crms (xm +∆xm)
(2.30)
where ∆xm = (0, ∆y, ∆z), decayed to an infinitesimal value. Contours of RcM (lines)
and sensor locations (symbols) are reported in figure 2-19. The sensitivity of each
sensor in the array to the true source is given by its mean adjoint scalar field due
to a steady release from its site, and evaluated at the true-source position. Taking
advantage of the derived forward-adjoint relation for the mean scalar field (2.20), the
same sensitivity can be obtained using a single forward computation, and evaluating
the mean forward field c in the sensing plane (see flood contours in figure 2-19).







and is displayed in figure 2-19. The integral scale is smallest at the channel centre
when mean advection is appreciable, and increases in size in in the active near-wall
turbulence region where the scalar disperses and diffuses more effectively. The sensor
separation was set to half this integral length scale, which guaranteed coverage of the
scalar plume.
The same stopping criterion was adopted in the search algorithm, namely ϵ̃ ≤ 0.01,
and the convergence history is reported in figure 2-20. In general, more iterations
are required for convergence with multiple sensors than for a single measurement
location. This trend is partly due to the increased search domain spanned by the
adjoint of multiple sensors and also due to the the difficulty of estimating a source
that reproduces more measurements signals, or information.
Contours of the reconstructed sources are shown in figure 2-21, where results from
the single-sensor experiments are reproduced at left for comparison and those for
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Figure 2-20. Relative difference between reconstructed and measured sensor signals
versus number of iterations N for multiple sensor cases. From left to right, top to bottom
the y-location of the source is: y+ = 180, y+ = 40, y+ = 15 and y+ = 5.
multiple sensors are at right. With additional measurements, we observe improved
reconstruction, in particular away from the wall where the estimated ϕ (x) becomes
more concentrated in the streamwise direction. The improvement near the wall, how-
ever, appears less substantial.
The quality of source reconstruction is evaluated by computing the correlation
coefficients between the true and estimated sources (equation 2.23). Comparisons of
these values for a single and multiple sensors are reported in figure 2-22. Despite the
larger area covered by multiple sensors, an overall improvement in the correlations is
achieved with additional measurements, for example in the wall-normal and spanwise
directions in the log layer. The additional sensors can sample the dispersed scalar in
this region, and yield a more accurate interpretation of the source. The reconstruction
is also improved in the streamwise direction at the channel centre, although it remains
poor in the near-wall region due to the irreversible influence of diffusion that renders
the solution non-unique and, as a result, the problem ill-posed.
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Figure 2-21. Contours of reconstructed source on x-y plane (z = π) and y-z plane
(x = 2), normalized by max ϕ. Dashed circles mark the centre and outer edge of the true
source. Left: single sensor arrangement; Right: 25-sensor arrangement. Distance from the
sensor plane to the source is D = xm − xs = 5.
Figure 2-22. Correlation coefficients between reconstructed source and the true source
in x (left), y (middle) and z (right) directions with 1 sensor (closed circles) and 25 sensors
(open squares).
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Use of multiple sensors is anticipated to become more urgent at higher Reynolds
numbers. Two scenarios should, however, be distinguished in terms of the Péclet
number, Pe = Re Sc. In the first, Re is increased while Sc is constant and therefore
Pe also becomes large. As a result, dispersion is dominant and the scalar is fragmented
into small parcels that are advected by the flow. Each isolated sensor thus detects a
very limited fraction of the released scalar and reconstruction quality will depend on
the total number of sensors. This condition naturally arises in turbulent boundary
layers where Re increases with downstream distance. In the second scenario, Re→∞
is increased but Sc ∝ 1/Re and therefore Pe is constant. This configuration will
feature very effective diffusion of the dispersed scalar and, as a result, the inverse
problem is anticipated to be very ill conditioned and the reconstruction of the source
very challenging, even with multiple sensors.
2.6 Conclusions
When a passive scalar is released in a turbulent environment, even from a steady
source, it is dispersed by the turbulence eddies and diffused as it advects downstream.
A remote sensor receives a highly intermittent signal that is difficult to relate back
to the unknown source location. We proposed an adjoint-variational algorithm to
perform this source-reconstruction from remote measurements, and evaluated its per-
formance in turbulent channel flow. The problem was formulated as a constrained
minimization, where the cost functional is proportional to the difference between the
true measurements and their prediction from an estimated source. A conjugate gra-
dient method was used to minimize the Hamiltonian whose gradient was evaluated
using the discrete forward and adjoint scalar advection-diffusion equations. Since the
algorithm is an adjoint-variational approach, it is equally applicable to a single or
multiple sensors without increasing the computational cost of each iteration.
The performance of the algorithm was tested at different locations within the
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channel flow and for increasing sensor-source separations. The quality of the recon-
structed source was evaluated in terms of its correlation coefficient with the true one,
in each of the three spatial coordinates. In general, the correlations were highest away
from the wall, and decrease in the near-wall region and with increase source-sensor
separation. The reconstructed sources more faithfully approximated the true ones in
the cross-stream directions, but were too elongated in the streamwise direction. This
trend was explained by computing the shifting-sensor and shifting-source correlations
which were shown to decay very slowly in the streamwise direction: Two streamwise-
separated sources generate very highly correlated measurements at the sensor and
are hence very difficult to distinguish; Conversely two streamwise-separated sensors
have very highly correlated signals from an upstream source, and hence the sensor
placement in this coordinate is difficult to optimize. It is also noteworthy that, even
though the algorithm aims to reproduce measurements at the sensor location, the
entire scalar plume downstream of the sensor was also shown to correlate well with
the true field.
The scalar budget was examined in order to explain these trends in terms of
physical processes, in particular turbulent dispersion, diffusion and dissipation. In
the log layer, the effect of dispersion is the most pronounced and, since it is reversible,
the sensor can provide a relatively good reconstruction of the source. In the near-
wall region, however, diffusion plays a more important role by smoothing, or filtering,
the scalar signal. This process is irreversible, and hence the reconstruction problem
becomes more challenging.
Since prior knowledge of the source location cannot be assumed, multiple sensors
are often adopted. We examined the performance of the algorithm when 25 sensors
are placed downstream of the source and span the extent of the plume. Although
their combined adjoint field spans a much larger search region, the multiple sensors
also collect more information from the dispersed scalar. Relative to an isolated mea-
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surement, the source-reconstruction quality was improved in the streamwise direction
when the source is near the channel centre, because dispersion is dominant.
Future research should examine the optimal placements of isolated and networks
of sensors, which deliver the optimal reconstruction of an unknown source distribu-
tion. Moreover, when multiple sensors and types of measurements are available, their
optimal weighting should be evaluated.
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Chapter 3
Optimal sensor placement for
spatial reconstruction of scalar
sources in turbulent channel flow
3.1 Introduction
A key challenge for pollution control is to determine the spatial distribution of the
source release based on remote sensor measurements. Being able to monitor a cer-
tain region and quickly identify the source of a pollution release, for example PM2.5,
from optimized sensor networks has become an important topic in recent years [56].
Locating the pollution source also provides diagnostic information for the design of
fuel-related systems such as the internal combustion engine. However, reconstructing
the source in a turbulent environment is a challenging problem, particularly because
the local gradient of the signal does not provide meaningful information for the source
location, which prevents the use of chemotaxis-based approaches as in low-Reynolds
number scenarios [57]. In high-Reynolds number scenarios, scalar plumes are broken
into smaller patches due to turbulent dispersion and the signal becomes intermittent.
In addition, it has been shown in the canonical channel flow scenario that the scalar
field becomes highly correlated with streamwise velocity fluctuations [58], and quickly
“forgets" its initial state, making the differentiation of signals from different sources lo-
cations extremely hard in fully turbulent environments [6]. In this work, we formulate
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the problem of scalar source reconstruction in a turbulent channel as an optimization
problem that is constrained by the governing equations of a passive scalar transport.
The objective cost function to minimize here quantifies the discrepancies between the
sensor signals and the ones associated to the estimated source.
In any application, the potentialities of source location identification critically
depend on the design of the sensor network. Accordingly, how to arrange the sensor
network or design the weight of acquired information from existing sensors in order
to ensure satisfactory reconstruction performances is another valuable and important
topic. The objective of finding the optimal sensor placement is here expressed as the
minimization of the condition number of the Hessian matrix that is associated to the
cost function in the source reconstruction problem. For an efficient tracking of the
Hessian spectrum in terms of computational cost as the sensors are gradually moved
to their optimal locations, we further introduce a subspace-tracking algorithm within
the condition number optimization procedure. The algorithm is tested in a turbulent
channel flow for different search regions and the improvement for using the optimal
sensor is demonstrated.
3.1.1 Scalar source reconstruction
Numerous attempts have been conducted to establish algorithms to reconstruct the
spatial information of the source. Liu & Zhai [13] summarized previous algorithms
into three categories: forward, backward and probability methods. The forward meth-
ods utilize only forward simulations to adjust assumed source parameters based on
the deviation between the simulated outcome and true measurements [14–18], while
backward methods rely on solving backwards in time the scalar transport equation
with a non-physical stabilizing term to trace back from the end status to the initial
source information [19, 20]. Probability methods are derived from a Bayesian formula-
tion of the source identification problem. They either try to estimate the Probability
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Density Function (PDF) of the source parameters or to maximize a probability objec-
tive function [21–23]. In this study, however, we are more concerned about whether
or not the approach utilizes the relation between potential source locations and cor-
responding measurement by incorporating the scalar transport equation. Therefore,
we here prefer to classify search algorithms into adaptive and model-based methods,
following the categorization by Cerizza et al. [5]. Adaptive methods are more inspired
by the trajectories of animals and insects and treat the fluid system as a black box
[35–37]. Model-based methods, on the other hand, rely on the use the scalar trans-
port equation and on an accurate relation between the source distribution and the
measurement data. These methods can benefit from the growing ability of numerical
simulation techniques and stored database of complex flow simulations. They are our
primary focus in this work.
Gorelick et al. [14] first performed separate forward simulations for impulses at dif-
ferent potential source locations and defined a unit impulse-response matrix (the ”con-
centration response matrix"). Different rows of the matrix are measurement data of
unit releases from different potential source locations. Other similar works also incor-
porate this impulse-response relation and adopted different optimization algorithms to
find the initial source distribution [4, 15–18]. While previous studies have obtained
promising results for low-dimensional scenarios, constructing the impulse-response
matrix (whether for temporal or spatial problems) explicitly for three-dimensional
problems is nearly impossible because of the required large number of forward simu-
lations. Some traditional optimization algorithms have been adopted in combination
with forward and adjoint simulations to avoid explicitly building the impulse-response
matrix. Huang et al. [24] used a conjugate gradient method formed in an adjoint-
looping manner to simultaneously reconstruct the spatial and temporal distribution
of a scalar source in a steady flow environment. Cerizza et al. [5] reconstructed the
temporal signal of a source release in a turbulent channel flow by solving the forward
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and adjoint transport equations repetitively. Wang et al. [6] follows a similar idea
and tried to reconstruct the spatial distribution of a concentrated source in turbu-
lent channel flow. Although these methods did not construct the impulse-response
relation explicitly, they still rely on the corresponding relation implicitly.
For model-based methods, whatever the impulse-response is explicitly formed or
not, the ability to invert this matrix is very important to perform accurate source
reconstruction. Therefore, we aim to improve the condition of the impulse-response
matrix, which can be characterized by a condition number based on the singular
values of this matrix, and obtain better reconstruction results by changing the sensor
placements in order to minimize its condition number, as detailed in the following.
3.1.2 Optimal sensor placement
The problem of optimal sensor placement has been formulated within various frame-
works. In the context of velocity state reconstruction, Mokhasi & Rempfer [25] chose
their optimal sensor placement to correspond to the local maxima of the dominant
modes of a proper orthogonal decomposition (POD). Similar formulations can be
found in the works by Yildirim et al. [26] and Cohen et al. [27]. Optimal sensor
placement has also been a subject of interest in the field of flow control. Burns &
King [59] shows that the linear feedback laws and structure of the functional gains
can provide useful information about the sensor locations. A recent work by Akhtar
et al. [28] used the functional gains to identify appropriate sensor locations.
Mons et al. [29] proposed an algorithm to find the optimal sensor placement by
maximizing the sensitivity with respect to a change in the initial and boundary condi-
tions. This approach was formed in an iterative procedure that utilizes both forward
and adjoint simulations, and aimed to enhance the efficiency of variational data assim-
ilation (DA) procedure and was applied to a two-dimensional unsteady flow scenario.
In our problem, when search in a confined region, improvement of the search algorithm
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is not guaranteed by enhancing the sensitivity to any particular source location in
the region, but rather by the attempt to “equalize" the sensitivity to different source
distributions in the search region. Mathematically, this is equivalent as minimizing
the condition number of the system. It is worth noticing that the work by Kang &
Xu [30] to maximize the observability of the system, approximated by the method
of practical Gramian matrix to determine the optimal sensor placement is equiva-
lent as maximizing the smallest eigenvalue of the Gramian matrix. When applied to
one-dimensional Burger’s equation, it has obtained a significant improvement of the
observability for the initial flow state. When applied to much complicated systems
in three-dimensional space, more efficient algorithms for estimating the eigenvalues
of the system is needed. Normally, to procedure of obtaining the smallest and largest
eigenvalues can also be formulated as optimization problem and incorporate a similar
iterative method as Mons et al. [29]. However, due to the huge number of iterations
required to obtain the smallest eigenvalue, this becomes nearly impossible to perform.
Therefore, in the current study, the condition number of the Hessian matrix can be
instead represented by
κI = λ1/λI ,
where I is an empirical index that should be large enough to represent the trend of
the spectrum of the system. Our objective is to minimize this condition number to
find the optimal sensor placements. This requires efficient calculation of the principle
eigenvalues of a system that is changing as the sensors move gradually to their opti-
mal locations. In large-dimension systems, it is not applicable to perform repetitive
Singular Vector Decomposition (SVD) for every possible sensor placement. Therefore,
we incorporate the idea of subspace tracking method to quickly track the principle
subspace of a changing system.
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3.1.3 Subspace tracking method
Oftentimes, high-dimensional dynamical systems can be well-summarized in lower-
dimensional subspaces. The singular value decomposition (SVD) of the input-output
response is one of the most informative way of summarizing the dynamics of the sys-
tem and is applied in current study. Subspace tracking methods have been widely
used in signal processing when dealing with incomplete or rapidly changing informa-
tion. In the context of signal processing, it is necessary to keep track of a low-rank
approximation (singular values and the corresponding vectors) of the covariance ma-
trix. In most scenarios, this matrix would vary slowly with time, especially when
new information keeps accumulating and constant updating of the system is needed.
Since repetitive SVD is prohibitive because of the large demand of computation, the
brute force approach of evaluating spectrum for exhaustive tests for different sensor
networks is not an option. Various methods for efficient tracking of these low-rank
approximation has been investigated by[60–65]. In our application, the Hessian ma-
trix varies with different placement of the sensor. Subspace tracking method can
therefore be used to select the optimal placement of sensors. We applied the most
basic technique of projection approximation with power method [66], to keep track
of the principle subspace as the sensors are moving toward its optimal locations. The
method turned out to be efficient enough for our problem.
The structure of this chapter is as follows, in §3.2.1 we present the problem setup,
governing equation and numerical methods to solve the forward scalar-transport prob-
lem. §3.2.2 introduces the impulse-response matrix, the Hessian matrix and evalu-
ation of its condition number as the criterion to select the optimal system. §3.3
presents the subspace tracking algorithm to find the optimal sensor placement as
to minimize the condition number. In §3.4, we introduce a one-dimensional recon-
struction problem where the scalar source distribution is only unknown along the
streamwise direction. The impulse-response matrix of this smaller problem can be
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Figure 3-1. A schematic of the rectangular computational domain. Filled and empty
circles represent the source and sensor, respectively. The sensors are restricted on a
cross-flow plane at x = 10.
explicitly calculated and stored by brute force. Therefore, it is used to briefly demon-
strate and validate the proposed algorithms, for both one-sensor and multiple-sensor
cases. §3.5 considers a three-dimensional reconstruction problem where the scalar
source can be anywhere in a confined region within the outer flow region of channel
flow. We consider multiple sensor to show the full capability of this approach for opti-
mal sensor placement. §3.6 we include discussion for the possibility of extending the
algorithm to finding the optimal weighing of existing sensor network. Improvement
of reconstruction quality with fixed error in the measurement is obtained for optimal
sensor placement or weighting for all the aforementioned cases.
3.2 Problem Setup
3.2.1 Physical domain & Governing equation
In present study, we focus on a canonical configuration of a fully developed turbulent
channel flow, where an isolated sensor or a network of sensors is placed downstream
of a steady scalar source. Their measurements are used to reconstruct the spatial
distribution of the source. A schematic of the configuration is shown in figure 3-1.
In all cases, the sensors were restricted on a cross-flow plane shown in the schematic
at x = 10. Dimensions of the computational domain in different directions are Lx =
4πh, Ly = 2h and Lz = 2πh, where h is half channel height. The flow fields are obtained
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by solving the Newtonian incompressible Navier-Stokes equation,
∂u
∂t
+ u ⋅ ∇u = −∇p + 1
Re
∇2u, ∇ ⋅ u = 0, (3.1)
The Reynolds number here is Re = Ubh/ν = 2800, normalized by the bulk velocity
Ub, channel half height h and the kinematic viscosity ν. The corresponding friction





velocity evaluated from the mean wall shear stress, and overbar denotes averaging
in the homogeneous spatial directions and in time. Periodic boundary condition is
imposed in the both the streamwise (x) and spanwise (z) directions for the flow field,
with no-slip conditions in the wall-normal (y) direction at both bottom and top walls.
Direct numerical simulations of fully developed turbulent channel flow is performed.
The Navier-Stokes equations are solved with a fractional step method with second-
order accuracy on a staggered grid. The diffusion term is treated implicitly in time
with Crank-Nicolson scheme and the nonlinear convective terms are treated explicitly
using Adams-Bashforth scheme. The computational domain is discretized with a
Cartesian mesh uniform in streamwise and spanwise directions while a hyperbolic
tangent function for grid stretching is used in wall-normal direction to resolve the
boundary layer. A thorough parameter study and validation has been performed by
Jelly et al. [50], who used the same Navier-Stokes solver. We have therefore adopted a
Cartesian grid with similar resolution to their study, with uniform grid spacing in both
the streamwise and spanwise directions and hyperbolic stretching in the wall-normal
coordinate (see table 2-I).










c = ϕ(x), (3.2)
where Pe ≡ ReSc is the Péclet number and the Schmidt number was set to Sc = 0.7,
similar to gas diffusion in air. In the case of a thermal source, Péclet number is
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defined as Pe ≡ RePr, where Pr is the Prandtl number (Pr ≈ 0.7 for air). ϕ(x)
is a steady source distribution as a function of spatial coordinates. L is a matrix
representation of the advection-diffusion operator. Boundary conditions of the scalar
include: periodic condition in the spanwise, homogeneous Neumann condition ∂c∂n = 0
at top and bottom walls, c = 0 at the inlet and ∂c∂t +Ub
∂c
∂x = 0 at the outlet. To solve the
scalar transport equation on top of the stored velocity fields, finite volume method
with Adams-Bashforth for the advection, Crank-Nicolson for the diffusion term is
used to obtain second-order accuracy in time and space. The source term is treated
explicitly.
3.2.2 Impulse-response matrix and the correlation matrix
We briefly recapitulate the idea of unit impulse-response matrix introduced by [14]
and apply it to our problem. When the velocity fields are known, the measurement
data for a given sensor is linearly dependent on the source distribution ϕ(x). From
the governing equation,
Lc = ϕ(x), (3.3)
we have,
c = L−1ϕ(x). (3.4)
















































Here Mj(t) is the measurement data as a function of time at the jth sensor. Their
vertical concatenation is denoted as M(t). The total number of sensors are denoted
as J . the vector e (xmj ) represents a column vector that is unity at the cell xmj and
zero elsewhere.
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where the sum is over all grid points in the computational domain. The measurement




























































































where c(xm, t; xk) represents the measurement sequence from a point source at xk. If
we write matrix A as Alk = c(xm, tl; xk), then the source-sensor response system can
be written simply as,
M(t) =Aϕ(x). (3.8)
The matrix A, in general, is not a square matrix. To solve the system we need to





and solve the equation
AT M(t) =AT Aϕ(x). (3.10)
Normally for large systems the above equation can be solved by using the forward and
adjoint operator iteratively. An exact transpose operator AT , generally addressed as
“discrete adjoint", is used for the accuracy of the computation. A thorough description
and validation of the adjoint code is provided in our previous work [6]. Evaluating
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And it has been demonstrated that AT M(t) = ∫t c†(x, t), where the adjoint scalar
field c† is integrated in the assimilation window, as a result of the steady source
assumption.
The matrix we attempt to invert here is the correlation matrix AT A =H =H∣
xm
,
which is a function of sensor placement xm. It can be shown that the matrix H is
the Hessian matrix of the cost functional 3.9,
∂J
∂ϕ∂ϕ
=AT A =H. (3.12)
The Hessian matrix is K ×K, symmetric and semi-positive definite, with K being
the number of grid points in the search domain. Also notice that for multiple sensors,
the impulse-response matrix will be a simple concatenation from individual sensors.
As a result, the corresponding correlation matrix is simply the summation of cor-
relation matrices for each individual sensor – a result that will be revisited in the
following sections. The large size of the matrix in a three-dimensional search problem
renders it normally intractable to be constructed explicitly. However, the leading
eigenvalues and eigenvectors can be computed, which provides summary about H.










Here Φ = [ϕ1, ϕ2, . . . , ϕq] is the subspace formed by the dominant q eigenvectors of H,
Λ is the diagonal matrix with the corresponding eigenvalues λ1, λ2, . . . , λq. They are
both functions of the sensor placement xmj . Since H is symmetric, we have ΦT Φ = Iq.
Normally, the level of ill-posedness, or the difficulty to invert a matrix system can
be estimated by the condition number κ = ∣∣H∣∣2∣∣H−1∣∣2 = λ1/λK . It also represents
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the maximum possible ratio between relative discrepancy in the reconstruction and





As we cannot approach the smallest eigenvalue λK , we can use κI = λ1/λI as an
indicator when we are not provided with enough information of the matrix. If we
choose I to be large enough, κI can predict the trend of the spectrum for different
sensor placements accurately.
3.3 Subspace tracking algorithm
The objective of the algorithm is to minimize κI and find the optimal placement xm,





In order to circumvent the expensive computational cost of eigen decomposition of
H for every sensor placement, we introduce an algorithm which tracks the subspace
Φ, consisting of the q leading eigenvectors of the Hessian, and use it to estimate the
eigenvalues as the sensor placement is updated. Larger subspace, or larger q provides
better accuracy when we estimate condition numbers in the algorithm at an expense
of larger computational cost. An intrinsic requirement is q > I + 1 in order to be able
to estimate κI from the subspace.
The algorithm contains two steps in every iteration: For the initial sensor place-
ment (iteration index n = 0), the subspace is obtained from Arnoldi iterations using
the FORTRAN library ARPACK [67], which takes the majority of the computational
cost. When the sensors are updated from the old arrangement (xm)(n−1) to a new
placement (xm)(n), the corresponding updated subspace Φ∣
(xm)(n)
= Φn need to be
evaluated from the old subspace Φ∣
(xm)(n−1)
= Φn−1. Secondly, the estimated Φn can
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be used to evaluate an approximation of λ1, λ2, . . . , λq as a function of xm, and used to
adjust new sensor locations. The two steps are detailed in the following subsections.
3.3.1 Subspace iteration
When the sensor placement is adjusted from (xm)(n−1) to (xm)(n), the Hessian matrix
changes from Hn−1 to Hn, and the subspace from Φn−1 to Φn. To obtain Φn, we can
use Φn−1 as initial guess and perform subspace iteration using the matrix Hn, which
results in the procedures shown below.
Firstly, the subspace from previous sensor placement is hold as the initial guess
for Φn
Φ′n ←Φn−1. (3.16)
Forward-Adjoint simulations are then performed with column vectors of Φ′n as source
terms,
W ←HnΦ′n =ATn AnΦ′n. (3.17)
For every column vector of Φ′n, denoted as ϕ
′
n,l, l = 1, 2, . . . , q, the corresponding
column vector of W, namely wl can be obtained by solving the following forward and
adjoint equations,





















































ml,je (xmj ) , wl = ∫
t
c†(x, t). (3.19)
Gram-Schmidt orthonormalization (QR factorization) for wl, l = 1, 2, . . . q yields,
W =QR−1 (3.20)
The unitary matrix Q contains our updated estimate of the eigenvectors,
Φ′n ←Q (3.21)
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Once an estimation of Φ′n is obtained, we can repeat equation 3.17 – 3.21 and the
estimated Φ′ will approach the true Φn after several iterations. This procedure is
the same as a standard subspace iteration [68] and the convergence rate is related to
the separation between two adjacent eigenvalues, λq/λq+1. Throughout this work, we
benefit from the fact that the shape of the eigenvectors do not change significantly
for small shifts in the sensor locations. Therefore, performing the above subspace
iteration once for every new sensor placement is enough for the current problem.
3.3.2 Estimation of eigenvalues
Once we have computed Φn, it can be used to estimate the eigenvalues for nearby
sensor placements. For a general system H∣
xm
, equation 3.13 yields the results from
eigen decomposition. However, it is intractable to evaluate Φ∣
xm
everywhere and
it is economical to use Φn = Φ∣
(xm)(n)
for evaluation of eigenvalues associated with
sensor arrangements in the vicinity of (xm)(n). By substituting this subspace into a






Matrix Γ can be easily evaluated for every xm. In fact, if we regard the eigenvectors
in Φn, namely ϕn,1, ϕn,2, . . . , ϕn,q as scalar sources and perform forward simulations






which is the vector inner product of measurement data from different eigen-sources.
By simultaneous forward simulations starting from sources ϕn,l, l = 1, 2, . . . , q, mea-
surement sequences at various xm can be recorded and used to evaluate Γ for all possi-
ble nearby sensor placements. We denote the eigenvalues of matrix Γ as γ1, γ2, . . . , γq
and use them as an estimate of λ1, λ2, . . . , λq. Notice that if the subspace Φn is close
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approximation of the leading subspace of H(xm) for a generic measurement place-
ment xm, using q or q − 1 leading eigen vectors to estimate its I-th eigenvalue, or
the condition number κI = λ1/λI does not yield significant difference. On the other
hand, the level of trust we have for the estimated eigenvalues can be determined by
quantifying the difference between the results obtained from using q and q−1 leading
vectors in Φn. Therefore, we quantify the error of this estimation using the following
empirical formula,
ϵI =





= ϵ̃I , (3.24)
where γi,q−1 are the i-th eigenvalue of the matrix Γ(1 ∶ q − 1, 1 ∶ q − 1), a truncation of
the matrix Γ to ignore its last row and column. This allows us to estimate the error
without knowing the true λi. A threshold value E is then chosen for ϵ̃i and the sensor
placement update is constrained to be within the trust region Ω = {xm∣ϵ̃i < E}.
The final algorithm is summarized as the procedure in algorithm 2.
Algorithm 2: Subspace tracking algorithm for evaluation of optimal sensor
placement.
• n = 0 ;
• Prescribe an initial placement of the sensor (xm)(0);
• Choose the index I and the size of the subspace, q > I + 1;
• Perform Arnoldi iterations using forward-adjoint loops to compute the
starting subspace Φ0 and the corresponding eigenvalues of the Hessian matrix;
while Convergence condition is not satisfied do
• Perform forward simulations using estimated eigenvectors in Φn and store
measurement data. Use equation 3.23 to evaluate matrix Γ for nearby
sensor placements;
• Evaluate the estimate error ϵ̃ from equation 3.24;
• Establish the trust region Ω = {xm∣ϵ̃i < E} and move sensor to
(xm)(n+1) = arg max
xm∈Ω
γ1/γI .;
• Perform adjoint simulations by solving equation 3.19 for the new sensor
locations (xm)(n+1).;
• Obtain estimated subspace Φn+1 for the new sensor placement using
equations 3.17 – 3.21.;
• n = n + 1
end
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3.4 One-dimensional source reconstruction
In most scenarios, explicitly building the impulse-response matrix A is practical, since
the number of possible source locations is equal to the number of grid points in the
search domain, which is generally a huge number in three-dimensional cases. However,
if the search domain is confined to include only a limited number of grid points, it
becomes possible to compute and store the impulse-response system by brute force.
Studies have shown that reconstructing the source in the streamwise direction is the
most difficult compared to y and z directions [6]. Therefore, in our first step, we
restrict our focus in the stream-wise direction and perform source reconstruction only
as a function of x. As shown in figure 3-2, we assumed that the y and z locations
of the source is already known, and the source only exists along the center line from
xB = 1 to xE = 9, denoting the starting and ending points of the search region. A
series of forward simulations were performed from every possible sources along the
line while measurement data were recorded in the cross-flow plane located at xm = 10.
The recording procedure includes t = 100h/Ub convective time units that excludes
the transit time when measurements are influenced by the initiation of the source.
A total number of 245 forward simulations were performed in order to obtain all
the systems, each starting from an impulse on a single grid point. Through these
forward simulations, the impulse-response matrices for every possible combination of
the sensors on the plane can be easily obtained. This system for one-dimensional
reconstruction enables us to have full understanding of the optimal sensor placement
in the most challenging direction for source localization and helps to validate the
algorithm before we approach more complicated scenarios.
3.4.1 Optimal placement for a single sensor
When only one sensor is available, we can map out the condition number κI over
different possible locations of the sensor on the y − z plane after building the Hessian
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Figure 3-2. Schematic for the one-dimensional source reconstruction problem.




























Figure 3-3. Contour of log (λ1/λ10) (left) and log (λ1/λ15) (right) for different sensor
locations on the cross-flow plane at x = 10. The domain of search here is the channel
centerline from x = 1 to x = 9.
matrices H for every possible sensor location. The contour plot in figure 3-3 shows
κ10 and κ15 for different sensors on the plane. In the channel center case, although
different index I give slightly different results, they point out the optimal sensor
locations at roughly the same distance from the center. Thus the naive placement of
a single sensor directly downstream of the search region is not the best option.
The difference between a sensor directly downstream and at the optimal location
in terms of the leading eigenvalues and eigenvectors is shown in figure 3-4. The
spectrum decays quickly in log scale, representing a heavily dampened system and
thus the ill-posed nature of the source reconstruction problem. By moving the sensor
from the center to the optimal location, we successfully decrease κ15 by 90% and the
whole spectrum is shifted upwards. All the leading eigenvectors for the optimal sensor
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Figure 3-4. The leading eigenvalues (left) and eigenvectors (right) of the Hessian matrix
P for a sensor located directly downstream of the source (dashed line) versus at the optimal
location found by minimizing λ1/λ15 (dash-dotted line).
are more oscillatory. This is an essential phenomenon to explain the improvement of
source reconstruction using the optimal sensor. If we calculate the projection of a
source localized at xs onto the eigenvectors in figure 3-4, the coefficient as a result of
the projection would change if xs is shifted. For a more oscillatory eigenvector, the
change of the projection would change even more, implying an enhanced ability to
differentiated nearby sources. Therefore, the leading eigenvectors using the optimal
sensor provide a better potentiality to differentiate different source distributions, and
thus provide better source reconstruction. Another important observation from these
eigenvectors is that reconstructing a source farther away from the sensor is much
harder than reconstructing nearer sources, as the eigenvectors become smoother away
from the sensor.
In order to further quantify the superiority of the optimal sensor over the one
directly downstream, we reconstruct scalar sources at various locations xs with sensors
at different locations and compare the quality of the prediction. A well-resolved one-
dimensional kernel of the localized sources that vanishes outside a short range is
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incorporated and the true source can be expressed as,






) + 1] [ sign(ρ0 − ∣x − xs∣) + 1]. (3.25)
This profile integrates to unity and its width can be controlled by adjusting the value
of ρ0, here chosen to be 0.2. Measurement can be generated through equation 3.10.
Initial guess of the source is zero everywhere. Conjugate gradient method is then used
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2 (3.26)
The cost functional represents the discrepancy between estimated measurement and








where J0 is the value of cost function for the initial guess. By this criterion we
are fixing the relative discrepancy in the measurement in equation 3.14 and address
the ability to accurately estimate the source. For large-dimension problems, the
conjugate gradient method would be formulated in the manner of iterative forward-
adjoint loops and requires a lot of computational resource [5, 6, 24]. However, for
the one-dimensional search in current section, we benefit from the storage of impulse-
reponse matrices A and could directly apply the matrix-vector multiplication for the
source reconstruction. Three-dimensional search problems that actually incorporate
the adjoint-looping algorithm will be conducted and discussed in section §3.5.
Sample reconstruction of the source are shown in figure 3-5, where the improve-
ment of prediction accuracy using the optimal sensor is apparent especially for sources
near the sensor.









Figure 3-5. Sample reconstruction of sources located at different xs along the channel
centerline. Dashed line shows the results using one sensor at the channel center, dash-dotted
line shows that with the sensor at the optimal location found by minimizing λ1/λ15.
Figure 3-6. Left: Reconstruction quality of sources located at xs along the channel
centerline. Dashed line shows the results using one sensor at the channel center, dash-
dotted line shows that with the sensor at the optimal location found by minimizing λ1/λ15.
Right: The number of iterations required to drive the cost functional to the converge
criterion.







Comparison of reconstruction quality for both sensors are plotted in figure 3-6. Num-
bers of conjugate gradient iterations for each reconstruction are also included.
A universal improvement of reconstruction quality for all possible xs is obtained
if the optimal sensor is used. However, for a near source, the optimal sensor re-
quirements much more iterations than a sensor directly downstream. This can be
explained by the shape of leading eigenvectors in figure 3-4. For the optimal sensor,




































Figure 3-7. Contour of log (λ1/λ10) (left) and log (λ1/λ15) (right) for different sensor
locations on the cross-flow plane at x = 10. The domain of search here is a streamwise
line from xB = 1 to xE = 9 at the log layer y+ = 40.
of sensitivity for the principle subspace to represent a near source. It is worth noticing
that while the optimal sensor is optimal for detecting a source that can be anywhere
within the search domain, it is not necessarily optimal for every source location xs.
As in the current case, the optimal sensor trades the ability to detect near sources
for an enhanced ability to differentiate farther sources. The fact that it requires 40
iterations for the near source, is mainly due to the limitation of the efficiency of the
algorithm to decrease the cost functional.
If the search domain is the same streamwise range but in the middle of log layer
with y+ = 40, we can perform the same procedure of recording forward simulations
and construct the Hessian matrix H for each sensor location. The condition number
κ10 and κ15 are plotted in figure 3-7.
Notice that for the log-layer case, the optimal sensor is shifted up from the log
layer. Comparison of reconstruction quality if shown in figure 3-8.
To understand the different characteristics of the naive and optimal placed sensor,
we plot the mean scalar field and the streamwise decay rate of the mean scalar field
from steady sources in figure 3-9. The contour of mean scalar field represent the
“mean signal intensity" for hypothetical sensor locations. The streamwise decay rate
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Figure 3-8. Left: Reconstruction quality of sources located at xs along the log layer
(y+ = 40). Dashed line shows the results using one sensor at the channel center, dash-
dotted line shows that with the sensor at the optimal location found by minimizing λ1/λ15.
Right: The number of iterations required to drive the cost functional to the converge
criterion.
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Figure 3-9. Mean scalar field (top) and streamwise decay rate (bottom) for steady
sources release at channel center (left) and log layer (right).
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represent the relative change of mean signal intensity if the source is shifted slightly
in the streamwise direction. In previous applications, optimal sensor placements are
usually selected based on maximum sensitivity [27] or maximum change of signal in-
tensity due to a perturbation in the control vector [29]. These approaches correspond
to putting sensor at the local maxima of the top or bottom contours in figure 3-9.
However, the maximum signal intensity or decay rate of signal intensity remain di-
rectly downstream of the source for the channel center case. In the log-layer case, the
maxima of decay rate of signal intensity is directly downstream of the source, which is
not the optimal location of the sensor placement. The maxima of the signal intensity
move closer to the wall, which shows even worse condition number from figure 3-7.
These results shows clear evidence that the optimal sensor placement is not due
to either maximum sensitivity nor to the difference of sensitivity to nearby sources.
For any given sensor, it is essential that the signal from two nearby sources can be
differentiated. Equivalently, when a source is shifted in the streamwise direction, the
sensor signal should exhibit enough difference to represent such shift.
To further investigate why the reconstruction quality is improved for the optimal
sensor location, we evaluate and compare the “shifting-source correlation coefficient"
for different sensors. The “shifting-source correlation coefficient" selects a reference
source xs and shift the source location by the amount of ∆xs. The correlation co-
efficient between measurements from the reference and the shifted sources is then
evaluated and used as a measure of the ability for sensors to differ nearby source
locations.
RsMM(∆xs, ∆tm; D) =
c(xm, t; xs)c (xm, t +∆tm; xs +∆xsex)
⟨t⟩
crms(xm, t; xs) crms (xm, t +∆tm; xs +∆xsex)
, (3.30)
where the overline represents average in time and D = xm − xs is the streamwise
distance between the reference source and the sensor. The shifting-source correla-
tion coefficients for different Ds and different sensors (naive and optimized ones) are




sensor directly downstream optimal sensor
Figure 3-10. Shifting-source correlation coefficient for sensor placed directly downstream
of the source (left) and at the optimal location determined by minimizing κ15 (right).
Thicker lines marks larger distance between the sensor and the reference source, D. Arrow
also shows this trend.
sors yield a much better ability to differentiate adjacent sources, represented by a
quickly-decaying shifting-source correlation coefficient. It can also be observed that
the correlation of nearby sources is much lower in the log layer than in the channel
center, therefore, the reconstruction in log layer is more accurate – a result agreed
with previous findings [6].
Furthermore, different roles of physical mechanisms has been investigated in the
process of scalar transport from a localized source, especially the dispersion by tur-
bulent fluctuation and molecular diffusion, as terms of the governing equation for the

























where the streamwise decay of c̄2 is balanced by the turbulent dispersion (D), molec-
ular diffusion (M) and dissipation (E). Figure 3-11 shows the y-profile of D and M
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for channel center and log layer cases. These statistics are collected within a time
horizon of tUb/h = 2000 with an initial 200 convective time units to clear the transient.
We also utilized the homogeneity in z direction and averaged 9 point sources placed
at different spanwise locations. The dash-dotted lines show the y-location of the op-
timal sensor location. We should bear in mind that the optimal sensor location is for
reconstructing a source that could be anywhere within in the search region, namely
D ∈ [1, 9]. By looking at the physical mechanism for a point source, however, we aim
at analyzing the effect of optimal sensor on detecting an isolated source at a specific
location, where the statistics should still be instructive. In the channel center, the
turbulent dispersion and molecular diffusion have similar shape of profiles and they
both change sign near the edge of the plume, where the optimal sensor location lies.
Similar trend appear in the log layer case as well and both terms change sign near
the optimal sensor location. The sign change of turbulent dispersion and molecular
diffusion reveals where we are in the field and marks the location to take informative
measurements. We can also observe that the dispersion term in log layer is much more
important compared with the molecular diffusion, a trend that is less prominent in
the channel center. Since turbulent dispersion is a reversible process and molecular
diffusion is irreversible, it is presumed that the molecular diffusion would jeopardize
the ability to trace back to the source location. In fact, measurement signals from
different sources can be blurred due to the effect of diffusion and become difficult to
differentiate. Therefore, the dominating role of turbulent dispersion in the log layer
explained the much better reconstruction results compared with the channel center
cases. These results are consistent with our previous findings [6] and justify the reason
to avoid putting measurements inside the buffer layer, where the effect of diffusion is







Figure 3-11. Profile of normalized turbulent dispersion D/Dmax (solid lines) and molecular
diffusion M/Dmax (dashed lines) in y direction. The profiles are horizontally shifted by
the distance between source and sensor, D = xm − xs. Top and bottom figures are cases
in the channel center and log layer, respectively. The optimal sensor location are marked
by the dash-dotted lines.
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optimal sensor
Figure 3-12. Schematic of comparing the optimal location of one sensor to the edge of






























Figure 3-13. Contour of log (λ1/λ10) (left) and log (λ1/λ15) (right) for different sensor
locations on the cross-flow plane at x = 10. The domain of search here is the channel
centerline from xB = 1 to xE = 6.
3.4.2 Influence of the search domain and eigenvalue index on
the optimal sensor location
The optimal sensor location is spotted near the plume edges for the point sources
inside the domain of search. Presumably, the location of the optimal sensor depends
on the domain of search according to the plume edges from sources inside the domain.
If we decrease the end point of the search domain to xE = 6 in figure 3-2, the optimal
sensor location moves further away from the center, as shown in figure 3-13.
We are particularly interested in the comparison between the optimal sensor loca-
tion and the edge of the plume from the nearest source, as shown in the schematic in
figure 3-12. Location of the optimal sensor is characterized by its distance r from the
point directly downstream on the sensor plane xm = 10. As can be seen from figure
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Figure 3-14. Distance r between the optimal sensor location and the channel center
by minimizing λ1/λI for different Is. Thicker grey lines represents larger I from 5 to 25.
Averaged distance is marked by the solid black line. Comparison with the distance to the
edge of the plume are marked by dashed line(δ995) and dash-dotted line(δ95).
3-3, different eigenvalue index I yields slightly different optimal sensor locations. We
use rI to denote the distance from the optimal sensor to the point on the sensor plane
and directly downstream of the source. the quantity rI will accurately quantify the
locations of optimal sensors when different I is used to evaluate the condition number.
To access the effect of search domain, we set xE systematically smaller, as shown
in figure 3-14. The plume edges characterized by δ95 and δ995 , corresponding to
95% and 99.5% drop of the mean profile, are plotted for comparison. The trend of
the optimal sensor location seems to follow that of the plume edge from the nearest
source, since most of the optimal locations we found were within the region confined
by δ95 ≤ r ≤ δ995. It is consistent with our previous findings that the optimal sensor
stays near the edge of the nearest plume, instead of directly downstream. The same
trend can be observed even if the source is located in the log layer, as shown in figure
3-15.
While all the previous results are obtained by brute force calculation of the con-
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Figure 3-15. Distance r between the optimal sensor location and the channel center
by minimizing λ1/λi for different Is. Thicker grey lines represents larger I from 5 to 25.
Averaged distance is marked by the solid black line. Comparison with the distance to the
edge of the plume are marked by dashed line(δ995) and dash-dotted line(δ95).
dition number κ, we are also interested in the accuracy of our subspace-tracking
algorithm in this simple case. We start from a initial placement of the sensor directly
downstream and obtain the principle subspace Φ0. The size of the subspace here is
chosen to be q = 15. Through equation 3.22, matrices Γ can be evaluated for each
sensor location. In the subspace-tracking algorithm the condition numbers κI = λ1/λI
are approximated using γ1/γI , where γ1, γ2, . . . γq are eigenvalues for matrix Γ. We
plot κI for every sensor and compare with the true condition number. The compar-
ison for the channel center case is shown in figure 3-16. Notice that the left figure
uses brute force to calculate the condition number for each sensor while the right one
only uses the subspace for the sensor directly downstream and is much less costly.
The results show very good agreement especially near the center and the optimized
locations obtains by the subspace-tracking algorithm and by brute force are identi-
cal. In this case, the optimal sensor location can be reached with only one iteration.
Moreover, we examine the estimated error evaluated by equation 3.24. As shown in
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Figure 3-16. Contour of log (λ1/λ10) (left) and log (γ1/γ10) (right) for different sensor
locations on the cross-flow plane at x = 10. The domain of search here is the channel
centerline from x = 1 to x = 9.
figure 3-16, On the left-hand side we have the contour of λ1/λ10, where for every point
we calculate λi, i = 1, 10 by brute force. On the right-hand side we use the subspace
Φ0 for a sensor at the channel center and use it to calculate γi, i = 1, 2, . . . , I and
estimate of κ10. The results are quite similar. The contour of 10% relative difference
ϵ10 = 0.1 is shown in figure 3-17 as dashed lines. Meanwhile, we use our criterion ϵ̃10
and plot the contour ϵ̃10 = 0.1, shown as solid line. The criterion ϵ̃10 matches well
with the true ϵ10 and thus can be used when knowledge of λi cannot be pre-occupied.
3.4.3 Optimal placement for multiple sensors
We then apply this technique to a four-sensor case to reconstruct the source in the
channel center as a demonstration when multiple sensors are available.
The correlation matrix H for a combination of sensors is equal to the summation
of individual correlation matrices for each sensor. For multiple-sensor cases, since
every possible combination of sensors has to be taken into account, the search space
for sensor arrangements becomes too large to deal with brute force. Therefore, the
subspace-tracking method becomes necessary in this situation. We still consider the
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case where the scalar source is known to be in the channel center. The initial sensor
placement is shown in figure 3-18 as dark crosses. The placement is far outside the
plume edge of the nearest source, as marked by the dashed contours. Therefore,
it would be very difficult for the initial sensor to reconstruct a near source since
projection of the source onto the principal subspace would be nearly negligible.
The size of the subspace is chosen to be q = 20 and we aim at minimizing κ15 =
λ1/λ15. As shown in figure 3-18, during the subspace-tracking iterations, two of the
sensors were moved closer to the plume edge for the nearest source, enhancing our
ability to detect a source nearby. As a result, the spectrum of the system is also
improved. optimization converges after just two iterations. Reconstruction results
are shown in figure 3-19. The initial placement of the sensors are poor to detect
a near source and the number of required iteration goes to extreme values (results
are shown with maximum 50 conjugate gradient iterations). The optimal sensor
placement, on the other hand, obtain much better results for the near source with
reasonable number of iterations. Although for the source farther away, the initial
placement is still better.





Figure 3-18. Left: traces of four sensors as they move to their optimal placement in the
cross-flow plane to place the sensors. Their colors become lighter as more iterations are
performed. In the background the mean scalar field log(c̄/c̄max) from the nearest source
(xs = xE) and the farthest source (xs = xB) are shown by dashed and flood contours,
respectively. Right: the corresponding eigen-value spectrum for evolving sensor placements.
count the whole search domain and is not optimal for every source location. In the
current case, the algorithm trade the performance of constructing a farther source
for better sensitivity of the near sources. The overall reconstruction quality is main-
tained (the averaged correlation varies from 0.52 to 0.51) with a significant reduce of
computational cost (the averaged number of iterations drops from 16 to 8). One
would assume that with more sensors, we tend to obtain better results for the source
Figure 3-19. Left: Reconstruction quality of sources located at xs along the channel
centerline. Dashed line shows the results using initial sensor placement dash-dotted line
shows that with the sensors at the optimal locations found by minimizing λ1/λ15. Right:
The number of iterations required to drive the cost functional to the converge criterion.
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Figure 3-20. Comparison of leading eigenvalues between one sensor directly downstream
(dashed line), at the optimal location (dash-dotted line) and using all the sensors in the
cross-flow plane (solid line).
reconstruction. This is actually not true, since information using different sensors
can easily become redundant. Oftentimes multiple-sensor cases can be dominated by
sensors that are not helpful to reconstruct the source unless we apply different weight
for these sensors. The limitation of multiple-sensor cases without weighting can be
simply demonstrated by using all the sensors on the plane. The resulting spectrum
are shown in figure 3-20. Even with all the sensors on the plane, the improvement of
the spectrum is very limited and is on the same level with using only one sensor at
its optimal location. Based on the comparison of reconstruction quality in figure 3-21
with one-sensor cases. It is hardly conclusive that using all the sensors on the plane
greatly outperforms one sensor at its optimal location. Therefore, to further improve
the condition of the system, it is necessary to apply different weight for different
sensors, which is illustrated more in §3.6.
3.5 Three-dimensional source reconstruction
The condition number minimization combined with the subspace tracking algorithm
has been illustrated to be efficient for a one-dimensional search. The algorithm is
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Figure 3-21. Top: Reconstruction quality of sources located at xs along the channel
centerline. Dashed line shows the results using initial sensor placement dash-dotted line
shows that with the sensors at the optimal locations found by minimizing λ1/λ15. Bottom:
The number of iterations required to drive the cost functional to the converge criterion.
incorporated here for search within a three-dimensional region using multiple sensors,
where the three-dimensional domain of search is set to be the following region,
1 ≤ x ≤ 4, 0.75 ≤ y ≤ 1.25, π − 0.25 ≤ z ≤ π + 0.25, (3.32)
while the sensors are located on a cross-flow plane at x = 7.
We keep track of the subspace, consisting of q = 25 eigen-vectors of the system,
and move the sensors on the y − z plane to minimize the condition number of the
Hessian matrix H(xm), estimated by κ15 = λ1/λ15. The initial sensors are placed all
near the center, as shown on the left-hand side of figure 3-22. During the process,
it clear shows that the originally nearby sensor were separated from one another by
the algorithm and were move away from the center. The corresponding change of the
spectrum is plotted on the right-hand side of figure 3-22. As a result, the condition
number κ15 is improved by a factor of 3.
The iso-contours of some selected eigenvectors for the initial and optimal sen-
sor placements are shown in figure 3-23. The first few eigenvectors (ϕ1 to ϕ5) are
streaky in x-direction, representing the loss of ability to differentiate sources at dif-
ferent stream-wise locations. The other eigenvectors have bigger fluctuations in x-
direction and thus will be more helpful to reconstruct the source in the stream wise






















Figure 3-22. Left side plots the history of sensor placement during the subspace-tracking
procedure. As more iterations are performed, we use darker markers for the sensors. The
corresponding spectrums of the system are plotted on the right-hand side. We used γi
(the eigen values of matrix Γ =ΦTn HΦn, where Φn is the subspace we keep updating as
the sensors move) to estimate λi, i = 1, 2, . . . , q.
near the channel center, those from the optimal one become more sensitive to sources
away from the center, as shown on the right panel of figure 3-23. To make sure that
our subspace-tracking method has already converged, we plot the contour of κ15 es-
timated by γ1/γ15 in figure 3-24 if we were to move one specific sensor around. The
colored regions in the plots are where the estimated error (ϵ̃) between γ1/γ15 and the
true condition number λ1/λ15 is less than 5 percent. Similarly, the other three sensors
are also located at their local minimums, although not shown here.
3.5.1 Comparison of reconstruction quality
In order to compare the reconstruction quality between initial and optimal sensors,
five different y-z locations for the source were selected in the search domain, including
the channel center (y = 1, z = π) and four peripheral locations (y = 1±0.15, z = π±0.15).
For each y − z source location, we performed a series of adjoint-looping optimization
to reconstruct the source at different x locations with the same y−z coordinates. The








Figure 3-23. Iso-surfaces of selected eigenvectors for the initial(left) and optimal(right)
sensor placements. From top to bottom we plot ϕ1, ϕ5 and ϕ20, all normalized by their
highest values.



















Figure 3-24. Contour of the condition number κ15 estimated by γ1/γ15 if we were to
move the target sensor (marked by red cross). The dashed lines marks the projection of the
search region onto the sensor plane. We also estimate the error (denoted by ϵ̃) between
γ1/γ15 and the true condition number λ1/λ15. In each figure, the trust/untrustworthy
region is the blue/gray one, separated by the line contour of ϵ̃ = 0.05.
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source is as follows,
ϕT (x) = α [cos (ρπ) + 1] [sign(1 − ρ) + 1] . (3.33)
α =
3





















where (xc, yc, zc) is the location of the source, and (ρx.ρy, ρz) is the size of the source
in different directions. In current work they are all selected to be 0.1.
A brief summary of the adjoint-looping algorithm is provided here: i) Forward
simulation are performed first to collect true measurement data. An initial guess
of the source is selected (in this case, zero everywhere). ii) Forward simulations
are performed to collect the measurement for estimated sources. iii) the deviation
between estimated and true measurements drives the adjoint equation as source term.
iv) the time-integrated adjoint scalar variable is the gradient of the cost functional
to the steady source distribution. v) conjugate gradient method is then applied to
utilize the gradient to update source estimation. vi) We go back to step ii) until
convergence.
Readers interested in more detail of the algorithm are referred to Wang et al. [6]
for formulation and discussion of the algorithm.
For the reconstruction quality comparison in three-dimensional search, the stop-

















figure 3-25 shows a the side-view contours of sample reconstructions. The top
contours show the reconstruction using initial sensors. It is good to reconstruct a
source at the channel center, but not as good when we are trying to find a source near
the boundary of the search domain. The results from optimal placement of sensors
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Figure 3-25. Side views of sample reconstruction. We are trying to reconstruct a source
located at the channel center (left) or at a peripheral location (y = 0.85, z = π−0.15). The
red dashed lines marks the true source and the side-view planes cut through the center of
the true source. Top contours show the reconstruction using initial sensors while bottom
ones show those using optimal sensor placement.
are less accurate for source located at the channel center. However, for peripheral
locations, the prediction is much more accurate.
To further quantify the reconstruction quality, we use the correlation coefficient







to measure how well we can predict the true source. The correlation coefficients are
plotted in figure 3-26 while the corresponding number of iterations are shown in figure
3-27. We can see that with similar number of iterations, the optimal placement of
sensor sacrifices the accuracy to predict a source in the channel center to improve
the sensitivity for peripheral sources. In all reconstructions, we improve the averaged
correlation coefficient by 25% (from 0.19 to 0.25). We report here the computational
cost to find the optimal arrangement in this three-dimensional search region is 220
forward-adjoint loops including 70 loops to obtain the initial subspace of 25 eigen
vectors using Arnoldi iteration. This is a significant improvement over the brute
force approach to find the correlation matrix for every possible sensor arrangement,
on the order of 106 forward simulations.
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Figure 3-26. Correlation coefficients between true and reconstructed source versus the
x-location of the source. Left figure shows the comparison of initial sensor placement
(dashed) and optimal (solid) placement when trying to reconstruct a source in the channel
center. Right figure show the comparison when trying to reconstruct a source at peripheral
locations (ys = 1 ± 0.15, zs = π ± 0.15).
Figure 3-27. Number of iterations needed in order to meet the criterion (ϵM ≤ 0.001)
versus the x-location of the source. Left figure shows the comparison of initial sensor
placement (dashed) and optimal (solid) placement when trying to reconstruct a source in
the channel center. Right figure show the comparison when trying to reconstruct a source
at peripheral locations (ys = 1 ± 0.15, zs = π ± 0.15).
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3.6 Optimal sensor weighting
It has been demonstrated that in §3.4.3, the condition of a system can be improved by
changing the placement of a sensor network. However, without appropriate weight-
ing of the sensors, the system can be easily corrupted by certain sensors that are
not helpful to improve the condition of the system. As a result, even if we use all
the sensors available, improvement of the results remains limited. With appropriate
weighting of the sensor network, it is also possible to enhance the efficiency of the
measurement (and thus the data assimilation process). This technique would be es-
peically desirable in applications where it is not possible to adjust the sensor network
(e. g. measurements of wall friction or pressure on the wall of a turbulent channel [69,
70] or airfoil [71, 72]), where we have to resort to weighting the sensor network to
improve the condition of the system. When appropriate weightings ω1, ω2, . . . , ωN of
the sensors xm1 , xm2 , . . . , xmN are applied, the corresponding correlation matrix, denoted
as H (xm; ω), can be calculated by,




ωjH (xmj ) (3.37)
The objective in this section is to determine the optimal weighting ω = [ω1, ω2, . . . , ωj, . . . , ωJ]
for J fixed sensors xm such that the condition number of H, estimated by κI = λ1/λI
is minimized. Notice that all H (xm) are positive definite, which is an important
feature for variational approach to invert the matrix. Therefore, a constraint ωj ≥ 0 is
added to preserve this quality. Without loss of generality, we add another constraint
that ∑Jj ωj = 1.
We reinvestigate the one-dimensional reconstruction problem in the channel center.
An introductory problem to determine the optimal weighting for two sensors: one
directly downstream, the other at the optimal location, is presented as our first step.
The weight ω is placed on to the sensor at the center. As a result, the sensor at
optimal location is weighted by 1−ω. As shown in figure 3-28. Since different criterion
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Figure 3-28. Schematic of determine the optimal weighting for a two-sensor case(left)
and κ2 = λ1/λ2 for different weighting (right). Optimal weighting ωopt are marked by
dashed line it the right figure.
gave us similar results, we only present κ2 = λ1/λ2 here for different weighting within
0 ≤ ω ≤ 1.
The optimal weighting is found to be very close to 0, meaning that a large portion
of weighting is applied to the optimal sensor away from the center while very limited
weighting is added onto the sensor in the center. However, the small portion of
weighting on the middle sensor is essential to improve the spectrum of the system,
as shown in figure 3-29. If one weights the two sensors equally, namely ω = 0.5, the
resulting spectrum is actually worse than using one sensor at the optimal location.
The slowest-decaying spectrum is found using the optimal weighting. Furthermore,
the leading eigenvectors for the optimal weighting yields are more sensitive to a near
source than a single optimal sensor in that the projection of a near source onto
the subspace has non-zero values. This can again be observed in the reconstruction
quality in figure 3-30. For farther sources, performance of the optimal weighting is
nearly the same as using one sensor at optimal location while for near source, much
less number of required iterations represents enhanced sensitivity. We then applied
this idea to a larger sensor network. Similarly to the discussion for the previous
multiple-sensor case, the optimal weighting here cannot be done by brute force and
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Figure 3-29. The leading eigen values (left) and eigen vectors (right) of the correlation
matrix H for different weighting of two sensors: one located at the channel center, the
other at aforementioned optimal location.
Figure 3-30. Top: Reconstruction quality of sources located at xs along the channel
centerline. Dashed line shows the results using one sensor at the channel center, dash-
dotted line shows that with the sensor at the optimal location found by minimizing λ1/λ15.
Dotted line shows the results using equal weighting of two sensor while the solid line
uses the optimal weighting. Bottom: The number of iterations required to drive the cost
functional to the converge criterion.
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subspace tracking is needed to reduce the computational cost. We applied a similar
procedure as to determine optimal location of the sensors to determine the optimal
weighting, summarized in algorithm 3. This algorithm is then applied to determine
Algorithm 3: Subspace tracking algorithm for exploration of optimal sensor
weighting.
• n = 0 ;
• Prescribe an initial weight of the sensors, ωj;
• Choose the size of the subspace, q and the index I to estimate condition
number κI . Make sure q > I + 1;
• Choose the allowed error level E of the eigenvalue estimate.;
• Perform Arnoldi iteration to obtain the starting subspace Φ0 and the
corresponding singular values;
while Convergence condition is not satisfied do
• Perform forward simulations with ϕn,l, l = 1, 2, . . . , q and collect
measurement data ml(xm, t). Use equation 3.23 and evaluate matrix Γ for
nearby sensor weighting;
• Evaluate the estimate error ϵ̃ from equation 3.24;
• Establish the trust region Ω = {ω∣ϵ̃I < E,∑ω = 1, ω > 0} and change
weighting to (ω)(n+1) = arg max
ω∈Ω
γ1/γI .;
• Perform adjoint simulations (Or evaluate wl =AT [ω(xm)ml(xm, t)]) for
the new sensor weighting (ω)(n+1).;
• Perform Q-R decomposition to matrix W = [w1, w2, . . . , wq] =QR−1 and
used estimated subspace Φn+1 =Q for the new sensor weighting.
end
the optimal weighting for 25 sensors evenly distributed in one quadrant on the cross-
flow plane, as shown in figure 3-32. The size of the subspace is chosen to be q = 20. By
following the previous procedure and minimize κ15, we found the optimal weighting as
plotted on the left. Only 5 sensors has positive weightings while the others have zero
weighting. This reiterates the previous point that some sensors are actually not helpful
in improving the condition of the system. The same optimal weighting is found using
different initial weightings. Therefore the results shown here is the global optimal for
κ15. On the right-hand side of figure 3-32 the evolution of the spectrum is shown.












Figure 3-31. Left: Sensors distributed on one quadrant of the sensor plane with their
optimal weights. Right: evolution for the spectrum of the correlation matrix H as the
weights converge to the optimal, marked by darker lines. Dashed line shows the initial
spectrum.
Figure 3-32. Top: Reconstruction quality of sources located at xs along the channel
centerline. Dashed line shows the results using one sensor at the channel center, dash-
dotted line shows that with the sensor at the optimal location found by minimizing λ1/λ15.
Bottom: The number of iterations required to drive the cost functional to the converge
criterion.
improvement becomes very limited as more iterations are performed. Comparison of
reconstruction quality in figure 3-31 shows that with the same computational cost,
the optimal weighting is universally better than the initial average weighting and can
obtain a maximum 20% improvement in the reconstruction quality.
3.7 Conclusions
The impulse-response matrix is essential to characterize the relation between scalar
source distribution to sensor measurements. The Hessian matrix, also the cross-
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correlation of the impulse-response matrix, encodes the difficulty of reconstructing
the source, where the ill-posed nature of inverting the system can be shown by a
quickly deteriorated eigen-spectrum of the Hessian, indicating a heavily dampened
system by diffusion.
We introduced a framework, by which the optimal sensor placement is sought
by minimizing the condition number of the Hessian matrix. The optimal sensor
placement can then be solved by forming the matrices explicitly for all possible sensor
placements, or in more general cases, by applying a subspace-tracking algorithm that
gradually moves the sensors to their optimal arrangement.
The framework is then exercised to reconstruct the spatial distribution of a steady
passive scalar source in a turbulent channel flow. For a simple case where the source
is limited to a one-dimensional region in the x-direction, we calculate the impulse-
response system by recording measurement data at all sensors from all possible source
locations. The optimal single sensor is found to be away from the one directly down-
stream and borders on the edge of the plume from the nearest source, where its mean
concentrate drops over 95% of its maximum value. Source reconstruction by varia-
tional optimization techniques is performed to shown that the reconstruction quality
is indeed improved using the optimal sensor for this one-dimensional reconstruction.
We trace the superiority of the optimal sensor to the shifting-source correlation co-
efficient, which quantifies the ability of a sensor to differentiate sources from nearby
locations. The optimal sensor near the plume edge is found to have a much less
shifting-source correlation coefficient.
To show the full capacity of the algorithm, we also apply it in placing multiple
sensors and for a three-dimensional search. Improvement of the reconstruction quality
is validated and explained.
For wider applications where sensor location are pre-defined and constrained to
be stationary, we show that the algorithm can also be modified into determining the
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optimal weighting of stationary sensors.
For future work, we can either consider more complex flow configurations, or
develop the algorithm that can determine simultaneously the optimal placement and




algorithm for identifying scalar
sources from remote measurements
in turbulent environments
4.1 Introduction
Sources of pollutants from either natural disasters or human activities can influence a
large area in a short time and pose serious threats to public safety. Quickly localizing
the source of such contaminants from information provided by remote sensors is of
crucial importance. With high-fidelity simulation available for turbulent flows, using
fully-resolved velocity fields for scalar source reconstruction becomes a new possibil-
ity. Algorithms for such source determination with some access to the velocity fields
attracted broad attention recently. Our previous work focused on reconstructing the
source as a general function (either temporal or spatial) while in many applications,
the source could be characterized by a limited number of parameters, which is the
goal of the search algorithm. The objective of current work is to propose an algorithm
that determines the location and intensity of a steady scalar source in a turbulent
environment with limited number of forward simulations. In most of the natural
situations, turbulent dispersion quickly breaks the plume into smaller patches away
from the source while molecular diffusion smears out the characteristics of the plume
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structures, reducing our ability of tracing back from remote sensing. The problem
becomes more difficult when the measurement data has noise. However, the difficulty
of source localization with measurement error has never been quantified in turbu-
lent environment. In current work we also quantify the effect of measurement error
by the ratio between standard deviation of the reconstructed source parameters and
that of the measurement error. Different source and sensor arrangements have been
examined.
4.1.1 Methods for source reconstruction
Previous research regarding source identification has been summarized by Liu & Zhai
[13]. Some of the work focused on reconstructing the source as a general spatial or
temporal function and tried to invert the whole system. Other methods suppose the
source is of a known shape and tried to find its parameters. While we are particu-
larly inspired by the latter choice, we review the two choices separately and compare
them. For reconstructing the source as a general function, it is inevitable to invert the
whole input-output system. [14] first formulated the source-tracking problem in two
dimensional steady groundwater system under a linear optimization framework. Us-
ing separate forward simulations for impulses at different potential source locations, a
unit impulse-response matrix (the “concentration response matrix") can be built with
each row representing measurements from a unit release from each potential source lo-
cation. Linear programming and multiple regression was then used to solve the source
distribution as a function of space. However, this method is not feasible in unsteady
turbulent environment unless tremendous efforts has been made for limiting the po-
tential locations of the source. While directly reconstructing the impulse-response
matrix within a large search area become impossible in turbulent environment. With
fully resolved velocity fields available, the adjoint operator can be used to trace back
to potential source locations from sensor measurements. A recent work by [5] devel-
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oped an iterative method using both forward and adjoint simulations to recover the
release history of a source at a unknown location based on sensor measurements of
scalar concentration in a turbulent channel flow (Reτ = 150, Sc = 1). Huang et al. [24]
introduced the method of conjugate gradient to estimation on the space and time-
dependent scalar source function. A similar approach, formed in an adjoint-looping
manner was examine in spatial reconstruction of a localized scalar source in turbulent
channel flow (cite myself). However, reconstructing the source as a general function
requires inverting the whole system. In turbulent environment such system could be
ill-conditioned with a large condition number (cite our optimal sensor paper) and
thus inverting becomes very difficult. Moreover, Oftentimes the shape of the source is
assumed to be know and the location and intensity are the primary focus. Therefore,
some research focused on reconstructing the source parameters with a known shape.
[15] determined the source parameters in one-dimensional uniform steady flow using
Non-linear least squares method with Newton-Raphson algorithm. They build the
impulse-response directly from analytical solution of the scalar fields. Similar sce-
narios has been investigated by [73] using the Tihkonov regularization. Keats et al.
[4] constructed the impulse-response matrix explicitly using adjoint simulations in a
steady-flow scenario and used the full matrix to find the source location. However, in
a turbulent environment, building the impulse-response matrix requires tremendous
efforts and therefore is not always an option. In the currently work we show that it
suffices to run a limited number of forward simulations using selected ensemble mem-
bers as scalar sources. Comparison between the true measurement from the source
and those from a limited number of ensemble members provide enough information
to infer the source with low requirement of computational resources.
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4.1.2 Uncertainty quantification
In reality, the observation data will inevitably be influenced by noise. A system with
diffusion is difficulty to invert because a small noise in the ending state, or the output
will be amplified and influence our estimate of the initial state, or the input. There-
fore, for diffusive systems, the difficulty of inferring the initial state can be quantified
by the ratio between the error in the reconstruction of input and that of the obser-
vation. However, such work has never been done in turbulent environment regarding
scalar source reconstruction. [4] took into account Gaussian noise in the measure-
ment. After they built the impulse-response matrix, PDF of the predicted source
parameter was found by repeated experiments. (Davide et al. 2017) examined the
effect of Gaussian noise in the measurement data by comparing the reconstruction
results using the measurement data with and without noise. In this case perform-
ing multiple numerical experiment with different samples of measurement noise is
too costly and the effect was shown qualitatively. In addition to developing an al-
gorithm to find scalar source parameters in turbulent environment, the objective of
current work also includes quantifying the effect of measurement error especially in
localization of the source. As a first step, we focus on a simply problem of recon-
structing the intensity and x-location of a source in the center of a turbulent channel
flow. Since the algorithm relies on accurate prediction of the eigen sources of the
system, we show different ways to estimate eigen sources. These methods, combined
with the algorithm are examined. Then we discuss the effect of measurement noise.
This effect can be quantified by doing repeated reconstruction or analytically solved
and related to scalar field statistics. Then we arrange different source and sensor
placements and compare the difficulty of the reconstruction for both one-dimensional
reconstruction (intensity and x-location) and three-dimensional reconstruction (inten-
sity and all x, y, z locations). The structure of this paper is as follows: We start by
showing the derivation of the impulse-response matrix together with its properties
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in section 1.3. In section 2 we will show the ensemble-based method to reconstruct
the source parameters. Three ways of estimating the eigen sources of the system has
been proposed and examined. In section 3 we will test the effect of measurement noise.
We will analytically solve for the standard deviation of the reconstruction of source
parameters. The results are then validated by repeated experiments using different
samples of measurement error. Both one-dimensional and three-dimensional recon-
struction has been investigated. Different source and sensor positioning is compared.
Our method can be easily applied to reconstructing multiple sources simultaneously.
Section 4 shows the results for multiple sources.
4.1.3 Impulse-Response matrix
We consider the same problem setup used in the previous chapter. When the velocity
fields are known, the measurement data for a given sensor is linearly dependent on
the source distribution ϕ(x). From the governing equation:
Lc = ϕ(x), (4.1)
we have,
c = L−1ϕ(x). (4.2)
The measurement data for a certain sensor placement xmj can be written as
M(t) = ∫
V
δ(x − xm) c dV = δT (x − xm)L−1ϕ(x). (4.3)
Here δT (x −xm) = [δ(x − xm1 ), δ(x − xm1 ), . . . , δ(x − xmN)]
T represents vertical concate-




δ(x − xk)ϕ(xk). (4.4)
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The measurement data can be reformulated as a superposition of measurements from
different point sources,
M(t) = δT (x − xm)L−1ϕ(x).





(δT (x − xm)L−1δ(x − xk))ϕ(xk).
(4.5)
If we write δT (x−xm)L−1δ(x−xk) as c(xm, t; xk), which represents the measurement
sequence from a point source at xk, then
M(t) =∑
k
c(xm, t; xk)ϕ(xk). (4.6)
If we write matrix A as Alk = c(xm, tl; xk), then the source-sensor response system
can be simple written as,
M(t) =Aϕ(x). (4.7)
It is worth noticing that the number of rows of A depends on the time horizon we are
working on, if we update the measurement M by adding more recent data and extend
the time horizon, the number of rows in matrix A will increase while the number
of columns unchanged (since the number of grid points in the search domain does
not change). Therefore, the size of AT A remains the same with each of its element,
(AT A)lk = ∑j AjlAjk = ∑
NT
j=1 c(xm, tj; xl)c(xm, tj; xk) → Nt c(xm, t; xl)c(xm, t; xl)
⟨t⟩
converging to the correlation of scalar fields from different source locations. It can be
easily proven that if the length of the time horizon, or the number of time steps NT
for a fixed step size, is large enough, the eigen vectors of matrix AT A will converge
to the eigen vectors of matrix Clk = c(xm, t; xl)c(xm, t; xl)
⟨t⟩
since their only difference
is a constant NT .
4.2 POD-based ensemble method
We select a series of suitable ensemble members, denoted as ϕ(i), i = 1, 2, . . . , Nens to
form a matrix E = (ϕ(1), ϕ(2), . . . , ϕ(Nens)). Without loss of generality, we can assume
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the ensemble members ϕ(i) form a set of orthogonal basis,
ϕ(i),T ϕ(j) = δij, i = 1, 2, . . . , Nens, j = 1, 2, . . . , Nens. (4.8)
Using the ensemble as a group of scalar sources, the corresponding measurement can
be collected to form the observation matrix H. According to our notation in §2,
O =AE = [Aϕ(1), Aϕ(2), . . . , Aϕ(Nens)] = [M1, M2, . . . , MNens] (4.9)
When a measurement signal from the true source, M =Aϕ is available, the ultimate
goal is to infer the source location and intensity through comparison between M and
M(i) from the ensemble members. This procedure is summarized in figure 4-1. If the
shape of ϕ is not known and is regarded as a general distribution, normally we can
assume ϕ is a linear superposition of the ensemble members, thusly ϕ = Eω and we
solve for ω, the vector of weights for all the ensemble members. However, when the
shape of ϕ is known, as in the current study, the true source ϕ cannot be assumed
as linear superposition of the ensemble members. In this case simply inverting the
system formed by the ensemble does not help to find the source parameters. Never-
theless, if the ensemble members ϕ(i) satisfy certain condition, it is possible to find
corresponding constants λi such that we have the following linear relation,
λiϕ
T ϕ(i) =MT Mi, i = 1, 2, . . . , Nens, (4.10)
to hold for any arbitrary ϕ. It is therefore possible to infer the source parameters
since ϕ(i), Mi, M and λi are known in the above equation.
In fact, equation 4.10 yields that
λiϕ
T ϕ(i) = (Aϕ)T (Aϕ(i)) = ϕT (AT A)ϕ(i) (4.11)
holds for arbitrary ϕ, therefore we have
λiϕ
(i) = (AT A)ϕ(i). (4.12)
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ϕ(i) has to be the eigen vectors of AT A and λi the corresponding eigen values. Since
ϕ(i) form the eigen space the true source ϕ is projected onto, we can call ϕ(i) “Eigen
Sources". Therefore, the key for using equation 4.10 to infer the source is the ability
to approximate the eigen value and eigen sources accurately. Equation 4.10 can also
be written compactly as,
ΛEϕ (Is, xs) =OT M. (4.13)
4.2.1 Different methods to approximate the eigen sources
If we have no access to the eigen sources of the system and we have to use a general
ensemble E0, we can include a POD procedure to estimate the eigen sources from the
ensemble we selected. The process can be summarized as follows.





0 , . . . , e
(Nens)
0 ] and use them as sources to obtain the observation matrix
O0 =AE0.
2. Perform an eigen decomposition of matrix OT0 O0, solving
OT0 O0q(i) = λiq(i). (4.14)
If we denote Q = [q(1), q(2), . . . , q(Nens)]. Q is a unitary matrix we can use to
adjust our ensemble as follows,
E = E0Q, O =O0Q. (4.15)
Notice the new ensemble E = [ϕ(1), ϕ(2), . . . , ϕ(Nens)] remain orthonormal and
the their corresponding measurements are also orthonormal since
OT O =QT OT0 O0Q = I. (4.16)
Performing this eigen decomposition is equivalent as a POD procedure for the
measurement data. Moreover, we are actually performing a subspace iteration
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to update our estimate of the eigen vectors from E0 to E. Therefore using E
instead of E0 yields more accurate results.
3. Notice that it is not necessary to rerun the forward calculation using E since
the results for E can be obtained by a known linear transformation Q from the
results of E0. The eigen values of OT0 O0 can be used as λi. Then we can use E
and λi to infer the source parameter.
From previous analysis in section 2.2 we know the eigen vectors of matrix AT A will
converge to the eigen vectors of matrix Clk = c(xm, t; xl)c(xm, t; xl)
⟨t⟩
since their only
difference is a constant NT . As a result, it is possible to approximate the eigen
sources for the new time horizon 0 < t < T using converged eigen sources obtained
from historical data (for example, from time horizon −Th < t < 0 where Th is large
enough). Therefore, if we have historical data and access to some old eigen sources,
our second option to estimate the eigen sources can be described as follows,
1. Obtain converged eigen sources ϕ(i)0 from historical data in time horizon Th < t <
0. This can be done either by running forward simulations from sources located
at every grid points in the search domain, forming matrix A explicitly, or by
running forward and adjoint simulations iteratively and perform an Arnoldi
procedure. Either way the velocity fields are needed.
2. Use the converged eigen sources as ensemble members, ϕ(i) = ϕ(i)0 . Collect
measurement data as a function of time for each ensemble member. The up-to-






3. use ϕ(i) and λi to infer the source parameters whenever we have M from the
true source.
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However, the above procedure requires huge efforts for obtaining the converged eigen
sources. The following second option allows us to start with any general ensemble
member and update the ensemble based on the measurement data. To further increase
the accuracy of estimating the eigen sources ϕ(i), instead of using a general ensemble
combined with POD analysis, we can start from the converged eigen sources and
perform the POD process. Which results in the following third option:
1. Start from the converged eigen sources ϕ(i)0 forming a matrix
Φ0 = [ϕ(1)0 , ϕ
(2)
0 , . . . , ϕ
(Nens)
0 ] and use them as sources to obtain the measurement
matrix M0 =AΦ0.
2. Perform an eigen decomposition of matrix OT0 O0, solving
OT0 O0q(i) = λiq(i). (4.18)
If we denote Q = [q(1), q(2), . . . , q(Nens)]. Q is a unitary matrix we can use to
adjust our ensemble as follows,
E =Φ0Q, O =O0Q. (4.19)
Notice the new ensemble E = [ϕ(1), ϕ(2), . . . , ϕ(Nens)] remain orthonormal and
the their corresponding measurements are also orthonormal since
OT O =QT OT0 O0Q = I. (4.20)
3. The eigen values of OT0 O0 can be used as λi. Then we use E and λi to infer the
source parameter.
4.2.2 Constrained optimization
When the ensemble members ϕ(i), responses Mi and coefficients λi are obtained, we
select the source to satisfy Equations. 4.10 the best. The solution is confined as a
δ-function in space for a concentrated source:
ϕ(x) = Isδ(x − xs), (4.21)
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Figure 4-1. Schematic of the ensemble monitoring process
where Is and xs are the intensity and location of the source, respectively. In numeri-
cal simulation, the spatial δ-function is approximated by a three-dimensional cut-off
cosine function,
δ(x − xs)→ ξ [cos(π∣x − x
s∣
r0
) + 1] [ sign(r0 − ∣x − xs∣) + 1]. (4.22)
where r0 is the size of the source and ξ is a coefficient to make sure the spatial





and for a 3-D δ-function,
ξ =
3
2 (π − 6/π) r30
. (4.24)
Therefore, the source can be parameterized by the parameter Is and xs. We can







(i),T ϕ(Is, xs) −MTi M∣∣2, (4.25)
or simply,
J(Is, xs) = ∣∣ΛET ϕ(Is, xs) −OT M ∣∣2, (4.26)
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The set of parameters Is, xs is chosen such that the cost function is minimized. There-
fore, we formulate the source-finding problem into a low degree-of-freedom nonlinear
optimization problem, which can be easily performed by inner-point-Newton-Raphson
iterations.
4.2.3 One-dimensional reconstruction
Now we compare the three options of estimating eigen sources in section. 3.1. For
simplicity, we focus on a one-dimensional reconstruction problem. In this case only
the intensity Is and xs of the source is unknown. For the first option to use converged
eigen sources, we used the time horizon −Th < t < 0, where ThU/h = 50 to construct
the impulse-response matrix A0 explicit by running forward simulations from sources
located at every different grid points in the search domain. From matrix A0 we obtain
the converged leading eigen sources vi, i = 1, 2, . . . , Nens. We then use ϕ(i) = vi to infer
the source parameters. The results for reconstructing sources at different locations
using different number of ensemble members in the time horizon 0 < t < T are plotted
in figure 4-3. The accuracy for the prediction relies on the different between the true
eigen sources for time horizon 0 < t < T and those for −Th < t < 0. While this is no big
different if we use slightly more ensemble members, when T become larger, the eigen
sources become more converged and thusly our prediction is more accurate.
Instead of the converged eigen sources, we can start from general orthonormal
ensemble members. Here we use ortho-normalized Gaussians distributions equally
cover the search domain. The original gaussian can be expressed as,
e
(i)







where L is the length of the search domain. Then these Gaussians are ortho-normalized
to obtain an orthogonal basis e(i), as plotted in figure 4-2 on the right-hand side. Us-
ing these Gaussians with a POD procedure, reconstruction of the source parameters is
shown in figure 4-3a. While we have more accurate predictions when we use more en-
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Figure 4-2. One-dimensional Gaussian distributions to cover the search domain and
ortho-normalized Gaussians as ensemble members ϕ(i).
option 1 option 2 option 3
Figure 4-3. Reconstructing the source at different locations using ensemble members from
normalized Gaussians. Thicker lines represents increasing number of ensemble members
(Nens = {3, 5, 7}). Dashed lines represent the true parameters of the source. Left and
right figures use different time horizons T = 10 and T = 20, respectively.
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Figure 4-4. Contour of cost function J for different source parameters using different
ensembles. From left to right we use ortho-normalized Gaussians, historical eigen sources
from −50 < t < 0 and POD-processed hostorical eigen sources.
semble members, the accuracy of the reconstruction does not shown clear dependency
on the time horizon. It is worth noticing that the curves in figure 4-3b are stairway-
shaped and yield better prediction at the location where one of the Gaussian ensemble
member is centered. In this case, the quality of the prediction is influenced mainly by
the number and shape of the ensemble members. By combining the converged eigen
sources with a POD procedure, we can greatly improve the prediction in figure 4-3b
and obtain the results in figure 4-3c. When we use more than 5 ensemble members,
the prediction of the source parameters is nearly the same as the true parameters.
4.3 Effect of measurement noise
We have demonstrated that the systematic error of the reconstruction comes only
from the discrepancy between our ensemble members and the eigen sources of the
system. From now on, we suppose the ensemble members ϕ(i) we use are the true
eigen source vi. We denote E = Φ and O = U where Φ is the subspace formed by
leading eigen sources of A and U the space of the corresponding eigen measurements.
After doing this, we assume there is no systematic error and examine the effect of
measurement noise. As a result, we should add noise to equation 4.31, which then
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becomes
ΛΦT ϕ =UT (M + ϵM) . (4.28)
The most efficient way to perturb the equation would be adding a noise directly to
the coefficients of the eigen-measurements. We also assume that the perturbation is
proportional to the true intensity of the source, which means
ϵM = I
sOb, (4.29)
where b is a q-dimensional vector of Guassian noise with the covariance matrix B.
This particular form of measurement noise makes equation (3.6) a simpler form,
ΛET ϕ =OT M + Isb, b ∼ Nq(0, B). (4.30)
One way to solve this noise system is to sample different b and repeat the optimization
process, from which we can obtain a cloud of the source parameters and thus get their
probability distribution function.
We can also use perturbation analysis to obtain the pdf of source parameters through
the eigenvalues and eigen-sources of the system.
4.3.1 Perturbation analysis
The true source ϕ0 would satisfy the equation
ΛΦT ϕ0 =UT M. (4.31)
subtract equation 4.31 from 4.30 we have,
ΛΦT ∆ϕ = Isb, b ∼ Nq(0, B), (4.32)
where





























































































Matrix K = K(xs) is a function of the true source location. If we regard every row
of ΦT as an eigen-source distribution ϕTi (x), the matrix K can then be written as,





The left part of K represents sensitivity to a change in the source intensity while the

















∼ N (0, G)
also follows Gaussian distribution with covariance matrix G, from (3.13) we know
that
KGKT = B. (4.37)
We can then solve for G by inverting the system,
G = (KT K)−1 KT KGKT K (KT K)−1 = (KT K)−1 KT BK (KT K)−1 . (4.38)
Especially when B = s20I, we have G = s20 (KT K)
−1. A sample PDF of the reconstruc-
tion is shown in figure 4-7, the cloud from repeated experiments and the PDF from
theoretical estimation are compared. Matrix G is a function of the source location.
It contains the standard deviation of the sources parameters as diagonal elements,
√









G44 = sz are the standard deviations of the location uncertainty ∆xs.
Since these quantities are proportional to the standard deviation of the measurement,
















It can be shown that if we use more and more ensemble members (or eigen sources
of the system), the standard deviation of the source parameters will converge, as can
be seen in figure 4-8 and 4-9. If we have a reaonable representation of the system by
using enough eigen sources, we assume that Φ→ΦF , where ΦF contains all the eigen
sources of the system. For example in the one-dimensional reconstruction case, from





























































Notice that ΦF Λ2F ΦTF = AT A = H = NT c(xm; xi)c(xm; xj), different element of the
matrix can be written in terms of scalar statistic, Hij = Hji = NT c(xm; xi)c(xm; xj).




= NT c(xs)2, ΦF ∣
xs+∆x
Λ2F ΦTF ∣xs+∆x





= NT c(xs)c(xs +∆x). (4.41)
Replacing ∣∣M ∣∣2 with Isc(xs), we have,
















c(xs)c(xs +∆x) − c(xs)2
∆x
c(xs)c(xs +∆x) − c(xs)2
∆x




















and rewrite the expression as,





























































































From the previous derivation we can easily conclude that the eigenvalues Λ scale
with
√
NT / Therefore, according to equation 4.36, matrix K scales with
√
NT and
matrix G scales with N−1T . As a result, the standard deviation of the predicted param-














Notice that all these scalar statistics can be obtains by running two forward simula-
tions from sources located at xs and xs +∆x simultaneously, using the same velocity
fields. We can collect these statistics and form matrix K at every possible sensor loca-
tion, estimating the difficulty for different sensors to locate the source. The converged
statistics are shown in figure 4-8 and 4-9 as dashed lines. If the y and z locations of
the sources also need to be determined, we have to analyze matrix K as















Following a similar procedure, we can relate the matrix KT K with scalar statistics
as follows,
(KT K)11 = 1 (4.48)
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(KT K)12 =












c2(xs) + c2(xs +∆x) − 2c(xs)c(xs +∆x)
∆x2 (4.52)
(KT K)33 =
c2(xs) + c2(xs +∆y) − 2c(xs)c(xs +∆y)
∆y2 (4.53)
(KT K)44 =
c2(xs) + c2(xs +∆z) − 2c(xs)c(xs +∆z)
∆z2 (4.54)
(KT K)23 =












In this case of three-dimensional reconstruction, the aforementioned statistics can be
collected by running 4 scalar sources at (xs, ys, zs), (xs +∆x, ys, zs), (xs, ys +∆y, zs)
and (xs, ys, zs +∆z), respectively.
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Figure 4-5. The leading 5 eigen sources (left) and their stream-wise gradient (right) for







Figure 4-6. Validation of NT -dependency of the standard deviation when trying to recover































Figure 4-7. Top: the cloud of reconstructed source parameters with 20% measurement












Increasing q Increasing q
Figure 4-8. Standard deviation of ∆xs (left) and ∆Is (right) when reconstructing the
source parameters with measurement error. Thicker lines represents larger number of
ensemble members Nens from 3 to 11. Solid lines are estimated from calculating matrix
G while circles are calculated by repeated experiment with measurement error with 11
ensemble members. Dashed lines represent converged statistics from a long forward
simulation.
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Figure 4-9. Correlation coefficient of ∆xs and ∆Is when reconstructing the source
parameters with measurement error. Thicker lines represents larger number of ensemble
members Nens from 3 to 11. Solid lines are estimated from calculating matrix G while
circles are calculated by repeated experiment with measurement error with 11 ensemble
members. Dashed lines represent converged statistics from a long forward simulation.
4.3.3 Different Sensor locations
By collecting the scalar statistics mentioned in the previous subsection, the difficulty
at different sensor locations can be evaluated by simulating forward evolution of
sources at a few different locations. In the previous chapter about optimal sensor
placement, namely chapter 3, when the y and z location of the source is known and
a one-dimensional search was to be conducted, the optimal sensor placement is not
directly downstream of the source but rather on the edge of the plume. Now we
have the tool of quantifying the difficulty of locating a source, the difficulty of the
source inference of different positioning of the sensor can be evaluated. We will then
evaluate this difficulty for both one-dimensional and three-dimensional reconstruction
problems. Notice that essentially we only need matrix G at different sensor locations,
and the matrix contains converged statistics that can be collected by running a few
forward simulation, starting from source location [xs, ys, zs] and slightly shifted ones
[xs +∆xs, ys, zs], [xs, ys +∆ys, zs], and [xs, ys, zs +∆zs].
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4.3.3.1 One-dimensional reconstruction
When the y and z locations of the source is known, the goal becomes to identify
xs and Is only. It has already been shown that the difficulty to locate the source
in x direction is related to the length scalar λRx defined from the shifting-source
correlation coefficient in x direction. We show this statistics for different sensors on a
cross-flow plane at a distance D = 5 from the true source. The results are plotted in
figure 4-10. For a source in the channel center, a sensor on the edge is more sensitive
to a change in the location of the source than a sensor directly downstream. For all
other locations near the wall (log layer, buffer layer and sub layer), the sensor should
be shifted towards the channel center in order to be more accurate to localize the
source. Similar analysis can also be performed if only y or z location and intensity is
unknown, then we would look at the length scale λRy or λRz defined from the shifting-
source correlation coefficient in y or z direction. Those results are shown in figure
4-10 on the middle and right columns. It is worth noticing that while the difficulty in
reconstructing y and z directions are much smaller than that in the x direction, they
are less sensitive to sensor locations than reconstructing in the x direction.
4.3.3.2 Three-dimensional reconstruction
Now we focus on reconstructing the source location in all three directions. Matrix
K is built at every sensor locations on the cross-flow plane with converged scalar
statistics. Now matrix G = s0(KT K)−1 is a 4 × 4 matrix, representing the covariance























∼ N (0, G) (4.58)
We can eliminate the first row and column of the covariance matrix and focus on
the location uncertainties, suppose Gl = G(2 ∶ 4, 2 ∶ 4), for every general direction
d, the difficulty for the sensor to reconstruction the source in that direction can be
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Figure 4-10. Length scale λRx ,λRy and λRz for different sensors located at the cross-flow
plane at a distance 5 from the source. For top to bottom the source is located at channel
center (ys+ = 180), log layer (ys+ = 40), buffer layer (ys+ = 15) and sub layer (ys+ = 5).
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Figure 4-11. The most difficulty direction to reconstruct the source location xs for
different sensors. For top to bottom the source is located at channel center (y+ = 180),
log layer (y+ = 40), buffer layer (y+ = 15) and sub layer (y+ = 5). The length of the vector
is scale to be 5% of the largest eigen-value of local matrix Gl. Contour plot shows the
scalar field crms/maxy,z crms
calculated as,
∆d = dT Gld. (4.59)
The largest eigen vector and eigen value of matrix Gl represent the most difficulty
direction to localize the source for a certain sensor and the corresponding standard
deviation of the prediction in that direction. We plot this principle directions for
different sensors and sources in figure 4-11. In all cases, regardless of the position
of the source, the most difficulty direction to reconstruct is aligned with x-direction,
which agrees with our findings in chapter 2. Nevertheless, a slight rotation of the
principle directions can be observed on the edge of the plume, where reconstructing y
location of the source becomes slightly more challenging than sensors directly down-
stream. Directly downstream of the source, the standard deviation for all sensors is
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high. Meanwhile, outside the plume, the signal we receive become limited and thus
standard deviation is also large. We also plotted the standard deviation of the source
localization in x, y and z directions in figure 4-12.
It can be observed that this three-dimensional source localization are apparently
harder in all directions than its corresponding one-dimensional problem, as shown
previously in figure 4-10. This is within expectation because more parameters need
to be determined in the three-dimensional search, which creates more inaccuracy when
measurements are noisy. In the channel center it can be observed that if we want
accurate prediction of y location of the source, it is better to align the sensor with
the source to the same y location. The same trend can be identified in z direction.
For x direction, it is better to put the sensor off the center. The results also implies
that using sensors near the wall yields much worse results because signals are blurred
by viscous effect and it become impossible to locate the source. Another important
observation is that determining the determining the y-location of a source become
more and more difficulty once the source is inside the viscous sublayer.
4.4 Multiple sources
We can now apply the method to multiple-source scenarios, as a simple example,
we assume there are two sources and their x locations and intensity are unknown.
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Notice there are four parameters to determine, namely [I1, I2, xs1, xs2]. We minimize
this cost function with 7 leading eigen sources as ensemble members ϕ(i). First a
simple case was considered where the two sources are separated far away from each
other (Is1 = 1, Is2 = 1, xs1 = 1.5, xs2 = 8.5). With 20% measurement error, the cloud of the
source parameters are plotted in figure 4-13. The prediction for the location of the
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for different sensors located
at the cross-flow plane at a distance D = 5 from the source. For top to bottom, the source
is located at channel center (ys+ = 180), log layer (ys+ = 40), buffer layer (ys+ = 15) and










Figure 4-13. Sample Reconstruction of two source separated far away. The measurement
data has 20% error. The true parameters are marked by the red dots.
source near the sensor (xm = 10) has much better accuracy than that of the source far
away. On the other hand, if the two sources are nearby (Is1 = 1, Is2 = 1, xs1 = 4.5, xs2 = 5),
with 20% measurement error, the cloud of the reconstruction in figure 4-14 shows
that it is very inaccurate to locate each of them. To further quantify the influence
of two-source positioning onto the difficulty of the reconstruction, we can construct




















Then the standard deviation can be obtained for different source positioning. The
results are plotted in figure 4-15. The contour plot of prediction error for xs1 and xs2
are shown as a function of different pairs of [xs1, xs2]. We can again verify that when
two sources are nearby, it is very difficult to find each one of them. If they are far
apart, the one near the sensor is going to be much easier to reconstruct then the one
farther away.
4.5 Conclusion
An algorithm is proposed to quickly evaluate the location and intensity of a passive





Figure 4-14. Sample Reconstruction of two source near each other. The measurement
data has 20% error. The true parameters of the sources are marked by arrows.
Figure 4-15. Standard deviation of xs1,opt (left) and Is1,opt (right) for reconstructing two
sources located at xs1 and xs2 with the same intensity with measurement error.
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Figure 4-16. Correlation coefficient of ∆xs1 and ∆xs2 for reconstructing two sources
located at xs1 and xs2 with the same intensity with measurement error.
and intensity. The algorithm utilized a proportionality relation when we project the
true source onto eigen-sources and the measurement onto eigen-measurements. The
projection of the true source onto the the eigen-sources and the projection of the
measurement onto eigen-measurement are related by a proportionality given by the
corresponding eigenvalue. The source parameters was selected by trying to match
this proportionality. The biggest challenge for the proposed algorithm is to obtain
an accurate prediction of the eigen-sources. To obtain the spectral information of
the system, we perform forward simulations from an ensemble of trial-sources. Three
options of trial-sources have been used and assessed: evenly distributed Gaussian
profiles, eigen-source computed from historical data and historical eigen-source with
a POD projection.
The POD procedure adopted to orthonormalize the resulting measurements from
the trial sources can obtain more accurate estimation of eigen-sources and thusly
yields the best results. By using a small number of trial sources, the location and
intensity of the true source can be reconstructed. This method is also shown to retain
high accuracy with noisy measurements if reasonable estimation of eigen-sources can
be obtianed. Uncertainty quantification is done by putting white noise into the mea-
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surements and evaluate the errors in the reconstructed source parameters. As more
eigen sources are used in the process, the ratio of standard deviation of the recon-
structed parameters over that in the measurements converges, revealing the fundamen-
tal difficulty of localizing the source. We tested sources located at different heights,
namely y+ = {180, 50, 15, 5} and the sensor is directly downstream of the source. As
the sensor moves away from the source, the location prediction is deteriorated while
the intensity prediction is more accurate. By using a reasonable size of ensemble of
trial sources, we can assume we have accurate representation of the "eigen-sources".
This approximation of eigen-sources is especially effective in a diffusive system where
the eigenvalue spectrum decays quickly and a few leading eigenvectors can delineate
the behavior of the system accurately. A further perturbation analysis is conducted
once we have measurement noise following a standard Gaussian distribution. The
covariance matrix of the errors in the predicted source parameters can be evaluated.
Mathematically this covariance matrix G is related to scalar field statistics that can
be collected by running just a few forward simulations. Furthermore, we relate the
fundamental difficulty of the one-dimensional source localization with a length scale
encoded in the shifting-source correlation coefficient introduced earlier in this thesis.
Finally, this eigen-ensemble-variational algorithm can be easily adopted to localize
multiple sources simultaneously which yields great application values for pollution
monitoring. However, a main drawback of the perturbation analysis is the assump-
tion of perfect eigen-sources. Suggested future work includes the quantitative effect




Olfactory search in turbulent environments is a difficult problem and several factors
contribute together to this difficulty. The main reason is the combined effect of dif-
fusion and turbulent dispersion, which is especially true in the setup to reconstruct
a passive scalar source. We implemented the adjoint-variational approach to estimat-
ing the spatial distribution of the source from remote measurements. The problem
is formulated as a constrained optimization, where we attempt to identify the source
distribution whose nonlinear Navier-Stokes evolution leads to all the available mea-
surements. Discrepancies between the model observations and the measurements
define the cost function that we aim to minimize, and which features in the source
term to the adjoint equations that are marched back in time. The outcome of one
forward-adjoint loop is the gradient of the cost function, that we minimize using a
gradient descent method. Throughout, we adopted a discrete adjoint in order to en-
sure that the forward-adjoint duality relation and the gradient of the cost function are
computed to machine precision. Turbulent dispersion introduces strong non-linearity
and breaks information into chaotic patterns while diffusion further smears out the
ability to differentiate different values of the unknown state vector. In the channel
center, the high correlation of scalar fields from different locations of source hinders
the ability for our search algorithm to locate the true source. Near the viscous layer,
the enhanced effect of diffusion blurs the signal, and reconstruction become very dif-
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ficult. The quality of source localization is the best in the log layer, where the ratio
of turbulent dispersion term and molecular diffusion term is the largest.
The ill-posedness of the problem is demonstrated by a quickly decaying eigenvalue
spectrum of the Hessian matrix, by improving the spectrum, we successfully improved
the quality of reconstruction with the same level of cost function drop. In order to
minimize the condition number of the Hessian and search for the optimal sensor
placement, we developed an iterative algorithm that tracks the principal eigenvectors
of the Hessian. In the simplest scenario of a one-dimensional search with one sensor,
the optimals sensor is found to be at the edge of the plume from the nearest source
location. This is due to the fact that signals from different source locations are
more de-correlated at the edge of the plume. Optimal sensor placement for a three-
dimensional search shows that the algorithm is capable of separating initially clustered
sensors. The eigenvectors of the Hessian for the optimal sensor is found to be more
evenly distributed in space than the original placement. However, this indicates that
the optimal placement is search-domain-dependent. It is not necessarily optimal for
every possible source location in the search domain, but is the best option if the
source could be anywhere inside the search domain.
To quantify the fundamental difficulty of identifying the source location and in-
tensity, the source is parameterized by its location and intensity, source localization
can be regarded as a low-dimensional optimization problem. The projection of the
true source onto the the eigen-sources and the projection of the measurement onto
eigen-measurement are related by a proportionality given by the corresponding eigen-
value. The source parameters was selected by trying to match this proportionality. In
order to obtain an accurate prediction of the eigen-source and eigen-measurements,
a series of forward simulations were performed with an ensemble of trial sources.
In addition, a POD procedure is adopted to orthonormalize the resulting measure-
ments from the trial sources and a more accurate estimation of eigen-sources can be
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achieved. By using a small number of trial sources, the location and intensity of the
true source can be reconstructed. This method is also shown to retain high accuracy
with noisy measurements if reasonable estimation of eigen-sources can be obtained.
Uncertainty quantification is done by putting white noise into the measurements and
evaluate the errors in the reconstructed source parameters. The covariance matrix of
the predicted source parameters are derived explicitly, which is then related to statis-
tics of forward scalar fields. The fundamental difficulty of source localization in the
vicinity of the true source is related to a length-scale defined by the shifting-source
correlation coefficient. We further evaluated the covariance matrix by collecting the
required statistics for different sensor locations. The difficulty of source identification
was then calculated for different source and sensor arrangements. Furthermore, this
eigen-ensemble-variational algorithm we developed can be easily adopted to locate
multiple sources simultaneously and therefore yields great application values.
In summary, the current study provides efficient strategies to identify the spa-
tial information of a scalar source release. We developed algorithms to reconstruct
the spatial distribution of the source, optimize the sensor network as well as quickly
identify the source location and intensity. The resulting data here not only provide
physical interpretation of the feasibility as well as limitation in scalar-source identi-
fication in turbulent environments, but also established an important benchmark for
future research on olfactory search in fully-developed turbulent scenarios.
Following the study provided in this thesis, future directions of study could be
suggested as follows. Firstly, this work focus on the scenario where the scalar field
is passive. In reality, both the atmosphere and the ocean, where most of the scalar
source search is most valuable, are both subject to the effect of density or temperature
stratification. Therefore, source identification in a stratified, fully turbulent environ-
ment would be of great interest. Moreover, most of the work, especially in chapter 2
and chapter 3, assumes detailed knowledge of the flow field, which is too expensive to
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obtain in reality. Therefore, reconstructing the velocity fields from sensor signals of
the scalar would also be a direction to further enhance the feasibility of our algorithm
to real-world problems. In chapter 4 we developed an algorithm that only requires
some historical data of the flow field and forward simulations (or experiments) in am
expanding time horizon. The perturbation analysis presented in chapter 4 has the
assumption of perfect eigen-sources. For real-world applications, one should also pro-
ceed by studying the quantitative effect of imperfect eigen-sources onto the prediction





A.1 Discrete forward and adjoint equations
The variational algorithm that was developed in §2.2.2 relies on accurate solution
of the forward and adjoint scalar fields. The discrete forms of these equations are
derived in this appendix, and accuracy of the discrete forward-adjoint duality relation
is verified to machine precision.
A.1.1 Discrete forward operator
Consider the forward advection-diffusion equation,
∂c
∂t
+ u ⋅ ∇c = 1
Pe
∇2c + ϕ. (1)
with known velocity field u. Integration over a finite volume V with surrounding sur-
face S, and adopting Adams-Bashforth and Crank-Nicolson for temporal discretiza-























































Superscripts mark the index of the time step and δc = cn+1 − cn. In each control
volume, velocity components are staggered at cell faces and the scalar c is located at
the cell centre. If we denote the east, west, south, north, back, front surfaces by their
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For succinctness, the fields c and δc are written as column vectors c and δc, which
enables a matrix representation of each term marked by an underbrace in equation
(2). Matrix D contains the implicit diffusion term, while F and Dex are the advection
and explicit diffusion terms, respectively.
Numerical evaluation of the advection term Fncn adopted an upwind scheme,
where the scalar flux on one cell face (e.g. west) can be written as,
Fwc =max{Sxu, 0} × cw− +min{Sxu, 0} × cw+ = Sx(cw−u+ + cw+u−), (5)
where the short-hand notations u+ = max{Sxu, 0} and u− = min{Sxu, 0} are the
positive and negative parts of u velocity, respectively. A third-order upstream central
scheme (HOUC3) algorithm is incorporated to interpolated the scalar concentration
on the west and east faces using biased stencils,
cw−
(i,j,k) =












−c(i+2,j,k) + 5c(i+1,j,k) + 2c(i,j,k)
6 .
(6)
In cell (i, j, k), the scalar flux in x-direction, (Fxc)
(i,j,k) can be written as,
(Fxc)


















Fn = Fx +Fy +Fz (8)
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contains evaluation of scalar flux in all three directions.
Solving the forward equation involves inverting the matrix D, which contains the




(n ⋅ ∇δc)dS =V−1Dimδc =V−1Dim,xδc +V−1Dim,yδc +V−1Dim,zδc, (9)
where V is the diagonal mass matrix whose entries are the volumes at each cell
and Dim,x = −∬
Se+Sw
(n ⋅ ∇δc)dS is the diffusion term in x-direction, etc. One





V−1Dim) is via the Alternating Direction
Implicit (ADI) method. ADI approximates the original operator D by multiplication
of implicit diffusion operators in three different dimensions, namely



















Each of these three operators yields a tri-diagonal system. Moreover, D̃−1 =∆tD−1z D−1y D−1x
represents solving three diagonal systems in the order (x, y, z).
By combining all the above terms, the discrete form of the forward scalar equation
Lc = ϕ can be written as,
Lc = D̃ (cn+1 − cn) −V−1 (32F
ncn − 12F
n−1cn−1 +Dexcn) = ϕn. (11)
A.1.2 Discrete adjoint operator
The derivation of the discrete adjoint operator starts from the discrete form of the
Lagrangian identify,
⟨Lc, c∗⟩ = ⟨c, L∗c∗⟩ , (12)
where ⟨f , g⟩ = ∫
T
0 fT Vg dt is the definition of the dot product of column vectors
f and g. In the above expression, L and L∗ are the discrete forward and adjoint
operators, c and c∗ are column vectors of the forward and adjoint fields, and V is the
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Figure A.1. Schematic for forward and adjoint time steps
diagonal matrix with the volume of the computational cells (i, j, k) as its elements.
The relationship between L and L∗ can be obtained from,













Also note that the above expression provides the governing equation for c† ≡ Vc∗




(Lc, c†)dt = ∫
T
0
(c, LT c†)dt, (14)
where (f , g) = fT g is the vector inner product. The expression (14) is the basis for








(D̃(cn+1 − cn) −V−1 (32F
ncn − 12F
n−1cn−1 +Dexcn) , c†N+1−n) .
The summation over time index from 1 to N indicates the discrete integration in
time. Note that the adjoint field c† is supposed to evolve backwards in time and an
index N + 1−n is applied for the reverse time horizon. For simplicity, we denote this
reverse time index m = N + 1 − n and the reverse advection operator F†m = (Fn)T .
Figure A.1 shows the schematic for this change of index. The initial conditions
are cn=1 = c†m=1 = 0 for both the forward and adjoint simulations and, therefore,
F1c1 = F†1c†1 = 0.
Equation (15) can be rewritten in the form of ∫
T
0 (Lc, c†)dt = ∫
T
0 (c, LTc†)dt,
where the discrete form of LT is the target of the derivation. The first right-hand side









(cn, D̃T c†m+1) , (15)
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where LT is the discrete adjoint operator and F†m, D̃T and DTex are derived below.
A.1.2.1 Discrete adjoint for the advection operator
For demonstration of the derivation, it suffices to show the derivation of F†m = (Fn)T
in x-direction. The scalar flux in x-direction, Fxc was previously given by equation
(7). In order to obtain the numerical transpose of Fx, we evaluate (Fxc)T c̃†, where
c̃† is a temporary state vector.






























Moreover, the transpose to the upwind operator Fn is F†m = (Fx)T + (Fy)T + (Fz)T .
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A.1.2.2 Discrete adjoint operator for the diffusion term
For the implicit diffusion, detailed form of the matrix D̃ was previously given by
equation (10), which yields the transpose




















im,zV−1)(I + βDTim,yV−1)(I + βDTim,xV−1).
It can be demonstrated that the operator Dim,x is symmetric. The vector inner

































































Therefore DTim,x =Dim,x. Note that for a Cartesian mesh, the cell face whose normal is







can be defined in the other two directions. Thusly this procedure can
also be done for Dim,y, Dim,z and Dex to demonstrate that they are all symmetric
matrices.
As a result, equation (18) becomes
























Equation (20) indicates an inverse order of three tri-diagonal solvers in the discrete
adjoint, which is the only difference from the forward operator D̃. The final form of
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the discrete adjoint operator is then,
LT c† = 1∆tVDzDyDxV





In addition to the above derivation of the discrete adjoint operator, we also note
that the source term of c∗ and c† are related. From the governing equation of the
former,
V−1LT Vc∗ = ϵ(t)δ(x − xm). (22)
dot product with V yields,
LT c† = ϵ(t)e(xm). (23)
where e(xm) is a column vector with entries equal to unity for computational cells
with coordinates xm and zero elsewhere.
A.1.2.3 Validation of the discrete adjoint algorithm
Validation of the discrete adjoint implementation is performed by verifying the forward-
adjoint duality relation,
c(xm, tm) = c∗(xs, ts), (2.8)
where c and c∗ are the impulse responses to point sources δ(xs, ts) and δ(xm, tm) in
the forward and adjoint equations, respectively. The duality relation was verified for
different pairs of (xs, ts) and (xm, tm), and the result are reported in figure A.2. The
left panel shows the agreement of c(xm, tm) and c∗(xs, ts) at y+ = 15 and four values
of the source-sensor separations, D = xm − xs = {2, 4, 6, 8}. In the right panel, the
error is quantified using the normalized root-mean-square difference between the for-
ward and adjoint concentrations, (c(xm, tm) − c∗(xs, ts))rms /crms(xm, tm), from five
independent verifications of the duality relation. The error is reported at four heights
in the channel, y+ = {5, 15, 40, 180}, and various values of D. The results demonstrate
that the forward-adjoint duality relation is satisfied to within machine precision for
all the considered source-sensor pairs.
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Figure A.2. Left: Comparison of the forward field c(xm, t) from an impulse at (xs, ts)
and adjoint field c∗(xs, t) from an impulse at (xm, tm). The source-sensor pairs are located
at y+ = 15 and separated by streamwise distances D = {2, 4, 6, 8}. Right: Normalized
root-mean-square error between c(xm, tm) and c∗(xs, ts) for source-sensor pairs at different
wall-normal heights (light to dark y+ = {5, 15, 40, 180}) and separations D.
B.2 Shifting source and sensor correlations coeffi-
cients
B.2.1 Adjoint algorithm for shifting-source correlation
In §2.4.2, the correlation coefficent in the measurements from two streamwise adjacent
sources was defined as,





c(xm, t; xs)c (xm, t +∆tm; xs +∆xsex)dt
crms(xm, t; xs) crms (xm, t +∆tm; xs +∆xsex)
. (24)
Evaluation of (24) requires multiple forward simulations are required, one for each new
source position, which is computationally expensive. A new adjoint-based algorithm
is derived in order to evaluate RsMM(∆xs) from a single forward-adjoint loop, when
∆tm = 0 which was shown to be valid for the present configuration.
The numerator can be expressed as,
1
T ∫t




G∗(xs +∆x, τ ; xm, t)dτ) c(xm, t; xs)dt
(25)
where G∗ ≡ L∗−1δ(x−xm)δ(t− tm) is the adjoint Greens function. In terms of the dot
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product ⟨f, g⟩ ≡ ∫
T
0 ∫V fgdV dt, the above expression becomes,
1
T ∫t
















⟨L∗−1 (δ(x − xm)c(xm, t; xs)) , δ(x − xs −∆x)⟩ (27)
The correlation is therefore computed using the following procedure: (i) Perform
a forward simulation using the source term δ(x−xs) and evaluate the measurements
at xm to obtain c(xm, t; xs). (ii) Perform an adjoint simulation using the source term
δ(x − xm)c(xm, t; xs) and evaluate the right hand side of (27), namely the integral
of the adjoint field at xs +∆x. Normalization of the result using the forward scalar
variance yields the correlation coefficient.
B.2.2 Taylor’s Hypothesis for scalar field
The correlation coefficients of measurements from two adjacent sensors RmMM(∆xm, ∆tm)
(c.f. equation 2.25) can be related to that from two adjacent sources RsMM(∆xs, ∆tm)
(c.f. equation 2.26), where the spatial displacements are assumed to be in the stream-
wise direction, ∆x = ∆x ex. The connection between RmMM and RsMM relies on an
assumption that Taylor’s hypothesis is applicable to the velocity field,
u(x, t + ∆x
U
) = u (x −∆x, t) , (28)
where U is the streamwise advection velocity.
The scalar fields due to two sources shifted with respect to one another in the
streamwise direction by ∆x =∆x ex are governed by,
∂c1
∂t
+ u(x, t) ⋅ ∇c1 −
1
Pe
∇2c1 = δ(x − xs), (29)
∂c2
∂t
+ u(x, t) ⋅ ∇c2 −
1
Pe
∇2c2 = δ(x − xs −∆x). (30)
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2c2(x′+∆x, t) = δ(x′−xs). (31)
Let t′ = t − ∆x
U









2c′2 (x′, t′) = δ(x′ − xs), (32)
which is identical to the governing equation for a source at xs, and therefore x′ can
be replaced in by x. As a result,
c′2(x, t) ≡ c2 (x +∆x, t +
∆x
U
) = c1(x, t), (33)
or equivalently,




The result of equation (34) indicates that the scalar plume starting from a different
source location would still undergo the same flow structure in a frame shifted in space
and time, which is a direct conclusion from Taylor’s frozen eddy hypothesis.
The shifting-sensor correlation coefficient with the optimal time shift can be eval-





















Given that c2 represents scalar plume from a source located at xs +∆x, for arbitrary
















) = RsMM(∆x, 0). (37)
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Summary
My research exploits state-of-the-art mathematical and computational methods to address
important aerodynamic challenges. High-performance simulation techniques are developed and
adopted to predict and optimize complex aerodynamic flows, and to optimally place sensors
and optimize the interpretation of their measurements. My past research helped to answer this
question by exploiting the discrete adjoint operator in two different scenarios: passive scalar
source reconstruction and localization from noisy sensor measurement and initial flow state
reconstruction from wall friction measurements.
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Research Experience
Data assimilation and state estimation in turbulent flows Advisor: Tamer Zaki
Fundamental limitations in initial-state estimation in wall turbulence 2018 – 2020
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+ Interpreted the Hessian matrix of the cost function mathematically as the ensemble average of
cross-correlation of the adjoint fields.
+ Developed code to compute the leading eigenvalues and eigenvectors of the Hessian matrix.
+ Evaluated the sensitivity of wall measurements according to the leading eigenvectors of the
Hessian matrix.
Olfactory search algorithms in turbulent environments Advisor: Tamer Zaki
Research Assistant, Johns Hopkins University 2015 – 2019
• Investigated the behavior of forward and adjoint scalar field in turbulent environments.
• Developed codes with massively parallel adjoint optimization to identify source location and
profile generating a scalar field in turbulent channel flow.
• Devised innovative algorithm that tracks leading subspace of source-response system and minimizes
condition number to find optimal sensor placements.
• Performed uncertainty quantification of scalar source localization when measurements are subject
to noise.
Wake-induced cross-flow instability on a swept airfoil Advisor: Tamer Zaki
Research Assistant, Johns Hopkins University 2014 – 2017
• Designed simplified physical model using cylinder placed in front of airfoil to simulate leading-edge
slat of modern airplanes.
• Constructed body-fitted mesh for leading edge and applied Immersed Boundary Method (IBM)
for cylinder.
• Determined the physical mechanism of boundary layer transition by comparing with Linear
Stability Theory (LST).
Numerical Study of Transonic Flow around a Supercritical Airfoil Advisor: Zuoli Xiao
Degree Thesis, Beijing University APRIL. 2013 – JULY. 2014
• Enhanced parallel-FORTRAN code for compressible flow with Smagorinsky, S-A and SST tur-
bulence models to simulate high Reynolds and high Mach number flow around supercritical
airfoil.
• Obtain body-fitted orthogonal mesh by solving elliptic equation.
• Conducted numerical simulations using DNS, RNS and LES to study shock-wave oscillation on
the airfoil.
• Tested newly developed Constrained-LES in shock-wave oscillation scenario.
Numerical Simulation of Boat maneuvering Instructor: Yunhui Liu
Research internship, Automation Department, CUHK JUNE. 2013 – AUG. 2013
• Designed VOF model to simulate a boat on water surface.
• Obtained body-fitted 3D unstructured mesh using autoCAD and Gambit.
• Performed numerical simulations with Ansys Fluent to determined parameters in Fossen’s boat
dynamic model. Determined parameters agreed with experiments and were important references
for future studies.
Teaching Experience
Teaching Assistant, Johns Hopkins University Professor: Tamer Zaki
Hydrodynamic Stability, Graduate class, evaluation score 4.72/5.00 JAN. 2017 – MAY. 2017
• Delivered lectures on spectral methods to computationally prepare students for stability analysis.
• Composed homework questions and created sample solutions.
• Graded the homework with comments and suggestions for students.
• Designed midterm exams and composed solutions.
Teaching Assistant, Johns Hopkins University Professor: Tamer Zaki
Numerical Methods, Graduate class, evaluation score 4.63/5.00 SEPT. 2015 – JAN. 2016
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• Delivered complementary lectures based on problems in homework. Conducted weekly TA sections
for grad students.
• Composed homework questions and created sample solutions.
• Graded the homework with comments and suggestions for students.
• Designed midterm exams and composed solutions.
Publications
• Qi Wang, Yosuke Hasegawa, and Tamer A. Zaki. "Spatial reconstruction of steady scalar
sources from remote measurements in turbulent flow." Journal of Fluid Mechanics 870
(2019): 316-352.
- Derived and implemented the discrete adjoint for three dimensional advection-diffusion
equation for scalar transport.
- Performed spatial source localization using forward-adjoint loops and evaluated quality of
reconstruction for different source-sensor arrangements.
- Quantified the effect of turbulent dispersion and molecular diffusion on adjoint algorithms
to perform source reconstruction.
• Vincent Mons, Qi Wang, and Tamer A. Zaki. "Kriging-enhanced ensemble variational
data assimilation for scalar-source identification in turbulent environments." Journal of
Computational Physics 398 (2019): 108856.
- Developed code to construct source-response system from ensemble of trial sources.
- Determined the optimal sensor placement using condition number minimization framework.
• Mengze Wang, Qi Wang, and Tamer A. Zaki. "Discrete adjoint of fractional-step incom-
pressible Navier-Stokes solver in curvilinear coordinates and application to data assimilation."
Journal of Computational Physics 396 (2019): 427-450.
- Derived and implemented conjugate-gradient based orthogonal projector to project adjoint
fields onto solenoidal space while satisfying the Lagrangian identity to machine precision.
• Qi Wang, Vincent Mons, and Tamer A. Zaki. "Optimal sensor placement for spatial
reconstruction of scalar sources in a turbulent channel flow." in review.
- Derived the mathematical framework of condition number minimization and applied to
optimal sensor placement problem.
- Created algorithm to track the leading subspace of source-response system and iteratively
optimize the sensors.
- Demonstrated improvement of source identification using optimal sensors.
• Qi Wang, Mengze Wang, and Tamer A. Zaki. "Difficulty of state estimation from wall
measurements in channel flow." In review.
- Interpreted the Hessian matrix of the cost function mathematically as the ensemble
average of cross-correlation of the adjoint fields.
- Developed code to compute the leading eigenvalues and eigenvectors of the Hessian
matrix.
- Evaluated the sensitivity of wall measurements according to the leading eigenvectors of
the Hessian matrix.
• Qi Wang, and Tamer A. Zaki. "An eigen-ensemble-variational algorithm for characterization
of scalar sources in turbulent environment." In preparation.
- Derived a framework to use spatially distributed trial sources to estimate eigen-sources of
source-response system.
- Optimized the source parameters by projecting the measurement onto eigen-measurements.
- Quantified uncertainty in source prediction when measurements are noisy. Related
uncertainty to scalar field properties.
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Presentations
• Wang, Qi, and Tamer Zaki. "An eigen-ensemble-variational algorithm for identifying scalar
sources from remote measurements in turbulent environments." Bulletin of the American
Physical Society (2019).
• Wang, Qi, and Tamer Zaki. "Fundamental limitations in initial-state estimation using surface
measurements in wall turbulence." Bulletin of the American Physical Society (2018).
• Mons, Vincent, Qi Wang, and Tamer Zaki. "Ensemble-based data assimilation and optimal
sensor placement for scalar source reconstruction." APS Meeting Abstracts. 2017.
• Wang, Qi, et al. "Adjoint-optimization algorithm for spatial reconstruction of a scalar
source." APS Division of Fluid Dynamics Meeting Abstracts. 2016.
• Wang, Qi, Mengze Wang, and Tamer A. Zaki. "Difficulty of State Estimation from Wall
Measurements in Turbulent Channel Flow" November 2018, Graduate Seminar in the
Department of Mechanical Engineering, Johns Hopkins University.
• Wang, Qi, and Tamer A. Zaki. "Direct Numerical Simulations of Wake-Induce Transition in
Three-Dimensional Boundary Layer" December 2016, Graduate Seminar in the Department
of Mechanical Engineering, Johns Hopkins University.
• Wang, Qi, Vincent Mons, and Tamer A. Zaki. "Data-Assimilation for Scalar-Source
Reconstruction" April 2017, Graduate Seminar in the Department of Mechanical Engineering,
Johns Hopkins University.
• Wang, Qi, Vincent Mons, and Tamer A. Zaki. "An Adjoint-Based Algorithm for Detection
of Scalar Release" October 2015, Graduate Seminar in the Department of Mechanical
Engineering, Johns Hopkins University.
International collaborations
Hasegawa Yosuke, Department of Mechanical and Biofunctional Systems, Tokyo University.
Professional Affiliations
member, American Physics Society
Grant Applications
• Enhanced-Fidelity Simulations and Interpretation of Measurements in Turbulent Flows.
• Data assimilation and state estimation in transitional and turbulent flows: Optimal sensing
parameters & bounds on prediction accuracy
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