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The spectral properties of Hermitian matrix polynomials with real
eigenvalues have been extensively studied, through classes such as
the deﬁnite or deﬁnitizable pencils, deﬁnite, hyperbolic, or quasi-
hyperbolic matrix polynomials, and overdamped or gyroscopically
stabilized quadratics. We give a uniﬁed treatment of these and re-
lated classes that uses the eigenvalue type (or sign characteristic) as
a common thread. Equivalent conditions are given for each class in
a consistent format.We show that these classes formahierarchy, all
ofwhichare contained in thenewclass of quasideﬁnitematrixpoly-
nomials. Aswell as collecting andunifying existing results,wemake
several new contributions. We propose a new characterization of
hyperbolicity in terms of the distribution of the eigenvalue types on
the real line. By analyzing their effect on eigenvalue type, we show
that homogeneous rotations allow results for matrix polynomials
with nonsingular or deﬁnite leading coefﬁcient to be translated into
results with no such requirement on the leading coefﬁcient, which
is important for treating deﬁnite and quasideﬁnite polynomials.
We also give a sufﬁcient and necessary condition for a quasihyper-
bolic matrix polynomial to be strictly isospectral to a real diagonal
quasihyperbolic matrix polynomial of the same degree, and show
that this condition is always satisﬁed in the quadratic case and for
anyhyperbolicmatrixpolynomial, thereby identifyingan important
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1. Introduction
Eigenvalue problems Ax = λx with Hermitian A have many desirable properties which lead to a
variety of special algorithms. Herewe considerwhat can be regarded as the closest analogs of this class
of problems for the generalized eigenvalue problem L(λ)x = 0, with L(λ) = λA − B, A = A∗, B = B∗,
and for the polynomial eigenvalue problem P(λ)x = 0, with
P(λ) =
m∑
j=0
λjAj, Aj = A∗j , j = 0:m, (1.1)
namely, the classes of deﬁnite, deﬁnitizable, hyperbolic, quasihyperbolic, overdamped and gyroscop-
ically stabilized eigenproblems [7,16,19,24,28,33]. A property common to all these problems is that
the eigenvalues are all real and of deﬁnite type, that is, x∗P′(λ0)x /= 0 for all nonzero x ∈ ker P(λ0)
and for all eigenvalues λ0. Here P
′(λ) denotes the ﬁrst derivative of P with respect to λ. We assume
throughout that the matrix polynomial P is regular, that is, det P(λ) /≡ 0.
The interest in matrix polynomials with real eigenvalues of deﬁnite type comes from systems of
differential equations with constant coefﬁcients of the form
m∑
j=0
ijAj
dju
dtj
= 0, t ∈ R, (1.2)
where i = √−1, Aj = A∗j ∈ Cn×n, j = 0:m, and Am nonsingular. It is known [9, Theorem 13.1.1] that
the general solution of (1.2) is given by
u(t) = [0 · · · 0 In] e−itCu0, (1.3)
where
C =
⎡⎢⎢⎢⎢⎣
−A−1m
In
. . .
In
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣
Am−1 Am−2 . . . A0
In 0 . . . 0
. . .
. . .
...
0 In 0
⎤⎥⎥⎥⎦ (1.4)
is the companion form of A−1m P(λ) and u0 ∈ Cnm is arbitrary. The solutions (1.3) are bounded on the
half line [0,∞) if and only if C, or equivalently P(λ), has all its eigenvalues real and semisimple,1 and
these solutions remain bounded under small perturbations of the matrix coefﬁcients Aj of P(λ) if and
only if the eigenvalues of P are real and of deﬁnite type [9, Theorem 13.2.1].
The results presented in this paper are useful in the solution of the inverse problem of constructing
quasideﬁnite Hermitian matrix polynomials and their subclasses from given spectral data, as will be
shown in part II of this paper [1].
In this work we investigate the many subclasses of Hermitian matrix polynomials having real
eigenvalues, giving a uniﬁed treatment that provides a consistent set of properties of each class and
shows the relations between the classes. A key unifying tool is the eigenvalue type (or sign charac-
teristic). We show that deﬁnite pencils and hyperbolic and deﬁnite matrix polynomials can all be
characterized in terms of the eigenvalue types—something that does not seemwell known for deﬁnite
pencils.
We also extend the notion of quasihyperbolic matrix polynomials, which includes deﬁnitizable
pencils as a special case, in a way that relaxes the requirement of nonsingularity of the leading
coefﬁcient matrix, yielding what we call quasideﬁnite matrix polynomials. A key idea here is the
use of homogeneous rotations and consideration of its effect on eigenvalue types. The quasideﬁnite
matrix polynomials include all the other classes considered here as special cases. Fig. 1 depicts all
these classes and the connections between them and thereby provides a diagrammatic summary of
most of the results of this paper.
1 An eigenvalue of a matrix polynomial P(λ) = ∑mk=0 λkAk is semisimple if it appears only in 1 × 1 Jordan blocks in a Jordan
form for P [10].
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Fig. 1. Quasideﬁnite n × n matrix polynomials P(λ) = ∑mi=0 λiAi and their subclasses. A subclass A pointing to a subclass B
with a solid line (dotted line) and property “C" means that the subclassAwith the property “C" is exactly (is contained in) the
subclass B.
Matrix polynomials cannot in general be simultaneously diagonalized by a strict equivalence trans-
formation. However, Lancaster and Zaballa [25] have recently characterized a class of quadratic matrix
polynomials that can be diagonalized by applying a strict equivalence transformation or congru-
ences to a linearization of the quadratic while preserving the structure of the linearization. Along
the same line, we identify amongst all quasideﬁnite matrix polynomials of arbitrary degree those
that can be diagonalized by a congruence transformation applied to a Hermitian linearization L of
the matrix polynomial P while maintaining the block structure of the linearization L. In particu-
lar, we show that all hyperbolic matrix polynomials can be transformed to diagonal form in this
way.
The paper is organized as follows. We recall in Section 2 the notions of sign characteristic and
eigenvalue type. We also study the effects of homogeneous rotation and linearization on the eigen-
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value types. Deﬁnite matrix polynomials and their subclasses are investigated in Section 3, while
Section4dealswithquasideﬁnitematrixpolynomials and their subclasses. Finally quasideﬁnitematrix
polynomials that can be transformed to diagonal form are identiﬁed in Section 5.
2. Preliminaries
An n × n Hermitian matrix polynomial P of degree m as in (1.1) has mn eigenvalues, which are all
ﬁnite when Am is nonsingular. Inﬁnite eigenvalues occur when Am is singular and zero eigenvalues are
present when A0 is singular. Because P is Hermitian, Λ(P) is symmetric with respect to the real axis,
where Λ(P) denotes the spectrum of P.
We write A > 0 to denote that the Hermitian matrix A is positive deﬁnite. A Hermitian matrix A is
deﬁnite if either A > 0 or−A > 0. Two deﬁnitematrices have opposite parity if one is positive deﬁnite
and the other is negative deﬁnite. A sequence A0, A1, A2, . . .of deﬁnite matrices has alternating parity
if Aj and Aj+1 have opposite parity for all j.
We concentrate here on Hermitian matrix polynomials whose eigenvalues are all real and of def-
inite type. For this reason we begin this section with a brief review of the eigenvalue types and sign
characteristic (detailed discussions can be found in [9,10]).
2.1. Eigenvalue types and sign characteristic
We begin by deﬁning the concept of eigenvalue type.
Deﬁnition 2.1 (positive type/negative type). Let P(λ) be a Hermitian matrix polynomial. A ﬁnite real
eigenvalue λ0 of P is of positive type (negative type) if x
∗P′(λ0)x > 0 (x∗P′(λ0)x < 0) for all nonzero
x ∈ ker P(λ0), respectively.
Thus for aneigenvalueλ0 ofpositive type (negative type), thegraphof the scalarpolynomial x
∗P(λ)x
for any nonzero x ∈ ker P(λ0) crosses the x-axis at λ0 with a positive slope (negative slope). Note that
simple eigenvalues are either of positive type or of negative type since for any nonzero x ∈ ker P(λ0),
x∗P′(λ0)x /= 0 [2, Theorem3.2]. Thisdoesnotnecessarilyhold for semisimpleeigenvalues: for example
the pencil
L(λ) = λ
[
1 0
0 −1
]
+
[−a 0
0 a
]
has a semisimple eigenvalue λ0 = a with corresponding eigenvectors e1 =
[
1
0
]
and e2 =
[
0
1
]
and it
is easily seen that e∗1L′(a)e1 = 1 and e∗2L′(a)e2 = −1. The eigenvalue λ0 = a is of mixed type. Note
that x∗L′(λ0)x = 0 for x = e1 + e2.
Deﬁnition 2.2 (deﬁnite type/mixed type). A ﬁnite real eigenvalue of a Hermitian matrix polynomial is
of deﬁnite type if it is either of positive type or of negative type. It is of mixed type otherwise.
If λ is a real eigenvalue of P of mixed type then there exist x, y ∈ ker P(λ) such that x∗P′(λ)x > 0
and y∗P′(λ)y < 0. But x + αy ∈ ker P(λ), α ∈ C and clearly (x + αy)∗P′(λ)(x + αy) = 0 for some
nonzero α (see the previous example).
Lemma 2.3. A ﬁnite real eigenvalue λ0 of a Hermitian matrix polynomial is of deﬁnite type if and only if
x∗P′(λ0)x /= 0 for all nonzero x ∈ ker P(λ0).
As shown in [3, Lemma 2.1], eigenvalues of deﬁnite type are necessarily semisimple. Indeed, if λ0
is not semisimple then there is an eigenvector x and a generalized eigenvector y such that P(λ0)y +
P′(λ0)x = 0. Multiplying on the left by x∗ yields
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x∗
(
P(λ0)y + P′(λ0)x
)
= x∗P′(λ0)x = 0.
Hence λ0 is of mixed type.
We will need a notion of eigenvalue type at inﬁnity. To this end use the reversal of P denoted by
rev P, which is obtained by reversing the order of the coefﬁcient matrices of P:
rev P(λ) = λmP(1/λ) = λmA0 + λm−1A1 + · · · + λAm−1 + Am. (2.1)
Note that λ0 is an eigenvalue of P(λ) if and only if 1/λ0 is an eigenvalue of rev P(λ) with 0 and ∞
regarded as reciprocals. Easymanipulations show that when λ0 /= 0 the equation (m/λ0)x∗P(λ0)x =
0 can be rewritten as
x∗P′(λ0)x = −λm−20 x∗(rev P)′(1/λ0)x. (2.2)
This suggests the following deﬁnition.
Deﬁnition 2.4 (type at ∞). The type of λ0 = ∞ as an eigenvalue of a Hermitian matrix polynomial
P is given by the type of 1/λ0 = 0 as an eigenvalue of −rev P. In other words, λ0 = ∞ is of positive
type if x∗Am−1x < 0 for every nonzero x ∈ ker rev P(0) and of negative type if x∗Am−1x > 0 for every
nonzero x ∈ ker rev P(0). The eigenvalue λ0 = ∞ is of deﬁnite type whenever it is of positive type or
negative type.
The notion of eigenvalue type is connected with the more general notion of sign characteristic of a
Hermitian matrix polynomial with nonsingular leading term [9,10]. When all the eigenvalues λj of P
are real, ﬁnite and of deﬁnite type, the sign characteristic, for a given ordering λ1, . . . , λmn, is a set of
signs {εj}mnj=1 with εj = sign(x∗j P′(λj)xj), where xj is an eigenvector corresponding to λj .
We will show in Sections 3 and 4 that the sign characteristic of deﬁnite pencils, overdamped
and gyroscopically stabilized quadratics, and hyperbolic and deﬁnite polynomials has a particular
distribution over the extended real line. Indeed the eigenvalues of thesematrix polynomials belong to
disjoint intervals, each interval containing eigenvalues of a single type. We say that an interval I ofR
is of positive (negative) type for a matrix polynomial P if every λ ∈ Λ(P) ∩ I is of positive (negative)
type. The interval I is of deﬁnite type if everyλ ∈ Λ(P) ∩ I is of deﬁnite type.We also use thewording
“ε type" to denote positive type for ε > 0 and negative type for ε < 0.
2.2. Homogeneous rotations
We will use the homogenous forms of the matrix polynomial P(λ) in (1.1) and the pencil L(λ) =
λA − B, which are given by
P(α,β) =
m∑
j=0
αjβm−jAj, L(α,β) = αA − βB.
This form is particularly usefulwhen Am or A is singular or indeﬁnite. An eigenvalueλ is identiﬁedwith
any pair (α,β) /= (0, 0) for which λ = α/β . Note that P(0,β) = βmA0 so that λ = 0 represented by
(0,β) is an eigenvalue of P if and only if A0 is singular. Similarly, λ = ∞ represented by (α, 0) is an
eigenvalue of P if and only if Am is singular. Without loss of generality we can take α
2 + β2 = 1. We
then have a direct correspondence between eigenvalues on the extended real line R ∪ {∞} and the
unit circle (see Fig. 2). Note the two copies of R ∪ {∞}, represented by the upper semicircle and the
lower semicircle.
The matrix polynomial P˜(α˜, β˜) is obtained from P(α,β) by homogenous rotation if
G
[
α
β
]
=
[
c s
−s c
] [
α
β
]
=:
[
α˜
β˜
]
, c, s ∈ R, c2 + s2 = 1 (2.3)
and
P(α,β) =
m∑
j=0
(cα˜ − sβ˜)j(sα˜ + cβ˜)m−jAj =:
m∑
j=0
α˜jβ˜m−jA˜j =: P˜(α˜, β˜). (2.4)
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Fig. 2. Correspondence between λ and (α,β).
Homogeneous rotations can be seen as an analog of translations ofλ in the nonhomogeneous case: one
common feature is that theybothpreserve the eigenvectors. Indeed P and P˜ have the sameeigenvectors
but the corresponding eigenvalues are rotated. On using P(α,β) = P˜(α˜, β˜), the binomial expansion
theorem leads to an expression for each A˜j . In particular we ﬁnd that
A˜m = P(c, s),
A˜m−1 =
m∑
j=0
(
−jcj−1sm+1−j + (m − j)cj+1sm−j−1
)
Aj, (2.5)
A˜0 = P(−s, c).
Wewill use homogeneous rotations to transform a polynomial P with singular or indeﬁnite leading
coefﬁcient Am to a polynomial P˜ with nonsingular or positive deﬁnite leading coefﬁcient A˜m = P(c, s),
which we can do provided that a pair (c, s) on the unit circle is known such that det(P(c, s)) /= 0 or
P(c, s) > 0, respectively (see Example 2.5).
Example 2.5. The pencil
L(λ) = λdiag(1, 1,−1) − diag(2, 3,−5) =: λA − B
has indeﬁnite leading coefﬁcient matrix A. Note that for μ = 4, L(μ) = diag(2, 1, 1) > 0. We ho-
mogeneously rotate L into L˜ so that μ corresponds to ∞. This is achieved by taking c = μ/
√
μ2 + 1
and s = 1/
√
μ2 + 1 in (2.3). ThenG rotates L(λ) into L˜(λ˜) =: λ˜A˜ − B˜,where A˜ = L(μ)/
√
μ2 + 1 > 0.
Note that L has eigenvalues 2 and3of positive type andeigenvalue5of negative type. These eigenvalues
are rotated to 4.5, 13 and −21, respectively, all of positive type since A˜ is positive deﬁnite.
Example 2.5 shows that homogeneous rotation does not preserve the eigenvalue types, but as the
next lemma shows it always preserves deﬁnite type. To avoid ambiguity, P′λ denotes the ﬁrst derivative
of P with respect to the variable λ.
Lemma 2.6. Let P˜ of degree m be obtained from P by homogeneous rotation (2.3). Let the real numbers
λ0 = α0β0 and λ˜0 = α˜0β˜0 with
[
α˜0
β˜0
]
= G
[
α0
β0
]
be eigenvalues of P and P˜, respectively, with corresponding
eigenvector x.
(i) If λ0 and λ˜0 are both real and ﬁnite then c − λ0s /= 0 and
x∗P′λ(λ0)x = (c − λ0s)m−2x∗P˜ ′˜λ(λ˜0)x.
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(ii) If λ0 is real and ﬁnite and λ˜0 = ∞ then s /= 0 and
x∗P′λ(λ0)x = s2−m x∗
(
−(rev P˜)′˜
λ
(0)
)
x.
(iii) If λ0 = ∞ and λ˜0 is real and ﬁnite then s /= 0 and
x∗
(
−(rev P)′λ(0)
)
x = (−s)m−2 x∗P˜ ′˜
λ
(λ˜0)x.
Proof. (i) Let λ = α/β and λ˜ = α˜/β˜ , where
[
α˜
β˜
]
= G
[
α
β
]
. When λ and λ˜ are ﬁnite, β /= 0 and β˜ =
βc − αs /= 0 hence c − λs /= 0. It follows from (2.4) that βmP(λ) = β˜mP˜(λ˜) = (βc − αs)mP˜(λ˜) so
that
P(λ) = (c − λs)mP˜(g(λ)), g(λ) = λc + s
c − λs = λ˜. (2.6)
Differentiating with respect to λ yields
P′λ(λ) = −ms(c − λs)m−1P˜(g(λ)) + (c − λs)m−2P˜ ′˜λ(g(λ)). (2.7)
Multiplying (2.7) on the left by x∗ and on the right by x, evaluating at λ0 and using λ˜0 = g(λ0) and
P˜(λ˜0)x = 0 yield the desired result.
(ii) When λ0 is ﬁnite, β0 /= 0 and λ˜0 inﬁnite implies that β˜0 = β0c − α0s = 0, that is, c = sλ0
with s /= 0 since c2 + s2 = 1. Using (2.5) we obtain
s−mA˜m−1 =
m∑
j=0
(
−jλj−10 + (m − j)λj+10
)
Aj. (2.8)
Multiplying (2.8) on the left by x∗ and on the right by x we ﬁnd that
• if λ0 /= 0 then
s−mx∗A˜m−1x = −x∗P′λ(λ0)x + λm0 x∗
(
Am−1 + · · · + m − 1
λm−20
A1 + m
λm−10
A0
)
x,
= −x∗P′λ(λ0)x + λm0 x∗(rev P)′λ(1/λ0)x,
= −x∗P′λ(λ0)x − λ20x∗P′λ(λ0)x,
wherewe used (2.2) for the last equality. The relation in (ii) follows on noting that 1 + λ20 = s−2
and x∗
(
(rev P˜)′˜
λ
(0)
)
x = x∗A˜m−1x.
• if λ0 = 0 then c = 0, s = ±1 and
s−mx∗A˜m−1x = −x∗A1x
which is the relation in (ii) since s = ±1.
(iii) Suppose that G rotates λ0 = ∞ to a ﬁnite eigenvalue λ˜0 then G−1 rotates λ˜0 to λ0 = ∞ and
we can apply (ii) to obtain the desired result. 
2.3. Hermitian linearizations
A standard way of treating the polynomial eigenvalue problem P(λ)x = 0, both theoretically and
numerically, is to convert P(λ) into an equivalent linear matrix pencil L(λ) = λA − B ∈ Cmn×mn by
the process known as linearization. To be more speciﬁc, L is a linearization of P if it satisﬁes
E(λ)L(λ)F(λ) =
[
P(λ) 0
0 I(m−1)n
]
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for some matrix polynomials E(λ) and F(λ) with constant nonzero determinants. It is clear that the
eigenvalues of L and P coincide. As an example the pencil λI − C with C as in (1.4) is a linearization of
A−1m P(λ). Note that this linearization is not Hermitian when P is Hermitian.
In recent work [27] a vector space of pencils has been studied, namely,
L1(P) = { L(λ) : L(λ)(Λ ⊗ In) = v ⊗ P(λ), v ∈ Cm } ,
where Λ = [λm−1, λm−2, . . . , 1]T ∈ Cm, that generalizes the ﬁrst companion form C in (1.4) (indeed
λI − C ∈ L1(A−1m P)with v = e1) and provides a rich source of interesting linearizations. In particular
it is shown in [14] that for Hermitian P,
H(P) := { L(λ) = λA − B ∈ L1(P) : A∗ = A, B∗ = B } , (2.9)
=
⎧⎨⎩
m∑
j=1
vjLj(λ), v ∈ Rm
⎫⎬⎭ ,
where Lj(λ) = λBj − Bj−1 and the matrices Bj are a direct sum of block Hankel matrices (see [14,
(3.6)–(3.8)]). The pencil λBj − Bj−1 ∈ H(P)with vector v = ej , where ej denotes the jth column of the
identity matrix, is referred to as the jth basis pencil. When Am is nonsingular,
λBm − Bm−1 := λ
⎡⎢⎢⎢⎢⎢⎣
Am
..
.
Am−1
..
.
..
. ...
..
.
..
.
A2
Am Am−1 . . . A2 A1
⎤⎥⎥⎥⎥⎥⎦−
⎡⎢⎢⎢⎢⎢⎢⎣
Am
..
.
Am−1
..
.
..
. ...
Am Am−1 . . . A2 −A0
⎤⎥⎥⎥⎥⎥⎥⎦
(2.10)
is always a linearization of P by the following theorem. Note that DL(P), which can be deﬁned as in
(2.9) with conjugate transpose replaced by block transpose, is a vector space of pencils that contains
H(P) [14].
Theorem 2.7 (eigenvalue exclusion theorem [27, Theorem 6.7]). Suppose that P(λ) is a regular matrix
polynomial of degree m and L(λ) ∈ DL(P) with vector v ∈ Cm. Then L(λ) is a linearization for P(λ) if
and only if no root of
p(x; v) = v1xm−1 + v2xm−2 + · · · + vm−1x + vm (2.11)
is an eigenvalue of P(λ), where, by convention, p(x; v) has a root at ∞ whenever v1 = 0.
The scalar polynomial in (2.11) is called the v-polynomial.
Any linearization L(λ) ∈ H(P) with vector v has the property that x is a right eigenvector of P
associated to the eigenvalue λ if and only if Λ ⊗ x (if λis ﬁnite) or e1 ⊗ x (if λ = ∞) is a right
eigenvector for L with eigenvalue λ.
The following result relates the type of a real eigenvalue λ of P to its type as an eigenvalue of a
linearization L ∈ H(P) and shows that linearizations in H(P) preserve deﬁnite type.
Lemma 2.8. Let (λ0, x) be an eigenpair of P with λ0 ﬁnite and let L(λ) ∈ H(P) with vector v be a
linearization of P. Then,
z∗L′(λ0)z = p(λ0; v) · x∗P′(λ0)x, (2.12)
where z = Λ0 ⊗ x. Hence a real eigenvalue λ0 of L is of deﬁnite type if and only if λ0 as an eigenvalue of
P is of deﬁnite type. Moreover, if P(λ) = ∑mj=0 λjAj with Am nonsingular then λBm − Bm−1 in (2.10) is a
linearization of P that preserves the type of the ﬁnite real eigenvalues.
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Proof. How to obtain (2.12) can be found in [15, Section 3]. Now if L ∈ H(P) is a linearization of P then
by Theorem 2.7, p(λ0; v) /= 0. Hence z∗L′(λ0)z /= 0 if and only if x∗P′(λ0)x /= 0. The pencil in (2.10)
is inH(P) with vector v = em so p(λ0; em) = 1. It is a linearization of P when Am is nonsingular. 
3. Deﬁnite matrix polynomials
The class of deﬁnite matrix polynomials (deﬁned in Section 3.3) has recently been introduced
and investigated by Higham et al. [16]. It includes deﬁnite pencils, hyperbolic matrix polynomials,
and overdamped quadratics. We review these subclasses in the following way: for each subclass we
provide a list of equivalent properties, named consistently according to
(P1) concerning the distribution of the eigenvalue type on the real line,
(P2) in terms of certain deﬁniteness properties,
(P3) concerning the roots of the scalar equations x∗P(λ)x = 0 (or x∗L(λ)x = 0 for pencils).
Each subclass has extra equivalent properties listed, either because the property is commonly used
to deﬁne the subclass or because the property is relevant to the rest of the paper. We do not claim to
provide a full list of characterizations.
3.1. Deﬁnite pencils
We start with deﬁnite pencils, whose occurrence is frequent in applications in science and engi-
neering (see [5, Chapter 9,7] for examples).
Deﬁnition 3.1 (deﬁnite pencils). An n × n Hermitian pencil is deﬁnite if it satisﬁes any one (and hence
all) of the equivalent properties of Theorem 3.2.
Theorem 3.2. For an n × n Hermitian pencil L(λ) = λA − B the following are equivalent:
(P1) Λ(L) ⊂ R ∪ {∞} with all eigenvalues of deﬁnite type and where the eigenvalues of positive type
are separated from the eigenvalues of negative type (see Fig. 3).
(P2) L(μ) is a deﬁnite matrix for some μ ∈ R ∪ {∞}, or equivalently L(α,β) > 0 for some (α,β) on
the unit circle.
(P3) For every nonzero x ∈ Cn, the scalar equation x∗L(λ)x = 0 has exactly one zero in R ∪ {∞}.
(P4) (x∗Ax, x∗Bx) /= 0 for all nonzero x ∈ Cn.
(D) There exists a nonsingular X ∈ Cn×n such that
X∗L(λ)X =
[
L+(λ) 0
0 L−(λ)
]
,
where L+(λ) = λD+ − J+ and L−(λ) = λD− − J− are real diagonal pencils, such that [λmin(L+),
λmax(L+)] ∩ [λmin(L−), λmax(L−)] = ∅, D+ has nonnegative entries, D− has nonpositive entries
and if (D+)ii = 0 then (J+)ii > 0 or if (D−)ii = 0 then (J−)ii < 0.
Proof. The proof of (P2)⇔ (P4) can be found in [31, Theorem 6.1.18] and the equivalence (P3)⇔ (P4)
is immediate. We show that (P2) ⇒ (P1) ⇒ (D) ⇒ (P2).
Fig. 3. Distribution of the eigenvalue types for three types of deﬁnite pencils L(λ) = λA − B. On the shaded intervals L is
indeﬁnite.
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Fig. 4. Pictorial representation of (3.2).
(P2) ⇒ (P1): Suppose L(c, s) > 0 for some c, s ∈ R, c2 + s2 = 1. If s = 0 then A is deﬁnite so that
all the eigenvalues belong to one interval of either positive type if A > 0 or negative type if A < 0
since for all eigenpairs (λ, x), x∗L′(λ)x = x∗Ax is either positive or negative. Assume without loss of
generality that s > 0 and homogeneously rotate L into L˜(λ˜) = λ˜A˜ − B˜ as in Example 2.5 so that A˜ > 0.
Hence all the eigenvalues of L˜ are real and of positive type. Let λj be an eigenvalue of L rotated to λ˜j .
By Lemma 2.6, their types are related by
x∗L˜′˜
λ
(λ˜j)x =
{
(c − λjs)x∗L′λ(λj)x if λj is ﬁnite,−sx∗ (−(rev L)′λ(0)) x if λj = ∞. (3.1)
Note that
c − λjs = det
[
c λj
s 1
]
(3.2)
and the sign of these determinants is positive for any λj = (λj , 1) that lies counterclockwise from
(c, s), and negative for any that lies clockwise from (c, s); see Fig. 4. Hence it follows from (3.1) that
eigenvalues of L lying clockwise from (c, s) (including +∞) are of negative type and eigenvalues of
L lying counterclockwise from (c, s) are of positive type. Also, there is a gap between the two types
because c/s is not an eigenvalue of L.
(P1) ⇒ (D): Recall that a Hermitian pencil is diagonalizable by congruence if and only if its eigen-
values belong toR ∪ {∞} and are semisimple [23]. Since eigenvalues of deﬁnite type are semisimple,
there exists X nonsingular such that X∗L(λ)X = λD − J, with D and J both real and diagonal. Their
diagonal entries can be reordered so that D = D+ ⊕ D− and J = J+ ⊕ J−, where the eigenvalues
of λD+ − J+ = L+(λ) are of positive type and that of λD− − J− = L−(λ) are of negative type. If A
is singular then one of D+ or D− (but not both otherwise λ = ∞ would be of mixed type) must
be singular. Hence D+ and −D− have nonnegative entries. Each zero entry on D corresponds to an
inﬁnite eigenvalue. By Deﬁnition 2.4 when (D+)ii = 0 we must have (J+)ii > 0 for λ = ∞ to be of
positive type and when (D−)ii = 0 then (J−)ii < 0. Finally because the eigenvalues of positive type
are separated from the eigenvalues of negative type, the intersection between [λmin(L+), λmax(L+)]
and [λmin(L−), λmax(L−)] must be empty.
(D) ⇒ (P2): It follows from (D) that
L+(μ) < 0 for μ < λmin(L+), L+(μ) > 0 for μ > λmax(L+) if D+ is nonsingular,
L−(μ) > 0 for μ < λmin(L−), L−(μ) < 0 for μ > λmax(L−) if D− is nonsingular.
Hence
(i) if L− is void then L(μ) < 0 for μ < λmin(L+),
(ii) if L+ is void then L(μ) > 0 for μ < λmin(L−),
(iii) if λmax(L+) < λmin(L−) then L(μ) > 0 for λmax(L+) < μ < λmin(L−),
(iv) if λmax(L−) < λmin(L+) then L(μ) < 0 for λmax(L−) < μ < λmin(L+). 
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Characterizations (P2) and (P4) in Theorem3.2 are commonly used as deﬁnitions of deﬁnite pencils.
In (P2), μ = ∞ is allowed and L(∞) deﬁnite means that A is deﬁnite. Note that (P4) is equivalent to
saying that 0 is not in the ﬁeld of values of A + iB or that the Crawford number
γ (A, B) = min
z∈Cn
z∗z=1
√
(z∗Az)2 + (z∗Bz)2
is strictly positive. Finally we remark that in property (D) all the eigenvalues of L+ are of positive type
and those of L− are of negative type.
Pencils L(λ) = λA − B with A > 0 have computational advantages: the eigenvalues can be com-
puted by methods that exploit the deﬁniteness of A [6]. When A and B are both indeﬁnite, charac-
terization (P1) offers an easy way to check deﬁniteness, but it is computationally unattractive since
it requires all the eigenpairs. As an alternative, the recently improved arc algorithm of Crawford and
Moon [4,12] efﬁciently detects whether λA − B is deﬁnite and determines μ such that L(μ) > 0 at
the cost of just a few Cholesky factorizations. The pencil can then be rotated to a pencil with positive
deﬁnite leading term as in Example 2.5.
3.2. Hyperbolic matrix polynomials
Hyperbolic matrix polynomials generalize deﬁnite pencils λA − B with A > 0.
Deﬁnition3.3 (hyperbolicmatrix polynomial).AHermitianmatrix polynomial is hyperbolic if it satisﬁes
any one (and hence all) of the equivalent properties of Theorem 3.4.
Theorem 3.4. For an n × nHermitianmatrix polynomial P(λ) = ∑mj=0 λjAj the following are equivalent:
(P1) All eigenvalues are real and ﬁnite, of deﬁnite type, and such that
λmn  · · · λ(m−1)n+1︸ ︷︷ ︸
(−1)m−1 type
< · · · < λ2n  · · · λn+1︸ ︷︷ ︸
negative type
< λn  · · · λ1︸ ︷︷ ︸
positive type
,
where “(−1)m−1 type" denotes positive type for odd m and negative type for even m.
(P2) There exist μj ∈ R ∪ {∞} such that
(−1)jP(μj) > 0, j = 0:m − 1, ∞ = μ0 > μ1 > μ2 > · · · > μm−1.
(P3) Am > 0 and for every nonzero x ∈ Cn, the scalar equation x∗P(λ)x = 0 hasmdistinct real and ﬁnite
zeros.
(L) P has a deﬁnite linearization L(λ) ∈ H(P)with vector v ∈ Rm, where v1 /= 0, such that L(∞) > 0
if v1 > 0 and L(∞) < 0 if v1 < 0.
Proof. That (P2) ⇔ (P3) and (P2) ⇒ (P1) is due to Markus [28, Section 31]. We show that (P1) ⇒ (L)
and (L) ⇒ (P3).
(P1)⇒ (L): Ifm = 1 and L ∈ H(P) then L(λ) = vP(λ) and L is a linearization if v /= 0. By property
(P1) of Theorem 3.2, P(λ) is a deﬁnite pencil. Since all the eigenvalues are of positive type, property
(D) of Theorem 3.2 implies that the leading coefﬁcient of P is positive deﬁnite, i.e., P(∞) > 0. Hence
property (L) holds.
Now assume that m > 1. Let v ∈ Rm be such that the roots μj of the v-polynomial in (2.11)
satisfy λjn > μj > λjn+1, j = 1:m − 1. Then by Theorem 2.7, L(λ) ∈ H(P) with vector v is a lin-
earization of P. By construction, p(x; v) = v1∏mj=1(x − μj) with v1 /= 0 since all roots of p(x; v) are
ﬁnite and sign(p(λk; v)) = (−1)j−1sign(v1) for (j − 1)n + 1 k jn, j = 1:m − 1 (see Fig. 5). By
Lemma 2.8 we have that for each eigenpair (λk, xk) of P, z
∗
k L
′(λk)zk = p(λk; v) · x∗k P′(λk)xk , where
zk = [λm−1k , λm−2k , . . . , 1]T ⊗ xk is an eigenvector of L with eigenvalue λk . Hence all eigenvalues of L
are of positive type when v1 > 0 and of negative type when v1 < 0. Now properties (P1) and (D) of
Theorem 3.2 imply that L is a deﬁnite pencil with L(∞) > 0 if v1 > 0 and L(∞) < 0 if v1 < 0.
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Fig. 5. Distribution of eigenvalue types of n × n hyperbolic polynomials of even degreem.
(L) ⇒ (P3): If P has a deﬁnite linearization then by [16, Theorem 4.1], there exists μ ∈ R ∪ {∞}
such that P(μ) is deﬁnite and for every nonzero x ∈ Cn the scalar equation x∗P(λ)x = 0 hasm distinct
zeros in R ∪ {∞}. By [16, Theorem 4.2], L(∞) deﬁnite implies P(∞) deﬁnite and [16, (4.7)] shows
that L(1, 0) is congruent to a block diagonal form whose (1, 1) block is v1P(1, 0). Now if v1 > 0 and
L(1, 0) > 0 or v1 < 0 and L(1, 0) < 0 then Am = P(1, 0) > 0. Hence x∗Amx /= 0 and x∗P(λ)x = 0 has
m distinct real ﬁnite zeros. 
Property (P3) is used by Gohberg et al. [9, Section 13.4] as the deﬁnition of hyperbolicity. Charac-
terization (P1) is stated for the quadratic case and without proof in [20, Section 9,24].
It is shown in [30, Corollary 2] that for a Hermitian triple (A, B, C), (x∗Ax, x∗Bx, x∗Cx) /= 0 for all
nonzero x ∈ Cn if and only if there exist α,β , γ ∈ R such that αA + βB + γ C > 0. So in view of (P2)
in Theorem 3.4, the natural extension to quadratics of property (P4) for deﬁnite pencils in Theorem
3.2, i.e., (x∗A2x, x∗A1x, x∗A0x) /= 0 for all nonzero x ∈ Cn, is a necessary condition for hyperbolicity
(since P(μ) > 0 for sufﬁciently largeμ), but it is not sufﬁcient: the quadratic Q(λ) = λ2In + λIn + In
is not hyperbolic since it has nonreal eigenvalues but (x∗x, x∗x, x∗x) /= 0 for all nonzero x ∈ Cn.
As for deﬁnite pencils, property (P1) is easy to check once all the eigenpairs of P are known.
More efﬁcient approaches to check whether a quadratic is hyperbolic or not include Guo, Higham
and Tisseur’s quadratically convergent matrix iteration based on cyclic reduction [11] or Guo, Higham
and Tisseur’s adaptation of the arc algorithm [12, Section 4.1]. For matrix polynomials of arbitrary
degree, Niendorf and Voss [29] propose an algorithm that checks for hyperbolicity and which is based
on a minmax and maxmin characterization of the eigenvalues.
3.2.1. Overdamped quadratics
Overdampedquadratics formasubclass of hyperbolic quadratics. Theyarise inoverdampedsystems
in structural mechanics [7,18, Section 7.6] and are deﬁned as follows.
Deﬁnition 3.5 (overdamped quadratic). A quadratic matrix polynomial is overdamped if it satisﬁes any
one (and hence all) of the equivalent properties of Theorem 3.6.
Theorem 3.6. For a Hermitian quadratic matrix polynomial Q(λ) = λ2A2 + λA1 + A0 the following are
equivalent:
(P1) All eigenvalues are real, ﬁnite, nonpositive and distributed in two disjoint closed intervals, the left-
most containingn eigenvalues of negative type and the right-most containingn eigenvalues of positive
type.
(P2) A2 > 0, A1 > 0, A0  0, and Q(μ) < 0 for some μ < 0.
(P3) A2 > 0 and for every nonzero x ∈ Cn, the scalar equation x∗Q(λ)x = 0 has 2 distinct real and ﬁnite
nonpositive zeros.
(O) A2 > 0, A1 > 0, A0  0 and
(x∗A1x)2 > 4(x∗A2x)(x∗A0x) for all nonzero x ∈ Cn. (3.3)
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Proof. Theequivalent characterizationsof overdamping (P2), (P3) and (O) canbe found in [11, Theorem
2.5]. Note that (P1) ⇔ (P3) follows from (P1) ⇔ (P3) in Theorem 3.4 to which is added the extra
constraint that all the eigenvalues be nonpositive. 
Note that property (O) is usually taken as thedeﬁnitionof overdampedquadratics. If equality is allowed
in (3.3) for some nonzero x then the quadratic is said to be weakly overdamped. Its 2n eigenvalues are
real and when ordered, λn = λn+1 with partial multiplicities2 at most 2. Hence λn is either of mixed
type or if it is not then the property that the eigenvalues are distributed in two disjoint intervals, each
interval containing exactly n eigenvalues of one type, is lost.
3.3. Deﬁnite matrix polynomials
Hyperbolic pencils L(λ) = λA − B are deﬁnite since their coefﬁcient matrices are Hermitian with
A > 0. However deﬁnite pairs are not necessarily hyperbolic since A and B can both be indeﬁnite. By
relaxing the requirement of deﬁniteness of the leading coefﬁcient, Higham et al. [16] introduced a
new class of Hermitian matrix polynomials, the deﬁnite matrix polynomials, that extends the notion
of hyperbolicity and is consistent with the deﬁnition of deﬁnite pencils. Deﬁnite matrix polynomials
that are not hyperbolic arise in acoustic ﬂuid–structure interaction problems [16].
Deﬁnition 3.7 (deﬁnite matrix polynomial). A Hermitian matrix polynomial is deﬁnite if it satisﬁes any
one (and hence all) of the equivalent properties of Theorem 3.8.
Theorem 3.8. For an n × n Hermitian matrix polynomial P(λ) = ∑mj=0 λjAj of degree m the following
are equivalent:
(P1) All eigenvalues are real, of deﬁnite type and such that
λmn  · · · λ(m−1)n+p+1︸ ︷︷ ︸
n − p eigenvalues
of (−1)m−1ε type
< · · · < λjn+p  · · · λ(j−1)n+p+1︸ ︷︷ ︸
n eigenvalues of
(−1)j−1ε type, 1 jm − 1
< · · · < λp  · · · λ1︸ ︷︷ ︸
p eigenvalues
of −ε type
∞,
with 0 p < n, where “αε type" denotes positive type when αε > 0 and negative type otherwise.
(P2) There exist μj ∈ R ∪ {∞} with μ0 > μ1 > μ2 > · · · > μm−1(μ0 = ∞ being possible) such
that P(μ0), P(μ1), …, P(μm−1) are deﬁnite matrices with alternating parity.
(P3) There exists μ ∈ R ∪ {∞} such that the matrix P(μ) is deﬁnite and for every nonzero x ∈ Cn the
scalar equation x∗P(λ)x = 0 has m distinct zeros in R ∪ {∞}.
(L) P has a deﬁnite linearization L(λ) ∈ H(P).
Note that when P is a deﬁnite matrix polynomial with Am deﬁnite one of P or−P is hyperbolic and by
Theorem 3.4, p = 0 in property (P1) of Theorem 3.8.
Proof. The characterizations (P2), (P3) and (L) and their equivalence can be found in [16, Theorems
2.6 and 4.1].
(P1) ⇒ (P3): Suppose P is not hyperbolic, i.e. p /= 0. Let μ be such that λp+1 < μ < λp. Then
homogeneously rotate P into P˜ so that μ corresponds to μ˜ = ∞. The rotation moves the p largest
eigenvalues of P to the n − p smallest ones to form a single group of n eigenvalues (see Figs. 2 and 4)
which, by Lemma2.6, are all of (−1)m−1ε type. The types of the remainingm − 1 groups of n eigenval-
ues remain unchanged. Hence by property (P1) of Theorem 3.4, P˜ or−P˜ is hyperbolic. By property (P3)
of Theorem 3.4, x∗P˜(λ˜)x = 0 has real distinct roots for all nonzero x ∈ Cn and therefore x∗P(λ)x = 0
has distinct roots inR ∪ {∞} (x∗Amx = 0 is possible). Also by [16, Lemma 2.1], P(μ) is deﬁnite.
2 The partialmultiplicities of an eigenvalue ofQ are the sizes of the Jordan blocks inwhich it appears in a Jordan form forQ [10].
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(P3) ⇒ (P1): Homogeneously rotate P into P˜ so that μ corresponds to μ˜ = ∞. Then P˜(∞) = A˜m
is deﬁnite, say A˜m > 0. Now if x
∗P(λ)x = 0 has distinct roots in R ∪ {∞} then x∗P˜(λ˜)x = 0 has real
distinct roots (and no inﬁnite root since A˜m > 0). Thus P˜(λ˜) is hyperbolic. Then property (P1) for P
follows from property (P1) of Theorem 3.4, Lemma 2.6 and Fig. 4. 
The following result follows from(P2) inTheorem3.8and fromcounting sign changes ineigenvalues
of the matrix P(μ) (see [16, Theorem 2.4 and its proof]).
Theorem 3.9. For a deﬁnite matrix polynomial P(λ) of degree m with eigenvalues as in property (P1) of
Theorem 3.8, let
Ij = (λjn+p+1, λjn+p), j = 1:m − 1
and
I0 =
{
(λp+1, λp) if p /= 0,
(λ1,+∞) if p = 0, Im =
{ ∅ if p /= 0,
(−∞, λmn) if p = 0.
Then P(μ) is deﬁnite for any μ ∈ Ij , j = 0:m and if μj ∈ Ij , μj+1 ∈ Ij+1 then P(μj) and P(μj+1) have
opposite parity.
Niendorf and Voss’s algorithm [29] can be used to detect whether a Hermitian matrix polynomial
is deﬁnite or not. For deﬁnite polynomials it also returns the μj of property (P2) so that a deﬁnite
linearization can be built as shown in [16, Theorem 4.2].
4. Quasideﬁnite matrix polynomials
We have just seen that deﬁnite matrix polynomials are characterized by the fact that all their
eigenvalues are real and of deﬁnite type and with a particular distribution of the eigenvalue types. We
now consider a wider class of Hermitian matrix polynomials with real eigenvalues of deﬁnite type for
which no assumption is made on the distribution of the eigenvalues types.
4.1. Deﬁnitizable pencils
Deﬁnite pencils form only a small subclass of Hermitian pencils with real and semisimple eigen-
values. We now consider a larger subclass of such pencils.
Deﬁnition 4.1 (deﬁnitizable pencils). A Hermitian pencil λA − B is deﬁnitizable if it satisﬁes any one
(and hence all) of the equivalent properties of Theorem 4.2.
Theorem 4.2. For an n × n Hermitian pencil L(λ) = λA − B the following are equivalent:
(P1) All the eigenvalues of L are real, ﬁnite, and of deﬁnite type.
(P2) A is nonsingular and there exists a real polynomial q such that Aq(A−1B) > 0.
(P3) A is nonsingular and the scalar equation x∗L(λ)x = 0 has one zero in R for all eigenvectors x ∈ Cn
of L.
(P4) A is nonsingular and (x∗Ax, x∗Bx, . . . , x∗A(A−1B)n−1x) /= 0 for all nonzero x ∈ Cn.
(D) There exists a nonsingular X ∈ Cn×n such that
X∗AX =
[
Ik 0
0 −In−k
]
, X∗BX =
[
J+ 0
0 −J−
]
, (4.1)
where J+ ∈ Rk×k and J− ∈ R(n−k)×(n−k) are diagonal and Λ(J+) ∩ Λ(J−) = ∅.
Proof. The equivalence of the characterizations (P1), (P2) and (P4) can be found in [24, Theorem 1.3].
(D) ⇒ (P3) is immediate. We show that (P3) ⇒ (P1) and (P1) ⇒ (D).
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(P3) ⇒ (P1) Suppose one eigenvalue is not real or is of mixed type then by [24, Lemma 2.2] there
exists a corresponding eigenvector x such that x∗Ax = 0 and hence (P3) does not hold.
(P1)⇒ (D)A is nonsingular since all eigenvalues are ﬁnite andλA − B is simultaneously diagonaliz-
able by congruence since all the eigenvalues are real and semisimple. Hence there exists X nonsingular
such that X∗(λA − B)X = λD − J is real diagonal. Since D is nonsingular, we can choose X such that
D =
[
Ik 0
0 −In−k
]
and partition J as
[
J+ 0
0 −J−
]
conformably with D. Then the property that all the
eigenvalues are of deﬁnite type implies that Λ(J+) ∩ Λ(J−) = ∅. 
Lancaster and Ye [24] deﬁne deﬁnitizable pencils by property (P2) and add the adverb “strongly"
to deﬁnitizable to emphasize the strict inequality in (P2). Note that the real polynomial q in (P2) is
not unique and that J+ in (4.1) contains the eigenvalues of positive type and J− those of negative type.
Now if L(λ) = λA − Bwith nonsingular A is deﬁnite then by property (P2) of Theorem 3.2, there exists
μ ∈ R ∪ {∞} such that thematrix L(μ) is deﬁnite. Then Aq(A−1B) > 0 for q(x) = −ε ifμ = ∞ and
q(x) = ε(x − μ) otherwise, where ε = 1 if L(μ) < 0 and ε = −1 if L(μ) > 0. Hence deﬁnite pencils
with nonsingular leading coefﬁcient matrix are deﬁnitizable.
Though not necessarily computationally efﬁcient, property (P1) provides an easy way to check
whether a Hermitian pencil λA − B is deﬁnite or deﬁnitizable or none of these.
As a by-product of the proof of [24, Theorem 1.3], a real polynomial q of minimal degree such that
Aq(A−1B) > 0 can easily be constructed once all the eigenvalues of a deﬁnitizable pencil λA − B are
known together with their types, as shown in the next theorem. The knowledge of q can be useful
when constructing conjugate gradient iterations for solving saddle point problems [26].
Theorem 4.3. For an n × n deﬁnitizable pencilλA − Bwith eigenvaluesλn  · · · λ1, let kj, j = 1:  − 1
be the set of increasing integers such that
λn  · · · λk−1+1︸ ︷︷ ︸
n − k−1 eigenvalues
of (−1)−1ε type
< · · · < λkj+1  · · · λkj+1︸ ︷︷ ︸
kj+1 − kj eigenvalues
of (−1)jε type
< · · · < λk1  · · · λ1︸ ︷︷ ︸
k1 eigenvalues
of ε type
.
Then p(x) = ε∏−1j=1 (x − μj) with λkj+1 < μj < λkj is a real polynomial of minimal degree  − 1
such that Ap(A−1B) > 0.
Example 4.4. The pencils
L1(λ) = λ
⎡⎣1 0 00 −1 0
0 0 1
⎤⎦−
⎡⎣1 0 00 −2 0
0 0 3
⎤⎦ , L2(λ) = λ
⎡⎣1 0 00 1 0
0 0 −1
⎤⎦−
⎡⎣1 0 00 2 0
0 0 −3
⎤⎦
have the same eigenvalues, i.e., Λ(L1) = Λ(L2) = {1, 2, 3}. Both pencils are deﬁnitizable because the
eigenvalues are real, distinct and hence of deﬁnite type but only L2 is deﬁnite since the eigenvalue
3, of negative type, is separated from the eigenvalues 1 and 2 of positive type as in the right-most
depiction of Fig. 3. Furthermore, by Theorem 3.9, L2(μ) > 0 for all μ ∈ (2, 3). Also, by Theorem
4.3 any polynomial of the form p(x) = (x − μ1)(x − μ2) with μ1 ∈ (2, 3) and μ2 ∈ (1, 2) satisﬁes
A1p(A
−1
1 B1) > 0, where L1(λ) =: λA1 − B1.
4.2. Quasihyperbolic matrix polynomials
The notion of deﬁnitizable pencils extends to matrix polynomials of degree higher than one.
Deﬁnition 4.5 (quasihyperbolic matrix polynomial). A Hermitian matrix polynomial is quasihyperbolic
if it satisﬁes either (and hence both) of the equivalent properties of Theorem 4.6.
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Theorem 4.6. For an n × n Hermitian matrix polynomial P(λ) the following are equivalent:
(P1) All the eigenvalues of P are real, ﬁnite and of deﬁnite type.
(L) Any linearization L(λ) ∈ H(P) is deﬁnitizable.
Proof. We note that this result was proved in [21, Theorem 7.1] for a particular linearization inH(P).
Amatrix polynomial has ﬁnite eigenvalues if and only if its leading coefﬁcientmatrix is nonsingular.
Let L ∈ H(P) be a linearization of P. Then P has ﬁnite eigenvalues if and only if L has ﬁnite eigenvalues
or equivalently L has nonsingular leading matrix coefﬁcient. Moreover P has real eigenvalues if and
only if L has real eigenvalues. By Lemma 2.8, the eigenvalues of P are of deﬁnite type if and only if those
of L are of deﬁnite type. Hence by (P1) of Theorem 4.2, (P1) is equivalent to (L). 
There is no obvious extension of properties (P2) and (P4) of Theorem 4.2 to quasihyperbolic matrix
polynomials at the n × n level but by property (L) of Theorem4.6 and property (P2) of Theorem4.2, we
have that P is quasihyperbolic if and only if there exists a real polynomial q such that Bmq(B
−1
m Bm−1) >
0, where λBm − Bm−1 is themn × mn pencil (2.10). Property (P3) of Theorem 4.2 extends to quadratic
matrixpolynomials butnot tohigherdegrees as shownby thenext theoremand the followingexample.
Theorem 4.7. Let P be a Hermitian matrix polynomial of degree m with nonsingular leading coefﬁcient
matrix. If the scalar equation x∗P(λ)x = 0 has m real distinct zeros for every eigenvector x of P then P is
quasihyperbolic. The converse is also true when m 2.
Proof. Distinct real roots of x∗P(λ)x = 0 for all eigenvectors x of P implies that Λ(P) ⊂ R and
x∗P′(λ0)x /= 0 for each eigenvalue λ0 ∈ Λ(P). Hence all eigenvalues are real, ﬁnite and of deﬁnite
type, so P is quasihyperbolic by Theorem 4.6.
The converse is clearly true for linear P (see Theorem 4.2). Now for quadratic P, suppose the scalar
quadratic x∗P(λ)x = 0, where x is an eigenvector, has a real double root. Then this double root is
necessarily an eigenvalue of P, say λ0 associated with x, and since it is a double root, x
∗P′(λ0)x = 0,
so that λ0 is of mixed type. Hence P is not quasihyperbolic. 
Here is an example to show that the converse of Theorem 4.7 does not hold for polynomials of
degree 3. The cubic polynomial
P(λ) = λ3
[
1 0
0 1
]
+ λ2
[
9 0
0 −6
]
+ λ
[−10 0
0 11
]
+
[
0 0
0 −6
]
is quasihyperbolic. Any x ∈ C2 is an eigenvector associated with the eigenvalue λ = 1. It is easily
checked that with x =
[
1
1
]
, the scalar polynomial x∗P(λ)x has one real root and two complex
conjugate roots.
4.3. Gyroscopically stabilized systems
Quadratic matrix polynomials associated with gyroscopic systems have the form
G(λ) = λ2M + λC + K,
whereM, K are Hermitian and C is skew-Hermitian [33]. As G(λ)∗ = G(−λ¯), the spectrum of G(λ) is
symmetric with respect to the imaginary axis. The quadratic G(λ) is not Hermitian but
Q(λ) = −G(−iλ) = λ2M + λ(iC) − K =: λ2A2 + λA1 + A0
is. The gyroscopic system is said to be weakly stable if all the eigenvalues of G lie on the imaginary
axis or equivalently, if the eigenvalues of Q are all real. The following deﬁnition appears in [3]. For a
Hermitian B we write |B| = (B2)1/2, where the square root is the principal square root [13].
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Fig. 6. Eigenvalue distribution of gyroscopically stabilized quadratics Q(λ) = λ2A2 + λA1 + A0, where p is the number of
positive eigenvalues of A1.
Deﬁnition 4.8. A Hermitian Q(λ) = λ2A2 + λA1 + A0 is gyroscopically stabilized if A2 > 0, A0 > 0
and A1 is indeﬁnite and nonsingular with |A1| > μA2 + μ−1A0 for some positive μ.
Barkwell et al. [3] prove that gyroscopically stabilized quadratics have real eigenvalues of deﬁnite
type that belong to at most four distinct intervals with alternating types, with the number of eigen-
values in each interval depending on the number of positive eigenvalues p of A1 (see Fig. 6). Hence
gyroscopically stabilized quadratics are quasihyperbolic. They are overdamped when A1 > 0.
4.4. Quasideﬁnite matrix polynomials
We remark that a deﬁnite pencilλA − B is not deﬁnitizable because A can be singular, and a deﬁnite
matrix polynomial is not quasihyperbolic because its leading termcanbe singular.We therefore extend
the deﬁnition of quasihyperbolic matrix polynomials to allow singular leading term and call such
polynomials quasideﬁnite.
Deﬁnition 4.9. AHermitianmatrix polynomial P is quasideﬁnite ifΛ(P) ⊂ R ∪ {∞} and each eigen-
value is of deﬁnite type.
Take a quasideﬁnite matrix polynomial P. Since P is regular, there exists μ ∈ R ∪ {∞} such that
P(μ) is nonsingular. Homogeneously rotate P into P˜ so that μ corresponds to ∞ and A˜m = P˜(μ) is
nonsingular. Then by Lemma 2.6 the eigenvalues of P˜ are all of deﬁnite type and P˜ is quasihyperbolic.
Hence any quasideﬁnite matrix polynomial is a “homogeneously rotated" quasihyperbolic one. Note
that amongst the properties (P1), (P2) and (P3) we started with in Section 3, only a property of type
(P1) remains for quasihyperbolic and quasideﬁnite matrix polynomials.
5. Diagonalizable quasideﬁnite matrix polynomials
Recall that a Hermitian pencil is diagonalizable by congruence if and only if its eigenvalues belong
to R ∪ {∞} and are semisimple [23], a property shared by both deﬁnite and deﬁnitizable pencils.
We now investigate how this property extends to (quasi)hyperbolic and deﬁnite matrix polynomials,
thereby extending the simultaneous diagonalization property (D) in Theorems 3.2 and 4.2.
Two matrix polynomials are isospectral if they have the same eigenvalues with the same partial
multiplicities. If furthermore theyshare thesamesigncharacteristic then these twomatrixpolynomials
are strictly isospectral [22]. For example any linearization L(λ) ∈ H(P) is isospectral to P but not
necessarily strictly isospectral as shown by Lemma 2.8.
Now suppose that two n × n quasihyperbolic matrix polynomials P and P̂ of degree m > 1 are
strictly isospectral. Let Lm and L̂m be themth basis pencils ofH(P) andH(̂P), respectively (see (2.10)).
By Lemma2.8 Lm and L̂m are strictly isospectral andbyTheorem4.6 they are alsodeﬁnitizable. It follows
from property (D) of Theorem 4.2, that there exist nonsingular matrices X, X̂ ∈ Cnm×nm such that
XLm(λ)X
∗ = λ
[
Ik 0
0 −In−k
]
−
[
J+ 0
0 −J−
]
= X̂L̂m(λ)X̂∗.
The matrix X̂−1X deﬁnes a structure preserving congruence [22,25,32] since it preserves the block
structure of Lm(λ): (X̂
−1X)Lm(λ)(X̂−1X)∗ = L̂m(λ). Thus if there exists an n × n diagonal quasihyper-
bolic matrix polynomial D(λ) of degree m strictly isospectral to P(λ) then there exits a congruence
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transformation that preserves the block structure of themth basis pencils ofH(P)but also diagonalizes
each block. If such structure preserving congruence exists then P is said to be diagonalizable.
In what follows D(λ) has the form
D(λ) = diag (d1(λ), . . . , dn(λ)) , (5.1a)
di(λ) = δi(λ − λim) · · · (λ − λi2)(λ − λi1), δi /= 0, i = 1: n (5.1b)
with
⋃n
i=1{i1, . . . , im} = {1, . . . , mn}. The scalarsλij , j = 1:m, i = 1: n are the eigenvalues ofD(λ) and
P(λ) and are therefore real. We assume that they are ordered as
λmn  · · · λj+1  λj  · · · λ1.
Theorem 5.1. An n × n quasihyperbolic matrix polynomial of degree m with eigenvalues λmn  · · · λ1
is strictly isospectral to an n × n diagonal matrix polynomial of degree m if and only if there is a grouping
of its eigenvalues into n subsets of m distinct eigenvalues {λij : j = 1:m}ni=1 such that with the ordering
λim < · · · < λi2 < λi1 , i = 1: n, the eigenvalue λij is of δi(−1)j−1 type, where λi1 is of δi type.
Proof. Let P(λ) denote the n × n quasihyperbolic matrix polynomial of degreem.
(⇒) Suppose P(λ) is strictly isospectral to an n × ndiagonalmatrixD(λ) of degreem as in (5.1). The
scalar polynomials di(λ) must have distinct roots since otherwise 0 = d′i(λij) = e∗i D′(λij)ei for some
eigenvalue λij , which implies that λij is not of deﬁnite type, a contradiction. Here ei, the ith column of
the n × n identity matrix, is a corresponding eigenvector. Consider the grouping {λij , j = 1:m}ni=1 of
the eigenvalues. With the ordering λim < · · · < λi2 < λi1 , i = 1: n, it is easily seen that this grouping
must be such that, in each group, the eigenvalueλij is of δi(−1)j−1 type and the sign of δi is determined
by the type of λi1 .
(⇐) Let {λij , j = 1:m}ni=1 be a grouping of the eigenvalues of P into n subsets ofm distinct eigenval-
ues, such thatwith theorderingλim < · · · < λi2 < λi1 , i = 1: n, theeigenvalueλij is ofδi(−1)j−1 type,
where λi1 is of δi type. Let D(λ) and di(λ) be as in (5.1). Then by construction D(λ) is quasihyperbolic
and its eigenvalues and their types are the same as the eigenvalues of P and their types. Hence D is
strictly isospectral to P. 
Example 5.2. Let P(λ) be a 2 × 2 cubic quasihyperbolic matrix polynomial with real eigenvalues
λ1 > λ2 > λ3 = λ4 > λ5 > λ6 and associated types {+,−,+,+,+,−}, where + means positive
type and − denotes negative type. This polynomial is not strictly isospectral to a diagonal cubic
matrix polynomial because there is no sorting of the eigenvalues into two groups of three distinct
eigenvalues, which when ordered have alternating types. Note that if the sign characteristic had been
{+,−,+,+,−,+} then P would have been strictly isospectral to a diagonal cubic matrix polynomial.
Quasihyperbolicmatrix polynomials of degreem strictly isospectral to diagonalmatrix polynomials
of degree m form a new subclass of Hermitian polynomials with eigenvalues all real and of deﬁnite
type. Note that n × n Hermitian quasihyperbolic quadratics have n eigenvalues of positive type and
n eigenvalues of negative type [8, Theorem 1.3]. So there is always a sorting of the eigenvalues into n
groups of two distinct eigenvalues with opposite types. By Theorem 3.4, the eigenvalues of an n × n
hyperbolicmatrix polynomial of degreem are distributed inmdisjoint intervals each ofwhich contains
n eigenvalues and, the type of the intervals alternate. So we can always sort the eigenvalues in n
subsets of m distinct eigenvalues, which when ordered have alternating types. Hence by Theorem
5.1, quasihyperbolic quadratics and hyperbolic matrix polynomials of arbitrary degree, say m, are
strictly isospectral to diagonalmatrix polynomials of degreem. This result also applies to quasideﬁnite
quadratic matrix polynomials and deﬁnite matrix polynomials.
Corollary 5.3
(a) A quasideﬁnite quadratic matrix polynomial is always strictly isospectral to a quasideﬁnite diagonal
quadratic matrix polynomial.
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(b) A deﬁnite matrix polynomial of degree m is always strictly isospectral to a deﬁnite diagonal matrix
polynomial of degree m.
Proof. The proofs of (a) and (b) are similar so we just provide that for (b).
A deﬁnite matrix polynomial P of degreem is a homogeneously rotated hyperbolic matrix polyno-
mial P˜ of degreem. From the comments preceding Corollary 5.3, P˜ is strictly isospectral to a diagonal
matrixpolynomial D˜(λ)ofdegreem. Applyingback thehomogeneous rotation to D˜produces adiagonal
matrix polynomial of degreem, which is strictly isospectral to P. 
Acknowledgements
The authors thank Beresford Parlett and Nick Higham for their comments on earlier drafts of this
paper as well as the referees for their valuable suggestions.
References
[1] M. Al-Ammari, F. Tisseur, Hermitian matrix polynomials with real eigenvalues of deﬁnite type. Part II: inverse problems,
Technical Report, in preparation.
[2] A.L. Andrew, K.E. Chu, P. Lancaster, Derivatives of eigenvalues and eigenvectors of matrix functions, SIAM J. Matrix Anal.
Appl. 14 (4) (1993) 903–926.
[3] L. Barkwell, P. Lancaster, A. Markus, Gyroscopically stabilized systems: a class of quadratic eigenvalue problems with real
spectrum, Canad. J. Math. 44 (1) (1992) 42–53.
[4] C.R. Crawford, Y.S. Moon, Finding a positive deﬁnite linear combination of two Hermitian matrices, Linear Algebra Appl.
51 (1983) 37–48.
[5] B.N. Datta, Numerical Linear Algebra and Applications, Brooks/Cole Publishing Company, Paciﬁc Grove, CA, USA, 1995,
ISBN 0-534-17466-3, xxii+680pp.
[6] P.I. Davies, N.J. Higham, F. Tisseur, Analysis of the Cholesky method with iterative reﬁnement for solving the symmetric
deﬁnite generalized eigenproblem, SIAM J. Matrix Anal. Appl. 23 (2) (2001) 472–493.
[7] R.J. Dufﬁn, A minimax theory for overdamped networks, J. Rat. Mech. Anal. 4 (1955) 221–233.
[8] I. Gohberg, P. Lancaster, L. Rodman, Spectral analysis of selfadjoint matrix polynomials, Ann. Math. 112 (1) (1980) 33–71.
[9] I. Gohberg, P. Lancaster, L. Rodman, Indeﬁnite Linear Algebra and Applications, Birkhäuser, Basel, Switzerland, 2005, ISBN
3-7643-7349-0, xii+357pp.
[10] I. Gohberg, P. Lancaster, L. Rodman, Matrix Polynomials, Society for Industrial and Applied Mathematics, Philadelphia, PA,
USA, 2009, ISBN 0-898716-81-8, xxiv+409pp. Unabridged republication of book ﬁrst published by Academic Press in 1982.
[11] C.-H. Guo, N.J. Higham, F. Tisseur, Detecting and solving hyperbolic quadratic eigenvalue problems, SIAM J. Matrix Anal.
Appl. 30 (4) (2009) 1593–1613.
[12] C.-H. Guo, N.J. Higham, F. Tisseur, An improved arc algorithm for detecting deﬁnite Hermitian pairs, SIAM J. Matrix Anal.
Appl. 31 (3) (2009) 1131–1151.
[13] N.J. Higham, FunctionsofMatrices: Theory andComputation, Society for Industrial andAppliedMathematics, Philadelphia,
PA, USA, 2008, ISBN 978-0-898716-46-7, xx+425pp.
[14] N.J. Higham, D.S. Mackey, N. Mackey, F. Tisseur, Symmetric linearizations for matrix polynomials, SIAM J. Matrix Anal.
Appl. 29 (1) (2006) 143–159.
[15] N.J. Higham, D.S. Mackey, F. Tisseur, The conditioning of linearizations of matrix polynomials, SIAM J. Matrix Anal. Appl.
28 (4) (2006) 1005–1028.
[16] N.J. Higham, D.S. Mackey, F. Tisseur, Deﬁnite matrix polynomials and their linearization by deﬁnite pencils, SIAM J. Matrix
Anal. Appl. 31 (2) (2009) 478–502.
[17] W. Kerner, Large-scale complex eigenvalue problems, J. Comput. Phys. 85 (1989) 1–85.
[18] P. Lancaster, Lambda-Matrices and Vibrating Systems, Pergamon Press, Oxford, 1966, ISBN 0-486-42546-0, xiii+196pp.
Reprinted by Dover, New York, 2002.
[19] P. Lancaster, Quadratic eigenvalue problems, Linear Algebra Appl. 150 (1991) 499–506.
[20] P. Lancaster, Inverse spectral problems for semisimple damped vibrating systems, SIAM J. Matrix Anal. Appl. 29 (1) (2007)
279–301.
[21] P. Lancaster, A.S. Markus, Q. Ye, Low rank perturbations of strongly deﬁnitizable transformations and matrix polynomials,
Linear Algebra Appl. 197 (198) (1994) 3–29.
[22] P. Lancaster, U. Prells, Isospectral families of high-order systems, Z. Angew. Math. Mech. 87 (3) (2007) 219–234.
[23] P. Lancaster, L. Rodman, Canonical forms for Hermitian matrix pairs under strict equivalence and congruence, SIAM Rev.
47 (3) (2005) 407–443.
[24] P. Lancaster, Q. Ye, Deﬁnitizable hermitian matrix pencils, Aequationes Math. 46 (1993) 44–55.
[25] P. Lancaster, I. Zaballa, Diagonalizable quadratic eigenvalue problems, Mech. Systems Signal Process. 23 (4) (2009) 1134–
1144.
[26] J. Liesen, B.N. Parlett, On nonsymmetric saddle point matrices that allow conjugate gradient iterations, Numer. Math. 108
(4) (2008) 605–624.
[27] D.S. Mackey, N. Mackey, C. Mehl, V. Mehrmann, Vector spaces of linearizations for matrix polynomials, SIAM J. Matrix
Anal. Appl. 28 (4) (2006) 971–1004.
M. Al-Ammari, F. Tisseur / Linear Algebra and its Applications 436 (2012) 3954–3973 3973
[28] A.S. Markus, Introduction to the Spectral Theory of Polynomial Operator Pencils, American Mathematical Society, Provi-
dence, RI, USA, 1988, ISBN 0-8218-4523-3, iv+250pp.
[29] V. Niendorf, H. Voss, Detecting hyperbolic and deﬁnite matrix polynomial, Linear Algebra Appl. 432 (2010) 1017–1035.
[30] P.J. Psarrakos, Deﬁnite triples of Hermitian matrices and matrix polynomials, J. Comput. Appl. Math. 151 (2003) 39–58.
[31] G.W. Stewart, J. Sun, Matrix Perturbation Theory, Academic Press, London, 1990, ISBN 0-12-670230-6, xv+365pp.
[32] F. Tisseur, S.D. Garvey, C. Munro, Deﬂating quadraticmatrix polynomials with structure preserving transformations, Linear
Algebra Appl., 2010, in press, doi:10.1016/j.laa.2010.06.028.
[33] F. Tisseur, K. Meerbergen, The quadratic eigenvalue problem, SIAM Rev. 43 (2) (2001) 235–286.
