Modelling high intensity laser pulse propagation in air using the modified Korteweg-de Vries equation by Rørnes, Bjarne
Faculty of Science and Technology
Department of Mathematics and Statistics
Modelling high intensity laser pulse propagation in air using
the modified Korteweg-de Vries equation
—
Bjarne Rørnes
MAT-3941 Master thesis in Applied Mathematics, May 2018
This thesis document was typeset using the UiT Thesis LaTEX Template.
© 2018 – http://github.com/egraff/uit-thesis
Til Malin og Elias

Abstract
Ultrafast laser pulse experiments and applications are entering a phase that
challenges the validity of mathematical models utilised to model longer pulses
in nonlinear optics. This thesis aims to propose a possible mathematical model
for high intensity laser pulse propagation in air through a multiple scales
expansion of Maxwell’s equations and discuss a method on how to solve the
corresponding differential equation, known as the modified Korteweg-de Vries
equation
ut + 6u
2ux − ϵ2uxxx = 0
where ϵ  1, corresponding to the small dispersion regime. This equation
is solvable using a technique named the scattering transform and due to the
smallness of the parameter ϵ , the equation can be solved asymptotically and
thus simplifying the solution process. The method is based on using the asymp-
totic WKB approximation for the forward scattering problem and reformulating
the inverse scattering as a Riemann-Hilbert problem.
Both analytical steps and numerical procedures needed to use the method
is discussed and implemented. An example calculation using a particular ini-
tial condition is performed and some challenges using the method for more
general initial conditions are discussed.
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Ultrafast laser pulse experiments and applications are entering a phase that
challenges the validity of physical models utilized for longer pulses in nonlinear
optics. Due to technological advances precise control of high intensity ultra-
short pulses has become possible and this high energy regime is termed extreme
nonlinear optics. The high energies and short timescales means that the physical
assumptions made when deriving the commonly used models for laser pulse
propagation are no longer valid [18]. The nonlinear Schrödinger(NLS) equation
has been the standard equation used to model phenomena in the field, but
it proved unable to predict experimental results when pushed to the more
extreme regimes. In this thesis we will first propose the modified Korteweg-
de Vries(mKdV) equation as a possible model for high intensity laser pulse
propagation for wavelengths in the mid infrared domain.
ut + 6u
2ux − ϵ2uxxx = 0 (1.1)
Further, through the Miura transformation [21] the solutions to the mKdV
equation can be found by solving the standard Korteweg-de Vries(KdV) equa-
tion
ut − 6uux + ϵ2uxxx = 0 (1.2)
While both the mKdV and the KdV equations are solvable, studying the KdV
equation is simpler than the mKdV and after we propose the mKdV equation as
a mathematical model, we will focus on solving the KdV equation. One of the
earliest studies where the KdV equation was mentioned was through the work
1
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of Dutch scientists Diederik Korteweg and Gustav de Vries in their 1895 article
concerning water waves in a rectangular channel [19]. Since it have been
shown to be a general evolution equation for a number of physical phenomena
with both dispersive and nonlinar behaviour [1]. Further progress was made
by the discovery of the soliton solution to the equation by Zabusky and Kruskal
[28] in 1965. Two years after the discovery of the soliton a solution to the KdV
as an initial value problem method was discovered by Gardner, Greene, Kruskal
and Miura in their article ’Method for solving the Korteweg-de Vries equation’
[9]. Simply stated, the method involved calculating the reflection coefficient
for the initial potential, transforming this into another space using an integral
equation and time evolve in the transformed space before it is an inverse
transformation is applied. Because of the key idea of calculating a reflection
coefficient, the method was called the inverse scattering transform(IST). After
this a number of people worked to find if this was a special case only valid
for the KdV or if there existed other equations solvable using the IST. From
the work of Lax, Zakrov and Shabat it was in 1971 found that the nonlinear
Schrödinger equation was also solvable using the same method and later the
results of Ablowitz, Kaup, Newell and Segur [2] showed that both the KdV and
the NLS belonged to a class of equations solvable by the inverse scattering
transform. This class of equations was named integrable or exactly solvable and
the solution method was described as a described as a generalization [22] of the
Fourier transform for linear equations. Despite the theoretically success in the
IST still challenges exists today, explicit calculations of the steps outlined for the
inverse scattering are often very hard or impossible and numerical calculations
are likewise demanding. Some special cases of initial potentials the KdV has
been solved explicit using IST. Specifically some potentials leads to a reflection
coefficient equal to zero which again leads to a simplification in the integral
transform, allowing for exact calculations. These potentials all corresponds
potentials wells u(x , 0) < 0 while our purposed model leads to solving the
KdV with a positive initial potential u(x , 0) > 0, a bump function with a single
maximum. Calculating the needed reflection coefficient for the KdV equation
involves solving the time independent Schrödinger equation(TISE) using the
initial potential u(x , 0) [1], and from quantum mechanics it is a known result
[11] [8] that solving the TISE with u(x , 0) < 0 or u(x , 0) > 0 leads to quite
different physical and mathematical results, the first to bound eigenstates and
discrete eigenvalues, while the latter to scattering states and a continuous
spectrum. Solving the corresponding integral transform proved difficult both
analytically and numerically. After Shabat in 1976 [25] made a remarkable
reformation of the IST into a Riemann-Hilbert(RH) problem progress was later
made in the so-called dispersionless limit of the the KdV, where the dispersion
term ϵ2uxxx is small compared to the nonlinear term 6uux . RH problems
are the study of differential equations in the complex planes, and a number
of mathematical problems can be studied as RH problems [20]. In the small
dispersion regime asymptotic calculations of the reflection coefficient can be
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made using the approximate WKB multiple scales method [5]. Through the
work of many of the leading researchers on the field, the study of the IST
as a RH problem for the dispersionless limit culminated in 1997 though the
work of P.Deift, S. Venakides and X. Shou in their article ’New results in small
dispersion KdV by an extension of the steepest descent method for Riemann-
Hilbert problems [7]. Here the authors purposed a systematic approach to
solving the corresponding RH problem by, amongst other, using the WKB
approximation and by introducing a phase function as a change of variable.
The starting point solving our purposed model will be the procedure from [7],
as the model is in the small dispersion regime. An outline for this thesis is as
follows
• In Chapter 2 we derive the mKdV equation using the method of multiple
scales on Maxwell’s equations, and propose this as an model for high
intensity laser pulse propagation in air.
• Chapter 3we present the results byDeift et al [7],proposing an asymptotic
solution method for the KdV equation. In addition we perform the some
practical calculations necessary to use the procedure and discuss some
implications of using the method for our class of potentials.
• Chapter 4 discusses numerical methods needed to use the method de-
scribed in chapter 3 and numerical results are compared to analytical
when possible. A worked example for a specific initial condition is pre-
sented.
• Chapter 5 summarises and discusses the results from chapters 2,3 and 4.
• The last chapter is an appendix containing some supplementary calcula-
tions and theory.
As an aid in the symbolic calculations in this thesis, for the most part computing
integrals, the computer algebra system Mathematica [13] is used.

2
High intensity laser pulse
propagation
Using techniques from the field of nonlinear optics we will in this section
derive an equation we propose is valid as a model for high intensity laser pulse
propagation in themid infrared region(wavelengths approximately 5µm−50µm
[24]). Mathematical models for laser pulse propagation is usually derived with
either Maxwell’s equations or the wave equation as a starting point [18] and
simplified using physical and mathematical approximations, depending on the
physics of the problem trying to model. Our approach will be first, starting
with the macroscopic Maxwell’s equations and reduce the problem into a scalar
partial differential equation using the method of multiple scales. This PDE
will turn out to be the modified Korteweg-de Vries equation. Starting with
Maxwell’s equation, denote the electric E and magnetic field B in space and
time. In addition, the fields D, H are the electric and magnetic induction.
Maxwell’s equation in MKS units are cited from [23]
∂tB + ∇ × E = 0
∂tD − ∇ ×H = −j
∇ · D = ρ
∇ · B = 0 (2.1)
where ρ and j are the electric charge and current densities. Our first simplifi-
cation is to assume that any free charges or currents have an negligible effect
5
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on the system, setting j = 0 and ρ = 0
∂tB + ∇ × E = 0 (2.2)
∂tD − ∇ ×H = 0 (2.3)
∇ · D = 0 (2.4)
∇ · B = 0 (2.5)
the fields H and D can be written in terms of the magnetic and electric field
by the relations
ηH = B (2.6)
D = ϵ0E + P (2.7)
where ϵ0 is the standard vacuum permittivity and η is the vacuum permeability.
From [23] we have both that in the optical mid-infrared frequency η can be set
as a constant equal ϵ−10 c
2, and the polarization term P in (2.7) can be divided





dt ′χ (t − t ′)E(x , t) (2.8)
PNL = ϵ0ηE · E2 (2.9)
Where χ is the electric susceptibility. Observe that the integral (2.8) is inte-
grated from all previous times before t , meaning that this term depends on
what has happened before. In optics this is called temporal dispersion and
causes difficulties in solving the system (2.2) - (2.5) as a standard initial value
problem. The approach we will take to get around this is to derive approxima-
tions to Maxwell’s equations using the method of multiple scales. Taking the




































dω(i∂t )nÊ(x ,ω) exp(−iωt)
]
= ϵ0 χ̂ (i∂t )E(x , t) (2.10)
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The non-linear polarization term is generated by what is called the Kerr effect
and can be approximated by the term (2.9) [18], simply stated a model for a
change in the refractive index when an electric field is applied to a dielectric
medium, in this case air, and standard for modelling in the field of non-linear
optics. Inserting (2.6), (2.7), (2.9) and (2.10) into the system (2.2)-(2.5)
∂tB + ∇ × E = 0 (2.11)
∂tE − c2∇ × B = −ϵ2∂t χ̂ (i∂t )E − ϵ2η∂tE2E (2.12)
∇ · E = −ϵ2 χ̂ (i∂t )∇ · E − ϵ2η∇ · (E2E) (2.13)
∇ · B = 0 (2.14)
where we have inserted the parameter ϵ2 into the LHS of equations (2.12)
and (2.13). This parameter is called a formal perturbation parameter and in
accordance with the multiple scales method described in [23][14]. Next we
will assume that the optical pulse we are trying to model propagates in a
given direction, we set it along the z-axis. Thus in the expansion the (x ,y)
coordinates will be treated different than the z coordinate. Inspired by this
introduce the moving frame of reference
θ = z − ct
τ = z
which gives differentials
∂z = ∂θ + ∂τ
∂t = −c∂θ (2.15)
If we insert these into (2.11)-(2.14) and write each equation into its component
form in x ,y, z we get three equations from each of the first two and one
equation for each of the last
−c∂θBx − ∂θEy = −∂yEz + ∂τEy (2.16)
−c∂θBy + ∂θEx = ∂xEz − ∂τEx
−c∂θBz = −∂xEy + ∂yEx
−c∂θEx + c2∂θBy = −c2∂τBy + c2∂yBz + ϵ2c∂θ χ̂ (−ic∂θ )Ex + ϵ2cη∂θ (E2Ex )
−c∂θEy + c2∂θBx = c2∂τBx − c2∂yBx + ϵ2c∂θ χ̂ (−ic∂θ )Ey + ϵ2cη∂θ (E2Ey)
−c∂θEz = c2∂xBy − c2∂yBx + ϵ2c∂θ χ̂ (−ic∂θ )Ez + ϵ2cη∂θ (E2Ez)
∂θBz = −∂τBz − ∂xBx − ∂yBy
∂θEz = −∂τEz − ∂ − ∂τEz − ∂xEx − ∂yEy − ϵ2 χ̂ (−ic∂θ )
[




∂x (E2Ex ) + ∂y(E2Ey) + ∂θ (E2Ez) + ∂τ (E2Ez)
]
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Now we proceed to use the method of multiple scales on system (2.16) by
introducing the following expansions
E(θ ,x1,τ ) = e(θ ,x1,τ1,τ2..)|x 1=ϵx ,τj=ϵ jτ
B(θ ,x1,τ ) = b(θ ,x1,τ1,τ2..)|x 1=ϵx ,τj=ϵ jτ
e = e0 + ϵe1 + ϵ
2e2 + ..
b = b0 + ϵb1 + ϵ
2b2 + ..
∂x = ϵ∂x 1
∂τ = ϵ∂τ1 + ϵ
2∂τ2 + .. (2.17)
where x = (x ,y) and x1 = (x1,y1) are the physical and multiple scale trans-
verse coordinates. Using this schema means that we are looking for solutions
that along the z-axis is a paraxial wave with an unconstrained shape but we as-
sume that it is slowly varying. This is a physical assumption based on knowledge
from other pulse propagating systems. We insert (2.17) into (2.16) and expand
up to order two in ϵ . Doing this results in quite a bit of algebra, so we write
the first equation out in detail and for the rest we just give the result.
− c∂θBx − ∂θEy = −∂yEz + ∂τEy
LHS : − c∂θ (bx0 + ϵbx1 + ϵ2bx2) − ∂θ (ey0 + ϵey1 + ϵ2ey2)
RHS : − ϵ∂y1(ez0 + ϵez1) + (ϵ∂τ1 + ϵ2∂τ2)(ey0 + ϵey1)
ϵ0 :
− c∂θbx0 − ∂θey0 = 0
ϵ1 :
− c∂θbx1 − ∂θey2 = −∂yez0 + ∂τ1ey0
ϵ2 :
− c∂θbx2 − ∂θey2 = −∂yez1 + ∂τ1ey1 + ∂τ2ey0 (2.18)
these are the equations up to order two for the first equation. Doing the same
for the rest gives us the following three systems for order zero, one and two.
For order ϵ0
c∂θbx0 + ∂θey0 = 0
−c∂θbx0 + ∂θey0 = 0
c∂θbz0 = 0
−c∂θby0 + ∂θex0 = 0
c∂θbx0 + ∂θey0 = 0
∂θez0 = 0
∂θbz0 = 0
∂θez0 = 0 (2.19)
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At order ϵ1
c∂θbx1 + ∂θey1 = ∂y1ez0 − ∂τ1ey0
−c∂θbx1 + ∂θey1 = ∂x1ez0 − ∂τ1ex0
c∂θbz1 = ∂x1ey0 − ∂y1ex0
−c∂θby1 + ∂θex1 = c∂τ1by0 − c∂y1bz0
c∂θbx1 + ∂θey1 = −c∂τ1bx0 + c∂x1bz0
∂θez1 = −c∂x1by0 + c∂y1bx0
∂θbz1 = −∂τ1bz0 − ∂x1bx0 − by0
∂θez1 = −∂τ1ez0 − ∂x1ex0 − ∂y1ey0 (2.20)
and order ϵ2
c∂θbx2 + ∂θey2 = −∂yez1 + ∂τ1ey1 + ∂τ2ey0
−c∂θbx2 + ∂θey2 = ∂x1ez1 − ∂τ1ex1 − ∂τ2ex0
c∂θbz2 = ∂x1ey1 − ∂y1ex1
−c∂θby2 + ∂θex2 = c∂τ1by1 + c∂τ2by0 − c∂y1bz1
− ∂θ χ̂ (−ic∂θ )ey0 − η∂θ (e20ex0)
c∂θbx2 + ∂θey2 = −c∂τ1bx1 − c∂τ2bx0 + c∂x1bz1
− ∂θ χ̂ (−ic∂θ )ey0 − η∂θ (e20ey0)
∂θez2 = −c∂x1by1 + c∂y1bx1
− ∂θ χ̂ (−ic∂θ )ez0 − η∂θ (e20ez0)
∂θbz2 = −c∂τ1bz1 − c∂τ2bz0 − c∂x1bx1 − c∂y1by1
∂θez2 = −∂τ1ez1 − ∂τ2ez0 − ∂x1ex1 − ∂y1ey1
− χ̂ (−ic∂θ )ez0 − η∂θ (e20ez0) (2.21)
We observe that the left side of each order have the same structure and that
the right hand side contains unknowns that we can find using the solutions
from the order below. We also see that the system are singular, there are four
pairs of equations at each order which have the same left side but different
right hand side. This means in order to use this we must find conditions for
when we can solve these systems. The conditions we find will give us equations
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When we proceed to solve the perturbation system we must ensure that the
right hand sides are consistent with these in order for us to find a solution. We
start by solving the first system (2.19), the general solution is
cbx0 = −ey0(θ ,x1,τ1,τ2..) + α(x1,τ1,τ2..)
cbx0 = ex0(θ ,x1,τ1,τ2..) + β(x1,τ1,τ2..)
ez0 = ι(x1,τ1,τ2..)
bz0 = κ(x1,τ1,τ2..) (2.23)
if we remember our definition (2.15) we see that the time variable is contained in
θ and that only ey0 and ex0 in the above equations depends on θ , meaning that
the four terms α , β, ι and κ are solutions to a static field already present from
the beginning. If we assume that there are no pre-existing electric field we can
set all these to zero. We then get the solution to the first order equations
cbx0 = −ey0(θ ,x1,τ1,τ2..)
cbx0 = ex0(θ ,x1,τ1,τ2..)
ez0 = 0
bz0 = 0 (2.24)
We proceed by inserting (2.24) into the first order system in ϵ1 (2.20)
c∂θbx1 + ∂θey1 = −∂τ1ey0
−c∂θbx1 + ∂θey1 = −∂τ1ex0
c∂θbz1 = ∂x1ey0 − ∂y1ex0
−c∂θby1 + ∂θex1 = ∂τ1ex0
c∂θbx1 + ∂θey1 = ∂τ1ey0
∂θez1 = −∂x1ex0 − ∂y1ey0
∂θbz1 = ∂x1ey0 − ∂y1ex0
∂θez1 = −∂x1ex0 − ∂y1ey0 (2.25)
We see that equations 3,6,7 and 8 are consistent, but 1,2,4 and 5 are not. The
inconsistent equations gives us
c∂θbx1 + ∂θey1 = −∂τ1ey0
−c∂θbx1 + ∂θey1 = −∂τ1ex0
−c∂θby1 + ∂θex1 = ∂τ1ex0
c∂θbx1 + ∂θey1 = ∂τ1ey0 (2.26)
We could here use the Fredholm Alternative to findwhen this system is solvable,
but we simply observe that we must have
∂τ1ey0 = ∂τ1ex0 = 0 (2.27)
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in order for us to have a solution. Using this we write the system (2.25) as
c∂θbx1 + ∂θey1 = 0
c∂θbz1 = ∂x1ey0 − ∂y1ex0
−c∂θby1 + ∂θex1 = 0
∂θez1 = −∂x1ex0 − ∂y1ey0 (2.28)
According to [23] and [14] we do not solve for a general solution to the
expansions beyond order ϵ0, but only solve for a special solution to (2.28)
ex1 = ey1 = bx1 = by1 = 0
∂θez1 = −∂x1ex0 − ∂y1ey0
c∂θbz1 = ∂x1ey0 − ∂y1ex0 (2.29)
We proceed by inserting (2.24) and (2.29) into the secondorder system (2.21).
c∂θbx2 + ∂θey2 = ∂y1ez1 − ∂τ2ey0
−c∂θby2 + ∂θex2 = ∂x1ez1 − ∂τ2ex0
c∂θbz2 = 0
−c∂θby2 + ∂θex2 = ∂τ2ex0 − c∂y1bz1
− ∂θ χ̂ (−ic∂θ )ex0 − η∂θ (e20ex0)
c∂θ ∂b2 + ∂θey2 = ∂τ2ey0 + c∂x1bz1
− ∂θ χ̂ (−ic∂θ ) − η∂θ (e20ey0)
∂θez2 = 0
c∂θbz2 = 0
∂θez2 = 0 (2.30)
In the above equation there are four pairs of solvability conditions, equations 3
and 7 is identical and automatically satisfied. The same is true for equations 6
and 8. Hence in order for the system to have a solution equations 1 and 5 must
be consistent, and equations 2 and 4. If we combine these four equation into
two, we get the following equations for the solvability of the system
2∂τ2ex0 = ∂x1ez1 + c∂y1bz1 + ∂θ χ̂ (−ic∂θ )ex0 + η∂θ (e20ex0)
2∂τ2ey0 = −∂x1ez1 + c∂y1bz1 + ∂θ χ̂ (−ic∂θ )ey0 + η∂θ (e20ey0) (2.31)
We are not going further than order two in ϵ so we do not need a special
solution to these equations. Now we differentiate these with respect to θ and
get
2∂θτ2ex0 = ∂x1x1ex0 + ∂y1y1ex1 + ∂θθ χ̂ (−ic∂θ )ex0 + η∂θθ (e20ex0)
2∂θτ2ey0 = ∂x1x1ey0 + ∂y1y1ey1 + ∂θθ χ̂ (−ic∂θ )ey0 + η∂θθ (e20ey0) (2.32)
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If we now use (2.17) to return to the variables (τ ,θ ,x) we get
2∂θτ2Ex0 = ∇⊥Ex0 + ε2∂θθ χ̂ (−ic∂θ )Ex0 + ε2η∂θθ (E20Ex0)
2∂θτ2Ex0 = ∇⊥Ey0 + ε2∂θθ χ̂ (−ic∂θ )Ey0 + ε2η∂θθ (E20Ey0) (2.33)
If we assume that the physical situation corresponds to linear polarization we
can set Ex0 = Ey0 and we reduce the system (2.33) to the scalar equation
2∂θτE = ∇⊥E + ∂θθ χ̂ (−ic∂θ )E + η∂θθE3 (2.34)
In the domain we assume that the dispersion can be approximated by a
quadratic [18]
χ̂ (ξ ) ≈ a + bξ 2 (2.35)
then we have
∂θθ χ̂ (ξ )E = a∂θθE − bc2∂θθθθE (2.36)
which leads to the equation
2∂θτE = ∇⊥E + a∂θθE − bc2∂θθθθE + η∂θθE3 (2.37)
Up to this point the approximations we have done has been in accordance with
standard methods used in nonlinear optics. To proceed we have to forsake this
for a moment and make some not so well justified steps. These steps are made
based on [15], we could say that we are interested in cases where the following
assumptions are valid. Let A be the cross-sectional area of a filament on the





Integrating (2.37) over this cross-section






dln · ∇e (2.39)
Now we assume that most of the electric field is on the axis we can approximate
the last term on the LHS
2∂θτ e − a∂θθe + c2b∂θθθθe − η f A2∂θθe3 =
∫
∂A
dln · ∇e (2.40)
where f is a number and represents the error in making this approximation.
The next step is to assume that the RHS is approximately zero. This is not a well
justified step either, but we assume that the flux average and cancel, making
RHS approximately zero. Then we get the homogeneous equation
2∂θτ e − a∂θθe + c2b∂θθθθe − η f A2∂θθe3 = 0 (2.41)
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Since all terms contain a ∂θ term we integrate the above equation
2∂τ e − a∂θe + c2b∂θθθe − η f A2∂θe3 = D
2∂τ e − a∂θe + c2b∂θθθe − η f A2∂θe3 = 0 (2.42)
The D is a constant, plane wave solution that we will disregard and set equal
to zero. If we make the change of variable θ → θ + dτ we can remove the
travelling linear term a∂θ
∂τ e − 3βe2∂θe + α∂θθθe = 0 (2.43)
where α = 12bc
2 and β = 12η f A
2. By scaling and a change in notation we write
it into a form more suitable to work with
mt − 6m2mx + ϵ2mxxx = 0 (2.44)
The above equation is the modified Korteweg-de Vries equation. The standard
KdV equation is
ut − 6uux + ϵ2uxxx = 0 (2.45)
Now introduce the transformation u =m2 + ϵmx and insert into (2.45)
ut − 6uux + ϵ2uxxx = (2mmt + ϵmxt )
− 6(2m3mx + ϵm2mxx + 2ϵmm2xx + ϵ2mxmxx ) (2.46)
+ ϵ2(6mxmxx + 2mmxxx + ϵmxxxx )
= ϵ(mxt − 6m2mxx − 12mm2x + ϵ2mxxxx )
+ (2mmt − 12m3mx + 2ϵ2mmxxx )
= (2m + ϵ∂x )(mt − 6m2mx + ϵ2mxxx ) (2.47)
The transformation used in the above equation is the Miura transformation [21]
and connects the KdV equation (2.45) to the mKdV equation (2.44). Solutions
to the mKdV can thus be found by solving the KdV equation and then using the
Miura transformation [1]. Equation (2.45) is simpler to work with than (2.44)
and solving this equation will be the focus for the rest of this thesis. The KdV
equation has both a nonlinear term 6uux and a dispersive term ϵ2uxxx , we
want to solve the equation using a method that assumes that ϵ → 0. This can
be justified since the dispersion is small in air, thus ϵ  1, allowing us to solve
the equation asymptotically. We will solve (2.45) as an initial value problem
so finally we impose a generic start condition u(x , 0) = u0(x) giving the final
form of the problem
ut − 6uux + ϵ2uxxx = 0
u(x , 0) = u0(x) (2.48)
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The shape of the initial condition u0(x), also called the potential, is deter-
mined by what physical situation one wants to model. For example, a potential
u0(x) < 0 would represent a situation where light is ’trapped’ and there are
no reflection or transmission. A potential u0(x) > 0 represents to the opposite,
all light is either transmitted or reflected. We will consider the latter, an initial
potential of bump shape u0 > 0, this corresponds to the case discussed in the
solution method we will follow.
Finally, it should be noted that solving (2.48) could give us qualitative in-
sight into the physics, but does not in its current form directly represent the
same electric field as a solution obtained from Maxwell’s equation. This con-
cludes our derivation of the model, the rest of this thesis will be focused on






In chapter 2 we proposed, using the method of multiple scales, the Korteweg-
de Vries equation (2.45) as a model for high intensity short optical pulses. In
this and the remaining chapters of this thesis we are interested in solving the
KdV equation as an initial value problem. As mentioned in the introduction
this equation belongs to a class of partial differential equations solvable using
a technique called the inverse scattering transform(IST). We will consider
Figure 3.1: Illustration of the Inverse Scattering Transform(IST)
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an initial condition u0(x) that have the properties described in definition (1).
The requirement that u0 must decay to zero sufficiently fast is a necessary
condition to be able to use the IST [1], therefore no addition restriction specific
for our purposes. The remaining requirements on u0 are present to simplify
calculations, but one could for example consider an u0 with a whole period,
opposed to the half period potential we will work with. Informally the inverse
scattering transform can by described in the following way: if you know what
you send out and can register what comes back, then it should be possible
to reconstruct what happened far away. Mathematically the idea is to first
transform the initial potential by direct scattering, employ time evolution in
the transformed space and then transform back into the time and space domain
by inverse scattering, see figure (3.1). In this sense the structure of IST is similar
to that of the Fourier transform for solving linear differential equations and
because of this themethod has been seen as a non-linear analogue to the Fourier
transform. Our problem can be summarised in the equation (3.1), where u0
satisfies definition (1).
ut − 6uux + ϵ2uxxx = 0
u(x , 0) = u0(x) (3.1)
In this chapter we will use the reformulation of the IST problemmade by Shabat
[25], where the inverse transform is solved as a Riemann-Hilbert problem
instead of solving integral equations as done in its original form. See section
B for a brief introduction to RH problems. A further development was made
by Deift, Venakides and Zhou [7], where by using the WKB approximation
to calculate the forward scattering problem, an explicit solution to the RH
problem could be found, thus giving a method to find the solution to the KdV
equation. By using the WKB approximation we are in the regime where ϵ → 0,
known as the small dispersion limit of the KdV, where the nonlinear 6uux term
dominates. In this chapter we will present the steps proposed by Deift et al. in
[7] to solve the KdV and make some calculations needed to use the procedure
in practice. However, we will not go into all theoretical details as some of these
are complicated and better treated in a more purely theoretical setting, see
for example [27]. Our first objective is to solve the forward scattering problem
for our potential, corresponding to computing the WKB approximation for
the Schrödinger equation with two turning points. After we can proceed to
describe the steps in the solution process, and the last two sections in this
chapter examines some practical consequences using the procedure.
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Definition 1. The initial potential u0(x) is required to satisfy the following
requirements(see figure (3.2))
• Even function with single maximum point, located at x = 0 and with height
normalized to unity
• Continuous and strictly monotonic decreasing from maximum point
• Asymptotic behaviour u0(x) ∼ 1−a |x |n in limit x → 0±, where n is either
1(linear) or 2(parabolic) and a > 0
• Either compact support [−s, s] with s > 0 or non-compact support with
asymptotic behaviour u0(x) ∼ x−p , |x | → ∞, where p ≥ 2
• u0(±s) = 0(compact support) or limx→±∞u0(x) = 0(non-compact sup-
port)
The potential u0(x) are the initial condition for the KdV equation, but we are
interested using the mKdV equation as a model. Thus, the initial potentialm0
we use for the mKdV must result in that the requirements for u0 in definition
(1) is satisfied when using the transformation
u0 =m
2
0 + ϵm0x (3.2)
If the operation m0x does not result in any pathological behaviour we can
approximate the transformations as follows
u0 ≈m20 (3.3)
as ϵ → 0. A possible behaviour that invalidates this would be if the derivative
operator results in multiplying with a big numerical value e.g.m0 = exp(−γx2)
whereγ is very large. We see now if we use the same requirements form0 where
the potentials are positive, even, decaying and so fourth, the transformation
m2 preserves the properties we need, thus results in a u0 that also satisfies
definition (1).
3.1 WKB-approximation for a potential with two
turning points
To use the procedure purposed in [7] we need to calculate the solution to the
following differential equation
ϵ2φ ′′(x) + (λ2 − u0(x))φ(x) = 0 (3.4)
φ ∼ T (λ) exp(−iλx
ϵ
) x → −∞ (3.5)




) x →∞ (3.6)
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(b) Non Compact Support
Figure 3.2: General shapes of potentials
This is part of the forward scattering problem and our aim is to solve for the
quantities R(λ) and T (λ) which are the reflection and transmission coefficient
for the Schrödinger equation (3.4). An asymptotic solution to the Schrödinger
equation that is valid when ϵ → 0 can be found using the WKB approximation





τ = λ2 − u0
x+ = |u−10 (λ2)|
x− = −x+ (3.7)
From elementary theory on differential equations we have that the solution to
(3.4) depend on the sign of λ2 −u0(x) and by examining figure (3.2) it is clear
that (3.4) have two turning points in 0 < λ2 < 1 and we have three different
regions for the WKB approximation
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γ−) exp(−θ ) (3.13)
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τ − λ) − λx+ (3.19)










γ+) exp(−θ ) (3.20)










CHAPTER 3 KORTEWEG-DE VR IES EQUAT ION AND THE R IEMANN-H ILBERT
APPROACH TO INVERSE SCATTER ING TRANSFORM
At the points x− and x+ the WKB approximation is singular since τ (x±) = 0.
This means that at these points we can not use equations (3.8)-(3.10) directly.
Instead, we linearise the potential u0 at the singular points x± and solve the
equation (3.4). Then we connect the exact solution with asymptotic solutions
on both sides of the singular points to obtain connections for all three regions.
Around the singular points we assume that the potential can be linearised,
starting at x−
u0(x− + x) ∼ u0(x−) + u ′0(x−)x
= λ2 + αx (3.22)
where α > 0. We get the equation








whereAi(z) and Bi(z) are the Airy functions, see the appendix section C.1. Both
these functions have asymptotic expansions for large positive and negative
arguments and by using these we can match the inner solution with the
outer WKB solutions. Starting with the region to the left of x− and using the
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We now repeat the process for negative arguments, using the asymptotic ex-



















|x |3/2 + π
4
)
= C−β sin(ω +
π
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where β = ϵ
1/6
√
































































This is the connection between the WKB solutions and the inner solution
around x−. We now do the same procedure around x+. We linearise around
x+
u0(x+ + x) = λ2 + u ′0(x+)x = λ2 − αx (3.35)
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By using the asymptotic expansions on the left of x+ we get
φ ∼ C+β sin(ω +
π
4
























We must compare this with the two expansions (3.9) and (3.10). Starting




























































the WKB-approximation in this region is given by (3.9) and by first computing
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To summarise, we have the following results in addition to the two above
equations


































To find connections between the reflection and transmissions coefficients we
































τ 1/4 exp(− iϵγ+) 0
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exp(i π4 ) 0
0 exp(−i π4 )
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We start simplifying by calculating
(P∗N )−1 =
[





















∗c−1 −ic + 12abc−1
ic + 12a
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Finally we multiply by K and H−1











































Further we see that in the limit ϵ → 0
µ ∼ c
ν ∼ −ic, ϵ → 0 (3.61)
Using this gives for the reflection coefficient
R(λ) ∼ −i h
∗
h















We are interested in the squared norm of T and we then get in the limit
ϵ → 0



























We now have expressions for reflection and transmission coefficients for 0 <
λ2 < 1, but what about λ2 > 1 ? In this region there are no turning points and
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By first employing the boundary condition at x → −∞ and then when x →∞
we get the result
R(λ) = 0
T (λ) = 1 (3.65)
when the eigenvalues λ2 > 1. For simplicity we have used λ2 in these calcula-
tions, but to use the same notation as in the reference we let λ2 → λ and we
redefine γ+ and χ . Our expressions then become




































where we have (re)-defined ρ and τ











u0(η) − λ (3.69)
3.2 Burger’s equation and breaking time
Before we start solving the KdV equation it is of interest to study equation (3.1)
when we set ϵ = 0
ut − 6uux = 0 (3.70)
The equation above is called the inviscid Burger’s equation and is known to
develop a shock at a specific time t∗. Denote this as the breaking time and
for times greater than t∗, the solution to (3.70) become multivalued. Studying
(3.70) in our context is important for at least two reasons, first because we get
insight into what the term ϵ2uxxx does to the equation. The second reason
is a technical one that will be described in later sections, simply stated the
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method we will use solve the KdV equation before t∗ in one particular way




= 1, t(0,η) = 0
dx
ds
= −6u,x(0,η) = η
du
ds
= 0,u(0,η) = u0(η) (3.71)
the solution for x(η) is
x = −6u0(η)t + η (3.72)
if we look at two curves
−6u0(η0)t + η0 = −6u0(η1)t + η1 (3.73)
if these curves intersect then the solution is multivalued, and if we can find the
minimum time this happens we have the breaking time
t = − η1 − η0
6(u0(η1) − u0(η0))
(3.74)
we have the minimal time t∗










In addition to this, using (3.72) and setting η = 0 we get the following re-
sult
x∗ = −6u0(0)t + 0 = −6t (3.76)
The point x∗ corresponds to the position of the maximum of u(x , t) before
breaking.
3.3 Inverse Scattering Transform as a
Riemann-Hilbert problem
We will now present the steps needed to solve the KdV equation in the small
dispersion limit using the Riemann-Hilbert approach that Shabat introduced
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[25] and later culminated in the work of Deift et al. [7] and the following
description is mainly based on the latter. The first step, already performed,
is to perform forward scattering and obtained expressions for the reflection
coefficient R and transmission coefficientT . From the theory of IST for the KdV
equation is correspond to solving the Schrödinger eigenvalue problem
−ϵ2φ ′′ + u0(x)φ = λφ (3.77)
with appropriate boundary value conditions, exactly the problem we solved in
section 3.1. Here λ is the eigenvalue and will become the independent variable
that we use in the solution process, while the space and time variables (x , t)




σ1 if λ < 0[
1 − |R |2 −R̄ exp(−2iϵ α)
R exp(2iϵ α) 1
]
if λ > 0
(3.78)





, R is the reflection coefficient,
the quantity T = 1 − |R |2 is the transmission coefficient and
α = 4tλ3/2 + xλ1/2 (3.79)
The redefinition of the scattering problem into a Riemann-Hilbert problem
done by Shabat in [25] is to find a row vector-valued functionm(λ) = (m1,m2)
analytic for λ ∈ C\R
m+ =m−G (3.80)
with asymptotic behaviour
m → (1, 1), λ→∞ (3.81)
The limiting functions are defined asm± = limδ→0m(λ ± iδ ;x , t , ϵ). Equation
(3.80) is a vector Riemann-Hilbert problem, with jump functionm. From the
reference, the solution to u(x , t) is at this point
u(x , t ; ϵ) = −2iϵ∂xm11(x , t ; ϵ) (3.82)
where






There are two main simplifying ideas in the proposed solution process, the
first being using the WKB approximation to solve for the reflection coefficient,
the second is to introduce a change of variable named the phase function.
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Starting with the former, the differential equation (3.4) solved in section 3.1
is the forward scattering problem for the KdV equation where u0 and satisfies
definition (1). We insert the calculated approximations for R (3.66) and T







if λ < 0[
exp(− 2ϵ τ ) −i exp(
2i
ϵ (ρ − α))
−i exp(2iϵ (α − ρ)) 1
]




if λ > 1
(3.84)
where the last matrix is introduced when the results from the WKB approxima-
tion for λ > 1 is used. The problem is now reduced to a problem on the interval
(−∞, 1] in λ, since the third matrix in (3.84) is the identity. The second step is







The function д(λ) is called the phase function. The phase function is a complex
function, analytic when not on the cut λ = (−∞, 1].









0 exp(− iϵ (д+ + д−))
exp( iϵ (д+ + д−)) 0
]
if λ < 0[
exp( 1ϵ (iд+ − iд− − 2τ )) −i exp(
i
ϵ (−д+ − д− + 2ρ − 2α))
−i exp( iϵ (д+ + д− + 2α − 2ρ)) exp(−
i
ϵ (д+ − д−))
]
if 0 < λ < 1[
exp( iϵ (д+ − д−)) 0
0 exp( iϵ (д+ − д−))
]
if λ > 1
(3.87)
In order to satisfy the jump condition when λ < 0 and the identity matrix
when λ > 1 in (3.84) two requirements on д is necessary
д+(λ) + д−(λ) = 0, λ ∈ (−∞, 0) (3.88)
д+(λ) − д−(λ) = 0, λ ∈ (1,∞) (3.89)
After this change of variable the solution u(x , t) is now given by
u(x , t ; ϵ) = −2iϵ∂xm(1)11 − 2∂xд1(x , t) (3.90)
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Let us assume that for every (x , t) we can make certain requirements on the
phase function д for λ ∈ (0, 1), we will later briefly mention why exactly
these requirements are made. First we pose that there exists N + 1 number
of partitions (α j (λ), βj (λ)) in λ ∈ (0, 1), where 0 ≤ j ≤ n. We also require
that β0 < α1 < β1... < βN . If we are in the region between two intervals, e.g.
(α1, β1) we demand that the phase function satisfies the following
−τ < 1
2i
(д+ − д−) < 0
h′ = 0
h = Ωj (3.91)
where Ωj is a constant of integration. On the other hand if we are not in this




h′ < 0 (3.92)
or
д+ − д− = 0
h′ > 0 (3.93)
Now observe that the conditions (3.92), (3.91) and (3.93) gives rise to two
scalar Riemann-Hilbert problems, one for д and one for ∂д
∂д+ + ∂д− = 0, λ < 0 (3.94)
∂д+ + ∂д− + 2∂α − 2∂ρ = 0, λ ∈ ∪(α j , βj ) (3.95)
∂д+ − ∂д− = 0, λ > 1 (3.96)
And ∂д should satisfy one of the following conditions
A) − 2i∂τ = ∂д+ − ∂д− (3.97)
or
B) 0 = ∂д+ − ∂д−, λ ∈ (0, 1) − ∪(α j , βj ) (3.98)
The RH problem for д is
д+ + д− = 0, λ < 0 (3.99)
д+ + д− + 2α − 2ρ = Ωj , λ ∈ ∪(α j , βj ) (3.100)
д+ − д− = 0, λ > 1 (3.101)
And д should satisfy one of the following conditions
A) − 2iτ = д+ − д− (3.102)
or
B) 0 = д+ − д−, λ ∈ (0, 1) − ∪(α j , βj ) (3.103)
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It is more clear that these are RH problems if we, for example for ∂д, rewrite
in the form
∂д+ = k∂д− + f (3.104)
where the jump function is
k =

−1 λ < 0
−1 λ ∈ (α j , βj )
1 o.w
(3.105)
and the inhomogeneous term f
f =

0 λ < 0
2∂ρ − 2∂α , λ ∈ (α j , βj )
−2iτ ′ ∨ 0 λ ∈ (0, 1) − ∪(α j , βj )
0 λ > 1
(3.106)
A similar rewriting can be done for the RH problem for д. In the appendix
section B we derived the general solution to scalar RH problems







X+(t)(t − z) + P(z)
]
(3.107)
where X (z) are the solution to the homogeneous problem






t − z (3.108)
The jump function (3.105), with an unspecified number of partitions (α j , βj )
gives rise to the following homogeneous solutionX of the RH problem, consider
the function
X (λ)2 = (λ − β0)
N∏
j=1
(λ − α j )(λ − βj ) (3.109)











(λ − α j )(λ − βj )
)]
(3.110)
what shape must it then take to satisfy the jump condition (3.105)? The cases
λ < 0 and λ ∈ (α j , βj ) has identical jump condition so let us first examine










CHAPTER 3 KORTEWEG-DE VR IES EQUAT ION AND THE R IEMANN-H ILBERT
APPROACH TO INVERSE SCATTER ING TRANSFORM





















(α j − λ)(βj − λ)
]1/2
(3.112)






(α j − λ)(βj − λ)
]1/2
(3.113)
thus for both these cases we have X+ = −X−. Hence, X is a solution to a
RH problem and is a solution to our problem. By taking different branches of
(3.109) we can find solutions to the types of problems we require solutions to.
We will denote the homogeneous solutions X in the following calculations, but
depending on the scalar RH problem the explicit form might differ from case
to case. Now we can write down the solution to the RH problem (3.104) using
the formula (3.107)

















where E is either 1 (case A) or βN (case B). From the theory we have that as


















= 0,k = 0, ...,N
(3.116)
This gives N equations for N + 1 equations, an addition equation is needed to
determine all unknowns. If д′± are both continuous for λ > 0 we can integrate
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dλ [∂д+ − ∂д−] = −2i
[
τ (βj ) − τ (α j )
]
, 1 ≤ j ≤ N (3.118)
Now we have N + 1 equations for the unknown quantities α j , βj . We are
interested in using this method in practice and want to develop the equations
further. For a given potential u0 one could try to go through the whole process
and analyse the different cases exact, corresponding to analysing a number of
inequalities and calculating integrals. We will take a different, perhaps more
crude, approach by simply developing the equations for the simplest cases and
later ask if these are enough for the initial potentials we consider. The simplest
case is if we set N = 0, β0 = 0, this is equivalent to the trivial case u = 0 and
no further work is needed. Next one could set N = 0, β0 , 0, from the theory
it is suggested that this is valid for times 0 ≤ t ≤ t∗ and for x ∈ (−s, s), where
t∗ is the breaking time derived in section 3.2. For potentials of compact support
the solution before t∗ outside the support is zero. After breaking we assume
that there will be at least one addition phase N = 1, β0 , 0 and solve for the
additional quantities (α1, β1), valid for t∗ < t < T and β0 is valid in x ∈ (x0, s),
(α1, β1) for x0 < x < x1, where T , x0 and x1 may or may not be finite, yet to
be determined. If this is not sufficient one would have to set N = 2, 3, 4... until
all time and space are covered.
3.3.1 Phase before breaking, N = 0, β0 , 0
Starting with developing the phase before breaking we have one unknown β0,
hence we need one equation to determine this quantity. The equation valid
for this case is (3.116), and with N = 0 we can write down the homogeneous
solution X using formula (3.109)
X (λ) = (λ − β0)1/2 (3.119)
By repeating the limiting process for the upper branch we getX+ = i(β0−λ)1/2.
For this case we have two separate cases A (3.97) or B (3.98) and starting with
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2ρ ′(µ) − 2α ′(µ)







2ρ ′(µ) − 2α ′(µ)
(β0 − µ)1/2(µ − λ)
Using condition (3.116) we get the equation∫ β0
0
dλ













C(β0) = 6tA(β0) + xB(β0) (3.120)
While ρ ′ is dependent on the initial potential u0, the formula for α is not,












Inserting α ′ into (3.120) we can compute the RHS exact












= 6tπβ0 + xπ (3.122)
To make any further progress, analytical or numerical, the quantity ρ ′ must
be computed. Thus we leave the equation for β0, case B, in the following
form
6tπβ0 + xπ = C(β0) (3.123)
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2ρ ′(µ) − 2α ′(µ)
















2ρ ′(µ) − 2α ′(µ)








(µ − β0)1/2(µ − λ)
(3.125)
Using the asymptotic condition (3.116) we get∫ β0
0
dλ









The difference between this case and case B is the integral involving τ ′, also
dependent on the initial potentialu0 andwe can notmake any further analytical
simplifications past the ones performed for case B, reusing these gives









Equations (3.123) and (3.127) determines β0. An important question is which of
these equations is valid for a particular (x , t), and from [7] we have that both
equations is valid for times up to breaking t∗. In section 3.2 we calculated the
maximum point x∗ of u(x , t), t < t∗ to be x∗ = −6t . Based on what is obtained
from actual calculations, we propose that equation (3.123) is valid for x > x∗
and equation (3.127) valid for x < x∗.
After breaking we need another phase in order to find solutions for allx , but that
does not mean the above calculation only applies before breaking time. After
breaking this phase connects smoothly with the second phase β0(x0) = β1(x0)
and is determined by the upper branch determined by equation (3.123) and
valid for x ∈ (x0, s).
3.3.2 First phase after breaking, N = 1, β0 , 0
Now consider a region where we need one subinterval e.g. N = 1, β0 , 0.
The equation for β0 in this phase is the same as for the upper branch of β0 for
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t < t∗, hence we reuse equation (3.123), and we only need to develop equations
determining (α1, β1). Since there is two unknowns we will need to use both
equations (3.116) and (3.117). First we need an solution to the homogeneous
problem, a natural choice would be
X (λ) = λ1/2(λ − α1)1/2(λ − β1)1/2 (3.129)
However, if we proceed with this equation eventually we will end up with a
system of equations that is unsolvable. Therefore we instead try the following
branch
X (λ) = λ−1/2(λ − α1)1/2(λ − β1)1/2 (3.130)
It is not trivial to determine in advance which of the branches of X is the
correct choice, trail and error might be the most efficient method. Proceeding
by finding the limiting functions X+, if λ < α1 < β1 we have
X+ = lim
δ→0+
X (λ + iδ )
= lim
δ→0+
(λ + iδ − α1)1/2(λ + iδ − β1)1/2
(λ + iδ )1/2
= i2λ−1/2(α1 − λ)1/2(β1 − λ)1/2 = −λ−1/2(α1 − λ)1/2(β1 − λ)1/2 (3.131)
Similar we have when α1 < λ < β1
X+ = lim
δ→0+
X (λ + iδ )
= iλ−1/2(λ − α1)1/2(β1 − λ)1/2 (3.132)
Summarised results for X+ is
X+(λ) =
{
−λ−1/2(α1 − λ)1/2(β1 − λ)1/2, λ < α1 < β1
iλ−1/2(λ − α1)1/2(β1 − λ)1/2,α1 < λ < β1
(3.133)
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ρ ′(µ) − α ′(µ)






























(µ − α1)1/2(β1 − µ)1/2(µ − λ)







The two integrals H3 and H4 can be computed as Cauchy integrals





(µ − α1)1/2(β1 − µ)1/2(µ − λ)
= π (3.135)
and





(µ − α1)1/2(β1 − µ)1/2(µ − λ)
= 0 (3.136)











2ρ ′(µ) − 2α ′(µ)
µ−1/2(µ − α1)1/2(β1 − µ)1/2
= F1 + F2 +C0 (3.137)
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where F1,F2 denotes the integral involving τ ′, ρ ′ andC0 the α ′ integral. As for


















(µ − α1)1/2(β1 − µ)1/2
= −6tπ (α1 + β1) − πx (3.138)
Our first equation is therefore













µ−1/2(µ − α1)1/2(β1 − µ)1/2
(3.140)
The second equation is obtained using equation (3.117), where we replace
τ (β1) with zero, according to the theory.∫ β1
α1
dµ [д′+(µ) − д′−(µ)] = 2iτ (α1) (3.141)
From equation (3.134) we have the phase function
д′(λ) = λ−1/2(λ − α1)1/2(λ − β1)1/2 [H1 − H2 + 6t] (3.142)
Finding the limiting functions д+ and д− then gives
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(µ − α1)1/2(β1 − µ)1/2
µ1/2
= 2τ (α1) (3.144)
It is actually possible to make some analytical simplifications here, starting
with the last term∫ β1
α1
dµ








(1 + γ )E(1 − 1
γ





where we have defined γ = α1β1 . To simplify notation we set




(1 + γ )E(1 − 1
γ





Where symbols E and K are the complete elliptic integrals of first and second

























(µ − α1)1/2(β1 − µ)1/2
µ1/2(s − µ)
(3.147)












(ξ − γ )1/2(1 − ξ )1/2
ξ 1/2(η − ξ )
(3.148)
Now the last integral can be computed∫ 1
γ
dξ
(ξ − γ )1/2(1 − ξ )1/2







) − (1 + γ − η)K(1 − 1
γ
) + (1 − η)Π(γ − 1






where Π is the complete elliptic integral of the third kind. Note that there are
slight differences in how Π is defined by various authors, see section C.2 for
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details. Set θ = 1 − 1γ , and we define
G(η,γ ) = 4
π
η1/2
γ 1/2(γ − η)1/2(1 − η)1/2
[
γE(θ ) − (1 + γ − η)K(θ ) + (1 − η)Π(γ − 1
γ − η ,θ )
]
(3.150)




dηG(η,γ )τ ′(β1η) (3.151)
By the same change of variables and interchanging the integration order we





(ξ − γ )1/2(1 − ξ )1/2
ξ 1/2(η − ξ )
=
= 2γ 1/2 [E(θ ) − K(θ )] + 2
γ 1/2
(η − 1)Π(1 − η
γ
,θ ) (3.152)
Using this we can write the third term as
H (η,γ ) = 2η
1/2
π (η − γ )1/2(1 − η)1/2
[
2γ 1/2 {E(θ ) − K(θ )} + 2
γ 1/2









dηH (η,γ )ρ ′(β1η) (3.154)
Collecting the results from equations (3.154),(3.145),(3.151) to form our second
equation determining (α1, β1), and using (3.139) we get the 2 × 2 system of
equations















(µ − α1)1/2(β1 − µ)1/2
2τ ′(α1) = 12tβ3/21 S(γ ) + β1
∫ γ
0
dηG(η,γ )τ ′(β1η) − β1
∫ 1
γ
dηH (η,γ )ρ ′(β1η)
(3.155)
Solving the system (3.155) will in practice be a numerical task, to be able
to solve all the integrals exact for a given u0 seems unlikely. However, the
reduction from iterated integrals reduces the numerical work considerable.
Now equations is developed for the β0 phase and the phase (α1, β1) and an
important question is for which(if any) these two phases are sufficient. This
will be addressed in a later section, for now we will assume that these will be
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Figure 3.3: Illustration of contour deformation
enough for the potentials we consider.
When we introduced the phase function д a number of requirements it had
to satisfy was made, but no justification on why these requirements was in-
troduced was not. While the complete answer is fairly advanced, we can give
an outline of the argument. First consider a generic vector RH problem with a
jump condition v that can factorized into two invertible matrices
n+ = n−v2v1 (3.156)
We still use the arc λ ∈ (−∞, 1),denote this as l , but in general this can be
arbitrary. Since both v2 and v1 are invertible we have
n+v
−1
1 = n−v2 (3.157)
By analytical continuation and a change of variables the above problem can be
formulated as two new RH problems, see figure (3.3)
n(1)+ = n
(1)
− v1, z ∈ l⊕ (3.158)
n(1)+ = n
(1)
− v2, z ∈ l	 (3.159)
Let us now examine the the three cases (3.91),(3.92) and (3.93).
3.3.3 Case I: i [д+ − д−] = 2τ and h′ < 0




1 −i exp(− iϵh)





From the equation (3.69) determining τ and the requirements (1) made on
the initial potential u0 it is clear that τ > 0, λ ∈ (0, 1), hence as ϵ → 0+ this
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1 −i exp(− iϵh)
−i exp( iϵh)) 0
]
(3.161)
This matrix can be factorized in the following way
v(1) = v2v1 =
[
1 0
−i exp( iϵh)) 1
] [




The point is, from [7], when v1 is inverted and the conditions on h is used,
both v−11 and v2 reduces to zero. Thus there is no jump, meaning that on
this interval we havem+ = m− and we can remove the intervals (a,b) from
(−∞, 1).
3.3.4 Case II: [д+ − д−] = 0 and h′ > 0
For this case the middle matrix in (3.87) reduces to
v(1) =
[
1 −i exp(− iϵh)





tau is still positive and as ϵ → 0
v(1) =
[
1 −i exp(− iϵh)
−i exp( iϵh)) 0
]
(3.164)
This matrix can be factorized in the following way
v(1) = v2v1 =
[
1 0
−i exp( iϵh)) 1
] [




Then the same argument as for case II is used and the intervals where this
holds can also be removed.
3.3.5 Case III: −2τ < −i [д+ − д−] < 0 and h′ = 0
[
0 −i exp(− iϵh)
−i exp( iϵh)) 0
]
(3.166)
This case is the region we can not remove and where we have (α j , βj ). These
regions give a RH problem that can be solved exactly, and the reason why the
problem is partitioned up into the three cases.
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Now that equations for the two first phases have been developed we pro-
ceed to describe how to construct a solution using these. Before breaking
t < t∗ the solution is simply β0. After breaking, the solution to the final RH
problem, after the limit ϵ → 0+ is taken, is given in [7]
u(x , t , ϵ) ∼
N∑
j=0




where the remaining unknowns are qN−1, Ω and Φ. The function Θ is the




exp [iπ (nΩn + 2nΦ)] (3.168)
The quantity Ω is the same as Ωj in the scalar RH problem for д, equations
(3.99)-(3.101). For j = 0 this is set to zero, thus we only need to calculate
Ω1, ...,ΩN , corresponding to (α1, β1), ..., (αN , βN ). To be able to solve for a
given Ωj we write the general solution to equations (3.99)-(3.101), for the case
(α j , βj )




































= A + B (3.170)
Where A and B are the integrals containing ρ,α (A) and τ (B). For these


















(A + B) (3.171)
One important detail is that the homogeneous solution X when calculating д
need not be the same asX forд′, but we must have that the derivate ofд is equal
to the phase function for д′. This must be examined for a specific potential u0.
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What further complicates the situation is that a new homogeneous solution
is required for every new subinterval, and the analytical work increases in
complexity. If we consider the case with one subinterval i.g. (α1, β1), numerical
results suggests that for potentials we consider(satisfies definition (1)) we must
use
X = λ1/2(λ − α1)1/2(λ − β1)1/2 (3.172)
when calculating д and for д′ we must use
X = λ−1/2(λ − α1)1/2(λ − β1)1/2 (3.173)













µ1/2(µ − α1)1/2(µ − β1)1/2
= −K(1 − γ )
πα1/2
(3.174)





























µ1/2(µ − α1)1/2(µ − β1)1/2
= 2t(α1 + β1) + x (3.175)
Thus Ω1 can be written as
Ω1 = −
K(1 − γ )
πα1/2
[















µ1/2(µ − α1)1/2(β1 − µ)1/2
]
(3.176)
To get the final form of Ω1, the remaining integrals must be computing either
analytical or numerical, depending on ρ and τ . Also needed in the solution
(3.167) is the quantities qN−1. These quantities occurs when going from the
solution for u (3.90) to the solution (3.167), and related to the Riemann
surface for the homogeneous solution X . From the method, the meromorphic




λN + qN−1λN−1 + ... + q0
X
dλ (3.177)
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dλ = 0, j = 1, ...,N (3.178)
Where aj is closed curves around the intervals (α j , βj ), traversed counter clock-
wise. If we use the homogeneous solution we can compute this for j = 1,









λ1/2(λ − α1)1/2(λ − β1)1/2
= 0
q0 = −α1
E(1 − β1α1 )
K(1 − β1α1 )
(3.179)
The remaining unknown in (3.167) is Φ, the period matrix for Ω. This is
computed by first introducing a basis for the holomorphic differential for the





where pi are polynomials of degree N − 1 and determined by∫
aj
ωi = δi j (3.181)
where aj is the same curves as above. After pi is determined using the above





where bi are curves connecting β0 with α j . As before we make explicit calcula-
tions for the first phase j = 1,N = 1 ∫
aj




λ1/2(λ − α1)1/2(λ − β1)1/2
p1 =
iα1/21
2K(1 − β1α1 )
(3.183)
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We have now described the mechanical steps from [7] needed to construct
the solution to the KdV equation in the small dispersion limit, and developed
the equations for the phase before breaking β0 and one additional phase
(α1, β1). If it is sufficient with these two phases we have a complete asymptotic
solution(ϵ → 0) to the KdV equation (3.1). To summarise, the solution before
breaking t < t∗ is given by
u(x , t) ∼
{
β0(x , t), x ∈ [−s, s]
0 o.w .
(3.185)
and after breaking t > t∗ the solution is
u(x , t) ∼

β0(x , t), x ∈ (x0, s)
α1(x , t) + β1(x , t) + 2q0 − 2ϵ2∂xx log(Θ( Ω12πϵ ,Φ1)), x ∈ (x1,x0)
0 o.w .
(3.186)
where β0 is the upper branch of β0 before breaking. To obtain an actual solution
the remaining integrals need to be calculated and this is in general a numerical
task. In addition the middle term in (3.186) must be treated numerically after
the phase (α1, β1) is obtained. Numerical implementations and results of this
will be described in chapter (4), in the remaining two sections of this chapter
we will examine if it is sufficient with only using the two phases we have derived
in this section and bringing up a possible weakness with the theory.
3.4 Investigating the possibility of a new phase
N = 2
In section 3.3 we introduced the phase function д and through a series of
simplifications and assumptions it was shown that to find the solution to the
KdV we needed to find the phase function for all space x and time t . Further
we discussed the three simplest cases (N = 0, β0 = 0) , (N = 0, β0 , 0) and
(N = 1, β0 = 0), each valid in a (x , t) region, by developing general equations
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to determine β0 for the second case and (α1, β1) for the third. The first case
is the trivial solution and corresponds to the regions in space and time where
the solution is zero. An important question, for potentials u0(x) that satisfies
the requirements in definition (1), are if these three cases enough to find
solutions to the KdV equation for all (x , t)? The case (N = 0, β0 , 0) is valid
for times before the KdV equation breaks down, either valid for all x or for a
finite region, determined ifu0 has compact or non-compact support. The trivial
solution is only applicable for potentials with compact support. In the solution
process the time and space variables are parameters and the eigenvalue λ
is the independent variable, we now ask if it is possible to solve the system
(3.187)-(3.188), determining the phase (N = 1, β0 = 0),∀λ ∈ (0, 1)? As a
reminder, the equations derived in the previous section is as follows




) + β1 f2(α1, β1) = 2τ (α1) (3.188)
where
0 ≤ α1, β1 ≤ 1
α1 < β1 (3.189)




dηG(η,γ )τ ′(β1η) − β1
∫ 1
γ
dηH (η,γ )ρ ′(β1η) (3.190)



























dµk2(α1, β1; µ)ρ ′(µ)
= f1a + f1b (3.191)
Equations (3.187) and (3.191) are of main interest in the following calculations,
but the whole system is included for completeness. We are now interesting
in answering for which (α1, β1) there can exist a solution for (3.187), and
specifically if there can exist solutions where α1 → β1. From the conditions on
(α1, β1) we will look for a solution in a triangle domain, illustrated in figure
(3.4). Further, the KdV equation definedwith a negative nonlinear term dictates
a left moving solution, meaning that in the region x ∈ [x0,x1]where this phase
is valid the space variable x is always negative, thus x < 0. Also, since time is
always positive we have 6t(α1 + β1) > 0. Using this we know something about
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Figure 3.4: Solution space(coloured region) for system (3.187)-(3.188)
the LHS of equation (3.187) and inspired by this let us examine the RHS. Let

























We now take the limit as α1 → β1,α1, β1 , 0 for both K1 and K2
lim
α1→β1






Since (3.194) diverges as α1 → β1, the integral f1a also diverge unless the
quantity τ ′ counters this i.g. limα1→β1 τ
′ = 0. Similarly, the integral f1b does
not diverge unless ρ ′ displays some singular behaviour in the limit. We are
interested in finding, in the limit α1 → β1 whether f1 converges or diverges,
and it it diverges we want to know it goes to positive or negative infinity. The
following possibilities exists
• The divergent term K1 (3.194) dominates, causing f1 to approach ±∞,
depending on the sign of τ ′
• τ ′ is zero in the limit, cancelling the divergent term (3.194)
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• ρ ′ is zero in the limit
• ρ ′ can make f1b divergent,causing f1 to either converge or diverge,
depending on signs and factors compared to f1a .
• A consistent combination of the options above
These possibilities will now be examined. As a reminder, the functions τ and ρ
are defined as





µ1/2 − (µ − u0(x))1/2
]
(3.196)
τ (µ) = 2
∫ x+
0
dx(u0(x) − µ)1/2 (3.197)
where s is the support of u0. Since the integrals in system (3.187)-(3.188) is
integrated over µ, we let λ → µ, but the two variables represents the same.



























The function u0 is the potential and satisfies (1). The function x+(µ) are
defined x+ = u−10 (µ) and is continuous since u0 is continuous. Further, using
the definition of τ and x+ we must have
τ (µ) ≥ 0
τ ′(µ) ≤ 0,∀µ ∈ (0, 1) (3.200)
By looking at the definition of τ (3.197) and x+ it is clear that u0 > µ in the
entire region of integration, see figure (3.5). Similarly, τ must have a maximum
point when µ = 0, corresponding to x+ → s, and decreases monotonically to
zero when µ → 1. As a consequence τ ′ can only be zero in the limit µ → 1.
From this we obtain our first result
• Since τ ′ ≤ 0 and K1(α1, β1) ≤ 0, f1a must either be zero or positive.
Thus, as α1 → β1, provided τ ′ , 0, f1a diverges to positive infinity, if
τ ′ = 0, f1a can converge.
Limits of ρ ′ and τ ′ as µ → 1
Let us first examine if τ ′ can be zero at µ = 1. In the limit x → 0± we have
from definition (1) that we can approximate the potential as u0(x) ∼ 1 − a |x |n
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Figure 3.5: Coloured region illustrates the integral (3.196) from 0 to u0(x) = µ, a
region where u0 ≥ µ
where n = 1, 2. The turning point x+ is computed by

















(1 − µ)3/2,x → 0+ (3.202)
and the derivative for this case is
τ ′ ∼ −2
a
(1 − µ)1/2 (3.203)










(1 − µ)1/2 = 0 (3.204)
Indicating that for potentials that are linear as x → 0 gives exactly the result
that τ ′(1) = 0, the only point where this is possible. Repeating the process for
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the parabolic case n = 2 we find τ and τ ′









, x → 0 (3.205)
The limit for the derivative now is not zero, it is in fact constant and can only
be zero if a → ∞. Thus, for the case of a potential that are asymptotic to a
parabolic it is not possible that τ ′ = 0 for any value of µ. This leads us to the
following results
• For a potential satisfying a linear asymptotic conditionu0 ∼ 1−a |x |,x →
0 we have limµ→1 τ ′(x) = 0. This means that f1a can converge, but only
in the limit (α1, β1) → (1, 1).
• For a potential satisfying a parabolic asymptotic condition u0 ∼ 1 −
ax2,x → 0 it is not possible for τ ′ to be zero for any value µ ∈ (0, 1) and
f1a can not converge.
Next we ask if ρ ′ can behave in such a way that f1b diverges. Computing the
integral for ρ ′ is more demanding since we have to integrate over the entire


















[A1 +A2 +A3] (3.206)
Where we split up the integral in (3.199) into three pieces (x+, ϵ), (ϵ,δ ) and
(δ ,∞) for A1, A2 and A3 respectively, see figure (3.6). The idea now is to
match the asymptotic requirements to each of the three regions examine if

































, µ → 1 (3.208)
here u0 < 1 and is integrated over a finite domain. In addition, u0 does not
contain any singularities for any x ∈ (−∞,∞) and we conclude thatA2 is finite
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Figure 3.6: Three regions I ∈ (x+, ϵ), I I ∈ (ϵ,δ ) and I I I ∈ (δ ,∞)
as µ → 1. Region I I I must be treated differently depending on the support





































where 2F1 are the hypergeometrical function as defined in [4]. δ is just some
number, only required to be greater than zero, and all we need to know if A3
converges or diverges. If we set δ = 1 and it converges in this case setting
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Figure 3.7: f (p)
where Γ the Euler Gamma function and p ≥ 2. The arguments to the two
gamma functions in f (p) are
1
2












The function f (p) are plotted in figure (3.7) and bounded −1 ≤ f (p) ≤ 34 .
Thus, if we choose δ ≥ 1 for region I I I we have f (p) ≥ A3 and A3 does not
diverge as µ → 1 when the potential have non-compact support. For potentials
with compact support the derivative of u0 is not zero and we can linearise
using Taylor at this point u0(s + x) = u0(s)+u ′0(s)x . The quantity u0(s) is zero





















µ − u ′0(s)x
]
(3.212)
This integral contains integrable square root terms that will give a finite quanti-
ties,meaning that the integralA3 in region I I I will not produce any singularities
for either compact or non-compact support. Last we have region I , using the










µ − 1 + a |x |n
]
,x → 0 (3.213)
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is finite in the limit µ → 1 so we concentrate on the second term in (3.213).











µ − 1 + aϵ (3.215)

























log((1 − µ)) (3.217)
where the last term diverges to negative infinity.
Limits of ρ ′ as µ → 0
The limit µ → 0 for ρ ′ is simpler to examine since we do not need to split
the integral into pieces, only check the two cases. For compact support we
have
u0(s) = 0
s = u−10 (0) , 0 ∨ ±∞ (3.218)
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Since the potential u0 has compact support, its first derivative is not zero at
x = s and can be to first order be approximated linearly and thus goes nice to














For potentials with non-compact support we approximate u0 ∼ x−p ,x → ±∞
























































The function д(p) is bounded −1 ≥ д(p) ≥ 0 and plotted in figure (3.8). For all
p ≥ 2 we have the result that ρ ′ diverges to positive infinite since 1 ≥ д here.
The special case p = 2 we get ρ ′ = but since this is an asymptotic it is more
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Figure 3.9: Three regions I ∈ (x+, ϵ), I I ∈ (ϵ,δ ) and I I I ∈ (δ ,∞)
correct to interpret this as an indication that ρ ′ is finite. Now we have found
results for ρ ′ near the points µ = 0 and µ = 1, but what about 0 < µ < 1, is it
possible for ρ ′ diverge here? Inspired by the method we used to examine the
limit µ → 1 we divide the region of integration into the same three regions,
but now µ an arbitrary value between 0 and 1, see figure (3.9). Regions I I and
I I I can use exactly the same argument as before and we must only check if
the region I can produce singularities. When deriving the formulas for ρ and τ
using the WKB-approximation we linearised the potential u0 at the points x±
so let us do this for region I
u0(x+ + x ′) ≈ u0(x+) + u ′0(x+)x ′ (3.226)

















Now all cases we need have been examined, let us summarise the results
• τ ≥ 0 and τ ′ ≤ 0, valid in region 0 < µ < 1. The situation τ ′ = 0 is only
possible in the limit µ → 1 and u0 approaches this limit linearly.
• In the limit µ → 0, ρ ′ diverges to positive infinity for all potentials, except
in the special case where u0 decays algebraically, u0 ∼ x−2,x → ±∞
• In the limit µ → 1 the behaviour of ρ ′ depends on how u0 behaves as
x → 0±. For potentials that approach linearly ρ ′ is finite, for potentials
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approaching parabolic u0 ∼ 1 − x2,x → 0, ρ ′ diverges to negative
infinity.
Our original question and the reason why we examined all these cases where ul-
timately to examine for which (α1, β1) the system (3.187)-(3.187) has solutions.
By looking at the integral kernels k1 andk2 in (3.191) we found conditions on τ ′
and ρ ′ needed be able to satisfy equation (3.187) in the limit α1 → β1. Finding
such a solution corresponds to ending the phase in the RH problem and nomore
subintervals are needed. Let us use the results and discuss the consequences.
As a reminder, we need to answer two questions; can we have τ ′(1) = 0 and
whether the behaviour of ρ ′ can compensate for the divergent K2 term (3.194).
The first question can be answered immediately, the limit limµ→1 τ ′(µ) can
only (and is) be zero if the potential u0 behaves linear as x → 0±. Further we
found that in the limit µ → 0, ρ ′ is either finite or diverges to positive infinity,
neither of these cases can compensate for the divergent(→ ∞) f1a term. We
also examined ρ ′ and τ ′ for cases where µ is not near the endpoints 0 or 1,
showing that the two does not contain any singularities in this region. What
remains is to discuss ρ ′, µ → 1. The case for a potential with linear asymptotic
behaviour we saw that ρ ′ is finite. We also have the result that τ ′ can be zero
in this limit and by combining these two results leads us to the conclusion that
it is possible to satisfy equation (3.187) with a solution on the form α1 → β1,
and if this is the case no new phase is needed.
When the potential behaves parabolic asymptotically as µ → 1 we have the
following; τ ′ < 0 and limµ→1 ρ ′ = −∞. This combination is exactly what we







f1b = −∞ (3.228)
To proceed we need to compare the numerical factors on the two terms f1a and
























For f1b we use the term from (3.216) causing to ρ ′ diverge, and picking up a









µ1/2 log(1 − µ)
(µ − α1)1/2(β1 − µ)1/2
(3.230)
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In this region the term µ1/2 behaves nice, limµ→1 µ1/2 = 1, not approaching









µ1/2 log(1 − µ)









(µ − α1)1/2(β1 − µ)1/2
(3.231)
this approximation is only valid when integrating over a small region as α1 →
β1 and we are not near µ = 0. The number δ is this a point near the small


































and as expected limβ1→1 −π log( 11−β1 ) = −∞. From this we have that f1a goes
to positive infinity and f1b goes to negative infinity as (α1, β1) → (1, 1). In
order to analyse which of these quantities that dominate we must collect and
compare numerical factors, for f1a (3.191) we have the divergent term from
























in the limit δ → 1. Clearly
| 2√
a






thus, f1a dominates over f1b as (α1, β1) → (1, 1). All cases have now been
examined and for potentials with asymptotic behaviouru0(x) ∼ 1−ax2,x → 0
the function (3.191) diverges to positive infinity as α1 → β1.
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What consequences does the results of the above analysis give in terms of
the system of equations (3.187)-(3.188)? We have established that
6t(α1 + β2) + x = f1(α1, β1) (3.237)
Let us fix an t = t∗ > 0, meaning that the maximum of 6t∗(α1 + β2) is 12t∗.
In section 3.2 we found, after solving Burgers equation using the method of
characteristics, that the solution to the KdV equation is moving to the left,
meaning that phase N = 1, (α1, β1) that occurs after breaking is in a region
of x ∈ (x1,x0) where x < 0. This means that x in (3.237) is always negative
and 6t(α1 + β2) is always positive. The problem is as follows, the term x is not
bounded, it can become an arbitrary negative number smaller than x0, but the
term containing t is bounded, it has a maximum positive value for a fixed t .
It follows that the LHS of (3.237) will become negative when x < 6t(α1 + β1).
Further, we have established for both types of potentials(linear and parabolic
behaviour when x → 0) that
lim
α1→β1
f1 = ∞, β1 , 1 (3.238)
In the limit (α1, β1) → (1, 1) we carefully examined both potentials and found
the following, for the linear case
lim
α1→β1
f1 = c0, β1 → 1 (3.239)
where c0 is a finite positive number. For the parabolic case
lim
α1→β1
f1 = ∞, β1 → 1 (3.240)
The results indicates that along the diagonal α1 = β1 in (3.4) f1 is infinite,
except for the special case α1 = β1 = 1 for linear potentials, where a perfect
cancellation occurs in f1a as (1 − µ)1/2 in τ ′ cancels the term (β1 − µ)1/2. We
make the following conclusions based on this
• For a potential with asymptotic behaviour 1 − a |x |,x → 0 we can not
discard the possibility of solutions of the system (3.187)-(3.188) where
α1 → β1, but such a solution can only happen as µ → 1.
• For potentials with asymptotic behaviour 1 − a |x |2,x → 0 we, based
on asymptotic calculations of equation (3.187), discard the existence of
solutions of the system where α1 → β1.
• The two above statements are independent of the asymptotic behaviour
for large |x | (compact/non-compact), as long as they satisfy the require-
ments for u0 in definition (1)
60
CHAPTER 3 KORTEWEG-DE VR IES EQUAT ION AND THE R IEMANN-H ILBERT













Figure 3.10: How can (α1, β1) behave between (x1,x0)?
Since we have not examined the second equation (3.188) in detail we can not
make stronger statements. However, numerical calculations indicate that the
second equation is not behaving in a way that invalidates these results, this
will be discussed in a later section.
What does this mean for the behaviour of the solution to the system of equa-
tions, how can (α1, β1) behave in the region between (x1,x0)(see figure (3.10))?








β ′0 = limx→x−0
β ′1 (3.241)
These conditions combined with the analysis done in this section leads us to
two possible suggestions for how solutions to the system (3.187)-(3.188) might
look like, for a linear see figure (3.11) and for parabolic see figure (3.12). A
third possibility is a solution on a more arbitrary from as illustrated in figure
(3.13). We can not discard solutions of this form, but is it for example possible
to have solutions on the form (3.13) where x1 → −∞? We know that α1 can
never meet β1, consequently they can not cross each other. Further we know
that (α1, β1) is bounded between 0 and 1. Bolzano-Weierstrass theorem [12]
states that every bounded sequence in Rn has a convergent subsequence, and
this combined with the fact that the LHS of (3.187) is becoming more and
more negative as x → −∞ leads to a contradiction. Thus, even if there exists
solutions on form (3.13) has to have some finite x∗ < 0 where it is no longer
possible to satisfy (3.187). This argument is also valid for solutions where














Figure 3.11: A possible form of solution for potentials u0(x) ∼ 1 − a |x |,x → 0, but
not for potentials u0(x) ∼ 1 − a |x |2,x → 0
α1 and/or β1 approaches a constant. For completeness, solutions where both
α1 = β1 = 0 is not possible since f1 ≥ 0 and 6t(0 + 0) + x = x < 0, which is
a contradiction. The last case is the limit t → ∞, but this is of little practical
interest as one of the requirements in the theory of integrable systems [1] is
that limt→∞u(x , t) = 0. For curiosity, one can observe that this case would
lead to infinities on both sides of equation (3.187), the equation is satisfied for
every point x and α1 = β1,all consistent with theory. The conclusion in this
section is as follows
• For potentials u0 that satisfies the requirements in definition (1) and
where n = 1, corresponding to approaching x → 0 linearly, we can not
discard solutions where α1 → β1 → 1.
• For potentials with n = 2, there can not exist such solutions.
• The region (x1,x0) where the phase is valid is always finite, except when
t →∞.
We also make the following conjectures based on the calculations in this
section
• For potentials with n = 1, the solution has the form seen in figure (3.11),
α1 meets β1 in µ = 1 and the phase ends and no additional phases is
needed.
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Figure 3.13: Third possible form of solution to system (3.187)-(3.188)
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• For potentials with n = 2, the solution takes the form seen in figure
(3.12), α1 can never meet β1 for any µ and as a consequence another
phase e.g N = 2, (α2, β2) must occur at some finite x and the new phase
occurs exactly as β1 → 1.
This ends our discussion of the possibility of a new phase for now, but we
will return to the question in later sections where we discuss the above state-
ments.
3.5 Scattering of the peak of a potential
In section 3.1 we derived theWKB-approximation for a Schrödinger two turning
point problem needed in the forward scattering step. In the previous section
we saw that if the phase N = 1 could be sufficient the critical behaviour is
how the potential u0 behaves as it approaches x → 0±. For the potentials that
behaves linearly we found that the phase can end and that this can only happen
exactly in µ = 1. A different result was found for the potentials with parabolic
behaviour, here a new phase N = 2 must occur. Both these situations seems to
be closely related to the limit µ → 1, which leads us into examining this limit
further in order to understand what exactly happens here. When deriving the
connection formulas and calculating the reflection and transmission coefficient
using the WKB-approximation we linearised the potentials x0 at the singular
points u0(x±), but doing this in the limit x → 0± is simply not valid as the
derivative of u0 is zero for potentials u0 ∼ 1 − ax2,x → 0, see figure (3.14).
In our calculations in the previous section we did split up the potential u0 to
account that it is not valid to linearise it everywhere. The problem is that we
used the quantities τ ′ and ρ ′ in the same calculations, these being directly
obtained from the WKB approximation where we did not treat the limit µ → 1
in any special manner. Thus we first ask if it is valid to use the two turning point
WKB approximation at the peak µ = 1, see figure (3.14). The short answer
to this question is no - if the scattering problem is solved as a single turning
point problem and instead of linearising around the singular points we use
u0 ∼ 1 − ax2,x → 0 we arrive at different expressions for the reflection and
transmission coefficients. Instead of going through all the details we simply








This is a very different result than if we use expressions (3.66) and (3.67),where
we would find R = 1 and T = 1, a nonsensical physical result, everything can
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Figure 3.14: Scattering problem at the peak u0(x) = 1
not be transmitted and reflected at the same time. In figure (3.15) the point is
illustrated, plot (a) is the two turning point WKB approximation and plot (b)
is a qualitative example of how we expect the shape of exact solutions to look
like. As ϵ get smaller the overlapping region around µ = 1 gets steeper, but
there will always be an error at µ = 1. These findings raises a few questions
not considered(not mentioned, at least) in the original article [7]. First, we
know that potentials of this kind always leads to a new phase N = 2 when the
WKB approximation proposed is used, but can the above result indicate that
the new phase is not necessarily a property emerging from the potential u0
itself, rather a result of the non-validity of the approximation in this limit? One
should note that the WKB approximation for potentials of type 1−a |x |,x → 0
is not valid at the point µ = 1 either, the derivate is not even defined at this
point. A natural question is what justification was made when not considering
the point µ = 1 in the solution process, but rather dividing up into regions
(−∞, 0), (0, 1) and (1,∞) ? We will not attempt to answer this, as it requires us
to first derive the WKB approximation valid for the peak, then insert the new
expressions for R andT into the scattering matrix (3.78), and then go through
a full analysis for the new RH problem we get. Further, it is not clear that it is
possible to solve the corresponding RH since the original method makes use
of properties from the expressions for ρ and τ obtained from the two turning
point WKB approximation. An additional difficulty, if it is correct that this point
need special care, is that it is likely the two solutions must be patched together
and how to do this is not clear.
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Figure 3.16: Full cycle potentialm0(x)
3.6 More general potentials
From a physical perspective it might be more interesting to study initial poten-
tials that consists of a full period(or full cycle) as illustrated on figure (3.16).
Thus one ask if it is possible to solve the KdV equation using the method de-
scribed in section 3.3 for a potential of this kind. While it might mathematically
be of interest to derive the WKB approximation for a full cycle potential, insert
the result into the scattering matrix (3.78) and examine if the method can be
used, it might not be the correct approach in our context. The model equation
derived in chapter 2 was the mKdV, hence the initial potentials for the KdV
should originate from the mKdV and is transformed using the Miura transfor-
mation u =m2+ϵmx . Thus we should ask what kind of initial potential should
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Figure 3.17: Potential u0(x) when using the Miura transformation on full cycle poten-
tial, see figure (3.16), ϵ = 0.01.
we solve the KdV equation for if we have a full cycle initial potential for the
mKdV equation, rather than solve the KdV equation with a full cycle potential.
For potentials that satisfies definition (1) this is not an issue as the properties
ofm0 is preserved to u0 in the transformation u0 ≈m20 (as ϵ → 0). This is not
the case for a full cycle potential, here the properties is not preserved, asm0 is
odd and the transformation would give an u0 that is even. Let us consider an
example, make the potentialm0 for the mKdV equation
m0 =
{
sin(πx), −1 < x < 1
0 o.w .
(3.243)




sin2(πx) + ϵπ cos(πx), −1 < x < 1
0 o.w .
(3.244)
and as ϵ → 0 we have
u0 ≈
{
sin2(πx), −1 < x < 1
0 o.w .
(3.245)
For any potentialm0 with the characteristics similar to the above, the corre-
sponding potential u0 would result to somehing similar to figure (3.17). For
sufficient small ϵ we can approximate with a potential that is positive and
share many of the properties we had for a half cycle potential. To examine if
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the RH method can be extended the WKB approximation for the reflection and
transmission coefficient for the four point turning problem seen in figure (3.17)
must be solved. Then all steps in the RH procedure must be checked with the





In chapter 3 we explained and expanded on the procedure proposed in [7] for
solving the KdV equation as a Riemann-Hilbert problem, resulting in a number
of quantities that are needed in the solution process. While we could compute,
either partially or full, some of these quantities analytically it is necessary to
develop numerical methods to obtain what remains. We will in this chapter
propose algorithms needed, the results using these and present a full example
calculation of the KdV equation. Originally we wanted to use a Gaussian
shaped initial condition u0(x) = exp(−γx2) as a prototype calculation, but doe
to the findings in section 3.4 this idea was discarded as we can not use the
method without developing equations for additions phase(s). Here we saw that
a potential of this shape would require at least one addition phase, and perhaps
even more severe is from the discussion in section 3.5 we do not know if the
new phase is strictly necessary or an artefact of using the WKB approximation.




1 − |x | if |x | ≤ 1
0 if |x | > 1 (4.1)
Using this potential has some additional advantages, many of the unknown
quantities can be calculated exact, enabling us to compare numerical and an-
alytical solutions. A disadvantage is that this example is not likely to be very
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Figure 4.1: Triangle potential defined in equation (4.1)
realistic from a physical point of view and mathematically it is very special.
Another disadvantage is that computing the solution using a purely numerical
method to the KdV equation is difficult and in the dispersionless limit where
the solution, as we will see, both displays a near vertical profile in the transfer
region between the two phases and have a rapid oscillating solution in the
second phase. Combined with the triangle potential, while simple analytically
is actually numerically challenging, we have not been able to implement a nu-
merical solver that are able to go beyond breaking time. However, by exploiting
the existence of an infinite number of conservation laws for the KdV equation
[1]. These conservation laws can be used to check the obtained solution, but it
does require to have a solution for all x . Therefore choosing the the triangle
potential, where no additional phase(s) is needed, as a test problem means
that we can test the solution using the corresponding conservation laws for the
KdV equation.
The main quantities we need to calculate we have from chapter 3
• The turning points x± for the WKB-approximation, section 3.1
• ρ(λ),τ (λ) and their derivatives, section 3.1
• β0, the phase before breaking time t∗, section 3.3
• The values of (α1, β1), the first phase after breaking t∗, section 3.3
In addition to the triangle potential we will compare and test the accuracy of
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numerical solutions to exact calculations for some potentials where we are able
to do exact calculations. These additional potentials are the parabolic (D.14),
the algebraic (D.33), secant (D.46). See the appendix section D for definitions
and calculations of exact quantities. The numerical procedures in the following
sections are implemented in Python, mainly by the use of the SciPy library [17].
Since we use numerical methods from this library we will mainly give high
level descriptions of the algorithms.
4.1 Turning points x±
The turning points are calculated by inverting u0
u0(x) = λ
x± = ±|u−10 (λ)| (4.2)
Since x− = −x+ we only need to calculate x+. One possible method would be
to compute the root of u0(x) − λ = 0, but since λ is a straight line we instead
propose the following method
u−10 (λ) = (u0(x),x) (4.3)
If we create numerical arrays of x the above method is trivial to implement. The
two types of support the potential can have requires us to treat the two cases
slightly different. For potentials with compact support we simply stop at x = s,
where s is the support of u0. Potentials with non-compact support would in
theory require a numerical array from [0,∞), but in practice this is not necessary
since it is required that u0 decays sufficiently fast as x → ±∞. Instead we set
a cut-off point u0(x∗) < δ and create a numerical array x = [0,x∗]. Finally
we create an interpolating function u−10 with input (u0(x),x), see algorithm
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(1)
Data: u0(x),s,δ ,n
Result: interpolating function u−10 (λ)




while u0(start) > δ do
start += step ;
end
x∗ = start ;
end
x = linear spaced array from 0 to x∗ with n number of points ;
u−10 = create interpolating function from input (u0(x),x) ;
return u−10 (λ);
Algorithm 1: Computing interpolating function for u−10
We can examine the accuracy of this method for any potential by calculating
u0(u−10 (λ)) − λ, which for exact calculations should be zero. For numerical
calculations the accuracy depends on the number n of points in the x array,
how small δ is chosen and which interpolating method is used, we use a spline
interpolation of third order. Figures (4.2) and (4.3) plots the accuracy for two
potentials with compact support and two with non-compact support. For the
first case even a very small number of grid points gives a accurate results with
errors of size 10−3 and when setting the number of grid points to n = 10000
the errors are for both the triangle and parabolic potential of order 10−15.
For potentials with non-compact support more grid points are needed to get
accurate results, setting n = 1000 or n = 10000 gives decent results with
errors of order 10−4 and 10−11, respectively. Calculating the turning points
using this method gives accurate results and is computational efficient since it
mostly consist of a few array manipulations.
4.2 ρ, τ and their derivatives
Numerical calculations of ρ (3.68) and τ (3.69) mainly consist of computing
many integrals for discrete values of λ ∈ (0, 1). For a particular potential u0 we
either integrate over x from zero to the support of u0 or to infinity. Determine
the number of discrete points λ should be divided into and calculate all these
integrals to gives an array for ρ and τ for each λ. Using these two arrays we
create an interpolating function for the two functions, and these functions
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(a) n = 10








(b) n = 100












(c) n = 1000












(d) n = 10000
Figure 4.2: Error estimates using algorithm (1) to compute x+ for two potentials with
compact support. Here n denotes the number of linear spaced points from
0 to s. Estimates calculated using u0(u−10 (λ)) − λ
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(a) n = 10








(b) n = 100







(c) n = 1000













(d) n = 10000
Figure 4.3: Error estimates using algorithm (1) to compute x+ for two potentials with
non-compact support. Here n denotes the number of linear spaced points
from 0 to x∗. Estimates calculated using u0(u−10 (λ)) − λ
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can again be differentiated to give ρ ′ and τ ′. To obtain sufficient accurate
results a high number of integrals must be computed, but all these integrals are
independent i.e they can all be computedwithout any interaction between each
other. Thus this is what is known as an embarrassingly parallel problem, where
no extra effort is needed to run this algorithm in parallel. Using algorithm (1) to
calculate the turning points we propose the procedure described in algorithm
(2). Note that in the description of the algorithm we use i as both an index
for the arrays and as the value for a specific λ, this is not correct in an actual
implementation of the algorithm. For increased computationally efficiency the
algorithm should be split in two, one for computing ρ and one for τ , in order to
take advantage of memory caching and compiler optimizations. The variable
’workers’ in algorithm (2) denotes the number of workers that should work
simultaneously on the main loop, setting it to 1 corresponds to running in serial
and for integer values greater than 1 corresponds to parallel execution.
Data: u0(x),s,n,workers
Result: interpolating functions for ρ, τ , ρ ′ and τ ′





λ = linear spaced array from [0, 1] with n number of grid points;
R,T = initialize two empty arrays with n grid points, to hold calculated values;
for all i ∈ λ in parallel do





i − u0(x) over x from x+ to x∗ ;
R[i] = R[i] + x+
√
λ ;
T[i] = integrate 2
√
u0(x) − i over x from 0 to x∗ ;
end
ρ = create interpolating function using λ and R[i] as input ;
τ = create interpolating function using λ and T[i] as input ;
ρ ′ = differentiate the interpolating function ρ ;
τ ′ = differentiate the interpolating function τ ;
return ρ, τ , ρ ′ and τ ′ ;
Algorithm 2: Computing interpolating functions for ρ, τ , ρ ′ and τ ′
Let us compare the numerical solutions to the exact quantities calculated in
(D). Figures (4.4), (4.6), (4.8) and (4.10) shows that the shapes of analytical
and numerical calculations are similar for all the potentials. In addition, all
potentials behave asymptotically as we predicted in section 3.4, supporting our
calculations.
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Figure 4.4: Comparison of numerical and analytical solutions ρ and τ for the triangle
potential (4.1). Numerical solution computed using algorithm (2) and
analytical solutions computed in section D. Here the number of grid points
n = 1000 and the numerical solution is sampled every 50 points

























Figure 4.5: Comparison of numerical and analytical solutions ρ ′ and τ ′ for the triangle
potential (4.1). Numerical solution computed using algorithm (2) and
analytical solutions computed in section D. Here the number of grid points
n = 1000 and the numerical solution is sampled every 50 points























Figure 4.6: Comparison of numerical and analytical solutions ρ and τ for the parabolic
potential (D.14). Numerical solution computed using algorithm (2) and
analytical solutions computed in section D. Here the number of grid points
n = 1000 and the numerical solution is sampled every 50 points
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Figure 4.7: Comparison of numerical and analytical solutions ρ ′ and τ ′ for the
parabolic potential (D.14). Numerical solution computed using algorithm
(2) and analytical solutions computed in section D. Here the number of
grid points n = 1000 and the numerical solution is sampled every 50
points




















Figure 4.8: Comparison of numerical and analytical solutions ρ and τ for the algebraic
potential (D.33). Numerical solution computed using algorithm (2) and
analytical solutions computed in section D. Here the number of grid points
n = 1000 and the numerical solution is sampled every 50 points























Figure 4.9: Comparison of numerical and analytical solutions ρ ′ and τ ′ for the alge-
braic potential (D.33). Numerical solution computed using algorithm (2)
and analytical solutions computed in section D. Here the number of grid
points n = 1000 and the numerical solution is sampled every 50 points
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Figure 4.10: Comparison of numerical and analytical solutions ρ and τ for the secant
potential (D.46). Numerical solution computed using algorithm (2) and
analytical solutions computed in section D. Here the number of grid
points n = 1000 and the numerical solution is sampled every 50 points
The proposed algorithm can run in parallel and we will now examine if is
necessary in practice. We run the algorithm in serial and in parallel using 2,
4, 8 and 12 workers(cores). We divide λ into n number of discrete grid points
and for each n we set the serial performance equal to 1. Then a measured
speedup when running in parallel can be found and the results are plotted in
figure (4.12) and (4.13), for a algebraic and a parabolic potential. When the
number of grid points are small, n < 103, there is little to gain to run with
multiple workers. In this region the computation time is short and paralleliza-
tion mostly increase computational cost due to having to initialise the workers.
For the region n > 103 the speedup is notable, for example n = 104 there is
a increase in performance with a factor ≈ 8 when executing with 12 workers.
A natural question is how many grid points is actually necessary to create
sufficient accurate functions for τ and ρ. For a parabolic potential we calculate
|∂ρ(λ) − ∂ρi (λ)| and plot the results in figure (4.14). Near the endpoints λ ≈ 0
and λ ≈ 1 the errors are high and to obtain sufficiently accurate results we
do need a large number of grid points, thus justifying the extra complexity
parallelisation brings. Another option would be to have dynamic grid, where
the points near λ = 1 and λ = 0 is closer than in the middle region.
Since the most intensive and time consuming parts of computing the quantities
β0 and the phase (α1, β1) is exactly to compute many independent integrals we
will not go through the same analysis for the these. We expect a similar picture
as seen in figures (4.12) and (4.13) to hold, this is exactly what we experience
when running the algorithms.
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Figure 4.11: Comparison of numerical and analytical solutions ρ ′ and τ ′ for the secant
potential (D.46). Numerical solution computed using algorithm (2) and
analytical solutions computed in section D. Here the number of grid points
n = 1000 and the numerical solution is sampled every 50 points
















Figure 4.12: Measured speedup when running algorithm (2) in parallel, algebraic
potential. For each n = 10, 102, 103, 104 the algorithm ran 10 times and
the mean taken. Serial performance is set to 1 for each n.
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Figure 4.13: Measured speedup when running algorithm (2) in parallel, parabolic
potential. For each n = 10, 102, 103, 104 the algorithm ran 10 times and
the mean taken. Serial performance is set to 1 for each n.







12 | ( ) i( )|
(a) n = 102







| ( ) i( )|
(b) n = 103









0.0200 | ( ) i( )|
(c) n = 104









0.000200 | ( ) i( )|
(d) n = 105
Figure 4.14: Error estimates for ∂ρ using algorithm (2) for a parabolic potential. Here
n denotes the number of linear spaced points from 0 to 1. Estimates
calculated using |∂ρ(λ) − ∂ρi (λ)|, where ∂ρ denotes the exact solution
and ∂ρi denotes the numerical interpolating function.
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4.3 Breaking time t∗
To numerically find the breaking time t∗ we use equation (3.75)
t∗ = − 1
minη∈R6u ′0(η)
,η ∈ [0, s] (4.4)
where s is the support ofu0, possibly s →∞. We can find t∗ by first numerically
differentiate u0 and then differentiate the whole expression with respect to η






It is not guaranteed that there exist a root to the above equation so to find
its minimum a suitable numerical minimizer must be used. Algorithm (3)
describes the steps. Note that if the support of u0 is infinite we must cut of
and set it to some finite x∗, however this is not a problem in practice since the
minimal point can not be at η →∞ and we except that it be at a small finite
number.
Data: u0(x),s,n
Result: breaking time t∗
xn = linear spaced array from [0, s] with n number of grid points;
u ′0 = numerically differentiate u0 for values x ∈ [0, s] ;
д(x) = numerically differentiate 16u′0(x ) for values x ∈ [0, s] ;
r = result when minimizing д(x), where x ∈ [0, s] ;
t∗ = 16u′0(r )
;
return t∗ ;
Algorithm 3: Numerical algorithm for calculating t∗
Using this method gives us t∗, the maximum time where the phase β0 is still
valid. After this we must examine the next phase N = 1, (α1, β1). For the
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4.4 Phase before breaking N = 0, β0 , 0
In section 3.3 we found analytical equations determining β0, the phase that
gives the solution to the KdV equation before breaking time t∗, to be
6tπβ0 + xπ = C(β0),x > x∗ (4.7)
















where x∗ = −6t . The aim is to solve the system (4.7)-(4.8) when t < t∗. Since
C(β0) and D(β0) are independent of x and t we first compute these quantities
and then solve the system for a given x and t . For the triangle potential we can





















= −2π (β0 − 1) (4.11)
this gives us
6tβ0 + x = 1 − β0,x > x∗ (4.12)
6tβ0 + x = β0 − 1,x < x∗ (4.13)





∗ < x < 1
1−x
1+6t ,−1 < x < x∗
0 o.w
(4.14)
The result that β0 has support x ∈ [−1, 1] is due to the support of the triangle
potential. To computeC andD numerically the pointλ = β0 must be considered,
as (4.9) and (4.10) are singular here. One option forward would be to analyse
the integrands and make asymptotic approximations for the singular points,
however this would require us to make assumptions about ρ and τ . Instead
we use a special purpose numerical integrator that can handle these kinds of
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|C( 0) C i( 0)|
(b) |C(β0) −Ci (β0)|


















|D( 0) D i( 0)|
(d) |D(β0) − Di (β0)|
Figure 4.15: Triangle potential, Exact and numerical versions ofC(β0) eqn (4.9),D(β0)
eqn (4.10) and corresponding error estimates. Here the number of grid
points is n = 1000, and Ci and Di denotes the numerical interpolating
functions.
singularities and numerically integrate directly. However, due to not knowing
the exact formulas for ρ ′ and τ ′, the results of the numerical integration should
be examined carefully. In addition to the triangle potential it is possible to
compute C(β0) and D(β0) for the parabolic potential, see the appendix (D),
and we can compare numerical solutions for both these potentials. Figures
(4.15) and (4.16) illustrates the results where is n = 1000 and the errors are
all in the range 10−9 − 10−11.
After C and D are computed the quantity β0 can be computed by numerically
solving the system (4.7)-(4.8). This is implemented using an appropriate non-
linear root finder. Note that the equations (4.7)-(4.8) are independent of each
other and can be solved as two separate problems. Thus, we propose algorithm
(4) as a complete procedure for obtaining β0 for a particular time t . For this
case we only parallelise the first for loop, as for the last two loops we are doing
a root search and while it is trivial to parallelise these loops also, it is much
more efficient to compute the roots in serial and giving the result from one
iteration to next, as this will be close to the next solution. As for the speed
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|C( 0) C i( 0)|
(b) |C(β0) −Ci (β0)|


















|D( 0) D i( 0)|
(d) |D(β0) − Di (β0)|
Figure 4.16: Parabolic potential, Exact and numerical versions of C(β0) eqn (4.9),
D(β0) eqn (4.10) and corresponding error estimates. Here the number
of grid points is n = 1000, andCi and Di denotes the numerical interpo-
lating functions.
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up and necessity of the parallel loop the discussion and results from (4.2) are
valid for this case also, as the computational task are almost identical.
Data: t ,ρ ′,τ ′,n,workers
Result: interpolating function for β i0
βn0 = linear spaced array from [
1
n , 1 −
1
n ], with n grid points ;










for all j ∈ βn0 in parallel do
Cn[j] = integrate kerC from 1n to βn0 [i] ;




C(β0)i = create interpolating function using βn0 and Cn as input ;
D(β0)i = create interpolating function using βn0 and Dn as input ;
x∗ = −6t ;
xr = linear spaced array for the right branch, from x∗ to sr , with n grid points
;
x l = linear spaced array for the left branch, from x∗ to sl , with n grid points ;
β l0, β
r
0 = initialize two empty arrays with n grid points, to hold calculated
values;
guess = 1 ;
forall j ∈ xr do
guess = root find the equation 6tπ + xl [j]π −Ci [j] = 0 and place result
into βr0[j], with guess as initial starting point ;
end
guess = 1 ;
forall j ∈ x l do
guess = root find the equation 6tπ + xl [j]π −Ci [j] + Di [j] = 0 and place
result into β l0[j], with guess as initial starting point ;
end
β i0 = create interpolating function using (xr , βr0) and (x l , β l0)
return β i0 ;
Algorithm 4: Computing interpolating function β i0
Let us use algorithm (4) to compute β0 and compare with exact calculations.
While it is possible to compute C and D for the parabolic potential, inverting
the equations (4.7)-(4.8) to give an explicit answer for β0 in terms of (x , t)
is not trivial, and perhaps not even possible. We therefore only compare the
numerical and analytical solutions for the triangle potential, see figure (4.17).
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(a) β0(x , t = 0.05)










(b) |β0(x , 0.05) − β i0(x , 0.05)|










(c) β0(x , t = 0.15)












(d) |β0(x , 0.15) − β i0(x , 0.15)|
Figure 4.17: Triangle potential, Exact and numerical versions of β0 and corresponding
error estimates. Here the number of grid points is n = 1000, and β i0
denotes the numerical interpolating functions.
The results are of same order ≈ 10−9 as the calculations for C and D. The left
branch contains bigger errors that the right branch, which is not surprising
since there are two quantities that are computed numerically and due to the
interval is shrinking. A numerical solution for β0 for the parabolic potential can
be seen in figure (4.18). The breaking time is t∗ = 112 ≈ 0.83, and we see that
when approaching the breaking point the solution becomes vertical and the
phase ends. The same phenomena happens for the triangle case (4.17) with
breaking time t∗ = 16 ≈ 0.166.
4.5 Second phase N = 1, (α1, β1)
We developed equations for the first phase after breaking in section 3.3, consist-
ing of solving a 2x2 system of nonlinear equations. Explicit analytical solutions
of this system is unlikely to find, for any initial potential. This means that the
system must be solved numerically to obtain α1 and β1. The method we will
take is the same as for calculating β0, except now we have to solve a system
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(a) β0(x , t = 0.0)









(b) β0(x , t = 0.03)









(c) β0(x , t = 0.06)









(d) β0(x , t = 0.083)
Figure 4.18: Parabolic potential, numerical calculation of β0.
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two nonlinear equations. As a reminder, the actual system we are interested
in is on the form
6tπ (α1 + β1) + πx = F1(α1, β1) + F2(α1, β1) (4.15)
12tβ3/21 S(γ ) + β1G1(α1, β1) − β1G2(α1, β1) = 2τ (α1) (4.16)
where γ = α1β1 and F1, F2, G1 and G2 ¹ are as defined in (3.3). The quantities
F1, F2, G1 and G2 all contain integrals that must be evaluated before the
above system can be solved. The first step is therefore to evaluate these four
quantities over a triangular domain 0 < α1 < β1 < 1. This requires computing
four double integrals for many discrete points of α1, β1. Thus this being a
large numerical task this should also be parallelised, computing all four double
integrals with a reasonable number of grid points is simply unfeasible to do in
serial. When these four quantities is obtained we proceed to solve the system
(4.15)-(4.16). We expect to be able to find solutions for all t after breaking, but
we do not except to be able to find solutions for all x . From the calculations in
section 3.4 we expect it to be a finite interval x ∈ (x1,x0),x1 < x0 for which
we can find solutions to (4.15)-(4.16). Can we, for a particular time t ′ ≤ t∗,
numerically find the region (x1,x0) for which we can solve the system? To
find x0 we use the fact that β0(x0, t ′) = β1(x0, t ′), if we have equations for F1,
F2 and for C (4.9) we can numerically find x0. The results from section 3.4
showed when it is possible to solve the above system where α1 → β1, and that
this can only happen when the initial potential u0 has asymptotic behaviour
u0 ∼ 1 − a |x |,x → 0. Based on this and from numerical results we make the
following proposal how to find x1
• For potentials with behaviour u0 ∼ 1 − a |x |,x → 0 we set α1 = 1 and
β1 = 1 in (4.15) and solve for x
• For potentials with behaviour u0 ∼ 1 − ax2,x → 0 we set β1 = 1 and
solve for the largest α1 that can satisfy (4.15)
For the triangle potential we can compute x1 and x0 exact by setting β1 = 1 in












(µ − α1)1/2(1 − µ)1/2
= 2πα1 − πα1 (4.17)
Setting α1 = 1 and using (4.15) gives us x1 = 1 − 12t . Similar we set α1 = 0
and in addition use (4.16) and we get x0 = 1 − (4(1 + 6t))1/3. After x0 and
1. The integrals G1 and G2 contains the complete elliptic integral of third kind Π. At the
time of writing this these no numerical efficient implementation of this function exists
that are usable in Python. See the appendix C.2 for further details.
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x1 is computed we can solve the system (4.15)-(4.16) for a given time t ′.
This is done be using a numerical root finder, with initial guess (α1, β1) =
(0, β0(x0, t ′), then by iterating through an array of x ∈ (x1,x0) using the
solution to the previous iteration as initial guess. The whole procedure is
described in algorithm (5).
Data: t ,ρ ′,τ ′,n,workers
Result: interpolating functions (α i1, β i1)
αn1 = linear spaced array from [
1
n , 1 −
1
n ], with n grid points ;
βn1 = linear spaced array from [
1
n , 1 −
1
n ], with n grid points ;
D = outer product of αn1 and β
n
1 ;
F1, F2,G1,G2 = initialize four empty arrays with n × n grid points, to hold
calculated values ;
for all j,k ∈ D in parallel do
Integrate kerF1 , kerF2 , kerG1 and kerG2 over triangular domain D ;
Fill F1, F2,G1,G2 with values from above step ;
end
F i (α1, β1) = 2-dimensional interpolating function using (αn1 , βn1 , F1) and
(αn1 , βn1 , F2) as input ;
Gi (α1, β1) = 2-dimensional interpolating function using (αn1 , βn1 ,G1) and
(αn1 , βn1 ,G2) as input ;
x0,x1 = numerically compute the starting point x0 and end point x1, for a
given t ;
X = linear spaced array from x0 to x1 with n elements ;
д = (0,x0) ;
while X ≥ x1 do
д = numerically solve system (4.15)-(4.16) with д as initial guess ;
(αn1 , βn1 ) = д
end
α i1 = create interpolating function using X and α
n
1 ;
β i1 = create interpolating function using X and β
n
1 ;
return (α i1, β i1) ;
Algorithm 5: Computing interpolating function (α i1, β i1)
When implementing algorithm (5) one first compute F1, F2, G1 and G2 and
construct the interpolating functions F i andGi . These need only be calculated
one time and after they can be used to solve for arbitrary t > t∗. It is not
necessary to use a square grid n × n as described in (5), a more reasonable
approach could for example be to use more points for β1 than α1.
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(c) t = 16 + 1












(d) t = 16 + 10
Figure 4.19: Numerical calculations of (α1, β1) from system (4.15)-(4.16), triangle
potential
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4.6 Numerical results for (α1, β1) for some initial
potentials
Now that numerical procedures for calculating ρ ′, τ ′ and the phase (α1, β1)
has been developed we can examine if the numerical results agree with the
conclusions made in section 3.4. The main conclusion was that for potentials
1 − ax2,x → 0 additional phase(s) is always needed and for potentials 1 −
a |x |,x → 0 it is possible that only one phase is sufficient. In addition we made
predictions on asymptotic behaviour of ρ ′ and τ ′ in the two limits λ→ 0 and
λ → 1. We identified that if limλ→1 τ ′ = 0, then the phase can end and that
this can only happen for potentials that approached this limit linearly. Starting
with our main example, the triangle potential (4.1), we see on figure (4.5) that
exactly this is what happens. Further, solving for the phase for various times
t > t∗ we see from the plots in figure (4.19) that the solutions take the form
α1 → β1 exactly at x = x1, ending the phase. This agrees with predictions
made in section 3.4. Analytical and numerical calculations of ρ ′ and τ ′ for the
other potentials we consider is plotted in figures (4.7), (4.9) and (4.11). These
three potentials behave parabolic as x → 0 and does behave as predicted. For




ρ ′(λ) = −∞ (4.18)




ρ ′(λ) = ∞ (4.19)
The algebraic potential is the special case that decays u0 ∼ x−2,x → ±∞, and
we predicted that limλ→0 ρ ′(λ) = C0, where C0 is a finite number, see figure
(4.9). Thus the exact calculations for ρ ′ and τ ′ completely agrees with our
predictions. This means that when we solve for (α1, β1) we do not expect that
the solutions takes the same shape as for the triangle potential, but that it ends
for some finite x1 where α1 is not arbitrary close to β1. Let us examine this
numerically, using algorithm (5) first to solving for the phase for the parabolic
and the algebraic potential, setting time t = 1. The results are plotted in
figures (4.20) and (4.21), and what happens numerically is exactly as β1 → 1
the equations for (α1, β1) can no longer be satisfied and here α1 is not arbitrary
near β1. This picture is the same for any t∗ < t < ∞, and we can not find
solutions to the KdV equation for all time t and space x using only one phase
after breaking for this class of potentials. Another prediction we made in (3.4)
was that for the potentials that behave linear as x → 0. As seen for the triangle
potential this leads to solutions where the phase ends as α1 → β1, but can we
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Figure 4.20: Phase (α1, β1) for parabolic potential for time t = 1











Figure 4.21: Phase (α1, β1) for algebraic potential for time t = 1
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Figure 4.22: Potential defined in (4.20)




1 + |x | − 1 (4.20)
with support x ∈ [−1, 1], see figure (4.22). If our predictions are correct then
limλ→1 τ ′(λ) = 0, and a solution to the phase similar to the triangle potential
should be possible. From the numerics we get the picture shown in figure (4.23)
for ρ ′ and τ ′, and their asymptotic ( limλ→1∨0 ) characteristics is identical to
that of the triangle potential. Next is the question whether this means that the
characteristics for the solution of phase is the same also, solving for (α1, β1)
using the numerical ρ ′ and τ ′ give solutions on form seen in (4.24).
The main point by this is, while we have not formally proven that poten-
tials of kind leads to solutions similar to that seen on figures (4.19) and (4.24),
it is what we see numerically and what the asymptotic calculations suggests.
For the class of parabolic potentials, the numerics suggests that the solutions
can no longer exist as β1 → 1(figures (4.20)-(4.21)), supporting the statements
we made in section 3.4.
4.7 Constructing the solution u(x , t)
In chapter 3 we postulated that for the triangle potential the whole solution
could be computed using two phases. In the previous section numerical calcula-
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Figure 4.23: Numerical calculations of ρ ′ and τ ′ for potential (4.20)











Figure 4.24: Phase (α1, β1) for linear potential (4.20), time t = 1
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tions supported this, see for example (4.19), here the phase N = 1 is computed
and we have α1 → β1 → 1. Thus we have everything we need to construct the
solution u(x , t) in this particular case. For times t < t∗ the solution is simply
β0. For times after breaking we must pick a specific time t = t ′ > t∗ and use
the numerical expressions for F1, F2, G1 and G2 to solve the system (4.15)-
(4.16) for (α1, β1), x ∈ (x1,x0). We use the solution to calculate the remaining
quantities needed to construct u(x , t ′),x ∈ (x1,x0). Note that after F i and Gi
are computed they can be used to solve for an arbitrary t > t∗ and ϵ << 1,
allowing us to calculate u(x , t) at a relatively low cost(seconds) as the most
intensive calculation consists of computing Fi and Gi(minutes/hours). For the
triangle potential, using the results from chapter 3.3 the solution is given by
equations (3.185) and (3.186). As a reminder we write down the solution after
breaking
u(x , t) ∼

β0(x , t), x ∈ (x0, s)
α1(x , t) + β1(x , t) + 2q0 − 2ϵ2∂xx log(Θ( Ω12πϵ ,Φ1)), x ∈ (x1,x0)
0 o.w .
(4.21)
where we now assume that (α1, β1) is known through algorithm (5). Analytical
expressions for q0 and Φ1 was found in section 3.3, the quantity Ω1 must be
numerically determined using (α1, β1) and equation (3.176). What remains is
to insert the pieces into (4.21). The Riemann-Theta function Θ is implemented
in Python using the package openRT [6], a derivative work of Abelfunctions
[26]. Combining all the pieces we can finally obtain a solution to the KdV
equation, where we must numerically compute the second derivative of Θ.
We set ϵ = 0.1 and plot the solution for times 0 < t < 16 + 0.8, see figure
(4.25).
Before breaking the solution shifts to the left and exactly at t = 16 a vertical
slope has been developed. For the Burger’s equation ( ϵ = 0 ) this is exactly
where the solution becomes multivalued. Since our model describes light be-
haviour we do not expect multivalued solutions and it is also known that the
KdV equation does not, instead it starts rapid oscillations that regularise the
shock. Observe that after breaking, in the region around x ≈ x0(t) where
the solution shifts from the first phase determined by β0 to the second phase
determined by (α1, β1), there is a discontinuity in u ′. This is a numerical phe-
nomena and would not be present if we could compute everything analytically.
As the solution evolves it exhibits a near vertical profile for x ≈ x0, perhaps
partly explaining the challenge of implementing purely numerical solvers that
preserves the correct solution after breaking.
An advantage using the RH approach is the ability to find a solution for a
specific time t = t ′ without having to calculate the solutions for all previous
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(a) u(x , 0)







(b) u(x , 0.08)







(c) u(x , 0.12)







(d) u(x , 0.16)









0.8 u(x, 16 + 0.2)
(e) u(x , 16 + 0.2)











(f) u(x , 16 + 0.4)







u(x, 16 + 0.6)
(g) u(x , 16 + 0.6)







u(x, 16 + 0.8)
(h) u(x , 16 + 0.8)
Figure 4.25: Numerical solution u(x , t) of the KdV equation with ϵ = 0.1 using the
Riemann-Hilbert method, before and after breaking time t∗ = 16
4.8 CONSERVAT ION LAWS AND EXAM IN ING THE SOLUT ION 97
times, as the case would be if a standard numerical method is used. Additionally
the numerical errors propagating from one time step to the next is avoided, as
the phase equations are used to find the solution.
As we have not succeeded in implementing a numerical scheme able to go
beyond breaking(at a reasonable use of time and resources) we do not have a
second solution we can use to compare the RH solution seen in figure (4.25).
Though the solution we have obtained looks reasonable, concluding that it is
correct purely using this as a qualitative argument is not sufficient. Fortunately
there some more quantitative test we can employ to examine the solution, this
will be the topic of the next section.
4.8 Conservation laws and examining the
solution
The KdV equation has an infinite number of conservation laws, here meaning
that there exists an infinite number of properties of u(x , t) that are time invari-
ant. In the appendix section A.1 we introduce the concept in more technical
terms and derive the first three conservation laws, these being
d0 = u
d1 = ux
d2 = uxx + u
2
and the conserved quantity u implies that d3 = u2 is also conserved. Since
u(x , 0) is known, we can use the conservation laws by integrating over all x
for times t > 0 to test the numerically calculated solution, in theory testing as
many quantities we want. While this at first might seem simple to utilise, in
practice it is not due to numerical issues, this will be discussed in more detail






































dx(−1) = 0 (4.25)
Using these results we compute for times t > 0 by subtracting the numerical
results from equations (4.22),(4.25) and (4.23) e.g. δd0 = 1 −
∫ ∞
−∞ dxu(x , t
′).
The results of these calculations can be seen in figures (4.26), (4.27) and (4.28).
Perhaps unsurprising, the errors before breaking is very small ( < 10−5 ) com-
pared to the errors after breaking. After t = t∗ = 16 we see a jump in the
computed error, but the errors are not very large ( ≈ 10−1 − 10−3 ). For times
immediately after breaking the largest error occur for all the three quantities,
before we see a trend that the error decays as the time increases.
The problem employing more of the conserved quantities for u(x , t) is the
loss the numerical operations introduce. Looking at the oscillatory shape of
solution on figure (4.25) it is clear that first having to numerically compute
high derivatives and then integrate is demanding. Already at d2 = u2 + uxx
the errors in the numerical operations is too large to use the calculations in a
meaningful way.
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Figure 4.26: Numerical error for the conservation law d0 = u. Computed by subtract-
ing the integral
∫ ∞
−∞ dxu(x , t) from the reference
∫ ∞
−∞ dxu(x , 0)













Figure 4.27: Numerical error for the conservation law d1 = ux . Computed by subtract-
ing the integral
∫ ∞
−∞ dxux (x , t) from the reference
∫ ∞
−∞ dxux (x , 0)
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In this chapter we summarise and discuss our findings from chapters 2, 3 and
4. Advantages and disadvantages using the proposed methods are discussed
and some topics for further work is proposed.
5.1 Summary and discussion
5.1.1 Proposing a mathematical model
In chapter 2 we proposed a mathematical model for high intensity laser pulse
propagation in air. This was derived by starting with Maxwell’s equations,
proceeding by making standard physical assumptions and mathematical sim-
plifications in nonlinear optics, then employing a multiple scale perturbation
hierarchy. From this we could write down equations for each perturbation
order ϵn , giving conditions for the solvability at each order. Expanding up
to order two we obtained a system of partial differential equations, where
additional physical assumptions had to be made to further simplify the equa-
tion. By assuming linear polarization and that most of the activity stays on
the propagation axis, thus disregarding radial effects, we could proceed. The
last step was not a well justified step, but rather an assumption we believe to
hold for some cases and thus especially open to be criticised. After some addi-
tion algebra we arrived at the modified Korteweg-de Vries equation, a known
partial differential equation describing phenomena with both dispersive and
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nonlinear behaviour and this is the the equation we propose as a qualitative
model describing laser pulse propagation in air. Since air is a weakly dispersive
medium for the wavelengths we consider, the dispersive term in the equation
is small. Through the Miura transformation solutions to the mKdV equation
could be found by solving the simpler KdV equation.
5.1.2 The Riemann-Hilbert approach for solving the KdV
equation
After arriving at the mKdV equation as a model, in practice considering the KdV
equation trough the Miura transformation, the remaining part of the thesis
focused on solving this equation. Though being solvable using the inverse
scattering transform, due to the smallness of the dispersive term a simplifica-
tion could be made by solving the equation asymptotically. Using a method
proposed by Deift et al. [7] the equation could be solved in the dispersionless
limit as a Riemann-Hilbert problem. We presented the necessary steps in the
solution process and made some explicit calculations, minimum of what is
needed if the method is to be used in a practical way. While many of the
mathematical details behind the procedure are complicated, the actual me-
chanical steps, in principle, fairly straight forward. An essential idea is to find
equations for the different phases developed by the KdV equation, where each
is valid for a unique interval in time and space. Instead of going through the
steps for a specific initial condition we took a more crude approach where we
simply developed equations for the two simplest phases N = 0, β0 , 0 and
N = 1, (α1, β1) and then later asked if these could be sufficient for the class of
initial conditions we consider.
Developing equations for the first phase N = 0 did not pose any great dif-
ficulties and resulted in a single equation determining the unknown β0. For the
next phase N = 1 developing the correct equations was possible, but not trivial
and resulted in a system of 2 × 2 equations containing unevaluated integrals.
To be able to solve the two systems the integrals must be computed and this is
mostly a numerical task. The difficulty calculating the phase N = 1 illustrates
one of the key challenge using this method, if many phases are needed the
algebra and the following numerical work gets complex and intensive. If we
have to go beyond these two phases e.g. set N = 2, it is not likely that we will
be able to do much analytically. This will result in having to solve a system
of 3 × 3 equations, likely determined by integrals we can not simplify much,
resulting in a complex numerical task. After (numerical) expressions for the
phases are obtained the work is essentially done, constructing the solution
u(x , t) was fairly straight forward.
It is important to realise if we use this asymptotic method to solve the mKdV
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equation then the dispersion term should be small. This is due to the trans-
formation u =m2 + ϵmx , where we want to approximate the initial potential
u0 ≈m20. If we can not do this the corresponding potential u0 we use as initial
condition for the KdV equation is not in a form suitable to solve using the
method we have followed. Therefore, before attempting to solve the mKdV it
should be verified that the potentialm0 and the desired ϵ allows approximating
u0 by disregarding the ϵm0x term.
5.1.3 Possibility of a new phase
After equations for the phasesN = 0, β0 , 0 andN = 1, (α1, β1)was developed,
we wanted to know if these two phases(in addition to the trivial N = 0, β0 =
0) is sufficient to calculate the solution ∀(x , t) for the types of potentials
we consider(satisfies definition (1)). While we could not rigorously prove
when the two phases are sufficient, we could identify the critical behaviour
of the potentials determining if they could be enough or if more phases must
be added. From our calculations we identified the key characteristic of the
potentials to how they behave in the limit λ→ 1 or equivalently x → 0±. By
asymptotic calculations we found that in the limit limx→0± , if the potential
behaves linearly
u0(x) ∼ 1 − a |x | (5.1)
then the two phases could be sufficient and a solution α1 → β1 could exist.
If such a solution exist for a potential of this type we also found that this
has to happen as α1, β1 → 1. On the other hand, if the potential behaves
asymptotically
u0(x) ∼ 1 − ax2 (5.2)
then such solutions can not exist, we found that there can be no solution where
α1 → β1 for λ ∈ (0, 1). From a practical viewpoint this result is not optimal.
It means that the only kind of potentials where we can hope to find solutions
without having to add more phases are of type (5.1). Potentials of this type is
likely to be of limited practical use, and due to having discontinuous derivative
at x = 0 these potentials must be artificially constructed to have this behaviour.
In addition, these potentials are likely to be of less realistic from a physical
perspective. More common is potentials of type (5.2) and as we have seen
that at least one addition phase must be added, increasing the complexity of
obtaining a solution.
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5.1.4 A possible weakness of the theory
An interesting question that emerged during this thesis was the importance of
the limit λ→ 1. In the original article that describes the solution process this
limit is not mentioned, rather the the three regions λ ∈ (−∞, 0), λ ∈ (0, 1) and
λ ∈ (1,∞) is considered. However in our analysis there are indications that
this limit should be considered, it is the limit where the WKB approximation
becomes invalid, it is the top of the potential and where we observe the phases
to end, either entirely α1, β1 → 1 or a new phase must start β1 → 1,α1 , 1.
What is not clear is if the authors in [7] considered this limit and concluded that
is not essential or if they simply disregarded the limit as special. If the latter
is the case, it is not trivial to understand the justification. From calculations
we found two distinct behaviours directly linked to the properties of the initial
potential as λ → 1. While we have not done enough analysis to claim that
disregarding this limit is an error in the proposed procedure it is our view
that it at least should have been mentioned if considered. If not considered, it
should be.
5.1.5 Numerical results
After the analytical work in chapter 3 the remaining work mostly consisted of
implementing and obtaining numerical results for the quantities not possible to
find analytically, ultimately to calculate a full example for the problem. Origi-
nally the idea was to use a Gaussian exp(−γx2) as initial potential, however the
result that we could not find the full solution using only two phases changed
this idea, being effectively limited to the triangle potential(or similar) to be able
to use the procedure to calculate the solution u(x , t). However, all the numeri-
cal algorithms developed can be reused if equations for more phases are added.
In chapter 4 the numerical algorithms needed was proposed and the results
from the implementation of these was presented. The numerical calculation of
the quantities x±,breakdown time t∗, ρ, τ and their derivatives did not pose any
problems to implement and analytical and numerical results agreed with high
accuracy. Calculations of the phases β0 and (α1, β1) was more demanding, both
from a purely numerical perspective and due to the lack of exact calculations
for comparison. The equations determining the phases must be computed by
integrating expressions with singular endpoints, causing numerical challenges
if not handled correctly. Additionally the computational work, especially for
(α1, β1), is intensive and calculating in serial is not really a viable option if high
accuracy results for the phases are needed.
For many of the quantities needed to be calculated we suggested that they
could be partially computed in parallel. For the most part this means computing
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a large number of integrals that are independent of each other. In addition
we examined in detail if there was any practical gain by parallelising the cal-
culations for ρ and τ , and we found that for high accuracy calculations we
achieved an increase in performance compared to running in serial. We did
not analyse this in detail for the other quantities, but since the main computa-
tion for all these are numerical calculations of integrals we expect to find the
same results for these and this is also what we experienced in practice. For
example, to calculate the quantities needed for the phaseN = 1 was not reason-
able to do in serial due to the large number of integrals needed to be calculated.
Since the solution method involves many moving parts - asymptotic approxima-
tions, dividing the solution process into multiple partitions, integral transform
and so fourth - an example calculation to verify if the obtained solution actu-
ally has anything to do with the solution to the KdV equation was performed.
Qualitative and by using conservation laws the solution does not immediately
seem to be wrong. Due to numerical uncertainty we could not use as many
conservation laws as wanted to verify the solution, the errors in the numerical
operations becomes a problem on its own due to the rapid oscillations of the
solution u(x , t).
In section 3.4 we examined the system of equations determining the phase
N = 1. Predictions about the behaviour of the system and the implications
for the phase was made. Numerical results supported the findings, agreeing
with our predictions. Prior to the analysis performed in this thesis the difficulty
calculating the phase (α1, β1) for potentials u0 ∼ 1 − ax2,x → 0 beyond a
point x < x ′ when β1 ≈ 1,α1 , 1 was assumed to be a purely numerical
issue. However, based on the analytical and numerical results we now claim it
is not possible to go beyond x ′ for any potentials that behave parabolic at the
peak.
5.2 Further work
From the authors perspective there are two main branches of further work,
where one being investigation of the proposed model while the second is to
examine the RH problem solution method.
To either support our model or to invalidate it more work should go into
analysing it. For example by comparing it against other methods from where
we can obtain insight into the physical situation. Unfortunately there does not
seem to be any simple methods to achieve this. One obvious way would be to
conduct experiments and somehow compare the critical behaviour from the
theoretical model and the experiment. While this being an obvious way, it is
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not necessarily a reasonable approach, performing experiments requires both
expertise and resources. It would also need to resolve how to interpret and
compare results from both methods. Another method, perhaps more realistic,
but still challenging would be to calculate Maxwell’s equations directly using
the same physical assumptions. This is not a trivial task either as there is a
reason that solutions to these equations are not normally calculated directly.
Computing the solution from Maxwell’s equations must therefore mainly be
done numerically, which also is challenging as it requires both knowledge and
computational power.
A second route would be to examine the Riemann-Hilbert solution process
and some interesting questions have come up during this work. It is the au-
thors view that the most important question to answer is if and why it is valid
to ignore the seemingly special point λ = 1. This is the limit where the WKB
approximation is not valid and the critical limit where the final phase must
end. If this limit must be treated differently then to investigate if is possible to
incorporate this into the existing procedure would be important, perhaps by
patching solutions together. On the other hand if it is valid to treat the limit
without any modifications to the procedure, then equations for a phase N = 2
must be developed. It is unclear how much more can be done analytically, as
we saw already at N = 1 that the algebra involved is complicated. Looking into
full cycle potentials for the mKdV equation and try to solve the KdV equation
using corresponding potential using the Riemann-Hilbert method could also
be interesting.
5.3 Final remarks
We started this thesis by proposing a model for laser pulses and proceeded
to make an attempt to solve the corresponding equation. While progress has
been made on both work still remains. As we have seen to use the proposed
solutionmethod is challenging both analytically and numerically. Before further
attempts are made to use the method we suggest that the question if the limit





Conservation laws for the
KdV equation
One property of the KdV equation is the existence of infinite many conservation
laws [1]. The existence of the conservation laws was important in developing
the inverse scattering transform as a general solution method to the KdV
equation, but can also be used as a tool for checking numerical solutions to the
equation. The simplest conservation law for the KdV equation is conservation
of mass, meaning that the mass at t = 0 is the same as a later time t∗. A simple
test for correctness would be to compute the start mass using the initial data
and verify if the mass at t∗ obtained from the numerical solution agrees. Since
there exists an infinite many conservation laws, checking many of these give
more and more indications on the validity(or non-validity) of the numerical
solution. The KdV have independent variables x and t and partial derivatives
of these and a conservation law for an equation of this type is
∂tTn(x , t ;u) + ∂xXn(x , t ;u) = 0 (A.1)
where u is the solution to the equation andTn are called the conserved density











It is required that the solution u → 0 as x → ±∞ for the following to hold, a
requirement which is also necessary for the KdV to be solvable using the IST,
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This means that the quantity dn is conserved in time. Write
∂t (u) + ∂x (±3u2 + ∂2xu) = ut + 3uux + 3uxu + uxxx
= ut ± 6uux + uxxx (A.4)
This equation is written in the form (A.1) and is identical to the KdV equation
and this is the first conservation law for the KdV equation∫ ∞
−∞
dxu = d0 (A.5)
and thus u is a conserved quantity. In physics terms we can say it corresponds
to conservation of mass or momentum. Is it possible to find more conservation
laws? Introduce a more general form of the Miura transform seen in chapter 2,
u =m − ϵmx − ϵ2m2
ut + 6uux + uxxx = (1 − ϵ∂x − 2ϵ2m)(mt + 6(m − ϵ2m2)mx +mxxx ) (A.6)
For u to be a solution of the KdV equation we must have
(mt + 6(m − ϵ2m2)mx +mxxx ) = 0 (A.7)
Written in the form (A.1)
∂tm + ∂x (3m2 − 2m3 +mxx ) = 0 (A.8)




mn(x , t)ϵn (A.9)
Since (A.8) is written in a conserved form we should also have∫ ∞
−∞
dxm(x , t ; ϵ) = d (A.10)
Due to the fact that u does not depend on ϵ∫ ∞
−∞
dxmn(x , t ; ϵ) = dn (A.11)
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mn(x , t)ϵn − ϵ∂x
∞∑
n=0






We now equate terms of powers in ϵ
u = d0
0 = d1 − ∂xd0
0 = d2 − ∂xd1 − d20 (A.13)
Solving these recursively gives the first three conserved quantities
d0 = u
d1 = ux
d2 = uxx + u
2
There is no reason to stop here, it can be continued for as many powers of ϵ




There is a number of problems in physics andmathematics that can be expressed
as Riemann-Hilbert problems. We will give a short introduction to how they
will be used in the context of solving the KdV-equation. For a more detailed
and general description, see for example [20]. We will consider the complex
plane with a curve C that consists of the entire real axis, cutting it in two, the
upper and lower half plane. We then denote Im(z) > 0 as the ⊕ region and
Im(z) < 0 as the 	 region, illustrated in (B.1). In general the curveC does not
need to be the entire real axis, but can be an arbitrary number of open or closed
curves in the complex plane. In its simplest form, a scalar Riemann-Hilbert
problem consist of finding a sectionally analytic function Φ(z) that satisfies a
specific jump condition when approaching the real axis from ⊕ and 	. We
denote these two limits for the function Φ(z) as Φ+ and Φ−. We now state the
scalar RH problem as
Φ+(t) = д(t)Φ−(t) + f (t), t ∈ C (B.1)
where д(t) is the jump condition on C, for our case we haveC ∈ R. If f (t) = 0,
equation (B.1) is a scalar homogeneous RH problem. Is it possible to find a
Figure B.1: Illustration of a curve C dividing the complex plane
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general solution to these kind of problems? We first look at the homogeneous
case and demand that д(t) satisfy a Hölder condition on C, meaning that for
any two points t and t1 on L the following holds
|д(t) − д(t1)| ≤ Λ|t − t1 |λ,Λ > 0, 0 < λ ≤ 1 (B.2)
If this condition is met we can take the logarithm of (B.1)
φ+(t) − φ−(t) = ϕ(t), t ∈ R (B.3)






t − z (B.4)
Since z is on C, the integral (B.4) is ambiguous, the answer depends on the way
the singularity t = z is approached. Specifically, if we include the singularity
from the ⊕ side might give a different answer than if it is included from the 	
side and we will see that this is connected to the solution to the RH problem
(B.1). If we include the singular point from the ⊕ side means that when we
approach from the point t = z from the left we must deform the path using a
half circle of radius ϵ and go around but still keep the point in ⊕, then take the
limit ϵ → 0. We split the domain of integration into three pieces, (−∞, z + ϵ)
and (z + ϵ,∞), the third region is the small circle around the singularity. If we
imagine walking along C from the left we see that when we approach t = z
the starting angle must be −π for ⊕ and π for 	. We can calculate the Cauchy
integral for both Φ+ and Φ−
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If we subtract these two expressions
































t − z (B.8)
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These results are exactly equation (B.3) and can be used to solve the scalar
Riemann-Hilbert problem (B.1), with f = 0. Equations (B.5), (B.6) are the
Sokhoski-Plemelj formula. Denote the solution to the homogeneous problem
given by the formula as X (z), with corresponding limiting functions as X+(z)


















This is a new homogeneous problem on the form seen in (B.3) and can be


















X+(t)(t − z) (B.11)
Let us now consider two simple examples, we have a jump function
д(t) =
{
−1, if t < 0
1, if t > 0
(B.12)
We see that for t > 0 there are no jump, meaning that the limits from ⊕, 	 are
equal. This means that the problem consist of finding a function with these prop-
erties as we approach the negative real axis. If we take the branch cut (−∞, 0]
we know from complex analysis that the square root function has a jump of












In addition to this a translated square root function would satisfy a translated
jump function д(t + δ ). Finally we see that the solution is not unique since
analytical functions(across the branch cut) does not contain a jump. Thus, we
can always multiply the solution with an arbitrary analytical function P(z) and
still have a valid solution. This gives the general solution to the RH problem
(B.1)







X+(t)(t − z) + P(z)
]
(B.14)
116 APPEND IX B R IEMANN-H ILBERT PROBLEMS
where X (z) are the solution to the homogeneous problem










The Airy functions are solutions to the differential equation
d2u
dz2
+ zu = 0
u = c0Ai(z) + c1Bi(z) (C.1)
The Airy functions has the following asymptotic expansions for large arguments





























Figure C.1: Airy functions Ai(z) and Bi(z) with asymptotic expansions (C.2)-(C.5)
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z3/2), z →∞ (C.3)





|z |3/2 + π
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|z |3/2 + π
4
), z → −∞ (C.5)
C.2 Elliptic Integrals
The elliptic integrals are integrals originally emerged when trying to calculate
arc lengths of ellipses. In this thesis we are interested in the complete elliptic
integrals of first K(k) ,second E(k) and third kind Π(n,k). That an elliptic























(1 − n sin2(θ ))
√
1 − k2 sin2(θ )
(C.8)
At the time of writing this thesis the only Python implementation of the elliptic
integral of third kind Π in the form (C.8) was in the library mpmath [16]. This
library is not suitable for large scale numerical calculations as it is for arbitrary
precision math and not optimized for fast numerical operations. As a solution to
this we use the iteration scheme for (C.8) found in [10] and implemented this
algorithm in C++ and compiled as a shared library that could be imported into
Python. The iteration scheme is valid for k < 1 and n < 1 and implemented
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as described by algorithm (6).





































дn (2+δn+ 1δn )
4an
;
i = i + 1;
end
return π (1+ζn )2an ;
Algorithm 6: Complete Elliptic Integral of Third Kind
The implementation has been thoroughly tested against the implementations
in mpmath [16] and Mathematica [13]. An example from these calculations
is given in figure (C.2) and the results is representable for other calculations.
The difference between our implementation and mpmath is for all test cases
of order 10−14, when using double precision arithmetic. We need this function
when numerically solving the integrals for (α1, β1) in section 4.5, but does our
implementation speed up the calculations? Let us perform the integral∫ 1
−1
dxΠ(x , 0.6) ≈ 5.862094705674906 (C.9)
Both implementations give the numerical result, to the same number of deci-
mals, seen in the equation above. However, execution time when computing
the integral using the two implementations is not comparable, running 10 times
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| (x, 0.6) mpmath(x, 0.6)|
Figure C.2: Difference between Π using algorithm (6) and Π from mpmath [16]
and averaging gives t ≈ 900ms when using mpmath and t ≈ 200µs when
using algorithm (6). This difference is of order 103 and for practical calcula-
tions when the integrals contains other terms in addition to Π the difference
has been seen to be even greater. Thus, using Πmpmath for a reasonable grid
size of 1000 × 1000 is simply not practical. For example, let us say that each
integral containing Π takes one second, then 10002s is close to 280 hours.





In chapter 3 we derived approximations for the reflection and transmission co-
efficients associated with the forward scattering using the WKB-approximation.
This resulted in having to solve the two integrals











u0(η) − λ (D.2)
In addition, we found the breakdown time t∗ for the Burgers equation
t∗ = − 1
minη∈R6u ′0(η)
(D.3)
We will in this section examine this for a few specific potentials u0 where exact
calculations of these three quantities are possible.
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1 − |x | if |x | ≤ 1
0 if |x | > 1 (D.4)
First we need to calculate the singular turning points x±
1 − x = λ
x = 1 − λ (D.5)
This gives x+ = 1 − λ and
x− = −x+
= λ − 1 (D.6)
Now use (D.1) and the support of u0





λ1/2 − 1 + x) (D.7)





λ1/2 − 1 + x) (D.8)






(λ + x − 1)
]1
1−λ
= λ1/2 − 2
3
(1 − λ)3/2 (D.9)
computing the derivative of ρ gives
ρ ′(λ) = 1
2λ1/2
− λ1/2 (D.10)
Repeating the process for τ using (D.2)
τ (λ) = 2
∫ x+
0
dx(1 − x − λ)1/2
= −4
3






(1 − λ)3/2 (D.11)
with derivative
τ ′(λ) = −2(1 − λ)1/2 (D.12)

















Figure D.1: Shape of parabolic potential function u0(x) defined in (D.14).
D.2 Parabolic
We have the parabolic potential, see figure (D.1)
u0(x) =
{
1 − ax2 if |x | ≤ 1√
a
0 if |x | > 1√
a
(D.14)









Since u0 have support x ∈ [− 1√a ,
1√
a
] we integrate from x+ to x∗ = 1√a in
(D.1)
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λ1/2 − (1 − λ)1/2(η2 − 1)1/2
]




































































1 − ax2 − λ






































(1 − λ) (D.19)
The derivative of τ is
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For the parabolic potential it is possible to calculate the integrals in the system



























(1 − β0)1/2 (D.22)
















































set u = log( 1+µ
1/2
(1−µ)1/2 and dv =
dµ
(β0−µ)1/2
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we have v = −2(β0 − µ)1/2 and





2µ1/2 (1 − µ)













































= π − 2β1/20 − 2(1 − β0)





1 − µ = 2β
1/2













































Figure D.2: Shape of algebraic potential function u0(x) defined in (D.33).
Using this in (D.1) gives us

















































= (1 − λ)1/2E( λ
λ − 1 ) (D.35)
with derivative





(1 − λ)E( λ
λ − 1 ) − K(
λ
λ − 1 )
]
(D.36)
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For τ we get














1 − λ − λx2
1 + x2
]1/2
































Where K(z) and E(z) denotes the complete elliptic integrals of first and second
kind. We now calculate the breaking time t∗, we have the derivative of the
potential
u ′0(x) = −
2x
(1 + x2)2 (D.39)
Time must be positive so we must have
u ′0(x) < 0 ⇐⇒ x > 0 (D.40)



















Then there should exist aminimum point such thatд′(x∗) = 0,x ∈ (0,∞)
д′(x) = 1 + x
2
12x2
(3x2 − 1) (D.44)
This gives x∗ = 1√
3
and the breaking time is













Figure D.3: Shape of secant potential function u0(x) defined in (D.46).
D.4 Secant




We generically write the turning points as
x± = ±(cosh−1(x))−1 (D.47)








)1/2 − 2i(1 − λ)1/2
(
F (sin−1((1 − λ)1/2), 2
1 − λ )
− K( 2





1 − λ , sin




1 − λ ,
2
1 − λ )
)]
(D.48)
where F is the incomplete integral of first kind, and Π is the elliptic integral of
third kind(both complete and incomplete). The derivative is too long to write
down, but it is possible to find using (D.48). For τ we have













(1 − λ)K( 2
1 − λ ) + λΠ(
1
1 − λ ,
2
1 − λ )
)]
(D.49)
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with derivative






1 − λ ) − Π(
1
1 − λ ,
2
1 − λ )
)]
(D.50)
To find the breaking time we calculate u ′0 = −
sinh(x )
cosh(x ) and the condition u
′
0 < 0













д(x) = ∞ (D.52)




x = sinh−1(1) = x∗ (D.53)
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