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Abstract
Let A(n,m) be a graph chosen uniformly at random from the class of all vertex-labelled outerplanar
graphs with n vertices and m edges. We consider A(n,m) in the sparse regime when m = n/2 + s
for s = o(n). We show that with high probability the giant component in A(n,m) emerges at
m = n/2 + O
(
n2/3
)
and determine the typical order of the 2-core. In addition, we prove that if
s = ω
(
n2/3
)
, with high probability every edge in A(n,m) belongs to at most one cycle.
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1 Introduction
1.1 Motivation
In 1959 Erdős and Rényi [5] introduced the so-called Erdős-Rényi graph G(n,m), a graph
chosen uniformly at random from the class of all vertex-labelled graphs on vertex set {1, . . . , n}
with m = m(n) edges. Since then, the asymptotic behaviour of G(n,m) was extensively
studied (see e.g. [2, 8, 11]). In particular, it was investigated how the component structure
of G(n,m) changes, when m = m(n) varies and whether there are ranges of m, where this
change is very significant. Such dramatic changes are called phase transitions. For example,
Erdős and Rényi [6] showed that the order (that is, the number of vertices) of the largest
component in G(n,m) changes drastically when m ∼ n/2. Later Bollobás [1] and Łuczak [14]
looked more closely at the critical range m = n/2 + o(n).
Throughout the paper, we denote the components of a graph G by H1 = H1(G), H2 =
H2(G), . . . in such a way that |Hi| ≥ |Hj |, whenever i ≤ j, where |Hi| is the number of
vertices in Hi. In addition, we use the asymptotic notation from [9].
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I Theorem 1 ([1, 14]). Let m = n/2 + s, where s = s(n) = o(n) and let G = G(n,m). Then
for every i ∈ N the following holds with high probability1.
(i) If s3n2 → −∞, then Hi is a tree and |Hi| = (1/2 + o(1)) n
2
s2 log
|s|3
n2 .
(ii) If s3n2 → c ∈ R, then |Hi| = Θp
(
n2/3
)
.
(iii) If s3n2 →∞, then |H1| = (4 + o(1)) s. For i ≥ 2, we have |Hi| = o
(
n2/3
)
.
This drastic change of the component structure at m = n/2 + O
(
n2/3
)
is called the
emergence of the giant component. These results raised the question whether there are also
phase transitions in other classes of random graphs. Łuczak and Pittel [15] considered this
question for F (n,m), a graph chosen uniformly at random from all vertex-labelled forests
with n vertices and m edges. They showed that, analogous to G(n,m), the giant component
in F (n,m) emerges at m = n/2 +O
(
n2/3
)
. Kang and Łuczak [12] showed that the same is
true for P (n,m), a graph chosen uniformly at random from all vertex-labelled planar graphs
with n vertices and m = m(n) edges. Later Kang, Moßhammer, and Sprüssel [13] extended
this result even to graphs on orientable surfaces.
Surprisingly, this problem for a random outerplanar graph is still open, although the
class of outerplanar graphs lies “between” the class of forests and the class of planar graphs
and therefore we expect similar behaviours. (A graph is outerplanar if it has an embedding
in the plane in such a way that every vertex lies on the outer face, equivalently, a graph is
outerplanar iff it contains neither K4 nor K2,3 as a minor.) In this paper we solve this open
problem on the emergence of the giant component in a random outerplanar graph.
Kang, Moßhammer, and Sprüssel [13] used the core-kernel approach to obtain their
results on the giant component in Sg(n,m), a graph chosen uniformly at random from all
vertex-labelled graphs with n vertices, m = m(n) edges and genus at most g (for any constant
g ≥ 0). This method is mainly based on the following decomposition. We call a component
of a graph G complex if it has at least two cycles. We decompose G into the complex part
QG, which is the union of all complex components, and into non-complex components. Then
we extract the core CG, which is the maximal subgraph of QG of minimum degree at least
two. Finally, we consider the kernel KG, which can be obtained from CG by the following
operation. Every maximal path P consisting of vertices of degree two is replaced by an
edge between the vertices of degree at least three that are adjacent to the end vertices of P .
Conversely, starting from kernels (as base cases) we can construct cores by subdividing edges
with additional vertices. Similarly, the complex part can be formed by replacing every vertex
in the core by a rooted tree. Finally, we obtain the whole graph G by choosing the complex
part and non-complex components.
However, we cannot apply the core-kernel approach to outerplanar graphs, because this
method is mainly based on the fact that a graph G is embeddable on a surface if and only
if its kernel KG is. But an analogous statement for outerplanar graphs is not true, since a
subdivision of an outerplanar graph is not necessarily outerplanar. Therefore, in this paper
we shall start directly from cores (as base cases), not from the kernels. One of key steps
in this direct core approach is to investigate how the number of outerplanar cores (and
complex parts, respectively) changes by addition of a vertex and an edge. Using our core
approach we prove that the giant component in a random outerplanar graph with n vertices
and m = m(n) edges emerges at m = n/2 +O
(
n2/3
)
.
1 With probability tending to 1 as n tends to infinity, whp for short.
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1.2 Main results
To state our main results we need to introduce some notations. Given a graph G, we define
the excess of a complex component of G to be the difference between the number of its edges
and the number of its vertices. The excess of G, denoted by ex(G) or `(G), is the sum of the
excesses of all complex components of G. In addition, we denote by nC(G) the number of
vertices in the core CG. Let A(n,m) denote a graph chosen uniformly at random from all
vertex-labelled outerplanar graphs with n vertices and m = m(n) edges.
I Theorem 2. Let m = n/2 + s, where s = s(n) = o(n) and let G = A(n,m). For every
i ∈ N whp the following holds.
(i) If s3n2 → −∞, then Hi is a tree and |Hi| = (1/2 + o(1)) n
2
s2 log
|s|3
n2 .
(ii) If s3n2 → c ∈ R, then |Hi| = Θp
(
n2/3
)
.
(iii) If s3n2 → ∞, then |H1| = 2s + Op
(
n2/3
)
. For i ≥ 2, we have |Hi| = Θp
(
n2/3
)
. In
addition, we have nC(G) = Θ
(
sn−1/3
)
and ex(G) = Θ
(
sn−2/3
)
.
To prove Theorem 2 we shall use some auxiliary results about cactus graphs, which
form a subfamily of the class of outerplanar graphs and are interesting in their own – a
cactus graph is a graph in which every edge belongs to at most one cycle. A simple, but
important observation is that a graph is a cactus graph if and only if its kernel is a cactus
graph. Therefore, analogously to the case of random graphs on surfaces [13] we can apply
the aforementioned core-kernel approach to obtain results on the component structure of a
random cactus graph, such as the order of the largest component, the core, and the kernel.
In addition, we determine the asymptotic number of cubic (i.e. 3-regular) cactus multigraphs
using singularity analysis of generating functions which arise from the standard decomposition
of graphs into smaller building blocks.
We denote by T (n,m) a graph chosen uniformly at random from all vertex-labelled cactus
graphs with n vertices and m = m(n) edges. In addition, let K(2n, 3n) be the class of all
cubic cactus weighted multigraphs with 2n vertices and 3n edges, and Kc(2n, 3n) be the
subclass of K(2n, 3n) containing all connected graphs. Here every multigraph K is counted
with a weight of w(K) = 2−e1(K)−e2(K), where e1(K) denotes the number of loops in K and
e2(K) the number of double edges (see [10, p.5] for details of the weight of a multigraph).
I Theorem 3.
(i) Let m = n/2 + s, where s = s(n), n2/3  s  n and G = T (n,m). Then whp
|H1| = 2s+Op
(
n2/3
)
, nC(G) = Θ
(
sn−1/3
)
, ex(G) = Θ
(
sn−2/3
)
, and the kernel KG
is cubic.
(ii) There are constants c0, c1, γ > 0 such that as n→∞,
|K(2n, 3n)| = (1 + o(1))c0n−5/2γ2n(2n)!,
and |Kc(2n, 3n)| = (1 + o(1))c1n−5/2γ2n(2n)!.
Finally, we use Theorem 2 to show that when m = n/2 + s for n2/3  s n, the two
random graphsA(n,m) and T (n,m) are “contiguous”, meaning that they are indistinguishable
in view of properties that hold whp. Such a contiguity of two models will turn out to be very
helpful for further investigations of the behaviour of A(n,m), partly because the core-kernel
approach is applicable for T (n,m).
I Theorem 4. Let m = n/2 + s, where s = s(n) and n2/3  s n. Then, whp every edge
in A(n,m) belongs to at most one cycle. In other words, whp A(n,m) is a cactus graph.
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2 Proof strategy of Theorem 2
We start with the cases s3/n2 → −∞ and s3/n2 → c ∈ R. By a well-known fact (see Lemma
12(i),(ii)) we obtain lim infn→∞ P [G(n,m) is outerplanar] > 0. Thus, each property that
holds whp in G(n,m) is also true whp in A(n,m) and the Statements (i) and (ii) follow from
Theorem 1. Thus, it suffices to prove (iii), for which we use the direct core approach. To
illustrate this approach, we introduce further notations.
I Definition 5. We denote by
A the class of all outerplanar graphs;
Q the class of all complex outerplanar graphs (i.e. complex parts of graphs in A);
C the class of all complex outerplanar graphs with minimum degree at least two (i.e. cores
of graphs in A);
U the class of all graphs without complex components.
In addition, for any graph class X we denote by X (n,m) the subclass containing those graphs
with n vertices and m edges.
I Definition 6. Let G be a graph with n vertices and m edges. We denote by
nQ = nQ(G) the number of vertices in the complex part QG;
nC = nC(G) the number of vertices in the core CG;
` = `(G) the excess of G, i.e. the difference between the number of edges and the number
of vertices in the complex part QG;
nU = nU (G) := n− nQ the number of vertices in G outside the complex part QG;
mU = mU (G) := m−nQ− ` the number of edges in G outside the complex part QG (with
nQ vertices and nQ + ` edges).
We reverse the decomposition in the core approach to obtain relations between the classes
defined above. We observe that each outerplanar graph can be constructed in a unique way
by combining a complex graph and non-complex components. Similarly, a complex graph
can be formed by choosing the core and replacing each vertex of the core by a rooted tree. It
is well known that we have nCnnQ−nC−1Q different possibilities for choosing these trees (see
e.g. [17]). Hence, we obtain
|A(n,m)| =
∑
nQ,`
(
n
nQ
)
|Q(nQ, nQ + `)| · |U(nU ,mU )| =
∑
nQ,`
τ(nQ, `), (1)
|Q(nQ, nQ + `)| =
∑
nC
(
nQ
nC
)
|C(nC , nC + `)|nCnnQ−nC−1Q =
∑
nC
ρ(nC), (2)
where we define
τ(nQ, `) :=
(
n
nQ
)
|Q(nQ, nQ + `)| · |U(nU ,mU )|,
ρ(nC) :=
(
nQ
nC
)
|C(nC , nC + `)|nCnnQ−nC−1Q .
In the sums of (1) and (2) we did not specify precisely in which sets the summation indices lie.
But it is convenient to consider only terms, which are non-zero. We call the corresponding
indices admissible. The next step is to find in the sums (1) and (2) those terms, which are
significantly larger than the other ones. In order to make that more precise, we use the
following terminology.
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I Definition 7. For each n ∈ N let I0(n), I(n) ⊆ N be finite index sets such that I0(n) ⊆ I(n).
In addition, let σn(i) ≥ 0 for each i ∈ I(n). Then the main contribution to the sum∑
i∈I(n) σn(i) is provided by i ∈ I0(n) if
∑
i∈I(n)\I0(n) σn(i) = o
(∑
i∈I(n) σn(i)
)
for n→∞.
In that case, we also say that the terms provided by i ∈ I(n)\I0(n) are negligible.
Now the goal is to find sets InQ , I` and InC such that the main contributions to (1) and (2)
are provided by nQ ∈ InQ , ` ∈ I`, and nC ∈ InC . Having such sets we immediately get
results about the structure of a random outerplanar graph G = A(n,m). Namely, that whp
nQ(G) ∈ InQ , `(G) ∈ I`, and nC(G) ∈ InC . To get strong results, we aim to find sets InQ , I`,
and InC , which are as small as possible. Afterwards we use this concentration information
and a double counting argument (see Lemma 21) to deduce the component structure of G.
The main challenge is to determine InQ , I`, and InC .
In order to illustrate our main idea of the analysis of the sums (1) and (2), we consider
the generic sums Σn =
∑
i∈I(n) σn(i) from Definition 7. The goal is to find “small” sets I0(n)
such that the main contribution to Σn is provided by i ∈ I0(n) or equivalently “large” sets
I1(n) such that the terms provided by i ∈ I1(n) are negligible in Σn. Our method to find
these sets I1(n) is mainly based on the following observation.
I Lemma 8. For each n ∈ N let I1(n), I(n) ⊆ N be finite index sets such that I1(n) ⊆ I(n)
and let σn(i) ≥ 0 for each i ∈ I(n). In addition, for each n ∈ N let fn : I1(n)→ I(n) be a
function. We assume that there are a function ε with ε(n) = o(1) and a constant M > 0
such that for all n ∈ N, i ∈ I1(n) and j ∈ I(n)
σn(i)
σn (fn(i))
≤ ε(n), (3)
and
∣∣f−1n ({j})∣∣ ≤M. (4)
Then the terms provided by i ∈ I1(n) are negligible in
∑
i∈I(n) σn(i).
In most cases when we apply Lemma 8, the functions fn will be of the form fn(i) = i+g(n)
for some function g : N→ Z or of the form fn(i) = bδic for some constant δ > 0. We note
that such functions fn always fulfil (4) for some M > 0. Thus, it remains to find a function
ε with ε(n) = o(1) such that (3) is satisfied. For simplicity, we demonstrate our method
of doing that only for the case when fn(i) = i + g(n) for some function g with g(n) > 0.
Moreover, we assume that I(n) = {an, an + 1, . . . , bn} for some an < bn. We observe that
σn(i)
σn(fn(i))
= σn(i)
σn(i+ g(n))
=
i+g(n)−1∏
k=i
σn(k)
σn(k + 1)
. (5)
Thus, we aim to find good upper bounds for σn(k)σn(k+1) . We commonly state these bounds in
the form exp(h(n)) for some function h : N→ R. Then, if we assume
σn(k)
σn(k + 1)
≤ exp(h(n)), ∀n ∈ N,∀k ∈ {i, . . . , i+ g(n)− 1} , (6)
we get together with (5), σn(i)σn(fn(i)) ≤ exp (g(n)h(n)) . If we find such functions g and h with
g(n)h(n)→ −∞ for n→∞, then we can apply Lemma 8 (see Appendix A for an application
of Lemma 8). We can summarise the above idea as follows. The key for a good analysis of
the sum
∑
i∈I(n) σn(i) is to have good bounds for the fractions
σn(k)
σn(k+1) or equivalently good
bounds for σn(k+1)σn(k) .
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Now we describe how we find these bounds for the sums in (1) and (2). In order to find
good bounds for ρ(nC+1)ρ(nC) , it suffices to estimate
|C(nC+1,nC+1+`)|
|C(nC ,nC+`)| (see Lemma 9). To that
end, we construct graphs in C (nC + 1, nC + 1 + `) as follows: Let H ∈ C(nC , nC + `) and an
edge e of H be given. Then we obtain in “most” cases a graph H ′ ∈ C(nC + 1, nC + 1 + `) if
we subdivide e by one vertex and label this new vertex with nC + 1. By a careful analysis of
this construction we will obtain good estimates for ρ(nC+1)ρ(nC) .
In the next step we consider the sum in (1) and shall determine InQ and I`. To that
end, we look at the fractions τ(nQ+1,`)τ(nQ,`) and
τ(nQ,bδ`c)
τ(nQ,`) for a constant δ > 0. To get bounds
for the term |U(nU ,mU )|, we will use Lemma 12. Thus, it remains to find estimates for
|Q(nQ+1,nQ+1+`)|
|Q(nQ,nQ+`)| and
|Q(nQ,nQ+bδ`c)|
|Q(nQ,nQ+`)| . For the first fraction (see Lemma 13) we define for
i ∈ {0, 1}
ρi(nC) = ρi(nC , nQ, `) :=
(
nQ + i
nC
)
|C(nC , nC + `)|nC(nQ + i)nQ+i−nC−1.
With this notation we have
|Q(nQ + 1, nQ + 1 + `)|
|Q(nQ, nQ + `)| =
∑
nC
ρ1(nC)∑
nC
ρ0(nC)
. (7)
From the analysis of (2) we already know sets I0, I1 such that the main contributions to∑
nC
ρ0(nC) and
∑
nC
ρ1(nC) are provided by nC ∈ I0 and nC ∈ I1, respectively. We will
see that we may assume I := I0 = I1. Then we will get a good bound for (7) if for nC ∈ I
we estimate the fraction
ρ1(nC)
ρ0(nC)
= (nQ + 1)
2
nQ − nC + 1
(
nQ + 1
nQ
)nQ−nC−1
. (8)
For the fraction |Q(nQ,nQ+bδ`c)||Q(nQ,nQ+`)| (see Lemma 16), we will use that
|QC(nQ, nQ + bδ`c)|
|QP (nQ, nQ + `)| ≤
|Q(nQ, nQ + bδ`c)|
|Q(nQ, nQ + `)| ≤
|QP (nQ, nQ + bδ`c)|
|QC(nQ, nQ + `)| , (9)
where QP (nQ, nQ + `) denotes the class of all complex planar graphs with nQ vertices and
nQ + ` edges and QC(nQ, nQ + `) the class of all complex cactus graphs with nQ vertices
and nQ + ` edges. We get estimates for |QC(nQ, nQ + `)| and |QP (nQ, nQ + `)| by using
the core-kernel approach (see Lemmas 14 and 15). In order to show that these bounds are
tight enough, we make the following observations. We will see that there is a constant c > 0
such that
|QP (nQ, nQ + `)|
|QC(nQ, nQ + `)| ≤ c
`, (10)
Thus, we make a multiplicative error of at most c` if we use |QP (nQ, nQ + `)| as an estimate
for |Q(nQ, nQ + `)|. We observe that the possible error increases at most by the constant
factor c if we increase ` by one. On the other hand, we will get τ(nQ,`+1)τ(nQ,`) ≈ Θ(1)
n
3/2
Q
`3/2
1
n . Hence,
τ(nQ, `) decays in ` outside the range ` = Θ
(
nQn
−2/3) “much faster” than the growth of the
error in (10). Having found estimates for |Q(nQ+1,nQ+1+`)||Q(nQ,nQ+`)| and
|Q(nQ,nQ+bδ`c)|
|Q(nQ,nQ+`)| , we obtain
bounds for τ(nQ+1,`)τ(nQ,`) and
τ(nQ,bδ`c)
τ(nQ,`) . Then we can apply Lemma 8 to find InQ and I`.
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3 Cores and complex parts: proof of Theorem 2
We recall that for a given graph G we denote by nC the number of vertices in the core CG
and by ` the excess of G. In addition, C is the class of all outerplanar cores. Now we use the
ideas presented in Section 2 and start by finding InC . To that end, we obtain the following
estimates for |C(nC+1,nC+1+`)||C(nC ,nC+`)| .
I Lemma 9.
(i) For all admissible nC and ` we have
|C(nC + 1, nC + 1 + `)|
|C(nC , nC + `)| ≥ nC +
`
80 .
(ii) If in addition nC − 8` ≥ 0, then
|C(nC + 1, nC + 1 + `)|
|C(nC , nC + `)| ≤ (nC + `)
nC + 1
nC + 1− 8` .
Using Lemma 9 we obtain bounds for ρ(nC+1)ρ(nC) , which we can use to analyse the sum
in (2) and find InC . The following two lemmas state that we can choose InC = Θ
(√
nQ`
)
,
provided that ` = ω(1). In Lemmas 18 and 19 we shall see that we may assume ` = ω(1).
I Lemma 10. There are b, c > 0 such that for all admissible nQ and `, we have∑
nC≤c
√
nQ`
ρ(nC) ≤ exp(−b`)
∑
nC
ρ(nC).
I Lemma 11. For all admissible nQ, ` and c ≥ 14, we have∑
nC≥c
√
nQ`
ρ(nC) ≤ exp
(
− c2`
)∑
nC
ρ(nC).
Next, we recall that U is the class of all graphs without complex components and Q the
class of all complex outerplanar graphs. In addition, for a given graph G we denote by nQ
the number of vertices in the complex part QG, by nU the number of vertices outside the
complex part and by mU the number of edges outside the complex part. We aim to find InQ
and I` by analysing τ(nQ+1,`)τ(nQ,`) and
τ(nQ,bδ`c)
τ(nQ,`) . To that end, we need the following estimates
for |U(nU ,mU )|.
I Lemma 12 ([3, 10, 13]). Let m = n/2 + s with s = s(n) < n/2 and u(n,m) :=
|U(n,m)|((n2)m )−1. Then there is a constant c > 0 such that for
f(n,m) := c
(
2
e
)2m−n
mm+1/2nn−2m+1/2
(n−m)n−m+1/2
,
we have
(i) u(n,m)→ 1, if s3n2 → −∞;
(ii) for each a ∈ R, there exists a constant b > 0 such that u(n,m) ≥ b, whenever s ≤ an2/3;
(iii) u(n,m) ≤ n−1/2f(n,m), if 0 < s ≤ n3/42 ;
(iv) u(n,m) ≤ f(n,m), if s > 0.
In addition, we use Lemmas 10 and 11 and (8) to obtain estimates for |Q(nQ+1,nQ+1+`)||Q(nQ,nQ+`)| .
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I Lemma 13. There exist constants a1, a2, ε > 0 and K ∈ N such that for all admissible nQ
and ` with K ≤ ` ≤ εnQ, we have
(nQ + 1) exp
(
1 + a1
`
nQ
)
≤ |Q(nQ + 1, nQ + 1 + `)||Q(nQ, nQ + `)| ≤ (nQ + 1) exp
(
1 + a2
`
nQ
)
.
Next, we estimate |Q(nQ,nQ+bδ`c)||Q(nQ,nQ+`)| by using (9). To that end, we need the following two
results, which can be obtained by using the core-kernel approach.
I Lemma 14. There exist constants a1, a2, γ,K, ε > 0 and b1, b2 ∈ R such that for all
admissible nQ and ` with K ≤ ` ≤ εnQ, we have
|QC(nQ, nQ + `)| ≥ a1nnQ+3`/2−1/2Q γ``−3`/2−2 exp
(
b1
√
`3n−1Q
)
;
|QC(nQ, nQ + `)| ≤ a2nnQ+3`/2−1/2Q γ``−3`/2−2 exp
(
b2
√
`3n−1Q
)
.
I Lemma 15 ([13]). There exist constants a3, a4, γ1,K, ε > 0 and b3, b4 ∈ R such that for
all admissible nQ and ` with K ≤ ` ≤ εnQ, we have
|QP (nQ, nQ + `)| ≥ a3nnQ+3`/2−1/2Q γ`1`−3`/2−3 exp
(
b3
√
`3n−1Q
)
;
|QP (nQ, nQ + `)| ≤ a4nnQ+3`/2−1/2Q γ`1`−3`/2−3 exp
(
b4
√
`3n−1Q
)
.
I Lemma 16. There exist constants c1, c2,K, ε > 0 and δ ∈ (0, 1) such that for all admissible
nQ and ` with K ≤ ` ≤ εnQ, we have
c`1
(nQ
`
)3/2(bδ`c−`)
≤ |Q(nQ, nQ + bδ`c)||Q(nQ, nQ + `)| ≤ c
`
2
(nQ
`
)3/2(bδ`c−`)
.
In order to apply Lemmas 13 and 16, we need the condition K ≤ ` ≤ εnQ. The next
lemma shows that this is indeed not a restriction for our considerations.
I Lemma 17. Let m = m(n) = n/2 + s, where s = s(n) and n2/3  s n. Then for each
K ∈ N and ε > 0 the main contribution to ∑nQ,` τ(nQ, `) is provided by nQ and ` with
K ≤ ` ≤ εnQ.
In Lemma 12 we observe that u(nU ,mU ) stays close to one, as long as nU ≥ 2mU . Thus,
we will use in that case
((nU2 )
mU
)
as an estimate for |U(nU ,mU )|. In contrast, u(nU ,mU ) starts
becoming quite small if nU < 2mU . Hence, in that case we will use stronger bounds given by
Lemma 12(iii) and (iv). Thus, we define
T1 :=
∑
nU≥2mU
τ(nQ, `) and T2 :=
∑
nU<2mU
τ(nQ, `).
I Lemma 18. Let m = m(n) = n/2 + s, where s = s(n) and n2/3  s  n. Then
the main contribution to T1 =
∑
nU≥2mU τ(nQ, `) is provided by nQ = 2s + Op
(
n2/3
)
and
` = Θ
(
sn−2/3
)
.
I Lemma 19. Let m = m(n) = n/2 + s, where s = s(n) and n2/3  s  n. Then
the main contribution to T2 =
∑
nU<2mU τ(nQ, `) is provided by nQ = 2s + Op
(
n2/3
)
and
` = Θ
(
sn−2/3
)
.
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Combining Lemmas 18 and 19 we can choose InQ = 2s+Op
(
n2/3
)
and I` = Θ
(
sn−2/3
)
.
Thus, we also obtain InC = Θ
(√
nQ`
)
= Θ
(
sn−1/3
)
. This leads to the following results on
the asymptotic order of the core and excess.
I Lemma 20. Let m = m(n) = n/2 + s, where s = s(n) and n2/3  s  n, and let
G = A(n,m). Then whp nC(G) = Θ
(
sn−1/3
)
and ex(G) = Θ
(
sn−2/3
)
.
In order to obtain the order of the largest component, we look at the complex part QG.
Intuitively we expect that the largest component of QG is also the largest in G. The following
lemma tells us that this is indeed the case.
I Lemma 21. Let m = m(n) = n/2 + s, where s = s(n) and n2/3  s n. Moreover, let
G = A(n,m). Then nQ(G)− |H1(QG)| = Op
(
n2/3
)
.
Lemma 21 together with InQ = 2s+Op
(
n2/3
)
implies that the complex part QG has one
component with 2s+Op
(
n2/3
)
vertices, while all other components are of order Op
(
n2/3
)
.
For the non-complex components we observe that mU = nU/2 +Op
(
n
2/3
U
)
. Thus, for each
i ∈ N the i−th largest non-complex component has Θp
(
n2/3
)
vertices by Theorem 1 and
Lemma 12. This concludes the proof of Theorem 2.
4 Singularity analysis: proof of Theorem 3
It suffices to show Theorem 3(ii), since (i) follows from (ii) and Remark 8.6 in [13]. We
denote by K◦c the class of connected cubic cactus weighted multigraphs, where one vertex
is marked. Moreover, let B be the class of connected cactus weighted multigraphs, where
all but one vertex have degree three and the exceptional vertex has degree two. We denote
by B(z),K(z),Kc(z) and K◦c (z) the exponential generating functions of the classes B,K,Kc,
and K◦c , respectively. By considering the marked vertex of a graph in K◦c and distinguish
some cases we obtain
K◦c (z) =
zB(z)
2(1− zB(z)) +
zB(z)3
6 .
Similarly, by considering the vertex of degree two in graphs in B we get
B(z) = z2(1− zB(z)) +
z
2B(z)
2. (11)
We observe that the even coefficients in B(z) are all zero, i.e. B(z) =
∑
i≥1 b2i−1z
2i−1 for
some b2i−1 ∈ N. By taking B˜(u) :=
∑
i≥1 b2i−1u
i, we observe that (11) translates to
B˜(u) = u
2
(
1− B˜(u)
) + 12 B˜(u)2.
Using techniques from [4, 7] we obtain that for u→ r,
B˜(u) = t− ρ
√
1− u
r
+O
(
1− u
r
)
,
where t = 1−
√
3
3 , r =
2
√
3
9 , and ρ =
√
2
3 . Moreover, r is the unique dominant singularity of
B˜(u), due to the aperiodicity of B˜(u). Next, we define K˜◦c (u) := K◦c (
√
u), K˜c(u) := Kc(
√
u)
and K˜(u) := K(
√
u). Using u · K˜◦c (u) = B˜(u)2 − B˜(u)3/3 and Kc(z) =
∫
K◦c (z)/zdz we
obtain that there are k1, k2, k3 ∈ R such that for u→ r
K˜c(u) = k1 + k2
(
1− u
r
)
+ k3
(
1− u
r
) 3
2 +O
((
1− u
r
)2)
.
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Hence, there is a constant c1 > 0 such that with γ := r−1/2 we obtain[
z2n
]
Kc(z) = [un] K˜c(u) = c1γ2nn−
5
2 (1 + o(1)) , as n→∞.
Finally, we use K˜(u) = exp
(
K˜c(u)
)
to obtain that there is a c0 > 0 such that
[
z2n
]
K(z) =
[un] K˜(u) = c0γ2nn−
5
2 (1 + o(1)) for n→∞.
5 Blocks and chords: proof of Theorem 4
We will use a double counting argument to show Theorem 4. To that end, we need some
structural information about G = A(n,m). By Lemma 20 we know that whp nC(G) =
Θ
(
sn−1/3
)
and ex(G) = `(G) = Θ
(
sn−2/3
)
. Apart from that we need the two following
lemmas about blocks and chords, where we call a maximal 2-connected subgraph of G a
block. In addition, a chord is an edge in G that lies in a block B, but not in the unique
Hamiltonian cycle of B.
I Lemma 22. Let m = m(n) = n/2 + s, where s = s(n) and n2/3  s  n. Then whp
A(n,m) does not contain a vertex that lies in three blocks.
Given a chord xy, we denote by Bxy the block that contains x and y and by B′xy the
unique Hamiltonian cycle of Bxy. A chord xy is said to be good (with respect to a function
h(n) = ω(1)) if there is a path Pxy = z0z1 . . . zrzr+1 from z0 = x to zr+1 = y in B′xy such
that
z1, . . . , zr are not endpoints of any chords in Bxy;
r ≥ n1/3h(n)−1 + 1;
zi has degree 2 for all i ∈ N with 1 ≤ i ≤ n1/3h(n)−1.
I Lemma 23. Let m = m(n) = n/2 +s, where s = s(n) and n2/3  s n and h(n) = ω(1).
Then whp A(n,m) has either no chord or a good chord xy (with respect to h(n)).
Now we fix h(n) = ω(1) such that sh(n) = o(n). We denote by A′(n,m) the subclass of
A(n,m) containing those graphs H that have a good chord, have no vertex lying in three
blocks, and satisfies nC(H) = Θ
(
sn−1/3
)
and `(H) = Θ
(
sn−2/3
)
. Due to Theorem 2 and
Lemmas 22 and 23, it suffices to show |A′(n,m)| = o (|A(n,m)|). To that end, we consider
the following operation for H ∈ A′(n,m):
We choose a good chord xy and denote by Pxy = z0z1 . . . zrzr+1 the corresponding good
path from z0 = x to zr+1 = y.
We choose i ∈ N with 1 ≤ i ≤ n1/3h(n)−1.
We add the edge zizr and delete zry.
We observe that we have at least n1/3h(n)−1 − 1 options for performing this operation. In
addition, we note that the following holds in the new graph H ′ resulting from H by the
above operation:
H ′ ∈ A(n,m), nC(H ′) = nC(H), and `(H ′) = `(H);
zi has degree 3;
zi and zr are neighbours;
there is a path from zi to x such that all internal vertices have degree two;
x lies in at most two blocks;
y is a neighbour of x such that xy lies in the unique Hamiltonian cycle of the block
containing x and y.
Thus, for a fixed graph H ′ there are at most 2` · 3 · 3 · 4 = Θ (sn−2/3) many different
graphs H such that we can obtain H ′ by performing our operation in H. Hence, we obtain
|A′(n,m)| = O
(
sn−2/3
n1/3h(n)−1
)
|A(n,m)| = o (|A(n,m)|).
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6 Sketches of proofs of auxiliary results
Proof of Lemma 9. For a graph H ∈ C(nC , nC + `) we consider the following two construc-
tions for building a graph in C(nC + 1, nC + 1 + `):
(C1) We choose an edge e of H which is not a chord. Then we subdivide e by one vertex
and label this new vertex with nC + 1.
(C2) We choose a vertex v in H of degree 3, 4, 5 or 6 and an edge e which is incident to v
and not a chord. Then we relabel v with label nC + 1 and subdivide e by one vertex
which obtain the label of v.
We observe that if H has b chords, then we have nC + `− b options for performing (C1). In
addition, H has at least b/2 vertices of degree at least three and at most 2`/5 vertices of
degree at least seven. Hence, we have at least b/2− 2`/5 choices for performing (C2). Now
if b ≤ 19`/20, then we have at least nC + `/20 choices for (C1). Otherwise if b > 19`/20,
then we have at least nC choices for (C1) and at least 3`/40 options for (C2). We note that
each graph H ′ ∈ C(nC + 1, nC + 1 + `) can be obtained at most once by performing (C1)
and if this is the case, then it cannot be obtained by (C2). Finally, observing that H ′ can be
obtained at most six times by performing (C2) yields statement (i).
For (ii) we call a vertex v of H ′ ∈ C(nC + 1, nC + 1 + `) nice if it has degree two and the
two neighbours are not adjacent. We observe that H ′ can be obtained by (C1) if the vertex
nC + 1 is nice. We note that if v has degree two and is not nice, then v has a neighbour of
degree at least three. Thus, H ′ has at least nC + 1− 8` nice vertices, since the sum of all
degrees of vertices of degree at least three is at most 6`. As H ′ was arbitrary, (ii) follows. J
The statements of Lemmas 10, 11 and 17-19 are all of the type that they determine the main
contribution to some sum. In order to show these results we use Lemma 8, which usually
requires a long and technical computation. Therefore, we provide only sketches of these
proofs in this chapter, but we shall give a full proof of Lemma 10 in Appendix A to illustrate
how to work out the details.
Proof of Lemma 10 and 11. If ` is “small” compared to nC , we get by Lemma 9 that
|C(nC+1,nC+1+`)|
|C(nC ,nC+`)| = nC + Θ(1)`. Using this, we obtain
ρ(nC+1)
ρ(nC) =
(
1− nCnQ
)(
1 + Θ(1) `nC
)
.
Hence, we expect that the main contribution to (2) is provided by terms with nC =
Θ
(√
nQ`
)
. J
Proof of Lemma 13. Combining Lemmas 10 and 11 together with (8) we obtain
|Q(nQ + 1, nQ + 1 + `)|
|Q(nQ, nQ + `)| ≈
ρ1
(√
nQ`
)
ρ0
(√
nQ`
)
≈ (nQ + 1) exp
( √
nQ`
nQ −
√
nQ`+ 1
+
nQ −
√
nQ`− 1
nQ
)
≈ (nQ + 1) exp
(
1 + `
nQ
)
. J
Proof of Lemma 14. Using the core-kernel approach from [13] and following the lines of the
proofs of Lemma 4.9(ii) and Corollary 4.11 in [13] yields the assertion. (A detailed proof can
be found in Appendix B). J
Proof of Lemma 16. We note that ` = O (nQ), which implies exp
(
Θ(1)
√
`3n−1Q
)
=
exp (Θ (1) `). Then the statement follows by combining Lemmas 14 and 15 together
with (9). J
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Proof of Lemma 17. We denote by T the class of cactus graphs. Clearly, we have |A(n,m)|
≥ |T (n,m)|, because every cactus graph is also an outerplanar graph. By the core-kernel
approach we obtain that there is a c > 0 and N ∈ N such that |T (n,m)| ≥
nn−1/2
(n−2s)n/2−s exp
(
n
2 − s+ c · sn2/3
)
for all n ≥ N . On the other hand, we can bound τ(nQ, `)
by Lemmas 12 and 15. By doing so we obtain that
∑
`<K,nQ
τ(nQ, `) = o (|T (n,m)|). Hence,
the terms provided by ` < K are negligible in
∑
nQ,`
τ(nQ, `). Similarly, one can also show
that this is true for the terms provided by ` > εnQ. J
Proof of Lemma 18. By Lemma 12 we may consider Y1 =
∑
nU≥2mU υ1(nQ, `) instead of
T1, where υ1(nQ, `) :=
(
n
nQ
) |Q(nQ, nQ + `)| ((nU2 )mU ). Then we obtain by Lemma 16 that
υ1(nQ,bδ`c)
υ1(nQ,`) =
(
Θ(1)n
3/2
Q
mU
`3/2n2
)bδ`c−`
. Thus, the main contribution to Y1 is provided by nQ and
` with nQ` = Θ
(
n4/3m
−2/3
U
)
. Combining that together with Lemma 13 we get
υ1(nQ + 1, `)
υ1(nQ, `)
= exp
(
O
(
n−2/3
)
−Θ(1)
(
1− 2mU
nU
)2)
.
Thus, the main contribution to Y1 is provided by nQ and ` with nQ+2`−2snU =
(
1− 2mUnU
)
=
Op
(
n−1/3
)
, which yields nQ + 2`− 2s = Op
(
n2/3
)
. Together with nQ` = Θ
(
n4/3m
−2/3
U
)
this
implies nQ = 2s+Op
(
n2/3
)
and ` = Θ
(
sn−2/3
)
. J
Proof of Lemma 19. We define
υ2(nQ, `) :=
(
n
nQ
)
|Q(nQ, nQ + `)|
((nU
2
)
mU
)
c
(
2
e
)2mU−nU mmU+1/2U nnU−2mU+g(nQ)U
(nU −mU )nU−mU+1/2
,
where c > 0, h(n) = ω(1) and g(nQ) := 12 if nQ ≤ 2s−n2/3h(n) and g(nQ) := 0 otherwise. By
Lemma 12 we can choose h(n) and c so that for all admissible nQ and `, we have τ(nQ, `) ≤
υ2(nQ, `). Similarly as in the proof of Lemma 18 we obtain that the main contribution to
Y2 :=
∑
nU<2mU υ2(nQ, `) is provided by nQ = 2s+Op
(
n2/3
)
and ` = Θ
(
sn−2/3
)
. For such
nQ and ` we have g(nQ) = 0 and by Lemma 12(ii) |U(nU ,mU )| = Θp(1)
((nU2 )
mU
)
. Using that
we obtain υ2(nQ,`)τ(nQ,`) = Θp(1), which shows the statement. J
Proof of Lemma 21. Let n˜ = nQ−|H1(QG)| and we look at the following operation inG. We
add an edge between two different complex components and delete an edge in a non-complex
component. We have whp Ω (sn˜n) choices for performing this operation. We observe that in
the reverse operation we delete an edge from the core and add some edge. We can do that
whp in O
(
sn−1/3n2
)
different ways. Hence, it follows that n˜ = Op
(
sn5/3
sn
)
= Op
(
n2/3
)
. J
Proof of Lemma 22. Let H ∈ A(n,m) be a graph that has a vertex lying in three blocks.
We consider the following operation in the core CH :
We choose a vertex x that lies in three blocks;
Let X be the component of CH containing x. Then we choose a component Y of X − x
that contains at most nC(H)/3 vertices, but two neighbours of x (in H);
We choose a vertex y in CH which is not in Y and has degree two;
For all neighbours z of x in Y we delete the edge xz and insert the edge yz.
We observe that we have at least 2nC(H)/3− 2` = Θ
(
sn−1/3
)
options for performing this
operation. On the other hand, we note that in a constructed graph H ′ the following holds:
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H ′ ∈ A(n,m), nC(H ′) = nC(H) and `(H ′) = `(H);
y lies in one or two blocks and has at least degree four;
x has at least degree four.
Hence, a fixed graph H ′ can be constructed in at most 2` ·2 ·2` = Θ (s2n−4/3) many different
ways. Now the statement follows, since Θ
(
s2n−4/3
sn−1/3
)
= o(1). J
Proof of Lemma 23. We consider the kernel KH of a graph H ∈ A(n,m) which has a chord.
Then KH has a chord xy with the following property: If B′ is the unique Hamiltonian
cycle of the block B containing x and y, then there is a path z0 = x, z1, . . . , zt+1 = y in
B′ such that there is no chord in B containing one of the vertices z1, . . . , zt. Next, we
choose a random core which can be obtained by subdividing the edges of KH which are
not chords by nC(H)− |KH | additional vertices. We denote by X the number of vertices
which subdivide the edge z0z1. Using a “bins and balls” type argument, we can show that
P [X = j] ≤ P [X = 0] for any j ∈ N and P [X = 0] = O
(
|KH |
nC(H)−|KH |
)
= O
(
n−1/3
)
. Thus,
P
[
X ≤ n1/3h(n)−1] ≤ (n1/3h(n)−1 + 1)P [X = 0] = o(1), i.e. whp z0z1 is subdivided by at
least n1/3h(n)−1 + 1 vertices, which shows the statement. J
7 Concluding remarks
Kang, Moßhammer, and Sprüssel [13] showed that graphs on orientable surfaces feature
a second phase transition at m = n + O
(
n3/5
)
, where the number of vertices outside the
largest component becomes sublinear. By Theorem 3 and Remark 8.6 in [13] this is also true
for random cactus graphs. Thus, we believe that this should also be the case for random
outerplanar graphs, since the class of outerplanar graphs lies “between” the class of cactus
graphs and the class of graphs on orientable surfaces. Unfortunately, our method does not
seem to work when m = n+ o(n). This is mainly because the bound in Lemma 16 is not
good enough in that regime.
Theorem 4 raises the following question. How does the probability that A(n,m) is a
cactus graph behave if m grows? By looking at the proof of Theorem 4 a natural guess would
be the following.
I Conjecture 24. If m = αn for 1/2 < α < 1, then the probability that A(n,m) is a cactus
graph is bounded away from 0 and 1.
I Conjecture 25. If m = n+ t for t = o(n), then whp A(n,m) is not a cactus graph.
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A An application of Lemma 8: proof of Lemma 10
To illustrate how to apply Lemma 8 we prove Lemma 10 in this section (the proof of Lemma
11 is similar). We start by getting an upper bound for ρ(nC)ρ(nC+1) . By Lemma 9(i) we obtain
ρ (nC)
ρ(nC + 1)
= nC + 1
nQ − nC ·
nCnQ
nC + 1
· |C(nC , nC + `)||C(nC + 1, nC + 1 + `)|
≤ nCnQ
nQ − nC
1
nC + `80
=
(
1− `80nC + `
)(
1 + nC
nQ − nC
)
≤ exp
(
− `80nC + ` +
nC
nQ − nC
)
.
Next, we observe that ` ≤ nC ≤ nQ, since an outerplanar graph on nC vertices can have at
most 2nC edges. Hence, we can choose c > 0 small enough such that for all nC ≤ 2c
√
nQ`
ρ (nC)
ρ(nC + 1)
≤ exp
(
− `81nC +
2nC
nQ
)
≤ exp
(
− `
81 · 2c√nQ` + 2 · 2c
√
nQ`
nQ
)
≤ exp
(
−
√
`
nQ
)
= exp (h(n)) ,
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where h(n) := −
√
`
nQ
. We also define g(n) := c
√
nQ` and fn(nC) := nC + g(n). Then we
obtain for all nC ≤ c
√
nQ`
ρ (nC)
ρ (fn(nC))
=
fn(nC)−1∏
k=nC
ρ(k)
ρ(k + 1) ≤ exp (h(n))
g(n) = exp (−c`) .
Finally, that yields∑
nC≤c
√
nQ`
ρ(nC) ≤ exp (−c`)
∑
nC≤c
√
nQ`
ρ(fn(nC)) ≤ exp (−c`)
∑
nC
ρ(nC),
which shows the statement.
We conclude this section by observing an immediate consequence of Lemma 10. Assuming
` = ω(1), which is true due to Lemmas 18 and 19, we have ρ(nC)ρ(fn(nC)) ≤ exp (−c`) = o(1). Then
Lemma 8 implies that the terms provided by I1(n) :=
{
nC | nC ≤ c
√
nQ`
}
are negligible in∑
nC
ρ(nC).
B Proof of Lemma 14
We shall focus on the proof of the lower bound, since the upper bound can be shown in a
similar way. We will use the core-kernel approach from [13] and recall that T is the class of
all cactus graphs. Then we denote by CC the class of all cores of graphs in T and by KC the
class of all kernels of graphs in T . Analogously to (2) we obtain
|QC(nQ, nQ + `)| =
∑
nC
(
nQ
nC
)
|CC(nC , nC + `)|nCnnQ−nC−1Q . (12)
We claim that
|CC(nC , nC + `)| ≥
(
nC
2`
)
|KC(2`, 3`)| (nC − 2`)!
(
nC − 5`− 1
3`− 1
)
. (13)
Indeed, we can construct (not necessarily all) graphs from CC(nC , nC+`) in the following way.
We choose 2` labels from [nC ] for the vertices of the kernel. Then we pick a kernel K from
KC(2`, 3`) and assign the labels chosen before to the vertices of K. Finally, we subdivide
the edges of the kernel by the (nC − 2`) remaining vertices such that each edge is subdivided
by at least two vertices, which guarantees that the obtained graph is simple. Thus, all
constructed graphs are in CC(nC , nC + `). We note that there are w(K) (nC − 2`)!
(
nC−5`−1
3`−1
)
many ways to get such a subdivision, where w(K) = 2−e1(K)−e2(K) and e1(K) denotes the
number of loops in K and e2(K) the number of double edges in K. In addition, we note
that in |KC(2`, 3`)| each kernel K is counted with a weight of w(K). Then inequality (13)
follows by the aforementioned construction. Combining (12) and (13) we obtain
|QC(nQ, nQ + `)| ≥
|KC(2`, 3`)|nnQ−1Q
(2`)!(3`− 1)!
∑
nC
(nQ)nC (nC − 5`− 1)3`−1 nCn
−nC
Q
=
|KC(2`, 3`)|nnQ−1Q
(2`)!(3`− 1)!
∑
nC
ν(nC), (14)
where ν(nC) := (nQ)nC (nC − 5`− 1)3`−1 nCn
−nC
Q . Next, we observe that
ν(nC + 1)
ν(nC)
= nQ − nC
nQ
nC − 5`
nC − 8`+ 1
nC + 1
nC
.
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We note that ν(nC+1)ν(nC) is decreasing in nC and that
ν(nC+1)
ν(nC) ≈ 1 for nC =
√
3nQ`. Thus,
we expect that we obtain a good approximation for
∑
nC
ν(nC) by considering only terms
whose index is “close” to nC . In the following we make that more precise. We note that for
` ≤ εnQ and ε > 0 small enough, we get
ν (nC) ≥
(
1−
√
3nQ`
nQ
)√3nQ` (√
3nQ`− 8`
)3`
≥ exp (−6`)√nQ`3`. (15)
Next, we distinguish two cases. First we assume ` ≤ √nQ. Then we get for all nC ≥ nC−√nQ
and ε > 0 small enough
ν(nC + 1)
ν (nC)
≤
(
1− nC
nQ
)(
1 + 3`
nC − 8`
)(
1 + 1
nC
)
≤ exp
(
−
√
3`
nQ
+ 3`√
3nQ`−√nQ − 8`
+ 3√
nQ
)
≤ exp
(√
3`
nQ
· 27
√
nQ√
3nQ`
+ 3√
nQ
)
= exp
(
30√
nQ
)
.
Hence, we obtain ν (nC) ≥ ν (nC) exp(−30) for all nC −√nQ ≤ nC ≤ nC . Combining that
together with (14), (15) and Theorem 3 yields
|QC(nQ, nQ + `)| ≥
|KC(2`, 3`)|nnQ−1Q
(2`)!(3`− 1)!
√
nQν (nC) exp(−30)
≥ Θ(1)`nnQ+3`/2−1/2Q `3`/2−5/2−3`+1/2
= Θ(1)`nnQ+3`/2−1/2Q `−3`/2−2,
which shows the statement for the case ` ≤ √nQ. Finally, we assume ` > √nQ. Then we get
by (14), (15) and Theorem 3 for ε > 0 small enough
|QC(nQ, nQ + `)| ≥
|KC(2`, 3`)|nnQ−1Q
(2`)!(3`− 1)! ν (nC)
≥ Θ(1)`nnQ−1+3`/2Q `3`/2−5/2−3`+1/2
= Θ(1)`nnQ+3`/2−1/2Q `−3`/2−2n
−1/2
Q
≥ Θ(1)`nnQ+3`/2−1/2Q `−3`/2−2 exp
(
−
√
`3
nQ
)
,
as desired.
