How does bank distress impact their customers' probability of default and trade credit availability? We address this question by looking at a unique sample of German firms from 2000 to 2011. We follow their firm-bank relationships through times of distress and crisis, featuring the different transmission of bank distress shocks into already weakened firm balance sheets. We find that a distressed bank bailout, which is subject to restructuring and deleveraging conditions, leads to a bank-induced increase of firms' probabilities of default. Moreover, bailouts tend to reduce trade credit availability and ultimately firms' sales. We further find that the direction and magnitude of the effects depends on firm quality and the relationship orientation of banks.
Introduction
Bank distress may lead to important real effects. Shocks to bank liquidity or impairments of bank balance sheets translate into the real economy if firms cannot easily turn to alternative sources of financing. An unanswered question is how bank distress impacts on firms' probability of default (PD), and firms' availability of alternative sources of finance such as trade credit. We identify bank distress with a capital injection from a bank rescue scheme. Here, restructuring and deleveraging requirements imposed by the bank rescue schemes curb bailed-out banks' risk taking and lending activities (see Berger et al., 2016) . Using data from an independent credit rating agency, we investigate whether bank distress (i.e., bailout) impacts this agency's assessment of a firm's probability of default, and its advised maximum trade-credit amount to a firm.
The impact of bank distress may not transmit homogeneously across firms, bank business models, and periods. Relationship-oriented banks, for example, help in smoothing out credit constraints that firms face (e.g., Berger and Udell, 1995; Berger and Udell, 2002; Bolton et al. 2016; Beck et al. 2018) . We therefore examine how bank distress transmits to firms with different default probabilities, and whether relationship banks mitigate the potential adverse effects for firms. In addition, we investigate whether the impacts in an idiosyncratic bank distress event are different from the ones in times of a systemic banking crisis featuring different transmission of bank distress shocks into already weakened firm balance sheets. Finally, we analyze whether bank distress has an impact on firm real outcomes as measured by its sales.
It is important to make clear upfront that bank distress in our sample stems from sources unrelated to small firms' credit risk. Our distressed bank sample contains regional private banks, savings banks, and cooperative banks. The triggers for bank distress are related to problems with these banks' mortgage portfolio, the unexpected default of a single but large exposure, or structural problems with regard to specific business models.
We apply recent methods used in the literature on the transmission of shocks to identify a bank risk channel. 1 Banks affect firm risk through several factors, such as whether credit is granted or not, the loan amount, other loan conditions, or the general quality and extent of services provided. We classify supply-related factors affecting firm risk as the bank risk channel. We aim to control for what we call the firm risk channel, which captures demand-related factors affecting firm risk such as a firm's industry, location, size, general economic conditions, and the institutional environment the firm faces. To separate the bank risk channel and the firm risk channel, we apply the methods employed to disentangle supply and demand for loans (e.g., Khwaja and Mian, 2008; Morais, Peydró, and Ruiz, 2016; and Degryse et al., 2019) to a setting of risk transmission in bank-firm relationships. Specifically, we apply a clustering method similar to Degryse et al. (2019) . In the environment of firms' PDs, this will make it possible to cancel out time, industry, regional, age and firm size effects on PDs that arise in the economy. In this way, we aim to identify the "bank-induced" impact of bank distress on the PDs of firms.
We also study whether the bank risk channel following bank distress differs depending upon whether bank distress is idiosyncratic or systemic in nature. In particular, we investigate whether the 2008-2009 banking crisis had different effects that go beyond the usual adjustments when banks are distressed. In times of financial crisis, banks may find it necessary (or be mandated by the regulator) to change their lending policy and make their loan decisions less opaque. This change might go beyond adjustments in loan characteristics, such as interest rates and collateral requirements but constitute a structural change in both the bank's lending policy and the transmission of bank distress shocks into already weakened firm balance sheets. 2 As the impact of banks' strategies might differ in normal times from a time when a systemic crisis exists (Degryse et al., 2015; Ivashina and Scharfstein, 2010) , we also differentiate between normal times and times of crisis in the analysis.
We combine several unique datasets to tackle these questions. First, we employ the Mannheim Enterprise Panel (MUP) 3 which covers, for almost any German nonfinancial entity, an individual credit rating, its bank-firm relationships and other firmspecific information between 1999 and 2013. Second, we use regulatory and bank balance sheet data from the Deutsche Bundesbank. We combine the Bundesbank data with the MUP information on bank names in order to identify banks in distress. Third, we obtain information from MUP, such as banks' regional or industry-specific market and portfolio shares, default rates in corporate banking, and relationship orientation measures.
Our findings can be summarized as follows. First, distress-induced bank bailouts lead to important increases in firms' expected probability of default as evaluated by the credit rating agency. In particular, firms borrowing from a bailed out bank see their probability of default increase with about 10% relative to similar firms borrowing from other banks. This effect is mainly driven by bailouts of transaction banks. Second, bailouts generate multiplier effects towards potential other sources of credit: the credit rating agency reduces its advisory trade credit limit to firms borrowing from bailed out banks with about 11% relative to similar firms that are engaging unaffected banks. This effect mainly stems from crisis times. We also find that a firm's actual sales drop with about 8% after bank bailout.
Our work mostly builds on the stream of literature dealing with the transmission of shocks from the financial industry into the real economy (e.g., Peek and Rosengren, 1997; Kishan and Opiela, 2000; Nilsen, 2002; Gambacorta, 2005; Khwaja and Mian, 2008; Amiti and Weinstein, 2011; Loutskina and Strahan, 2009, Santos, 2010; Puri et al., 2011; Jiménez et al., 2012; De Haas and Van Horen, 2012a and 2012b , Chodorow-Reich, 2014 Allen et al., 2017; Fernández et al., 2018) . The literature shows that banks facing liquidity or credit constraints grant less credit and transmit shocks to the real economy. A part of this literature deals with the question whether bank rescue measures in financial crises (in particular TARP bailouts) help to mitigate the real consequences of crises (e.g., Berger and Roman, 2017 and . The evidence suggests that banks bailouts programs improved credit supply.
A second stream of literature relevant to our work is the literature on relationship banking and financial intermediation between firms and banks over the business cycle (e.g. Holmstrom and Tirole, 1997; Ivashina and Scharfstein, 2010; Bolton et al., 2016; Degryse et al., 2015; Beck et al., 2018) . Our paper contributes to these two strands of the literature. We study how bank distress affects the firms' PDs as perceived by an external credit rating agency, trade credit availability and firm sales. Moreover, we identify the role of banks' business models in this transmission process.
The remainder of this paper is organized as follows: Section 2 describes the institutional background of bank bailout schemes in Germany. Section 3 introduces our data. Section 4 presents the method of nearest neighbor matching as well as the outcome of the matching process. Section 5 describes our methodology for the regression analysis. In Section 6, the results for our research question are shown and discussed. Section 7 concludes.
Bank Bailout Schemes in Germany
Bank distress is usually identified by various rescue measures taken by supervisors or protection schemes operated by bankers associations (see, for example, Kick and Prieto, 2013; Bian et al., 2016; . Typical rescue measures are capital support (i.e., capital injections and guarantees) as well as distressed mergers (which are often the last resort after previous capital support measures have failed). In the last few decades most bank bailouts in Germany have been privately organized by bankers associations, often with internal auditors in place to monitor member banks. In the wake of the global financial crisis, however, an additional rescue scheme was established by the government as the private schemes were not sufficient any more.
Organization of Bank Recovery and Resolution in Germany
There are privately organized and government-funded bank rescue schemes in Germany, if necessary accompanied by interventions by supervisors.
i) Privately organized insurance funds of the German banking system
The German banking system contains three banking pillars (i.e., commercial banks, savings banks, and cooperative banks). Each banking pillar has a voluntary financed insurance fund operated by the respective bankers' association that may provide capital support if a bank within the pillar is in distress. While supervisors 4 may be consulted during the process, the final decision on granting capital support rests with the respective protection scheme. The protection scheme and the member bank sign a contract which includes the specific shortcomings of the troubled bank that need to be addressed and plans on how to resolve the distress. The protection scheme usually gains far-reaching control rights if the member bank becomes distressed, and is generally accompanied by restructuring and deleveraging orders. 5
If capital support measures are still considered insufficient (maybe if the distressed bank has reached a stage where recovery is no longer possible) bankers' associations have the power to order restructuring mergers (also called distressed mergers) in the course of the resolution process. That is, bank managers have very few incentives for their institution to be regarded as distressed. Therefore, they will apply for capital support measures only if they deem this absolutely necessary to fulfill supervisory minimum capital requirements. On the other hand, for the respective bankers' associations it is an inherent part of having an impeccable reputation that their member institutions are "safe", and that the respective stakeholders are able to trust in the respective protection scheme even in times of crisis.
ii) Government-funded recovery and resolution schemes
At the end of 2008, as a response to the financial and economic crisis, the Financial Market Stabilization Fund ("Sonderfonds Finanzmarktstabilisierung", SoFFin) was established which supplements the described voluntary measures of the banking industry. Even though SoFFin support has been granted to only a small number of major German banks, such government bailout measures have been large in volume (see . SoFFin support also went along with far-reaching restrictions (e.g., compensation restrictions for executive board members) and control rights for the German government. In addition, some Landesbanks received capital injections from their owners (the respective state governments).
iii) Interventions by supervisors
In addition, if supervisors deem the described measures inadequate or insufficient, they can also intervene pursuant to the German Banking Act ("Kreditwesengesetz", KWG). This includes severe interventions such as moratoria or finally revoking the bank's charter. The bankers associations' and the supervisors' decisions are not independent of each other, with various decision-makers being involved (European Central Bank, BaFin, Bundesbank, bankers associations and the boards of the protection schemes). Even though the bailout process appears to be opaque, the interventions of the various stakeholders complement each other and constitute a kind of well-functioning "privatepublic partnership" (for a detailed description of the protection schemes in the German banking sector, see also .
Cost-benefit Considerations
In Germany, only a few (mostly small) private banks have actually defaulted. Troubled savings banks, Landesbanks and cooperative banks have been resolved by means of capital support measures or restructuring mergers -in a few cases including the establishment of a "bad bank". In general, distressed banks were first provided with capital support measures, and hence the chance for recovery; the weakest banks, however, finally left the market mostly by means of distressed mergers (see . The unresolved default of financial institutions would cause losses for stakeholders (investors, staff, depositors, etc.) , but also serious reputational damage for the respective banking pillars (and their bankers associations) as well as for the German banking market as a whole (bank runs, credit crunch in the interbank markets, etc.). In addition, in some cases also the owners of troubled banks took measures (e.g. capital increases, restructuring measures and mergers) to resolve bank distress.
A prominent rescue scheme in the US was the Troubled Asset Relief Program (TARP) which was established in 2008. As in Germany, distressed banks were rescued by capital injections. The first nine banks were forced to participate in the program whereas the later ones were voluntary and had to apply for TARP funds (Berger, 2018) . Approval to obtain TARP funds took then into account a bank's financial health with "healthy viable" ones being more likely to receive capital. TARP recipients were subject to compensation restrictions.
Compensation restrictions are also common in the different German rescue schemes. In addition, distressed banks obtaining capital support from private schemes in Germany are subject to substantial restructuring and deleveraging requirements. Moreover, the German system and TARP also differ with respect to the source providing capital. TARP was organized by the US Treasury whereas in most bailouts in Germany capital stems from the bankers associations.
Effects on the Real Economy
While the bank recovery and resolution schemes in Germany generate huge benefits through a stable and creditable financial system, our paper studies whether there is also some curbing effect on the real economy which goes along with restrictions from the bailout process. Distressed banks requiring capital support measures (and/or a restructuring merger as ultima ratio) are subject to restructuring and deleveraging conditions 6 which may cause a credit crunch in particular for their corporate clients. Following this line of argument, we investigate to which extent restrictions in the course of the bank bailout process are likely also to facilitate the actual default of firms in their credit portfolio, or contribute to a weakening of their creditworthiness (via increase of firms' probabilities of default, or a lowering of their maximum trade credit recommendation), and what the negative effects on these firms' sales are. Here, we confirm that a strong banking relationship can be beneficial to shield a firm from the credit crunch caused by bank distress. Moreover, the process helps to remove the weakest and most risky firms from the market (i.e., distressed banks were no longer able to pursue a strategy to keep inefficient contracts on the balance sheet).
Data

Firm Data
For firm data, we use the Mannheim Enterprise Panel (MUP), a panel dataset generated by the ZEW -Leibniz Centre for European Economic Research. This contains the complete data pool of Creditreform e.V. (on a half-yearly basis), the largest credit rating agency in Germany. The MUP is the most comprehensive micro database of companies in Germany next to the official Business Register of the Federal Statistical Office (where the Register of the Federal Statistical Office is not accessible to the general public). Comparisons of MUP with the official Business Register reveal that the coverage of MUP represents nearly the universe of firms in Germany. It therefore provides a representative picture of the corporate landscape in Germany. For detailed information about data collection, processing and definitions, see Bersch et al. (2014) .
The MUP contains a large number of firm characteristics. It includes firm size (annual sales, number of employed persons), industry (five-digit industry sector code according to NACE rev. 2), legal form, date of foundation and closure, the company's complete address, shareholder structure and personal details about the involved persons. More importantly for our analysis, the data also includes Creditreform's credit rating score and information on the firms' banking relationships. The credit rating score is an index ranging from 100 to 600, showing the firm's credit rating for each panel year. The credit rating is finally translated into PDs.
The most important drivers of the Creditreform rating are a firm's payment behavior, the Creditreform credit opinion as well as company development, industry and order situation. Furthermore, also information from financial reporting (i.e., balance sheet data), regional risk, managerial experience and performance indicators such as sales and capital enter the calculation of the score. Information about a firm's banking relationship most likely enters the component "credit opinion" making up to 25% of the index weight. While Creditreform leaves this component of their credit rating rather vague, it is reasonable to assume that qualitative information is used, such as whether banks tightened lending requirements, asked for more collateral, or did not extend credit lines. Furthermore, other components of the Creditreform rating such as payment behavior, company development and order situation will also directly or indirectly be influenced by bank behavior (e.g., if a bank tightens its lending requirements). The credit score has already been used in a number of recent papers (Brown et al., 2012; Cremers and Schliessler, 2014; Hoewer, 2016) .
The dataset includes up to six banking relationships of a given company. The first relationship is denoted as the main bank ("Hausbank"), i.e., the bank used for day-today transactions, credit lines, and which is most likely to be the firm's main lender. Our analyses rely on the firm's main bank relationship, as it constitutes the prominent external financier for the firm.
Bank Data
We employ several data sources for information on banks. First, we use the ZEW Bankpanel combined with Creditreform data aggregated at the bank level. The Creditreform dataset contains the identity of the bank's branch employed by the company. The bank branches themselves are linked to the overall bank by the unique German bank identifier BLZ. Using this link, ZEW constructs a panel of all banks operating in Germany. By aggregating information on all firms connected to a particular bank, we obtain banks' market shares or portfolio shares by region and industry. Moreover, we are able to derive rates of firm failures by bank that go beyond information provided in banks' balance sheets. 7 A detailed description of the variables is given in Table 8 in the Appendix.
Second, we employ bank data from Bundesbank's prudential database BAKIS and the Borrowers' Statistics ("Kreditnehmerstatistik"). BAKIS contains information on banks' balance sheets and profit and loss accounts. Moreover, it includes the results of the quantitative audit reports which show confidential information on the quality of bank's loan portfolio. The data is used mainly for supervisory monitoring, but in several instances also for research (for a general description of BAKIS, see Memmel and Stein, 2008) . In addition, we use the Borrowers Statistics to derive the industry structure of banks' loan portfolios.
Third, we employ information on extremely weak banks from Bundesbank's Bank Distress Database. For our research design we identify distressed banks as banks receiving an initial capital injection from privately or government funded rescue schemes (more details are provided in Section 2). This measure constitutes a unique event for the bank.
Nearest-Neighbor Matching
Empirical Methodology
Our firm-level dataset contains information on the individual bank-firm relationship over the period 2000 to 2012. We focus on the main bank relationships. To investigate the treatment of bank distress on firms' outcomes (in particular, their PDs), only a selected sample of firms will be employed. The reason for this is that not all banks (and, in turn, their firms) are equally likely to receive such treatment.
We use nearest-neighbor matching of banks in order to find an appropriate control group of banks which would have had a similar likelihood of receiving an initial capital injection (treatment), but which did not receive one. Our method has to be distinguished from a standard matching approach, where the matching serves both to alleviate the bias of selection into treatment and to construct an adequate control group. In our setting, the problem of selection into treatment plays a subordinate role, as the treatment (i.e., capital injection to bank) may be assumed to be exogenous to an individual firm's performance in our sample.
First, most firms in our sample are small: 90% have fewer than 50 employees; the median firm has around six employees. We further exclude firms with more than 10,000 employees to reduce reverse causality as the unexpected default of such a single but large exposure could induce bank default. Second, there may be regional demand shocks which affect many firms in a single region at the same time, thereby triggering a bank default. We control for such regional shocks both by the matching of banks (the same macroeconomic environment is a precondition, see below) and in the firm-level regression by using "group" fixed effects in the estimation to compare firms within a group that are likely subject to the same demand shocks. Finally, neither banks nor the bankers' association's protection schemes announce capital injections. Given that we apply matching on bank performance covariates right before the treatment occurs, the treatment should not be foreseeable for customer-firms ex ante.
In our sample, the main channels for bank distress are related to problems with banks' mortgage portfolio, the unexpected default of a single but large exposure, or structural problems with regard to specific business models.
We carry out the matching to obtain an appropriate control group of banks that can be traced over the same time span and has a similar likelihood of receiving treatment. Therefore, we conduct the matching at the bank level and only later enrich the sample of nearest neighbors with firm data.
We match the treated banks (i.e., banks with a capital injection) with control banks at period t-1, i.e., one year before the initial capital support measure is conducted. We match with control banks that are not treated either in that year or in any of the three subsequent years following the treatment (including the treatment year). The matching yields at least one control bank for every treated bank. In order to obtain more observations for the firm-level analysis in the second step, we allow for up to three nearest neighbors. We trace the neighbors throughout the sample time span and link them to the firms having firm-bank relationships to these banks.
One challenging feature of the German banking market consists in the numerous bank mergers in almost any banking segment. The number of banks fell from approximately 4,300 banks in 1990 to 2,700 in 2000, and 2,000 banks in 2010. Mergers are often a means of restructuring a bank and preventing it from defaulting. Therefore, initial capital support occurs more frequently before a merger than it does in a situation where no merger takes places. From an econometric point of view, mergers are difficult to deal with for two major reasons. First, they are a second treatment which is not independent of the first treatment. Second, the merger makes it substantially more difficult to conduct a control group study, because the bank prior to the merger will be substantially different from the one afterwards (e.g., with respect to size, regional focus).
There are two ways to handle these problems in the analysis. One way is to introduce a differentiated analysis by type of treatment, i.e., whether only treatment 1 (capital support) takes place or treatment 1 is accompanied or followed by treatment 2 (the merger). The latter case will then be a different treatment effect that is estimated. Another way is to look only at treatment 1 and condition on a sufficient (e.g., threeyear) time span before treatment 2 takes place. We would then be looking only at a maximum window of -3 to +3 years (including the treatment year) before and after treatment 1. Such a methodology yields a valid estimation framework for a control group setting, since the treated bank is still structurally the same. As a matter of fact, it has to be stated that this choice also limits the scope of our analysis because we cannot analyze cases where both treatment 1 and 2 occur.
We apply method 2 in our analysis. The sample of treated banks is therefore restricted to banks existing at least three years before and three years after the treatment as the same unit. 8 As we want to follow firms in a window -3 to +2, treatments before 2003 are not taken into account, nor are treatments taking place after 2010.
In order to find the nearest neighbors, we use observables based on the CAMEL-rating components in the year just before the treatment. To use the components generating the CAMEL rating is a plausible way of identifying distressed banks as also deposit insurance and supervisory authorities like the Federal Deposit Insurance Corporation (FDIC) or the National Credit Union Administration (NCUA) use such ratings in order to conduct their bank examinations. Apart from a variety of observable characteristics of banks, we postulate the following fixed matching criteria: The first and second restrictions guarantee that treatment and control bank face the same (regional) macroeconomic conditions. The third restriction leaves us with those banks that can be traced over a sufficient time span. Condition four accounts for the fact that most of the capital injections stem from protection schemes, separately organized and operated by bankers' associations of the three banking pillars. Condition 2 also helps to comply with supervision based on the level of the respective region and also corresponds to the fact that the Eastern German banking sector has developed differently from the Western. In the matching equation, the dependent variable is "affected bank" which takes the value of 1 if a bank receives an initial capital injection in period t+1. The explanatory variables corresponding to the CAMEL-rating components are described in Table 8 in the Appendix. Table 1 shows the output of the matching regression. As expected, the NPL Ratio increases the probability of receiving a capital injection. Moreover, better capitalized banks (as measured by the Reserves Ratio) are less likely to receive a capital injection. Other variables are not statistically significant.
Results
For each bank, the matching regression yields a propensity score for receiving an initial capital injection in period t+1, given the characteristics of period t. The propensity score is scaled by bank type, the region of the headquarters, as well as the year of observation. With the resulting scaled propensity score, we perform nearest neighbor matching. By comparing characteristics of treated and control banks we obtain a picture of the quality of our matching and how relevant the treatment is. Figure 1 shows mean bank covariates before and after the treatment for both treatment and control banks. Up to the matching (t-1), most characteristics of treated and control banks evolved in a similar way and reached comparable levels at t-1 (time of matching). While both types of banks are rather small (total assets of below 5 billion Euros), the average treated bank is somewhat larger.
After the treatment, the NPL Ratio increases for treated banks (in particular, two years after the capital injection), while it stays rather flat for control banks. This may reflect a tendency of distressed banks receiving a capital injection to clean up their balance sheet after a while. This interpretation is in line with the finding that the Share of Distressed Customers develops in a rather similar way for treated and control banks.
Moreover, treated banks decrease assets more than non-treated banks do, while they increase their off-balance sheet activities. Banks that receive a capital injection are put under pressure to restructure by the responsible deposit insurance fund and/or supervisors. They may have to shrink balance sheets in order to be able to pay back the capital injection. The Tier 1 Capital Ratio of treated banks improves after matching, mainly driven by the decrease in assets and the capital injections treated banks receive. For non-treated banks, the capital ratio stays almost constant.
Profitability and cost-efficiency of treated and control banks also develop very differently after the matching. The RoE of treated banks decreases sharply and improves again only two years after the capital injection. The profitability of control banks, however, increases immediately after the matching. Restructurings often lead (at least temporarily) to higher costs and lower profits. Two years after the capital injection, RoE of treated banks is still lower than that of control banks. This finding suggests that treated banks face very difficult conditions after the capital injection. In the same line of argument, cost-efficiency of treated banks, as measured by the CIR, reduces drastically after the treatment such that by year 2 after treatment, on average 80% of income is eaten up by costs. The likely cause of this is two-sided as both earnings drop and costs will rise through organizational restructuring.
To conclude, Figure 1 in the Appendix shows that bank characteristics of treated and control banks evolve similarly in terms of trends and levels before the treatment. After the treatment, treated banks seem to face very difficult conditions, which should have significant effects on their customer portfolio.
Regression Analysis
Data and Empirical Methodology
Data
To construct our firm-level dataset, we use the above sample of matched banks and connect the banks to all firms which use the respective bank as their main bank. We obtain a sample of about 70,000 individual firms, leading to about 285,000 observations over the total sample period. Table 3 shows the size of the compound sample by year of observation and year of treatment. Some firms may occur multiple times within the sample because two different treated banks may have the same control bank. We introduce the variable Neighbor which captures the identifier of the current matched control bank (there may be up to three bank neighbors). The dataset is therefore uniquely defined at the firmbank neighbor-year level. Firms may occur multiple times because two treated banks may have the same control bank. The dataset is uniquely defined at the firm-bank-neighbor-year-level. Table 9 in the Appendix. Significance levels *** p<0.01, ** p<0.05, * p<0.1. For a definition of firm variables see Table 9 in the Appendix.
Model
In order to capture the bank-induced effect on firm distress (i.e., supply effect), we control for firm-specific demand effects. Ideally, we would include firm-fixed effects, as in Khwaja and Mian, 2008 , for example. In our setting this is not possible, as we focus on the firm's main bank relationship. We therefore follow recent literature and replace the firm-fixed effects by a grouping of firm observations where firms in one group face the same legal, macroeconomic, spatial, and industrial environment (e.g., Degryse et al., 2019; Morais et al., 2016) . These papers show that controlling for firm demand in this way hardly affects the estimated supply effects.
We apply a grouping at the level of industry-region-size class-age class-Creditreform division-matched banks-year. 11 The highly granular grouping should capture firms' fundamental risk adequately. In particular, there should not be a correlation between fundamental firm-risk and the treatment within these groups which is the identifying assumption that we rely on. The grouping enables us to capture "demand-side" or macroeconomic effects that may influence firms' PDs but do not influence firms' fundamental risk. According to Creditreform, factors such as the individual market segment influence the PDs. Our group-fixed effect aims to net out such effects from the estimation.
We further control for potential differences related to the organization of the credit rating agency. Creditreform is organized in 130 divisions across Germany. Each division is identified as part of the firm ID. We control for a combination of division and year because risk assessment may slightly differ across divisions. Furthermore, the rating methodology undergoes some regular revisions, which might be implemented at different points in time by each division. Therefore, we include division-year fixed effects.
Due to our matching, we have an adequate control group at the bank-level in our regression. Therefore, we do not need to include any other bank-related characteristics for identification of the treatment effect. Robustness checks in Section 6.4 show that our results remain unaffected if we include various bank covariates. The same holds if we include more firm characteristics.
Our methodology combines a conditional difference-in-differences approach with a fixed effects approach. We want to estimate the impact of bank distress on firm distress and performance indicators. Like in any difference-in-differences setup, we need (in addition to an intercept on the right-hand side), (i) the treatment dummy (affected bank), (ii) the indicator for after-treatment periods (post) and (iii) the interaction of both in order to represent our four states of the world. This interaction term shows the treatment effect, i.e. in our case how, for example, the PD of firms connected to banks in distress and bailed out evolves compared to the average PD of firms connected to banks not bailed out. Our final model therefore is specified as Firm outcome may be, in terms of distress, a firm's probability of default (Firm PD), the actual default of a firm (Actual Firm Default), the maximum trade credit recommendation for a firm in log (Log (Firm MaxLoan)) and, in terms of performance, the log value of sales a firm realizes in their P&L account (Firm Sales). Further, , takes the value of 1 if firm i has a relationship with bank k in period t, where period t is either the treatment year or the period after the treatment year. The indicator , takes the value of 1 if firm i has a relationship with bank k in period t, where bank k is a treated bank. Much the same holds for the interaction of both.
, is a group fixed-effect consisting of: industry-region-size class-age class-Creditreform division-matched banks-year. The group effect , serves to absorb demand side and business cycle effects associated to each group of firms that may influence firms' outcomes. Our assumption to identify the "bank-induced" effects ( ) is that we can control for demand shocks. Degryse et al. (2019) have shown that industry-size-location group fixed effects may serve as reasonable demand controls whenever firm-time fixed effects cannot be included. We further coarsen the groups to control for the Creditreform division to account for heterogeneous risk assessment methods across different Creditreform divisions and/or time. Finally, the group effects also contain an indicator for the set of matched banks, which allows identifying the treatment effect within the matched bank neighbor(s). We drop the i, k and t subscripts for the components of , as they always refer to a specific combination of i, k and t. While we interpret the estimated as bank-induced, we acknowledge that this needs be interpreted with care as this is based upon our assumption that our firmgrouping absorbs demand shocks.
Model Estimation
In order to estimate our model we choose a population-average GLM-estimator, also referred to as a generalized estimating equation (GEE). The GEE framework is often used in settings where the covariance structure of residuals is unknown. As GEE estimators are population-average models, they focus on the average effect over an unspecified population of individuals. They are frequently used to estimate average responses in clustered samples. Our setting with 130 different clubs evaluating the PD of firms seems to be of exactly this kind. We do not know the covariance structure within the clusters, but are still able to obtain consistent estimates even if the covariance structure is misspecified. The estimator is similar to a random effects (RE) Tobit regression with a Gaussian random effect. 12
Other than in a genuine fixed or random effects setting, we do not take our firm identifier as a panel variable and neither year as our time variable. Instead, a group identifier is our panel variable. Note that the timing of the observation (year) is part of the panel variable. The theoretical time variable is constituted by the individual firmyear observations that are part of group g in year t. We bundle the group identifier in a fixed effect , where we assume exchangeable correlation structure of residuals within each group. This structure is a reasonable assumption, since groups are narrowly defined and, in particular, are constituted within each division unit.
Our final dataset consists of about 285,000 observations representing about 70,000 individual firms, each over a period of up to six years. We follow firms in our matched sample three years before the treatment, in the treatment period, and two years after it.
There are a couple of reasons to do so. First, we choose a short period of time after treatment in order to capture the direct impact of the treatment and to make sure that our measurement is less likely to be contaminated by other influences. Second, there are substantial dynamics in firms' outcomes, at least in their annual PDs. Hence, the longer the time window the more of these yearly movements will overlay each other and keep us from obtaining a valid estimate of the treatment effect.
Empirical Results
This section presents results for our conditional difference-in-differences estimations of bank risk and bailout on firm outcomes. Outcome variables are firm probability of default (Firm PD), actual default of a firm (Actual Firm Default), maximum trade credit recommendation (Firm MaxLoan, in log) , and sales from the P&L account (Firm Sales, in log) . Robustness checks are presented in Section 6.4 where we verify our results when we include other covariates, choose different regression techniques and different subsamples.
As a starting point, we apply the conditional difference-in-differences analysis to all firms and banks in our sample in order to identify a general bank-risk-induced effect on firms' PDs (and other firm outcome variables, see Section 6.1). In Section 6.2, we apply our model in (1) to different subsets of banks and firms that may yield insights into the heterogeneity of the treatment effect. We investigate whether the bank-risk-induced effect depends on firm risk classes and whether the bank's business model (Relationship Bank versus Transaction Bank) is relevant. Moreover, we also examine whether the bank-risk-induced effect on firms' PDs differs between crisis years and normal times. Table 5 shows the baseline GLM estimations on the full sample of firms and banks from 2000 to 2011. Specifications (A1) and (A2) show the results for our first research question, i.e., whether a bank-induced risk transmission effect exists from bank distress and bailout to customer firms. The coefficients are to be interpreted as a percentage change. We find that the PD of customers at rescued banks increased on average by 10.7% after the treatment occurred than that of similar customers at control banks that are not bailed out. Given an average Firm PD of 9.5% (of treated firms in t-1), this means that the average Firm PD of treated customers increased to 10.5% -which is quite substantial.
Baseline Results
Specification (A2) estimates the probability of actual default using a FE-Probit regression framework. Customers at a treated bank have a 10.4% higher probability of actually defaulting after the treatment, which is consistent with the results found in specification (A1).
Specification (A3) shows results when using Firm MaxLoan, an indicator for firm credibility, as dependent variable. Creditreform adds a maximum trade credit recommendation to most firms that are evaluated. Hence, Firm MaxLoan serves as a benchmark to trade creditors for how much credit could be granted to the firm. The regression coefficients in (A3) show that logarithmized maximum loan recommendations (Log Firm MaxLoan) go down on average by 11.5%. This constitutes a significant restriction and a potential negative multiplier effect, as most firms in the sample are small and also dependent on trade credit.
Finally, specification (A4) estimates the treatment effect on logarithmized firm sales (Log Firm Sales) in order to capture effects on the real economy via affected firms. We find a strongly significant negative effect of a -8.55% decrease in Log Firm Sales after the treatment. This result supports the finding that the increases in Firm PD and alongside reductions in trade credit recommendations substantially affect firm performance. Table 9 in the Appendix. Specifications A1, A3 and A4 use robust standard errors, *** p<0.01, ** p<0.05, * p<0.1.
It is worthwhile to take a step back at this point and think about the channels which drive these findings. Firms not only suffer directly since their main banks may grant less credit, require more collateral or higher interest rates. They also suffer from a weaker position in business to business bargaining. Creditreform is the largest credit bureau in Germany and particularly specialized on the business to business market. Their key business is to provide firms with expertise that demand information on a client or supplier firm. Hence, a worsened credit rating and a reduction in trade credit recommendation may further affect a firm's performance on both market sides: On the input side, because supplier firms may become more reluctant to grant trade credit to the firm. Moreover on the output side because firms (and customers) may hesitate to place orders at a supplier firm if there are substantial insolvency risks.
Our results show that firms connected to bailed-out banks suffer. These findings are in contrast to the results for US TARP. , Berger and Roman (2017) and Norden et al. (2013) document that TARP helped to increase credit supply and customers of banks that received capital through TARP benefitted. Moreover, Norden et al. (2018) show that corporate borrowers of TARP banks also increased their trade credit supply. Compared to US TARP, banks in Germany participating in bailouts schemes are required to substantially restructure and deleverage assets. This burden may force banks to cut loans and cause adverse effects on the real economy, in particular in a crisis.
We visualize our findings by plotting the outcome variables for treated and untreated banks around the treatment year. In order to do this, we first estimated the models and then removed the fixed-components , in (1) from the outcome variables. The resulting adjusted values for Firm PD, Log Firm MaxLoan and Log Firm Sales are shown in Figure 2 in the Appendix. We observe parallel trends for all three variables for the three years before the treatment and, afterwards, a visible increase in Firm PD and a substantial decrease in Log Firm MaxLoan and Log Firm Sales. Interestingly, we see differences in levels before the treatment for both variables, i.e., treated banks have, on average, slightly "better" (0.1 percentage points) customers before the treatment than control banks. After the treatment occurs, the average PD of customers at treated banks increases visibly above the level of control bank customers which is what the regression results in A1 suggest.
Risk Pass-Through in a Crisis
For a more detailed picture of the effects, we now turn to an analysis of different macroeconomic conditions. Specifically, we want to answer the question of whether distress-induced bank bailout events that happen during a systemic crisis affect firms differently than such events outside a systemic crisis featuring different transmission of bank distress shocks into already weakened firm balance sheets. We define crisis treatments as treatments occurring at the peak of the financial crisis 2008 and 2009 and all other treatment years as non-crisis years. Table 6 shows the same specifications as in Table 5 but now we distinguish with respect to the timing of the treatment. The effects in crisis and non-crisis years are overall similar. While the impacts on Firm PD and Actual Firm Default differ only slightly, the treatment effect for Log Firm MaxLoan is only significant in crisis years with -10%. The differentiation for Firm Sales leaves us with insignificant coefficients for crisis and non-crisis years.
Taken together, our findings show that bank distress affects firm default risk both in crisis and in non-crisis times, although the impact is slightly stronger in crisis years when it comes to trade credit recommendations and sales. Table 9 in the Appendix. Specifications B1a/b, B3a/b and B4a/b use robust standard errors, *** p<0.01, ** p<0.05, * p<0.1.
Relationship Banks versus Transaction Banks
We now study whether a bank's business model influences the previously reported bank-induced risk effects. In particular, we investigate whether a relationship bank behaves differently than a transaction bank when it enters into distress and a bailout program. The question of whether close bank-firm relationship shield customers against crises has been investigated in various studies (e.g., Peek and Rosengren, 1997; Ivashina and Scharfstein, 2010) . Relationship banks may provide liquidity insurance for customers (e.g., Berger and Udell, 1995; Bolton et al., 2016) , i.e., they charge higher rates on average but keep on lending when firms are temporarily under pressure. If, however, relationship banks themselves are in distress, borrowers with high PDs could also be supported with further credit or eventually kept alive.
We develop three indicators to capture a bank's relationship orientation: (i) Single Relationship Customers Share, (ii) Main Bank Customers Share and (iii) Regional Customers Share. 13 The Single Relationship Customers Share is an indicator of how important bank k is on average for its customers. In a similar vein, the Main Bank Customers Share measures the average role bank k has with regard to its customers even when they have multiple relationships. The third indicator of relationship orientation, the Regional Customers Share, considers the geographical distribution of borrowers and is motivated by the results on the role of distance in relationship lending. Shorter distances may provide the bank with more information and allow relationship banking to be performed (e.g., Petersen and Rajan, 2002; Degryse and Ongena, 2005; Agarwal and Hauswald, 2010) .
We call bank k a Relationship Bank in year t when it exceeds the 75 th percentile among all banks in year t in at least two out of the three measures of relationship orientation. 14 By contrast, Transaction Banks are defined as banks which do not exceed the 75 th percentile in any of the relationship orientation variables.
We now look in more detail at how the impact of bank distress interferes with the bank business model, but also with customer risk classes. We consider firm risk classes, since we expect the impact of bank distress on Firm PD not to be linear across the bank's risk portfolio. We use quantile regressions to empirically investigate the relationship, where we use the subset of firms which do not default.
To apply quantile regression techniques in the context of fixed effects, we rely on a method introduced in Canay (2011) that tackles the problem in a two-stage regression framework. In the first step, we estimate a fixed effects model with all non-timeconstant regressors on the right-hand side (which equals the regression setup from (1) in a difference-in-differences framework) and then subtract the fixed part , from the outcome variable y (which is the variable of interest). In the second step, we estimate one equation for every quantile of this new variable y* with bootstrapped standard errors from 50 replications. In our setup, the adjusted outcome variable y* is exactly what we used to generate the graphs in Figure 2 . Figure 3 in the Appendix shows quantile regression plots using the dependent variable Firm PD in all of the graphs. The plots show how large the average treatment effect is for differently risky customers. Separate regressions are carried out for Transaction Banks and Relationship Banks. As it is best practice with quantile regressions, we drop the lower and upper quantiles because effects are often unstable there. Note that the effects in Figure 3a are to be interpreted as percentage points as they now come from a FE-OLS-regression with Firm PD as the dependent variable. Figure 3b compares the quantile effects for Relationship Banks and Transaction Banks, but now showing percentage effects. They are calculated by dividing the percentage point effects from the regression by the respective mean Firm PD in that quantile.
The average treatment effect, i.e., the impact of bank distress on firm risk, is very different depending on whether the firm is the customer of a relationship or transaction bank. This holds particular for medium to high risk customers between the 40% and 70% quantile. At transaction banks, low-risk customers are little affected, whereas highrisk customers face a significant increase in their PDs. The relatively largest effect can be seen for customers at the 60% quantile where the effect adds up to a 20% increase in Firm PD (see Figure 3b ). At relationship-banks, the path goes almost in the opposite direction. While for low-risk customers below the 40% quantile, almost no effect is obvious, high risk customers experience significantly negative effects, i.e., decreases in their PD up to the 70% quantile. Hence, low-risk customers are relatively less affected than high-risk customers. The strongest negative effect is found right at the median quantile with a -20% decrease in Firm PD.
This evidence suggests that transaction and relationship banks behave quite differently when they enter into distress: Transaction Banks punish bad, high-risk customers, probably by changing their lending policy towards them. However, good, low-risk customers seem to be untouched. By contrast, Relationship Banks follow a different strategy of shielding higher risk customers, potentially by providing even further liquidity or granting credit lines.
Robustness
We carry out various robustness checks. First, our results are robust to different estimators applied to the data. Table 7 shows the regression framework from specification A1 now using different estimators. Note that the coefficients shown in specifications C1 to C8 have to be interpreted as percentage point effects. We see that effects remain qualitatively similar no matter which estimator is used. However, genuine firm-fixed effects models (C3 and C4) show an underestimation of the effect. This finding is likely due to both the demand side (firms' order situation, idiosyncratic and market risk) and Creditreform division effects (differences in risk-assessment and application of new methodologies by rating agencies) that we aim to exclude by applying our grouping in equation (1). Moreover, columns C7 and C8 take into account the fact that the dependent variable is bounded between 0 and 1, which calls for a truncated regression. Second, Table 15 in the Appendix gives evidence on whether the inclusion of bank and firm covariates into the regression changes the coefficient estimates on Firm PD. Again, the baseline specification A1 forms the basis for this table. Moving more to the bottom of the table, we include more and more covariates into the regression. In a wellspecified conditional difference-in-differences setup, coefficients ought to remain stable when including covariates from the matching equation. While firm characteristics are not part of the matching equation, they enter through the grouping applied in equation (1) and given little time variation in firm covariates, including these covariates should not change our coefficients on the treatment effect either. Table 15 shows this to be the case for the bank-covariates employed in the matching equation (compare Table 8 for an overview) and the firm characteristics entering into the group-fixed effect.
Third, in Table 16 in the Appendix, we examine whether the impact of bank distress on Firm PD is different for different subsamples. We find that our results are robust to firm location and restrictions on the macroeconomic environment. Results differ to some extent depending on the bank type. The treatment effect is, for example, stronger if cooperative or savings banks are excluded. Moreover, the treatment effect also depends on firm age. We find that the treatment effect increases with firm age up until firms of more than 50 years of age, i.e., medium to old firms are more strongly affected when their main bank gets into distress than younger ones.
Concluding Remarks
This paper analyses whether there is a curbing effect from distress-induced bank bailouts as reflected in a firm's probability of default. Bank bailouts not only affect banks actions towards firms, it may also generate multiplicator effects towards other firm financing sources such as trade credit.
Our empirical analysis for Germany over the period 2000-2011 shows that a distressed bank bailout, which is subject to restructuring and deleveraging conditions, leads to a bank-induced increase in the probability of default of about 10%, and a lowering of the advised maximum trade credit loan of about 11%. Furthermore, distress-induced bank bailouts have real effects on firm outcomes as we find an 8.5% reduction in firm sales. We find that the effects are somewhat stronger when the bank entered into distress during the global financial crisis than outside, providing some indication for different transmission of bank distress shocks into already weakened firm balance sheets.
Relationship and transaction banks that are in distress and bailed out generate quite different bank-induced risk effects. Whereas bailouts of transaction banks lead to an increase in the probability of defaults for firms, relationship banks seem to shield highrisk firms from increases in the probability of default.
While the bank recovery and resolution scheme in Germany has -during the period under review -contributed to stability in the banking system and its design limits the use of taxpayer money due to contributions from the collective protection schemes, we reveal a potential curbing effect on the real economy as it seems to generate negative effects for corporate borrowers linked to bailed out banks. 20.2, 21, 24.46, 25.4, 26.11, 26.2, 26.3, 26.4, 26.51, 26.6, 26.7, 30.3, 30.4 2 High-technology manufacturing 3,537 1 24% 20.13, 20.14, 20.16, 20.42, 20.51, 20.53, 20.59, 22.11, 23.19, 23.44, 26.12, 27.11, 27.12, 27.2, 27.31, 27.33, 27.4, 27.9, 28.11, 28.12, 28.13, 28.15, 28.23, 28.24, 28.29, 28.3, 28.41, 28.49, 28.92, 28.93, 28.94, 28.99, 29.1, 29.31, 29.32, 30. 
