Abstract. Let K be an algebraically closed field of characteristic zero, and let K := K(t) be the rational function field over K. For each d ≥ 2, we consider the unicritical polynomial
Introduction
Let F be a field, and let ϕ(z) ∈ F (z) be a rational function, thought of as a self-map of P 1 (F ). For an integer n ≥ 0, we denote by ϕ n the n-fold composition of ϕ; that is, ϕ 0 is the identity map, and ϕ n = ϕ • ϕ n−1 for each n ≥ 1. We say that α ∈ P 1 (F ) is periodic for ϕ if there exists an integer N ≥ 1 for which ϕ N (α) = α; the minimal such N is called the period of α. More generally, we say that α is preperiodic if there exist integers M ≥ 0 and N ≥ 1 such that f M (α) has period N ; if M is minimal, we say that (M, N ) is the preperiodic portrait (or simply portrait) of α under ϕ. If M ≥ 1, then we say that α is strictly preperiodic. The orbit of α under ϕ is the set O ϕ (α) := {ϕ n (α) : n ∈ Z ≥0 }.
Note that α is preperiodic for ϕ if and only if O ϕ (α) is finite. We say that a point is wandering if it is not preperiodic. Let M F denote the set of places of F . (If F is a function field, we require the places to be trivial on the constant subfield.) For a place p ∈ M F , let k p denote the residue field at p. Given a rational map ϕ and a place p, one can consider the reduction of ϕ at p: Write ϕ(z) = p(z)/q(z) with coprime p, q ∈ F [z], normalized so that all coefficients are integral at p, and at least one coefficient is a unit at p. Then the reduction of ϕ at p is the map ϕ(z) ∈ k p (z) obtained by reducing the coefficients modulo p. We say that ϕ has good reduction modulo p if deg ϕ = deg ϕ. If p is a place of good reduction for ϕ, then we say that a point α ∈ P 1 (F ) is preperiodic for ϕ modulo p if the reduction α ∈ P 1 (k p ) is preperiodic for the map ϕ. We say that α has (preperiodic) portrait (M, N ) for ϕ modulo p if α has preperiodic portrait (M, N ) for ϕ.
If α is not preperiodic for ϕ, it may still be true that α is preperiodic for ϕ modulo p at some place p of good reduction. For example, this will necessarily be true if F has finite residue fields. We now consider the following more specific question regarding preperiodicity modulo places of F : Question 1.1. Let ϕ ∈ F (z). Fix α ∈ F and integers M ≥ 0, N ≥ 1. Does there exist a place p ∈ M F of good reduction for ϕ such that α has preperiodic portrait (M, N ) for ϕ modulo p?
Much more recently, Ingram and Silverman [11] conjectured that if F is a number field and α ∈ F is a wandering point for ϕ, then α realizes all but finitely many portraits for ϕ. Faber and Granville [7] later gave counterexamples to this conjecture, noting that if ϕ(z) ∈ Q(z) is totally ramified over all points of period N , then a given α ∈ Q will fail to realize portrait (M, N ) for all but finitely many M . Ghioca, Nguyen, and Tucker [9] subsequently pointed out that if ϕ is totally ramified over ϕ M (α) for some M ≥ 1, then α cannot realize portrait (M, N ) for any N ∈ N; their main result ( [9, Thm. 1.3] ) is that these are the only obstructions to the analogue of the Ingram-Silverman conjecture in the setting where F is the function field of a curve over an algebraically closed field of characteristic zero. They also claim that the appropriate modification of the Ingram-Silverman conjecture over number fields may be proven, under the assumption of the abc-conjecture, by adapting the methods of [9] .
The purpose of the present article is to explicitly describe all exceptions to the result of GhiocaNguyen-Tucker in a natural special case. For the remainder of the paper, K will be an algebraically closed field of characteristic zero, and K = K(t) will be the rational function field over K. Places of K correspond naturally to points on P 1 (K), and the residue field at each place is isomorphic to K. For a point c ∈ P 1 (K), we denote by p c ∈ M K the place corresponding to c.
We take our rational maps to be the unicritical polynomials 
and ϕ 2 (z) : 
Remark 1.3. The families of counterexamples in the (1, 1, 2) and (1, 2, 2) cases were discovered experimentally, and it was unclear whether some dynamical properties of the maps ϕ 1 and ϕ 2 could explain their appearance. Tom Tucker later pointed out that ϕ 1 (resp., ϕ 2 ) fixes each of the points in K of portrait (1, 1) (resp., (1, 2)) for f 2 and preserves vanishing at p 0 (resp. p −1 ), the unique place at which the totally ramified point 0 is fixed (resp., has period two) for f 2,c . Finally, we note that these exceptions have arbitrarily large height: for each k ≥ 0, the points ϕ k 1 (0) and ϕ k 1 (∞) have height k, as do the points ϕ k 2 (0), ϕ k 2 (1/2), and ϕ k 2 (∞) -see Propositions 5.17 and 5.18. As mentioned above, Ghioca, Nguyen, and Tucker consider Question 1.1 for general rational maps and for function fields of arbitrary curves. Their main result [9, Thm. 1.3] , when applied to the case of unicritical polynomials over K, says the following: For a fixed d ≥ 2, if (α, M ) = (0, 1), and if (M, N ) avoids an effectively computable finite subset
Moreover, for each (M, N ) ∈ Z(2), Theorem 1.2 explicitly gives all α ∈ K which do not realize portrait (M, N ) for f 2 . Theorem 1.2 may also be viewed as a natural extension of a previous result of the author: 
This is precisely the case of Theorem 1.2 in which α lies in the constant subfield K. The proof of Theorem 1.4 almost exclusively used the geometry of certain dynamical modular curves associated to the maps f d , whereas the proof of Theorem 1.2 requires Diophantine methods much like those used in [9] . In particular, the argument for the d ≥ 3 case of Theorem 1.2 provides a completely different proof of the d ≥ 3 case of Theorem 1.4 -except for the case M = 0, for which we simply refer to Theorem 1.4 for constant points. The same is true for d = 2, except for the cases where M = 1 and N ≤ 3, where the Diophantine methods are insufficient for constant points.
We now give a brief overview of the article. In §2, we collect the main tools required for the proof of the main theorem. In §3, we prove the M = 0 case of Theorem 1.2, and we then show that the problem for M ≥ 1 may essentially be reduced to M = 1.
We prove the general case (d ≥ 3) of Theorem 1.2 in §4. Focusing on the situation with M = 1, we apply the abc-theorem for function fields due to Mason and Stothers [13, 21] to get a lower bound on the number of places at which f (α) and f N +1 (α) agree; we then show that this bound must be greater than the number of places at which either α is periodic or f (α) has period strictly less than N , so there must be some place at which α has portrait (1, N ). The arguments in this case are quite similar to those used in [9] , though we make modifications based on the specific nature of our maps f d in order to obtain sufficiently nice bounds.
The case d = 2 must be handled separately; this case is discussed in §5. A technique similar to that used for d ≥ 3 is used when N ≥ 4. While this particular method is insufficient when N = 3, we are able to prove the result in this case by applying the abc-theorem together with properties of the period-three dynatomic polynomial associated to the map z 2 + t. Unfortunately, the abctheorem can no longer be applied when N = 1 and N = 2, so we handle these cases with completely different techniques, again appealing to the appropriate dynatomic polynomials. Theorem 1.2 is then proven by combining Proposition 4.3 (for the case d ≥ 3) with Propositions 5.2, 5.11, 5.17, and 5.18 (for d = 2 and N ≥ 4, N = 3, N = 2, and N = 1, respectively). as for a number of very helpful discussions over the course of writing this article.
Preliminaries

2.1.
Valuations and heights. Let L be a finite extension of K, which corresponds to a finite morphism of curves X L → X K ∼ = P 1 K . For a place p ∈ M K , we denote by M L,p the set of places of L that restrict to p. Associated to each place q ∈ M L is a valuation v q and its corresponding absolute value | · | q = e −vq(·) . When L = K, so that places correspond to points on P 1 (K), we abuse notation and write v c , | · | c , and M L,c for v pc , | · | pc , and M L,pc , respectively.
We normalize the valuations on L so that v q (L × ) = Z; equivalently, if π q is a uniformizer at q, then v(π q ) = 1. Thus, if p is the restriction of q to K, and if α ∈ K, then v q (α) = e q/p · v p (α), where e q/p is the ramification degree of q over p. This normalization of the valuations also ensures that the product formula holds: For all α ∈ L × , we have
By the product formula, this is equivalent (when α = 0) to defining
This allows us to give a well-defined (absolute) height function on all of K, given by
for any finite extension L/K containing α. Given a rational map ϕ(z) ∈ K(z) of degree d ≥ 2, we also define the canonical height associated to ϕ:
That this is well-defined follows from the fact that h(ϕ(α)) = dh(α) + O(1), where the implied constant depends only on ϕ; see [20, §3.2] .
We now record a basic height identity for elements of the orbit of a point α ∈ K.
Lemma 2.1. Let α ∈ K, and let d ≥ 2. Then for each n ≥ 1, the poles of f n d (α) are precisely p ∞ and the poles of α. Moreover,
is a polynomial in z and t, every pole of f n d (α) must be equal to p ∞ or a pole of α. That the poles of f n d (α) are precisely p ∞ and the poles of α then follows from parts (A) and (B), which we now prove by induction on n.
For n = 1, we have
Now suppose n ≥ 2. First, let p be a finite pole of α. By the induction hypothesis, p is a pole of f (α) yields (A). We now consider p = p ∞ , in which case the induction hypothesis tells us that
Since this quantity is necessarily negative, the n = 1 case implies
, which gives us (B).
Finally, we note that for all n ≥ 1,
The following description of the canonical height for points in K now follows immediately from the definition.
Throughout the article, we will require certain properties of the dynatomic polynomials for the maps
However, this equation is also satisfied whenever x has period dividing N for f d,c . We therefore define the N th dynatomic polynomial for f d to be the polynomial
where µ is the Möbius function. (To ease notation, we omit the dependence on d.) The dynatomic polynomials give a natural factorization
, then Φ N (x, c) = 0, and for each N ≥ 1 the converse is true for all but finitely many pairs (x, c). That Φ N (z, t) is indeed a polynomial is shown in [17, Thm. 3.1] ; see also [20, Thm. 4.5] . For each
It is not difficult to verify that Φ N (z, t) is monic in both z and
In particular, this implies that if p ∈ M K is a pole of α ∈ K, or if p = p ∞ , then
In particular, Φ N (α, t) vanishes at precisely D(N ) · h f d (α) finite places, counted with multiplicity.
Proof. Since Φ N (z, t) is a polynomial in z and t, if p is a pole of Φ N (α, t), then p = p ∞ or p is a pole of α. It then follows from (2.1) that the poles of Φ N (α, t) are precisely p ∞ and the poles of α. Therefore
Finally, we record the following geometric result: Theorem 2.4. For each integer N ≥ 1 and d ≥ 2, the affine plane curve {Φ N (z, t) = 0} is smooth and irreducible over K. The theorem was originally proven over C, but the Lefschetz principle allows us to extend the result to arbitrary fields of characteristic zero.
2.3.
The abc-theorem for function fields. Our main tool for proving the general case of Theorem 1.2 is the abc-theorem for function fields due to Mason and Stothers [13, 21] ; see also [19] and [10, Thm. F.3.6].
Theorem 2.5. Let L/K be a finite extension, and let g L be the genus of L. Let u ∈ L \ K, and define S ⊂ M L to be the set of places q for which
An elementary reduction
For the majority of this article, we focus on the case of Theorem 1.2 in which M is equal to 1. In this section, we justify this approach: First, we prove the theorem when M = 0, and then we show how the M ≥ 1 case may essentially be reduced to M = 1.
3.1. Periodic points. In order to have α not realize portrait (0, N ) for f d , it must be the case that whenever Φ N (α, t) vanishes, so too does Φ n (α, t) for some proper divisor n of N . (A) Let x, c ∈ K, and suppose Φ N (x, c) = Φ n (x, c) = 0 for some proper divisor n of N . Then
(B) There are strictly fewer than D(N ) elements c ∈ K for which there exists x ∈ K with Φ N (x, c) = Φ n (x, c) = 0 for some proper divisor n of N . We may now prove the M = 0 case of Theorem 1.2. Proof. For α ∈ K, the result follows from Theorem 1.4, so we assume that α ∈ K \ K. In this case, we have h f d (α) ≥ h(α) ≥ 1, so it follows from Lemma 2.3 that the number of places, counted with multiplicity, at which Φ N (α, t) vanishes is at least D(N ). Now suppose p c is a place at which Φ N (α, t) vanishes, but α has period n < N modulo p c . By Lemma 3.1(B), there are fewer than D(N ) such places, so to prove the proposition it suffices to show that Φ N (α, t) vanishes to order one at each such place. By Lemma 3.1(A), we have
Here we write α(c) for the reduction of α modulo p c , since this is the image of c under α if we consider α as a rational map. Since the affine curve {Φ N (z, t) = 0} is smooth, we must also have
so t = c is a simple root of Φ N (α, t); i.e., Φ N (α, t) vanishes to order one at p c , completing the proof.
3.2. Strictly preperiodic points. As mentioned previously, we will generally restrict our attention to the case M = 1. We now justify this approach.
Proof. We simply note that both statements are equivalent to the statement that, at some place
We also record a useful characterization of points in K of portrait (1, N ). Proof. We first note that two points x and y have the same image under f d,c if and only if y = ζx for some dth root of unity ζ. Suppose x has portrait (1, N ) for f d,c . Then x is not periodic, but f d,c (x) has period N and therefore has exactly one preimage y with period N . We can write y = ζx for some dth root of unity ζ, and since x = y = ζx, we must have ζ = 1 and x = 0. Now suppose x = 0 and ζx has period N for f d,c for some dth root of unity ζ = 1. Since ζx has period N , so must f d,c (ζx) = f d,c (x). However, since x = 0 and ζ = 1, we have x = ζx. Thus x is not periodic, and therefore x has portrait (1, N ). 
The degree d ≥ 3 case
In this section, we show that if d ≥ 3 and α = 0, then α realizes portrait (1, N ) for every N ≥ 1. We then use this to prove the d ≥ 3 case of Theorem 1.2; see Proposition 4.3 below.
Fix α ∈ K × , integers d ≥ 3 and N ≥ 1, and a primitive dth root of unity ζ. Define the polynomial
which maps ζα, ζ 2 α, and ∞ to 0, 1, and ∞, respectively. Set γ := f N d (α), and define
Proof. Let p ∈ A \ B. Since v p (α) = 0, the map σ has good reduction -hence remains invertible -modulo p. Since p ∈ A, σ(γ) reduces to 0, 1, or ∞ modulo p, which implies that γ reduces to ζα, ζ 2 α, or ∞ modulo p. Since the only poles of γ = f N d (α) are p ∞ and the poles of α, and since such places lie in B, it must be the case that Proof. We first get an upper bound for |A|. In order to apply Theorem 2.5 with u = σ(γ), we first
is a constant multiple of α. However, this implies that h(f N d (α)) ≤ h(α), contradicting Lemma 2.1. Therefore σ(γ) ∈ K, so we may apply Theorem 2.5 to get
On the other hand, it is straightforward to verify that
Combining these bounds on |A| and |B|, we find that |A \ B| ≥ κ h f d (α) + 1, where
To show that A \ B is nonempty, it suffices to show that κ ≥ 0, since
and therefore
This expression is nonnegative for all d ≥ 3 and N ≥ 2; on the other hand, when N = 1, we have
In either case, we conclude that A \ B is nonempty.
We may now prove Theorem 1.2 for the general case d ≥ 3. Proof. For M = 0, this follows from Proposition 3.2. Corollary 3.5 says that 0 does not realize portrait (1, N ) for any N ≥ 1 and d ≥ 2, so suppose α = 0. Letting A and B be as above, the set A \ B is nonempty, thus α realizes portrait (1, N ) for f d , proving the statement for M = 1.
The degree d = 2 case
We henceforth drop the subscript and write f = f 2 and f c = f 2,c . To prove Theorem 1.2 when N ≥ 4, we proceed much like in §4; however, we require different methods when N ≤ 3, so we consider these cases separately. 
which maps η, −η, and ∞ to 0, 1, and ∞, respectively. Set γ := f N −1 (α), and define
By a proof similar to that of Lemma 4.1, if q ∈ A \ B, then α has portrait (1, N ) for f modulo q. We now show that there exists at least one such place.
Lemma 5.1. The set A \ B is nonempty.
Proof. We first get a lower bound for |A|. By an argument similar to the beginning of the proof of Lemma 4.2, we have σ(γ) ∈ K, so we apply Theorem 2.5 to get
We also require an upper bound on 2g L −2. Let R L/K be the ramification divisor of the extension L/K. Since L/K is generated by η = −(α + t), the only places in M K over which L may ramify are zeroes and poles of α + t. Thus deg R L/K ≤ (δ − 1) · 2h(α + t) = 4(δ − 1)h(η), so it follows from Riemann-Hurwitz that 2g L − 2 ≤ −2δ + 4(δ − 1)h(η). Therefore
Combining these bounds on |A| and |B| yields
It remains to show that this bound is positive for all N ≥ 4 and α
where the last inequality follows from the fact that δ ∈ {1, 2}. Since h(α) ≥ 0 for all α ∈ K, it suffices to show that the quantity
is non-negative for all N ≥ 4. We bound the sum just as in the proof of Lemma 4.2 to get . By an estimate similar to the previous case, we find that
Since we have already shown that (5.1) is positive for all N ≥ 4, it follows that this expression is positive for all N ≥ 4 as well.
In both cases, our lower bound on |A \ B| is positive, so A \ B is nonempty.
The same argument as for Proposition 4. 
N = 3.
Since the technique used for periods N ≥ 4 gives a negative lower bound when N ≤ 3, we again require a different method. For N = 3, we consider the third dynatomic polynomial
The roots of Φ 3 (z, t) in K are the points of period 3 for f , which fall naturally into two 3-cycles. Let η be one such root, and let L := K(η); since Φ 3 (z, t) is irreducible, we have [L : K] = 6. Set η 1 := η, η 2 := f (η), and η 3 := f 2 (η), and note that each η i is a root of Φ 3 (z, t) that generates L/K. Denote by X L the normalization of the projective closure of the affine curve {Φ 3 (z, t) = 0}, and note that the extension L/K corresponds to the morphism X L → P 1 mapping (z, t) → t. In his thesis, Bousch gave a general formula [3, §3, Thm. 2] for the genera of the curves {Φ N (z, t) = 0}, and in this case we have g L = 0. (For an explicit parametrization of the curve X L , see [22] .) By a result of Morton [15, Prop. 10] for more general dynatomic curves, M L,∞ consists of three places, each of which has ramification degree two over p ∞ . To describe the ramification at finite places, Morton shows in [14, p. 358 ] that the discriminant of Φ 3 (z, t) ∈ K[z] is given by
, where ∆ 3,1 := Res z (Φ 3 (z, t), Φ 1 (z, t)) = −(16t 2 + 4t + 7) and ∆ 3,3 := −(4t + 7). The roots c of ∆ 3,1 correspond to maps f c for which one cycle of length three collapses to a fixed point, while the roots of ∆ 3,3 correspond to maps where the two 3-cycles collide to form a single 3-cycle.
Of particular relevance for us is the polynomial ∆ 3,1 . Let c 1 , c 2 ∈ K be the two roots of ∆ 3,1 . For each i, M L,c i consists of four places: q i , which has ramification degree three, and q i,1 , q i,2 , and q i, 3 , each of which is unramified -see the proof of [15, Prop. 9] . The places q 1 and q 2 are precisely the places at which η has period one; that is, the finite places at which η 1 , η 2 , and η 3 have the same reduction.
We briefly explain this geometrically: Let c ∈ K be a root of ∆ 3,1 . Instead of having two 3-cycles, f c has one 3-cycle {x 1 , x 2 , x 3 } and a fixed point x which satisfies Φ 3 (x, c) = 0. Thus the only points on X L that map to c ∈ P 1 are (x, c) and (x j , c) for j ∈ {1, 2, 3}. Since (x, c) is fixed by the order three automorphism (z, t) → (f (z), t), this point ramifies over c, while the three points (x j , c) are unramified.
Lemma 5.3. Let c be a root of ∆ 3,1 , and let q ∈ M L be the unique place ramified over p c . For
Moreover, q 1,2 , q 1,3 , and q 2,3 are distinct.
Proof. Since Φ 3 (z, t) is monic in z, the only poles of η 1 , η 2 , and η 3 must lie above p ∞ . Therefore, to prove part (A), it suffices to show that none of the η i vanish at q. This follows by noting that Φ 3 (0, c) = 0.
For each i, j, the points η i and η j have the same reduction modulo q, so v q (η i − η j ) ≥ 1. Now, we observe that the product
This sum has three terms, and each term is at least 2, hence the sum is at least 6. Also, the polynomial ∆ 3,3 does not vanish at q; moreover, if we factor ∆ 3,1 into linear factors, only the factor (t − c) vanishes at q. This implies that
We therefore have equality throughout, so v q (η i − η j ) = 1 for each 1 ≤ i < j ≤ 3, proving (B). Now fix q ∈ M L,∞ and 1 ≤ i ≤ 3. Note that v q (t) = −e q/p∞ = −2. If v q (η i ) < −1, then an induction argument shows that v q (f n (η i )) = 2 n v q (η i ) for each n ∈ N; in particular, we have
so we reduce to the previous case to get a contradiction. Therefore v q (η i ) = 1, proving (C).
The only finite zeroes of η i − η j are the two simple zeroes at q 1 and q 2 , so there must be at least two poles of η i − η j . By part (C), these must be simple poles lying above p ∞ . Comparing the degrees of its zero and pole divisors, η i − η j must have a simple pole at precisely two places above p ∞ ; moreover, if we let q i,j be the remaining infinite place, then v q i,j (η i − η j ) = 0.
Finally, suppose (i, j) = (i , j ) but q i,j = q i ,j . Reordering the indices if necessary, we may assume that q 1,2 = q 1,3 . Since η 1 − η 2 and η 1 − η 3 have exactly the same zeroes and poles, with exactly the same orders, it must be that λ := (η 1 − η 2 )/(η 1 − η 3 ) is constant. This implies that
for some λ ∈ K, contradicting the fact that η has degree 6 over K. We conclude that the places q 1,2 , q 1,3 , and q 2,3 are distinct, completing the proof.
Remark 5.4. It follows from Lemma 5.3 and its proof that h L (η i ) = 3 for each 1 ≤ i ≤ 3, since the only poles of η i are simple poles at the three places lying above p ∞ . Similarly, we have
Now consider the affine rational map
which is constructed to map η 1 , η 2 , and η 3 to 0, 1, and ∞ respectively. Note that
Proof. By considering y = σ(x), it suffices to show that h L (σ −1 (y)) ≤ h L (y) + 4 for all y ∈ L. A standard height argument (see [20, pp. 90-92] ) shows that for any y ∈ L we have
so it suffices to show that the quantity
is equal to −4. We now determine the places q at which the 'min' term is nonzero. If the minimum is positive at q, then q ∈ {q 1 , q 2 }. By Lemma 5.3, at each such q and for each 1 ≤ i < j ≤ 3, we have v q (η i − η j ) = 1 and v q (η i ) = 0. Thus the contribution to (5.3) at each such place is equal to 1, so the combined contribution at both places is equal to 2.
If the minimum is negative at q, then q necessarily lies above p ∞ . Again applying Lemma 5.3, v q (η i ) = −1 for each 1 ≤ i ≤ 3, and exactly one of v q (η 1 − η 2 ), v q (η 1 − η 3 ), and v q (η 2 − η 3 ) is nonnegative. In particular, this means that min{v q (η 1 − η 2 ), v q (η 2 − η 3 )} = −1, so the combined contribution to (5.3) at the three infinite places is 3 · (−2) = −6. Since we have accounted for all nonzero terms in the sum, we conclude that the expression (5.3) is equal to −4, as claimed. Now let α ∈ K × be arbitrary. We will show that α realizes portrait (1, 3) for f . Define
Lemma 5.6. If q ∈ A \ B, then α has portrait (1, 3) for f modulo q.
Proof. Let q ∈ A \ B. Since q ∈ M L,∞ , f has good reduction at q. Since η has period 3 for f , it follows that η has period 1 or 3 for f modulo q. The only poles of η are places at infinity, so η ≡ ∞ (mod q); moreover, since q ∈ {q 1 , q 2 } we have
so η cannot have period 1. Thus η has period 3 for f modulo q.
The zeroes and poles of the coefficients of σ all lie in B, so each coefficient is a unit in the residue field k q . Since also η 1 ≡ η 3 (mod q), the reduction of σ has degree one over k q ; i.e., σ remains invertible modulo q. Thus, since σ(−α) reduces to 0, 1, or ∞ modulo q, −α must reduce to η i for some i ∈ {1, 2, 3}. We have already shown that each η i has period 3 modulo q, so the same is true for −α. Finally, since −α ≡ η i ≡ 0 (mod q), α must reduce to a point of portrait (1, 3) .
Proof. We have by Lemma 5.5 that h L (σ(−α)) ≥ 14, so σ(−α) ∈ K. Applying Theorem 2.5, it follows that the set A has size at least
Again applying the bound in Lemma 5.5 gives
We have just shown that if h(α) ≥ 3, then there exists a place q ∈ M L for which α has portrait (1, 3) modulo q; choosing p ∈ M K below q, the same holds modulo p. It remains to prove this in the case h(α) ≤ 2. The constant point case h(α) = 0 is covered by Theorem 1.4, so we henceforth assume h(α) ∈ {1, 2}. To handle these remaining cases -as well as the N = 2 and N = 1 cases in Section 5.3 -we use the following consequence of Lemma 3.4:
Corollary 5.8. Let α ∈ K and N ∈ N. The following are equivalent:
(A) The point α does not realize portrait (1, N ) for f . (B) For every place p ∈ M K at which Φ N (−α, t) vanishes, either Φ n (−α, t) also vanishes at p for some proper divisor n of N , or α also vanishes at p.
Remark 5.9. If Φ N (β, t) and Φ n (β, t) both vanish at p for some proper divisor n of N , then it follows from the proof of Proposition 3.2 that v p (Φ N (β, t)) = 1.
If α does not realize portrait (1, 3) for f , then wherever Φ 3 (−α) vanishes, either α or Φ 1 (−α) must vanish as well. We will show that such behavior is impossible when h(α) ∈ {1, 2}, having already handled all other cases.
Lemma 5.10. Let β ∈ K, and suppose h(β) = 1 or h(β) = 2. There exists a place p ∈ M K \ {p ∞ } such that Φ 3 (β, t) vanishes at p but Φ 1 (β, t) and β do not.
Proof. Suppose to the contrary that there does not exist such a place. Then, if we fix a place p = p c for which v c (Φ 3 (β, t)) > 0, we must also have v c (Φ 1 (β, t) 
If v c (Φ 1 (β, t)) > 0, then it must be that c ∈ {c 1 , c 2 }, where c 1 and c 2 are as above Lemma 5.3. Moreover, in this case the order of vanishing of Φ 3 (β, t) at p c must equal one by Remark 5.9.
By Lemma 2.3, Φ 3 (β, t) vanishes at precisely 6 h f (β) ≥ 6 places, counted with multiplicity. Since Φ 3 (β, t) can have at most simple roots at c 1 and c 2 , there must be a place p c at which both Φ 3 (β, t) and β vanish. In this case, we must have
Let C 1 , C 2 , and C 3 be the three roots of Φ 3 (0, t). Since h(β) ≤ 2, β can have at most two roots; reordering the roots if necessary, we assume that Φ 3 (β, t) and β both vanish at C 1 and possibly C 2 .
We have put certain restrictions on the places at which Φ 3 (β, t) may vanish as well as the order of vanishing at each such place. Let ρ(β) ∈ K[t] denote the numerator of Φ 3 (β, t); scaling if necessary, we assume that ρ(β) is monic. Set R := deg ρ(β) = 6 h f (β).
If Φ 3 (β, t) vanishes at p C 1 but not p C 2 , then β = (t − C 1 )p/q for some p, q ∈ K[t] with deg p ≤ 1 and deg q ≤ 2, and
for some ε 1 , ε 2 ∈ {0, 1}. If Φ 3 (β, t) vanishes at both p C 1 and p C 2 , then β = (t − C 1 )(t − C 2 )/q for some q ∈ K[t] with deg q ≤ 2, and
The idea is to write p and q as polynomials with indeterminate coefficients, then compare the coefficients of both sides of (5.4) (resp., (5.5) ). This will determine an affine scheme over K; if this scheme is empty, or if the only points on the scheme yield a constant map β, then we will have completed the proof of the lemma.
We illustrate this computation in one case. Suppose that Φ 3 (β, t) vanishes at p C 1 but not p C 2 , and let us suppose that deg q = 2, in which case R = 15. Write β = (t−C 1 )(p 1 t+p 0 )/(t 2 +q 1 t+q 0 ).
Then ρ(β) is a polynomial in t with coefficients in K[p 0 , p 1 , q 0 , q 1 ], and comparing the coefficients of ρ(β) with the coefficients of (t − c 1 )
A computation in Magma [2] verifies that each of these schemes is empty. The proof of the lemma is then completed by a number of similar computations; for the interested reader, the Magma code and output have been included as an ancillary file with this article's arXiv submission.
Applying Lemma 5.10 with β = −α shows that if h(α) ∈ {1, 2}, then α realizes portrait (1, 3) for f ; as mentioned above, we may now conclude that this holds for all α ∈ K × . Finally, arguing as in the proof of Consider the rational map
It follows from Theorem 1.4 that 0, 1/2, and ∞ (which is a fixed point for f ) are the only points in P 1 (K) that fail to realize portrait (1, 2) for f . We will show that the points in K that fail to realize portrait (1, 2) are precisely the points in the orbits of 0, 1/2, and ∞ under ϕ 2 :
Proposition 5.12. Let α ∈ K. Then α does not realize portrait (1, 2) for f if and only if
Moreover, for each k ≥ 0 we have
We begin by giving an alternative description of those points that do not realize portrait (1, 2): Moreover, if in this case Φ 2 (−α, t) vanishes at p −3/4 , then it does so to order 1.
Proof. By Theorem 1.4, the only constant points α ∈ K ⊂ K which fail to realize portrait (1, 2) are α = 0, which satisfies ( * ), and α = 1/2. We henceforth assume α ∈ K\K, so that h f (α) ≥ h(α) ≥ 1. First, suppose that α does not realize portrait (1, 2) for f . Let p c ∈ M K be a place at which Φ 2 (−α, t) vanishes. Then Φ 1 (−α, t) or α also vanishes at p c by Corollary 5.8. If Φ 1 (−α, t) vanishes at p c , then Φ 2 (−α(c), c) = Φ 1 (−α(c), c) = 0. Thus z = −α(c) satisfies both Φ 2 (z, c) = z 2 + z + c + 1 = 0 and Φ 1 (z, c) = z 2 − z + c = 0, which implies that c = −3/4 and α(c) = α(−3/4) = 1/2. That t = −3/4 is a simple root of Φ 2 (−α, t) follows from Remark 5.9. Since h(Φ 2 (−α, t)) = 2 h f (α) ≥ 2, and since Φ 2 (−α, t) has at most a simple root at p −3/4 , Φ 2 (−α, t) must vanish at some place p c = p −3/4 . In this case, Φ 2 (−α, t) and α must both vanish at p c ; hence 0 = Φ 2 (0, c) = c + 1, so c = −1. Therefore α satisfies ( * ). Now suppose α satisfies ( * ). By Corollary 5.8, it suffices to show that wherever Φ 2 (−α, t) vanishes, so too must Φ 1 (−α, t) or α. Since α satisfies ( * ), Φ 2 (−α, t) vanishes only at p −1 and possibly p −3/4 . The result follows by noting that condition ( * ) forces α to vanish at p −1 , and if Φ 2 (−α, t) vanishes at p −3/4 , then condition ( * ) says that α reduces to 1/2 -and therefore Φ 1 (−α, t) reduces to Φ 1 (−1/2, −3/4) = 0 -modulo p −3/4 .
We now verify that ϕ 2 and ϕ −1 2 preserve property ( * ), and that ϕ 2 behaves nicely with respect to the heights of points satisfying ( * ).
Lemma 5.14. Let α ∈ K satisfy property ( * ). Then (A) ϕ 2 (α) satisfies ( * ) as well, and (B) h(ϕ 2 (α)) = h(α) + 1.
Proof. Since α vanishes at p −1 , it is clear that ϕ 2 (α) also vanishes at p −1 . Also, we have
so Φ 2 (−ϕ 2 (α), t) vanishes at p −1 ; moreover, since Φ 2 (−α, t) only vanishes at p −1 and possibly to order one at p −3/4 , the same holds for Φ 2 (−ϕ 2 (α), t). (Any pole of (α + t) 2 is a pole of at least the same order for (t + 1) 2 Φ 2 (−α, t), so the above expression may only vanish at the zeroes of its numerator.) Finally, if Φ 2 (−ϕ 2 (α), t) vanishes at p −3/4 , then so must Φ 2 (−α, t), in which case
vanishes at p −3/4 . Therefore ϕ 2 (α) satisfies ( * ). We now prove (B). Letting Proof. The map ϕ 2 reduces to z − 1 modulo p ∞ , so ϕ k 2 (δ) ≡ δ − k (mod p ∞ ) for all δ ∈ K and k ∈ N. If we take δ ∈ {0, 1/2}, then δ − k is a nonzero constant for all k ≥ 1, thus v ∞ (ϕ k 2 (δ)) = 0. Now, for each k ≥ 1 we set u k := kϕ k 2 (∞) − t. We show that v ∞ (u k ) ≥ 0 by induction on k. The result clearly holds for k = 1, since u 1 = ϕ 2 (∞) − t = 1, so we assume k ≥ 2. Then
By induction, we have v ∞ (u k−1 ) ≥ 0, and it therefore follows that v ∞ (u k ) ≥ 0.
We now prove Theorem 1.2 in the case d = N = 2. That ±1 do not realize portrait (2, 2) for f follows from Theorem 1.4. Now suppose that α does not realize portrait (M, 2) for f ; equivalently, suppose that f M −1 (α) does not realize portrait (1, 2) for f . By Proposition 5.12, we have f M −1 (α) = ϕ k 2 (δ) for some k ≥ 0 and δ ∈ {0, 1/2, ∞}. Lemma 2.1 asserts that any point in the image of f must have a pole at p ∞ ; since points in the orbits of 0 and 1/2 under ϕ 2 do not have poles at p ∞ by Lemma 5.16, we must have f M −1 (α) = ϕ k 2 (∞) for some k ≥ 0. Since the only preimage of ∞ is ∞ itself, we must have k ≥ 1.
Set β := f M −2 (α). Then f (β) = ϕ k 2 (∞), so by Lemma 5.16 we have that kϕ k 2 (∞) − t = kf (β) − t = kβ 2 + (k − 1)t is regular at p ∞ . This implies that k = 1, so f M −1 (α) = ϕ 2 (∞) = t + 1. The preimages of t + 1 under f are ±1, and the preimages of ±1 lie outside of K. Therefore, if f M −1 (α) = t + 1 for some M ≥ 2 and α ∈ K, then M = 2 and α = ±1, as claimed.
As mentioned at the beginning of this section, the proof of the following statement -the d = 2, N = 1 case of the main theorem -uses the same ideas as for Proposition 5.17, and we therefore omit the proof. .
Moreover, for each k ≥ 0, we have h(ϕ k 1 (0)) = h(ϕ k 1 (∞)) = k. Proposition 5.18 is the final case of Theorem 1.2. Therefore, by combining Propositions 5.17 and 5.18 with the results of the previous sections, we have proven the main theorem.
