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a b s t r a c t
This paper is concerned with the problem of networked control for impulsive systems.
A model of networked impulsive control systems with time delays, packet dropout and
nonlinear perturbations is first formulated. Some sufficient conditions ensuring global
asymptotical stability are obtained for the networked impulsive system.
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1. Introduction
Recently, impulsive control methods have attracted increasing interest in engineering, economics, medicine and
biology. The examples include ecosystems management, orbital transfer of satellites, optimal control of economic systems,
synchronization of chaos-based secure communication systems and so on. The main idea of impulsive control is to change
the states of continuous dynamic systems via discontinuous control inputs at certain time moments, which is actually a
scheme of hybrid control (see also [1,2]). Some interesting results have been investigated for stability and stabilization
problems for impulsive control systems (see [1–6], etc.).
On the other hand, networked control systems (NCSs) have been drawing more and more attention from researchers,
since NCSs have the advantages of low cost, easymaintenance and increased system flexibility. Some key problems resulting
from networked control methods involve time delay, data packet dropout, perturbation in communication networks and so
on. The time delay is usually induced due to exchanging data among devices connected by the commonnetworkmedium [7].
Furthermore, the packet dropout phenomenon is still unavoidable; this is caused by errors or losses in transmission [8]. In
addition, perturbations of the signal frequently appear in communication networks [9]. With these concerns, a number of
important pieces of work have been reported for the analysis and synthesis of NCSs (see [7–12], etc.). However, most of the
existing results involved investigating networked control for continuous systems or discrete systems. Until now, there have
been few approaches to developing networked control of impulsive hybrid systems, while hybrid systems are popular for
both control theory and engineering applications.
The objective of this paper is to study stability problems with networked control of hybrid impulsive systems. The rest
of the paper is organized as follows. In Section 2, we first formulate a mathematical model of networked impulsive control
systems (NICSs). Then, the properties of the stability and attractivity of NICSs are investigated in Section 3.
2. Model description
In this section, we will give preliminaries and our model description.
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Suppose N = {1, 2, 3, . . .}, R+ = [0,∞), Rn is the space of n-dimensional real column vectors and Rm×n is the set of
m× n real matrices. If A is a vector or a matrix, AT stands for the transpose of A, |A| is the Euclidean vector norm,µ(A) is the
induced matrix measure, and we define µ+(A) = max{0, µ(A)}.
Consider a plant of impulsive hybrid systems as follows (see also [2]):
x˙(t) = Ax+ Bu, t ≠ tk,
x+ = Cx, t = tk, k ∈ N, (1)
where the state variable x ∈ Rn, the input u ∈ Rm, x+ is the reset of the state variable, A, B, C are constant matrices with
appropriate dimensions, and tk (k = 0, 1, . . .) are the impulsive moments with
0 < t1 < · · · < tk < tk+1 < · · · , lim
k→∞ tk = ∞.
Furthermore, we always assume that 0 < ϱ ≤ tk − tk−1 ≤ ρ, k ∈ N .
Feedback control laws are usually expressed in the following forms:
u = Kx.
We design a networked controller in communication systems, which has a clock-driven sensor, an event-driven controller
and an event-driven actuator. The following assumptions,which are common inNCS research reported in the open literature,
are made in this work (see also [10,11]):
(i) sensors are clock-driven, controllers and actuators are event-driven;
(ii) data are transmitted in a single packet and all state variables are available for measurement;
(iii) the input u(t) realized through a zero-order hold is a piecewise constant function;
(iv) there exist nonlinear perturbations of states in communication networks.
On the basis of the above assumptions, the input in the networked control system is suggested as follows:
u(t) = Kx(ikh)+ w(t, x(t − r(t))), t ∈ [ikh+ τik , ik+1h+ τik+1), k ∈ N
where h is the sampling period, {ik, k ∈ N} is a subset of the non-negative integer set, τik is the network-induced delay
calculated from the time instant ikhwhen sensors sample the plant to the time instantwhen actuators send data to the plant,
w(·) represents the nonlinear perturbation in the networked communication system, for which is commonly assumed that
w(·, 0) = 0 and for any t ∈ R+, x ∈ Rn,
|w(t, x(t − r(t)))| ≤ L|x(t − r(t))|.
r(t) is a time delay in the nonlinear perturbation process, and the delay in the data transmitting process is denoted by
γ (t) := t − ikh, for t ∈ [ikh+ τik , ik+1h+ τik+1), k ∈ N.
Without loss of generality, we assume that all time-varying delays are bounded, that is, there is a constant τ > 0 such that
0 ≤ γ (t), r(t) ≤ τ . Moreover, ∪∞k=1[ikh+ τik , ik+1h+ τik+1) = [t0,∞).
Then, the networked impulsive control systems are formulated as follows (denoted as NICSs):
x˙(t) = Ax+ Bx(t − γ (t))+ w(t, x(t − r(t))), t ≠ tk,
x+ = Cx, t = tk, t ≥ t0. (2)
In fact, the NICSs are described by nonlinear delayed differential equations with a bounded time-varying delay.
3. Stability analysis of the NICSs
In this section, we will analyze the asymptotical behaviors of networked impulsive control systems.
A basic assumption is that system (1) is stabilizable, that is, there exists a controller K such that the following closed-loop
system is asymptotically stable:
x˙(t) = (A+ BK)x, t ≠ tk,
x+ = Cx, t = tk, k ∈ N. (3)
In this paper, we further require that the system (1) is exponentially stabilizable in the following meaning.
Lemma 1. Suppose that there exists a gain matrix K such that
0 < λ :=

−2µ(A+ BK)− 2 ln |C |
ρ
, 0 < |C | < 1,
−2µ(A+ BK)− 2 ln |C |
ϱ
, |C | ≥ 1.
(4)
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Then system (1) is exponentially stabilizable, that is, system (3) is exponentially stable and satisfies
|x(t, t0, x0)| ≤
√
ce−λ(t−t0)/2|x0|, where c :=
|C |−2, 0 < |C | < 1,
|C |2, |C | ≥ 1. (5)
where x(t, t0, x0) is a solution of (3) with initial condition x(t0) = x0.
Proof. Define x(t) = x(t, t0, x0), v(t) = v(x(t)) = xT (t)x(t) = |x(t)|2. Calculate the derivative along the solution x(t)
of (3):
v˙(t) = xT ((A+ BK)T + (A+ BK))x ≤ 2µ(A+ BK)v(t), t ≠ tk,
v(t+k ) = xT (t−k )CTCx(t−k ) ≤ |C |2v(t−k ), k ∈ N.
Then,
v(t) ≤ e2µ(A+BK)(t−t0)
∏
t0<tk≤t
|C |2v(t0), t ≥ t0.
When |C | < 1,
|x(t)|2 ≤ e2µ(A+BK)(t−t0)|C | 2(t−t0)ρ −2|x(t0)|2 = ce−λ(t−t0)|x(t0)|2.
When |C | ≥ 1,
|x(t)|2 ≤ e2µ(A+BK)(t−t0)|C | 2(t−t0)ϱ +2|x(t0)|2 = ce−λ(t−t0)|x(t0)|2.
This implies the conclusion. 
On the basis of the sufficient condition in Lemma 1, we first give the estimate of the solution of the NICSs (2).
Theorem 1. Assume that system (1) is exponentially stabilizable under the condition (4), and the parameters λ, c are defined
in Lemma 1. If
µ+(−BK)+ |BK | + L < λ
2c
, (6)
then any solution x(t, t0, x0) of the NICSs (2) satisfies
|x(t, t0, x0)| ≤
√
c |x0|, t ≥ t0. (7)
Proof. Let x(t) = x(t, t0, x0) be a solution of (2) with the initial condition x(t0) = x0. Define V (t) = V (x(t)) = xT (t)x(t) =
|x(t)|2. We calculate the derivative along the solution x(t) of (2):
V˙ (t) = xT (t)((A+ BK)T + (A+ BK))x(t)− xT (t)[(BK)T + BK ]x(t)+ 2xT (t)[BKx(t − γ (t))+ w(t, x(t − r(t)))]
≤ 2µ(A+ BK)xT (t)x(t)+ 2µ(−BK)xT (t)x(t)
+ |BK |xT x+ |BK |xT (t − γ (t))x(t − γ (t))+ LxT (t)x(t)+ LxT (t − r(t))x(t − r(t))
≤ 2µ(A+ BK)V (t)+ [2µ(−BK)+ |BK | + L]V (t)+ |BK |V (t − γ (t))+ LV (t − r(t)), t ≠ tk.
Also,
V (t+k ) = xT (t−k )CTCx(t−k ) ≤ |C |2V (t−k ). (8)
LetΦ(t, s) be the Cauchy matrix of the linear system
v˙(t) = 2µ(A+ BK)v(t), t ≠ tk,
v(t+k ) = |C |2v(t−k ), k ∈ N.
According to the representation of the Cauchy matrix (see page 74, [1]),
Φ(t, s) = e2µ(A+BK)(t−s)
∏
s<tk≤t
|C |2, t ≥ s.
From Lemma 1 and the properties of the Cauchy matrix, we can obtain
Φ(t, s) ≤ |Φ(t, s)v0||v0| ≤
ce−λ(t−s)|v0|
|v0| = ce
−λ(t−s), ∀v0 ≠ 0, t ≥ s.
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Then, for t ≥ t0, we have
V (t) ≤ Φ(t, t0)V (t0)+
∫ t
t0
Φ(t, s)[2µ(−BK)+ |BL| + L]V (s)ds+
∫ t
t0
Φ(t, s)[|BK |V (s− γ (s))+ LV (s− r(s))]ds,
≤ ce−λ(t−t0)V (t0)+ c[2µ+(−BK)+ |BK | + L]
∫ t
t0
e−λ(t−s)V (s)ds+ c[|BK | + L]
∫ t
t0
e−λ(t−s)V¯ (s)ds, (9)
where V¯ (s) = supξ∈[−τ ,0] V (s+ ξ). For any given ϵ > 0, let z = V (t0)+ ϵ. Then, from (6), we have
2µ+(−BK)z + 2|BK |z + 2Lz < λc−1z. (10)
In the following, we shall prove that
V (t) = xT (t)x(t) < cz, t ≥ t0. (11)
Otherwise, from the piecewise continuity of x(t), there must be a t∗ > t0 such that
V (t∗) ≥ cz, (12)
V (t) ≤ cz, t0 ≤ t < t∗. (13)
Noting that λ > 0, c ≥ 1, by (9), (10) and (13) we can get
V (t∗) ≤ ce−λ(t∗−t0)V (t0)+ c[2µ+(−BK)+ |BK | + L]
∫ t∗
t0
e−λ(t
∗−s)V (s)ds+ c[|BK | + L]
∫ t∗
t0
e−λ(t
∗−s)V¯ (s)ds
< ce−λ(t
∗−t0)z + c[2µ+(−BK)+ |BK | + L]czλ−1(1− e−λ(t∗−t0))+ c[|BK | + L]czλ−1(1− e−λ(t∗−t0))
= cze−λ(t∗−t0){1− cλ−1[2µ+(−BK)+ |BK | + L] − cλ−1[|BK | + L]}
+ czλ−1[2µ+(−BK)+ |BK | + L] + czλ−1[|BK | + L]
< cz.
This contradicts (12), and so (14) holds. Letting ϵ → 0, we obtain the conclusion. 
Furthermore, we can investigate the attractive properties of the NICSs (2).
Theorem 2. Assume that all conditions in Theorem 1 hold. Then any solution x(t, t0, x0) of the NICSs (2) satisfies x(t, t0, x0)→ 0
as t →∞.
Proof. For any given solution x(t) = x(t, t0, x0) of the NICSs (2), according to Theorem 1, we obtain
V (t) = V (x(t)) = xT (t)x(t) ≤ cV (t0), t ≥ t0.
Define η := lim supt→∞ V (t). Then, for any given ϵ > 0, there is a T ≥ t0 such that V (t) ≤ η+ ϵ for all t ≥ T . Furthermore,
we can find a T ′ > 0 such that∫ T
t0
e−λ(t−s)ds < ϵ, t ≥ t0 + T ′. (14)
Accordingly, when t ≥ T + T ′ + τ , we get
V (t) ≤ ce−λ(t−t0)V (t0)+ c[2µ+(−BK)+ |BK | + L]
∫ T
t0
e−λ(t−s)V (s)ds+
∫ t
T
e−λ(t−s)V (s)ds

+ c[|BK | + L]
∫ T
t0
e−λ(t−s)V¯ (s)ds+
∫ t
T
e−λ(t−s)V¯ (s)ds

≤ ce−λ(t−t0)V (t0)+ c[2µ+(−BK)+ |BK | + L]{ϵcV (t0)+ (η + ϵ)λ−1[1− e−λ(t−T )]}
+ c[|BK | + L]{ϵcV (t0)+ (η + ϵ)λ−1[1− e−λ(t−T )]}. (15)
Thus,
η = lim sup
t→∞
V (t)
≤ c[2µ+(−BK)+ |BK | + L]{ϵcV (t0)+ (η + ϵ)λ−1} + c[|BK | + L]{ϵcV (t0)+ (η + ϵ)λ−1}. (16)
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Letting ϵ → 0, we have
η ≤ cλ−1[2µ+(−BK)+ |BK | + L]η + cλ−1[|BK | + L]η. (17)
From (6), then η = 0. This implies the conclusion. 
From Theorems 1 and 2, we obtained the sufficient conditions ensuring global asymptotical stability of the NICSs (2).
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