For a nite undirected graph G on n vertices some continuous optimization problems taken over the n-dimensional cube are presented and it is proved that their optimum values equal the independence number of G.
Introduction and Results
Let G be a nite simple and undirected graph on V (G) = f1; 2; :::; ng with its edge set E(G). A subset I of V (G) , such that the subgraph of G induced by I is edgeless, is called an independent set of G, and the maximum cardinality of an independent set of G is named the independence number (G) of G. N(i) and d i denote the set and the number of neighbours of i 2 V (G) in G, respectively, and let (G) = maxfd i j i 2 V (G)g and C n = f(x 1 ; x 2 ; :::; x n ) j 0 x i 1 ; i = 1; 2; :::; ng.
For events A and B and for a random variable Z of an arbitrary random space, P(A) , P(AjB) and E(Z) denote the probability of A, the conditional probability of A given B and the expectation of Z, respectively. Since the computation of (G) is di cult (INDEPENDENT SET is an NP-complete problem; see 6]), much work was done to establish bounds on (G) (e.g. see 1, 3, 4, 5, 8, 10, 12, 13, 14, 15, 16] ), to nd e cient algorithms forming a large independent set of G (e.g. see 2, 7, 8, 9, 10, 12] ), or to replace the combinatorial optimization problem to determine (G) by a continuous one (e.g. see 9, 11] ). The last approach leads to bounds on (G) as well as to e cient algorithms (e.g. see 8, 9] ). In the present paper some new continuous optimization problems taken over C n are presented and it is proved that their optimum values equal (G 
) .
Theorem 5.
(G) = max (x 1 ;x 2 ;:::;x n )2C n f G (x 1 ; x 2 ; :::; x n ); where f G (x 1 ; x 2 ; :::; x n ) = P i2V (G) 
The following Theorem 6 looks more "complicate", but it is "stronger" than Theorem 4 and Theorem 5 (see Remark 1).
Theorem 6.
(G) = max (x 1 ;x 2 ;:::;x n )2C n g G (x 1 ; x 2 ; :::; x n ), where g G (x 1 ; x 2 ; :::; x n ) = P i2V (G) ((
A "weaker" (see Remark 1), but a more "transparent" and (see Remark 2) an "algorithmically realizable" version of Theorem 5 is the following one.
Theorem 7.
(G) = max (x 1 ;x 2 ;:::;x n )2C n h G (x 1 ; x 2 ; :::; x n ); where h G (x 1 ; x 2 ; :::; x n ) = P i2V (G) x i ? P ij2E (G) x i x j .
Proofs
Throughout the proofs we will use the well-known fact that for a random subset M of a given nite set N; E(jMj) = P (1 ? x j ) = 0 for i 2 V (G) and P ij2E(G)
x i x j = 0, we obtain Lemma 1.
(G) = e G (x 1 ; x 2 ; :::; x n ) = f G (x 1 ; x 2 ; :::; x n ) = g G (x 1 ; x 2 ; :::; x n ) = h G (x 1 ; x 2 ; :::; x n ):
With Lemma 1, it is clear that Theorem 7 follows from Theorem 5. Now, let (x 1 ; x 2 ; :::; x n ) be an arbitrary member of C n . We form a set X V (G)
by random and independent choice of i 2 V (G), where P(i 2 X) = 
Lower bounds on E( (H 1 )), E( (H 2 )) and E( (H 3 )) are given in Lemma 3. Lemma 3.
, where V 0 = fi 2 V (G)j P j2N(i)
x j > 0g, and
Proof. 
Then E( (H
(1?x l ) ); and Lemma 3 is proved.
Theorem 4, 5 and 6 follow with E(jXj) = P i2V (G)
(1 ? x j )); Lemma 1, 2 and 3.
Remarks
For ; 2 fe; f; g; hg de ne if G (x 1 ; x 2 ; :::; x n ) G (x 1 ; x 2 ; :::; x n ) for every graph G on n vertices and for every (x 1 ; x 2 ; :::; x n ) 2 C n . We write <> if not and not .
Remark 1.
h f g, e g and e <> f.
Proof. We will use the following Lemma 4, which can be seen easily by induction on r. (1 ? a q ) 1.
The inequality h f is obvious. To see f g, rst notice that P i2V (G) x i ? P ij2E(G)
x i x j = P i2V (G) x i (1 ? For a cycle C n on n vertices e C n ( 
