Abstract. The theory of a new approach to adaptive grid generation in one dimension is developed. The approach is based on approximating either the resolution or the grid spacing ratio on discrete lattice points by continuous variables. The order of accuracy of these approximations in a suitable reference frame characterizes the various methods. Approximations that are first-or second-order accurate in a suitable reference coordinate are derived in this paper. The free parameters associated with these methods provide flexibility in generating a large family of adaptive grids with smooth grid spacing ratio and high resolution. A selected group of this family of adaptive grids may prove very useful in adaptive computations of partial differential equations. The adaptive grids are numerically generated using these approximations. Numerical examples are given that exemplify the usefulness of these adaptive grids.
ential equation (pde) exhibits singular or near-singular behavior. Examples occur in shock waves, traveling waves, and boundary layers. A correct selection of adaptive grids will produce a highly accurate solution at an optimal cost. However, the use of adaptive grids may increase the level of algorithmic complexity. The overall advantages of using adaptive grids in an appropriate way compensate for the inconvenience involved in generating and using these grids in the numerical solution of a pde.
There are two basic approaches to adaptive grid computations: the embedded grid method and the moving grid method (see [1] - [26] ). A suitable account of these methods is given in Berger [3] . The embedded grid methods use a relatively coarse initial grid at each time level, with finer grid patches in the regions requiring refinement. The refined mesh patches generally consist of grid patterns that are similar in shape to the initial level coarse grid pattern but that have a more dense grid pattern. The refined mesh is generally obtained by subdividing the coarse grid element requiring refinement into two or more smaller elements. Berger [3] presented a locally adaptive mesh refinement algorithm which is internally conservative, provides estimates of the local errors, and provides heuristics for the automatic generation of the embedded grid. This technique includes several features for error estimation that provide consistent and efficient estimates of the errors across the entire mesh.
In the moving grid method, the grid points evolve with time in an appropriate manner so as to improve the accuracy, reliability, and robustness of the solution at an optimal cost. Flaherty and coworkers [1] , [2] have developed a moving mesh strategy in their finite element code based on equidistribution of discretization error.
K. Miller [21] and K. Miller and a. Miller [20] have developed a node movement scheme based on minimization of residuals. Harten and Hyman [16] have developed a moving mesh scheme in one dimension for hyperbolic equations based on averaging of local characteristic velocities. Bieterman and Babuka [4] have applied the classical method of lines to move the nodes. Dwyer [11] , [13] and Matsuno and Dwyer [19] have used Poisson's equation to generate adaptive grids. Dwyer, Kee, and Sanders [12] have also used one-dimensional integral to generate adaptive grids. The contributions of Sanz-Serna and coauthors [5] , [26] and Ramshaw [24] , [25] should also be cited. The reader is referred to Larrouturou [18] and Pervaiz and Baron [22] for some interesting applied problems using moving mesh schemes.
Here we briefly outline the idea behind the moving grid method of adaptive computations. One of the ways to describe the idea of the moving grid method of computation is as follows. A partial differential equation ( It should be noted that the grid movement is associated with the second term in (1.2) . This system is augmented by an appropriate mapping function which closes the system and couples the evolution of grid points with the evolution of the solution function u. There are some variations on this basic idea, such as explicitly decoupling the motion of the grid points and the solution variable u. The idea behind moving the grids through the formulation (1.2) is to provide smoothing of near-singular temporal development of the solution. This smoothing has the effect of allowing a larger time step in numerical solution of (1.2) We will be interested in generating adaptive grids using the second-order approximation methods (3.11) and (3.15) . Some constraints arise due to numerical approximations which we mention below. Therefore, in the coordinate we have uniform spacing, given by he 1. This convention gives a domain t that is dynamically increasing as the number of x-grid points increases. Thus, the two second-order accurate approximations of r(x) in the previous section should be interpreted as O( -) accurate, which is the order of the derivatives hidden in the O(h) terms in 3.
The function w(x; k) is chosen to have the form
The parameter k has been introduced so that this can be adjusted to obtain desired bounds on grid spacing ratio. The required adaptivity is dictated by the choice of w(x; k). However, the function w(x; k) must be properly chosen so that the mapping is one to one.
The following theorem guarantees monotonicity of the mapping provided that w(x; k) has the same sign for all x E . Even though this is very obvious, we mention it here for the sake of completeness. Similarly, it also follows that c(k) < 0 if w(x; k) < 0 in fl. Thus w(x; k) and c(k) have the same sign in FG, and hence (k)(x; k) > 0 V x e [,,x]. Usually, the form of @(. ;k) is chosen so that it is positive in [xl, xu] . Henceforth we will assume that w(x; k) is positive for all x E f.
The adaptive grids may be generated by direct integration of (4.1). However, in this procedure the grid spacing ratio often turns out be a very oscillatory function. Therefore a postprocessing operation would be required before these grids could be used for practical purposes. The postprocessing would involve smoothing of the grid spacing ratio and regeneration of the adaptive grids using this smoothed grid spacing
ratio. An alternative and better procedure would be to initially define a smooth grid spacing ratio function and use this directly for the grid generation. This not only avoids the problem above but is also less expensive. This has been the purpose behind developing the grid spacing ratio based methods in 3. In addition, use of (3.11) [:] 4.1. Parametric control of (4.5). Proposition 4.2 provides the relation (4.5) which must be satisfied by a proper choice of the mapping function w(x; k) and N. However, in practice it may be convenient to vary one or both of the free parameters k and N for a fixed form of w(x; k). Below we give details on how to choose N and k so that (4.5) is satisfied.
A set of specified values of r and r may be divided into two basic groups: (i) r > 1, r < land (ii) r _>r _> 1. Remark. The case (r 1, r 1,) corresponds to uniformly spaced grids. In terms of the constants a and b defined in (3.22) and (3.23) , these two basic groups correspond to (i)a < 0, b > 0, and (ii)b > a _> 0, respectively. The functional form of w(x; k) is usually fixed by the desired adaptivity (see 5). We now discuss how to select k or g in case (i). Case (ii) may be handled by a minor modification of case (i). In essence, we can calculate these critical points without generating the adaptive grids. Even though this method may seem to be particularly of theoretical interest, nonetheless it can be of interest in studying convergence properties of adaptive grids with increasing number of adaptive grid points. The specific form (4.14) of the adaptive function w(x; k) is chosen because a large number of adaptive functions in practice is included in this class [5] , [13] , [19] , [26] . However, the serious disadvantage is that this method requires a correct initial guess for X and the constant c (R depends on a and a depends on the constant c through (4.8)). Otherwise, XN obtained from (6.1) for N-1 will not be exactly what it should be, i.e., the right boundary of gtx. However, for large N, c and xl are easy to obtain from direct integration of (4.1). Xl is obtained from interpolation and the constant c is obtained from (4.9). In the computations below, we use the continuous function R R2 (this has been found to be a more efficient grid generator than others) and the following adaptive function: k) (k + In (6.2), the parameter k is user specified. The parameter k should be properly Then it follows from (6.4) that when k approaches infinity, c cwx approaches zero and the grid spacing ratio R (see (3.12) and (3.16)) approaches unity. Thus, in this limit we have uniformly spaced grid points.
It also follows from (6. 3) that in the other limit, k approaching zero, a cw becomes singular at zeros of f and f, which is not allowed by the constraint (3.21). We remark that in most practical instances, the function fx is likely to have a zero in the domain of interest (this is true in the examples below). Thus it will be necessary to choose k greater than some minimum value kmin. In fact (3.21), (4.10), and (4.14) imply that the parameter k must lie within some range and this can be easily calculated if desired. The higher the value of a in (6.5), the steeper the function is. ( We should note that a smoother function than this is considered in [19] should be able to resolve this fast variation. We generate the adaptive grids using k 1 in (6.2) and N=1001 grid points. The function in the reference frame (grid index space) is shown in Fig. 6.1(b) . We see that the function is considerably spread out in the region of interest. In Fig. 6 .1(c) we have plotted log(n(/)), where n(i) are computed from (3.1). We see that the maximum grid concentration is 2 104, equivalent to having 2 104 uniformly spaced grid points. Near the endpoints of the domain, where the function is constant, the resolution is at a minimum and is about 6 102. This amounts to roughly a twofold increase in the grid spacing there. In Fig. 6.4(a) we have plotted continuous and discrete resolutions as calculated from (2.1) and (3.1) for the same function (6.6) . We see that the comparison is excellent, as these are virtually indistinguishable. In Fig. 6 .4(b) we have plotted peak values of both continuous and discrete resolutions, as functions of the parameter k.
Here again these two plots seem to agree very well. These calculations justify the use of (3.15) for adaptive grid generation.
Note. It will be useful to note the following which, in part, we have mentioned in 4 and in the above analysis of computational results: (i) peak resolution and peak grid spacing ratios are decreasing functions of k. Thus high values of maximum resolution and low values of grid spacing ratio, both of which are desirable, act against each other. It therefore follows easily that to contain grid spacing ratio within some limit, there is an upper bound on the maximum resolution and hence a lower bound on the value of k (see Fig. 6.3(b) ). (Of course, this value of k must be greater than kmin, as mentioned earlier.) These observations bear on what follows next.
6.1. Grid generation with r and ru specified. The monotonic profiles of extreme values of (k) and R(k) in Figs. 6.3(a) and 6.3(5) can be used to advantage in automating the procedure for generating adaptive grids with following properties: (i) highest possible peak resolution and (ii) grid spacing ratio within some prescribed limits r and ru. The importance of the first consideration is obvious, as this is one of the motivating factors behind adaptive grid generation. As mentioned earlier, the second consideration is important for stability of some numerical methods on adaptive grids. 6 .5(a) it follows that k must be chosen so that (6.8) k >_ max(k(rz),k(r)).
This will ensure that the grid spacing ratio is within the prescribed limits. However, in order to have the highest possible resolution, the smallest allowed value of k should be chosen (see , we show the grid spacing ratio of the adaptive grids that are generated with prespecified r 0.85 and ru 1.25 . The graphs rmin (k) and rmax(k) are constructed numerically and the value of k is chosen from these graphs according to (6.9) . This is shown in Fig. 6 .5(a).
With this choice of k, the adaptive grid is generated. The grid spacing ratio of this generated adaptive grid is shown in Fig. 6 .5(b). We find rmax 1.25 and /'man 0.87015 (see Fig. 6 .5(b)) and hence this adaptive grid is an acceptable grid according to our earlier discussion.
This section has been devoted to justifying the validity of formula (3.1) in constructing a suitable set of grids. However, the practical algorithms for construction of adaptive grids with or without the prescription of r and ru have to be different for the following reasons: (i) if N is small, then the XN obtained from our algorithm will not in general be the right boundary x of fx; (ii) in this algorithm with rl and r specified, the appropriate value of k is obtained from the curves rmin(k) and rmax(k).
However, since these curves are monotone, a Newton type algorithm can easily be devised to find the appropriate value of k. This way these curves need not be generated at all.
In 7 we address some practical algorithms for generating adaptive grids. In 8
we apply these to solve some applied problems. To this end, we would like to add the following remarks. (6.9) ). However, there exists a possibility of introducing another parameter so that the generated grid has spacing ratios rmax r and rmin rl.
7. A practical algorithm. In the previous section we described a simple algorithm which works well with a large number of grid points. The algorithm is well suited for the purpose of demonstrating the worth of the new adaptive grid generators. However, this algorithm needs to be modified so that it works with any arbitrary number of adaptive grid points.
Since the boundary points x0 and XN of the domain f are known, construction of adaptive grids using (6.1) requires solving a system of (N-1) coupled equations. The (N-1) coupled difference equations (6.1) satisfy the equation experiments: The constant c should be initially calculated using (7.3) for the first few iterations until the convergence rate slows down, and thereafter c is to be held fixed at a value between two to four times its current value. Also with some trial and error, a suitable value of c can be found which can be kept fixed all through the iterations.
It must be stressed at this point that some care should be exercised in selecting the criterion for convergence, otherwise the error in the grid location can be more than the smallest size of the adaptive grid, which is not known a priori. For example, this may be dynamically set at 1% of the smallest grid spacing of the current iteration level.
We consider yet another example which will also be of interest in the next section:
where e is a constant. We chose e 0.001. The grids were generated for this function using the above algorithm with k also desirable. Due to this nonuniformity, an adaptive grid with highest maximum resolution may not always be desirable. In the Fig. 7.1 The initial and boundary data are chosen appropriately using (8.2) . Note that the initial data corresponds to the example used in 7, except for the value of e.
There are many methods for adaptive computations of partial differential equations. Since our main focus here is in the use of the grids, we have chosen a simple method, namely, the static regridding method [26] . In static regridding method the adaptive grids are generated at every time interval and computation is advanced one time level on these adaptive grids.
The initial set of adaptive grids is generated using our algorithm of the previous is usually referred to as the flux function. Appropriate initial and boundary data will be specified later. Physically, (8.3) describes the conservation of mass of water saturation s in porous media flow, e.g., water pushing oil in porous media [14] . grid generated by our method. The random choice method is a semianalytical technique based on a constructive existence proof for solutions of hyperbolic equations due to Glimm [14] . This was developed into a numerical method by Chorin [7] . We give a very brief description of the method. For details, see [7] , [15] , [23] . The solution at any time level is approximated by piecewise constant data. To advance the solution in time, the Riemann problem at each location of discontinuity is solved. The solution within each mesh cell at the new time level is the exact solution of the Riemann problem at a point chosen at random within that mesh cell. The timestep is chosen so that the Riemann problem solutions do not interact during that time interval. The method is shown in Fig. 8.3 .
In the example below we choose # 0.1 and the following initial data: s=s* fors<0.5 and s-0 fors>0.5, where s* is shown in Fig. 8.2 . This allows the initial discontinuity to travel at an exact speed of 2.15831. [13] and Matsuno and Dwyer [16] for adaptive grid generation. In [16] 
