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ABSTRACT 
 
 The purpose of this thesis is to develop a theoretical method to estimate the optical 
properties and response of a homogenous, apposition microlens array.  While other similar 
studies of microlens arrays have been performed, none were found to determine the total field of 
view, overlap in the field of view nor the estimated maximum resolution when using a broadband 
illumination source based on system parameters and spectral distribution of the input source.  
The necessary elements of optical theory and equations required for the derivation of the field of 
view parameters and broadband resolution are presented, including all the assumptions and 
constraints that were applied.  The mathematical simulation model was implemented in MatLab 
and the simulated results are compared with experimental ones.  Both results are shown to be 
accurate to within an acceptable factor.  Finally, all MatLab code written for this thesis is 
included as attached m-files. 
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BACKGROUND 
 
 Over the span of millions of years, nature has forced organisms to evolve to become 
highly efficient in their energy use.  For a certain species, if a particular mechanism will increase 
its chance of survival then that trait or mechanism will be passed on to the next generation.  
Classic examples would be of deep cave-dwelling animals where they live in complete darkness 
and have evolved to not have eyes.  Another example includes certain species of chameleon that 
have the ability to change the color of their skin to help regulate their body temperature, aid in 
camouflage, and for social signaling.  Many of these specialized mechanisms have direct 
similarities and application to man-made technologies.  Instead of “reinventing the wheel”, there 
is a field of study whose purpose is to artificially recreate these mechanisms. 
 Biomimetics is “the study of the formation, structure, or function of biologically 
produced substances and materials (as enzymes or silk) and biological mechanisms and 
processes (as protein synthesis or photosynthesis) especially for the purpose of synthesizing 
similar products by artificial mechanisms which mimic natural ones” [1].  An application of 
biomimetics is the artificial compound eye.  Natural eyes are broadly classified in two types:  the 
single aperture eye typically found in humans and other mammals, and the compound eye found 
in insects and crustaceans.  A compound eye consists of a curved surface, almost hemispherical 
in shape, with several micro lenses arranged in an array.  The actual number of micro lenses, also 
called lenslets, depends on the particular species ranging from the water fly which has a few 
hundred lenses, to worker bees which have a few thousand lenses, up to the Japanese dragon fly 
which has tens of thousands of micro lenses [2, 3].  The two main types of compound eyes are 
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the superposition compound eye and apposition compound eye.  While both serve similar 
purposes, their working mechanisms differ greatly. 
 In the superposition eye, each photoreceptor’s signal is a superposition of light from an 
array of lenslets so it is very light sensitive but spherical aberration are more significant since it 
is effectively a summation of each contributing lenslet’s aberration [2].  Due to the superposition 
of light, each photoreceptor has a higher photon count compared to an apposition eye and so 
these eyes can be commonly found in nocturnal insects or in crustaceans that live in deep waters 
where there is lower lighting.  An apposition eye has each lenslet matched to a photoreceptor 
allowing for fast visual processing but at a lower intensity contrast compared to a superposition 
compound eye [4].  In natural apposition compound eyes each optical channel – composed of the 
lenslet, photoreceptor, and channel between the microlens and photoreceptor -- is called an 
ommatidium. Between ommatidiums, pigments form opaque walls to prevent information 
entering a particular ommatidium to reach a photoreceptor belonging to a surrounding 
ommatidium and turn into a pseudo-superposition compound eye. 
 Since insects are significantly smaller than most mammals, their visual system are 
typically smaller in volume, require less processing power, and require less energy to construct 
and maintain than mammalian eyes [2].  Thus, for insects it would be a disadvantage to have 
single aperture eyes instead of compound eyes.  Furthermore, compound eyes allow larger field 
of view, faster processing of visual information, better night vision, and in certain species, 
compound eyes allow the detection of different polarization states [5].  However, all this comes 
at the cost of having lower spatial resolution [5, 6]. 
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selling them.  Therefore, microlens arrays need to be thoroughly characterized for next 
generation imaging techniques.  The focus of this thesis will be on the theoretical and 
experimental assessment of the optical responses of microlens arrays.  The goal of this study is to 
be able to estimate a microlens array’s optical response based solely on its specifications and 
experimental setup parameters. 
 In the next chapter the theory needed to assess a microlens array’s spatial resolution and 
field of view will be presented followed by simulation results.  The following chapter will 
describe the experiment used to validate the estimated parameters from the simulations.  This 
will include the experimental setup, calibration procedures and experimental results.  The 
discussion chapter will compare the simulation with the experimental results and provide an 
assessment of predictive capabilities of the simulation model.  Finally the references and 
appendix containing a copy of the MatLab simulations codes will conclude this thesis. 
 
  
5 
 
THEORY 
OVERVIEW 
 In this chapter, the theory to determine the spatial resolution and field of view for an N x 
M microarray lens using a broadband light source will be presented.  First, a brief overview of 
fundamental optics theory relevant to characterization and simulation of microlens arrays will be 
given.  This will include the basics of imaging with a single-lens, and the concept of field of 
view and resolution for a monochromatic as well as a broadband source.  The chapter concludes 
with simulation results for the resolution and field of view. 
 As mentioned in the previous chapter, a microlens array (MLA) is a homogenous array of 
several lenslets typically arranged in a square grid arrangement of lenslets but other geometries 
do exist [5, 14].  The lenses are commonly spherical or parabolic plano-convex lenses depending 
on whether it is a round or square aperture, respectively.  The distance from one lens center to 
the adjacent lens center is known as the pitch (see Figure 2), which can be different from the 
diameter of the lens.  Each lenslet produces its own unique image and each image does not 
overlap with adjacent images at the image plane.  As a result, each individual lenslet can be 
modeled as a single-lens imaging system.  Similarly, the resolution of microlens array will be the 
same as the resolution for an individual lenslet.   
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Resolution 
 To calculate the maximum theoretical resolution of a single-lens, the resolution equation 
based on Rayleigh criterion can be used as given in eq. (4).  The resolution is a function of the 
wavelength, λ, of the incoming light and the numerical aperture, NA, of the lens.  In Figure 4, if 
the angle, θ, is smaller than 8o then the small angle approximation can be used in solving for the 
NA of the lens, as shown in eq. (5), where n is the index of medium of propagation (n ≈ 1.0 for 
air).  Substituting eq. (2) into (5) gives eq. (6) which relates NA to lens and image parameters.  
Substituting eq. (6) into (4) results in the equation for resolution, given by eq. (7).  It should be 
noted that this equation for maximum theoretical resolution is valid provided that the light source 
is a coherent, monochromatic beam. 
 
 ܴ݁ݏ݋݈ݑݐ݅݋݊ = 1.22 ߣܰܣ  
(4)
 ܰܣ = ݊ sin ߠ ≈ ݊ tan ߠ (5)
 ܰܣ ≈ ݊ݕଵ2ݖଵ =
݊ݕଶ
2ݖଶ  
(6)
 ܴ݁ݏ݋݈ݑݐ݅݋݊ ≈ 2.44 ߣ ݖଵ݊ ݕଵ =
2.44 ߣ ݖଶ
݊ ݕଶ  
(7)
 
Modulation Transfer Function 
 The resolution can also be experimentally determined for real lenses.  Given an optical 
setup, there are different methods and interpretations as to what is the smallest resolved feature.  
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One standard procedure to measure resolution is using the modulation transfer function (MTF).  
The formal definition of the MTF is: 
 ܯܶܨ =	max(ܫ݊ݐ݁݊ݏ݅ݐݕ) − min(ܫ݊ݐ݁݊ݏ݅ݐݕ)max(ܫ݊ݐ݁݊ݏ݅ݐݕ) + min(ܫ݊ݐ݁݊ݏ݅ݐݕ) 
(8)
 
For an optical system with no significant aberrations present, the MTF can also be modeled as in 
eq. (9) and (10) as a function of the NA and wavelength [18].  Here v is the frequency of the 
input in line pairs per millimeters. 
 ܯܶܨ = 2(߮ − cos߮ sin߮)݊  
(9)
 ߮ = cosିଵ ൬ ߣ ݒ2 ܰܣ൰ 
(10)
 
 In control systems theory, the modulation transfer function would be analogous to a 
swept sine wave analysis where a system’s frequency response is characterized by recording the 
system’s response to a swept sine input.  Similarly, a modulation transfer function is the 
frequency response to a binarized swept sine input in the form of a target with lines of decreasing 
line pair spacing (Figure 5) or a target with sets of lines of varying gap spacing (Figure 6). 
 There are several definitions of cutoff frequency, and each definition leads to a different 
calculated resolution.  One of the more common definitions for cutoff frequency and the one 
used in this study is the Rayleigh criterion which defines the cutoff frequency to be when the 
response decays to 25% (for incoherent illumination) of its maximum value, or approximately -
3dB [19]. 
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Figure 7: Example of a modulation transfer function for a USAF target similar to Figure 6.  
MTF of targets in groups 2, 3, 4 and 5. 
 
Broadband Resolution 
 The equations for resolution, eq. (4) and therefore (7), depend on the wavelength of the 
input light.  To determine the resolution with a broadband source (i.e. white light), the spectral 
distribution of the input light and the optical response of the system must be known for multiple 
wavelengths of the given spectrum.  Subbarao [20] showed that the broadband resolution can be 
calculated using the optical transfer function (OTF) as shown in eq. (11) and (12) 
 
ܱ஻(ߩ) =
1
ܣ න ܲ(ߣ) ௌܱ(ߩ, ߣ)
ஶ
ିஶ
݀ߣ ܽ݊݀ 
(11)
 
ܣ = න ܲ(ߣ)
ஶ
ିஶ
݀ߣ 
(12)
where OB and OS are the optical transfer functions of the system for a broadband and 
monochromatic source, respectively, and P is the spectrum for the broadband source.  However, 
0
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these equations are for a continuous OS and P, suggesting that an OTF exists continuously for 
every wavelength included in the spectral distribution.  Since this is not possible, the discrete 
case is given in eq. (13) and (14) which can also be found in Subbarao’s work [20].  Here it is 
assumed that the spectral distribution is negligible outside the range of λ1 to λm+1 and can be 
divided into m intervals where the distribution can be modeled as a linear function within each 
interval.  
 
ܱ஻(ߩ) =
1
ܣ ෍ න ܲ(ߣ) ௌܱ(ߩ, ߣ) ݀ߣ
ఒ೔శభ
ఒ೔
௠
௜ୀଵ
 
(13)
 
ܣ =෍න ܲ(ߣ) ݀ߣ
ఒ೔శభ
ఒ೔
௠
௜ୀଵ
 
(14)
 
 In this thesis, the method used to characterize the optical response is the MTF and not the 
OTF so eq. (13) must be modified for the MTF of a broadband source (MB) as a function of the 
MTF of a single wavelength (Ms).  By definition of the OTF, the MTF is equal to the magnitude 
of the OTF, as shown in eq. (15) [21].  Also note that the spectral distribution, P, is positive for 
all values of λ such that A = |A|.  Taking into account these two points, eq. (13) becomes eq. (16) 
 ܯ(ߩ, ߣ) = |ܱ(ߩ, ߣ)| and ൫ܯ(ߩ, ߣ)൯ଶ = |ܱ(ߩ, ߣ)|ଶ = ൫ܱ(ߩ, ߣ)൯ଶ   (15)
 
|ܱ஻(ߩ)| =
1
ܣ อ෍ න ܲ(ߣ) ௌܱ(ߩ, ߣ) ݀ߣ
ఒ೔
ఒ೔శభ
௠
௜ୀଵ
อ 
(16)
 
|ܱ஻(ߩ)| ≤
1
ܣ	൭෍	න |ܲ(ߣ)|
ଶ ݀ߣ
ఒ೔
ఒ೔శభ
௠
௜ୀଵ
൱
ଵ ଶൗ
൭෍ න | ௌܱ(ߩ, ߣ)|ଶ	݀ߣ
ఒ೔
ఒ೔శభ
௠
௜ୀଵ
൱
ଵ ଶൗ
 
(17)
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ܯ஻(ߩ) ≤
1
ܣ	൭෍	න |ܲ(ߣ)|
ଶ ݀ߣ
ఒ೔
ఒ೔శభ
௠
௜ୀଵ
൱
ଵ ଶൗ
൭෍ න |ܯௌ(ߩ, ߣ)|ଶ	݀ߣ
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௠
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൱
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(18)
 
Applying Hölder's inequality (specifically Schwarz's inequality) to eq. (16) results in eq. (17) and 
finally substituting the definition of OTF from eq. (15) to eq. (17) results in eq. (18).  This 
equation estimates the theoretical MTF of a broadband light source as a function of the spectral 
distribution and the MTF at single wavelengths.  It is important to note that this derivation of the 
broadband MTF is by definition the upper bound for the MTF.  By definition of the Schwarz’s 
inequality, the equality sign changed to represent the upper limit.  Additionally, if eq. (9) and 
(10) are used to generate the monochromatic MTFs it was assumed that there is no significant 
aberration in the optical system but it has been shown in other works that aberrations are in fact 
present [2, 15] but not as significant compared to that of “bulk optics” [2].  Incorporating eq. (18) 
and (14) into MatLab is relatively simple assuming that the spectral distribution is known.  The 
MTF of a single wavelength is calculated using eq. (9) and (10) and the trapezoidal rule is used 
for the numerical integration and summation involved in eq. (18).  The code used for this 
simulation can be found in the appendix. 
 
FIELD OF VIEW 
 Field of view (FOV) can be described as the angular or lateral extant of visual 
information.  Assuming the optical setup presented in Figure 4, the angular field of view for that 
system will be equal to 2θ and is typically given in units of degrees.  The lateral field of view, 
also called the “flat field of view” [19], for the same system would be equal to 2y1 and is given 
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as the lateral field of view (y1) at an axial distance (z1).  In this thesis, FOV will be defined in 
terms of lateral distance. 
 The FOV of a single-lens system can be calculated with the assumption that the resulting 
image at the image plane cannot be larger than a length y3 such that y2 ≤ y3 (see Figure 4a, the 
need for this restriction will become apparent shortly).  Given f, y2, and z2, then y1 can be 
determined using eq. (1) and (2).  To calculate the FOV of a MLA, recall that a MLA is simply 
an array of single-lens imaging systems.  Therefore the method to determine the FOV of single-
lens can be applied to the lenslets of the MLA. 
 Two adjacent microlenses will each produce its own individual image, however, if each 
sub-image is sufficiently wide then they will overlap with one another.  To prevent crosstalk 
between optical channels, and thus rendering the apposition MLA into a quasi-superposition 
MLA, a constraint on the size of y2 must be imposed that the image length will not be larger than 
the pitch must be observed (i.e. y2 ≤ p).  To enforce this constraint, appropriate values for z1and 
z2 will be selected, so that the image is not excessively magnified.  Conversely, if the sub-image 
is too small, then the MLA will not be used to its full potential as there will be unused pixels on 
the imaging sensor.  An alternative method of controlling the image size is by manipulating the f-
number with respect to the distance between the microlens and imaging plane [12] but this would 
require exchanging the MLA. 
 To achieve parallaxing there must be overlap in FOV; this creates a second constraint.  
To check for overlap, eq. (19) and (20) had to be derived to determine the validity of overlap for 
a given planar direction.  If there is overlap, then the total lateral overlap is given by eq. (21) 
where N is the total number of microlens for the given lateral direction as the overlap. To 
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 The two conditions placed on the FOV are: size of y2 must be imposed that the image 
length will not be larger than the pitch must be observed (i.e. y2 ≤ p) and to achieve parallax 
there must be overlap in FOV (i.e. y1 ≥ p).  To simplify these two constraints, the only case 
where y1 = p and y2 = p is in a 2-f system which happens where there is no scaling between the 
image plane and the object plane.  With this simplification the only situation where both 
constraints are satisfied and thus effectively reducing the constraints to one condition, is when 
the sub image is minimized, in other words, if z2/z1<1 then overlap and parallax exist. 
 
SIMULATION RESULTS 
 To calculate all of the MLA parameters, the following input variables are needed as the 
minimum inputs set to carry out the calculation: the focal length of the MLA (f = 5.2 mm), pitch 
of the MLA (p = 150 µm), distance from the object plane to the MLA (z1 = 24.89 mm), the sub-
image size (y2 = 0.079 mm), and the number of lenslets (N = 31).  The values of these variables 
were chosen to match those in the experimental setup.  From these variables, the remaining 
parameters were calculated: 
• z2 = 6.57 mm 
• y1 = 0.300 mm 
• Magnification = 0.264 
• FOV = 4.80 mm 
• Overlap = 4.47 mm 
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 The simulation results for the broadband spatial resolution simulation are given below.  
The inputs required for this simulation include the distance from the object plane to the MLA, 
the focal length of the MLA or the distance from the MLA to the image plane, the sub-image 
size, and the spectral distribution of the input light, seen in Figure 9 (values for these variables 
were determined from the FOV calculations above).  The resulting MTF curve can be seen in 
Figure 10 and partial results can be seen in Table 1.  Applying the Rayleigh criterion for 
resolution, the cutoff frequency corresponding to ~25% MTF is 22.64 lp/mm which corresponds 
to a lateral resolution of 22.08 µm. 
 
 
Figure 9: Spectral distribution of the LED flashlight used for the input source. 
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Figure 10: Broad band MTF curve. 
 
Table 1: MTF simulation results. 
% % (actual) lp/mm µm
<100 99.9 8.62 58.0
75 74.9 13.7 36.6
50 50.2 17.9 27.9
30 30 21.6 23.2
25 25.1 22.6 22.1
20 20 23.9 21.0
10 9.91 27.1 18.5
5 5.04 29.4 17.0
4 4.04 30.0 16.7
3 3.05 30.7 16.3
2 1.96 31.6 15.8
1 1.01 32.6 15.3
0.1 0.100 34.5 14.5
0 0 35.4 14.1   
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 To determine the spectral distribution of the LED flashlight, the flashlight illuminated an 
optical fiber which was coupled to an Ocean Optics USB2000+ spectrometer.  The resulting 
data, seen in Figure 9, was exported to a MatLab m-file to be used for the broadband resolution 
simulation discussed in the previous chapter. 
 This particular microlens array is made of fused silica (n~1.50) in a square grid 
arrangement of lenslets with a pitch of 150 µm.  The lenslets are circular, plano-convex spherical 
lenses of diameter 146 µm and a focal length of 5.2 mm.  The MLA is placed in a custom 
machined, 3mm thick aluminum mount with a 1 inch outer diameter so it can be placed in 
standard 1 inch optical mounts as well as in C- and CS-mounts.  The MLA is 10 mm x 10 mm x 
1.2 mm with approximately 66 x 66 micro lenses.  However, the effective CCD image sensor is 
smaller than the MLA so not all lenslets will be imaged.  The only parameter this will affect is 
the number of microlenses when calculating FOV. 
 Since the MLA has to be placed close to the CCD sensor due to the relatively small z2 
distance, the MLA had to be mounted inside the CS-mount tube and is held in place by a 2 mm 
thick retaining ring (Edmund Optics, NT58-70) on each side of a the MLA, see Figure 12.  
Currently, whenever the setup is changed the CS-mount has to be removed from the Watec main 
body and the retaining ring has to be rotated with a spanner wrench.  The position of the 
retaining ring to the front of the CS-mount is then measured with a micrometer and added to the 
distance from the intermediate plane to the front of the CS-mount, resulting in z1.  Once the rear 
retaining ring is positioned, the MLA and front retaining ring are placed back and the CS-mount 
is placed inside the camera body.  The reason the MLA is measured in this manner is because the 
CCD array of the camera is inaccessible and thus z2 can never be directly measured.  Due to this 
coarse mounting method, the positioning of the MLA is a very iterative and arduous task.   
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The calibration procedure of the MLA is as follows: 
C.1) Place resolution target at the object plane 
C.2) Mount the rear retaining ring and measure z3 with a micrometer, see Figure 12, and 
adjust z3 by adjusting the position of the retaining ring  
C.3) Insert the MLA and mount, and the front retaining ring into the C-mount such that the 
MLA and mount sits flush with the rear retaining ring. 
C.4) Place MLA/CCD system in experimental setup such that the distance from the 
conjugate object plane to the MLA is approximately the required z1. 
C.5) Repeat steps (C.2)-(C.7) until the measured z1 matches the desired z1. 
C.6) The system will produce the sharpest image when it is in focus, or in other words 
when it satisfies the imaging equation, seen in eq. (1).  So actuate the linear stage 
until the resulting image of the resolution target is in focus. 
C.7) Measure the distance from the conjugate object plane to the front of CS-mount and 
add z3 to this number.  This is z1.  Use eq. (1) to calculate the actual z2. 
C.8) Compare to the desired z2. 
C.9) Remove the front retaining ring and MLA/mount and adjust z3 accordingly. 
C.10) Repeat steps (C.2)-(C.9) until z2 is the desired length. 
C.11) Remove the target from the object plane. 
 
Field of View 
 Once the calibration has been completed, the first experiment is the FOV experiment.  
From this experiment, the remaining system parameters needed for the resolution experiment 
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will be calculated.  As clarification, the spindle of a micrometer caliper is the cylindrical shaft 
that is actuated when the thimble is rotated.  The anvil of a micrometer is the component that the 
spindle moves towards and if there is not object being measured, then the spindle would make 
contact with if fully actuated. 
F.1) Starting with a calibrated system from previous calibration procedure, insert a 
micrometer caliper into the object plane and image the gap between the anvil and 
spindle. 
F.2) Move and actuate the micrometer laterally until the gap created by the anvil and 
spindle only under-fill one set of MLA sub-images per side, see Figure 13 and Figure 
14.  Make note of the distance between the anvil and spindle as it will be the 
experimental value for the total FOV. 
F.3) Save a picture of the resulting image from the CCD. 
F.4) From the resulting image, count the number of microlens that are visible between the 
micrometer edges, see Figure 13, this will be N, the total number of lenslets. 
F.5) Also from the resulting image, determine the diameter, in pixels, of each sub-image.  
Multiply the diameter by the actual width of each pixel in the CCD.  This will be y2. 
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 From this calibration procedure, the total FOV, number of lenslets, and y2 were 
determined.  From the previous calibration procedure, z1 was determined.  From these, the total 
overlap and (calculated) total FOV can be estimated from eq. (21) and eq. (22) respectively.  If 
the measured total FOV and the calculated total FOV are close, then the system is well 
calibrated. 
 
Broadband Resolution 
 To experimentally calculate the resolution, one inserts a resolution target (Figure 15a) in 
the object plane of a calibrated MLA imaging system and records the resulting image. (For more 
information on resolution targets, please refer to the modulation transfer function section in the 
Theory chapter.)  After the image has been recorded in a data file, it must be loaded into a 
software, such as MatLab, that is capable of converting the RGB data to intensity values. 
 To determine the MTF of an intensity image, one should focus on a specific line pair or a 
line set (Figure 15b) depending on whether the target is a chirped frequency resolution pattern or 
a USAF 1951 resolution target, respectively.  The next step is to determine the maximum and 
minimum intensity for the line pair and apply eq. (8) to calculate the MTF (Figure 15c).  This 
procedure is repeated for line pairs of increasing spatial frequencies to obtain a frequency 
response similar to Figure 7. 
 An MTF is typically given by percent contrast as a function of line pair per millimeter 
(lp/mm) where a line pair is defined as a black and white line pair.  Once the cut off frequency, 
ωc, has been determined it can be converted to resolution by eq. (23). 
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DISCUSSION 
 
 In this chapter, the simulation results presented in the theory chapter and experimental 
results from the previous chapter will be compared and discussed, including potential sources for 
discrepancies.  In this chapter, no new data will be introduced: all data and equations can be 
found in previous chapters. 
 Using eq. (22), the calculated FOV was 4.80 mm and from the FOV calibration, the 
actual FOV was 4.85 mm.  This corresponds to an error of ~2%.  Since the FOV depend on 
system parameters and can be determined geometrically from ray tracing, it is not surprising that 
the limiting factor would be the measurement accuracy.  For example, when employing the FOV 
calibration procedure, it is extremely difficult to actuate the micrometer such that only one 
lenslet is under-filled. 
 When comparing the cutoff resolution from simulation (22.1 µm) with the experimental 
cutoff resolution (35.0 µm) it is apparent that the two sets of data are not identical.  While the 
difference is approximately a factor of 1.6, it can be easily accounted for by spherical 
aberrations.  The broadband resolution simulation effectively accounts for chromatic aberration, 
nonetheless it does not account for any spherical, coma, or field curvature aberration.  These 
aberrations even can significantly affect quality research microscopes using infinity corrected 
objectives [22].  Furthermore, as shown in the theory chapter the derivation of the calculated 
resolution for the simulation, the resulting resolution will be an upper theoretical limit. 
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CONCLUSION 
 
 The aim of this thesis was to develop a method to estimate the optical properties of 
microlens arrays (MLA).  The optical response of a homogenous MLA in an apposition 
configuration was studied.  For an N x M MLA, the MLA can be considered as an array of 
single-lens imaging systems and modeled as such.  Given the minimum input variables, it was 
shown that the total FOV and amount of overlap of the MLA can be estimated for each lateral 
direction assuming that overlap did exist.  The conditions for when overlap exist was discussed 
and overlap exists only when the image is minified.  Furthermore if the input source is a 
broadband source (i.e. white light) with a known spectral distribution, a method to determine the 
broadband MTF of the system, and thus the maximum achievable resolution for an aberration 
free system, was derived from a prior method implementing the OTF for a broadband source 
[20].  Experimentally the calculated FOV was shown to be correct to a high degree of confidence 
(~2% error) and that the estimated resolution was correct to within an acceptable factor due to 
spherical aberration and by the definition of the Schwarz's inequality.  Additionally, calibration 
procedures for the experimental setup, FOV experiment, and resolution experiments were given. 
 Future work for this research project would include using a different camera to 
circumvent mounting issues with the MLA inside the camera tube  Using a camera with an 
image sensor that is more accessible would reduce mounting issues arising from mounting the 
MLA between two retaining rings inside the CS-mount of the Watec camera.  Additionally, 
deriving an alternate method to determine the broad band resolution that does not use the 
Schwarz's inequality would reduce the difference between the simulation and actual results as the 
Schwarz's inequality yields a very conservative maximum resolution.  One future application of 
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the MLA would be to incorporate axicons as the lenslets in place of the plano-convex lenslets.  
Axicons are effectively a conical lens and can generate a Bessel-Gaussian beam which is an 
approximation of an ideal Bessel beam.  Properties of Bessel beam is that is non-diffracting and 
the beam is capable of “self-healing”: if a small obstruction is placed in the path of a Bessel 
beam, then the beam can reform behind the obstruction.  Bessel beams have already been shown 
to produce multi particle (axially) optical traps [23] and MLA have already been used to produce 
a lateral array of potential wells at the focal plane, each capable of trapping [24], so combining 
the two to effectively from a three dimensional optical tweezer. 
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APPENDIX 
 The following simulations were written and conducted in Mathworks MatLab R2008a 
and R2010a on personal computers running Windows XP Professional SP3 (x86) and Windows 
7 Professional (x64), respectively. 
 
FOV TOOLKIT 
 This MatLab simulation of the FOV is a numerical implementation of eqns. (1), (3), and 
(19)-(22). By inputting the focal distance, the pitch, the (lateral) number of lenslets, z1 or z2, and 
the FOV, y1 or y2, the remaining parameters and total overlap are calculated. 
 
 Please see attached file: MLAFOV.m (File type: MatLab m-file) 
 
MTF SIMULATION 
 This MatLab simulation of the broadband MTF implements eq. (18) in addition to a 
spectral distribution of the input source and other system parameters described under the 
“Simulation Results” in the Theory chapter.  This simulation is designed to be ran independently 
of the FOV toolkit presented above. 
 
 Please see attached file: bbMTF.m (File type: MatLab m-file) 
