These are lecture notes from a course offered at the Bangalore School on Statistical Physics -X, during 17-28 June 2019, at International centre of theoretical physics (ICTS), Bangalore. These pedagogical lectures are at the introductory level, intended mainly for master/Ph.D. students or researchers from outside the field. In these lectures, we discuss about the limit laws for the sample mean and the maximum of a set of independent and identically distributed (i.i.d.) random variables as well as random walks / Brownian motion. The density of near-extreme events is also discussed. Finally, we discuss the statistics of records for an i.i.d. random sequence as well as random walks in discrete and continuous time. Some exercises are provided for the students to work out. The video recording of the lectures are available at
I. INTRODUCTION
How long does it take to go from this institute (say, starting at 9 AM) to the airport? I am sure, this is a question, the front desk of the institute gets, often. An estimate this time is given by the overage over the times taken during various past trips (say around 9 AM, to be more specific), i.e.,
Since, there won't be much variations about T for most of the trips, the sum above is dominated by the typical times, and therefore, T would be a good number to provide to the guests of the institute, most of the times. Now imagine that, the Director of the institute has to catch a flight for a very important meeting that cannot be missed (say, it's related to the funding of the future programs). Is T a good number to consider, in this case? Perhaps, a better number to consider is the maximum of the times taken in all the previous trips, .i.e.,
T max = max(T 1 , T 2 , . . . , T N ).
Of course, in reality, the fate of the funding of the institute probably does not depend on catching/missing a single flight. But, for example, it may be quite important for a student to consider the quantity T max on the day of an examination, while in most days, the student can rely on the typical times, when going to the school.
While building storm-water drains, one must consider the largest rainfall in a given region, say in the last 100 years, rather than the typical rainfalls, so that the city does not get flooded during heavy precipitation events. Similar considerations must be also taken while building a dam (to protect against maximum flow) or a bridge (to protect against maximum load over it). Extreme events such as earthquakes, tsunamis, extremely hot or cold days, financial crashes etc. are rare events. They do not happen everyday. But if/when they happen, they can have devastating effects. Hence it is of absolute importance to estimate, the magnitude of such catastrophic events, when they occur.
For a set of random variables, {X 1 , X 2 , . . . , X N } (need not be only positive as in the example of time taken for a trip discussed above), when there is "not much variations" among them (we shall be more specific later), the sample average
is a good representation (for large N) of the typical events, whereas their maximum (or minimum)
X max = max(X 1 , X 2 , . . . , X N )
represents extreme events. Note that both the sample mean X and extreme value X max are random variables, that varies from one realization of {X 1 , X 2 , . . . , X N } to another. In these lectures, we see that the sample mean X and the extreme value X max for a set of i.i.d. random variables follow very different statistics.
Another important issue is the crowding of the events in the vicinity of the extreme event. Clearly, if there are many events whose magnitude are similar to (slightly less than) that of the extreme event, then the near extreme events are equally important. Therefore, it is desirable to have a knowledge about the density the near-extreme events. We address this in these lectures.
The third topic we discuss during these lectures is the statistics of records. When the events are recorded sequentially, then the maximum of the magnitudes of all the events till the observation time, grows intermittently, as the observation time progresses, -i.e., the maximum value stays the same for some random duration of time, then it jumps to a new value instantly, and then stays with the new value for some other random duration before jumping up to another value, and so on. Every time the maximum changes to a new maximum is called a record event. The record process (a random staircase process) describes how the new maximum arrives. The frequency of records (i.e., the number of record in a given time) is an important observable as it highlights the changes (if there is any) in the frequency of occurrence of extremal events due to changing conditions -e.g., we often hear about how record breaking weather extremes are becoming increasingly more frequent nowadays due to climate change. The study of records for i.i.d. random sequence provides a useful null model against which other studies can be compared.
II. STATISTICS OF SAMPLE MEAN OF A SET OF I.I.D. RANDOM VARIABLES
Let us consider the set {X 1 , X 2 , . . . , X N } of i.i.d. random variables drawn from a common probability function (PDF) p(X), whose characteristic function is given by the expectation value e ikX := e ikX p(X) dX = e g(k) ,
where g(k) is known as the cumulant generating function, because, if all the cumulants of p(X) exist (finite), then
where X n c is the n-th cumulant. In particular, if the n-th cumulant exists, it can be obtained as, 
Compute its characteristic function, and consequently, the cumulant generating function, and show that they are respectively given by
Therefore, all the cumulants higher than the second, are identically zero for Gaussian random variables.
Since the random variables are i.i.d., the characteristic function of the sample mean defined by from Eq. (3) is given by
A. Distributions with a finite variance
For distributions with a finite variance σ 2 , from Eq. (7), one must have
The mean µ may or may not be zero, depending on the distribution. Therefore,
For large N, neglecting the higher order terms in the above expression, and comparing with Eqs. (8) and (9), we find that the PDF of the sample mean approaches the Gaussian distribution 1
Therefore, the standard deviation of the sample mean decreases as 1/ √ N with increasing N. In other words, the sample mean X is highly peaked around the mean value µ for very large N.
The limiting distribution: Let us consider the scaled random variable
Then, from Eq. (13), we get
The above N-independent, exact limiting distribution also follows from Eq. (11),
which is the second cumulant of Eq. (15). Equation (15) is the statement of central limit theorem.
Exercise 3. Show that when the random variables are drawn from a Gaussian distribution [Eq. (8) ], the sample mean given by Eq. (3), also follows an exact Gaussian distribution for any N. That is why, the Gaussian distribution is called a stable distribution.
B. Distributions with infinite variance
There are many distributions which do not have a finite variance (and for some even the mean is not finite). For simplicity, let us consider only symmetric distributions, i.e., p(−X) = p(X). Since the mean is zero by symmetry and variance X 2 c is infinite, according to Eq. (7), g(k) for small k, must have the form
Therefore, we have
Consequently, the characteristic function of
in the limit N → ∞, becomes
Exercise 4. Consider a PDF p(X) whose characteristic function is exactly given by e ikX = e −|k| α . When the random variables are drawn from this distribution, show that their scaled sum given by Eq. (18) follows the same distribution for any N. In other words, e −|k| α with 0 < α ≤ 2 is characteristic function of a stable distribution. For a symmetric p(X), the variance is also the second moment
It is evident that the above integral is finite as long as the tails of p(X) decay faster than |x| −3 . For the |x| −3 tails, the integral
Example: consider the PDF
whose tails decay as |x| −3 . The characteristic function is exactly given by
where K 1 (z) is the modified Bessel function of the second kind. For this, the cumulant generating function is given by
where γ = 0.5772 . . . is the Euler-Mascheroni constant. It is easy to check that g (k) diverges logarithmically as k → 0.
Therefore, for any PDF having power-law tails p(X) ∼ A |X| 1+β with 0 < β < 2 and A > 0,
the variance is infinite. Let is compute its characteristic function, and consequently, the cumulant generating function. Since the PDF is symmetric, the characteristic function becomes
For a reason that will soon become clear, we rewrite the above expression as
where we have used the normalization condition
where we have added and subtracted the tails given by Eq. (24). So far, Eq. (27) is exactly equal to Eq. (26). Note that, the above integrals are well-behaved near X = 0. Making a change of variable |k|X = w, it is easy to see that the first integral on the right hand side of Eq. (27) results
where
Since p(X) − A/|X| 1+β decays faster than A/|X| 1+β as |X| → ∞, the second integral on the right hand side of Eq. (28) is o(|k| β ) for small k. Therefore, from Eq. (28) we get
and consequently,
Comparing Eqs. (17) and (32) gives α = β and c = b(β ).
Exercise 5. Find the characteristic function of the PDF
and show that it is a stable distribution.
To summarize, in this section, we have shown that the sum of N i.i.d. random variables, when appropriately shifted and scaled with respect to N, is described by limit laws (in the limit N → ∞). In the next section, we discuss the limit laws for the maximum of a set of i.i.d. random variables.
III. STATISTICS OF THE MAXIMUM OF A SET OF I.I.D. RANDOM VARIABLES
Let us consider the set of i.i.d. random variables {X 1 , X 2 , . . . , X N }, drawn from a common PDF p(X). Let X max = max(X 1 , X 2 , . . . , X N ), be maximum of the set, which is also a random variable that varies from one realization to another realization of the set {X 1 , X 2 , . . . , X N }. Let q N (x) and Q N (x) be the PDF and CDF of X max respectively, i.e.,
If X max < x, then all the random variables must also be less than x. Therefore, the above condition is equivalent to
Since, the variables are i.i.d., we get
By definition, Q(x) → 0 as x → −∞ (or the lower limit for finite lower support) and Q(x) → 1 as x → ∞ (or the upper limit for finite upper support). There is an intermediate region in x that corresponds to the typical values X max takes, where Q N increases significantly from values closer to 0 to values closer to 1, and this region shifts towards larger x with increasing N [see Fig. 1 ]. The question is, whether Q N (x), when x is appropriately shifted and scaled with respect to N, tends to a (or multiple) limiting distribution(s), i.e.,
where a N and b N are scale factors dependent on p(X), whereas F(z) is (are) supposed to be universal (in the similar sense of the stable distributions obtained for the sum).
Since for large N, the maximum X max is a rare event whose typical values lie in the tail of the distribution p(X), the integral ∞ x p(X) dX is expected to be small in the range of x where Q N (x) changes significantly [see Fig. 1 ]. Now, it is clear from Eq. (37) that, if there exists an N-independent liming distribution as in Eq. (38), then we must have,
The solid line is a qualitative plot of Q N (x) as a function of x, and the dotted line is the corresponding q N (x). There is a region in x that corresponds to the typical values of X max where Q N increases significantly from values closer to 0 to values closer to 1. Right: Qualitative plots of Q N (x) illustrating that the region where Q N changes significantly shifts towards the larger values of x with increasing N.
so that
Heuristically, one can interpret the condition (39) as follows: The left hand side of Eq. (39) gives the probability that a random variable X takes value greater than x. If x corresponds to the maximum value, then we expect to find only one such events, and 1/N on the right hand side of Eq. (39), is precisely the probability of finding one such events out of N trials.
Note that, for any given p(X), one can always choose a range in x for which the condition (39) is satisfied, and hence, find a limiting function G(z), and therefore, F(z). The question is, whether these functions are universal in the sense that they do not depend "too much" on the details of p(X).
Let us consider an explicit example: p(X) = θ (X) e −X . In this case, ∞ x p(X) dX = e −x . Therefore, from Eq. (40), we find that
Let us consider a second example: p(X) = e −X 2 /2 / √ 2π. Here we have,
Exercise 6. Show that the leading asymptotic of erfc(x) = (2/ √ π) ∞ x e −y 2 dy for large x, is given by
Also obtain the next order term. Hint: use 2e −x 2 = − For large x, we have
e −x 2 /2 + · · · . Therefore, Eq. (40) gives the condition,
Now, in order for the left hand side of Eq. (44) to have an N-independent limit, the coefficients of z 0 and z 1 , in the series expansion of the expression inside the square brackets, must be independent of N. Setting the two coefficients to 0 and 1 respectively gives,
The coefficients of z 2 and higher powers of z go to zero in the limit N → ∞. This gives G(z) = e −z , same as in the previous example.
For a generic exponential tail, p(X) ∼ e −cx δ (as x → ∞), we have
Hint: use the same trick as in Eq. (43).
The condition (40) becomes
This gives
Therefore, for any generic exponential tails (pure exponential and Gaussian are special cases of which), the limiting CDF and PDF of the scaled maximum have the universal forms,
respectively. For large N, the non-universal shift parameter a N increases as powers of logarithm of N, with increasing N. On the other hand, non-universal the scale parameter (that describes the fluctuations) b N is either an increasing function or a decreasing function of ln N, depending on whether for δ < 1 or δ > 1. For the pure exponential tail, b N = 1, i.e., the fluctuations are O(1).
What happens if the tails of p(X) decays slower than the exponential (e −x δ ) discussed above?
Exercise 8. Consider a PDF whose tail decays like p(X) ∼ e −c(ln X) δ . Clearly, this decay is slower than the exponential e −cx δ , and hence, sometimes also called a fat tail. For δ = 1 and c > 1, it is just a power-law tail. Show that, for any δ > 1, all moments of this PDF exists, and therefore, decays faster than any power-law tails.
Exercise 9. Show that for ∞ x p(X)dX ∼ e −(ln x) δ with δ > 1, the limiting distribution of the suitably scaled maximum is still given by Eq. (49).
Consider the fat-tailed distributions, whose tails decay like a power-law
In this case,
and therefore, Eq. (40) becomes lim
This gives,
Note that, one can also choose (which is sometimes used in the literature),
However, it is, only a trivial shift, and hence, just a matter of convention. Here, we follow the convention chosen in Eq. (52).
Therefore, for all power-law tails with α > 0, the limiting CDF and PDF of the scaled maximum, respectively, have the universal forms,
Note that, for the sum of random variables, only for 0 < α < 2 (where the variance is infinite), one has a limiting stable different from the Gaussian given by the central limit theorem. For power-law tails with α > 2, the variance is finite, and hence, the limiting distribution of the sum is still Gaussian. This is because, for random variables with finite variance, the sum is dominated by the typical values, whereas the maximum values are rare events that lie in the tail of the distribution.
In both the cases discussed above, the value of the maximum is not bounded. However, there are distributions which have a finite upper support -one can think of these as decaying faster than any exponential (e −x δ ) tail. For this class of distributions, the maximum value is evidently bounded by the upper support. What kind of limiting distribution does the maximum value follow?
Let us consider the uniform distribution p(X) = 1 for X ∈ (0, 1) and zero outside this domain. The condition (40) gives
Therefore
Note that, although the maximum value is bounded between 0 and 1, the domain of z is in the whole negative axis due to the b N = 1/N scaling. For the uniform distribution, the typical gap between two nearby events (out of N events) is O(1/N), which is responsible for the 1/N scaling. Also, since the variables are bounded from above, for large N, one expects the maximum value to be near the upper support. Therefore, shifting to the upper support (a N = 1) and then looking at the fluctuations of O(1/N) about it (only in one direction) is a natural choice.
Now consider a generic case, where near the upper support a, one has the form p(X) ∼ (a − X) β −1 with β > 0 and p(X) = 0 for X > a. The lower support may be either finite (as in the uniform case) or unbounded (all the way up to −∞). In this case,
Therefore,
Therefore, when suitably shifted and scaled the maximum, its limiting CDF and PDF, respectively, have the universal forms,
Exercise 10. Find the limiting distribution of the maximum of a set of i.i.d. random variables drawn from the PDFs:
Exercise 11. The Wigner semicircle law
gives the average density of eigenvalues of large Gaussian random matrices. Now, consider a set of i.i.d. random variables drawn from the above Wigner semicircle distribution. Find the limiting distribution of the maximum (scaled and shifted).
Compare it with the distribution of the maximum eigenvalues of Gaussian random matrices.
[see the course "Random matrix theory and related topics" by Satya N. Majumdar]. 
The plots of the three extreme value PDFs: Fréchet (on the left), Gumbel (in the middle), and Weibull (on the right).
To summarize, the maximum (or minimum) of a set of i.i.d. random variables, belongs to one of the three universality classes, i.e., when the maximum is suitably shifted and scaled, X max = a N + b N z, its distribution is given by one of the three limiting functions.
Fréchet class:
If p(X) has power-law tail, p(X) ∼ X −(1+α) with α > 0 .
CDF:
PDF:
2. Gumbel class: If p(X) has faster than power-law, but unbounded right tail. [e.g., p(X) ∼ exp(−X δ )].
3. Weibull class: If p(X) is bounded from above, p(X) ∼ (a − X) β −1 near the upper support a.
Note that, for any values of n,
In other words,
where d n = 0 for both Fréchet and Weibull class, whereas d n = − ln n for Gumbel, and c n = n −1/α for Fréchet, c n = 1 for Gumbel, and c n = n 1/β for Weibull. Since, Eq. (66) is valid for any n (not only large n), the above three distributions are stable distributions for the maximum.
IV. A SYSTEMATIC APPROACH TO FIND ALL POSSIBLE LIMIT LAWS FOR THE MAXIMUM OF A SET OF I.I.D. RANDOM VARIABLES
In the previous section, we have considered all the possible tails of p(X) we could imagine, ranging from the slowest powerlaw decay to the bounded (fastest decay) case, and found that the limiting distribution of the maximum falls into one of the three classes, namely, Fréchet, Gumbel and Weibull. Have we missed any other example of tails for which the limiting distribution is different from the above three classes? Can there be any other class? To answer this question conclusively, here, we follow a systematic approach based on the theory by Fisher and Tippett [1] , which was later refined by Gnedenko [2] .
Consider a set of n × N i.i.d. random variables, divided into n blocks, each containing N random variables. We first consider the maximum of each block, and then consider the maximum of these block-maxima. Since this is same as the maximum of the whole n × N variables,
If a limiting distribution F(z) exists, then
It also means
This relation says that, if samples are drawn from a limiting distribution, then the distribution of their maximum follows the same limiting distribution, for any finite number. Therefore, the limiting distributions are stable distributions. All the possible limiting forms are given by the solution of the functional equation (69).
Exercise 12. Show that if c n = 1 for a certain n > 1, then c n = 1 for all n > 1.
If c n = 1, then there is a z * where the arguments of F on the left hand side and right hand side of Eq. (69) are equal, i.e.,
At z * , we have,
which, for 0 ≤ F ≤ 1 and n > 1, has only two real solutions
Now, F(z) is a monotonically increasing function, since F (z) = f (z) ≥ 0. Therefore:
• If F(z * ) = 1, then F(z) = 1 for all z > z * and F(z) < 1 for z < z * . Thus, z * is the upper support of f (z).
The supports of f (z) must be independent of n. Therefore, z * must be independent of n. Without loss of generality, we set z * = 0 (i.e., d n = 0), which is equivalent to making a shift in the variable.
Therefore, we have three classes of functions, given by the solutions of:
, and f (z) has support on z ∈ (−∞, ∞).
2. F n (z) = F(c n z) with F(0) = 0 and f (z) has support on z ∈ (0, ∞).
3. F n (z) = F(c n z) with F(0) = 1 and f (z) has support on z ∈ (−∞, 0).
Let us consider the case 1. Taking a logarithm gives
Since ln F ≤ 0, we multiply both sides by −1 and then take another logarithm
This equation is of the form
Since the right hand side must be independent of n and F(z) is an increasing function of z, we have d n = − ln n. Any nindependent proportionality constants can be absorbed by a rescaling of z. Similarly the constant C can also be absorbed by a shift. Therefore,
Exercise 13. Using
Now, we consider the other two cases, given by the solution of
Assuming c mn to be an analytic function, differentiating the above relation, with respect to m and n we find nc mn = c m c n and mc mn = c m c n .
This implies
Therefore, by integrating, we get
where the proportionality constant is unity, as for n = 1, we have c 1 = 1. Therefore we now need to solve the functional equation
Taking a logarithm gives
which is of the form g(λ z) = λ k g(z), i.e., g(z) ≡ ln F(z) is a homogeneous function.
Exercise 14. Show that a homogeneous function, defined by the condition g(λ z) = λ k g(z), satisfies the ordinary differential equation
whose solution is
Hint: take partial derivatives with respect to λ and z.
Therefore, the solution is given by
Now for the case 2, F(0) = 0 and F(z → ∞) → 1. This implies γ < 0 (we set γ = −1/α with α > 0) and A = −1. Thus
On the other hand, for the case 3, F(0) = 1 and F(z → −∞) → 0. This implies γ > 0 (we set γ = 1/β with β > 0) and A = −(−1) β . Therefore,
In summary, there are only three limiting forms for the distributions of the maximum (or minimum) of a set of i.i.
V. EXTREME VALUE STATISTICS OF RANDOM WALKS
In the section above, we have discussed the statistics of the maximum of a set of i.i.d. random variables {ξ i , ξ 2 , ξ 3 , . . . , ξ N }, 1 i.e., each of them are drawn independently from a common distribution p(ξ ). A natural question is: How does the correlations among the variables affect the statistics of the extremes? If the random variables are weakly correlated, (e.g., each random variable is correlated with a finite number of other variables) or if the correlation is short-ranged (think of the variable index i as either lattice index or the time step, and correlation between two variables ξ i and ξ j becomes zero for |i − j| ζ , where ζ is the correlation length/time), then one can divide the variables into different blocks of size ζ and treat the block maxima to be uncorrelated random variables. Therefore, one can still use the extreme value theory of the i.i.d. random variables discussed above.
On the other hand, for strongly correlated random variables, there is no general theory for the extreme value statistics. Here we discuss a particular class of correlated random variables that can be constructed from i.i.d. random variables. From the set of i.i.d. random variables {ξ i , ξ 2 , ξ 3 , . . . , ξ N }, we construct another set of random variables {X 0 , X 1 = X 0 +ξ 1 , X 2 = X 0 +ξ 1 +ξ 2 , . . . , X N = X 0 + ξ 1 + ξ 2 + · · · + ξ N }, where X 0 is a reference point that can be set to zero. The random variables {X i } are highly correlated as they share common ξ 's.
Exercise 16. Compute the correlation function X i X j − X i X j for the case where the mean ξ = 0 and the variance ξ 2 = 1, is finite.
The random sequence {X i } can be generated recursively by using the equation
where X n represents the position of a random walk that undergoes a random displacement ξ n at the n-th step, from the previous position X n−1 .
Let Q N (m, X 0 ) be the probability that the maximum position of a random walk of N steps is less than or equal to m, where X 0 ≤ m is the starting position, i.e.,
Since each jump of the random walk is chosen independently, from Eq. (89) we get
with the initial condition Q 0 (m, X 0 ) = 1 for X 0 ≤ m. Evidently, Q 0 (m, X 0 ) = 0 for X 0 > m. Since p(ξ ) does not depend on the position of the random walk, Q N (m, X) is only a function of the difference variable (m − X), i.e., Q N (m, X) = q N (m − X). Therefore, the above equation becomes
and the initial condition q 0 (y 0 ) = 1 for y 0 ≥ 0 and q 0 (y 0 ) = 0 for y 0 < 0. Note that, q N (y 0 ) = Q N (y 0 , 0) is the probability that the maximum position of a random walk of N steps, starting at the origin, is less than or equal to y 0 . For symmetric distributions of the jumps, i.e., p(ξ ) = p(−ξ ), we can also identify q N (y 0 ) with the usual survival probability -the probability that the random walk, starting with position y 0 does not cross the origin up to N steps.
Equation (92) is known as the Wiener-Hopf equation on the half space y ∈ [0, ∞), and is very difficult to solve for general kernel p(y 0 − y 1 ). However, when p(ξ ) represents a probability density -as is the case here -then for any symmetric p(ξ ), the the double Laplace transform of the PDF (
) is given by the Pollaczek-Spitzer formula 1,2,3
or equivalently [obtained by integration by parts on the left hand side],
is the characteristic function of the random jump variable ξ . The derivation of Pollaczek-Spitzer formula is quite involved and beyond the scope of these lectures. While this formula is difficult to invert to get the distribution of the maximum exactly, one can analyze it to get the precise asymptotic behavior of the expectation value of the maximum 4 -which also we will not discuss here. We discuss a simpler model below.
Instead of the discrete sequence generated by Eq. (89), let us consider a continuous time series {X(τ) : 0 ≤ τ ≤ t}, generated by the Langevin equation
where {ξ (τ) : 0 ≤ τ ≤ t} are assumed to be Gaussian random variables (noise) with zero mean, ξ (τ) = 0 and delta-correlated in time ξ (τ)ξ (τ ) = 2Dδ (τ − τ ). The stochastic (random) motion of a particle governed by Eq. (96) is known as the Brownian motion. From the properties of the Gaussian noise [see Exercise 3.], it immediately follows that, the displacement ∆X of a Brownian motion in a given duration ∆t, is a Gaussian random variable (independent of the previous displacements) with
Exercise 17. Show that the probability density function P(x,t) for the position x of a Brownian particle at time t satisfies of the diffusion equation
Further show that for the initial condition P(x, 0) = δ (x − x 0 ), -i.e., when the particle always starts at a fixed position x 0 , the solution of the above equation is given by
Let Q(m, X 0 ,t) be the probability that the Brownian motion starting at X(0) = X 0 < m, does not cross the point m up to time t. Therefore, Q(m, X 0 ,t) is also the probability that the maximum position reached by the Brownian motion in time duration (0,t), is less than m. By discretizing the time in small steps of ∆t, here we have a backward equation [analogous to Eq. (91)]
where the right hand side states that, in the first time step ∆t, the Brownian motion displaces by an amount ∆X and then starting with the new position X 0 + ∆X, it does not cross m for the rest of the time t. Since the displacement ∆X is random, we need to average the right hand side with respect to ∆X. By expanding the right hand side in Taylor series about X 0 , using Eq. (97) and taking the limit ∆t → 0, we get the backward Fokker-Planck equation
[Find out why the higher order terms from the Taylor series expansion do not contribute]. While the above differential equation can be solved with these initial and boundary conditions, it is useful to note that Q(m, X 0 ,t) is a function of only the difference variable (m − X 0 ), i.e., Q(m, X 0 ,t) = q(m − X 0 ,t). Therefore, q(y 0 ,t) satisfies the differential equation
with the initial condition q(y 0 , 0) = 1 for y 0 > 0, and the boundary conditions q(0,t) = 0 and q(∞,t) = 1. Note that q(y 0 ,t) is also the usual survival probability -the probability that starting with y 0 > 0 the Brownian motion does not cross the origin up to time t. Equation (102) can be solved in many ways. A convenient way is in terms of the Laplace transform q(y 0 , s) = ∞ 0 q(y 0 ,t) e −st dt. Multiplying both side of Eq. (102) by e −st , then integrating over t and using the initial condition, we get
For the boundary condition, q(0, s) = 0 and q(∞, s) = 1/s, the solution is given by [check]
The inverse Laplace transform gives
The PDF of the maximum is given by
Exercise 18. Find the inverse Laplace transform q(y 0 ,t) = 1 2πi
by evaluating the contour integral, where q(y 0 , s) is given by Eq. (104).
Exercise 19. Find the statistics (mean, variance, PDF) of the sample mean X(t) = 1 t t 0 X(τ) dτ, of the correlated random variables (process) {X(τ)}, given by Eq. (96).
VI. NEAR-EXTREME EVENTS
How many events occur near the extreme value? The answer to this question tells us whether an extreme event is isolated from the rest of the events or there are many events close to the extreme. A quantitatively measure of the crowding of events near the extreme value is the density of states with respect to the maximum [7] :
It is easy to check that
Note that, even though the random variables are i.i.d., the different terms in Eq. (109) become correlated through their common maximum X max . Clearly, ρ(r, N) fluctuates from one realization of the random variables to another and we want to find its statistical properties. In particular, we want to compute the mean
To compute this, we need the joint distribution of X max and X i . Let
For i.i.d. random variables,
Note that
The joint PDF
and
Equation (114) can be written as
Using his expression, we get
Therefore, from Eq. (110)
How does b N depend on N? Recall that for the exponential tail p(x) ∼ e −x δ , we have
Note that, b N displays three different types behaviors depending on δ : Therefore, the generic behavior of b N can be classified into three categories:
1. For the pure exponential tail p(x) ∼ e −x , b N is independent of N.
2. If the tail of p(x) decays slower than the pure exponential, then b N → ∞ as N → ∞.
3. If the tail of p(x) decays faster than the pure exponential, then b N → 0 as N → ∞.
This is responsible for, three generically different limiting form of ρ(r, N).
A. Slower than pure exponential tail
We make a change of variable x = a N + b N z in Eq. (119),
Now, in the limit N → ∞, second factor becomes f (z), whereas, in comparison, the first factor of the integrand becomes highly localized around (r − a N )/b N , i.e,
Here f (z) is either Fréchet or Gumbel PDF depending on whether the tail of p(x) is a power-law or faster than power-law but slower than pure exponential, respectively.
B. Faster than pure exponential tail
In this case, compared to p(x − r), the second factor p max (x, N − 1) in the integrand of Eq. (119) becomes highly localized:
Therefore, from Eq. (119) ρ + (r, N)
C. Pure exponential tail
This is a marginal case where b N = O (1), and neither of the PDFs in the integrand is sharply peaked in comparison of the other. Making a change of variable x = a N + z, we get
where f (z) = e −z e −e −z is the Gumbel PDF. Consider a sequence of observations {X 1 , X 2 , . . . , X n , . . . }. The n-th entry is a record if X n > X k for all k < n.
Here, we focus mostly on the statistics of the total number of records occur in a given duration.
A. For a sequence of i.i.d. random variables
Mean number of records
Let I n be an indicator variable, where
1 if n-th observation is a record, 0 otherwise.
The points (red and blue) represent random observations in a time sequence. The red points are record events, whose values are greater than that of all the previous events. R i 's are record values and l i 's are the time step between two successive record events (except for the last record, for which it is defined in a different way). In this example, we have l 1 = 3, l 2 = 2, l 3 = 4, and l 4 = 4 (the last (4-th) record survives for at least 4 steps).
Therefore, the number of records can be written as
The probability that n-th observation is a record ≡ Prob.(I n = 1), is equal to the probability that X n is greater than all the previous entries. Now for i.i.d. random variables {X 1 , X 2 . . . , X n }, any of the n variables are equally likely to be the maximum. Therefore, the probability that the n-th (or any other) variable is a maximum, is given by
[Note that the expression on the right hand side is not particular to the n-th variable and same for the probability of any one of the given variable (say X i ) greater than all the other n − 1 variables. It immediately implies that the probability is equal to 1/n as written in Eq. (131)].
For more mathematically minded students, we make a change of variable,
for any distribution p(x).
The mean number of records has a very slow logarithmic growth with N, for large N.
Joint distribution
For a given number of records M, in a given sequence of N variables, we define l n with n = 1, 2, . . . , M − 1, to be the ages of the records (except for the last one). These are the time steps between two successive records, and hence, the time steps for which a record survives. Evidently, the minimum value of l n is 1 (at least one time step is needed to break the previous record). The age of the last record l M is defined in a different way. For example, if the last (M-th) record occurs at the last time step (i.e., the N-th entry is the last record), then we define l M = 1 (at least one time step is needed afterwards to break it). If (N − 1)-th entry is the last (M-th) record, then l M = 2, and so on. Let P(M; l 1 , l 2 . . . , l M ; R 1 , R 2 , . . . , F M |N) be the joint probability distribution of having M records in a sequence of i.i.d. random variables of N entries, with ages l 1 , l 2 , . . . , l M , and the record values R 1 , R 2 , . . . , R M [see Fig. 3 ]. Let p(X) be the common PDF from which the i.i.d. random variables are drawn. By definition R 1 = X 1 and R 1 < R 2 < · · · < R M . We have
where the δ -function ensures that all the ages add up to N. 1 If we are not interested in the statistics of the actual values of the records, but only on the total number and their ages, then R i 's can be integrated out from Eq. (136) to get the joint distribution of the ages and the number of records,
Let us define the variables
n-th record is broken. Therefore, from Eq. (141), we get the joint distribution of the record breaking times, and the number of records, as
The joint distribution factorizes in terms of the individual record breaking times, i.e., the record breaking times are independent of each other. Note that for a given total number of records M, there are M − 1 record breaking times, as the first entry is taken to be a record by convention.
Statistics of number of records
The probability distribution of the number of records is obtained by summing over the ages from the joint distribution obtained above.
Note that, although the maximum values of l i 's are bounded by N from above, the upper limit of the l i 's in the above summations can be taken to be ∞ due to the presence of the δ -function in the expression of P(M; l 1 , l 2 . . . , l M |N). It is useful to consider the generating function
Using Eq. (139) on the right hand side of the above equation, then performing the summations over N as well as all the l i 's, we get
In going from Eq. (145) to Eq. (146), we have used the fact that, a permutation of the dummy variables (u 1 , u 2 , . . . , u M ) changes only the factors involving the θ -functions condition inside the square bracket (the rest remain unchanged), and summing over all permutations of the θ -functions conditions gives unity (as one and only one condition is always valid). Performing the integrals,
Multiplying both sides of the above equation by w M and then summing over M gives
Therefore, by comparing the coefficients of the z N terms, we get
By setting w = 1, it is easy to check the normalization
The mean:
Taking a derivative of Eq. (148) with respect to w
Setting w = 1 we get
The variance:
From the generating function, we have
From Eq. (150),
Therefore, setting w = 1 we get
where H N,2 = ∑ N n=1 n −2 is the harmonic number or second order, and for large H N,2 = π 2 /6 + O(1/N) for large N. Therefore, for large N, variance also behaves like the mean.
The mean age:
The mean age of a record is given by
Dividing both sides of Eq. (150) by w and then integrating over w from 0 to 1, we find
To evaluate the integral on the right hand side, it is useful to make a change of variable ε = 1 − w, which gives
where H N,k = ∑ k n=1 n −k is the harmonic number of order k, which for k > 1 converges to a finite value, given by the Riemann zeta function, H ∞,k = ζ (k). As we have seen above, H N,1 ∼ ln N, the leading behavior of the above is given by
Therefore, the mean age
Exercise 22. Starting with Eq. (161), systematically obtain few lower order correction terms in the expression of 1 M in Eq. (162).
The probability distribution:
The product on the numerator of the right hand side is also the generating function
where N M is the unsigned Stirling numbers of the first kind. Therefore,
Unsigned Stirling numbers of the first kind:
= the number of permutations of N elements with M disjoint cycles exactly.
Example: N = 3. Permutations of {1, 2, 3}.
Thus, P(M|N) is identical to the probability distribution of number of disjoint cycles in random permutations with uniform measure.
Using the large asymptotic properties of the Stirling numbers, one can show that for large N,
Number of cycles in random permutation
We know that total number of permutations of N objects = N!. As we have seen in the example above, a partition can be represented in terms of cycles:
Now for each n = 1, 2, . . . , N, any permutations among the k n cycles do not change the representation -e.g., (1)(2, 3)(4, 5) · · · and (1)(4, 5)(2, 3) · · · represent the same permutation. Therefore, to obtain N we must divide N! by k n ! for each n = 1, 2, . . . , N. Similarly, within a cycle of a given size n, any of the n cyclic permutations represent the same permutation -e.g., (1, 2, 3) , (2, 3, 1) and (3,1,2) represent the same permutation. Therefore, for each n = 1, 2, · · · , N, we further need to divide by n for each cycle of size n, and hence, n k n for k n such cycles. Therefore, we have
where the δ -function ensures that all the elements add up to the total number N.
If we put assign equal measure to each permutation, then dividing N by the total number of permutations N! gives the joint probability distribution of a permutation having k 1 cycles of size 1, k 2 cycles of size 2, . . . , k N cycles of size N:
Exercise 23. Check that
and hence, the normalization
The number of distinct cycles is given by
Let P(k|N) be the probability that a permutation, drawn randomly with uniform measure, from the set of N! permutations of N objects, have exactly k distinct cycles. It's generating function is given by
Multiplying the above equation by z N and then summing over N gives the generating function
Therefore, by carrying out the sum over n in the last expression, we get
This double generating function is same as that of the number of records, that we have obtained in Eq. (148). Therefore, the distribution of the number of records is same as that of number of distinct cycles in a random permutation drawn with uniform measure.
B. For a sequence generated by random walks
Let us consider a time sequence {X 0 , X 1 , X 2 , . . . X N } generated by a random walk X n = X n−1 + ξ n with n = 1, 2, . . . , N.
The noise sequence {ξ 1 , ξ 2 , . . . , ξ N } is a set of i.i.d. random variables, each drawn from the same PDF φ (ξ ), which is assumed to be continuous and symmetric. Note that the random variables
. . .
are highly correlated, as they share the same X 0 as well as some common ξ 's.
We can again start with the joint probability distribution of having a certain number of records with their respective ages 1 and proceed from their to compute various statistics about the number of records and their ages. Here, we focus only on the number of records. Since one of the objectives of these lectures, is to teach different techniques, we use a different method here, to derive the probability distribution of the number of records.
Let P(M|N) be the probability of having M record breaking events (equivalently, having M + 1 records, since X 0 is called a record by convention) for a random walk taking N steps. A record breaking event happens, when the random walk crosses the previous record value. Between two successive upper records, the random walk stays below the previous record value and at the record breaking step, it exceeds the previous record value for the first time. Therefore, a record breaking event is a first-passage event of the random walk, when it crosses the previous record value for the first time, starting with that value and staying below it in-between steps. For homogeneous random walks (i.e., the jump length ξ is independent of the position), the first-passage probability to a starting point, is independent of the value starting point. Therefore, P(M|N) satisfies the recursion relation
Here, F n is the probability that the random walk starting at the origin, crosses (exceeds) the origin for the first time, at the n-th step, i.e.,
Let Q n be the (survival) probability that the random walk stays below the starting point up to step n, i.e.,
Clearly,
Making a change of index m = N − n, the right hand side of Eq. (182) can be also written as
Therefore, the recursion relation (182) becomes
Let us now define the generating functions
It is easy to see that the survival probability Q n and the first-passage probability F n are related as
Exercise 24. Using the relation between f (z) and q(z) check the normalization
Using the expressions of q(z) and f (z) in Eq. (196), we get where F(l i ) dl i is the (first-passage) probability that the time at which the CTRW to exceeds the previous record value R i for the first time, lies within [l i , l i + dl i ] [see Fig. 5 (left) ], and Q(l M ) is the (survival) probability that the CTRW does not exceeds the last record value at least for a duration l M [see Fig. 5 (right) ]. The Dirac-δ function ensures that all the ages add up to the total observation time t.
The first-passage probability density of the CTRW can be expressed in terms of the first-passage probability F n of a discrete time random walk with variable number of steps n, i.e., 
Therefore, by recalling the Sparre Andersen theorem, ∑ ∞ n=1 F n z n = 1 − √ 1 − z, we get,
Similarly, we can write down the survival probability for the CTRW, in terms of the discrete time walk as
probability of taking n steps in time l .
Therefore, the Laplace transform becomes
where we have used the Sparre Andersen theorem, ∑ ∞ n=0 Q n z n = 1/ √ 1 − z, at the last step. Note the usual relation between the Laplace transforms of the survival probability and the first passage probability density, Q(s) = s −1 1 − F(s) .
Statistics of number of records
The probability distribution of the number of records in a given time can be found by integrating over the ages {l i } from the joint distribution Eq. (206). The Laplace transform of the probability distribution is given by 
The large t behavior of P(M|t) can be obtained by analyzing the small-s behavior of the expression on the right hand side of the above equation.
The small-s behavior of the Laplace transform ρ(s) of the PDF of the waiting time can be divided into two categories:
1. The mean waiting time is finite. 
We set τ = 1, without loss of generality. Therefore, for as s → 0,
This is the case, where the tail of ρ(τ) decays faster than the power-law τ −2 .
2. The mean waiting time is infinite, i.e., ρ (0) = ∞. Therefore, as s → 0, ρ(s) = 1 − s α + · · · with 0 < α < 1,
where again, without loss of generality, we set the coefficient of s α term to be unity. This case corresponds to a slower power-law decay ρ(τ) ∼ τ −(1+α) for large τ, with 0 < α < 1.
Combining both the cases together, we have the small-s behavior, ρ(s) = 1 − s α + · · · with 0 < α ≤ 1, 
We need to invert this Laplace transform with respect to λ to obtain the scaling function g(x). To do this, it is useful to note the Laplace transform of the one-sided Lévy stable density,
Differentiating both sides with respect to λ gives 
Except few special cases, L µ (y) does not have a closed-form expression in general. Therefore, g α (x) also does not have a closed-form expression, in general. For α = 1, one has a closed-form expression
We have encountered the same scaling function earlier for the discrete time random walk case [see Eq. (205)]. The discrete time random walk can be thought of as the CTRW with ρ(τ) = δ (τ − 1), and hence, have finite mean waiting time. Another case, where an explicit form is available, is 
where K ν (z) is the modified Bessel function of the second kind.
Exercise 28. Expressing the right hand side of Eq. (220) as a series in λ and then evaluating the inverse Laplace transform of the series, term by term, show that
