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Introduction
Given an undirected network with n vertices, the multi-terminal network flows analysis consists in determining the n(n−1) 2 all pairs maximum flow values. In 1964, Gomory and Hu [1] showed that there exist only (n − 1) distinct such values. Moreover, the authors provided an algorithm that outputs a cut-tree that allows one to get all the possible maximum flow values after (n − 1) maximum flow computations. Furthermore, this cut-tree compactly represents a minimum cut for each pair of vertices in the network.
To date, many variants of the problem were studied (an exhaustive survey on the subject is given in [2] ), with applications being identified in several areas, like transport, energy, finance, and telecommunications ( [2] [3] [4] and references therein). To the best of our knowledge, all problems dealing with the multi-terminal network flows problem in undirected networks use the concept of cut-tree with one of the two existing algorithms for such trees [1, 5] . Please note that such algorithms are based on the classic computation of maximum flows.
We notice that the Gomory and Hu results only apply to the case of undirected networks. Extensions to the directed case were first attempted in [6, 7] , but they were proved wrong in [8] . We refer the reader who is interested in related problems in directed networks to [9] .
In this paper, we focus on some sensitivity analysis aspects of the multi-terminal flows problem. Hereafter, the term network indicates an undirected network. We seek to analyze the impact of edge capacity variations on the all pairs maximum flow values. An edge with a varying (parametric) capacity will be denoted as a parametric edge. The problem we deal with will be called parametric multi-terminal network flows.
In 1964, Elmaghraby [3] was the first to study the effect of a single edge capacity variation on the all pairs maximum flow values. Given a network in which a single edge capacity is allowed to decrease to zero, the author showed that for each pair of vertices, with respect to such a variation, either the maximum flow value remains constant or there exists a value of the varying capacity referred to as the critical capacity for which the maximum flow value begins to decrease linearly with the parametric capacity. Thus, in order to obtain the all pairs maximum flow values, the author proposed computing all critical capacities. Note that this algorithm needs to compute one cut-tree for the determination of each critical capacity, and more than one maximum flow value may have the same critical capacity.
Our first contribution in this paper is to show that if one single capacity varies, then just two cut-trees are sufficient to solve the former Elmaghraby sensitivity analysis. We then turn to providing an analysis for the generalized parameterization case. Our main result, first presented in [10] , states that in the case where k edge capacities vary in the network, obtaining the all pairs maximum flows for any value of the k parameters is polynomial whenever k = O(polylog n), since we show that it can be solved with the computation of only 2 k cut-trees. We also adapt these results and methods to provide, in the same setting, an efficient way to determine a minimum cut for each vertex pair.
Finally, the results in [11] highlight the importance of re-studying cut-tree relationships for the sake of reducing computation complexity. In seeking efficient ways to compute minimum cuts without using the saturating path concept of Menger's theorem or its extension of Max-Flow/Min-Cut, the authors focused on the concept of vertex degree domination and established several properties with respect to network vertices, edges, and minimum cuts that help to set up cut-tree relationships. Our last contribution in this paper focuses on a special relationship: the one between cut-trees that are computed in sequence. Aiming at decreasing the complexity of cut-tree computations in any process that needs more than one cut-tree computation, we use some results from [11] and show how to reuse information from an already computed cut-tree in order to efficiently construct the next one in the sequence.
The remainder of this paper is organized as follows. In Section 2, we give the flow theory definitions we use throughout the paper. Section 3 is devoted to the resolution of the sensitivity analysis problem in terms of maximum flow and of minimum cut computations when just a single capacity varies. Section 4 provides a generalization of the analysis to more than one capacity variation. Section 5 details our study on cut-tree relationships. We close the paper by providing some open problems.
Definitions

Gomory-Hu cut-trees
Let G = (V, E) be an undirected connected network with vertex set V and edge set E. Throughout this paper, we denote |V | as n and |E| as m. With each edge e ∈ E is associated a positive capacity c(e). Let us consider the symmetric digraph G * = (V, A) obtained from G by replacing each edge e by two opposite arcs with the same capacity c(e). A flow between two vertices s and t in G is a flow from s to t (or the opposite one from t to s) in G * as defined by Ford and Fulkerson [12] . Thus, we denote by f s,t (= f t,s ) the value of the maximum flow between s and t in G. Vertices s and t are called the sinks of the flow.
We consider here a multi-terminal network, i.e., we consider all the possible pairs of sinks in G, but we do not consider simultaneous flows between different pairs (we do not deal with a multi-commodity flow problem).
Considering a graph G = (V, E) with a capacity function c, a cut separating two vertices u and v in G is a proper subset C s,t (G) of V (∅ X V ) such that u ∈ X and v ∈ V \ X . Such a cut induces the set of edges
We say that such an edge belongs to the cut.
The capacity of such a cut C s,t (G) is defined by
i.e., the capacity of the cut is given by the set of edges [x, y] induced by it.
A minimum cut separating vertices u and v, denoted hereafter as C u,v , is a cut with minimal capacity among all the cuts separating u and v. Definition 1. Given a network G = (V, E) with a capacity function c, a (Gomory-Hu) cut-tree T = (V, F) obtained from G is a tree having the same set of vertices V and an edge set F with a capacity function c having the following two properties:
(a) Equivalent flow tree: for any pair of vertices s and t, f s,t in G is equal to the smallest capacity (with c ) of the edges on the path between s and t in T , i.e., to the value of the maximum flow between s and t in T ; (b) Cut property: if a proper subset of V is a minimum cut separating s and t in T , it is also a minimum cut separating s and t in G.
As shown in [1] , (n − 1) minimum cut computations are sufficient for constructing a cut-tree. We notice that cut-trees are generally not unique. This fact will be used in our work. Two different ways of computing a cut-tree are provided in [1] and in [5] . An experimental study of minimum cut algorithms and a comparison of algorithms producing cut-trees are provided in [13] .
Definition 2. Given a network in which some capacities are allowed to vary, the parametric multi-terminal network flows problem consists in obtaining the all pairs maximum flow values with regard to the capacity variations. When there is only one parametric edge capacity, this problem is also known as sensitivity analysis on multi-terminal flows [3] .
Note that Diallo [2] shows that Elmaghraby's method given in [3] does not work in all cases; he provides an improvement of the technique that does not reduce the overall complexity.
In the sequel, when one capacity c(e) is allowed to vary (c(e) = λ), we will denote as f λ s,t (resp. C λ s,t ) the maximum flow value (resp. a minimum cut). When k capacities are allowed to vary, f λ 1 ,λ 2 ,...
s,t
(resp. C λ 1 ,λ 2 ,...
) will denote the maximum flow value (resp. a minimum cut) with c(e i ) = λ i , 1 ≤ i ≤ k.
Critical capacity
Let us consider the behavior of the maximum flow value function λ → f λ s,t , for a given pair of sinks {s, t} = {i, j}. In the case where this function varies with λ, as shown in Fig. 1 , it consists of two distinct parts:
• As long as the capacity λ of the edge e increases, the maximum flow value increases in the same way, i.e., with slope 1. During this stage, the parameterized edge occurs in any (s, t)-minimum cut.
• At some value λ * s,t of λ, namely the critical capacity, the maximum flow becomes saturated. During this stage, the parameterized edge is out of all (s, t)-minimum cuts.
If we restrict the variation of the capacity to being between two values α and β, 0 ≤ α < β ≤ ∞, the behavior of the function λ → f λ s,t clearly corresponds to Fig. 1 , restricted to the interval [α, β]. Consequently, when {s, t} = {i, j}, the maximum flow value has a finite limit. In this sense, we define f ∞ s,t to be such a limit. However, a maximum flow value f s,t may never depend on the parameter: f 0 s,t = f ∞ s,t . In this case, we say by convention that there is no critical value in the interval [0, ∞[. Notice that f i, j → ∞ as λ → ∞; thus by convention we also admit that f ∞ i, j = ∞ and λ ∞ i, j = ∞.
Effect of a parameterized edge on several classical problems
In this section, we consider a graph G = (V, E) and e = [i, j] ∈ E as the parametric edge investigated. 
Proof. This is a direct consequence of the behavior of the maximum flow value function. If f α p,q = f β p,q , it grows linearly from f α p,q , when λ = α, up to f β p,q , then stagnates. Thus the breakpoint corresponds to the capacity: 
or more simply:
Note that, in the case of a network for which the edge investigated is a cut-edge, i.e., an edge whose removal disconnects the graph, the previous formula is also valid, since when the edge investigated is removed, the maximum flow between two vertices, one in each side of the cut-edge, is zero due to disconnectivity, and the critical capacity is simply f ∞ s,t .
All pairs maximum flow values with respect to a single parametric edge
Theorem 6. Let G = (V, E) be a network with n nodes. If only a single capacity is allowed to vary, then the set of all critical capacities can be computed using two cut-trees in O(n 2 log n).
Proof. Let us make two remarks. First, for a given single pair of vertices s and t of the network, Lemma 3 gives a way to compute the unique critical capacity in constant time given the maximum flow values f 0 s,t and f ∞ s,t . Second, a cut-tree provides the all pairs maximum flow values.
Thus, the desired result can be obtained with the computation of a cut-tree where the edge investigated e is removed in order to obtain all the f 0 s,t , ∀s, t ∈ V (G), and the computation of a second cut-tree where the capacity of the edge e is set to ∞. This latter computation provides all the f ∞ s,t , ∀s, t ∈ V (G). By Lemma 3, from these two maximum flow values, we get all critical capacities by computing and sorting increasingly the differences
This step considers n(n − 1)/2 pairs of vertices, and thus it can be performed in O(n 2 log n).
An algorithm can be directly obtained from this proof. 
Thus, by the Max-Flow/Min-Cut Theorem, C β s,t is also a minimum cut when c(e) ≥ λ * s,t . Let us consider now the first case, i.e., λ ≤ λ * s,t . From Eq. (3), we have f λ s,t = f 0 s,t + λ. In this case, e belongs to C α s,t . If not, when λ > α, C α s,t remains a cut (not necessarily minimum) separating s and t; thus This lemma implies the following proposition.
Proposition 9. Let G = (V, E) be a network with e = [i, j] ∈ E and c(e) = λ. Given two distinct positive values α and β, 0 ≤ α < β ≤ ∞, let s and t be two arbitrary vertices of G and C α s,t (resp. C β s,t ) be a minimum cut separating s and t when λ = α (resp. β).
For any λ ∈ [α, β], at least one of C α s,t and C β s,t is a minimum cut that separates s and t.
Proof. This is a direct consequence of Lemma 8. Three cases are to be considered based on the position of the critical capacity λ * s,t compared to α and β. Proof. This directly follows from Theorem 7 and Proposition 9. The explorations of their cut are linear in their size.
Applications
In this section, we give two direct applications of the previous theorems. In Section 4.1, we investigate the case where several capacities are subject to variations. In Section 4.2, given some cut-trees for two values α and β of the parameter, we consider the problem of computing a new cut-tree for an intermediate value.
Extension to multiple parametric edges
We examine in detail the case where the capacities of two edges vary independently. The main result of this section is that the algorithm given by Theorem 6 can also be applied in the current case, and only four (actually, 2 2 ) maximum flow computations are needed to compute any maximum flow value, whatever the value of the capacities of the selected edges are.
The general problem in this section can be formally stated as follows. Given a network G = (V, E) and two distinct edges e 1 and e 2 , we want to determine the maximum values of flow between all pairs of vertices when c(e i ) = λ i , i = 1, 2.
We first consider a pair of vertices s and t in the network and provide a way to compute f λ 1 ,λ 2 s,t . Before stating our results, one can remark that all the partial functions λ 1 → f λ 1 ,α 2 s,t , with α 2 fixed, have the same profile as illustrated in Fig. 1 : the maximum flow value first increases up to a saturation step (critical capacity), and then stagnates. The partial functions λ 2 → f α 1 ,λ 2 s,t , with α 1 fixed, behave analogously. ) can be computed as follows:
Proof. The main point of this proof is to decompose the computation of the general maximum flow into several computations of simple maximum flows and use Proposition 5 to obtain the desired values. Thus, let us consider that λ 2 is fixed. As noted previously, the partial function λ 1 → f λ 1 ,λ 2 s,t can be obtained if both maximum flows f α 1 ,λ 2 s,t and f β 1 ,λ 2 s,t are known by using Proposition 5 or its closed form given in Eq. (3):
For this step, it remains to compute f α 1 ,λ 2 s,t and f
. For the former, we consider the partial function λ 2 → f α 1 ,λ 2 s,t . Again, this function can be described using Proposition 5:
Similarly, f
can be obtained from the following equation:
).
Consequently, we have
The previous equation simplifies to the desired result.
As previously, the proof yields an algorithm for computing the resulting maximum flow values. From Proposition 11, we can deduce the all pairs maximum flow proposition for two parametric capacities: Proof. This is a direct consequence of Proposition 11. We need to compute all the f 0,0 s,t , f 0,∞ s,t , f ∞,0 s,t and f ∞,∞ s,t for all the pairs (s, t) of vertices. The set of f 0,0 s,t , for all the vertices s and t can be obtained by the computation of a cut-tree considering the network G in which both edges e 1 and e 2 have been removed. The three other cut-trees can be obtained similarly considering the presence and/or the removal of each tested edge with the infinite capacity.
Once the four cut-trees are computed, all values of maximum flows can be obtained using Proposition 11. The four cut-trees provide the four extremal maximum flow values and any other maximum flow value can be obtained using Eq. (4).
The minimum cuts can be directly deduced from the maximum flow values. As in the single parametric case, the minimum cut can be taken from the cut-tree that realizes the minimum in Eq. (4).
In the general case, more than two edges may vary. Let e 1 , e 2 , . . . , e k be the selected edge capacities that will be parameterized by λ 1 , λ 2 , . . . and λ k , k ≤ m, where m is the number of edges in the network. Proof. This result can be obtained by induction on the number of parameterized edges. The initial case k = 1 is solved in Sections 3.2 and 3.3. The sketch of the general case strictly follows the proof of Proposition 12. The main idea is to consider as fixed one of the parameters and use the recursion hypothesis for this case, leading to 2 k−1 maximum flow computations. Then, it remains to develop each maximum flow computation in terms of the final dimension. Thus, for each computation, two maximum flows are necessary, by using Proposition 5, leading to 2 k maximum flow computations. The same paradigm can be used for minimum cuts.
The graphs on which the cut-trees have to be computed are the variations of the initial graph where either the edges considered are removed or their capacity is set to infinity.
Computing a Gomory-Hu cut-tree from two extremal ones
In this section, we show another application of Theorem 10. The problem is computing as efficiently as possible a new cut-tree GH λ from two extremal ones, i.e., GH α and GH β , where 0 ≤ α < λ < β ≤ ∞. In Section 5, we study the same problem under weaker assumptions, i.e., when only GH α is given.
We first summarize the Gusfield algorithm for computing a cut-tree. The details and proof of correctness of this algorithm can be found in [5] . Here, we call a star tree with n vertices the tree having a root, labeled 1, and n − 1 leaves, labeled from 2 to n.
Algorithm 1 Gusfield(G)
G is a network having n vertices. Returns a cut-tree T of G. 1 Compute a star tree T with n vertices, labeled from 1 to n. 2 for s = 2 to n 3
Let t be the neighbor of s in the current tree T . 4
Compute a minimum cut C s,t between s and t in G. Proposition 14. Let G be a network having n vertices and e a single edge of G having a parametric capacity c(e) = λ. Let α and β be two numbers such that 0 ≤ α < β ≤ ∞. Given GH α and GH β , we can compute GH λ in O(n 2 ), for any λ ∈ ]α, β[. Proof. In order to obtain this time complexity, we slightly modify the Gusfield algorithm. The main difference resides in the way a minimum cut in Step 4 is obtained. From applying Theorem 10, any minimum cut required by the algorithm can be computed in linear time. Since the skeleton of the algorithm remains the same as in the original Gusfield algorithm, the resulting time complexity is O(n 2 ).
Note that in this problem no information is recovered from the network itself.
Computation of cut-trees
In this section, we study the same problem as in Section 4.2. However, we consider weaker assumptions. The problem turns into the computation of a cut-tree GH λ from GH α and G, where α < λ ≤ ∞. Note that in the previous section, the construction of the new cut-tree is a consequence of the sensitivity analysis.
For a network having only one varying edge capacity, the variation of this capacity may have no influence on the maximum flow value (and thus on the minimum cuts) for many pairs of vertices. The remainder of this section tries to identify such pairs, and the consequences on the construction for a new cut-tree.
Lemma 15. Let G be a network with n vertices and e = [i, j] a single edge of G such that c(e) = λ. Let s and t be a pair of vertices of G. Let GH α be a cut-tree when c(e) = α. If the path P s,t in GH α has no common edge with P i, j , then f λ s,t = f α s,t , ∀λ > α ≥ 0.
Proof. From using the cut property of the cut-tree, there exist a minimum cut C α s,t separating s and t such that both vertices i and j (e = [i, j]) are on the same side of the minimum cut. Consequently, it does not contain e for λ > α, and is insensitive to the variation of λ. Assume that there exists another minimum cut C α s,t sensitive to λ. Thus, using the Max-Flow/Min-Cut Theorem and Eq. (3):
Note that both C α s,t and C α s,t are minimum cuts. Thus, we have ∃λ > α c(C λ s,t ) = c(C α s,t ) + λ − α. As noted before, C α s,t , remains a cut whenever λ > α, and thus
Consequently, this is only possible for λ = α. Summarizing, the only possibility for e belonging to a minimum cut is for λ = α. In this case, α must be strictly positive and there exists another minimum cut that does not contain edge e. Thus, the maximum flow value is constant for λ ≥ α.
Let us now summarize the Gomory and Hu algorithm (proofs and details can be found in [1] ). To do this, we use the notion of supervertex. A supervertex is a part in a partition of the vertex set of the graph. During the construction of the cut-tree, the partition induced by the supervertices is refined at each step. In the following algorithm, we will consider graphs in which supervertices are contracted to a single vertex.
Algorithm 2 Gomory-Hu(G)
G is a network having n vertices. Returns a cut-tree T of G 1 Create one supervertex with all the vertices. 2 while there exists one supervertex SV with more than one vertex do 3
Choose s and t in SV 4
Consider the network G composed by all the supervertices except SV that has been expanded. 5
Compute a minimum cut C s,t in G . 6 Separate SV into two supervertices SV 1 and SV 2 connected by the capacity of the previous cut, such that the vertices in SV 1 are in one part of the cut and SV 2 is in the other part. Connect the other supervertices to either SV 1 or SV 2 depending on their position in C s,t . 7 end while Note that this algorithm maintains a tree during each loop, called the intermediate cut-tree, connecting supervertices. This implies that the resulting graph is always a tree. As in Gusfield's algorithm, choices can be performed in order to obtain different cut-trees. These choices can be made at Step 3 at two different levels. First, the two vertices involved with the Max-Flow/Min-Cut computation are arbitrary within a same supervertex. Second, there may exist different minimum cuts, that may lead to different cut-trees. Finally, in order to prove the correctness of this algorithm, Gomory and Hu stated that a minimum cut obtained in the condensed graph G in Step 5 between vertices s and t represents a minimum cut between s and t in the original graph. This implies that this algorithm computes a sequence of non-crossing cuts. From all these remarks and on the basis of Lemma 15, much information for the final computation of GH β can be taken from GH α .
In order to describe our final result, we need some further notation. Let G be a network having a parametric edge e = [i, j]. Let GH α be a cut-tree when c(e) = α. Let P i, j be the path connecting i and j in GH α , P i, j = (x 0 = i, . . . x a , . . . , x l = j). Let x a be a vertex in P i, j , and y b a , 0 ≤ b < k a , the neighbors of x a not in P i, j . For any y b a , let T b a be the maximal subtree of GH α rooted at y b a not containing x a . This situation is illustrated in Fig. 2 . The set of trees T i, j defined as above is called the (i, j) forest decomposition of GH α .
With this definition, we obtain the following lemma.
Lemma 16. Let G be a network having a parametric edge e = [i, j]. Let GH α be a cut-tree when c(e) = α. Let T i, j be a (i, j) forest decomposition of GH α . For each tree T b a ∈ T i, j , there exists a cut-tree of G with c(e) = λ > α that contains T b a as subtree. Proof. Let us consider a DFS exploration of T b a rooted in y b a , i.e., the index of y b a is 1. We perform the Gomory-Hu algorithm breaking the ties as follows. First, let s 1 = x a and t 1 = y b a , belonging to the same supervertex. We can compute a minimum cut between s 1 and t 1 . The path P s 1 ,t 1 is reduced to the edge [x a , y b a ] in GH α ; it does not have any edge in common with P i, j . Thus, using Lemma 15, a minimum cut between s 1 and t 1 can be taken in GH α . From Now, for the other steps, we consider s k as the k-th vertex in the DFS order and t k as its parent in T b a . As previously, we can see that they belong at step k to the same supervertex. Thus, we can perform a step in the Gomory-Hu algorithm by seeking for a minimum cut between s k and t k . Using Lemma 15, such a minimum cut is given by GH α . From Step 6, we obtain an edge between two supervertices, exactly corresponding to the edge between s k and t k in T b a . Thus, step by step, we reconstruct all the structure of T b a . Once all the elements of T b a have been considered, the whole supervertex SV 1 has been transformed into a single tree. The Gomory-Hu algorithm can continue by considering SV 2 . In this latter phase, no vertex of SV 1 will be affected by the choices made for s and t and the structure of the subtree T b a will be preserved through the algorithm.
In this proof, we always seek for minimum cuts between vertices that are neighbors in the original cut-tree (GH α ) and that do not belong to P i, j . The order we have chosen for exploring the tree T b a ensures that this property is verified at any step of this algorithm. Note that there exist many orders for which this algorithm would have led to the reconstruction of T b a : the order obtained by DFS is one of them.
Theorem 17. Let G be a network having an edge e = [i, j] with parametric capacity c(e) = λ. Let GH α be a cut-tree obtained when c(e) = α. Let P i, j be the path in GH α between i and j. For λ > α it is sufficient to compute |P i, j | − 1 minimum cuts in G λ in order to obtain a cut-tree GH λ .
Proof. This proof is based on the Gomory and Hu initial algorithm. The main point again is finding an order for exploring the graph in such a way that the interesting structures, i.e., parts of GH α , are created first in the construction of the cut-tree. Since we show that these structures are created, we can start the algorithm in this new step, avoiding the corresponding computations. More precisely, we define the order in which the vertices of G must be explored. On the basis of Lemma 16, we can begin the Gomory-Hu algorithm by exploring all the subtrees of the form T b a one by one. The final order would follow a DFS numbering of the successive subtrees.
This leads to the following state of an intermediate tree: one supervertex SV composed of all the elements of P i, j and all the subtrees of the form T b a connected to SV by y b a as shown in Fig. 3 . Thus, we can start the Gomory-Hu algorithm at this step. Since there remain |P i, j | elements in the supervertex, we only need to compute |P i, j | − 1 minimum cuts in G.
This theorem provides an improvement on the number of maximum flow computations that have to be performed to compute the cut-trees of two networks that only differs in one single edge capacity. Using the original Gomory and Hu algorithm, we note that the maximum flow computations are made on smaller graphs than the original one. This would imply further improvement on the time complexity.
For these different algorithms used to compute cut-trees from previously known ones we can make the following remark. The study performed in this section only considers the case where capacities can increase. In the other case, the problem becomes more difficult. Indeed, in our case, we deeply use the fact that subtrees can be reused if they consider saturated flows, i.e., only when these flows will never be affected when the capacity is increasing. When the capacity is decreasing, a studyà la Elmaghraby should be made; the number of intermediate cut-trees is then a function of the number of critical capacities between β and λ. 
Open problems
From these results, some open questions could be investigated. First, is there a polynomial algorithm for computing all pairs flow variations for any number of parametric edges with related varying capacities? Second, we have seen that the computation time for iterative Gomory-Hu cut-trees when capacities vary can be improved in many cases. What could be the impact of this improvement on the average computation time? Are there some other possible improvements using properties of the initial cut-tree?
