Recently Propp and Wilson 14] have proposed an algorithm, called Coupling from the Past (CFTP), which allows not only an approximate but perfect (i.e. exact) simulation of the stationary distribution of certain nite state space Markov chains. Perfect Sampling using CFTP has been successfully extended to the context of point processes, amongst other authors, by H aggstr om et al. 5]. In 5] Gibbs sampling is applied to a bivariate point process, the penetrable spheres mixture model 19]. However, in general the running time of CFTP in terms of number of transitions is not independent of the state sampled. Thus an impatient user who aborts long runs may introduce a subtle bias, the user impatience bias. Fill 3] introduced an exact sampling algorithm for nite state space Markov chains which, in contrast to CFTP, is unbiased for user impatience. Fill's algorithm is a form of rejection sampling and similar to CFTP requires su cient monotonicity properties of the transition kernel used. We show how Fill's version of rejection sampling can be extended to an in nite state space context to produce an exact sample of the penetrable spheres mixture process and related models. Following 5] we use Gibbs sampling and make use of the partial order of the mixture model state space. Thus
Perfect Simulation and Coupling from the Past
Markov Chain Monte Carlo (MCMC) methods are applied when one seeks to sample from a distribution , but elementary sampling is not feasible. Instead we construct a Markov chain whose stationary distribution is , and simulate a long run. For an overview on MCMC techniques see e.g. Gilks et al. 4] . A common problem when using Markov Chain Monte Carlo methods is the di culty of determining the length of simulation required to obtain a su ciently good approximation. Bounds on the rates of convergence exist, see e.g. 11, 15, 18] , but are often not precise enough to be useful in practice. Propp & Wilson 14] have recently shown how this problem can be solved for certain nite state space Markov chains. Using coupling techniques, the conventional MCMC algorithm can be extended to certify whether equilibrium has yet been reached. Thus by extending the run time if necessary, the user can ensure to obtain a perfect (i.e. exact) sample of the stationary distribution. This technique called Coupling from the Past (CFTP) works as follows. Suppose X is a Markov chain with transition matrix P on a nite state space S which converges to statistical equilibrium.
We can simulate this chain using transition rules:
De nition 1.1 A transition rule for a Markov transition matrix P on the state space S is a measurable function f : S U ! S together with a random variable U on the state space U such that IP f(x; U) = = P(x; ):
If f( ; U) is a transition rule for P then we can use a sequence fU n g; n 2 ZZ, of independent copies of the random variable U to simulate the chain X via X k = f(X k?1 ; U k ): Now, if it was possible to start X at time ?1 then at time 0 the chain would be in exact equilibrium. CFTP is an algorithm which samples such an in nitely long simulation by reconstructing it over a nite time in the recent past. We choose a time ?T 1 < 0 and obtain a realization fu n g 0 n=?T 1 +1 of the sequence fU n g for n 2 f?T 1 + 1; ?T 1 + 2; : : : ; 0g. Using this realisation we start the chain at time t = ?T 1 from every state in S and run it up to time 0. As we use the same realisation fu n g 0 n=?T 1 +1 for all initial states, the paths of the chain will coalesce if they meet. Suppose all paths have coalesced into a single path by time 0 and thus sample the same state x at time 0. Then assuming that a simulation from time ?1 would use the same sequence fu n g 0 n=?T 1 +1 to specify its transitions from time ?T 1 to 0, this simulation would also sample x at time 0. Thus we can regard this sample as the result of a virtual simulation from time ?1 which is in perfect equilibrium.
If the paths have not coalesced into one path by time 0, we need to observe more of the past to reconstruct the in nite-length simulation. We choose a time ?T 2 < ?T 1 and extend backwards as follows. We sample a sequence fu n g ?T 1 n=?T 2 +1 of independent copies of U and combine it with the previous sequence fu n g 0 n=?T 1 +1 , thus obtaining a realisation of fU n g 0 n=?T 2 +1 . We then proceed as before, iteratively venturing further into the past until we achieve complete coalescence. Propp 19] , and related models, in particular the attractive (but not repulsive) area-interaction. As will be shown in 8] CFTP can also be applied to Metropolis-Hastings algorithms. 4 2 User Impatience Bias Fill 3] points out that a drawback of CFTP is the fact that the running time in terms of Markov transitions and the state sampled by the algorithm are not independent. Hence an impatient user who aborts long runs may introduce a subtle bias. As an example consider the Markov chain X on the state space f0; 1; 2g with transition matrix
The stationary distribution of X is given by 0 = 2=5, 1 = 1=5 and 2 = 2=5. We can simulate X using the following transition rule:
f(1; U) = 2; where U is a uniform random variable on 0; 1]. Note that this transition rule is not monotone, so we need to start our simulation from all three initial states and check the resulting paths for coalescence. Now suppose the user terminates a run of CFTP whenever I iterations have been completed without producing output. Conditional on obtaining output the user will not sample output Z 2 f0; 1; 2g according to the equilibrium distribution as the following calculations show. Recall that the length of the run in the i th iteration of CFTP is equal to 2 i?1 . In this example coalescence cannot occur in the rst iteration. After the rst iteration the possible states are f0; 2g or f1; 2g. Moreover until coalescence occurs the set of possible states alternates between f0; 2g and f1; 2g. In either case the probability of coalescence in the next step is 1/2. Further elementary calculations show that conditional on coalescence within the rst I iterations the user will sample Z with the following probabilities: Fill's algorithm does not use CFTP but is based on a di erent idea, namely rejection sampling, which protects against user impatience bias. The setting for this algorithm is as follows. We have a Markov chain X on a partially ordered nite state space (S; S ) which converges to the equilibrium distribution . The state space has a unique maximal element1 and a unique minimal element0. The transition matrix P of X is such that its time reversalP de ned bỹ P(x; y) = (y)P(y; x) (x) for x such that (x) > 0 is monotone with respect to S . AsP is monotone, for each x 2 S and y S x there exists an upward kernel K (x;y) ( ; ) such that P(y; y 0 ) = X as an upward kernel. We assume that we can simulate transitions from the measure K (x;y) (x 0 ; ) wheneverP(x; x 0 ) > 0 and y S x. Let P (N) = P N denote the N-step transition matrix of X andP (N) the time reversed N-step transition matrix. Like any rejection sampling procedure Fill's algorithm proposes a sample which is then accepted or rejected with an appropriate probability. The interruptible algorithm proposes an observation z drawn from P (N) (0; ) as a sample of ( ) and accepts it with probability 1 c (z) P (N) (0; z) ;
is an upper bound on the ratio (z) P (N) (0; z) :
The choice of c is adequate because according to the de nition ofP we have that
; and due to the monotonicity ofP
The rejection sampling procedure consists of three steps, where the rst step samples from P (N) (0; ) and the second and third step are designed such that this sample is accepted with the appropriate probability:
(1) Start X in0 and simulate it for N steps. Record the obtained trajectory (X 0 =0; : : :; X N = z). The state of X N is the proposed sample state. This time-reversed trajectory is regarded as aP-trajectory conditioned to start in z and to end in0.
(3)
A second Markov chainỸ is simulated for N steps using the upward kernels K (x;y) ( ; ) together with the time-reversed trajectory. The initial state ofỸ is set asỸ 0 =0. ThenỸ k for k 2 f1; : : : ; Ng is simulated according to the kernel K (X k?1 ;Ỹ k?1 ) (X k ; ): IfỸ N =0 the proposed sample z is accepted, else it is rejected. Fill 3] shows that because upward kernels ofP are used to produceỸ , the probability ofỸ N =0 is equal to 1 c (z) P (N) (0; z) ;
whence the rejection sampling procedure is carried out correctly. If a proposed state is not accepted, the number of transitions N is doubled and the above steps are repeated independently from the previous run. We adopt the useful pseudocode notation from computer science to describe the algorithm. Here the algorithm Markov1(x) draws a sample from P(x; ) and Markov2(y; x; x 0 ) draws a sample from K (x;y) (x 0 ; ). An essential requirement for the applicability of Fill's algorithm is that the time reversal of the transition kernel has appropriate stochastic monotonicity properties. 
In the following we use the above transition rules whenever we perform GibbsSampling1 or GibbsSampling2. In contrast to Fill's setting, our Markov chain is de ned on an uncountable state space which, although it has a partial order, does not have a unique maximal or minimal state. Instead 5] calls an element (x; y) quasimaximal, if the induced set of the rst type of points x G covers the whole window and the induced set of the second type of points y G is the empty set, that is x G W and y = ;:
Similarly, the element (x; y) is quasiminimal, if x = ; and y G W:
Although these states are not unique maximal and minimal states, they serve as e ectively unique maximal and minimal states in the following sense: Lemma 5.2 Let (x 0 ; y 0 ) be an arbitrary element of S 2 , let (x 0 ; y 0 ) be a quasiminimal element and let (x 1 ; y 1 ) be a quasimaximal element. Suppose we perform n GibbsSampling1 iterations on all three states. We couple the transitions of the chains by successively applying f 2 ( ; Z 2 ) and f 1 ( ; Z 1 ) to all three chains. Let (x 0 n ; y 0 n ) describe the state of the chain started in (x 0 ; y 0 ) after n iterations of GibbsSampling1, (x 0 n ; y 0 n ) the state of the chain started in (x 0 ; y 0 ) and (x 1 n ; y 1 n ) the state of the chain started in (x 1 ; y 1 ). Then (x 0 n ; y 0 n ) (x 0 n ; y 0 n ) (x 1 n ; y 1 n ) for all n 1:
Note that the same result holds for GibbsSampling2.
In other words if we successively use f 2 ( ; Z 2 ) and f 1 ( ; Z 1 ) to couple the transitions, the path started in a quasiminimal state will lie below the path started in (x 0 ; y 0 ) (with respect to ). Similarly the path started in a quasimaximal state will lie above the path started in (x 0 ; y 0 ).
Proof: We will proof the rst inequality in (5) for the case of GibbsSampling1.
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The second inequality follows analogously. We perform one iteration of GibbsSampling1 by applying successively the transition rules f 2 ( ; z 2 ) and f 1 ( ; z 1 ) to both states (x 0 ; y 0 ) and (x 0 ; y 0 ). As (x 0 ; y 0 ) is quasiminimal we know that x 0 = ;. Thus (x 0 1 ; y 0 1 ) = (z 1 n z 2 G]; z 2 ). From state (x 0 ; y 0 ) we reach the state (z 1 n z 0 2 G]; z 0 2 ), where z 0 2 = z 2 n x 0 G]. Clearly (z 1 n z 2 G]; z 2 ) (z 1 n z 0 2 G]; z 0 2 ); whence the rst inequality in (5) holds for n = 1. Furthermore as our transition rules are monotone, the rst inequality in (5) also holds for n > 1. Thus the path started in the quasiminimal state will always lie below the path started in (x 0 ; y 0 ) (with respect to ).
The result can be proved analogously for the case of GibbsSampling2. Note that this Lemma is equivalent to Lemma 4 in 5]. 6 The time reversal step
In the rst step of our algorithm we run N iterations of the Gibbs sampler and obtain a realisation of the sequence (X k ; Y k ) k2f0;:::Ng : We then reverse the obtained sequence of point patterns in time, i.e. we set
In this section we will prove a result about the distribution of this time reversed sequence which will be essential when showing that the developed algorithm samples the correct target distribution. Fill uses an analogous result but without proof, see section 7.3 in 3]. We include a proof, as the result is unfamiliar in the context of point processes, though it is very familiar to workers in Markov chain theory. Let f(x; y) denote the density of the mixture model given in (1).
De nition 6.1 Letp x (x 0 jy) andp y (y 0 jx) be the time reversal of the transition kernels p x (x 0 jy) and p y (y 0 jx), i.e. f(x; y) (6) for arbitrary x; y such that f(x; y) > 0.
Note that an easy calculation shows thatp x (x 0 jy) = p x (x 0 jy) andp y (y 0 jx) = p y (y 0 jx): in this case the Markov chain is reversible, which is not generally required for Fill's method. However it should be noticed that despite the Markov chain reversibility the two-step construction using GibbsSampling1 is not reversible: GibbsSampling1 and GibbsSampling2 stand in duality. Proof: Consider the time-inhomogenous latent Markov chain (R n ; S n ) 2N 0 , which describes the sequence of forward transitions in detail, i.e. for k 2 f0; : : : ; Ng (R 2k ; S 2k ) = (X k ; Y k ) and (R 2k+1 ; S 2k+1 ) = (X k ; Y k+1 ): Suppose (R n ;S n ) 2N 0 is the time reversal of (R n ; S n ) 2N 0 , i.e.
(R n ;S n ) = (R 2N?n ; S 2N?n ):
Let h j ( ; ) be the density of (R j ; S j ). The time reversed sequence (R n ;S n ) 2N 0 has the same density as the original sequence, which is h N (x n ;ỹ n ) 2N (9) 2
We make some further statements, which we will need when we prove that our algorithm produces exact samples of the mixture model. Let p N (x N ; y N ) (x 0 ; y 0 ) be the N-step transition density for GibbsSampling1, i. 
7 The Acceptance algorithm After obtaining the time reversed trajectory of our Markov chain, we simulate a second Markov chain, whose nal state will be used as criterion for accepting or rejecting the proposed sample. The evolution of this second chain depends on the evolution of the time reversed trajectory as follows. Note that this algorithm does not make use of the point patternṽ 0 . Also note thatw 1 ỹ 1 , so that we can apply the above algorithm iteratively.
We designed the Acceptance algorithm such that the rst transition is made according to the conditional distribution of f 1 ((ṽ 0 ;w 0 ); Z 1 ) given f 1 ((x 0 ;ỹ 0 ); Z 1 ) = (x 1 ;ỹ 0 ) and the second according to the conditional distribution of f 2 ((ṽ 1 ;w 0 ); Z 2 ) given f 2 ((x 1 ;ỹ 0 ); Z 2 ) = (x 1 ;ỹ 1 ): Hence the transitions of our second chain are made according to upward kernels of the transition kernelsp x (x 0 jy) andp y (y 0 jx); see section 3 in this paper and section 7.1 in Fill 3] for further comments on upward kernels.
The Acceptance algorithm was chosen such that the Rejection Sampling algorithm has the appropriate acceptance probability. To show this we will need the following result about the distribution of the output produced by N iterations of Acceptance. Suppose the sequence (x 0 ;ỹ 0 ) N 0 was produced by running N iterations of GibbsSampling1 and reversing the obtained trajectory. Let s be the state at time 0 and t be the state at time N of this time-reversed sequence. Using this sequence we run N iterations of the Acceptance algorithm and obtain output (Ṽ N ;W N ). The distribution of this output is given as follows, in a simple consequence of Lemma 6.2 above. As shown in Lemma 6.2, conditional on (x 0 ;ỹ 0 ) = s and (x N ;ỹ N ) = t the transitions of the time reversed sequence are made according to the time reversal kernels, thus our initial assumption holds. Hence conditional on s and t the N-step transition kernel of the Acceptance algorithm is given bỹ p N (ṽ N ;w N ) r) p N t s ;
where the denominator is due to our condition.
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Following Fill's program we combine the algorithms of section 5-7 to a Rejection Sampling algorithm as follows. We rst determine a quasiminimal pattern (z 1 ; z 2 ) = z0, i.e. we set z 1 = ; and choose z 2 deterministically such that z 2 G W. We will use z0 as the starting pattern for the Proposal algorithm. We then set z1 = (z 2 ; z 1 ); which leads to a quasimaximal pattern. This will be the starting pattern for the Acceptance algorithm. Throughout the following we keep the above patterns xed. Note that the Rejection Sampling algorithm will not actually depend on the choice of z 2 as the Proposal algorithm only makes use of the rst component of the starting pattern and the Acceptance algorithm only of the second one, see the remarks made when describing the algorithms. The Rejection Sampling algorithm is then de ned as follows:
RejectionSampling ( Note that if a sample is not accepted, the following run of the Markov chain is independent of the previous runs. If we use conventional MCMC, we just iterate GibbsSampling1 (say) N times and assume that the produced sample has the stationary distribution. The reversal and acceptance step in our algorithm ensures that the sample actually has the stationary distribution. How does this work? This section follows closely Fill's argument in section 7.3 of 3]. The algorithm is a form of rejection sampling: the Proposal algorithm proposes a sample and 20 the Acceptance algorithm accepts it with an appropriate probability. The Proposal algorithm generates a sample according to the N-step transition density p N ( j z0) Having obtained a sample (x; y) from p N ( j z0), we wish to accept it as a sample from f( ; ) with probability f(x; y) n(c p N ((x; y) j z0)); where c is an upper bound on the ratio f(x; y) n p N ((x; y) j z0): Due to detailed balance (10) and the monotonicity of the Gibbs sampler (11) f(x; y) p N ((x; y)jz0) = f(z0) p N (z0j(x; y)) f(z0) p N (z0jz1) :
So we can use c = f(z0) np N (z0jz1) and hence we want to accept (x; y) with probability f(x; y) p N ((x; y)jz0) Proof: The unconditional probability of acceptance is
By ergodicity the above expression converges to one as N ! 1. Therefore the probability of output at the j th iteration given no prior output converges to one for j ! 1. We implemented the Rejection Sampling algorithm in a C program to demonstrate that the exact sampling of the penetrable spheres mixture model with this algorithm is feasible in practice. Figure 1 shows some samples of the penetrable spheres mixture model obtained through the new algorithm. We use the same display as H aggstr om et al. in 5] . The rst type of points is pictured as a dot, the second type is pictured as a cross. The circles are of radius R=2 and show the area around a point in which no point of the other type is allowed. Note that for a larger value of phase transitions seem to begin to occur and one of the components dominates. The implementation of our algorithm also enables us to compare it to the analogous algorithm using CFTP in 5] with respect to memory and expected number of transitions needed. Fill 3] shows that for a nite Markov Chain a naive implementation of the algorithm needs more memory than the analogous algorithm using CFTP. It is clear that similarly our algorithm will also need more memory than the CFTP algorithm in 5]. Note that this application of Fill's algorithm provides a new perfect simulation algorithm for point processes. Simulation suggests that this new algorithm is approximately as e cient as the analogous algorithm using CFTP. Our algorithm needs more memory than CFTP, but protects against bias caused by user impatience. This is a signi cant virtue: however the main contribution of this article is to show how one can perform perfect simulation for various point processes in quite a di erent manner from CFTP.
