C onditional value at risk (CVaR) is both a coherent risk measure and a natural risk statistic. It is often used to measure the risk associated with large losses. In this paper, we study how to estimate the sensitivities of CVaR using Monte Carlo simulation. We first prove that the CVaR sensitivity can be written as a conditional expectation for general loss distributions. We then propose an estimator of the CVaR sensitivity and analyze its asymptotic properties. The numerical results show that the estimator works well. Furthermore, we demonstrate how to use the estimator to solve optimization problems with CVaR objective and/or constraints, and compare it to a popular linear programming-based algorithm.
Introduction
Value at risk (VaR) and conditional value at risk (CVaR) are two widely used risk measures. The -VaR of a random loss L is the quantile of L, and the -CVaR of L is the average of all -VaR of L with ∈ 1 , where 0 < < 1 is typically close to 1. If we define the large losses to be the losses in the upper 1 − -tail of the loss distribution, then -VaR is the lower bound of the large losses, -CVaR is the mean of the large losses, and + 1 /2-VaR, also known as the tail conditional median (Heyde et al. 2007) , is the median of the large losses. They provide information on the potential large losses that an investor may suffer.
Both VaR and CVaR have been used in practice and have also been studied extensively in the literature. There has been debate on which one is a better risk measure. Artzner et al. (1999) define a set of axioms and call the risk measures that satisfy these axioms coherent risk measures. One of the axioms is the subadditivity axiom, which requires a risk measure to satisfy L 1 + L 2 ≤ L 1 + L 2 . The subadditivity axiom basically means that "a merger does not create extra risk" (Artzner et al. 1999) . They show that VaR does not always satisfy the subadditivity and, therefore, is not a coherent risk measure. CVaR, on the other hand, always satisfies the subadditivity and is a coherent risk measure (Rockafellar and Uryasev 2002) . Heyde et al. (2007) , however, argue that the requirement of subadditivity may lead to risk measures that are not robust with respect to the underlying models and data, and thus are not suitable for regulatory purposes. They also provide other evidence that supports the relaxation of the subadditivity, including evidence from utility theory, bankruptcy risk related to merger, psychology theory, and the study of the tail subadditivity of VaR (see also Daníelsson et al. 2005) . Heyde et al. (2007) suggest replacing the subadditivity axiom by the comonotonic subadditivity axiom, which requires the subadditivity to hold only for the random variables that always move in the same direction. They call risk measures that satisfy their new set of axioms natural risk statistics. They show that both VaR and CVaR are natural risk statistics but that VaR is more robust, i.e., it is less sensitive to the tail distribution, which is often difficult to characterize in practice (see also Heyde and Kou 2004) . In this paper, we focus on CVaR. Though it may not be suitable as a regulatory or external risk measure, it is nevertheless widely used in practice and in academic research, and it may also be an excellent internal risk measure for financial institutions.
VaR and CVaR have also been used in stochastic optimization, where the stochastic objective or constraint functions may be substituted by their VaRs or CVaRs to obtain robust solutions. Because a coherent risk measure of a stochastic convex function is also convex (Ruszczyński and Shapiro 2006) , CVaR is more popular in stochastic convex optimization. For instance, Rockafellar and Uryasev (2000) and Ruszczyński and Shapiro (2006) study the use of CVaR in stochastic linear programming and stochastic convex optimization, respectively. VaR has also been used in this context. For instance, Hong and Qi (2007) suggest using VaR in the stochastic linear programming.
Suppose that the loss is a function of some parameters, e.g., the loss of a portfolio is often a random function of the interest rate and the volatilities of the assets. Then, the VaR and CVaR of the loss are both functions of these parameters. The partial derivatives of these functions are called VaR and CVaR sensitivities, which provide information on how changes in these parameters affect the output risk measures. These sensitivities are useful in managing risk, verifying model adequacy, and solving stochastic optimization problems.
If the parameters of the loss model are controllable, i.e., the risk managers can adjust these parameters, then their sensitivities can be used for risk management. For instance, if the parameters are the percentages of the total portfolio value allocated to different financial assets, then their sensitivities can be used to adjust the portfolio to ensure that the VaR or CVaR of the loss is below certain level.
If the parameters are uncontrollable, e.g., they are modeled as constants in the loss model, then their sensitivities are measures of model adequacy. In any loss models, there are constants. Some of them may be estimated through historical data, e.g., the volatilities of the financial assets. They are subject to estimation errors. Some of them may be modeled as constants for convenience, e.g., the interest rate may be modeled as a constant in a short period. They are subject to modeling errors. In both situations, if the sensitivity with respect to a certain parameter is high, then we can conclude that the information about this parameter is valuable and it may be necessary to reconsider the model or estimate the parameter accurately, because there are often errors in the specification of the parameter and the VaR or CVaR may change significantly with respect to a small error in the specification.
When the VaR and CVaR are used in stochastic optimization, their sensitivities are the partial derivatives which form the gradients. If we know how to calculate the gradients, we can then apply gradientbased nonlinear optimization algorithms, e.g., the quasi-Newton method (Nocedal and Wright 1999) , to solve the optimization problems. The rates of convergence of these algorithms are generally much faster than gradient-free algorithms.
In this paper, we assume that there exists a model of the loss function and that we may simulate the model to obtain independent and identically distributed observations of the loss. Under this assumption, the estimation of VaR sensitivities for general loss functions has been studied in Hong (2008) . Hong (2008) shows that the VaR sensitivity can be written as a conditional expectation and also provides a batching estimator to consistently estimate the sensitivity. The estimation of CVaR sensitivities for linear loss functions has been studied by Scaillet (2004) . Scaillet (2004) provides a kernel estimator of the sensitivity and shows that the estimator is consistent and follows an asymptotic normal distribution.
In practice, however, many loss functions are nonlinear. For instance, the loss functions of portfolios with financial derivatives are often nonlinear functions of the interest rate and volatilities, and the objective and constraints functions of stochastic convex optimization problems may also be nonlinear. Therefore, we need to have CVaR sensitivity estimators that can be applied to nonlinear loss functions. Furthermore, the performances of the kernel estimator proposed in Scaillet (2004) are sensitive to the choices of kernel function and bandwidth, which may be difficult to choose well in practice. In this paper, we study the estimation of CVaR sensitivities for general loss functions and we propose an estimator that is easier to compute than the kernel estimator. We prove that the estimator is consistent and follows an asymptotic normal distribution.
The general problem of sensitivity estimation has been studied extensively in the simulation literature (see, for instance, Fu 2006 for a recent review). Many approaches have been proposed, including finite-difference approximations, perturbation analysis, and the likelihood ratio method. The key problem of the finite-difference approximation is the tradeoff between the bias and variance of the estimator (e.g., Fox and Glynn 1989) . The perturbation analysis uses the pathwise derivatives of the random loss function in the estimation (e.g., Glasserman 1991) . It often results in estimators with lower variances when it is applicable. In the likelihood ratio method, the probability density of the loss function is differentiated (e.g., Glynn 1990) . It is more widely applicable than the perturbation analysis. However, its estimators often have large variances. The CVaR sensitivity estimator proposed in this paper uses pathwise derivatives. It belongs to the category of the perturbation analysis.
The rest of this paper is organized as follows: In §2, we introduce the background of CVaR and discuss its estimation. In §3, we derive a closed-form expression of the CVaR sensitivity for general loss functions. Then, in §4, we study the asymptotic properties of the estimator, including consistency, asymptotic bias and variance, and asymptotic normality. Numerical results are reported in §5, followed by the conclusions in §6. Some of the lengthy proofs are included in the online appendix (provided in the e-companion). 
Background and Estimation of CVaR
Let L be the random loss and Pflug (2000) shows that c can also be written as the following stochastic program:
where a + = max 0 a . Let T be the set of optimal solutions to the stochastic program defined in Equation (1). Trindade et al. (2007) show that T = u v , where u = sup t F L t ≤ . In particular, note that v ∈ T . Therefore,
When L has a density in the neighborhood of v , then v = u . Therefore, the stochastic program defined in Equation (1) has a unique solution. Then, c = E L L ≥ v , where the right-hand side of the equation is also known as the expected shortfall or the tail conditional expectation. Suppose that L 1 L 2 L n are n independent and identically distributed (i.i.d.) observations from the loss L. Then, the -VaR of L can be estimated by v n = L n n , where L i n is the ith order statistic from the n observations. Serfling (1980) shows that v n → v with probability 1 (w.p.1) as n → . If L has a density f L · in the neighborhood of v and f L v > 0, Serfling (1980) also shows that
where "⇒" denotes "converge in distribution" and N 0 1 represents the standard normal random variable. Trindade et al. (2007) suggest using the estimator
, then by Equation (2), we havê
Therefore, we can apply Equation (5) to directly estimate c instead of solving the stochastic program in Equation (4).
By the stochastic-program form ofĉ n , Trindade et al. (2007) show that when E L 2 < ,ĉ n is a consistent estimator of c , i.e.,ĉ n → c in probability as
A Closed-Form Expression of CVaR Sensitivity
Suppose that the random loss can be modeled as a function L , where is the parameter with respect to which we differentiate. In this paper, we assume that is one-dimensional and that ∈ , where ⊂ is an open set. If is multidimensional, we may treat each dimension as a one-dimensional parameter while fix-
For instance, L may be the random annual loss of a financial portfolio which contains shares of a stock with an annual loss X, i.e., L = X + Y , where Y denotes the annual loss of other assets. Then, L = X. When L cannot be represented by a closed-form function, L may still be evaluated numerically through perturbation analysis (PA) in many situations (Glasserman 1991) . For instance, L may be the negative of the value of an asset that is modeled as a diffusion process and may be the volatility of the asset. Though the closed form of L is often not available, L may be computed through PA (see, for instance, Broadie and Glasserman 1996) . In this paper, we assume that L is available for any ∈ .
Let v and c be the -VaR and -CVaR of L for any , where 0 < < 1. They are both functions of . We make the following assumptions on L .
Assumption 1. There exists a random variable K with
Assumption 2. The VaR function v is differentiable for any ∈ .
Assumption 1 is a typical assumption used in pathwise derivative estimation (e.g., Broadie and Glasserman 1996) . Assumption 2 implies that there exists some constant
To establish a closed-from expression of the CVaR sensitivity, we need the following lemma that is often used to analyze pathwise derivatives.
Lemma 3.1 (Broadie and Glasserman 1996 
Then, we have the following theorem that gives a closed-form expression of c .
Proof. To prove the theorem, we prove that
For any * ∈ , by Assumption 2, there exists a neighborhood of * , denoted as (a * b * ), and a constant * such that * ∈ a * b * , a * b * ⊂ , and
Then, by Equation (7), at every ∈ a * b * ,
This concludes the proof of the theorem.
Remark 3.1. The conclusion of Theorem 3.1 can also be obtained by differentiating the stochastic program representation of c see Equation (1) , where 
under some technical conditions. By Theorem 3.1,
By Equations 8 and
under some technical conditions. This result is the same as the result derived in Hong (2008) .
Theorem 3.1 gives a closed-form expression of the CVaR sensitivity. When the closed-form expression can be evaluated, the theorem provides an approach to calculating CVaR sensitivity directly. When the closed-form expression cannot be evaluated, the theorem may be used to derive estimators of CVaR sensitivity, as we do in the next section.
Estimation of CVaR Sensitivity
To simplify the notation, we let L and D denote L and L , respectively, and let c and v denote c and v , respectively, when there is no ambiguity.
L n D n . In this section, we are interested in estimating CVaR sensitivity c using the observations. By Theorem 3.1,
Then, we propose the following estimator of c :
where v n = L n n is a strongly consistent estimator of v . Compared to the kernel estimator proposed in Scaillet (2004) for linear loss functions, this estimator is more intuitive and does not require the selection of kernel function and bandwidth.
Strong Consistency
In this subsection, we prove that Y n is a strongly consistent estimator of c . We need the following proposition, which is proved in the online appendix: 
Proof. By the strong law of large numbers (Durrett 1996) ,
as n → . Then, it suffices to prove that
By Hölder's inequality (Rudin 1987) ,
< , then by the strong law of large numbers and the continuous mapping theorem (Durrett 1996) 
Then, Equation (14) goes to 0 w.p.1 as n → . By the continuous mapping theorem,
Therefore, by Equations (12), (13), and (15), the conclusion of the theorem holds.
Asymptotic Bias
Let L be a continuous random variable with density f L y and define g y = E D L = y . Hong (2008) proves that v = g v . In the following two subsections, we make the following assumptions. 
Given Assumptions 4 and 5, we have the following lemma, which is proved in the online appendix: 
If f L · and g · are continuous at y, then h · is differentiable at y and
Furthermore, by Equation (10),
Because L is a continuous random variable by Assumption 4, then
Note that
By Equation (17),
In the next theorem, we show that the bias of Y n is of o n −1/2 . Proof. By Equation (19), we only need to show that
where U k n−1 is the kth order statistic of n − 1 standard uniform random variables.
by Equation (16), and
by Equation (3). Then, by the delta method (Lehmann 1999) , we have
Then, it suffices to show that the sequence
Define b n and S n as those in Lemma 4.1. Then,
Because f L y and g y are continuous at
, by Taylor's theorem (Lehmann 1999) , we have
where n is a random variable between v and L n −1 n−1 . By continuity of g y at y = v , there exists > 0 and B > 0 such that g y ≤ B for all
, where b n → 0 as n → 0. Therefore, when n is large enough, b n−1 < and g n ≤ B. Hence,
It is known that nE U n −1 n−1 − 2 converges to a constant (David 1981) . Then, by Equations (20) and (21),
is uniformly integrable.
Asymptotic Variance Let
In this subsection, we first study the asymptotic variance of M n . Then, the asymptotic variance of Y n can be easily derived using Equation (22). Note that
Similarly, by Equation (18),
In the following three propositions, we show that all three terms on the right-hand side of Equation (23) converge to constants as n → . The proofs of the propositions are included in the online appendix. 
Because Y n = 1 − −1 · M n by Equation (22), then the conclusion of the theorem holds. Hong (2008) shows that v = g v . Then, the conclusion of Theorem 4.3 becomes
Comparing Equation (6) to Equation (24), we see clear resemblance between the two.
Asymptotic Normality
To analyze the asymptotic normality of Y n , we make the following additional assumption. 
Analyzing the asymptotic normality of Y n is equivalent to analyzing the asymptotic normality of M n . Note that
There are two major difficulties in analyzing the asymptotic normality of M n . The first difficulty is that
To solve this problem, we let
Then, the asymptotic normality of M n v can be analyzed by the classical central limit theorem (Durrett 1996) . The second difficulty is that M n − M n v is difficult to analyze because it involves an indicator function 1 x≤0 that is nonsmooth. To solve this problem, we define
where we require that n satisfies that n 3 n → and n 4 n → 0, e.g., n = n −7/24 . Note that n · is a smooth approximation of 1 x≤0 (Figure 1) , and n x → 1 x≤0 as n → for any x = 0. Furthermore, we let
They are approximations of M n and M n v , respectively. Then, we may write
In the online appendix, we prove that both √ n M n − Z n and √ n Z n v − M n v converge to zero in probability as n → , and that √ n Z n − Z n v has the same asymptotic distribution as
has the same asymptotic distribution as
which converges in distribution to · N 0 1 by the classical central limit theorem, where
Note that 2 is the same as the asymptotic variance we obtain in Theorem 4.3. Therefore, we have the following theorem on the asymptotic normality of Y n . The detailed proof of the theorem can be found in the online appendix. 
Constructing Confidence Intervals
In some situations, we may need to know the precision of the estimator or determine the sample size to achieve a certain level of precision. Then, confidence intervals of the estimator can be used (Law and Kelton 2000) . Hong (2008) shows that Q n converges in probability to g v as n → . Let
where W = 1/n n j=1 W j . Then, we have the following lemma, which is proved in the online appendix: 
Then, an asymptotically valid 100 1 − % confidence interval of c is
where z 1− /2 is the 1 − /2 quantile of the standard normal distribution. The numerical results reported in §5 show that the confidence intervals have appropriate coverage probabilities.
Numerical Study
In this section, we study the performances of the CVaR sensitivity estimators through numerical experiments. We first consider an example where the portfolio CVaR depends on some input parameters that may have estimation errors. Therefore, we may be interested in their sensitivities. The numerical results
show that the estimators and confidence intervals we proposed in this paper can appropriately estimate the sensitivities. We then consider an example on CVaR sensitivity with respect to the tail parameter for a heavy-tailed distribution, to study the impact of the tail parameter on the CVaR. Lastly, we consider a portfolio optimization problem that is subject to a CVaR constraint. We show how to use the CVaR sensitivity estimator to conduct optimization. Compared to the linear programming method of Krokhmal et al. (2002) , which is often used to solve this type of problems, our method generally achieves the same level of accuracy but requires significantly lower computational effort.
Portfolio CVaR Sensitivities with Respect to
Input Parameters Suppose there is a portfolio of many assets, e.g., stocks, options, and securities, that may depend on a number of risk factors. We are interested in estimating the CVaR of the portfolio loss in a given time period. In such a case, we often have a simulation model that can simulate the changes of risk factors and then calculate the future portfolio losses. The portfolio CVaR can then be computed based on the simulated losses. We often assume that the risk factors follow some known distributions, and the parameters of the distributions are often estimated from historical or simulated data. These parameters may have estimation errors. The CVaR sensitivities with respect to these parameters provide measures of model adequacy. If the sensitivities are high, a small error in the parameters may result in a large change in the estimated CVaR value. We can then conclude that the information about these parameters is valuable and it may be necessary to reconsider the model or estimate the parameters more accurately.
In the rest of this subsection, we consider a very simple loss model and illustrate the performances of our CVaR sensitivity estimators. Let S denote the changes in the risk factors in the time period. It is a random vector. Suppose that we model the loss as the following quadratic function of S:
where a 0 , a, and A are known. For instance, the loss L is often approximated by the delta-gamma approximation (Glasserman 2004) , which follows this quadratic model. In this example, we suppose that a 0 = 0 3, a = 0 8 1 5 , and To analyze the performances of our CVaR sensitivity estimator, we need to know the theoretical value of the sensitivity. Because it is difficult to compute the sensitivity analytically, we use finite difference approximation with 1,000 replications, each using 10 6 independent samples, to remove the estimation error. We estimate c / 1 = 1 7391. We then use this value as a benchmark to test the performances of our estimator. Specifically, we treat the benchmark as the theoretical value and consider the bias, variance, and mean square error (MSE) of our estimator of the CVaR sensitivity as well as the coverage probability of the 90% confidence intervals. To compute the CVaR sensitivity estimator Y n , we also need L/ 1 , which we compute through the infinitesimal perturbation analysis (see, for instance, Glasserman 1991).
The performances of the estimator and confidence intervals are reported in Figure 2 . The plots are the average performance based on 1,000 independent replications. In the left panel of Figure 2 , we plot the estimated absolute biases, the standard deviations, and the square roots of the MSEs relative to the sensitivity value with respect to different sample sizes. From the plot, we see that the errors in the estimator decrease as the sample size increases. The square root of the MSE is below 2% of the sensitivity value when the sample size is 5,000. In the right panel of Figure 2 , we plot the observed coverage probabilities of the confidence intervals with respect to different sample sizes. We see that the coverage probabilities are close to 90%, which is the nominal coverage probability, when the sample sizes are larger than 2,000. From the plots, we see that both the point estimator and the confidence interval have the desired properties.
As explained in the example, the estimation error of Sample size Sample size Observed coverage probability 0 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 10,000 0 Considering the worst case in the confidence intervals, a 50% error in 1 may change the estimated CVaR value by approximately 0.76%. Therefore, we conclude that the estimated CVaR value is insensitive to the estimation error in 1 even when the error may be as large as 50%.
CVaR Sensitivity with Respect to Tail
Parameter for Heavy-Tailed Distribution Financial data such as daily returns of stock prices often possess heavy tails. Many heavy-tailed distributions have been adopted to model this phenomena in financial and economic applications. In this section, we consider an example where the loss L follows a stable distribution (Nolan 2007 ) with characteristic function E exp iuL = exp − u where ∈ 0 2 . When = 2, the stable distribution is a normal distribution. When ∈ 0 2 , however, the distribution is heavy-tailed, e.g., a Cauchy distribution when = 1. In this example, we are interested in estimating the CVaR sensitivity with respect to the tail parameter .
By Chambers et al. (1976) , when = 1, L can be simulated by
where random variables M and W follow a uniform distribution on − /2 /2 and an exponential distribution with mean 1, respectively. The samplepath derivative L/ can also be obtained. We can apply the method developed in this paper to estimate c / . In the numerical example, we let = 95% and = 1 7.
With 10 6 independent samples, we find out the estimated c value is 5.0 and the estimated c / value is −10 3. As pointed out by Heyde and Kou (2004) , the tail behaviors of distributions are often difficult to distinguish using practical data. For instance, we plot the densities of the stable distributions with = 1 7 and = 1 8 in Figure 3 . In practice, it is very difficult to distinguish them. However, by Taylor's approximation, changing from 1.7 to 1.8, i.e., = 0 1, will cause c to change approximately c / · ≈ −1 03, which is about 20.6% of the estimated c value. This shows that the CVaR is difficult to estimate, which is consistent with the message in Heyde and Kou (2004) .
To compare the robustness of VaR and CVaR with respect to the tail parameter, we also estimate v and v / with = 95% and = 1 7 using the method of Hong (2008) . With 10 6 independent samples, we find that the estimated v and v / values are 2.6 and −1.7, respectively. Then, changing by 0.1 will cause v to change about 6.5%. This shows that the VaR is significantly more robust to the tail parameter than the CVaR, which is consistent with the message in Heyde et al. (2007) . 
Portfolio Optimization with CVaR Constraint
The portfolio optimization problem often tries to find a portfolio that has the maximum expected return and limited downside risk. In this subsection, we consider the problem where the downside risk is measured by the portfolio CVaR. The problem can be formulated as follows:
where p 0 is the (deterministic) price vector of all securities at the current time and p t is the (random) price vector at time t in the future, K is the allowed -CVaR limit at time t, and W is the upper limit of the total wealth of the portfolio at time 0. In problem (25), is often set as 0.9 or 0.95. To simplify the problem, we assume that short sales are not allowed for all securities, i.e., x i ≥ 0 for all i = 1 2 k. Because CVaR is a coherent risk measure, problem (25) is a convex programming problem (Rockafellar and Uryasev 2000) . Then, we can use nonlinear optimization algorithms, e.g., sequential quadratic programming (Nocedal and Wright 1999) , to solve the problem. Based on the model of p t , closed-from expressions for the objective function and the constraint function may be difficult to obtain. In this section, we suggest using the estimates of the objective function and its gradient and the estimates of the constraint function and its gradient to conduct optimization. We first generate n observations of p t − p 0 . Then, the objective function and constraint function and their gradients may be estimated for any given x and used to solve the optimization problem. To test the performance of the algorithm, we let p t − p 0 take a multivariate normal distribution. Then, closed-form expressions for the objective and constraint functions can be derived and the optimal solution to problem (25) can be obtained. This solution enables us to study the performance of our algorithm. When p t − p 0 follows more complicated models, closed-form expressions for the objective and constraint may not be available but our algorithm can still be applied.
We let k = 100, and let E p i t − p i 0 evenly spread between 0.04 and 0.50 and the standard deviation Std p i t − p i 0 = E p i t − p i 0 − 0 03 for all i = 1 2 k. We let the coefficients of correlation between p i t − p i 0 and p j t − p j 0 be 0.35 for any i = j. We also let p i 0 = 1 for all i = 1 2 k, W = 1, K = 0 2, and = 0 95. Based on closed-form expressions for the objective and constraints, we find that the optimal objective value is 0.4901.
To solve the above problem using simulation, we use Matlab 7.3 function fmincon to conduct the optimization with estimated objective function values, constraint function values and their gradients, and randomly generated starting points. The function fmincon implements a version of sequential quadratic programming to solve constrained nonlinear optimization problems (http://www.mathworks.com). After fmincon reports the optimal solution, we compute the actual objective value of the solution and the 0.95 CVaR of the loss at the solution. We can calculate them because p t − p 0 takes a multivariate normal distribution. These values can be used to analyze the performance of the algorithm.
In the left panel of Figure 4 , we plot the relative differences between the optimal objective value from our method and the actual optimal with respect to different sample sizes. We see that the difference decreases as the sample size increases. The differences are below 0.1% of the actual optimal when the sample sizes are larger than 20,000. In the right panel of Figure 4 , we plot the computational time with respect to n log n, where n is the sample size. We see that the computational time increases linearly with respect to n log n. Note that to solve the problem using our method, the only computational time that is related to the sample size is the estimation of the CVaR and CVaR sensitivities, which is an O n log n operation due to the sorting of the samples. This explains why the total computational time increases in a scale of n log n. Both plots of Figure 4 are averages of 100 independent replications conducted on a PC with Pentium(R)4 3 GHz CPU and 1 GB of RAM. Krokhmal et al. (2002) also propose a method to solve this problem based on the stochastic program representation of CVaR. Let L j denote the loss of the jth sample path, i.e., L j = p 0 − p t j . Then, the problem can be formulated as the following linear programming problem:
The problem can be solved by the Matlab 7.3 function linprog, which solves linear programming problems. We compare the performances of Krokhmal et al. (2002) , denoted as the linear method, with our method, denoted as the gradient method, through numerical experiments. The comparison results are reported in Figures 5 and 6 . In Figure 5 , we plot the average relative errors of the objective values Sample size Relative violation of the CVaR constraint (left panel) and the average violations of the CVaR constraint (right panel) for both methods. We see that both methods have excellent performances and the gradient method has smaller constraint violations when the sample size is small. In Figure 6 , we plot the ratios of the CPU times of the linear method to the gradient method. We see that this ratio grows fast as the sample size grows. When the sample size is 3,000, the linear method uses 40 times more computational time than the gradient method. Note that the number of constraints in the linear programming formulation grows linearly with respect o the sample size n. Therefore, when n becomes larger, the linear program becomes much more difficult to solve and the computational time grows faster than n log n . This explains why the gradient method is more efficient than the linear method when the sample size becomes large.
Conclusions
In this paper, we study the estimation of CVaR sensitivity using simulation. We first show that the CVaR sensitivity can be written as a conditional expectation. Based on this result, we propose an estimator of CVaR sensitivity and study its asymptotic properties. The numerical results show that the estimators and confidence intervals we propose in the paper work well.
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