Abstract. We extend the method of harmonic transplantation from Euclidean domains to spaces of constant positive or negative curvature. To this end the structure of the Green's function of the corresponding LaplaceBeltrami operator is investigated. By means of isoperimetric inequalities we derive complementary estimates for its distribution function. We apply the method of harmonic transplantation to the question of whether the best Sobolev constant for the critical exponent is attained, i.e. whether there is an extremal function for the best Sobolev constant in spaces of constant curvature. A fairly complete answer is given, based on a concentration-compactness argument and a Pohozaev identity. The result depends on the curvature.
Introduction
Harmonic transplantation is a device to construct test functions for variational problems of the form Moreover, if u is positive, radial and Φ ≥ 0, then
where r(x) denotes the harmonic radius of D at x defined below. Conformal transplantation has numerous applications in mathematical physics and function theory (Pólya and Szegő [19] , Pólya and Schiffer [18] , Hersch [14] , and [5] ). In particular it has been used to estimate the domain functional J [D] from above, in contrast to symmetrization techniques which yield estimates from below. Note that every minimizer in a ball B R := {x : |x| < R} is positive and radial. Harmonic transplantation as proposed by Hersch [14] 
The regular part H(x, y) is harmonic in both variables. Its boundary values are F (|x − y|).
It is regular for every x ∈ D, in particular at x = y. The harmonic radius r(y) of D at y is defined by [6] [14] proved that the lowest eigenvalue λ 1 of the Dirichlet Laplacian satisfies λ 1 (D) ≤ λ 1 (B max r ).
In fact, if we take for u the first eigenfunction in B max r , Rayleigh's principle together with (2) implies
Bmax r |u| 2 dx = λ 1 (B max r ).
In this paper we extend harmonic transplantation to spaces of constant curvature. We show that the results for the flat case carry over to these spaces. This is possible because the isoperimetric inequality relating volume and surface, which is the key for (2) , also holds in these spaces. The inequalities obtained by means of harmonic transplantation are complementary to those obtained by symmetrization. Also Schwarz symmetrization can be extended to spaces of constant curvature (Baernstein [4] , Sperner [21] , Pólya and Szegő [19] ). By scaling we can assume that a space of constant curvature has curvature 0, 1 or −1. Thus we restrict our attention to domains in R N , S N and H N respectively (Euclidean, spherical and hyperbolic domains).
In Section 2 of our paper we describe the canonical representation of spaces of constant curvature obtained by stereographic projection, and we study their conformal automorphisms. In Section 3 and 4 we construct the Green's function and the harmonic radius of spaces of constant curvature. Section 5 deals with the relation between the Green's function and the capacity of sets. We derive pointwise estimates for the distribution function of the capacity potential and the Green's function. This leads to L p -estimates for both functions. In Section 6 we introduce harmonic transplantation for spaces of constant curvature. Finally, in Section 7 we apply it to the nonlinear Dirichlet problem with critical Sobolev exponent in variational form. The problem of estimating the best Sobolev constants of manifolds has been raised by Aubin [3] . Our main interest is to determine whether the best Sobolev constant is attained or not. To this end we need to extend the concentration-compactness alternative of P.L. Lions [15] to conformal metrics. It turns out that the answer depends on the curvature. Nonexistence of minimizers for negatively curved spaces is proved by means of a Pohozaev identity.
Canonical representation and isometries of S
maps a point P ∈ S N into the intersection P ∈ R N of the line joining P and the north pole N = (0, 0, . . . , 1) with R N . It is a one-to-one conformal transformation which transforms the line element of S N into
The pair (D, ds + ) with D ⊂ R N is called the canonical representation of the domain
For our purpose it is convenient to work with this representation. For the hyperbolic space H N we choose the canonical representation given by the unit ball B = x ∈ R N : |x| < 1 endowed with the metric
Conformal transformations of the plane are holomorphic mappings, whereas in higher dimensions the only possibilities are rotations, dilations, inversions x → x * := 
the line element transforms according to
where g (ξ) is the matrix 
with λ > 0 and a constant orthogonal matrix M (Ahlfors [1, p. 21] ). We want to determine λ. By (3) we have
Using the identity
we get
If a Möbius map satisfies f (y) = 0, then (Ahlfors [1] )
As x → y we get
Evaluation of (4) at x = y yields
with M ∈ O(N ). From (5) and (6) we get
The image of the sphere {ξ : |ξ| = c} is
i.e. a sphere of Apollonius with limit points y and −y * . 
with M ∈ O(N ) and
Note that T y (y) = 0. A laborious computation yields
Also the isometries of H N transform spheres into spheres.
Green's function for spherical and hyperbolic domains
The gradient, Dirichlet integral, and Laplace-Beltrami operator corresponding to a conformal metric ds = p(x) |dx| are 
G(x, y) = 0 on ∂D for every y ∈ D. For sufficiently smooth domains a unique Green's function exists in the classical sense (Miranda [16, p. 106] ). An important tool for the construction of Green's functions is their conformal invariance (Proposition 2 below). We employ it to determine the singularity of the Green's function. In the rest of this section we consider Euclidean, spherical and hyperbolic domains for which the conformal factor p is either 1, p + or p − . Radial singular solutions of LF = 0 solve the ordinary differential equation
We choose the constant c such that
for N = 2, N = 3, 5, . . . , and N = 4, 6, . . . respectively.
Obviously F decreases and satisfies
The function s(x) := γF (|x|) with γ defined in (1) is a fundamental solution of
If the singularity is not at the origin we have: The function F (x, y) is symmetric in x and y. As for Euclidean domains, the Green's function can be decomposed into
where
On a ball B R the Green's function with singularity at the origin is
The Green's function of spherical and hyperbolic domains shares most properties of the Euclidean Green's function. 
Symmetry: G(x, y) = G(y, x)
for every x and y in D.
Superposition principle: The solution of the problem
The proof is as in the Euclidean case.
Harmonic radius of spherical and hyperbolic domains
Definition 3 (Harmonic radius). The harmonic radius of (D, ds) at y is the solution of
with F and H as in Section 3.
Since F is monotone, r(y) is well defined. Moreover it is independent of the particular solution F of (9) . The above definition is equivalent to 2. Monotonicity:
The spherical (hyperbolic) radius r ± and the Euclidean harmonic radius r 0 of a two-dimensional domain are related by
Proof. We only need to prove the last claim. The Green's function of a spherical domain is of the form
while the corresponding Euclidean Green's function is
In view of the Dirichlet boundary condition for the Green's function and the fact that in two dimensions harmonicity is independent of p, we have
which completes the proof. The argument for hyperbolic domains is similar.
The two-dimensional case is special in several respects. If D is simply connected, then the function U (y) := − log(r 0 (y)) is a solution of Liouville's equation [6] :
where K denotes the Gaussian curvature of (D, p |dx|). Thus
Since V (y) → ∞ as y → ∂D, it is the maximal solution of (11) . The harmonic radii for simply connected domains in S 2 and H 2 have been defined in [5] together with extensions for domains on general two-dimensional surfaces.
Capacity
The capacity of a set A ⊂ D with respect to D is defined as
The corresponding Euler equation is
Its solution is called the capacity potential of A. In the radial case the capacity is
An immediate consequence of the variational characterization of the capacity is the following monotonicity property.
The capacity is a conformal invariant. For every function f :
where dH N −1 denotes the (N − 1)-dimensional Hausdorff measure. For the Green's function one has
From this identity we get the following relation between the harmonic radius and the capacity:
Inequalities for the distribution function of the capacity potential.
Bernstein [7] extended the classical isoperimetric inequality to domains on S 2 . The generalization to other spaces of constant curvature is due to Schmidt [20] . For every domain (D, p |dx|) denote by
its volume and surface with respect to the metric p |dx|. For every measurable set A in a space of constant curvature, denote by A * := B R the geodesic ball of the same volume. Schmidt's isoperimetric inequality states that
It is a key tool for the sequel. Let m(t) := m(D k (t)) be the distribution function of the capacity potential k(x) defined in (12) 
. It is decreasing and satisfies m(1) = m(A), m(0) = m(D). By the coarea formula
In view of (15) and Schwarz's inequality
. Together with Schmidt's isoperimetric inequality (17) we get
In terms of R(t) the surface of the symmetrized level sets of the capacity potential
Inserting this expression into (18), we find that
Equality holds if D and A are concentric balls. This inequality implies the isoperimetric inequality for the capacity in spaces of constant curvature (Pólya and Szegő [19] ).
Lemma 5 (Isoperimetric inequality for capacity). Let
Proof. From (20) it follows that
We denote by A *
. By Lemma 5, monotonicity of the capacity (14) , and (13) we have
Let k 1 (x) be the corresponding capacity potential in D * \A *
. Similarly we introduce the ball D
By the same reasoning as above we have 
Proof. From (20) we get for t 0 ≤ t 1 :
Denote by R 0 (t) and R 1 (t) the radii of the balls of volumes m 0 (t) and m 1 (t).
Lemma 7 (L q -estimates for the capacity potential). For every q > 0 one has
Proof. We have
The claim follows from Lemma 6 and m 0 (1) = m(1). G(x, y) . By definition of the Green's function we have
Inequalities for the distribution function of the Green's function. Similar results hold for the distribution function m(t) of the Green's function
As in the previous section, this leads to (22) with R(t) given by (19) . Integration yields
for every t 0 ≤ t 1 . Equality holds in a ball with the singularity at the center. From this inequality we deduce the analogue of Lemma 6 for the Green's function. 
Proof. From (22) we have
with equality for the radially symmetric Green's function. Setting t 0 = 0 and observing that R(0) is the radius of D * , we get R(t 1 ) ≤ R 1 (t 1 ) for all t 1 , whence m(t) ≤ m 1 (t). For the second estimate we let R(t 1 ) → 0 and use the fact that
Lemma 9 (L q -estimates for the Green's function). If N = 2 and q > 0 or N ≥ 3 and 0 < q < N/(N − 2), then
Proof. The proof is essentially the same as for the capacity potential.
The upper bound for the Green's function in R N goes back to Weinberger [23] . The corresponding lower bound can be found in [5] . As an application we derive a lower bound for the torsion function. Since
solves the problem
Lemma 9 with q = 1 implies
2 this result goes back to Pólya and Szegő [19] ; for R N to Payne [17] .
Lemma 10 (Isoperimetric property of harmonic radius). Among all domains of given volume the maximum of the harmonic radius is maximal for balls.
Proof. Assume that r(y) assumes its maximum at the origin. By Lemma 5 and the definition of the harmonic radius we have for |y| → 0:
where R * is the radius of D * . This completes the proof, because R * is the maximum of the harmonic radius of D * .
Harmonic transplantation
The method of harmonic transplantation is based on the following two observations. Let ν(t) be any differentiable function defined on R + and G(x, y) be the Green's function of (D, p |dx|). Consider
V (x) := ν(G(x, y)).
Since ∇V = ν ∇G, it follows from the definition of the Green's function that the Dirichlet integral of V is
Thus the Dirichlet integral depends on ν(t) but not on the domain. In the multiply connected domain D \ A we can also consider the function
where k(x) is the capacity potential defined by (12) . In this case the Dirichlet integral is
The second key is an estimate for integrals of the form 
Lemma 11. Let D be a Euclidean or hyperbolic domain or a spherical domain whose volume is smaller than that of a half sphere, let A ⊂ D, k(x) is the capacity potential of
If Φ is increasing, the inequality holds for arbitrary spherical domains.
Proof. Integration over level surfaces yields
From (19) and (20) we have
The conclusion follows from R(t) ≥ R 0 (t) (Lemma 6), cap D (A) = cap D * 0 (A * ), and monotonicity of the above right hand side as a function of
to make sure that R(t) ≤ 1). We integrate by parts to obtain
Since m(1) = m 0 (1) and m(t) ≥ m 0 (t) (Lemma 6), the assertion is now obvious.
A similar result holds with the capacity potential replaced by the Green's function. A particular case has been treated in Lemma 9. More generally, we have
Lemma 12. Let D be a Euclidean or hyperbolic domain or a spherical domain whose volume is smaller than that of a half sphere. Then
D Φ(G D (x, y))p N dx ≥ B r(y) Φ(G B r(y) (x, y))p N dx (26) for every Φ : R + → R + for
which Φ(G(·, y)) is integrable. If Φ is increasing, the inequality holds for arbitrary spherical domains.
Proof. The proof is the same as for Lemma 11, except that inequality (25) has to be replaced by 
Definition 13 (Harmonic transplantation for spaces of constant curvature). Let

The transplanted function U defined in (27) satisfies
Proof. The assertions follow from (24) and Lemma 12.
Similarly we infer from Lemma 11: 
The transplanted function U defined in (28) satisfies
for every Φ :
Harmonic transplantation leads to upper bounds for functionals of the form 
This extends the Gasser-Hersch inequality [12] to spaces of constant curvature. A further example with Φ(t) = t 2N N−2 is discussed in the next section.
Best Sobolev constant for spherical and hyperbolic domains
In this section the conformality factor may be an arbitrary positive function p ∈ C(D). We study the variational problem
with N ≥ 3 and the critical Sobolev exponent
The infimum S p (D) is called the best Sobolev constant. Alternatively we can minimize the Dirichlet integral among normalized functions
If the minimum in (30) is achieved, the minimizer is a positive solution of the Euler equation
We compute the best Sobolev constant for spherical and hyperbolic domains, and we want to know whether the best Sobolev constant is attained, i.e. whether (31) has a nontrivial solution. The best Sobolev constant of all Euclidean domains of dimension N is
For constant p the ratio in (29) is independent of p, hence S p (D) = S. More generally we have:
Proof. Let x 0 be an arbitrary point in D. There are functions u ε ∈ E whose Dirichlet integral is arbitrarily close to S. For instance
, with a cut-off function φ which is supported in a small neighbourhood of x 0 and constant near x 0 , has this property. By continuity of p we can replace it by the positive constant p(x 0 ). The claim follows from the above remark on the case of a constant conformal factor.
7.1. Concentration-compactness alternative and compactness criterion for conformal metrics. By M(D) we denote the class of non-negative Borel measures on D. We say that the sequence (µ ε ) tends to µ in the sense of measures,
The compactness criterion (Theorem 18) is based on the concentration-compactness alternative stated below. It extends the result of P. L. Lions [15] to conformal metrics. For the convenience of the reader a complete proof is included.
Theorem 17. Let (u ε ) be a sequence in E with
u ε u 0 weakly in H 1 0 (D, p N dx), |∇u ε | 2 p N −2 dx µ in M(D), |u ε | 2 * p N dx ν in M(D).
Then the limit measures are of the form
with J ∈ N ∪ {∞} and a nonatomic positive measure µ. The atoms satisfy the Sobolev inequality
If (u ε ) is a minimizing sequence for S p (D), then one of the following statements holds true.
1.
Concentration: ν = δ x0 and µ = Sδ x0 are concentrated at a single point and
Proof. For a subsequence u ε → u 0 almost everywhere. By the Brézis-Lieb lemma [8] lim inf
Let {x j : 1 ≤ j ≤ J} be the atoms of this measure, i.e.
with nonatomic ν ≥ 0. We will see that actually ν = 0. The set of atoms is countable because ν(D) < ∞. The proof of (32) is by localization in a neighbourhood of x j . As in [11] we use the n-harmonic capacity potential as a cut-off function to localize both measures near x j . Assume x j = 0 and define
extended by 1 in B ρ and by 0 outside B R . Its conformal energy is
By Hölder's and Sobolev's inequality with respect to the measure p N dx we have
for arbitrary β > 0. Choosing β small and ρ small enough makes the second term smaller than a given δ > 0. Thus
As δ → 0 and R → 0 we get (32). Next we show that ν = 0. Consider u ε := u ε −u 0 . For a subsequence we have
Choose an arbitrary closed set
Taking the infimum over all such φ yields
In particular the measure ν 0 is absolutely continuous with respect to µ 0 . By the Radon-Nikodým theorem
except if x is an atom of µ 0 . In the latter case 
Then µ(D) = S p (D), and Proposition 16 implies
by (32) and µ ≥ 0. By strict convexity of the function τ → τ 2 * /2 on (0, 1] only one of the µ j 's can be nonzero. Therefore compactness or concentration must hold.
From this alternative we derive the following compactness criterion. Proof. We apply the concentration-compactness alternative (Theorem 17) to a minimizing sequence (u ε ) in E for S p (D). For a subsequence of (u ε ) the weak limits u 0 , µ and ν exist. If S p (D) < S, concentration cannot occur because the last inequality in (34) would be strict, which is impossible unless µ j = 0 for j ≥ 1.
Theorem 18 (Compactness criterion
The first assertion was also obtained by Egnell [10] .
Dirichlet integral.
We relate the Dirichlet integral for the metric p |dx| with the Euclidean one. Our formula involves the scalar curvature K of p |dx|, which satisfies
Note that the product Kp 2 is dimensionless, i.e. invariant under dilations. The scalar curvature of the spherical and hyperbolic metric is
which is in
Integration of the mixed term gives
as follows from (35). This yields the assertion.
Based on a Pohozaev identity, we prove the following nonexistence result.
Theorem 20. If D is starshaped with respect to the origin and
then (31) has no solution except the trivial one.
Proof. If v is a solution of (31) then v 0 solves 
where ν denotes the exterior unit normal of D. By assumption the left hand side is negative, the right hand side positive. Thus v 0 = 0.
The only difference between the above and the standard Pohozaev identity (see e.g. Struwe [22] ) is the second term on the left, due to the x-dependence of the linear term. A more general Pohozaev identity with x-dependent coefficients can be found in Egnell [ Proof. This follows from Theorem 20 because 
for every R > 0. 3. In three dimensions there is a critical radius R c > 0 such that 
The assertion follows from a result of Brézis and Nirenberg [9, Lemma 1.1]. It says that for N ≥ 4 and every positive constant in front of the second integral one has S < S. An extension of the Brézis-Nirenberg result is also given by Egnell [10] . 3. We take the capacity potentials
as test functions in E 0 . A rough estimate gives
for R large enough. On the other hand and let k → ∞.
Next we try to determine the critical radius R c as it appears in the threedimensional spherical case numerically. An extremal function v for S ± (B R ) corresponds to a radial solution v 0 of (37). The unknown coefficient S ± (B R ) can be Instead of R we fix u(0) so that we can use a standard ODE solver to approximate the corresponding solution u u(0) . The radius R is then determined as the first positive zero of u u(0) . Figure 1 shows several solutions in three dimensions.
As u(0) ∞ we find R R c as expected (Figure 2 ). Concentration implies
In the radial case u k → 0 locally uniformly away from the origin. The experiment suggests R c = 1, which is the radius of the half sphere. Figures 3 and 4 show that this phenomenon does not occur in higher dimensions and for the hyperbolic metric. In the spherical case of dimension N ≥ 4 we have R 0 as u(0) ∞. In the hyperbolic case no solution has a positive zero. Finally, we state our main result for spherical domains. 
