Abstract. Support Vector Machines have proved to be powerful tools for classification tasks combining the minimization of classification errors and maximizing their generalization capabilities. Feature selection, however, is not considered explicitly in the basic model formulation. We propose a linearly penalized Support Vector Machines (LP-SVM) model where feature selection is performed simultaneously with model construction. Its application to a problem of customer retention and a comparison with other feature selection techniques demonstrates its effectiveness.
Introduction
One of the tasks of Statistics and Data Mining consists of extracting patterns contained in large data bases. In the case of classification, discriminating rules are constructed based on the information contained in the feature values of each object. By applying the discriminating rule to new objects, it is possible to conduct a classification that predicts the class to which these new objects belong.
Building a classifier, it is desirable to use the smallest number of features possible in order to obtain a result considered acceptable by the user. This problem is known as feature selection [5] and is combinatorial in the number of original features [8] .
Recently, Support Vector Machines (SVM) have received growing attention in the area of classification due to certain significant characteristics such as an adequate generalization to new objects, the absence of local minima and representation that depends on few parameters [3, 11, 12] . Nevertheless, among SVM systems there are few approaches established in order to identify the most important features to construct the discriminating rule.
In the present paper we develop a methodology for feature selection based on SVM. The focus chosen is the penalization for each feature used, which is carried out simultaneously with the construction of the classification model. The paper is structured as follows: Section 2 presents the proposed methodology. Section 3 describes its application for customer retention in a Chilean bank. Section 4 shows the areas of future development and summarizes the main conclusions.
Penalized Support Vector Machines (LP-SVM) for Feature Selection
To determine the most relevant features, and to take advantage of SVM capabilities to solve classification problems, we propose a modification of the mathematical model. A penalization for each feature used is incorporated into the objective function. This way, the following three objectives are proposed at the moment of constructing the mathematical formulation of the problem to solve:
1. The capacity for generalization: Minimizing the norm of the normal to the separating hyper plane. 2. Classification errors: Minimizing the sum of the slack variables added to the problem, penalizing each slack variable used. 3. Feature selection: Minimizing the number of features when building the discrimination model, penalizing each feature used.
The current mathematical formulation of the Support Vector Machines only includes the first two of the three objectives. On the other hand, our approach differs from that proposed by Bradley and Mangasarian where only the objectives 2. and 3. are used [1] . The formulation presented in [2] uses second order cone programming for feature selection where a bound assures low misclassification errors and selecting the most appropriate features is performed by minimizing the respective L 1 norm. However, only by explicitly optimizing all three objectives, we can assure that the advantages provided by SVM are combined with the attempt to select the most relevant features.
We need the following notation in order to develop our model. . This model will be called LP-SVM. We shall use Cross Validation in order to obtain the best model parameters in a particular application [7] .
Applying LP-SVM for Customer Retention
In the case of customer retention, companies spend much of their budget trying to understand customers. It is known that the cost of acquiring a new customer is between 5 and 7 times higher than retaining an old one [10] and that, moreover, to increase customer retention by 5% means increasing financial results by 25% [6] . Data coming from customers is very diverse, so it has to be processed previously, selecting the most important features that represent the customer in order to respond to the market requirements more accurately and efficiently.
For financial institutions such as banks, it is important to understand the typical behavior of customers that are about to leave the institution and want to close their current account. In this case the bank would take actions in order to retain these customers. Although we know how the behavior of each one of our customers evolves, it is not possible to manually follow up on each of them because of the portfolio size and, furthermore, we do not know for certain what behavior is associated with a customer who is about to close his/her account so as to be able to pinpoint him/her exactly.
We apply the proposed methodology LP-SVM to a database of a Chilean bank concerned about retention of its customers. We built a classification model using Support Vector Machines, adding the approach suggested in this publication for feature selection and compared it with two other techniques for feature selection.
We analyzed a data set from the respective database that contains information on the customers who voluntarily closed their current accounts over a 3 months period prior to September 2001 and those who were still active at that day. The information contained in this database includes, among others, the following features for each customer: age, sex, antiquity, marital status, level of education, average salary over the last 3 months, number of products acquired and transaction data.
Each customer in the database belongs to a class depending on whether he/she closed his/her current account or remains active. The variable that indicates the class to which the customer belongs is equal to 1 if the customer closed his/her account and -1 if the customer is still active.
The database we shall study in this application is that for September 2001. It contains 1,937 customers, 995 (51.37%) of which closed their current accounts within the 3 months period prior to September 2001 and the remaining 942 (48.63%) are considered to be active customers. For each customer we have 36 feature values.
The following table presents the results applying three methods to a validation set (holdout sample): LP-SVM, Clamping [9] as a wrapper technique combined with a MLP-type neural network as classifier (C-NN), and a decision tree (DT). The underlined value indicates the best model regarding the respective number of selected features.
As can be seen, LP-SVM performs best among the three methods in 7 of 9 cases. 
Conclusions and Future Work
We presented LP-SVM, a new approach for feature selection using SVM where the feature selection step is performed simultaneously with model construction. A comparison with other techniques for feature selection and classification shows the advantages of LP-SVM. Future work has to be done in various directions. First, it would be interesting to apply the proposed formulation to the non-linear case where Kernel functions are used for feature space transformation.
It would also be interesting to apply feature selection simultaneously to model construction for regression problems. A hybrid methodology where feature selection and model building using Support Vector Regression are performed sequentially has been presented in [4] .
