Abstract-Two different random coding techniques, both referred to as superposition coding in the literature, have been widely used to obtain inner bounds for the capacity regions of various communication networks. In one, auxiliary codewords are generated independently, and in the other, they are generated in a dependent manner. Using the multiple-access channel with general message sets as a case study, we place the two techniques under a common, order-theoretic framework. The key attribute of this framework is that it explicitly accounts for the acyclic direction and transitivity of the possible auxiliary codeword dependencies, leading to three significant discoveries. First, with respect to a fixed coding distribution, the set of rates achievable by superposition coding with dependent auxiliary codeword generation forms a polymatroid, thereby generalizing the same previously known result for superposition coding with independent auxiliary codewords. Second, we obtain a large class of superposition coding schemes by intermingling dependent and independent auxiliary codeword generation, and demonstrate that the constituent polyhedral achievable rate regions are also polymatroids in each case. The third discovery is that, in the multiple-access channel with general message sets, each associated superposition coding inner bound attains the capacity region. These results demonstrate a tradeoff between the complexity of dependencies in auxiliary codeword generation and that of the function that maps them into transmitted codewords.
channel with general message sets [3] . As long as a transmitter must transmit more than one message, the technique applies, as has been recently demonstrated for any one-hop discrete memoryless network [4] , [5] . This also includes settings where a transmitter splits its message(s) into multiple sub-messages via message-splitting [2] .
In superposition coding, messages are mapped to auxiliary codewords, and the codeword to be transmitted is selected as a symbol-by-symbol function of those auxiliary codewords. In the literature, one finds two distinct methods for generating auxiliary codewords. One method maps each message to its auxiliary codeword independently of the other messages. This is the manner in which Cover [1] originally proposed superposition coding for certain broadcast channels. In an alternative method, each message may be mapped in a manner dependent on other messages to its auxiliary codeword. This is the manner in which Bergmans [6] proposed superposition coding for the degraded broadcast channel.
Another setting in which superposition coding arises is the multiple access channel (MAC) with general message sets, which serves as the primary focus of this paper. In this channel, there are multiple transmitters, and each distinct message is known to a distinct group of transmitters. When there are K -users, the model permits the consideration of many possible messages, from as few as a single message to as many as all 2 K − 1 possible common and private messages. With enough messages, one or more transmitters will need to transmit multiple messages.
For the multiple access channel with general message sets, both formulations of superposition coding are optimal and thus achieve the same rate region. The two formulations lead to distinct capacity region descriptions, each with its own benefits.
For superposition coding with independent auxiliary codeword generation, Han [7] characterized the corresponding achievable rate region, and its optimality, in the K -user case. The defining inequalities and permissible auxiliary random variables for this inner bound are easily described. Furthermore, per coding distribution, the rates achieved by this manner of superposition coding form a polymatroid [7] . Polymatroids are a tractable class of polyhedra over which optimization is simple. For example, Tse and Hanly [8] rediscovered polymatroidal structure for the scalar Gaussian 0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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MAC with only private messages, and exploited that structure to determine the optimal power allocation. This approach generalizes to the vector Gaussian channel, as demonstrated in [9] . For superposition coding with dependent auxiliary codeword generation, Slepian and Wolf [3] determined the rate region achievable in the two-user case, and Gündüz and Simeone [10] determine the rate region achievable in the K -user case. In each case, a converse is supplied to demonstrate that these inner bounds are tight. To identify the allowable auxiliary random variables and conditions on reliable communication afforded by this scheme, codeword dependencies need to be correctly accounted for. In [10] , this goal is accomplished by utilizing a directed acyclic graph. With dependent auxiliary codeword generation, far fewer defining inequalities are needed to specify achievable rate regions relative to those needed with independent auxiliary codeword generation. Furthermore, in select cases, it is without loss of generality to take each channel input to be equal to a single auxiliary random variable, rather than a function of many, thereby significantly simplifying the mapping from the auxiliary codewords to the channel input codewords.
Beyond the broadcast channel and the MAC with general message sets, there are several multi-terminal networks for which distinct superposition coding inner bounds have been proposed, where the distinction between the bounds lies in the choice of auxiliary codeword dependencies. For example, the distinction between the Han and Kobayashi [11] and the Chong et al. [12] inner bounds for the two-user interference channel is the distinction between independent and dependent auxiliary codeword generation in superposition coding. Yet more generally, for any one-hop discrete memoryless network, the distinction between the recently proposed inner bounds of Bandermer et al. [4] and Rini and Goldsmith [5] is the distinction between independent and dependent auxiliary codeword generation in superposition coding. 1 As in [10] , [5] employs a directed acyclic graph to correctly account for codeword dependencies.
In principle, by virtue of its greater generality, the inner bound achievable by superposition coding with dependent auxiliary codeword generation could be strictly larger than the inner bound achievable with independent auxiliary codeword generation.
In light of the fact that there are two well-studied formulations of superposition coding and some understanding of their relative benefits, we study both formulations in juxtaposition so that, inter alia, the connections between them can be more deeply understood.
We propose that a productive means of better understanding the relationship between these two formulations is to view them as part of a single framework: that of order. While the directedness and acyclicity of codeword dependencies in superposition coding have been previously observed (cf. [5] , [10] ), there is also a necessary transitivity in these dependencies that was implicitly present. Therefore, relations which are defined to be directed, acyclic, and transitive, i.e. order relations, are ideally suited for the description and analysis of superposition coding.
In viewing superposition coding in this order-theoretic framework, we make three significant discoveries. First, the polyhedra which comprise the rate region achievable through superposition coding with dependent codeword generation are polymatroids. This reveals, for the first time, that both the classical inner bound of Slepian and Wolf for the two-user MAC, and its recent extensions to more users in [10] , are a union of polymatriods. More generally, this observation sheds light on the structure of inner bounds associated with superposition coding in general one-hop memoryless networks. In particular, inner bounds based on superposition coding with dependent auxiliary codeword generation involve polytopes that not only have fewer defining inequalities but also have beneficial combinatorial structure.
The second consequence of our order-theoretic perspective is the discovery that the two formulations of superposition coding present in the literature are the two extremes of a wide range of formulations, each with polymatroidal structure. In these formulations, dependent codeword generation is intermingled with independent codeword generation. Han's formulation falls into the choice of always generating auxiliary codewords independently, while the inner bound of Gündüz and Simeone [10] corresponds to always generating auxiliary codewords dependently whenever possible. Their graphical techniques naturally arise from our analysis in the form of diagrams suited for visualizing order relations.
Finally, the third discovery that results from the ordertheoretic perspective is the demonstration that all inner bounds are optimal in the MAC with general message sets. Moreover, by developing a converse argument for each inner bound, we are able to elucidate the following tradeoff: with more complexity in codeword generation-through dependencies-there can be less complexity in the auxiliary-codeword-to-channelinput mappings, and vice versa.
The rest of this paper is organized as follows. In Section II, the discrete memoryless MAC with general message sets and its capacity region are defined, with mathematical preliminaries on order theory and polymatroids appearing in Sections II-A and II-B. Results on the unifying, ordertheoretic development of the inner bounds via partial dependency superposition coding, their polymatroidal structure, and their optimality are stated in Section III. In that same section, known capacity descriptions are also placed under the unifying framework. The achievability and converse arguments that substantiate the results of Section III are given in Sections IV and VI, respectively. The proof of submodularity that substantiates the claim of polymatroidal structure is provided in Section V. Section VII concludes the paper.
II. CHANNEL MODEL AND PRELIMINARIES
The K -user discrete memoryless (DM) MAC is specified by K channel inputs X j ∈ X j for j ∈ [1 : K ], 2 a channel output Y ∈ Y, and its transition law
The channel is discrete as the alphabets X 1 , . . . , X K and Y are finite. The channel is memoryless as, if X 1t , . . . , X K t and Y t are the channel inputs and output at the tth channel use, then the conditional probability of a sequential block of n channel outputs, conditioned on the corresponding n channel inputs, factors as p(
Each message M S to be transmitted is indexed by the set of transmitters at which it is known, a subset S ⊆ [1 : K ]. For instance, M {1,2,3} is a message known only to the first, second, and third transmitters in a MAC with at least three users. By combining messages if necessary, we assume that no two messages share the same index set. Thus, the message index set 3 
by encoding over a block of n channel uses:
The range of the encoder e j is the codebook and its elements are the codewords for the j th user. The receiver decodes by mapping the received sequence to a set of message estimates (M S : S ∈ E). The message rates (R S : S ∈ E) are achievable if for each > 0 there is a block length n such that W S ≥ 2 n R S (1− ) and P({M S =M S , ∀S ∈ E}) ≥ 1 − . The capacity region is defined to be the closure of the set of achievable rates.
A. Order Theory
We follow the conventions of [13] in introducing ideas from order theory. An order on a finite set P is a binary relation ≤ that is (i) reflexive: x ≤ x (ii) antisymmetric: x ≤ y and y ≤ x imply x = y, (iii) transitive: x ≤ y and y ≤ z implies x ≤ z. A set equipped with an order is an ordered set. If x ≤ y is interpreted as a directed edge x ← y, then the defining properties (i ) − (iii) assure that P is acyclic. The associated strict order < is defined to be x < y iff x ≤ y and x = y.
Finite order relations can be visualized through Hasse diagrams, which are defined in terms of covering relations. For an ordered set P and two elements x, y ∈ P, if x < y and x ≤ z < y implies that z = x, then x − < y (in words, y covers x). The Hasse diagram of an ordered set P is an assignment p(x) in the plane R 2 to each element x ∈ P such that if x − < y, then x is lower than y. For each covering pair x − < y in P, connect the point p(x) with p(y) so that the connecting line does not lie over another point p(z). Example Hasse diagrams for message index sets equipped with the partial order of set inclusion are depicted in Figure 1 . Fig. 1 . Hasse diagrams for various message index sets when equipped with the set inclusion order: (a) private messages for K -users, (b) all possible messages for two-users, and (c) three common and one private message for six-users.
Let Q ⊆ P be a subset of an ordered set P. An element a ∈ Q is minimal within Q if x ≤ a and x ∈ Q implies that x = a. Let Min Q be the set of all minimal elements of Q. The subset Q is said to be
• an up-set if x ∈ Q, y ∈ P, and y ≥ x implies y ∈ Q.
• a down-set if x ∈ Q, y ∈ P, and y ≤ x implies y ∈ Q. The two subset types are duals: if Q is a down-set, then P\Q is an up-set. 4 For any subset Q ⊆ P, define the up-set of Q to be ↑ Q = {y ∈ P : x ≤ y, x ∈ Q}, the smallest upset containing Q. Dually, the down-set of Q is ↓ Q = {y ∈ P : y ≤ x, x ∈ Q}. Up-sets of the form ↑ {x} are called the principal up-sets. Set in the context of the DM MAC with E as the message index set equipped with an order, the principal up-sets are
for each S ∈ E. For a finite set P, denote the family of all its down-sets as F ↓ (P) and the family of all of its up-sets as F ↑ (P), where the attached order is understood from the context. If the underlying ordered set is clear from the context as well, we abbreviate F ↓ (P) as F ↓ and F ↑ (P) as F ↑ . For example, suppose the message index set is E = {1, 2, 12}, where we abbreviate {1, 2} as 12, {1} as 1, and {2} as 2. Equip E with the order of set inclusion, as depicted in Figure 1b . Then the principal up-sets of E are ↑ {1} = {1, 12}, ↑ {2} = {2, 12}, and ↑ {12} = {12} while the family of all up-sets is F ↑ = ∅, {12}, {2, 12}, {1, 12}, {1, 2, 12} . 5 Dually, the family of all down-sets of E is F ↓ = ∅, {1}, {2}, {1, 2}, {1, 2, 12} .
To visualize the up-(and down-) set families, we equip these sets with the set-inclusion order and draw a Hasse Diagram for the resultant ordered set. In Figure 2 , we illustrate the downset and up-set families described in the previous paragraph.
B. Polymatroids
A bounded polyhedron, also known as a polytope, is the convex hull its vertices, of which there are finitely many. Among all polytopes, polymatroids are a special subclass for 4 If A and B are sets, denote the set {a : a ∈ A, a ∈ B} by A\B. 5 An up-set need not be a principal up-set. e.g., for this example, Q = {1, 2, 12} is an up-set of the ordered set E, as for each S ∈ Q, ↑ {S} ⊆ Q. Yet Q is not a principal up-set as there is no S ∈ E for which ↑ {S} = Q. which all of its vertices can be found explicitly and quickly, a result of a "discrete convex" property to be shortly described.
Definition 1 (Polymatroid): A polymatroid is a polytope given by 6
where E is a finite ground set with L elements, and the set function 7 f :
. Each polymatroid is uniquely associated to a normalized, nondecreasing, and submodular set function f , which is said to be its rank function. 8 Indeed, if P is a polymatroid, then its rank function is f (B) = max{ e∈B x e : x ∈ P} [14] .
Together, the submodular and nondecreasing properties constitute the "discrete convex" property
. Formally, (P1)-(P3) hold if and only if (P1) and (P4) hold, as given by [15, Lemma II.3] . Intuitively, (P4) is a diminishing returns property, and is a discrete analog to the property
that any concave function g(·) on the real line satisfies. Concave functions are functions over which maximization is simple; a greedy hill-climbing procedure will find the 6 R + = {x ∈ R : x ≥ 0} refers to the non-negative real numbers. while R E + = {x ∈ R E : x e ≥ 0 ∀ e ∈ E} is the non-negative orthant of R E , the real vector space with coordinates indexed by the elements of E. If E consists of L elements, then R E may be identified with R L . 7 The notation 2 X refers to the set of all subsets of X, or the power set of X. Hence, Y ∈ 2 X is equivalent to saying that Y is a subset of X. 8 If P( f ) is the polytope of (4), and f satisfies (P1)-(P3), then P( f ) is a polymatroid and f is its rank function. However, if f does not satisfy all of (P1)-(P3), P( f ) may not be a polymatroid, or, if P( f ) is a polymatroid, then f may not be its rank function. For example, if f satisfies (P3), but does not satisfy (P2), then P( f ) is a polymatroid, but f is not the associated unique rank function. More concretely, let E = {1, 2} and f be defined by f (∅) = 0, f ({1}) = f ({2}) = 2 and f ({1, 2}) = 1, which satisfies (P1) and (P3), but not (P2).
is a polymatroid, but f is not the rank function of that polymatroid. Rather, the set functionf , defined byf
global maximum. Submodular functions provide an analogous guarantee in a discrete setting; for any μ ∈ R E , a greedy hillclimbing procedure attains the maximum weighted sum for the optimization problem maximize e∈E μ e x e subject to x ∈ Q,
when Q is a polymatroid in R E . Any convex set Q ⊆ R E is fully characterized by the set of solutions to the linear programs (5) for all choices of real weights μ ∈ R E . For polymatroids, the following greedy algorithm finds a vertex which attains the maximum weighted linear sum (5) for all choices of weights μ [14] : (Step 1) Enumerate E so that μ e 1 ≥ . . . ≥ μ e k > 0 ≥ μ e k+1 ≥ · · · ≥ μ e L and start by setting x e 1 = · · · = x e L = 0. (Step 2) Successively from j = 1 to j = k, increase x j until a constraint becomes tight. This procedure yields the vertex
III. RESULTS
In this section, we start by introducing a new and generalized notion of superposition coding. In it, messages are encoded and decoded in three steps. First, the messages at a transmitter are mapped to auxiliary codewords. Then, those codewords are mapped on a symbol-by-symbol basis to an input codeword. Finally, at each receiver, the desired transmitted messages are decoded by estimating them on the basis of which auxiliary codewords are jointly typical with the output.
In the mapping from messages to the auxiliary codewords, we allow for many options. On the message index set, we introduce an order in which messages are ordered only if they satisfy a compatibility condition. This order, which we call a superposition order, specifies the mapping between the messages and auxiliary codewords. In particular, whenever there is an option of generating the auxiliary codewords in a manner that is dependent on previously generated auxiliary codewords, one can either choose, or not choose, this option in a manner consistent with the specification of the (superposition) order. That is, in this generalized notion of superposition coding, we may intermingle dependent and independent auxiliary codeword generation.
The auxiliary and channel input codewords are generated independently and identically across channel uses, conditioned on a coded time-sharing sequence, according to some joint distribution on auxiliary, channel input, and coded time-sharing random variables. In particular, for each message index S ∈ E, there is an associated auxiliary random variable U S . For each subset of message indices B ⊆ E, define U B = (U S : S ∈ B), a collection of the auxiliary random variables, where we take U ∅ to be an uninformative constant. We denote the channel inputs by X 1 , . . . , X K and the coded time-sharing random variable by Q. Collectively, we refer to a choice of distribution on the auxiliary, channel input, and coded time-sharing random variables as a coding distribution.
The rest of this section is organized as follows. In Section III-A, we develop our order-theoretic framework, leading to the more general definition of superposition coding, and its unified analysis of achievable rates and capacity optimality in Theorems 1 and 2, respectively. The general superposition coding we propose can be alternatively seen to be a class of superposition coding schemes, with each member of this class resulting from a specification of one of many admissible (superposition) orders. Each distinct superposition coding scheme provides a distinct description of the capacity region. In Section III-B, we determine in Theorem 3 that each such description contains polymatroids. This leads to the conclusion of Theorem 4, among others, that time-sharing suffices, and coded time-sharing is not needed. In Section III-C, we characterize several available tradeoffs between the simplicity of the distributions of the auxiliary random variables and the complexity of the symbol-by-symbol map that determines the channel input. For the codeword dependency structure of each superposition coding scheme, as determined by the specification of the superposition order, different sets of admissible coding distributions (auxiliary and input random variables) can be considered, without loss of optimality. In Section III-D, we provide a few illustrative examples of the various possible order-theoretic formulations of superposition coding.
We note that all existing inner bounds and capacity descriptions for the MAC with general message sets can be placed in our unifying, order-theoretic framework. They include superposition coding with either independent codeword generation (cf. [7] ) or dependent codeword generation (cf. [3] , [5] , [10] , [16] , [17] ). We detail these connections when they can be made, throughout this section.
A. Order-Theoretic View of Superposition Coding
To codify admissible auxiliary codeword dependencies in superposition coding, we use the following class of order relations on the message index set.
Definition 2: A superposition order on the message index set E ⊆ 2 [1:K ] is any order which satisfies
for every pair S, S ∈ E. 9 Each superposition order corresponds to a particular superposition coding strategy. In particular, the auxiliary codewords for M S are generated to be conditionally dependent on the auxiliary codewords for M S when S ≤ S . For example, for the two-user MAC with message index set E = {1, 2, 12}, the codewords of the message M 1 may or may not be generated conditionally dependent on the codewords for message M 12 . Dependent generation for this specific pair of messages corresponds to the superposition orders depicted in Figures 3b and 3d while independent generation 9 For general one-hop multi-terminal networks, messages would be indexed by both the subset S of transmitters to which they are known and the subset R of receivers at which they are desired. In this case, for two message index pairs (S, R) and (S , R ), the analogous superposition order would be that (S, R) ≤ (S , R ) only if S ⊆ S and R ⊆ R . We do not formally define this order, or its associated inner bound, for the sake of simplicity of presentation. corresponds to the superposition order depicted in Figures 3a and 3c . Similarly, there are two options for the dependency of the codewords for the message M 2 on the codewords for message M 12 . In total, there are hence four potential superposition coding inner bounds for the two-user MAC with one common and two private messages.
In the choice of a superposition order, there is a wealth of options. For example, if all possible private and common messages exist then the message index set is E = 2 [1:K ] \∅ and there are between 2 K (2 K −1 −1) and 2 3 K −2 K +1 +1 admissible superposition orders (see Appendix A for details). At the two ends of this range of options are the two choices in which auxiliary codewords are either always
• independently generated:
put S ≤ S iff S = S (the discrete order) • or dependently generated:
put S ≤ S iff S ⊆ S (the set inclusion order) Our unifying, order-theoretic framework for superposition coding inner bounds for the MAC with general message sets is detailed in the following theorem, where a distinct inner bound is described for each distinct superposition order.
Theorem 1 (Inner Bounds): Consider a K -user DM MAC with general message index set E (containing distinct nonempty subsets of [1 : K ], but not necessarily all of them). Equip E with some superposition order. Let the timesharing random variable Q, set of auxiliary random variables (U S : S ∈ E), and inputs X 1 , . . . , X K satisfy (Q1) Conditionally dependent on Q, the auxiliary random variables (U S : S ∈ E) have a joint distribution which factors successively as
(Q2) For each transmitter j ∈ [1 : K ],
where x j is a deterministic function. Then the non-negative rates satisfying
are achievable.
Proof: We provide a sketch of the proof here, and put the remaining details in Section IV. Pick auxiliary random variables, a time-sharing random variable, and channel inputs which satisfy (Q1) and (Q2). Generate a codebook, consisting of a set of auxiliary and input codewords, as follows. First generate a time-sharing sequence q n ∼ n t =1 p(q t ). Then, generate auxiliary codewords successively, and dependently, up this order. In other words, for each set of messages m ↑{S} ∈ S ∈↑{S} 1 : 2 n R S , generate auxiliary codewords at random through 10
Map these auxiliary codewords to input codewords, to be transmitted over the channel, via
To transmit its known messages, transmitter j simply selects the codeword corresponding to the set of messages m W j . The receiver decodes the messages with joint typicality decoding. As shown in Section IV, to reliably estimate all sent messages in the limit as n → ∞, it suffices for the inequalities in (9) to hold.
Each inner bound described by Theorem 1 is a union, over admissible coding distributions, of certain polyhedra. To make this more concrete, fix ≤ to be a superposition order on the message index set E and consider the following definitions.
Definition 3: A collection of channel inputs, auxiliary random variables, and a coded-time sharing random variable X = (X 1 , . . . , X K , (U S : S ∈ E), Q) are superpositionadmitting with respect to ≤ if (Q1) and (Q2) are satisfied. Let A ≤ contain all superposition-admitting random variables with respect to ≤. For a superposition-admitting coding distribution X ∈ A ≤ , define the polyhedron (11) whose defining bounds are the conditional mutual information terms
With these definitions, Theorem 1 asserts that, for each superposition order ≤ on E, the rate region
is achievable. Theorem 1 reproduces existing results in the literature. For example, for a given superposition order, the rate region R ≤ reduces to the inner bound of Theorem 8.1 of [5] , derived using a different graphical approach, when applied to the MAC with general message sets, and when the superposition coding graph is taken to be the directed acyclic graph on the message set formed by placing a directed edge S → S whenever S≤S'. Furthermore, the rate region R = , corresponding to the choice of superposition order as the discrete order, is the inner bound of Han [7] , as can be seen by the equivalence between coded time-sharing and time-sharing for the inner bounds of Theorem 1 that is established in Theorem 4. More generally, other known capacity characterizations have achievability proofs that fit into the framework of Theorem 1. This is demonstrated in Section III-C, where we determine that it is sufficient to consider only a subset of all possible admissible superposition-admitting random variables in each inner bound of Theorem 1.
By the results of [7] , R = is known to be the capacity region. With the default rich set of admissible superpositionadmitting random variables allowed for in Theorem 1, it is easy to conclude the optimality of each inner bound described therein from the optimality of R = :
Theorem 2: Let the capacity region of the DM MAC with general message index set E be C. Then, for any superposition order ≤,
where R ≤ is as defined in (13) . Proof: Achievability follows from Theorem 1. By Han's characterization of the capacity region, R = = C [7] .
The remaining choices for superposition order increase both the allowable set of coding distributions and the set of rates achievable per coding distribution. That is, for any superposition order ≤, A = ⊆ A ≤ and P = (X) ⊆ P ≤ (X). Hence, by (13) ,
However, as any inner bound must be contained within the capacity region, Han's outer bound yields that R ≤ ⊆ R = as well. Hence, R ≤ = R = = C.
Remark: The number of inequality constraints in (9) may vary greatly with the choice of superposition order. For example, let the message index set for the K -user MAC be E = 2 [1:K ] \∅, so that all of the 2 K − 1 possible private and common messages need to be transmitted. If the discrete order is chosen, (9) corresponds to N K = 2 2 K −1 − 1 inequalities, as the corresponding down-set family is the power set of E. If instead the set inclusion order is chosen, then the number of inequalities in (9) is the K th Dedekind number, M K , which scales as log 2 [18] . Thus, to first order in the exponent, the discrete order requires 2 2 K inequalities, while the set inclusion order requires 2 2 K / √ K π/2 inequalities.
B. Polymatroidal Structure
A benefit of recasting superposition coding into an ordertheoretic framework is the discovery that each of the polyhedra that define the inner bounds of Theorem 1 are polymatroids. While this fact has been known in just one case, which we will shortly review, it has been unknown in all other cases.
Consider the inner bound attainable by superposition coding with independent auxiliary codeword generation, which corresponds to the discrete superposition order, where S ≤ S if and only if S = S . In this case, the down-set family of the message index set E is the power set of E. Thus, the constituent polytopes of the inner bound R = are
where the bounds ρ(B) are defined in (12) .
Han [7] observed that, as a set function over subsets of the message index set E, the conditional mutual information ρ(B) is normalized (P1), nondecreasing (P2), and submodular (P3) when the collection of channel inputs, auxiliary random variables, and coded time-sharing random variables are superposition-admitting with respect to the discrete order. 11 Consequently, each polytope P = (X) is a polymatroid. This fact was later rediscovered by Tse and Hanly [8] in the special case that each transmitter has only a private message to send.
Given that one inner bound, of the many inner bounds described by Theorem 1, consists of polymatroids, it is natural to ask if any of the other inner bounds also consist of polymatroids. With a fixed superposition order on E, and a fixed set of auxiliary random variables and channel inputs satisfying (Q1) and (Q2), the associated polyhedra within the statement of Theorem 1 each resemble a polymatroid, as they are defined by inequalities which bound the partial sum-rates. However, rather than having a defining inequality for every possible partial sum, i.e. an inequality per subset of E, there are only defining inequalities for the down-sets of E.
By virtue of missing required inequalities, it would appear that these polyhedra cannot be polymatroids. However, and perhaps surprisingly, they are.
Theorem 3: Consider a K -user DM MAC with general message index set E ordered by some superposition order ≤. Then, if X ∈ A ≤ is an appropriate superposition-admitting coding distribution, the polyhedron P ≤ (X), defined in (11) , is a polymatroid with redundant inequalities omitted.
There is no counterpart to this theorem in the literature, whose proof we now detail. The principal idea is to notice that a polymatroid may have many redundant inequalities. If there are redundant inequalities, then it would suffice to define the polymatroid only through those inequalities which are not redundant. A case in which we can be guaranteed to have all the requisite non-redundant inequalities is if the polymatroid is defined only over a set of subsets of E which is closed under intersections and unions, as substantiated by Lemma 1 below. Such families of subsets have a special name: lattice families, as defined below.
Definition 4: A collection of sets F is a lattice family over a ground set E if
and ∅ ∈ F , E ∈ F .
11 That is, the auxiliary random variables (U S : S ∈ E) are conditionally independent conditioned on Q and channel inputs (X 1 , . . . , X K ) satisfy (Q2).
The proof of Theorem 3 proceeds through two observations. First, the down-set family F ↓ is a lattice family, as is readily observed by the definition of down-sets. Dually, the family of all up-sets, F ↑ , is also a lattice family. By virtue of this observation, when the message index set E and its associated order are clear from the context, we henceforth refer to F ↓ as the down-set lattice family of E. Dually, we refer to F ↑ as the up-set lattice family of E.
The second observation is that when the auxiliary random variables satisfy (Q1), then the conditional mutual information bounds defined in (12) are normalized (P1), nondecreasing (P2) and submodular (P3) over the elements of F ↓ . This is formally provided by Lemma 4 in Section V. These two observations, together with Lemma 1 below, imply the desired result.
Lemma 1 (Polymatroid over a Lattice Family [14] , [19] ): Let F be a lattice family over a finite ground set E and f : F → R be a set function that is normalized, nondecreasing, and submodular over the elements of F . Then the polyhedron
is a polymatroid with rank functioñ
where F (B) = A∈F :B⊆A A is the smallest element within the lattice family F that contains the subset B ⊆ E. Proof: See Appendix B. A consequence of the polymatroid structure is that each of the capacity regions of Theorem 2 may be stated in terms of time-sharing, without a coded time-sharing random variable.
Theorem 4: For the K -user DM MAC with message index set E,
where Conv(·) denotes the convex hull of its argument and B ≤ is the subset of A ≤ for which the coded time-sharing random variable Q is an uninformative constant.
Proof: See Appendix C.
C. Restricted Sets of Admissible Auxiliary Random Variables
The rich default set of admissible superposition-admitting random variables allowed for in Theorem 1 is, in general, superfluous. Instead, it is sufficient to consider a restricted set of superposition-admitting random variables, A ≤ ⊂ A ≤ , recalling Definition 3. That is, R ≤ = R ≤ , where
We show this indirectly by demonstrating that R ≤ is the capacity region, with respect to different restrictions on the set of admissible superposition-admitting coding distributions. In particular, we show that the following three restrictions on the distributions are without loss of optimality:
(B) Choose A ≤ to contain only those joint sets of auxiliary random variables and channel inputs where 12 
That is, the dependency within (8) of condition (Q2) is specialized from W j to Min W j . Furthermore, when the superposition order is the set inclusion order, and Min W j is a singleton, {S( j )}, for each transmitter j ∈ [1 : K ], we show that another possibility is to (C) Choose A ⊆ to contain only those joint sets of auxiliary random variables where, for each j
for some auxiliary random variableŨ S( j ) . That the restrictions (A)-(C) are without loss of capacity optimality is substantiated in Theorems 5-7, respectively. With the superposition order as the set inclusion order, these restrictions allow every characterization of the capacity region in the literature to be placed into the framework of Theorem 1.
While the restriction (A) follows from the proof of Theorem 2, the restrictions (B)-(C) require new, ordertheoretic proofs. These proofs are developed in Section VI, where for completeness, we demonstrate a self-sufficient outer bound corresponding to the restriction (A).
Theorem 5 (Sufficiency of independent auxiliary RVs):
The capacity region of the DM MAC with message index set E is
where ≤ may be any superposition order. Proof: The argument in the proof of Theorem 2 yields the converse while achievability follows from Theorem 1. An alternative converse, paralleling those of Theorems 6 and 8, which are to follow, is provided in Section VI-B.
In the three-user case with the set inclusion order on the message index set E = 2 [1:3] \∅ = {1, 2, 3, 12, 13, 23, 123}, Theorem 5 reproduces a result of Wigger and Kramer [16] , and additionally, it explicitly identifies the underlying structure of their capacity region.
The restriction (B) follows from the following theorem.
Theorem 6 (Capacity: dependent auxiliary RVs):
where ≤ may be any superposition order and A ≤ contains those collections of channel inputs, auxiliary random variables, and coded-time sharing random variable which satisfy (Q1) and (Q2 ) For each transmitter j ∈ [1 : K ],
where x j is a deterministic function. 12 Recalling the definitions in Section II-A, if P is an ordered set and Q ⊆ P, then Min Q is the set that contains the minimal elements of Q. Thus, in the statement of Theorem 6, Min W j is the set that contains the minimal elements in W j with respect to the chosen superposition order on E.
Proof: Achievability follows from Theorem 1 and the converse is detailed in Section VI-C.
Theorem 6 specializes the dependency within (8) of condition (Q2) from W j to Min W j . In the setting with the discrete order, no change is made as Min W j = W j . In the setting with the set inclusion order, however, this may greatly reduce the complexity of the functions x 1 , . . . , x K in (8) . For example, in the two-user MAC with E = {1, 2, 12} we have W 1 = {1, 12}. For the discrete order depicted in Figure 3a , Min W 1 = W 1 while for the superposition order depicted in Figure 3b , Min W 1 = {1}. The simplest dependency that may arise is when each W j has a single minimal element, S( j ). In this event, it may be written explicitly as
Examples illustrating the capacity characterization of Theorem 6 are given in Section III-D. When the message index set E for the K -user MAC contains {S (1), . . . , S(K )}, with S( j ) as defined in (21), then Min W j = {S( j )} for every transmitter j ∈ [1 : K ], and Theorem 6 can be further refined. Specifically, one can incorporate the channel inputs into the auxiliary random variables and either obviate or reduce the need for auxiliary random variables to contain randomness apart from the channel inputs.
Theorem 7 (Capacity: minimal auxiliary RVs): Consider a DM MAC with general message index set E. By introducing zero-rate messages if necessary, assume without loss of generality that E contains the messages {S (1), . . . , S(K )}, with S( j ) as defined in (21) . Let M be the set of nodes S ∈ E which have multiple neighbors below in the Hasse Diagram for E. 13 Then the capacity region is
where A ⊆ contains those collections of channel inputs, auxiliary random variables, and coded-time sharing random variable which satisfy (Q1), with respect to the set inclusion order, and (Q2 ) For each S ∈ E,
for some auxiliary random variableŨ S . Proof: Theorem 1 provides achievability and the converse proof is provided in Section VI-D.
This representation reproduces the classical results of Slepian and Wolf [3] for the two-user MAC and the results of Prelov [17] for the degraded message case. More generally, Theorem 7 reproduces the results within [10] , as we detail in Appendix D.
On cardinality bounds: In all of the prior capacity descriptions, if the alphabet of the coded time-sharing random variable Q is Q, then we can assume without loss of generality that |Q| ≤ |E|. This follows by applying the FenchelEggleston-Carathéodory theorem (see [20, Appendix A]).
Bounding the cardinalities of the alphabets of the auxiliary random variables is more subtle. For any capacity characterization with auxiliary random variables that are independent when conditioned on Q, such as those described by Theorem 5, Han's cardinality bounding technique applies [7] . This yields that if U S ∈ U S for each S ∈ E, then we can assume without loss of generality that |U S | ≤ |E| + j ∈S |X j |. An extension of these cardinality bounds to the other capacity descriptions were not explored since they are somewhat tangential to the themes of this paper.
On coded vs. uncoded time-sharing: As the proof of Theorem 4 in Appendix C is reliant only on the polymatroidal structure per admissible set of auxiliary random variables and channel inputs, it permits an analogous restatement of Theorems 5-7 with time-sharing and without a coded timesharing random variable Q. Thus, the method of Theorem 4 provides a more detailed link to the capacity descriptions of Han [7] and Gündüz and Simeone [10] , both of which use time-sharing rather than coded time-sharing.
D. Examples 1) A Two-User MAC:
Consider the two-user MAC with one common and two private messages. That is, the message index set is E = {1, 2, 12}, where we remind the reader that we abbreviate {1, 2} to 12, etc.
In this context, there are two existing capacity descriptions: that of Han [7] and that of Slepian and Wolf [3] . While Theorems 2 and 7, respectively, can be used to reproduce those results, Theorem 2 also generates new capacity descriptions.
There are two pairs of messages whose auxiliary codewords could be generated dependently: the pair with indices (1, 12) and the pair with indices (2, 12). For each pair, we may or may not implement dependent auxiliary codeword generation. The four possible partial superposition strategies are depicted in Figure 3 .
If we consider superposition with independent auxiliary codeword generation, corresponding to the superposition order depicted in Figure 3a , then we reproduce the capacity description of Han [7] . Theorem 2 states that this superposition coding scheme achieves the capacity region, and that the capacity region contains the non-negative rates satisfying
for some set of auxiliary random variables that are independent when conditioned on Q, and for a pair of channel inputs satisfying
If instead both the codewords of the message M 1 and those of the message M 2 , are generated to be conditionally dependent on those of the codewords of the common message M 12 , then Theorem 7 reproduces the capacity description of Slepian and Wolf [3] . The associated superposition coding scheme corresponds to the superposition order depicted in Figure 3d . Theorem 7 states that this superposition coding scheme attains the capacity region, which contains all nonnegative rates that satisfy (23a), (23b), (23d), and (23g) for some set of auxiliary random variables and coded-time sharing random variable whose joint distribution factors as p(q) p(u 12 |q) p(u 2 |u 12 , q) p(u 1 |u 12 , q) and for a pair of channel inputs satisfying X 1 = U 1 and X 2 = U 2 .
Beyond these existing capacity descriptions, Theorem 2 yields alternative capacity descriptions. Consider generating the codewords of the message M 1 , but not those of the message M 2 , to be conditionally dependent on the codewords of the common message M 12 . This corresponds to equipping E with the order depicted in the Hasse diagram of Figure 4a . Theorem 2 states that the rates achievable by this scheme achieve capacity and satisfy (23a),(23b),(23d),(23e) and (23g) for some set of auxiliary random variables and coded-time sharing random variable whose joint distribution factors as p(q) p(u 12 |q) p(u 2 |q) p(u 1 |u 12 , q) and for a pair of channel inputs satisfying X 1 = x 1 (U 1 , Q) and X 2 = x 2 (U 2 , U 12 , Q). A symmetric case is provided by switching the indices one and two.
2) Four-User MAC: Consider the four-user MAC with one private and three common messages, with message index set E = {2, 12, 234, 34}, where we have abbreviated {2, 3, 4} to 234, etc. Choose to always superpose when possible so that E is equipped with the order depicted in the Hasse diagram of Figure 4b . By Theorem 6, the capacity region of this channel model is the closure of the rates satisfying and for channel inputs satisfying
By Theorem 7, it is without loss of generality to restrict the deterministic relations (25) to be U 12 = X 1 , U 2 = X 2 , U 34 = (X 3 , X 4 ). Thus the capacity region (24) can be written in terms involving only the channel inputs and one auxiliary random variable U = U 234 .
3) Six-User MAC: Consider the six-user MAC example provided in Gündüz and Simeone [10] with general message index set E = {1345, 245, 35, 6}, where we have abbreviated {1, 3, 4, 5} to 1345, etc. When equipped with the set inclusion order, this message index is depicted in Figure 1c . For this message index set, the sets of (21) are
Thus, to apply Theorem 7, we need to consider the appended message index setẼ = E ∪ {5, 45} in place of E, and equip E with the set inclusion order. In doing so, we introduce two zero-rate messages M 45 and M 5 . Then Theorem 7 states that the capacity region is the closure of the convex hull of the set of rates which are within a polymatroid
for some set of auxiliary random variables (U S : S ∈Ẽ) which have a joint distribution that factors as
and satisfy
Some of the inequalities which define the polymatroid (26) are redundant, as R 45 = R 5 = 0. In particular, only those inequalities for which Max B ⊆ E are non-redundant. Otherwise, if there is a message index S ∈ Max B within the appended message index setẼ and not within the original message index set E, then the inequality given by B would be redundant given the corresponding inequality for B = B\{S }. This follows as R S = 0 implies that
while S ∈ Max B implies that B is also a down-set ofẼ.
After removing the redundant inequalities, we conclude that the capacity region is the closure of the set of rates that are within a polytope
for some set of random variables (U S : S ∈Ẽ) satisfying (27) and (28), where for every B ⊆ E, ↓Ẽ B is defined to be the smallest down-set ofẼ that contains B.
This is the capacity region description given in [10] , but with certain gaps filled in their argument 14 and with a novel insight: the polytope (29) is a polymatroid. As the polytope (29) is obtained by projecting the polymatroid (26) in RẼ onto R E through the removal of the components within RẼ \E , it too must be a polymatroid ([14, Corollary 49.13c]). Moreover, we know that the down-set family F ↓ (E) is a lattice family, as is illustrated in Figure 5 . Thus, (29) is a polymatroid defined over a lattice family.
IV. ACHIEVABILITY
Theorem 1 provides a class of inner bounds for the K -user MAC with message index set E, with each superposition order on E corresponding to a distinct inner bound. Though the inner bounds are distinct, each is provable by the same order-theoretic means, which assures consistency in the analysis and description of the codeword dependencies that arise in any partial superposition coding scheme.
Fix a specific superposition order, and choose some set of auxiliary random variables, a coded time-sharing random variable, and set of channel inputs which satisfy (Q1) and (Q2). Have each transmitter encode its known messages as described in the outline given immediately after Theorem 1, where the codebook used for encoding is generated randomly. We will show that if the receiver decodes with joint typicality decoding, then the probability of error as averaged over the ensemble of all possible codebooks and messages vanishes if the conditions (9) hold.
Our notion of typicality is that of robust typicality 15 [21] , which admits the following lemma [20] .
Lemma 2 (Joint Typicality Lemma): x, y) . Then there exists an δ > 0 that tends to zero as δ → 0 such that if (w n ,x n ) is a pair of arbitrary sequences andỸ n ∼ n i=1 p Y |X (ỹ i |x i ), then the probability that (w n ,x n ,Ỹ n ) is δ−jointly typical with respect to the joint distribution on (W, X, Y ) is no greater than 2 −n(I (W ;Y |X )− δ ) .
To describe and analyze joint typicality decoding, fix δ > 0 to be an infinitesimal typicality parameter and > 0 to be a target error probability guarantee. With m ≡ (m S : S ∈ E), let T (m) be the event that
is δ-jointly typical with respect to the joint distribution on (Q, U E , Y ); i.e. the auxiliary codewords of the messages are δ-jointly typical with the received output sequence. Have the receiver declare the set of message estimatesm to be the set of sent messages if and only if it is the unique set of messages for which T (m) occurs. We show that if the conditions (9) hold, then the average probability of error is no larger than over the ensemble of all possible codebooks and over all possible messages for sufficiently large block lengths n. By symmetry of the codebook generation, this average error is equal to the average probability of error over the ensemble of all possible codebooks when the messages (m S = 1 : S ∈ E) were sent. We denote this set of messages succinctly, albeit with an abuse of notation, as m = 1. Consider a wrong set of messages (m S : S ∈ E) witĥ
for some B ⊆ E. Fixing this message estimate, consider, for each S ∈ E, whether or not the received sequence is statistically dependent on the codeword u n S (m ↑{S} ). Suppose that S ∈ (↓ B), recalling that the down-set of B, ↓ B, is the smallest down-set containing B. Then there can be no S ∈ B with S ≤ S . In other words, (↑ {S}) ∩ B = ∅. Thus, by the up-set encoding dependencies (10), the set of message estimatesm ↑{S} matches the set of sent messages m ↑{S} asm S = 1 for each S ∈ ↑ {S}. In this case, the output Y n is statistically dependent on the auxiliary codeword u n S (m ↑{S} ), as this was the transmitted auxiliary codeword. Now suppose instead that S ∈ ↓ B. Then there must be a S ∈ B with S ≤ S . In other words, ↑ {S} ∩ B = ∅. Thus, the set of message estimatesm ↑{S} does not match the set of sent messages m ↑{S} , as for those indices S which are contained 15 With X ∼ p(x) as a discrete random variable with finite support X and with δ ∈ (0, 1) as a parameter that may be infinitesimal, an n−sequence x n ∈ X n is δ-typical with respect to the probability mass function p(x) if |{i :
δ (X) be the set of all δ-typical n-sequences. For a tuple of discrete, finite-support random variables (X 1 , . . . , X m ) ∼ p(x 1 , . . . , x m ) , define the set of δ−typical n-sequences
δ (X); that is, as the δ-typical set for a single random variable X ≡ (X 1 , . . . , X m ) .
in (↑ {S}) ∩ B,m S = 1. In this case, the output Y n cannot be statistically dependent on the auxiliary codeword u n S (m ↑{S} ), as this was not the transmitted auxiliary codeword.
Hence, the distribution that the random vectors in (30) obey for any such wrong candidate message is
Hence, by identifying the random variables U ↓B , (U E\↓B , Q) and Y in the present context with the random variables W, X, and Y in Lemma 2, we know that there is a positive δ (with δ → 0 as δ → 0) for which
By contrast, the law of large numbers assures that the codewords corresponding to the true message will be jointly typical with high probability with the received vector; more precisely, P(T (1)) → 1 as n → ∞. Thus, for any > 0, for every sufficiently large n
With the union bound we may deduce
By taking the block length n to be sufficiently large and the typicality parameter δ sufficiently small,
If B is not a down-set, then it is a strict subset of the smallest down-set containing B, B = ↓ B, and hence its corresponding inequality is redundant (as R S ≥ 0 for all S ∈ E) given the corresponding inequality for B . Hence the inequalities
are sufficient to guarantee that the conditions (32) hold and thus that the probability of error vanishes.
V. SUBMODULARITY OF CONDITIONAL MUTUAL INFORMATION BOUNDS
Recall that the setting of Theorem 3 is a MAC with a message set index set E that is equipped with some superposition order. To finish the proof of Theorem 3, we need to show that when the auxiliary random variables satisfy (Q1), then the conditional mutual information bounds ρ(B) = I U B ; Y |U E\B , Q are normalized, nondecreasing, and submodular over the down-set lattice of E, as formalized in Lemma 4. To demonstrate this, we first characterize the condition (Q1) on the joint distribution of the auxiliary random variables in the following alternative manner. 16 Lemma 3 (Up-set Lattice Conditional Independence): Let E be an ordered set and assign one random variable U S to each element S ∈ E. Let Q be an additional variable. Then the set of random variables (U S : S ∈ E), Q which have joint distribution that factors as
are the set of random variables for which
forms a Markov chain in that order for every pair of up-sets B, A ∈ F ↑ . The condition (33) is to be interpreted as requiring U B and U A to be conditionally independent given Q if B∩A = ∅, while it is uninformative if either B ⊆ A or A ⊆ B. Proof: Let B be an up-set. By definition, every S ∈ B must satisfy ↑ {S} ⊆ B. Thus, the factorization (7) implies that p(u B |q) = S∈B p(u S |u (↑{S})\{S} , q). Now suppose that B and A are a pair of up-sets, with neither containing the other. For every S ∈ B\A, the definition of an up-set assures that ↑ {S} ⊆ B. Hence, ↑ {S} ∩ A ⊆ B ∩ A and the joint factorization above implies that
only depends on the symbols u A through those symbols u B∩A and not through the symbols u A\B . Thus,
forms a Markov chain in that order. The reverse direction, where the Markov conditions (34) taken over all pairs of upsets A, B imply the factorization (7) is given by [22, Th. 4.1] .
We remark that yet another equivalent statement of the model of conditional independence given in Lemma 3 is through the language of graphical models, where the graph is the transitive completion of the Hasse diagram of the ordered set E, with downward direction on all edges.
With this equivalent characterization of (Q1) as a set of conditional independence relations over the up-set lattice, we can prove that the conditional mutual information bounds defined in (12) over the down-set lattice of E are normalized, nondecreasing, and submodular.
Lemma 4: Equip E with an order and let (U S : S ∈ E) be up-set lattice conditionally independent conditioned on a time-sharing random variable Q. Then irrespective of the conditional probability mass function p(y|u E , q), the conditional mutual information
satisfies (P1)-(P3) over the down-set lattice of E. 16 We state the results of Lemma 3 with the notation we employ for the MAC with general message sets; however, the results would apply with any ordered set P, whose elements need not be subsets, in place of E.
Proof: By definition, the conditional mutual information ρ is normalized. As
we see that ρ is submodular over the down-sets if and only if φ satisfies φ(A ∪ B) + φ(A ∩ B) ≥ φ(A) + φ(B) (i.e. φ is supermodular) over the up-sets. For any two up-sets A, B, we have:
The last step follows as (U S : S ∈ E) is upset lattice conditionally independent given Q and hence the implied Markov conditions (34) assure that I (U A ; U B |U A∩B , Q) = 0.
VI. CONVERSES
In this section, we provide a framework for demonstrating that the restrictions to the coding distributions described by (A)-(C) in Section III-C are without loss of generality, as formally stated by Theorems 5-7.
A. Canonical Converse Outline
Suppose that there exists a sequence of codes indexed by block length n that communicate at rates (R S : S ∈ E) and achieve a vanishing probability of error as n tends to infinity. Pick the code corresponding to block length n, and let the messages (M S : S ∈ E) be independently distributed with M S uniformly distributed on 1 : 2 n R S for each S ∈ E. Let X n 1 , . . . , X n K , Y n be the random variables induced by the messages, the encoders, and the channel. Let the part of these random variables that correspond to the tth channel use be
For any subset B ⊆ E, Fano's inequality assures that
for some non-negative sequence n that vanishes with increasing n. Now, equip E with a superposition order and focus on those subsets B which are down-sets. For a down-set B, 
where ( A second implication of the choice (37) is that for each transmitter j and channel use t, there is a deterministic map from U Min W j to X j t . This follows from W j = ↑ Min W j , so that (37) assures that U Min W j contains the variables M W j , of which X j t is a deterministic function by the definition of a feasible encoder (2) . Thus, as X j = X j Q , then X j is a deterministic function of Q and U Min W j .
D. Converse for Theorem 7
To prove Theorem 7, we again use the canonical argument of Section VI-A, but rather than consider any superposition order, we fix attention to the set inclusion order.
To introduce the alternative choice of auxiliary random variables, recall that we define M to be the set of message indices S whose node within the Hasse diagram for the message index set E has multiple neighbors below. More formally, M contains those indices S within E which cover multiple elements within E, as defined in Section II-A. Now consider the alternative auxiliary random variable assignment
for each S ∈ E and t ∈ [1 : n]. For brevity, define U A,t = (U S,t : S ∈ A) for each subset A ⊆ E and channel use index t ∈ [1 : n]. For this choice of auxiliary random variables, if A is an upset, then the collection of auxiliary random variables U A,t = (U S,t : S ∈ A), indexed by the channel use t, is a function of the collection of messages M A = (M S : S ∈ A). This follows as each U S,t is a function of M ↑{S} . To see this, note that for any given S ∈ A, U S,t may contain either the collection of messages M ↑{S} or the channel inputs X j,t for which S( j ) = S, or both. Each channel input is a function of M W j , however, by the assumption of Theorem 7, W j = ↑ {S( j )} = ↑ {S}. Thus, U S must be a function of M ↑{S} .
Then, picking up from (35), we have 
VII. CONCLUSION
Codewords dependencies in superposition coding must have two key characteristics: acyclic direction and transitivity. While the former has been emphasized explicitly through analyses on directed acyclic graphs, the latter has been implicitly present, but hidden. Reformulating the analysis and description of superposition coding in the language of order theory allows both of these properties to become explicitly visible and uncovers new insights into the long-standing random coding technique of superposition coding.
The first new insight is that every formulation of superposition coding has conditions for reliable communication which take the form of a polymatroid. While previously observed in the specific case in which auxiliary codewords are independently generated, this insight is novel for superposition coding with some dependent auxiliary codeword generation. This indicates that inner bounds with few defining inequalities and beneficial combinatorial structure are possible.
The second insight is that there are a wide variety of formulations to superposition coding, where dependent and independent codeword generation are intermingled. Each of the superposition coding formulations which generate codewords neither always dependently nor always independently, are new.
A third insight is to uncover some of the tradeoffs that are made available between codeword complexity and the complexity of the coding distributions. This is possible to explore as all formulations of superposition coding are optimal in the MAC with general message sets. With increased codeword dependencies, the complexity of the mapping from auxiliary codewords to input codeword can decrease, and in some cases, it is possible to obviate the need for some of the auxiliary random variables.
By virtue of requiring fewer inequalities, it is plausible that superposition coding with dependent codeword generation may attain a strictly larger achievable rate region than is achievable with independent codeword generation. The presented order-theoretic formulation may facilitate the analysis, description, and comparison of inner bounds based on different formulations of superposition coding for one-hop discrete memoryless networks beyond the MAC with general message sets.
APPENDIX A COUNTING SUPERPOSITION ORDERS
Let the message index set be E = 2 [1:K ] \∅. Then there are
Thus, there are 2 N U binary relations ≤ on E that satisfy (6) . However, though each such binary relation is reflexive and antisymmetric, it may not be transitive. To count the number of superposition orders, we need to focus only on the subset of these 2 N U binary relations which are also transitive.
An exact count appears to be difficult to obtain, but a lower bound suffices to demonstrate that there are exponentially many such relations. If a binary relation which satisfies (6) also satisfies S < S whenever there are three distinct indices (S, S , S ) ⊆ E with S ⊂ S ⊂ S , then it must be transitive. Thus, that binary relation is an order relation regardless of whether or not S < S for those pairs of indices (S, S ) ⊆ E for which there is no S ∈ E satisfying S ⊂ S ⊂ S. As there are 
APPENDIX B POLYMATROID OVER A LATTICE FAMILY
We prove Lemma 1 here. Recall that the extension of f from the lattice family F to the boolean lattice of all subsets 2 E given in (17) isf (B) = f (F (B) ), where for each B ⊆ E,
is the smallest element of the lattice family F containing B. This extension again satisfies (P1)-(P3) over all subsets of E, as we show below. Consider first the polymatroid P(f ) and consider the corresponding inequality e∈B x e ≤f (B) for each B ⊆ E. If B ∈ F , this inequality is redundant given the corresponding inequality for B = F (B) as To show thatf is submodular, note that for any A, B ⊆ E,
a consequence of the fact that F (·) contains its argument and that F is a lattice family. As F (·) is the smallest element of F containing its argument, it must be that
Thus,
≤ f (F (A)) + f (F (B)).
where (i ) follows from the prior observation and (P2) and (ii) follows from (P3).
APPENDIX C SUFFICIENCY OF TIME-SHARING
We prove Theorem 4, which states that time-sharing is sufficient for the MAC with general message sets and coded timesharing is not needed. To prove the theorem, it is sufficient to demonstrate (18) for each superposition order on the message index set E. To that end, fix a superposition order on E. Let
X
(1) = (X (1) 1 , . . . , X
K , (U (1) S : S ∈ E), Q (1) ) and X (2) = (X (2) 1 , . . . , X (2) K , (U (2) S : S ∈ E), Q (2) ) each be a set of auxiliary random variables and channel inputs satisfying (Q1) and (Q2), where Q (1) = Q (2) = 1. That is, both collections of random variables are in B ≤ . For each j ∈ {1, 2}, and each down-set B ∈ F ↓ , let
and P ≤ (X ( j ) ) be the polymatroid defined in (11) . Consider a λ ∈ (0, 1). For each B ∈ F ↓ , define ρ (λ) (B) = λρ (1) (B) + (1 − λ)ρ (2) (B) , which inherits the normalized (P1), nondecreasing (P2), and submodularity (P3) properties that both ρ (1) (B) and ρ (2) 
K , (U (1) S : S ∈ E)) if Q (λ) = 1 (X (2) 1 , . . . , X (2) K , (U (2) S : S ∈ E)) if Q (λ) = 2. Now, to show (18) , it suffices to demonstrate that
= λP ≤ (X (1) ) + (1 − λ)P ≤ (X (2) 
= {λR 1 + (1 − λ)R 2 : R 1 ∈ P ≤ (X (1) ) and R 2 ∈ P ≤ (X (2) )}.
The inclusion P ≤ (X (λ) ) ⊆ λP ≤ (X (1) ) + (1 − λ)P ≤ (X (2) ) follows readily, without appeal to polymatroid structure. To show the reverse inclusion, for each j ∈ {1, 2, λ}, let ρ ( j ) (B) be the extension of ρ ( j ) (B) to all subsets B ⊆ E, as in (17) . These extended functions on the entire boolean lattice satisfy the same relationship as they did on the down-set lattice family; that is, ρ (λ) (B) = λρ (1) (B) + (1 − λ)ρ (2) (B)
for every subset B ⊆ E. By the greedy algorithm, for each j ∈ {1, 2, λ}, the polymatroid P ≤ (X ( j ) ) is the convex hull of points of the form To see that the capacity characterization of Theorem 7 reproduces that of [10] , we first paraphrase their results here.
Consider the K -user DM MAC with general message index set E. By adding zero-rate messages if necessary, assume that E contains the sets S(1), . . . , S(K ), as defined in (21) . Assume that W i = W j for two distinct transmitters i, j ∈ [1 : K ], where the sets W 1 , . . . , W K were defined in (1) . By (21) , W j = ↑ {S( j )} for each j ∈ [1 : K ] and hence the sets S(1), . . . , S(K ) must be distinct. If the set of message indices E\{S (1), . . . , S(K )} is non-empty, enumerate its elements as {S (K + 1) , . . . , S(L)} with L = |E| − K . Let W 0 = ∅ and for each k > K define W k = ↑ {S(k)}, which may be considered as the set of messages available to a "virtual user" whose input is some arbitrary alphabet U k .
Rather than studying the message index set E, consider the set E = {W 0 , . . . , W L }, equipped with the set inclusion order. In a manner analogous to the definition of the subset M of E, let M contain the elements of E which have multiple neighbors above in the Hasse diagram for E. If we put upward direction on the edges of the Hasse diagram ofẼ, then we construct the "message graph" of [10] . For this message graph, all paths end at W 0 , which is called the "root" of the graph. Define the parents of an element W j to be the elements that are on a path between W j and W 0 in this graph. If each node of a subgraph of the message graph contains all of its parents and paths through these parents as it had in the original message graph, declare this subgraph a "proper rooted subgraph." With this language in place, we may state the capacity region characterization of [10] . 
for every subset A ⊆ [1 : L] which corresponds to the nodes of a proper rooted subgraph of the message graph and for some set of random variablesX 1 , . . . ,X L satisfying (GS1)
Proof: We demonstrate that this theorem is also a direct consequence of Theorem 7. The key is to notice that W j → S( j ) is a one-to-one map and preserves order in the sense that W j ⊆ W i if and only if S( j ) ⊇ S(i ). As "proper rooted subgraphs" ofẼ are really the up-sets ofẼ, they map to the down-sets of E. Moreover, M maps to M directly through M = {S( j ) : ↑ {S( j )} ∈ M}. By identifying the random variables of this theorem with the random variables of Theorem 7 throughX j = U S( j ) for j ∈ [1 : L], and setting the coded time-sharing random variable Q to be an uninformative constant, the conditions (GS1) and (GS2) are equivalent to (Q1) and (Q2 ) and the reliability conditions (44) are implied by those in (9) . Thus, without any form of time-sharing, the two described regions are equal.
In Theorem 7, time-sharing is implemented within each coding block, through the random variable Q. By contrast, the present theorem time-shares between different codebooks across different coding blocks. These two approaches to time-sharing yield the same rate region, as demonstrated by Theorem 4.
