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Abstract
We develop a theory of discrete multi-valued dynamical systems for attractors and Lyapunov func-
tions. In [Topology Appl. 109 (2001) 201–210], Hurley proved that if X is a locally compact and
σ -compact space and the zero set Z of a Lyapunov function is closed, then Z is a weak attractor.
Here we extend the above result to the case of compact-valued continuous relation on X.
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1. Introduction
In [2], Conley introduced a topological definition of an attractor for a flow on a compact
metric space. He showed that each of these attractors has an associated Lyapunov function,
which, among other things, is a continuous nonnegative function on the space, whose zero
set is the attractor, and having the property that the Lyapunov function is strictly decreasing
along any part of an orbit that is in a neighborhood of the attractor but is not in the attractor
(see [6]).
Most of these results of Conley have been generalized to other contexts, first to maps on
compact metric spaces [3], and then to locally compact metric spaces [4], and to arbitrary
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metric spaces [5]. Akin [1] and McGehee [7] obtained the properties of the attractors for
the closed relation on a compact metric spaces. Hurley [6] obtained the following theorem
about an attractor from a Lyapunov function on noncompact space.
Theorem. Let X be a metric space that both locally compact and σ -compact and let f
denote a continuous map from X to itself. Suppose that A ⊆ X is closed, nonempty and
f -invariant and that h :X → [0,∞) is a continuous function with the properties;
(1) h−1(0) = A,
(2) there is a neighborhood W of A in X such that h−1([0,1])⊆ W ,
(3) h(f (x)) < f (x) whenever x ∈ W −A.
Then A is a weak attractor for f .
In this paper, we extend this result to the case of compact-valued continuous relation
on X. Throughout this paper, let (X,d) be a metric space and f a relation on X with
Dom(f ) = X.
2. Preliminaries
Let (X,d) be a metric space. A relation f on X can be thought of as a map from X to
the power set of X associating to each x ∈ X a subset f (x) of X, or as a subset of X×X so
that y ∈ f (x) means (x, y) ∈ f . We define the domain of f by Dom(f ) = {x | f (x) = ∅}.
If f and g are relations on X, then the composition of f with g is the relation g ◦ f =
{(x, z) ∈ X × X | ∃y such that (x, y) ∈ f and (y, z) ∈ g}. A relation f on X is called a
closed relation if it is a closed subset of X × X. A compact-valued relation f on X is a
relation on X with the property that f (x) is a compact subset of X for all x ∈ X.
Definition 2.1. f is upper semicontinuous at x if for every ε > 0, there exists δ > 0 such
that
d(x, x1) < δ implies f (x1) ⊆ B
(
f (x), ε
)
.
f is lower semicontinuous at x if for every ε > 0, there exists δ > 0 such that
d(x, x1) < δ implies f (x)⊆ B
(
f (x1), ε
)
.
f is continuous at x if f is both upper semicontinuous at x and lower semicontinuous at x .
The compact-valued continuous relation is a closed relation. Let f be a compact-valued
continuous relation on X and ε a continuous function from X to R+ = (0,∞). Then we
can define the functions m(ε,f ) and M(ε,f ) from X to R+ by
m(ε,f )(x) = min ε(f (x)) and M(ε,f )(x) = maxε(f (x))
for all x ∈ X. We denote P(X) = {ε :X → (0,∞) | ε is continuous}.
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Definition 2.2. Let F(X) be the set of all nonempty bounded closed sets in (X,d). For
(A,B) ∈F(X)×F(X), define
h(A,B) = sup{d(x,B) | x ∈ A} and D(A,B) = max{h(A,B),h(B,A)}.
D is called the Hausdorff metric in F(X).
Theorem 2.1. Let f be a compact-valued continuous relation on a metric space X. Then
m(ε,f ) and M(ε,f ) are continuous functions, that is, m(ε,f ) ∈ P(X) and M(ε,f ) ∈
P(X).
Proof. Let x ∈ X. We show that m(ε,f ) is continuous at x . There is an element z in f (x)
such that ε(z) = m(ε,f )(x). Since ε is a continuous function, for every η > 0, there exists
ν > 0 such that d(z, z′) < ν implies ε(z′) < ε(z) + η = m(ε,f )(x) + η. Let a ∈ f (x).
Since m(ε,f )(x)− η <m(ε,f )(x) ε(a), there is γa > 0 such that d(a, z′) < γa implies
m(ε,f )(x)−η < ε(z′). Then⋃a∈f (x) B(a, γa) is a neighborhood of f (x), where B(a, γa)
denotes the open ball centered at a with radius γa . Since f (x) is a compact subset of X,
there exists ζ > 0 such that
B
(
f (x), ζ
)⊆ ⋃
a∈f (x)
B(a, γa).
Let ξ = min(ν, ζ ) > 0. There is δ > 0 such that d(x, y) < δ implies D(f (x), f (y)) < ξ .
Since f (x) ⊆ B(f (y), ξ), there is an element b ∈ f (y) such that d(z, b) < ξ  ν. So
ε(b) < m(ε,f )(x)+ η. Thus we have
f (y) ⊆ B(f (x), ξ)⊆ B(f (x), ζ )⊆ ⋃
a∈f (x)
B(a, γa).
For every p ∈ f (y), there is an element a ∈ f (x) such that p ∈ B(a, γa). Since d(a,p) <
γa , m(ε,f )(x) − η < ε(p). Then we have m(ε,f )(x) − η < m(ε,f )(y)  ε(b) <
m(ε,f )(x) + η. It follows that m(ε,f ) is continuous at x . By a similar method, we can
show that M(ε,f ) is a continuous function. 
Lemma 2.1. Let f be a compact-valued continuous relation on a locally compact metric
space X. Then for every compact subset K of X, f (K) is a compact subset of X.
Proof. Let (yn) be a sequence in f (K). Then there exists a sequence (xn) in K such that
(xn, yn) ∈ f . Since K is a compact set, there exists x ∈ K such that xn → x as n → ∞.
From the facts that f (x) is a compact set and X is locally compact, there is a neighbor-
hood U of f (x) such that U , the closure of U , is a compact set in X. Thus we have
B(f (x), ε) ⊆ U for some ε > 0. Since f is continuous at x , there exists δ > 0 such that
d(x, y) < δ implies D(f (x), f (y)) < ε. From xn → x as n → ∞, we can assume that
d(xn, x) < δ. Since D(f (xn), f (x)) < ε, yn ∈ f (xn) ⊆ B(f (x), ε) ⊆ U ⊆ U . Since U is a
compact set, we can assume that yn → y as n → ∞. Since (xn, yn) ∈ f , (x, y) ∈ f . From
the fact that f is a closed relation, (x, y) ∈ f . Thus y ∈ f (x) ⊆ f (K), and hence f (K) is
a compact set. 
204 H.Y. Chu, J.S. Park / Topology and its Applications 148 (2005) 201–212
Lemma 2.2. Let f be a compact-valued continuous relation on a metric space X and g
a continuous relation on X. Then g ◦ f is a continuous relation on X.
Proof. Let x ∈ X and ε > 0. For every y ∈ f (x), there exists a δy > 0 such that
d(y, z) < δy implies D(g(y), g(z)) < ε2 . Then {B(y, δy2 ) | y ∈ f (x)} is an open cover of
the compact set f (x). Thus there exist finitely many elements y1, . . . , yn ∈ f (x) such that
f (x) ⊆
n⋃
i=1
B
(
yi,
δyi
2
)
.
Put
δ = min
i=1,...,n
{
δyi
2
}
.
There exists an η > 0 such that d(x,w) < η implies D(f (x), f (w)) < δ. Let d(x,w) < η.
For every u ∈ (g ◦ f )(w), we have (w,a) ∈ f and (a,u) ∈ g for some a ∈ X. Then
D(f (x), f (w)) < δ, and so a ∈ f (w) ⊆ B(f (x), δ). Also we have d(a, b) < δ for some
b ∈ f (x). Since
b ∈ f (x)⊆
n⋃
i=1
B
(
yi,
δyi
2
)
,
we have b ∈ B(yi, δyi2 ) for some i . Since
d(yi, a) d(yi, b)+ d(b, a) < δyi2 + δ 
δyi
2
+ δyi
2
= δyi ,
we have D(g(yi), g(a)) < ε2 . This implies u ∈ g(a) ⊆ B(g(yi), ε2 ). There exists an element
c in g(yi) such that d(u, c) < ε2 < ε. Thus c ∈ (g ◦ f )(x) and then u ∈ B((g ◦ f )(x), ε) for
all u ∈ (g ◦ f )(w). It follows that
(g ◦ f )(w) ⊆ B((g ◦ f )(x), ε). (2.2.1)
For every v ∈ (g ◦ f )(x), (x, a′) ∈ f and (a′, v) ∈ g for some a′. Since
a′ ∈ f (x) ⊆
n⋃
i=1
B
(
yi,
δyi
2
)
,
there exists an i1 such that
a′ ∈ B
(
yi1,
δyi1
2
)
.
Since d(yi1, a′) <
δyi1
2 < δyi1 , we have
D
(
g(yi1), g(a
′)
)
<
ε
2
.
Then
v ∈ g(a′) ⊆ B
(
g(yi1),
ε
2
)
.
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There exists c′ ∈ g(yi1) such that d(v, c′) < ε . Since d(x,w) < η, we have D(f (x),2
f (w)) < δ. So a′ ∈ f (x) ⊆ B(f (w), δ). Also there exists b′ ∈ f (w) such that d(a′, b′)<δ.
Then we obtain
d(yi1, b
′) d(yi1, a′)+ d(a′, b′) <
δyi1
2
+ δ  δyi1
2
+ δyi1
2
= δyi1 .
This means
D
(
g(yi1), g(b
′)
)
<
ε
2
.
Since c′ ∈ g(yi1) ⊆ B(g(b′), ε2 ), we have d(p, c′) < ε2 < ε for some p ∈ g(b′). Thus
d(v,p) d(v, c′)+ d(c′,p) < ε
2
+ ε
2
= ε.
Also we have v ∈ B((g ◦ f )(w), ε) since p ∈ (g ◦ f )(w). Since v is an arbitrary element
in (g ◦ f )(x), we get
(g ◦ f )(x) ⊆ B((g ◦ f )(w), ε). (2.2.2)
By (2.2.1) and (2.2.2), D((g ◦ f )(x), (g ◦ f )(w)) < ε. Therefore g ◦ f is continuous at x .
This completes the proof. 
Corollary 2.1. Let f be a compact-valued continuous relation on a locally compact metric
space X. Then f n is a compact-valued continuous relation on X for all n ∈ N.
Proof. The proof follows from Lemmas 2.1, 2.2 and the mathematical induction on n.
Definition 2.3. Let f be a compact-valued continuous relation on X. We say that h is
a Lyapunov function for f if h :X → [0,∞) is continuous, A = h−1(0) is nonempty
invariant under f and there is a neighborhood W of A such that h−1([0,1]) ⊆ W and
M(h,f )(x) < h(x) for all x ∈ W −A.
In general, the Lyapunov function h need not have the property
m< n implies M
(
h,f n
)
(x) < m
(
h,f m
)
(x) for all x ∈ W −A. (∗)
For example, let X = [0,1], f = {(x, y) ∈ X × X; 13x  y  23x} and let h :X →[0,∞) be the identity function. Then h is a Lyapunov function, but h does not satisfy (∗).
So we introduce the following.
Definition 2.4. If the Lyapunov function h for f has the additional property (∗). Then h is
called an r-Lyapunov function for f .
Note that the Lyapunov function is nonincreasing only along the motions of f on W −A
whereas r-Lyapunov function is nonincreasing along the orbits of f on W −A.
Definition 2.5. Let U be a nonempty subset of X. Then U is an absorbing set for f if
f (U) ⊆ int(U). A closed subset A of X is a weak attractor for f if there is an absorbing
set U with A =⋂n0 f n(U). If the absorbing set U has the additional property that there
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is a positive constant ε with the property that the ε ball about any point of f (U) is contained
in U , then A is called a strong attractor.
The following lemma can be found in [6, Lemma 5].
Lemma 2.3. Let (X,d) be a metric space and B,C the closed nonempty disjoint subsets
of X. Then there is a metric ρ on X generating the same topology as d such that ρ(b, c) 1
for any b ∈ B , c ∈ C.
Theorem 2.2. Let A be a weak attractor for f . Then there is a metric ρ on X generating
same topology as d such that A is a strong attractor for f in the metric space (X,ρ).
Proof. The proof is similar to the proof of [6, Corollary 6]. 
3. Main result
Throughout this section, let X be a locally compact, σ -compact metric space and f a
compact-valued continuous relation on X. Then we can write
X =
⋃
n1
K(n),
where K(n) is compact and K(n) ⊆ int(K(n+ 1)) for each n.
Lemma 3.1. Let h be a r-Lyapunov function for f and A with the neighborhood W of A
as in the definition of r-Lyapunov function. Then there is a Lyapunov function H for f
and A such that
M
(
H,f n
)
(x)→ 0 for each x ∈ W.
In fact, M(H,f n) tends to 0 uniformly on compact subsets of W .
Proof. Step I. We claim that there is a continuous function ψ :X → [1,∞) satisfying
ψ  n on X −K(n).
Since K(n) ⊆ int(K(n + 1)), there is a continuous function ψn :X → [0,1] satisfying
ψn = 0 on K(n), ψn = 1 on X− int(K(n+1)). Define ψ = 1+∑∞k=1ψk . For every x ∈ X,
there is a number n such that x ∈ K(n) ⊆ int(K(n + 1)) and x /∈ K(n − 1). If j  n + 1,
then ψj = 0 on int(K(n+ 1)). So
ψ|int(K(n+1)) = 1 +
n∑
k=1
ψk.
Therefore ψ :X → [1,∞) is continuous. For every x ∈ X − K(n), since X − K(n) ⊆
X − int(K(n)), ψi(x) = 1 for all i  n− 1. And so
ψ(x) = 1 +
∞∑
k=1
ψk(x) 1 +
n−1∑
k=1
ψk(x) = 1 +
n−1∑
k=1
1 = n.
Hence ψ  n on X −K(n).
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Step II. We can replace h−1([0,1]) with h−1([0, δ]) for any positive real number δ
by multiplying h by a positive constant. Since ( h1+h)
−1([0, 12 ]) = h−1([0,1]), h1+h is a
Lyapunov function. For m < n, since M(h,f n)(x) < m(h,f m)(x), M( h1+h, f
n)(x) <
m( h1+h , f
m)(x) for all x ∈ W − A. Then h1+h is also a r-Lyapunov function. Thus we
may assume that h < 1. For x ∈ X, we define
φ(x) = h(x)
ψ(x)h(x)+ 1 − h(x) .
Then φ(x) 1, φ(x) h(x), and then φ−1(0) = h−1(0) = A. Now, there is an element y
of f n+1(x) such that h(y) = M(h,f n+1)(x). There is an element z of f n(x) such that
(z, y) ∈ f . Then M(h,f n+1)(x) = h(y) h(z)M(h,f n)(x). We can put
M
(
h,f n
)
(x) → c 0 as n → ∞. (3.1.1)
Step III. We claim that for x ∈ X, M(φ,f n)(x) → 0 as n → ∞.
There are two cases depending upon whether c = 0 or not.
In the first case c = 0, 0  M(φ,f n)(x)  M(h,f n)(x) → 0 as n → ∞. Then
M(φ,f n)(x) → 0 as n → ∞.
In the remaining case c > 0, we claim that if K is a compact subset of X, then there
is a natural number n such that m > n implies fm(x) ∩ K = ∅. Suppose that, for every
natural number n, there is a natural number m > n such that f m(x) ∩ K = ∅. Then there
are natural numbers n1 < n2 < · · · such that f ni (x) ∩ K = ∅, so there is an element yi of
f ni (x)∩K . Since K is a compact subset of X, (yi) has a convergent subsequence. We may
take (yi) itself as the convergent subsequence. Then there is an element y of K such that
(yi) is convergent to y . So (h(yi)) is convergent to h(y). Since h is a r-Lyapunov function,
M
(
h,f ni+1
)
(x)m
(
h,f ni
)
(x) h(yi)M
(
h,f ni
)
(x),
M
(
h,f ni+1
)
(x)→ c as i → ∞, and
M
(
h,f ni
)
(x)→ c as i → ∞.
By the Sandwich theorem, h(y) = c > 0 and so y /∈ A. Moreover,
m(h,f )(y)M(h,f )(y) < h(y) = c.
Since m(h,f )(yi) → m(h,f )(y) as i → ∞, we can put
m(h,f )(yi) < c (3.1.2)
without loss of generality. Since yi ∈ f ni (x), we have f (yi) ⊂ f ni+1(x). Then by (3.1.1)
and (3.1.2),
cM
(
h,f ni+2
)
(x)m
(
h,f ni+1
)
(x)m(h,f )(yi) < c.
This is a contradiction. Hence the claim is proved.
For every ε > 0, there is a natural number m such that 1
m
< ε. Then there is a natural
number N with N > m such that f n(x) ∩ K(m) = ∅ for all n > N . Thus f n(x) ⊆ X −
K(m). For every y ∈ f n(x),ψ(y)m. Then
φ(y) 1
ψ(y)
 1
m
< ε.
So M(φ,f n)(x) < ε. Hence M(φ,f n)(x) → 0 as n → ∞.
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Step IV. Defineg(x) = sup
n0
M
(
φ,f n
)
(x).
Then 0 g(x) 1. Let x ∈ g−1(0). Then g(x) = 0. Since 0 φ(x) g(x) = 0, φ(x) = 0.
And then x ∈ φ−1(0) = A. Thus g−1(0) ⊆ A. Let x ∈ A. Then f n(x) ⊆ A for all n  0.
So M(h,f n)(x) = 0 for all n  0. Since 0 M(φ,f n)(x)M(h,f n)(x) = 0, we have
M(φ,f n)(x) = 0 for all n  0. Then g(x) = 0, that is, x ∈ g−1(0). Thus A ⊆ g−1(0).
Hence g−1(0) = A.
Since M(φ,f n)(x) → 0 as n → ∞, for every ε > 0, there is a natural number N such
that M(φ,f n)(x) < ε for all n > N . Let y ∈ f n(x). For every i  0, f i(y) ⊆ f n+i (x).
So M(φ,f i)(y)M(φ,f n+i )(x) < ε for all i  0, n N . And so g(y) ε. Since y is
arbitrary, M(g,f n)(x) ε. Thus M(g,f n)(x) → 0 as n → ∞.
And now we are going to prove that g is continuous. There are two cases depending
upon whether g(x) = 0 or g(x) > 0.
In the first case g(x) = 0, x ∈ A. Since f (x) ⊆ A, we have M(h,f )(x) = 0. Given
any ε > 0, since M(h,f ) is continuous at x , there exists a neighborhood U of x such that
M(h,f )(y) < ε for all y ∈ U . Let y ∈ U . If y ∈ U −A, then for every n,
M
(
φ,f n
)
(y)M
(
h,f n
)
(y)M(h,f )(y) < ε.
Then we have g(y) < ε. If y ∈ U ∩ A, then for every n, M(h,f n)(y) = 0. Since 0 
M(φ,f n)(y)M(h,f n)(y), g(y) = 0. Thus g is continuous at x .
In the remaining case g(x) > 0, for every ε > 0, there is a natural number m1 such that
g(x) − ε2 < M(φ,f m1)(x). By the similar method to the proof in Step III, one can obtain
that for every compact subset K of X, there exist a neighborhood U of x and a natural
number m such that n > m implies f n(U) ∩ K = ∅. We can choose a natural number m2
such that 1
m2
< g(x). Then there exist a neighborhood U1 of x and a natural number m3
with m3 > m1 such that n > m3 implies f n(U1) ∩ K(m2) = ∅. And then there exists a
neighborhood U2 of y such that y ∈ U2 implies |M(φ,f n)(x)−M(φ,f n)(y)|< ε2 for all
0 nm3. Let y ∈ U1 ∩U2. Then
g(x)− ε <M(φ,f m1)(x)− ε
2
<M
(
φ,f m1
)
(y) g(y). (3.1.3)
For 0 nm3,
M
(
φ,f n
)
(y) <M
(
φ,f n
)
(x)+ ε
2
 g(x)+ ε
2
.
For nm3, since f n(y)⊆ X−K(m2), m2 ψ(z) for all z ∈ f n(y). Since φ(z) 1ψ(z) 
1
m2
< g(x), M(φ,f n)(y) < g(x). Thus we have
g(y) < g(x) + ε
2
. (3.1.4)
By (3.1.3) and (3.1.4),
g(x)− ε < g(y) < g(x)+ ε.
Hence g is continuous at x .
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Let y ∈ f n(x). Since f i(y) ⊆ f n+i (x), we have M(φ,f i)(y)M(φ,f n+i )(x). Then
g(y) = sup
i0
M
(
φ,f i
)
(y) sup
i0
M
(
φ,f n+i
)
(x)
 sup
i0
M
(
φ,f i
)
(x)= g(x).
Thus M(g,f n)(x) g(x) for all n 1.
For every n 1, there is an element yn of f n(x) such that φ(yn) = M(φ,f n)(x). Since
φ  h,
M
(
φ,f n
)
(x) = φ(yn) h(yn)M
(
h,f n
)
(x) h(x).
for all n. Therefore g(x) h(x).
Step V. Define H(x)=∑∞i=0 M(g,f i )(x)2i+1 for all x ∈ X. Then H is continuous and
H(x)=
∞∑
i=0
M(g,f i)(x)
2i+1

∞∑
i=0
g(x)
2i+1
= g(x) h(x).
Let x ∈ A. Since f i(x) ⊂ A, M(g,f i)(x) = 0. Then H(x) = 0. And we have A ⊆
H−1(0). If H(x) = 0, then g(x) = 0. So x ∈ g−1(0) = A. Thus H−1(0) ⊆ A. Thus we
have H−1(0)= A.
For every y ∈ f n(x),
H(y)=
∞∑
i=0
M(g,f i)(y)
2i+1

∞∑
i=0
g(y)
2i+1
= g(y)M(g,f n)(x).
Then M(H,f n)(x) M(g,f n)(x). Since M(g,f n)(x) → 0 as n → ∞, M(H,f n)(x)
→ 0 as n → ∞.
Let y ∈ f (x). Since f i(y) ⊆ f i+1(x) = f (f i(x)), for every z ∈ f i(y), there is an
element ω ∈ f i(x) such that z ∈ f (ω). Then g(z)M(g,f )(ω) g(ω)M(g,f i)(x).
So M(g,f i)(y)M(g,f i)(x) and
H(y)=
∞∑
i=0
M(g,f i)(y)
2i+1

∞∑
i=0
M(g,f i)(x)
2i+1
= H(x).
Hence M(H,f )(x) H(x). If M(H,f )(x) = H(x), then there is an element y of f (x)
such that H(y)= M(H,f )(x) = H(x). So
0 = H(x)−H(y)=
∞∑
i=0
M(g,f i)(x)−M(g,f i)(y)
2i+1
.
Thus M(g,f i)(x)−M(g,f i)(y) = 0 for all i . Since f i(y) ⊆ f i+1(x),
M
(
g,f i
)
(x) = M(g,f i)(y)M(g,f i+1)(x)M(g,f i)(x).
Hence
M
(
g,f i
)
(x) = M(g,f i+1)(x) and g(x) = M(g,f n)(x).
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Since M(g,f n)(x)→0 as n→∞, g(x)=0. Thus x ∈g−1(0) = A. Hence M(H,f )(x) =
H(x) implies x ∈ A. Therefore, for every x ∈ W −A, M(H,f )(x) < H(x).
Let C be a compact subset of W and ε>0. For each x ∈C, since M(H,f n)(x)→0,
there is a natural number mx such that M(H,f n)(x) < ε2 for all nmx . Since M(H,fmx )
is continuous at x , there is a neighborhood Ux of x such that |M(H,fmx )(x) −
M(H,fmx )(y)| < ε2 for all y ∈ Ux . Then {Ux | x ∈ C} is an open cover of C. Since
C is compact, there exist finitely many x1, . . . , xk ∈ C such that C ⊆ ⋃ki=1 Uxi . Let
m = max{mx1, . . . ,mxk } and nm. For any x ∈ C, there exists i such that x ∈ Uxi . Since
nmxi , we have
M
(
H,f n
)
(x)M
(
H,fmxi
)
(x)M
(
H,f mxi
)
(xi)+ ε2 < ε.
Thus M(H,f n) tends to 0 uniformly on C. 
Lemma 3.2. If C is a compact subset of X and U an open neighborhood of f (C), then
there is an open neighborhood V of C such that f (V ) ⊆ U .
Proof. There is a positive constant ε such that B(f (C), ε) ⊆ U . For every x ∈ C, there is a
positive constant δx such that d(x, z) < δx implies D(f (x), f (z)) < ε. Let U = {B(x, δx2 ) |
x ∈ C}. Then U is an open cover of C. Hence finitely many of them, say
B
(
x,
δx1
2
)
, . . . ,B
(
xn,
δxn
2
)
,
cover C. Let δ = min{δxi | i = 1, . . . , n} and V = B(C, δ2 ). For every z ∈ V , there is an
element x ∈ C such that d(x, z) < δ2 . Since U is a open cover of C, there is a number i
such that x ∈ B(xi, δxi2 ). So
d(xi, z) d(xi, x)+ d(x, z) < δxi2 +
δ
2
 δxi
2
+ δxi
2
= δxi .
Thus D(f (xi), f (z)) < ε. Hence f (z) ⊆ B(f (xi), ε) ⊆ B(f (C), ε) ⊆ U . Therefore
f (V ) ⊆ U . 
Lemma 3.3. Suppose that C ⊆ X is compact, that m is a positive integer and that G is a
compact neighborhood of f m(C). Then for each 0 i m, there is a compact set Ci with
(1) C0 = C,
(2) Ci is a neighborhood of f (Ci−1) for 1 i m,
(3) Cm = G.
If Y is a neighborhood of each set f i(C),0 i m, then we can assume that Ci ⊆ Y for
each i .
Proof. The proof is similar to the proof of [6, Corollary 10].
Now we prove the main theorem by using the above lemmas.
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Main Theorem. Let X be a locally compact, σ -compact metric space and f a compact-
valued continuous relation on X. Suppose that A ⊆ X is a closed nonempty and
f -invariant set and that h :X → [0,∞) is a r-Lyapunov function for f satisfying
h−1(0) = A. Then A is a weak attractor for f .
Proof. By Lemma 3.1, we can assume that M(h,f n) tends to 0 uniformly on compact
subsets of W and that X =⋃∞n=1K(n) where K(n) is a compact subset of X, K(n) ⊆
int(K(n+ 1)). There is a number n1 such that A∩K(n1) = ∅. We put K1 = K(n1), K ′1 =
K(n1 + 1) and N1 = h−1([0, 12 ]) ∩ K ′1. Then N1 is a compact neighborhood of A ∩ K1.
We assume that there is a number nj with the property that Nj ≡ h−1([0,2−j ]) ∩ K ′j
is a compact neighborhood of A ∩ Kj where Kj = K(nj ) and K ′j = K(nj + 1). Since
M(h,f n) tends to 0 uniformly on Nj , there is a number mj such that M(h,fmj )(x) <
2−(j+1) for all x ∈ Nj . Since ⋃mji=0f i(Nj ) is a compact set, there is a number nj+1 >
nj such that
⋃mj
i=0f i(Nj ) ⊆ K(nj+1). Let Kj+1 = K(nj+1) and K ′j+1 = K(nj+1 + 1).
Since M(h,f mj )(Nj ) ⊆ [0,2−(j+1)), Nj+1 is a compact neighborhood of fmj (Nj ) and
A ∩ Kj+1. Since M(h,f )  h, M(h,f ) 2−j on Nj . Since n1 < n2 < · · ·, nj → ∞ as
j → ∞, X =⋃∞j=1 Kj and⋃∞j=1 Nj is a neighborhood of⋃∞j=1(A∩Kj) = A. Since Nj
is a compact set and Nj+1 is a compact neighborhood of f mj (Nj ), there exists a compact
sets Ci(j), 0  i  mj with the properties that C0(j) = Nj , Cmj (j) = Nj+1, Ci(j) is
a neighborhood of f (Ci−1(j)), 1  i  mj , by Lemma 3.3. Define Uj = ⋃mji=0 Ci(j).
Let j be a fixed natural number. Since M(h,f i)  h  2−j < 2−j+1 on Nj , for every
i ∈ {0,1, . . . ,mj }, f i(Nj ) ⊆ int(K ′j+1)∩h−1[0,2−j+1) ⊆ int(K ′j+1 ∩h−1[0,2−j+1]). We
may assume that Ci(j) ⊆ K ′j+1 ∩ h−1[0,2−j+1] for each i . So h 2−j+1 on Uj . Thus
f (Uj ) ⊆ f
( mj⋃
i=0
Ci(j)
)
=
mj⋃
i=0
f
(
Ci(j)
)⊆ mj−1⋃
i=0
f
(
Ci(j)
)∪ f (Cmj (j))
⊆
mj−1⋃
i=0
int
(
Ci+1(j)
)∪ f (Nj+1) ⊆ int
(mj−1⋃
i=0
Ci+1(j)
)
∪ f (Nj+1)
⊆ int(Uj )∪ int(Uj+1) ⊆ int(Uj ∪Uj+1).
Define U =⋃∞j=1 Uj . Then we can obtain the following consequences.
(1) U is a neighborhood of h−1(0) = A,
(2) f (U) ⊆ int(U).
Now we will prove that f (U) ⊆ int(U). For every y ∈ f (U), there exist elements yn of
f (U) with the properties that yn → y and there is an element xn of U with yn ∈ f (xn).
There are two cases depending upon whether y ∈ A or not. In the first case y ∈ A, y ∈
int(U). In the remaining case y /∈ A, there is a natural number q such that 2−q+1 < h(y).
Since h(yn) converges to h(y), we can assume that h(yn) > 2−q+1 without loss of gener-
ality. If j > q , then xn /∈ Uj . Suppose xn ∈ Uj . Then f (xn) ⊆ f (Uj ) ⊆ Uj ∪ Uj+1. For
every yn ∈ f (xn), h(yn)M(h,f )(xn) 2−j+1  2−q+1. This is a contradiction. There-
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fore xn /∈ Uj for each j > q . So xn ∈⋃q Uj . Then (xn) has a convergent subsequence inj=1
Uk for some 1 < k < q and we can let that xn converges to z in Uk . For every ε > 0, there
exists a natural number m such that D(f (z), f (xm)) < ε2 and d(y, ym) <
ε
2 . Thus we have
d
(
y,f (z)
)
 d
(
y,f (xm)
)+D(f (xm),f (z))
 d(y, ym)+D
(
f (xm),f (z)
)
 ε
2
+ ε
2
= ε.
Since ε is arbitrary, d(y,f (z)) = 0. Then y ∈ f (z) ⊆ f (Uk) ⊆ int(Uk ∪Uk+1) ⊆ int(U).
Now, if we will prove that
⋂∞
n=0 f n(U) = A, the proof is completed. A ⊆
⋂∞
n=0 f n(U)
is clear. Conversely, assume that A 
⋂∞
n=0 f n(U). Then there exists an element p ∈⋂∞
n=0 f n(U) − A. So h(p) > 0. And so there exists a natural number q such that
2−q+1 < h(p). For every n, there is an element xn of U such that p ∈ f n(xn). Since
2−q+1 < h(p) M(h,f n)(xn), xn ∈⋃qj=1 Uj by the same reasoning as the above state-
ment. We can assume that for every n, xn ∈ Uk for some 1 k  n without loss of general-
ity. By Lemma 3.1, M(h,f n) converges to 0 uniformly on Uk . Then there exists a natural
number m such that M(h,fm)(x) < 2−q+1 for all x ∈ Uk . But h(p) M(h,f m)(xm).
This is a contradiction. Hence the proof is completed. 
Acknowledgement
The authors are indebted to the referee for his comments and suggestions which have
substantially helped to improve the paper.
References
[1] E. Akin, The General Topology of Dynamical Systems, Graduate Studies in Mathematics, vol. 71, American
Mathematical Society, Providence, RI, 1993.
[2] C. Conley, Isolated Invariant Sets and the Morse Index, CBMS Regional Conference Series in Mathematics,
vol. 38, American Mathematical Society, Providence, RI, 1978.
[3] J. Franks, A variation on the Poincaré–Birkhoff theorem, in: Hamiltonian Dynamical Systems, in: Contem-
porary Mathematics, vol. 81, American Mathematical Society, Providence, RI, 1988.
[4] M. Hurley, Noncompact chain recurrence and attraction, Proc. Amer. Math. Soc. 115 (1992) 1139–1148.
[5] M. Hurley, Lyapunov functions and attractors in arbitrary metric spaces, Proc. Amer. Math. Soc. 126 (1998)
245–256.
[6] M. Hurley, Weak attractors from Lyapunov functions, Topology Appl. 109 (2001) 201–210.
[7] R. McGehee, Attractors for closed relations on compact Hausdorff space, Indiana Univ. Math. J. 41 (1992)
1165–1209.
