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Abstract
For two commuting Tonelli Hamiltonians, we recover the commu-
tation of the Lax-Oleinik semi-groups, a result of Barles and Tourin
([BT01]), using a direct geometrical method (Stoke’s theorem). We
also obtain a ”generalization” of a theorem of Maderna ([Mad02]).
More precisely, we prove that if the phase space is the cotangent of a
compact manifold then the weak KAM solutions (or viscosity solutions
of the critical stationary Hamilton-Jacobi equation) for G and for H
are the same. As a corollary we obtain the equality of the Aubry sets
and of the Peierls barrier. This is also related to works of Sorrentino
([Sor09]) and Bernard ([Ber07b]).
Introduction
It has been known for quite some time that the existence of first integrals
affects the dynamics of Hamiltonian flows on the cotangent of a manifold.
Indeed, the famous Arnol’d-Liouville theorem ([Arn89]) states the remark-
able fact that under very mild compactness and connectedness conditions, if
a Tonelli Hamiltonian H defined on the cotangent of an n-dimensional man-
ifold M has n everywhere independent first integrals in involution, then the
manifold is necessarily a torus. Moreover the Hamiltonian flow is conjugated
to a geodesic flow and T ∗M is foliated by invariant tori on which the flow is
linear.
In the past decades, new techniques have been developed in order to study
the dynamics of a single Tonelli Hamiltonian and existence of invariant
sets. Aubry-Mather theory (see [MF94],[Mat91], [Man˜97],[Ban88] for intro-
ductions) has had a huge development. More recently, thanks to Albert
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Fathi’s weak KAM theory (see [Fat08], [FM07] for introductions and [FS04],
[Ber07a], [Mad02] for further developments) the link between the geomet-
rical point of view of Aubry-Mather theory and the widely studied PDE
approach of Hamilton-Jacobi equations has allowed to simplify the proofs of
already known results (in both fields) and obtain new ones (see for example
[Fat98],[Fat03],[FFR09],[Ber08]). Moreover, a discrete version of weak KAM
has already appeared fruitful in the related subject of optimal transportation
([BB07b],[BB07a], [BB06] and [FF07]).
The connection between Aubry-Mather theory and first integrals has not, to
our knowledge, yet been much studied. First results (although not formu-
lated this way) appear in [Ber07b] where it is shown that given a Tonelli
Hamiltonian H on the cotangent space of a closed compact Manifold, the
Aubry, Mather and Man˜e´ sets are symplectic invariants. This may be di-
rectly applied to the Hamiltonian flows of Tonelli first integrals of H which
are exact symplectomorphisms which preserve H . Recently, in [Sor09], it is
shown thanks to Aubry-Mather theory that in the Arnol’d-Liouville theo-
rem, if the involution hypothesis between the first integrals is dropped, much
information can still be recovered on the dynamics of H and on its first in-
tegrals.
From the PDE point of view, in [BT01], the authors study on M = Rn the
so called multi-time Hamilton Jacobi equation, that is, given Tonelli Hamil-
tonians H1, . . . , Hk and an initial value u0 : R
n → R, they look for solutions
u : Rn × Rk → R of the equation
∀x ∈ Rn, u(x, 0, . . . , 0) = u0(x),
∂u
∂t1
+H1(x, dx u) = 0,
...
∂u
∂tk
+Hk(x, dx u) = 0.
By proving existence of such functions, they actually obtain a commutation
property for the Lax-Oleinik semi-groups used in weak KAM theory. The
same problem is studied under less stringent regularity hypothesis in [MR06].
Let us now explain the setting we use and the results we obtain. Let M be
a finite dimensional C2 complete connected Riemmanian manifold. We will
say that a Hamiltonian H : T ∗M → R is Tonelli if it is C2 and if it verifies
the following conditions:
1. uniform superlinearity: for every K > 0, there exists C∗(K) ∈ R
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such that
∀(x, p) ∈ T ∗M, H(x, p) > K‖p‖ − C∗(K),
2. uniform boundedness: for every R > 0, we have
A∗(R) = sup{H(x, p), ‖p‖ 6 R} < +∞,
3. C2-strict convexity in the fibers: for every (x, p) ∈ T ∗M , the sec-
ond derivative along the fibers ∂2H/∂p2(x, p) is positive strictly definite.
We recall that T ∗M is equipped with a canonical symplectic structure by
setting Ω = − dλ where λ is the canonical Liouville form. We may then
define the Hamiltonian vector-field XH by
∀(x, p) ∈ T ∗M, Ω(XH(x, p), .) = d(x,p)H.
We then may define the Lax-Oleinik semi-group: if u :M → R∪{−∞,+∞}
is a function, we set
∀x ∈M, ∀s > 0, T−sH u(x) = infγ
γ(s)=x
u(γ(0)) +
∫ s
0
LH(γ(σ), γ˙(σ)) dσ,
where the infimum is taken over all absolutely continuous curves reaching x
and where LH : TM → R is the Lagrangian associated with H defined by
∀(x, v) ∈ TM, LH(x, v) = max
p∈T ∗M
p(v)−H(x, p).
Now, if G and H are two Tonelli Hamiltonians, we will say that G and H
Poisson commute if the function Ω(XG, XH) vanishes everywhere. We will
give a direct proof of the following theorem which also results from [BT01]
for M = Rn and from [CV08].
Theorem 0.1. If G and H are two Tonelli Hamiltonians which Poisson
commute, then their Lax-Oleinik semi-groups commute.
In order to state the second theorem, we need to introduce the notion of
weak KAM solution:
Definition 0.2. We say that a function u :M → R is a weak KAM solution
for H (resp. G) if and only if there is a constant α ∈ R such that for any
t > 0, we have
u = T−tH u+ tα,
(resp. u = T−tG u+ tα).
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Theorem 0.3. If M is compact, then any weak KAM solution for G is a
weak KAM solution for H.
We then introduce the notion of subsolution with the following definition:
u :M → R is an (α,H)-subsolution (resp. (α,G)-subsolution) if
∀(x, y, t) ∈M2 × R+, u(y)− u(x) 6 inf
∫ t
0
LH(γ(σ), γ˙(σ)) dσ + tα.
where the infimum is taken on all absolutely continuous curves γ : [0, t]→M
such that γ(0) = x and γ(t) = y (resp. u(y)−u(x) 6 inf
∫ t
0
LG(γ(σ), γ˙(σ)) dσ+
tα.).
Theorem 0.4. If there exists a function u :M → R which is both an (α,G)-
subsolution and an (α′, H)-subsolution for some constants (α, α′) then there
is a C1,1 function u′ which is also both an (α,G)-subsolution and an (α′, H)-
subsolution.
In [Fat98], Fathi gives a canonical way to pair positive weak KAM solu-
tions with negative weak KAM solutions in the compact case. We prove in
the last section that this pairing is the same for commuting Hamiltonians (see
theorem 4.4). As a corollary, we establish that the Aubry sets, the Man˜e´ sets
and the Peierls barrier (defined in section 4) coincide for both Hamiltonians.
Finally, in the last section, we study some links between the Mather
α functions (or effective Hamiltonians) of commuting Hamiltonians. More
precisely, we show that their flat parts are the same.
While this paper was being written, similar results were obtained inde-
pendently by X. Cui and J. Li. in a preprint. For the current version of their
work see [CL09].
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1 Commutation property for the Lax-Oleinik
semi-groups
Let M be a C2 complete connected manifold. In the sequel, we will de-
note by λ the canonical Liouville form defined on TT ∗M and by Ω = − dλ
the canonical symplectic form. Let H and G be two Tonelli Hamiltonians
which commute. More precisely, this means that {G,H} = Ω(XG, XH) =
0 where {., .} denotes the Poisson bracket and XG, XH the Hamiltonian
vector-fields of G, H . By basic properties of the Poisson bracket, we have
[XG, XH] = X{G,H} = 0. Therefore the Hamiltonian flows commute. Finally,
from Ω(XG, XH) = 0, by definition of the Hamiltonian vector-field, we de-
duce that dH(XG) = 0 and dG(XH) = 0 which means that G is constant
on the trajectories of XH (or in other terms, G is a first integral of H) and
vice versa.
We will denote by LG and LH the Lagrangians associated with G and H
and by LG and LH the respective Legendre transforms, ϕG, ΦG and ϕH , ΦH
will be respectively the Lagrangian and Hamiltonian flows of respectively G
and H . Finally, T−G and T
−
H are the Lax-Oleinik semi-groups associated with
LG and LH , that is if u :M → R ∪ {−∞,+∞} is a function,
∀x ∈M, ∀s > 0, T−sG u(x) = inf u(γ(0)) +
∫ s
0
LG(γ(σ), γ˙(σ)) dσ,
where the infimum is taken over all absolutely continuous curves γ : [0, s]→
M with γ(s) = x. Obviously, the definition of the Lax-Oleinik semi-group as-
sociated with H is similar. For an exposition of these definitions, see [Fat08].
The following has already appeared in [BT01] in a different setting, with a
different formulation and in [MR06] for less regular Hamiltonians (see also
[CV08] for related results). It is mainly 0.1, let us reformulate it:
Theorem 1.1 (G. Barles-A. Tourin). The Lax-Oleinik semi-groups commute,
that is, if u : M → R ∪ {−∞,+∞} is a function and s, t are two positive
real numbers then
T−sG T
−t
H u = T
−t
H T
−s
G u.
In order to prove this statement, let us introduce the action functionals
(we define it here for G, the definition for H is the same):
Definition 1.2. Let s > 0 and (x, y) ∈M2, then we set
AsG(x, y) = inf
∫ s
0
LG(γ(σ), γ˙(σ)) dσ,
where the infimum is taken on all absolutely continuous curves γ : [0, s]→M
with γ(0) = x and γ(s) = y.
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The proof of 1.1 will be a straight consequence of the following lemma:
Lemma 1.3. Let s, t > 0 be two positive real numbers then the following
holds:
∀(x, z) ∈ M2, inf
y∈M
AsG(x, y) + A
t
H(y, z) = inf
y∈M
AtH(x, y) + A
s
G(y, z).
Proof. Let us begin by recalling that the action functionals are locally semi-
concave functions (see [Fat08] or [Ber08]) and therefore, if (x0, z0) ∈ M
2
and if y0 reaches the infimum (which is always the case for some y0) in the
following:
inf
y∈M
AsG(x0, y) + A
t
H(y, z0) = A
s
G(x0, y0) + A
t
H(y0, z0),
then the following is verified
∂AsG
∂y
(x0, y0) +
∂AtH
∂x
(y0, z0) = 0 (1)
and the partial derivatives do exist. Actually, more can be said. Let γ1 and
γ2 verify that γ1(0) = x0, γ1(s) = y0, γ2(0) = y0, γ2(t) = z0 and
AsG(x0, y0) +A
t
H(y0, z0) =
∫ s
0
LG(γ1(σ), γ˙1(σ)) dσ +
∫ t
0
LH(γ2(σ), γ˙2(σ)) d σ.
The following holds (see [Fat08] proposition 4.11.1, [FF07] corollary B.20 or
[Ber08]): (
y0,
∂AsG
∂y
(x0, y0)
)
= LG(y0, γ˙1(s))
and (
y0,−
∂AtH
∂x
(y0, z0)
)
= LH(y0, γ˙2(0)).
Finally, using the fact that the γi are minimizers hence trajectories of the
respective Euler-Lagrange flows and (1), setting
p0 =
∂AsG
∂y
(x0, y0) = −
∂AtH
∂x
(y0, z0)
we obtain that:
∀σ ∈ [0, s], LG(γ1(σ), γ˙1(σ)) = LG(ϕ
σ−s
G (y0, γ˙1(s))) = Φ
σ−s
G (y0, p0), (2)
∀σ ∈ [0, t], LH(γ2(σ), γ˙2(σ)) = LH(ϕ
σ
H(y0, γ˙2(0))) = Φ
σ
H(y0, p0). (3)
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Using the definition of LG we have
AsG(x0, y0) =
∫ s
0
LG(γ1(σ), γ˙1(σ))) d σ
=
∫ s
0
∂LG
∂v
(γ1(σ), γ˙1(σ))γ˙1(σ) d σ −
∫ s
0
G
(
γ1(σ),
∂LG
∂v
(γ1(σ), γ˙1(σ))
)
d σ.
We now recognize in the first integral the image of the Hamiltonian vector-
field under the Liouville form. Therefore, also using 2, that Lagrangian and
Hamiltonian flows are conjugated by the Legendre transform and that G is
constant on its Hamiltonian trajectories, we get that
AsG(x0, y0)
=
∫ s
0
∂LG
∂v
(γ1(σ), γ˙1(σ))γ˙1(σ) dσ −
∫ s
0
G
(
γ1(σ),
∂LG
∂v
(γ1(σ), γ˙1(σ))
)
d σ
=
∫ s
0
λ(XG(Φ
σ−s
G (y0, p0)))dσ −
∫ s
0
G
(
Φσ−sG (y0, p0)
)
dσ
=
∫ s
0
λ(XG(Φ
σ−s
G (y0, p0))) dσ − sG(y0, p0).
Reasoning along the same lines yields similarly that
AtH(y0, z0) =
∫ t
0
λ(XH(Φ
σ
H(y0, p0))) dσ − tH(y0, p0).
Summing up, we have proved that
inf
y∈M
AsG(x0, y) + A
t
H(y, z0)
=
∫ s
0
λ(XG(Φ
σ−s
G (y0, p0))) dσ +
∫ t
0
λ(XH(Φ
σ
H(y0, p0))) dσ
− sG(y0, p0)− tH(y0, p0). (4)
Now, let us set (y1, p1) = Φ
t
H ◦ Φ
−s
G (y0, p0). we define
∀σ ∈ [0, s], γ3(σ) = pi1(Φ
σ
G(y1, p1))
and
∀σ ∈ [0, t], γ4(σ) = pi1(Φ
σ−t
H (y1, p1)),
where pi1 : T
∗M → M denotes the canonical projection on the manifold.
First of all, let us notice that since G and H Poisson commute, then their
Hamiltonian vector-fields also commute, which means that the Hamiltonian
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flows commute. As a direct consequence, we have that γ3(s) = z0. Moreover,
it is obvious from the definitions that γ4(0) = x0. Let us now compute the
quantity A defined below. The same arguments as those exposed previously
give that
A =
∫ t
0
LH (γ4(σ), γ˙4(σ)) d σ +
∫ s
0
LG (γ3(σ), γ˙3(σ)) d σ
=
∫ t
0
λ(XH(Φ
σ−t
H (y1, p1))) dσ +
∫ s
0
λ(XG(Φ
σ
G(y1, p1))) dσ
− tH(y1, p1)− sG(y1, p1).
Since G and H commute, they are respectively first integral of the other
which proves that G(y0, p0) = G(y1, p1) and that H(y0, p0) = H(y1, p1). Now
let us consider the function ψ defined from R = [0, s] × [0, t] ⊂ R2 to T ∗M
by
ψ(σ, σ′) = Φσ−sG ◦ Φ
σ′
H(y0, p0).
Using Stokes’ formula, the following holds:
∫ s
0
λ(XG(Φ
σ−s
G (y0, p0))) dσ +
∫ t
0
λ(XH(Φ
σ
H(y0, p0))) dσ
−
∫ t
0
λ(XH(Φ
σ−t
H (y1, p1))) dσ −
∫ s
0
λ(XG(Φ
σ
G(y1, p1))) dσ
=
∫
∂R
ψ∗λ =
∫
R
ψ∗ dλ = −
∫
R
ψ∗Ω = 0. (5)
As a matter of fact, Ω vanishes identically on the tangent space to ψ(R)
which is at each point spanned by XG and XH .
To put it all in a nutshell, we have proved that
A =
∫ t
0
LH (γ4(σ), γ˙4(σ)) d σ +
∫ s
0
LG (γ3(σ), γ˙3(σ)) d σ
=
∫ s
0
λ(XG(Φ
σ−s
G (y0, p0))) dσ +
∫ t
0
λ(XH(Φ
σ
H(y0, p0))) dσ
− tH(y1, p1)− sG(y1, p1)
=
∫ s
0
LG(γ1(σ), γ˙1(σ)) dσ +
∫ t
0
LH(γ2(σ), γ˙2(σ)) dσ
= AsG(x0, y0) + A
t
H(y0, z0) = inf
y∈M
AsG(x0, y) + A
t
H(y, z0).
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Now, by the definition of the action functionals, the following inequality
clearly holds:
inf
y∈M
AsG(x0, y0) + A
t
H(y0, z0) > inf
y∈M
AtH(x0, y0) + A
s
G(y0, z0).
By a symmetrical argument, the previous inequality is in fact an equality,
which proves the lemma since (x0, z0) was taken arbitrarily.
The proof of the theorem is now straightforward:
proof of 1.1. Let u : M → R ∪ {−∞,+∞} be any function. By definition
of the Lax-Oleinik semi-groups if x ∈ M is a point, the following equalities
hold:
T−sG T
−t
H u(x) = inf
z∈M
inf
y∈M
u(z) + AtH(z, y) + A
s
G(y, x)
= inf
z∈M
inf
y∈M
u(z) + AsG(z, y) + A
t
H(y, x) = T
−t
H T
−s
G u(x).
2 Subsolutions and weak KAM solutions
We explain here how most of the theory of subsolutions and viscosity solu-
tions of the Hamilton-Jacobi equation can be adapted to the setting of two
commuting Hamiltonians. Our presentation is mainly adapted from [FM07].
Until now, in order to prove the commutation of the Lax-Oleinik semi-groups
in its full generality (1.1) , we did not assume any regularity or growth con-
dition on the functions u on which the semi-groups act. As a counterpart,
we had to consider functions taking values in R ∪ {−∞,+∞}. As a matter
of fact, the image of any real valued function by the Lax-Oleinik semi-group
of a Tonelli Hamiltonian may have infinite values. Let us stress the fact that
from now on, we will only be dealing with globally bounded functions or sub-
solutions which in particular are globally Lipschitz. It is known that starting
with a globally bounded or a Lipschitz function, u : M → R, the families
of functions (T−sG u)s>0 and (T
−t
H u)t>0 are real valued functions. Moreover, it
can be proved that when u is Lipschitz, they are families of equi-Lipschitz
functions (see [FM07] Proposition 3.2).
Let us recall that if α is a real number, we say that u : M → R is an
(α,G)-subsolution if
∀(x, y, t) ∈M2 × R+, u(y)− u(x) 6 A
t
G(x, y) + tα.
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We denote by HG(α) the set of (α,G)-subsolutions. Of course we can also
define analogously (α,H)-subsolutions and we will denote by HH(α) the set
of such functions. Finally, if (α, α′) ∈ R2, we will denote by
H(α, α′) = HG(α) ∩ HH(α
′).
Since G and H are Tonelli, for α and α′ big enough, constant functions are
both (α,G)-subsolutions and (α′, H)-subsolutions, hence the set H(α, α′) is
not empty. As a matter of fact, it follows from the Tonelli hypothesis on the
Hamiltonians that the associated Lagrangians are also uniformly superlinear
(see [FM07] lemma 2.1.) hence bounded below. Therefore there is a constant
C such that
∀(x, v) ∈ TM, min(LG(x, v), LH(x, v)) > C.
Hence, for any absolutely continuous curve γ : [0, t] → M the following
inequality holds: ∫ t
0
LG(γ(σ), γ˙(σ)) dσ > tC
which may be rewritten as follows
0 6
∫ t
0
LG(γ(σ), γ˙(σ)) dσ − tC.
This implies directly that constant functions on M are (−C,G)-subsolutions
and obviously the same holds for LH .
If α ∈ R, following Fathi, we say a function u : M → R is a (negative)
(α,G)-weak KAM solution if
∀t > 0, u = T−tG u+ tα.
We denote by S−G (α) the set of (α,G)-weak KAM solutions. Obviously, we de-
fine analogously the notion of (α,H)-weak KAM solution and the set S−H(α).
Let us now state Fathi’s weak KAM theorem (we state it for G) (see [Fat08]
for a proof in the compact case and [FM07] for a proof in the non compact
case).
Theorem 2.1 (weak KAM). There is a constant αG[0] such that HG(α[0])
is not empty and if α < αG[0] then HG(α) is empty. Moreover, the set
S−G (αG[0]) is not empty, that is:
∃u− :M → R, ∀s > 0, u− = T
−s
G u− + sαG[0].
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Remark 2.2. Let us mention that αG[0] is called Man˜e´’s critical value, there-
fore we call an (αG[0], G)-subsolution a G-critical subsolution. Moreover we
will set S−G (αG[0]) = S
−
G . If M is compact, this notation is very natural, for
if a function u is an (α,G)-weak KAM solution for some α then α = αG[0].
However, let us stress that if M is not compact, then as soon as α > αG[0]
then S−G (α) is not empty. As a matter of fact, using the Man˜e´ potential,
it is possible to construct weak KAM solutions using a method inspired by
the construction of Busemann functions in Riemannian geometry (see [Fat08]
corollary 8.2.3).
Let us begin with an easy lemma:
Lemma 2.3. The following assertions are true:
1. Let u : M → R be a real valued function and α ∈ R, then u ∈ HG(α)
if and only if
∀s > 0, u 6 T−sG u+ sα.
2. For any t > 0 and α ∈ R, the set HG(α) is stable by T
−t
H .
3. For any t > 0 and α ∈ R, the set S−G (α) is stable by T
−t
H .
Proof. The first part holds because by definition, u is an (α,G)-subsolution
if and only if
∀(x, y, s) ∈M2 × R+, u(x)− u(y) 6 A
s
G(y, x) + sα,
which by taking an infimum on y is equivalent to
∀(x, s) ∈M × R+, u(x) 6 inf
y∈M
u(y) + AsG(y, x) + sα = T
−s
G u(x) + sα.
For the second part, by monotonicity of the Lax-Oleinik semi-group, using
1.1, we obtain that if u 6 T−sG u+ sα then
T−tH u 6 T
−t
H (T
−s
G u+ sα) = T
−t
H (T
−s
G u) + sα = T
−s
G (T
−t
H u) + sα.
The last point is a straightforward consequence of the commutation property
of the semi-groups (1.1). If for any positive s, u = T−sG u+ sα then
T−tH u = T
−t
H (T
−s
G u+ sα) = T
−t
H (T
−s
G u) + sα = T
−s
G (T
−t
H u) + sα.
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We now prove a version of the weak KAM theorem for commuting Hamil-
tonians when the manifold M is compact. The proof is very similar to the
proof of the classical weak KAM theorem (see [Fat08] or [FM07]). Let us re-
call that in the compact case, the Lax-Oleinik semi-groups are non-expansive
for the infinity norm ([Fat08] proposition 4.6.5). This is in fact important
since it will enable us to apply the following theorem of DeMarr ([DeM63]):
Theorem 2.4 (DeMarr). Let B be a Banach space and (fa)a∈A a family
of commuting non-expansive continuous functions on B which preserve a
compact convex subset C ⊂ B, then these semi-groups have a common fixed
point in C.
Theorem 2.5 (double weak KAM). Let us assume M is compact. There is
a function u− :M 7→ R which is both a weak KAM solution for G and H.
Proof. Take (α, α′) ∈ R2 such that H(α, α′) is not empty. It is known
([FM07]) that H(α, α′) is made of equi-Lipschitz functions. Therefore, by
the Arzela-Ascoli theorem, the set
Ĥ(α, α′) = H(α, α′)/R1
is compact for the compact open topology (where 1 denotes the function
constantly equal to 1 on M). Moreover, since H(α, α′) is convex, the same
holds for Ĥ(α, α′). Finally, since by 2.3, H(α, α′) is stable by the semi-
groups, which commute with the addition of constants, they induce two semi-
groups which still commute and leave Ĥ(α, α′) stable. Since the Lax-Oleinik
semi-groups are non-expansive, we can therefore apply DeMarr’s theorem for
commutative families of non-expansive maps ([DeM63]):
∃u− ∈ H(α, α
′), ∃(β, β ′) ∈ R2 , ∀s > 0, u− = T
−s
G u− + sβ
∀t > 0, u− = T
−t
H u− + tβ
′.
The function u− is the double weak KAM solution we are looking for.
Remark 2.6. Since M is compact, using 2.2, we obtain that in the previous
proof, β = αG[0] and β
′ = αH [0].
Actually, in the compact case the link between weak KAM solutions for
G and H is much more simple to understand due to the following theorem
which is a reformulation of 0.3:
Theorem 2.7. If M is compact and u− : M → R is a weak KAM solution
for G then it is also a weak KAM solution for H: u− ∈ S−. In short, the
following equalities hold:
S−G = S
−
H = S
−.
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In order to prove this theorem we need to recall a few facts about Aubry-
Mather theory. We call Mather set for G
M̂G =
⋃
µ
suppµ
the closed union of all supports of minimizing probability measures on T ∗M
invariant by ΦG and MG its projection on M . Clearly, M̂G is invariant by
ΦG but it actually is a symplectic invariant (see [Ber07b] and [Sor09]) and
therefore it is also invariant by ΦH . Mather proved ([Mat91]) that M̂G is
a compact Lipschitz graph over MG. Finally, Fathi ([Fat08]) proved that if
u : M → R is a critical subsolution for G and if x ∈ MG is in the projected
Mather set then the function u is differentiable at x, and (x, dxu) ∈ M̂G,
therefore the differential is independent of the critical subsolution.
Finally, let us state that MG is a uniqueness set for the stationary critical
Hamilton-Jacobi equation associated with G, which means that if two G-
weak KAM solutions coincide on MG, they are in fact equal.
With these facts in mind, we are now able to prove the theorem:
proof of theorem 2.7. Let u0 be a double weak KAM solution given by 2.5.
By what was mentioned above, for any s > 0 the function
vs = T
−s
H u− − T
−s
H u0 = T
−s
H u− + sαH [0]− u0
is differentiable on MG with a vanishing differential. Let (x, p) ∈ M̂G and
set
∀s ∈ R, (x(s), p(s)) = ΦsH(x, p) ∈ M̂G,
then it is known (see [Fat08] (4.11.1), [FF07] corollary B.20, [Ber08]) that
∀s > 0, vs(x) = T
−s
H u−(x)− T
−s
H u0(x)
= u−(x(−s)) +
∫ 0
−s
LH(L
−1
H (Φ
σ
H(x, p))) d σ
− u0(x(−s))−
∫ 0
−s
LH(L
−1
H (Φ
σ
H(x, p))) dσ
= u−(x(−s))− u0(x(−s)) = v0(x(−s)).
Since the trajectory s 7→ x(s), s ∈ R is C2, has its image included in MG
and the function v0 has a vanishing differential on it, we can deduce that v0
is constant on the image of s 7→ x(s). Therefore,
∀s > 0, vs(x) = T
−s
H u−(x)− T
−s
H u0(x)
= T−sH u−(x) + sαH [0]− u0(x)
= u−(x)− u0(x).
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In short,
∀x ∈MG, u−(x) = T
−s
H u−(x) + sαH [0]. (6)
We have proved the invariance on MG, it remains to prove the same on its
complementary. But the equality of u− and of T
−s
H u− + sαH [0] everywhere
follows directly from the facts that they are bothG-weak KAM solutions (2.3)
and that two G-weak KAM solutions that coincide on MG must coincide
everywhere ([Fat08] Theorem 4.12.6).
Corollary 2.8. If M is compact and if u− is a G-weak KAM solution then
the graph of the differential of u−, Γ(u−) verifies the following:
∀t 6 0, Φ−tH (Γ(u−)) ⊂ Γ(u−). (7)
Note that (Φ−tH )t>0 is a one-parameter semi-group of symplectomorphisms
preserving G. Moreover, the same holds for Γ(u−).
Proof. It is proved in [Fat08] (Theorem 4.13.2) that if u− ∈ S
−
H is a weak
KAM solution for H , then
∀t 6 0, Φ−tH (Γ(u−)) ⊂ Γ(u−).
Let us recall the main steps of this proof. If x ∈M is a differentiability point
of u−, the following holds:
∀s > 0, u−(x) = T
−s
H u−(x) = u−(x(−s)) +
∫ 0
−s
LH(L
−1
H (Φ
σ
H(x, dx u−))) dσ,
where we have used the following notation:
∀s ∈ R, (x(s), p(s)) = ΦsH(x, dx u).
Moreover, it can be proved that for all s > 0, the point x(−s) is then a
differentiability point u− which verifies dx(−s) u− = p(−s) (one could use the
fact that u− is locally semi-concave and that p(−s) is in the sub-differential
of u− at x(−s) ([Fat08] proposition 4.11.1)). This proves the inclusion (7)
since by 2.7 any weak KAM solution for G is also a weak KAM solution for
H . The end of the corollary is straightforward.
Remark 2.9. The proof of theorem 2.7 is very similar to the one given in
[Mad02] of a result (in the compact case) concerning the stability of weak
KAM solutions by diffeomorphisms of the base space. More precisely, let
ΓG(M) denote the set of C1 diffeomorphisms which preserve G equipped with
the topology of uniform convergence on compact subsets. Let ΓG0 denote the
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identity component of ΓG. Then if g ∈ ΓG0 , any weak KAM solution for G is
stable by g. In this case, we have corollary 2.8 as a similar statement. Indeed
it asserts that for a certain class of symplectomorphisms preserving G, the
graph of the differential of a weak KAM solution is also, in a weak sense,
stable by these symplectomorphisms.
3 Positive time Lax-Oleinik semi-groups and
C1,1 subsolutions
As usual in weak KAM theory, there is a positive time analog for every result
proved. Let us see how this applies to commuting Hamiltonians. Here again,
we follow the exposition from [Fat08].
Given a Tonelli Hamiltonian, G : T ∗M → R and his associated Lagrangian
LG : TM → R, we can define the symmetrical Hamiltonian and Lagrangian
defined as follows:
∀(x, p) ∈ T ∗M, Ĝ(x, p) = H(x,−p),
∀(x, v) ∈ TM, L̂G(x, v) = L(x,−v).
Obviously, Ĝ and L̂G are once again Legendre transform of one another and
are still Tonelli. We may now define the positive time Lax-Oleinik semi-group
of a function u :M → R:
∀s > 0, ∀x ∈M, T+sG u(x) = −T
−s
Ĝ
(−u)(x).
Now, if H is another Tonelli Hamiltonian which Poisson commutes with G,
it is clear that Ĝ and Ĥ also Poisson commute. Therefore, we have the
following results:
Theorem 3.1 (G. Barles-A. Tourin). The positive time Lax-Oleinik semi-
groups commute, that is, if u :M → R is a function and s, t are two positive
real numbers then
T+sG T
+t
H u = T
+t
H T
+s
G u.
If α ∈ R, following Fathi, we say a function u :M → R is a positive time
(α,G)-weak KAM solution if
∀t > 0, u = T+tG u− tα.
We denote by S+G (α) the set of positive time (α,G)-weak KAM solutions.
Obviously, we define analogously the notion of positive time (α,H)-weak
KAM solution and the set S+H(α). Let us now state Fathi’s weak KAM
theorem (we state it for G)
15
Theorem 3.2 (positive time weak KAM). The set S+G (αG[0]) is not empty,
that is:
∃u+ :M → R, ∀s > 0, u+ = T
+s
G u+ − sαG[0].
Remark 3.3. Let us mention that αG[0] is again Man˜e´’s critical value. More-
over we will set S+G (αG[0]) = S
+
G . If M is compact, this notation is very nat-
ural, since as for negative time, if a function u is a positive time (α,G)-weak
KAM solution for some α then α = αG[0].
Lemma 3.4. The following assertions are true:
1. Let u : M → R be a real valued function and α ∈ R, then u ∈ HG(α)
if and only if
∀s > 0, u > T+sG u− sα.
2. For any t > 0 and α ∈ R, the set HG(α) is stable by T
+t
H .
3. For any t > 0 and α ∈ R, the set S+G (α) is stable by T
+t
H .
Theorem 3.5. If M is compact and u+ : M → R is a positive time weak
KAM solution for G then it is also a positive time weak KAM solution for
H: u ∈ S+. In short, the following equalities hold:
S+G = S
+
H = S
+.
Equipped with the positive time Lax-Oleinik semi-groups, we are now
able to prove existence theorems of C1,1 common subsolutions for G and H
(this is theorem 0.4).
Theorem 3.6 (existence of common C1,1 subsolutions). Assume that the
pair (α, α′) ⊂ R2 is such that H(α, α′) 6= ∅, then there is a locally C1,1
function in H(α, α′). Moreover, H(α, α′) ∩ C1,1(M,R) is dense in H(α, α′)
for the compact open topology.
Proof. The proof is just a simple adaptation of [FFR09] which itself is very
much inspired from [Ber07a]. The idea is to use successively positive and
negative Lax-Oleinik semi-groups in order to realize a kind of Lasry-Lions
regularization. More precisely, if u0 ∈ H(α, α′), it is proved in [FFR09] that
for a suitable choice of ”small” positive constants, (ε−k )k∈N∗ and (ε
+
k )k∈N∗ ,the
sequence of functions
∀n ∈ N, un = T
+εn
G T
−εn
G · · ·T
+ε1
G T
−ε1
G u0
converges (for the compact open topology) to a C1,1 function u∞ which is an
(α,G)-subsolution.
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Moreover, by 2.3 and 3.4, the functions un are also (α
′, H)-subsolutions,
which proves that u∞ is itself an (α
′, H)-subsolutions (H(α, α′) is closed for
the compact open topology). Therefore, u∞ is a C
1,1 function which belongs
to H(α, α′).
To prove the density result, just notice that by continuity of the Lax-Oleinik
semi-groups as maps from [0,+∞[×H(α, α′) to H(α, α′) (for the compact
open topology on H(α, α′), see [FM07] Proposition 3.3) , by taking smaller
sequences (ε−k )k∈N∗ and (ε
+
k )k∈N∗, we can actually construct u∞ arbitrarily
close to u0.
4 More on the compact case
Throughout this section, we assume M is compact. Moreover, up to adding
constants to G and H , we will assume that αG[0] = αH [0] = 0. In [Fat97]
Fathi proved the following:
Theorem 4.1 (paired weak KAM solutions). Given a critical subsolution
uG for G (resp. uH for H), there exist a unique negative weak KAM solution
u−G and a unique positive weak KAM solution u
+
G (resp. u
−
H and u
+
H) such
that
uG|MG = u
−
G|MG
= u+
G|MG
,
(resp. uH|MH = u
−
H|MH
= u+
H|MH
). We denote this relation by u−G ∼G u
+
G
(resp. u−H ∼H u
+
H). Moreover, we have that
lim
t→+∞
T−tG uG = u
−
G,
lim
t→+∞
T+tG uG = u
+
G,
(resp. limt→+∞ T
−t
H uH = u
−
H and limt→+∞ T
+t
H uH = u
+
H) where the limits
hold for the infinity norm.
Finally, let us mention that paired weak KAM solutions are characterized by
those limits, more precisely
u−G ∼G u
+
G ⇐⇒ lim
t→+∞
T−tG u
+
G = u
−
G ⇐⇒ lim
t→+∞
T+tG u
−
G = u
+
G,
(resp. u−H ∼H u
+
H ⇐⇒ limt→+∞ T
−t
H u
+
H = u
−
H ⇐⇒ limt→+∞ T
+t
H u
−
H = u
+
H).
Let us define (for G) the Aubry and Man˜e´ sets and the Peierls barrier:
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Definition 4.2. The Aubry set is defined by
ÂG =
⋂
u−∼Gu+
{
(x, dxu
−), u−(x) = u+(x)
}
,
the Man˜e´ set is defined by
N̂G =
⋃
u−∼Gu+
{
(x, dxu
−), u−(x) = u+(x)
}
,
and finally the Peierls barrier is defined by
∀(x, y) ∈M2, h(x, y) = sup
u−∼Gu+
u−(y)− u+(x).
Remark 4.3. In the definitions of the Aubry and Man˜e´ sets it must be
justified why the differentials of u− exist. This comes from the facts that
if (u−, u+) are paired weak KAM solutions, then u− (resp. u+) is locally
semi-concave (resp. locally semi-convex, see [Fat08] proposition 6.2.1), with
u− > u+. Hence u− is differentiable on the set {x ∈M,u−(x) = u+(x)}.
Usually, the Aubry, Man˜e´ sets and the Peierls barrier are rather defined on the
tangent bundle ofM using the Lagrangian setting and the action functionals.
However, for simplicity of the exposition, we only give here these equivalent
definitions from the weak KAM point of view.
The result we are going to prove is that both relations ∼G and ∼H are
the same:
Theorem 4.4. Let u− and u+ be a negative and a positive weak KAM solu-
tion, then if u− ∼G u+ then u− ∼H u+.
Before giving the proof of this theorem, let us recall another result of
Fathi ([Fat98]). Note that we are still assuming that αG[0] = αH [0] = 0.
Theorem 4.5. Let u :M → R be a continuous function, then the functions
T−tG u converge as t goes to +∞ to a function u
− which moreover is a negative
weak KAM solution. Obviously, the same holds for the time positive Lax-
Oleinik semi-group and for the semi-groups associated with H.
Now, using the last part of 4.1, the proof of 4.4 is a direct consequence of
the following proposition (and of its analog for the positive time Lax-Oleinik
semi-groups):
Proposition 4.6. Let u : M → R be a continuous function, and let u−G be
the limit of the T−tG u (resp. u
−
H be the limit of the T
−t
H u). Then we have that
u−G = u
−
H .
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Proof. We begin with the proof that for any positive s, the functions T−tG (T
−s
H u)
still converge to u−G as t goes to infinity.
It is a simple consequence of the commutation property of the semi-groups
(0.1). As a matter of fact, for all t the following holds
T−tG (T
−s
H u) = T
−s
H (T
−t
G u)
and by continuity of the Lax-Oleinik semi-group, the functions T−sH (T
−t
G u)
converge to T−sH (u
−
G) = u
−
G by 2.7.
Now, let us recall that the Lax-Oleinik semi-groups are 1-Lipschitz for the
infinity norm, therefore we have that
∀(s, t) ∈ R2+, ‖T
−t
G (T
−s
H u)−u
−
H‖∞ = ‖T
−t
G (T
−s
H u)−T
−t
G u
−
H‖∞ 6 ‖(T
−s
H u)−u
−
H‖∞.
Letting t go to +∞ we obtain that
∀s ∈ R+, ‖u
−
G − u
−
H‖∞ 6 ‖(T
−s
H u)− u
−
H‖∞ −−−−→
s→+∞
0,
this proves the result.
We end this section by the following theorem which is a straight conse-
quence of the definitions and of 4.4:
Theorem 4.7. The following equalities hold:
ÂG = ÂH , N̂G = N̂H , hG = hH .
5 Flats of Mather’s α function
In this section, the underlying manifold M is still compact. We will need
the following notation: if H is a Tonelli Hamiltonian, we will denote the set
A˜H ⊂ TM defined as follows:
A˜H = L
−1
H
(
ÂH
)
.
Given a Tonelli Hamiltonian H and a closed 1-form ω : T ∗M → R, Mather
noticed in [Mat91] that the Hamiltonian Hω defined by
∀(x, p) ∈ T ∗M, Hω(x, p) = H(x, p+ ωx)
is still Tonelli, therefore it admits a critical value and this critical value
depends only on the cohomology class of ω which we denote [ω] ∈ H1(M,R).
We call αH [ω] the critical value of Hω. Mather also proves that the function
αH : H
1(M,R)→ R is convex and superlinear. The function αH is sometimes
called effective Hamiltonian in homogenization theory. A flat of the function
αH is a convex set C ⊂ H1(M,R) on which αH is linear. The following
theorem is proved in [Mas03] and [Ber02]:
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Theorem 5.1. Assume that Mather’s αH function is affine between two co-
homology classes [ω0] and [ω1], that is
∀t ∈ (0, 1), αH [tω0 + (1− t)ω1] = tαH [ω0] + (1− t)αH [ω1]
then the following holds:
∀t ∈ (0, 1), A˜Hωt ⊂ A˜Hω0 ∩ A˜Hω1
where we have used the notation ωt = tω0 + (1− t)ω1.
In particular, the Aubry sets are constant in the relative interior of a flat of
the αH function and the αH function must be constant on this flat.
We now want to study the relation between flats of α functions of two
commuting Hamiltonians. The following proposition shows that the question
is legitimate :
Proposition 5.2. Let G and H be two commuting Tonelli Hamiltonians.
Then for any closed one form, ω on M , we have that Gω and Hω Poisson
commute.
Proof. It is a direct consequence of the definition of the Poisson bracket and
the fact that when ω is closed, the map ψω : T
∗M → T ∗M defined by
∀(x, p) ∈ T ∗M, ψω(x, p) = (x, p+ ωx)
is symplectic.
We may now state the main result of this section:
Theorem 5.3. Let M be a compact C2 closed manifold and G,H two com-
muting Tonelli Hamiltonians on T ∗M . Let us denote by CG ⊂ H1(M,R) a
flat of αG on which it is therefore constant. Then CG is also a flat of αH .
Proof. Let us consider ω1, ω2 two closed forms whose cohomology classes
belong to the relative interior of CG. As seen in 5.1, we then have the
following equality:
A˜Gω1 = A˜Gω2
which after taking the Legendre transform yields
ÂGω1 + ω1 = ÂGω2 + ω2 (8)
(where we denote ÂGω1 +ω1 = {(x, p+ω1,x), (x, p) ∈ ÂGω1} and ÂGω2 +ω2 =
{(x, p+ ω2,x), (x, p) ∈ ÂGω2}). Now using 8, 5.2 and 4.7 we obtain that
ÂHω1 + ω1 = ÂGω1 + ω1 = ÂGω2 + ω2 = ÂHω2 + ω2.
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But we also know that if (x, p) ∈ ÂHω1 then (x, p
′) = (x, p+ (ω1 − ω2)(x)) ∈
ÂHω2 and the following holds (where we use Carneiro’s theorem ([Car95])
stating that the Aubry set lies in the critical energy level of the Hamiltonian):
αH [ω1] = Hω1(x, p)
= H(x, p+ ω1,x) = H(x, p
′ + ω2,x)
= Hω2(x, p
′) = αH [ω2].
This proves that αH is constant on CG.
References
[Arn89] V. I. Arnol′d. Mathematical methods of classical mechanics, vol-
ume 60 of Graduate Texts in Mathematics. Springer-Verlag, New
York, second edition, 1989. Translated from the Russian by K.
Vogtmann and A. Weinstein.
[Ban88] V. Bangert. Mather sets for twist maps and geodesics on tori.
In Dynamics reported, Vol. 1, volume 1 of Dynam. Report. Ser.
Dynam. Systems Appl., pages 1–56. Wiley, Chichester, 1988.
[BB06] Patrick Bernard and Boris Buffoni. The Monge problem for su-
percritical Man˜e´ potentials on compact manifolds. Adv. Math.,
207(2):691–706, 2006.
[BB07a] Patrick Bernard and Boris Buffoni. Optimal mass transportation
and Mather theory. J. Eur. Math. Soc. (JEMS), 9(1):85–121, 2007.
[BB07b] Patrick Bernard and Boris Buffoni. Weak KAM pairs and Monge-
Kantorovich duality. In Asymptotic analysis and singularities—
elliptic and parabolic PDEs and related problems, volume 47 of Adv.
Stud. Pure Math., pages 397–420. Math. Soc. Japan, Tokyo, 2007.
[Ber02] Patrick Bernard. Connecting orbits of time dependent Lagrangian
systems. Ann. Inst. Fourier (Grenoble), 52(5):1533–1568, 2002.
[Ber07a] Patrick Bernard. Existence of C1,1 critical sub-solutions of the
Hamilton-Jacobi equation on compact manifolds. Ann. Sci. E´cole
Norm. Sup. (4), 40(3):445–452, 2007.
[Ber07b] Patrick Bernard. Symplectic aspects of Mather theory. Duke Math.
J., 136(3):401–420, 2007.
21
[Ber08] Patrick Bernard. The dynamics of pseudographs in convex Hamil-
tonian systems. J. Amer. Math. Soc., 21(3):615–669, 2008.
[BT01] Guy Barles and Agne`s Tourin. Commutation properties of semi-
groups for first-order Hamilton-Jacobi equations and application
to multi-time equations. Indiana Univ. Math. J., 50(4):1523–1544,
2001.
[Car95] M. J. Dias Carneiro. On minimizing measures of the action of
autonomous Lagrangians. Nonlinearity, 8(6):1077–1085, 1995.
[CL09] Xiaojun Cui and Ji Li. On commuting Tonelli Hamiltonians: Au-
tonomous case. preprint, 2009.
[CV08] Franco Cardin and Claude Viterbo. Commuting Hamiltonians and
Hamilton-Jacobi multi-time equations. Duke Math. J., 144(2):235–
284, 2008.
[DeM63] Ralph DeMarr. Common fixed points for commuting contraction
mappings. Pacific J. Math., 13:1139–1141, 1963.
[Fat97] Albert Fathi. Solutions KAM faibles conjugue´es et barrie`res de
Peierls. C. R. Acad. Sci. Paris Se´r. I Math., 325(6):649–652, 1997.
[Fat98] Albert Fathi. Sur la convergence du semi-groupe de Lax-Oleinik.
C. R. Acad. Sci. Paris Se´r. I Math., 327(3):267–270, 1998.
[Fat03] Albert Fathi. Regularity of C1 solutions of the Hamilton-Jacobi
equation. Ann. Fac. Sci. Toulouse Math. (6), 12(4):479–516, 2003.
[Fat08] Albert Fathi. Weak KAM Theorem in Lagrangian Dynamics, pre-
liminary version 10, Lyon. unpublished, June 15 2008.
[FF07] A. Fathi and A. Figalli. Optimal transportation on non-compact
manifolds, 2007.
[FFR09] Albert Fathi, Alessio Figalli, and Ludovic Rifford. On the Haus-
dorff dimension of the Mather quotient. Comm. Pure Appl. Math.,
62(4):445–500, 2009.
[FM07] A. Fathi and E. Maderna. Weak KAM theorem on non compact
manifolds. NoDEA, 14(1):1–27, 2007.
[FS04] Albert Fathi and Antonio Siconolfi. Existence of C1 critical subsolu-
tions of the Hamilton-Jacobi equation. Invent. Math., 155(2):363–
388, 2004.
22
[Mad02] Ezequiel Maderna. Invariance of global solutions of the Hamilton-
Jacobi equation. Bull. Soc. Math. France, 130(4):493–506, 2002.
[Man˜97] Ricardo Man˜e´. Lagrangian flows: the dynamics of globally mini-
mizing orbits. Bol. Soc. Brasil. Mat. (N.S.), 28(2):141–153, 1997.
[Mas03] Daniel Massart. On Aubry sets and Mather’s action functional.
Israel J. Math., 134:157–171, 2003.
[Mat91] John N. Mather. Action minimizing invariant measures for positive
definite Lagrangian systems. Math. Z., 207(2):169–207, 1991.
[MF94] John N. Mather and Giovanni Forni. Action minimizing orbits
in Hamiltonian systems. In Transition to chaos in classical and
quantum mechanics (Montecatini Terme, 1991), volume 1589 of
Lecture Notes in Math., pages 92–186. Springer, Berlin, 1994.
[MR06] Monica Motta and Franco Rampazzo. Nonsmooth multi-time
Hamilton-Jacobi systems. Indiana Univ. Math. J., 55(5):1573–
1614, 2006.
[Sor09] Alfonso Sorrentino. On the Integrability of Tonelli Hamiltonians.
preprint, 2009.
23
