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Abstract
We present results of numerical simulations of baroclinic driven flows in the thermally driven rotating annulus
using the immersed boundary method for modeling of the boundary conditions. The Navier-Stokes equations
in the Boussinesq approximation are solved in the Eulerian flux-form advection scheme with the geophysical
flow solver EULAG as numerical framework. We test our approach against results of an appropriate laboratory
experiment with water as working fluid and directly aim at the wavy flow regime where complex flows
and regular wave patterns are generally observed but where centrifugal effects and turbulence is of minor
importance. Multivariate statistical methods are used for analyzing time series of computed temperature data.
We, here, present the outcome of the time series data analysis at particular parameter points, and specifically
analyze a complex wave-wave interaction, and, secondly, a wave mode switch where the azimuthal wave
number changes to the next higher one. The numerical results are highly consistent with the experimental
observations. That encourage us to focus on our actual goal as the next step, that is the irregular flow regime
found at large rotation rates where the centrifugal force has an increasing effect on flow states and where
multiple scale flows are generally observed.
Keywords: baroclinic driven flows, thermally driven rotating annulus, numerical experiments, immersed
boundary method, complex flow regimes, multivariate time series analysis
1 Introduction
In the work presented here, we focus on a numeri-
cal study on computing baroclinic waves in the well-
known rotating thermally driven annulus with respect
to a reference experiment. The reference experiment
under consideration is involved in the long-term pri-
ority programme MetStroem and hosted at the Bran-
denburg University of Technology Cottbus-Senftenberg,
Germany. A number of experiments were performed in
the Cottbus experiment in the past decade. E.g., von
Larcher and Egbers (2005a) focused in particular
on the underlying dynamics of complex flows, von
Larcher and Egbers (2005b) studied transitions of azi-
muthal wave patterns with respect to the radius ratio,
Harlander et al. (2011) focused specifically on wave
interactions, Harlander et al. (2012) studied the flow
in a partially blocked set-up, Seelig et al. (2013) pre-
sented a study on singular vector growth, and Vincze
et al. (2014b) investigated flow patterns with a sloping
bottom topography.
The model set-up, Fig. 1, generally consists of a
cylindrical gap rotating uniformly around its vertical
∗Corresponding author: Thomas von Larcher, Institute for Mathematics,
Freie Universität Berlin, Arnimallee 6, 14195 Berlin, Germany, e-mail:
larcher@math.fu-berlin.de
axis of symmetry. A radial temperature difference is
realized by heating (cooling) the outer (inner) vertical
sidewall. Typically, the model is provided either with
an upper free surface or with an upper rigid lid. Our
research cavity has a gap width of 0.075 m with inner
radius a = 0.045 m and outer radius of b = 0.120 m, and
the fluid depth is d = 0.135 m, with a free top surface,
cf. von Larcher and Egbers (2005b).
The flow regimes that developed in the research cav-
ity for a given fluid are driven by the rotation rate and by
the radial temperature gradient, and the overall regime
diagram generally separates in three distinct regions,
that is the basic flow regime at relative low rotation
rates, the anvil-shape region of the wavy flow regime
where steady and time-dependent flow patterns of baro-
clinic waves occur, and the irregular flow regime at rel-
ative high rotation rates (e.g., Fowlis and Hide (1965)).
Depending on its physical characteristic, generally non-
linear, those time-dependent flows are termed ampli-
tude vacillations, e.g., Hignett (1985), Lu and Miller
(1997), Pedlosky (1970), and shape vacillations, e.g.,
Read (1992). The above mentioned particular regions
in the regime diagram reveal further remarkable flow
characteristics as e.g., weak waves, dispersive waves,
etc. See e.g., Früh and Read (1997) for research on
the first transition from basic flow to wavy flow regime,
and e.g., Read et al. (1992) for study on quasi-periodic
© 2014 The authors
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Figure 1: Sketch of the model set-up, according to Figure 2 of
von Larcher and Egbers (2005b), g as the vector of gravitational
acceleration.
and chaotic flow regimes, and e.g., Morita and Uryu
(1989), Pfeffer et al. (1997) for a study on geostrophic
turbulence naturally found at high rotation rates. Apart
from the fluid dynamics phenomena, the set-up has been
accepted as an elegant laboratory experiment for study-
ing principles of atmospheric flows, cf. e.g. Fultz et al.
(1959), Fultz (1961), Hide (1969), and the review ar-
ticle by Hide and Mason (1975) as well as the already
mentioned article by Read et al. (1992).
Even if it is under consideration since the late 1950s
when R. Hide and D. Fultz conducted independently
the first principal investigations, e.g., Fultz (1951) and
Hide (1958), the annulus is still of interest in recent
research on atmospheric flow and basic fluid dynam-
ics as well as for validating CFD codes which incorpo-
rate new numerical concepts. The latter might be due to
the relative simple geometry of the annulus with well
defined boundary conditions whereas the flow patterns
that are observed show a multifaceted behavior as de-
scribed above. It should be mentioned here, that F. Vet-
tin introduced principals of the experimental set-up al-
ready in 1884 in a paper published in Meteorologische
Zeitschrift, cf. Vettin (1884).
The EULAG framework is a multipurpose multi-
scale solver for all-scale geophysical flows, see Prusa
et al. (2008) for a comprehensive overview of the frame-
work. EULAG is based on the non-hydrostatic anelas-
tic fluid equations of motion, cf. e.g. Grabowski and
Smolarkiewicz (2002) for a multiscale anelastic model
for meteorological research, that can be solved ei-
ther in Eulerian flux form or in semi-Lagrangian ad-
vective form, and it allows for a number of assump-
tions for particular flow characteristics, specifically
the compressible/incompressible Boussinesq approxi-
mation, incompressible Euler/Navier-Stokes equations,
and fully compressible Euler equations. The governing
partial differential equations are evaluated with a re-
markable semi-implicit non-oscillatory forward-in-time
(NFT) algorithm and a finite volume discretization,
Smolarkiewicz (1991), Smolarkiewicz and Mar-
golin (1997), Smolarkiewicz and Margolin (1998).
EULAG has been successfully applied to a number of
geophysical problems, documented by the enormous
number of publications in the past years (cf. the list of
publications with respect to applications on its website
http://www.mmm.ucar.edu/eulag/pub_appl.html) rang-
ing from cloud microscale to synoptic and global scale
in atmospheric flows, as well as it was used for model-
ing oceanic flows. It is worth mentioning that also solar
convection, e.g., Elliott and Smolarkiewicz (2002),
and urban flows, Schröttle and Dörnbrack (2013),
were studied successfully with this numerical code, and
beyond geoscience phenomena, EULAG has been also
applied for simulating waves in the human brain, Cot-
ter et al. (2002).
Besides the possibility to consider particular approxi-
mations in flow characteristics as mentioned above, EU-
LAG also provides a framework for Direct Numerical
Simulation (DNS), Large Eddy Simulation (LES), and
implicit LES (ILES). Having future works in the turbu-
lent flow regime of the baroclinic annulus in mind, it is,
therefore, reasonable to use the EULAG framework for
our purposes, too.
2 The model and governing equations
Even if EULAG is a highly flexible framework, it is
originally written for research on geophysical flows on
rotating planets. To implement our model set-up, that is
the rotating annulus, we, therefore, have to adapt the
framework for our needs. We use a Cartesian (x, y, z)
domain with physical lengths 0.258 × 0.258 m in x- and
y-direction and 0.135 m in z-direction where z is the
height. The (static) grid dimension is 192 × 192 × 67
in x, y, z. That results in a grid resolution of 0.134 ×
10−2 in x, y-direction and 0.204 × 10−2 in z-direction. In
this Cartesian domain, the annulus geometry is defined
with inner radius of 0.045 m and outer radius of 0.12 m
by using the usual conversion from Cartesian to Polar
coordinates.
The sidewalls and the end walls of the annulus
are modeled with the immersed boundary approach
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(cf. Goldstein et al. (1993)). In this method, fictitious
body forces are incorporated in the governing equation
of motion to represent no-slip boundaries which leads to
a damping of the solution in an appropriate time interval.
We refer the reader to Smolarkiewicz et al. (2007) for
a comprehensive presentation of the immersed bound-
ary approach in the EULAG flow solver. Also, e.g. Mit-
tal and Iaccarino (2005) gives a thorough review of
immersed boundary methods. In our study, the damping
parameters are set so that the motion at the boundaries
is damped to zero within a single time step.
At the bottom end wall, no-slip conditions are set as
well, i.e. U = (u, v,w) = 0, with U as the velocity vector,
(u, v) as its horizontal components and w as its vertical
component. At the upper end wall, only the vertical
velocity component is bounded as w = 0.
The temperature difference ΔT = Tmax − Tmin, with
Tmax = +ΔT2 and Tmin = −ΔT2 relative to a reference tem-
perature, is realized by setting T = Tmax(Tmin) where
the radius is equal or greater (lower) than the outer (in-
ner) radius. Rotation is implemented with the Corio-
lis parameter by default. We, here, set the horizontal
component of the Coriolis force to zero and the verti-
cal component to the magnitude of the Coriolis param-
eter as the annulus rotates uniformly around its vertical
axis of symmetry. Note, that we found that the (numer-
ical) Coriolis parameter must be scaled by a factor of
0.5 × 602π ≈ 4.77 with respect to rotation rates set in the
reference experiment. However, this specific factor ap-
parently comes out from the EULAG code. This factor
must then also be taken into account for calculating drift
rates of the computed wave patterns.
In all computations that are presented here, the time
step increment is set to 2.5 × 10−3 s to ensure a small
CFL-number, CFL = U · Δt
Δx
. The computed data are
stored every 2000 time steps, i.e. every 5 s. The refer-
ence temperature is 20 °C and the temperature difference
between the inner and outer layer is 8 K. Note, that this
temperature difference is kept fix and only the rotation
rate is varied in all computations. Thus, regarding the di-
mensionless numbers, discussed in the next section, that
results in keeping the Rayleigh number fix but varying
the thermal Rossby number, and the Taylor number, of
course.
2.1 Governing equations
We, here, describe to some extent principles of the gov-
erning equations that determine the flow under consid-
eration as we feel that this would gain a better under-
standing of the underlying physics. The non-hydrostatic
anelastic equations implemented in EULAG are de-
scribed in detail in Smolarkiewicz and Margolin
(1997).
The governing equations that describe the flow in the
thermally driven rotating annulus in good approximation
are the Navier-Stokes equations for an incompressible
fluid in the Boussinesq approximation in which varia-
tions of density are neglected except in the buoyancy
term. In their non-dimensional form, the equations read
∂t U + U · ∇ U +
√
Ta eˆz × U =
− ∇p + ∇2 U + Ra 1
Pr
Θeˆz + αΔT
Ta
4
seˆs (2.1)
∂tΘ + U · ∇Θ = 1Pr∇
2Θ (2.2)
∇ · U = 0 (2.3)
in cylindrical coordinates (s, φ, z), s (z) as radial (ver-
tical) direction and φ as azimuthal direction, with the
non-dimensional parameters
Ta =
f 2L4
ν2
=
4Ω2(b − a)4
ν2
, (2.4)
Ra =
αΔTgL3
νκ
=
αΔTg(b − a)3
νκ
, (2.5)
Pr =
ν
κ
, (2.6)
where Ta is the Taylor number, Ra is the Rayleigh num-
ber, and Pr is the Prandtl number. eˆz is the unit vector
in the direction of rotation, and f = 2Ω is the Corio-
lis parameter. Length has been scaled by the gap width
(L = b − a), time by the viscous diffusion time (b−a)2ν , U
by
(
ν
(b−a)
)
, and T by ΔT .
(2.1) includes the centrifugal term, the last term on
the right hand side, which is an extra forcing term
in the s-component of the momentum equation. If a
free top surface is assumed, the centrifugal force could
principally cause a deflection of the surface to form a
paraboloid rather than a flat surface. However, such a
surface deflection was generally not observed in the ref-
erence experiments as long as g, the acceleration due to
gravity, is much larger than the centrifugal acceleration,
Ω2s. The Froude number, Fr = g
Ω2 s
, defines the ratio
of both forces. Note, that the magnitude of the Froude
number is radius dependent. The influence of centrifu-
gal effects on flow patterns with respect to the Froude
number is discussed by e.g. Read et al. (2008). With re-
spect to the reference experiment, we refer to Harlan-
der et al. (2011) and von Larcher et al. (2013) for a
more closely analysis on the influence of the centrifugal
force on the top surface. The Rayleigh number, (2.5),
measures the thermal forcing (α as the volumetric ex-
pansion coefficient of the fluid), and the Prandtl number
measures material properties of the fluid, specifically the
ratio of the viscosity, ν, to the thermal diffusivity, κ. We
will choose the Prandtl number to Pr = 7.0, as in the ref-
erence experiment. Note, that Pr is kept fix in our study.
The three non-dimensional numbers, together with
the two geometrical parameters defining the shape of the
research cavity, i.e. the radius ratio η = ab , and the aspect
ratio Γ = d(b−a) , specify the problem.
Note, that for historical reasons studies on the ther-
mally driven rotating annulus usually do not deal with
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the Rayleigh number directly, but rather with a para-
meter known as the thermal Rossby number, defined as
RoT = 4 × RaΓPr Ta =
gαΔTd
Ω2(b − a)2 . (2.7)
The thermal Rossby number is related to the usual
Rossby number, Ro = Uf L , by the scaling velocity, U =
gαΔTd
f L , which comes out from the thermal wind relation.
Similar, the Taylor number is often modified by incorpo-
rating the aspect ratio, Γ, and the modified Taylor num-
ber then reads
T˜a =
4Ω2(b − a)4
ν2
× 1
Γ
=
4Ω2(b − a)5
ν2d
. (2.8)
We emphasise that RoT is not a new parameter but
a rescaled version of the Rayleigh number. However,
we will follow the historical path and will present our
results in terms of T˜a and RoT .
3 Data processing and multivariate
data analysis
As already mentioned, we directly aim at investigating
complex flows which are usually triggered by the inter-
action of different wave numbers or by interaction of
the zonal mean flow and wave flows. To detect those
oscillating patterns, we apply the Multichannel Singu-
lar System Analysis (M-SSA) method to our data. The
M-SSA is an extension of the single-channel SSA. SSA,
in general, is a statistical time series analysis technique
to detect the variability of flow fields, Elsner and Tso-
nis (1996), and the extension of single channel SSA to
multichannel SSA was first noted by Broomhead and
King (1986a) and by Broomhead and King (1986b),
and regarding the baroclinic annulus under considera-
tion, M-SSA has been first introduced by Read (1993)
who applied that data analysis technique to time series
of temperature data. M-SSA has been also applied by
Harlander et al. (2011) particularly to analyze noisy
time series of velocity data measured in the irregular
flow regime at higher rotation rates.
(M-)SSA is similar to Empirical Orthogonal Func-
tions (EOF) analysis, the method of choice in geo-
sciences. Both methods, classical EOF and SSA, search
for patterns that explain a great portion of variability of
time series under consideration. In fact, Vautard and
Ghil (1989) mentioned the possibility to link individual
EOFs, as an outcome in the SSA, to physical patterns by
looking for pairs of eigenvectors in quadrature. Due to
the great relevance in discrimination between signal and
noise in time series data, e.g., Mann and Lees (1996),
considerable attention has been attained to these meth-
ods in the past, cf. e.g., Allen and Smith (1996) for
a list of various applications of those methods in geo-
sciences and climatology.
In our study, we use the Singular Spectrum Anal-
ysis - Multi Taper Method (SSA-MTM) toolkit, an
open source software originally developed at University
of California Los Angeles (UCLA), Dettinger et al.
(1995) and Ghil et al. (2002), for analyzing the outcome
of our numerical computations, i.e. time series of tem-
perature data. As mentioned in Vautard et al. (1992),
this toolkit is particularly suited to analyze short and
noisy time series. Moreover, the SSA-MTM toolkit not
only allows for the construction of principal components
but also for the reconstruction of the original multichan-
nel time series data matrix. In the following, we summa-
rize principles of the procedures but refer the reader to
the references given in this section as well to the corre-
sponding Website (http://www.atmos.ucla.edu/tcd/ssa/)
for a detailed description of the theory and for some
demonstrations.
Applying SSA to a time series of data contains three
elementary steps. First, the time series
{x(t) : t = 1, . . .N} (3.1)
is embedded in a vector space of dimension M by con-
structing M lagged copies of x(t):
{x(t − j) : j = 1, . . .M}. (3.2)
Note, that M is usually denoted as the window length.
Secondly, the lag-covariance matrix M × M of the data
is computed and a matrix estimator CD is defined. We
use the algorithm by Vautard and Ghil (1989), which
is implemented in the toolkit, where CD is directly esti-
mated from the data as a Toeplitz matrix with constant
diagonals. Finally, the lag-covariance matrix is diago-
nalized and the eigenvalues {λk : 1 ≤ k ≤ M} are ranked
in decreasing order. The eigenvalues then represent the
variance of the time series in the direction of the respec-
tive eigenvectors Ek which are often called EOFs.
Time series of the eigenvectors can be constructed
called principal components (PC). These PCs give the
projection of the data matrix onto the respective EOF.
The construction of the k-th PC reads
Ak(t) =
M∑
k=1
x(t + j)Ek, j, t = 0, . . . ,N − M, (3.3)
where {Ek, j : j = 1, . . . ,M}. The PCs are of length
N′ = N − M. As an extension, the time series x(t) can
be partially reconstructed up to its original length N by
a combination of a subset of eigenelements K:
RK(t) = 1Mτ
∑
k∈K
M∑
j=1
Ak(t − j)Ek, j, M ≤ t ≤ N′. (3.4)
Thus, RK(t) incorporates a combination of K-PCs. Note,
that Mτ = M at the central part of the time series but
Mτ = min{t,N − t + 1} close to the endpoints, see Vau-
tard et al. (1992) for details. In case K consists of a sin-
gle eigenvector Ek, RK(t) is the k-th reconstructed com-
ponent xk(t). Summing up all reconstructed components,
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Table 1: Azimuthal wave number, m, and drift rate, c, observed in run A–D of the numerical simulations, denoted by subscript (num), and
in the laboratory experiment, subscript (exp). Ω as rotation rate, Ta as Taylor number, and RoT as thermal Rossby number. 2/3i denotes a
wave-wave interaction of azimuthal wave number 2 and 3. Note, that the temperature difference, ΔT , was set to 8 K in all runs.
run Ω [ rad
s
] T˜a [106] RoT m(exp) m(num) c(exp) [ rads ] c(num) [ rads ]
A 0.314 6.89 3.95 2 2/3i 0.030 0.010
B 0.733 37.48 0.72 3 or 4 3 or 4 0.012 (3) / 0.009 (4) 0.012 (3) / 0.009 (4)
C 0.942 61.96 0.44 3 or 4 4 0.010 (3) / 0.009 (4) 0.007
D 1.780 221.06 0.12 4 4 0.004 0.004
the time series can be reconstructed in total, thus
x(t) =
M∑
k=1
xk(t). (3.5)
To analyze our numerically generated data with the
M-SSA, a pre-processing procedure is needed. The data
sets originally contain 192 × 192 × 67 = 2, 469, 888 val-
ues per sample output. We first reduce the large data set
and focus on individual time series taken from equidis-
tant grid points at mid radius and at the top surface. In
fact, we extract 47 equidistant channels covering the full
circle in azimuth at mid radius from the data. The co-
ordinates of the 47 mid radius grid points were com-
puted from the original numerical Cartesian grid by con-
version from Polar to Cartesian coordinates, where the
x, y-coordinates were rounded to the nearest integer if
needed. With this, we obtain a homogeneous data set
with grid distance ΔΦ = 7.6 °, Φ as the aziumth. Note,
that the prime number has been chosen with intent as to
avoid the possibility of artifacts in the M-SSA data anal-
ysis as mentioned earlier by Wolf-Gerrit Früh (pri-
vate communication). However, we believe that there is
no strict rule to use a prime number but at least an odd
number of time series channels for the data matrix would
be reasonable as the multiplication of neighbored inte-
gers (here wave numbers) results in an even integer.
The window length, M, is a crucial parameter as it
sets the size of the autocovariance matrix to be con-
structed from the data. To test the robustness of our re-
sults with respect to M, we have applied different win-
dow sizes, a large and a small window size of e.g. in
run A, M = 38 (M = 9) which is 10 % (2.4 %) of the to-
tal data samples. The outcome of those tests will be not
discussed here specifically as both window sizes leads
to nearly identical results.
4 Results
In the following, we present results found at four partic-
ular parameter points, here after referred to as run A–D
(Table 1). To illustrate our findings, snapshots of the re-
spective flow patterns observed at those runs are shown
in Figs. 3–5. Those snapshots are outcomes of the post-
processing procedure where time series of temperature
and velocity data are generated.
Both, the wave number and the drift rate of the wave
flow patterns could be easily determined by visual in-
spection of the time series of post-processed temperature
and velocity images. Those results are given in Table 1,
too, and for comparison also results of the reference ex-
periment are given there.
We, first, summarize the general results found at
parameter points A–D and will mention some specific
results in more detail afterwards:
• At run A, a complex flow phenomena is observed
that is a mode interaction of azimuthal wave number
m = 2 and m = 3, usually denoted as m = 2/3i.
Here, we found that the two modes of different wave
number do coexist.
• At run B, C, and D, the computations reveal steady
flow patterns of different azimuthal wave number m.
• At run B, the resulting flow regime depends on the
initial state. If we start with a basic flow solution
(computed previously at low rotation rate), much
smaller than the reference rotation rate for run B,
(cf. Fig. 2, right panel), and then increase the rota-
tion rate to run B, a wave of wave number m = 3
established. In contrast, starting with the solution for
a non-rotating case, i.e. Ω = 0 (cf. Fig. 2, left panel),
a m = 4 wave pattern is observed. The m = 4 mode is
also observed when the solution of run D, located at a
much higher Taylor number than run B, is used as ini-
tial sequence. Note, that in all computational runs the
Taylor number is set by a sudden increase/decrease
of the rotation rate, i.e. there is no time-dependent
spin-up or spin-down of the rotation rate to the cor-
responding parameter point.
• At run C, the wave pattern that immediate devel-
ops after the initial phase is of wave number 3 but
switches to a m = 4 mode after about 60 time steps
which then remains the dominating mode.
Let us now consider the results that are found in
run A and in run C in more detail. We here focus on the
outcome of the data analysis with the M-SSA method,
following the post-processing operations described in
Sec. 3. Fig. 6 shows the results yielded for run A, and
results of run C are given in Fig. 7.
For run A, the top left panel of Fig. 6 shows the time
series of the temperature data. The wave pattern man-
ifests at time step 52, approximately, and the onset of
the wave flow is linked with a sudden increase of the
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Figure 2: x-z cross-section of temperature difference (contours) and velocity field (vectors) at Ω = 0 rad s−1 (0 rpm) (left) and at
Ω = 0.15 rad s−1 (1.47 rpm) (right). Note that the outer radius of the research cavity is 0.12 m and the height is 0.135 m.
Figure 3: run A: x-y cross-section snapshot of temperature difference, unit [m] and [K], (left) and velocity field (right) computed at surface.
Figure 4: as Fig. 3 but for run C. Top row: at surface, Bottom row: between base and mid depth.
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Figure 5: as in Fig. 4 but for run D.
temperature from about 3.7 K in the basic flow state
to 3.9 K in the wave flow state. The eigenvalue (EV)
spectrum of the first 20 eigenvalues (top right panel of
Fig. 6) computed from that data time series matrix shows
that the first eigenvalue pair, EV 1 and 2, incorporates
about 39 % of the total variance. The second EV pair,
EV 4 and 5, contains 7 % of the variance, and there are
3 other pairs each of according to amount nearly equal
EVs, i.e. EV 6-11, before the noisy tail of the spectrum
emerges. The time series of PC pair 1,2 for a single chan-
nel (center right) show the onset of the wave flow, begin-
ning with a very small amplitude approximately at time
step 52, wiggling around before a sudden increase of
the amplitude. The time series of PC pair 4,5 shows the
same behavior at the onset but in contrast to PC pair 1,2
the amplitude of that pattern is to a larger extent time-
dependent. Its repeated intermittent bursting is corre-
lated with the slight amplitude variations observed in the
time series of PC pair 1,2. More precisely, PC pair 4,5
apparently increases at the cost of PC 1,2 and vice versa.
The reconstruction of the multichannel data matrix with
SSA components 1,2 (center left panel in Fig. 6) and
components 4,5 (bottom left panel) reveal a wave of
wave number 2 and of wave number 3, resp., whereas
the latter apparently incorporates further oscillating fea-
tures. Once settled, both oscillating patterns persist un-
til computations are stopped. Note, that the three other
pairs of nearly equal EV mentioned above, i.e. EV pair
6-11, are associated with multiples of the two modes,
and we do not found further dominating modes.
Now, we turn to run C (cf. Fig. 7). Again, the top
left panel shows the multichannel matrix that contains
the 47 time series channels and covering the total output
time steps. In addition, an extract of the data matrix fo-
cusing on the first 100 time steps is plotted, too. Starting
from the basic flow solution computed at low rotation
rate (Fig. 2, right panel), the onset of the wave flow is ob-
served after 4 time steps and the wave pattern has settled
after approx. 40 time steps. The EV spectrum of the data
matrix (top right panel) shows a particular pair of eigen-
values (EV 1,2) which contains about 50 % of the total
variance. The very next pair of nearly equal EV, pair 3,4,
comprises about 5 % and thus a significant lower amount
of variance. The single channel time series of PC pair
1,2 (center right panel in Fig. 7) reveals an oscillating
pattern with a weak amplitude within the first 60 time
steps at which it is established, and that pattern then per-
sists throughout the computations. In contrast, the os-
cillating pattern linked with PC pair 3,4 (bottom right
panel) dominates the first 50 time steps before its ampli-
tude decreases considerably. Subsequently, the pattern
is still alive but has a very weak amplitude. The multi-
channel reconstruction with SSA components 1,2 (cen-
ter left panel) and components 3,4 (bottom left panel)
shows that pair 1,2 is linked with a eve of wave number
4, and pair 3,4 is linked with a wave number 3 mode. As
in the foregoing analysis of run A, further pairs of nearly
equal EV, here EV pair 5,6 and 7,8, are associated with
multiples of the two wave modes.
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Figure 6: run A: Hovmoeller plot of the temperature data at mid radius at surface level (top left) and variance of the eigenvalue spectrum
with the first 20 eigenvalues (top right). Single channel temporal PC 1 and 2 (center right) and temporal PC 4 and 5 (bottom right). The
small panel shows an extract of the total time series of PC 1 and 2. Here, the phase shift between the two members of a PC pair is obvious.
Reconstruction of the multichannel data time series using SSA components 1,2 (center left) and components 4,5 (bottom left). Note, that
the multichannel reconstruction plots show extracts of the total time series, and that the single channel plots are normalized.
5 Discussion
The results found here at the four parameter points
A–D reflect a typical sequence of wave number transi-
tions usually found in measurement series in which the
Taylor number is increased and the temperature differ-
ence is kept fix, i.e. where rotation rate is the variable
parameter. Starting from a low rotation rate, one finds
first the axisymmetric basic flow regime, followed by
the wave flow regime and by the irregular flow regime at
high rotation rates.
The flow phenomena under consideration in our nu-
merical study are also observed in different experimen-
tal studies previously performed with the Cottbus lab-
oratory model set-up. Specifically, von Larcher and
Egbers (2005a) presented series of experimental runs
but for a slightly smaller temperature difference. In par-
ticular, complex mode interactions, as the m = 2/3i
pattern revealed at parameter point B in our numerical
study, have been also presented in that paper at compa-
rable parameter points, cf. Fig. 6 and 9 there. Further-
more, regarding our findings at parameter point C, Har-
lander et al. (2011) observed the coexistence of a weak
wave mode and a dominating wave mode (at run C with
m = 3 and m = 4 involved). Such a coexistence is often
observed in regions close to a transition point within the
baroclinic wave flow regime where the azimuthal wave
number switches to the next higher one.
As already mentioned this numerical study is based
on a reference experimental study from that parameter
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Figure 7: as in Fig. 6 but for run C. Here, SSA components 1,2 and 3,4 for the reconstruction of the data time series is used. Note also the
extracts of the Hovmoeller plots in the smaller boxes.
points of interest were given for numerical research. It
is interesting to note, that, apparently, a steady m = 2
wave mode but not a complex flow state was observed
at parameter point A in the reference experiment run,
cf. Table 1, the findings at the other parameter points are
generally in good agreement.
The detected wave flow patterns are not only qualita-
tively in good agreement with the experiment results but
also the drift rates fit generally well as documented in
Table 1. In the model set-up of the thermally driven ro-
tating annulus, drift velocities of flow patterns are deter-
mined by the thermal wind relation already mentioned at
the end of Sec. 2.1. From this relation, it follows that the
drift rate is inversely proportional to the rotation rate,
c ∝ 1
Ω
, and, therefore, with (2.4) c ∝ 1√
Ta
. Although
the thermal wind relation is originally valid for the ba-
sic flow state found at low rotation rates only, the re-
lation fits well also for a wide range of the baroclinic
wave regime, as indicated in an experimental study by
Sitte and Egbers (1999) (see also Hide (1958) and
Fowlis and Hide (1965) for principal studies).
Our numerical experiments (Fig. 8, bottom panel) are
in good agreement with the thermal wind relation except
for run D. In the above mentioned experimental study
performed by von Larcher in the 2000s, von Larcher
(2007), using the reference model set-up as it is under
consideration here, drift rates of wave patterns observed
at a number of parameter points, covering a sequence
from lower to higher rotations rates, were determined by
visual inspection of the surface flow (Fig. 8, top panel).
The experimental drift rates are partially in good agree-
ment with the thermal wind relation (particularly be-
tween 2 × 107 ≤ Ta ≤ 4 × 107) but at higher rotation
rates (Ta > 4 × 107), the trend fits better with exponent
−0.4 rather than −0.5. The significant deviations for the
m = 2/3i flow state at smaller Taylor numbers are ap-
parently dedicated to the complexity of the mode itself
which makes it difficult to determine the drift rate from
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Figure 8: Top panel: drift rate of wave modes of different wave number m determined in an experimental study using the reference model
set-up. Figure adapted from von Larcher (2007). Bottom panel: drift rates calculated from the numerical computations at run A–D and fit
with Ta−0.5.
visual inspection of the surface flow. Therefore, we con-
clude that the deviations from the thermal wind equation
at smaller Taylor numbers are due to the complex flow
state and the inspection technique. It is indeed interest-
ing to note the deviations from the −0.5 exponent found
at larger Taylor numbers. Those, apparently, systematic
deviations might occur due to the growing influence of
the centrifugal force. The thermal wind equation origi-
nally describes the vertical shear of the geostrophic wind
which balances the Coriolis force and the pressure gradi-
ent force but which does not incorporate the centrifugal
force. Thus, the onset of deviation from the −0.5 expo-
nent might be interpreted as an indicator of the growing
imbalance of the thermal wind due to growing centrifu-
gal effects. However, this might be speculative at this
point.
6 Concluding remarks
We have presented a numerical study of baroclinic flows
in the classical thermally driven rotating annulus with a
fixed temperature difference of ΔT = 8 K and rotation
rate Ω as the variable parameter. We used the EULAG
framework with immersed boundaries to solve the gov-
erning equations in the Boussinesq approximation. The
approach was tested against results of an accompany-
ing laboratory experiment. Advanced methods of data
analysis, i.e. the multichannel singular systems analy-
sis, were used to enable us detecting in particular com-
plex flows where the established flow pattern is typi-
cally determined by a number of wave modes. In our
study, we found steady wave patterns as well as mode
interactions. The numerical results are in good agree-
ment with the findings of the laboratory studies. As dis-
cussed here, this is in particular the case for the complex
flows as well as for the drift rates of the dominant wave
modes. The results presented here encourage us for the
attempt to investigate chaotic flow patterns with the EU-
LAG framework usually found at higher rotation rates
where large-scale and small-scale flow features coexist.
In that region, centrifugal effects become a dominating
influence and turbulent features have to be taken into ac-
count. The EULAG framework appears well suited for
that challenging task.
It is worth mentioning that the Cottbus labora-
tory experiment is used as reference experiment within
the long-term priority programme MetStroem, and was
therein used to support validation of model- as well as
grid-adaptive numerical simulation concepts. Results of
validation of particular numerical approaches developed
within the framework of MetStroem against this refer-
ence experiment are shown in a forthcoming paper by
Vincze et al. which was recently submitted to Meteo-
rologische Zeitschrift, cf. Vincze et al. (2014a). Here,
more results of our EULAG computations are discussed
and compared with the outcome of other numerical flow
solvers.
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