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Abstract
The current work is the third of a series of three papers devoted to the study of asymptotic
dynamics in the following parabolic-elliptic chemotaxis system with space and time dependent
logistic source, {
∂tu = ∆u− χ∇ · (u∇v) + u(a(x, t)− b(x, t)u), x ∈ RN ,
0 = ∆v − λv + µu, x ∈ RN , (0.1)
where N ≥ 1 is a positive integer, χ, λ and µ are positive constants, and the functions
a(x, t) and b(x, t) are positive and bounded. In the first of the series [45], we studied the
phenomena of pointwise and uniform persistence for solutions with strictly positive initials,
and the asymptotic spreading for solutions with compactly supported or front like initials. In
the second of the series [46], we investigate the existence, uniqueness and stability of strictly
positive entire solutions of (0.1). In particular, in the case of space homogeneous logistic source
(i.e. a(x, t) ≡ a(t) and b(x, t) ≡ b(t)), we proved in [46] that the unique spatially homogeneous
strictly positive entire solution (u∗(t), v∗(t)) of (0.1) is uniformly and exponentially stable with
respect to strictly positive perturbations when 0 < 2χµ < inft∈R b(t).
In the current part of the series, we discuss the existence of transition front solutions of
(0.1) connecting (0, 0) and (u∗(t), v∗(t)) in the case of space homogeneous logistic source. We
show that for every χ > 0 with χµ
(
1 +
sup
t∈R
a(t)
inft∈R a(t)
)
< inft∈R b(t), there is a positive constant
c∗χ such that for every c > c
∗
χ and every unit vector ξ, (0.1) has a transition front solution of
the form (u(x, t), v(x, t)) = (U(x · ξ−C(t), t), V (x · ξ−C(t), t)) satisfying that C ′(t) = a(t)+κ2
κ
for some positive number κ, lim inf t−s→∞
C(t)−C(s)
t−s
= c, and
lim
x→−∞
sup
t∈R
|U(x, t)− u∗(t)| = 0 and lim
x→∞
sup
t∈R
|U(x, t)
e−κx
− 1| = 0.
Furthermore, we prove that there is no transition front solution (u(x, t), v(x, t)) = (U(x · ξ −
C(t), t), V (x · ξ − C(t), t)) of (0.1) connecting (0, 0) and (u∗(t), v∗(t)) with least mean speed
less than 2
√
a, where a = lim inft−s→∞
1
t−s
∫ t
s
a(τ)dτ .
∗Partially supported by the NSF grant DMS–1645673
1
Key words. Parabolic-elliptic chemotaxis system, logistic source, classical solution, local exis-
tence, global existence, asymptotic stability, transition front.
2010 Mathematics Subject Classification. 35B35, 35B40, 35K57, 35Q92, 92C17.
1 Introduction and the Statements of the Main Results
The current work is the third part of a series of three papers on the asymptotic dynamics in the
following parabolic-elliptic chemotaxis system with space-time dependent logistic source,{
ut = ∆u− χ∇ · (u∇v) + u(a(x, t) − b(x, t)u), x ∈ RN ,
0 = ∆v − λv + µu, x ∈ RN , (1.1)
where u(x, t) and v(x, t) denote mobile species density and chemical density functions, respec-
tively, χ is a positive constant which measures the sensitivity with respect to chemical signals,
a(x, t) and b(x, t) are positive functions and measure the growth and self limitation of the mobile
species, respectively. The constant µ is positive and the term +µu in the second equation of
(1.1) indicates that the mobile species produces the chemical substance over time. The positive
constant λ measures the degradation rate of the chemical substance. System (1.1) is a type of
the celebrated parabolic-elliptic Keller-Segel chemotaxis systems (see [22, 23]) with space-time
dependent logistic source.
The objective of the series of the three papers is to study the asymptotic dynamics in the
chemotaxis system (1.1) on the whole space with space and/or time dependent logistic source.
In the first of the series, [45], we studied the phenomena of pointwise and uniform persistence for
solutions with strictly positive initials, and the asymptotic spreading in (1.1) for solutions with
compactly supported or front like initials. In the second part of the series, [46], we investigated
the existence, uniqueness and stability of strictly positive entire solutions of (1.1). In particular
it was shown in [46] that, if the logistic source is space homogeneous, in which case (1.1) becomes,{
ut = ∆u− χ∇ · (u∇v) + u(a(t) − b(t)u), x ∈ RN ,
0 = ∆v − λv + µu, x ∈ RN , (1.2)
then for every χ > 0 with 0 < 2χµ < inft∈R b(t) there is positive number αχ > 0, such that for
every positive initial function u0 ∈ Cbunif(RN ) = {u ∈ C(RN ) |u(x) is bounded and uniformly
continuous on RM} with infx∈RN u0(x) > 0, there is M > 0 such that
‖u(·, t + t0, t0, u0)− u∗(t)‖∞ ≤Me−αχt and ‖v(·, t + t0; t0, u0)− v∗(t)‖∞ ≤ µ
λ
Me−αχt
for all t ≥ 0 and t0 ∈ R, where (u(x, t; t0, u0, v0), v(x, t; t0, u0)) denote the unique classical solution
of (1.2) with
lim
t→0+
‖u(·, t + t0; t0, u0)− u0(·)‖∞ = 0,
and u∗(t) is the unique strictly positive entire solution of the Fisher-KKP equation
ut = ∆u+ u(a(t)− b(t)u), (1.3)
and v∗(t) = µ
λ
u∗(t). Hence, when 0 < 2χµ < inft∈R b(t), the unique spatially homogeneous
strictly positive entire solution (u∗(t), v∗(t)) of (1.5) is uniformly and exponentially stable with
respect to strictly positive perturbations.
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Observe that with N = 1, a(t) ≡ 1 and b(t) ≡ 1, (1.3) becomes
ut = uxx + u(1− u), x ∈ R. (1.4)
Equation (1.4) is called in literature Fisher-KPP equation due to the pioneering works of Fisher
[10] and Kolmogorov, Petrowsky, Piskunov [24] on traveling wave solutions and take-over proper-
ties of (1.4). Fisher in [10] found traveling wave solutions u(t, x) = φ(x− ct) of (1.4) (φ(−∞) =
1, φ(∞) = 0) of all speeds c ≥ 2 and showed that there are no such traveling wave solutions of
slower speed. He conjectured that the take-over occurs at the asymptotic speed 2. This conjec-
ture was proved in [24] for some special initial distribution and was proved in [4] for the general
case. More precisely, it is proved in [24] that for the nonnegative solution u(t, x) of (1.4) with
u(0, x) = 1 for x < 0 and u(0, x) = 0 for x > 0, limt→∞ u(t, ct) is 0 if c > 2 and 1 if c < 2. It is
proved in [4] that for any nonnegative solution u(t, x) of (1.4), if at time t = 0, u is 1 near −∞
and 0 near ∞, then limt→∞ u(t, ct) is 0 if c > 2 and 1 if c < 2. In literature, c∗ = 2 is called the
spreading speed for (1.4).
A huge amount of research has been carried out toward various extensions of traveling wave
solutions and take-over properties of (1.4) to general time and space independent as well as time
and/or space dependent Fisher-KPP type equations. See, for example, [3], [4], [9], [15], [21], [47],
[53], etc., for the extension to general time and space independent Fisher-KPP type equations;
see [5, 6, 11, 20, 26, 27, 28, 31, 38, 39, 44, 54, 55], and references therein for the extension to
time and/or space periodic Fisher-KPP type equations; and see [7, 8, 16, 19, 30, 32, 33, 34, 35,
37, 49, 50, 51, 52, 57, 58], and references therein for the extension to quite general time and/or
space dependent Fisher-KPP type equations. It should be pointed out that the so called periodic
traveling wave solutions or pulsating traveling fronts to time and/or space periodic reaction
diffusion equations are natural extension of the notion of traveling wave solutions in the classical
sense, and that the so called transition fronts or generalized traveling waves to general time
and/or space dependent reaction equations are the natural extension of the notion of traveling
wave solutions in the classical sense (see [7, 8] for the introduction of the notion of transition
fronts or generalized traveling waves in the general case, and [30, 48, 50, 51] for the time almost
periodic or space almost periodic cases).
Considering a chemotaxis model on the whole space, it is important to study the spatial
spreading and propagating properties of the mobile species in the model. Transition front so-
lutions or generalized traveling wave solutions and spatial spread speeds are among those used
to characterize such properties. There are many studies on traveling wave solutions of various
types of chemotaxis models, see, for example, [1, 2, 13, 18, 25, 29, 36, 41, 42, 56], etc.. It should
be mentioned that spreading speeds and traveling wave solutions of (1.1) with a(x, t) and b(x, t)
being constant functions are studied in [14, 36, 41, 42]. When a(x, t) and b(x, t) depend on x and
t, as it is mentioned in the above there are many studies on spreading speeds and transition front
solutions of (1.1) with χ = 0, but there is little study on transition front solutions of (1.1) with
χ 6= 0.
The objective of this third part of the series is to study the existence of transition front
solutions of (1.2), i.e., (1.1) in the case that a(x, t) ≡ a(t) and b(x, t) ≡ b(t), connecting
(0, 0) and (u∗(t), v∗(t)). To be more precise, we study the existence of positive entire solu-
tions of (1.2) with the form (u(x, t), v(x, t)) = (U(x · ξ − C(t), t), V (x · ξ − C(t), t)) for some
ξ ∈ SN−1 = {ξ ∈ RN | ‖ξ‖ = 1} and some C(t), where (U(−∞, t), V (−∞, t)) = (u∗(t), v∗(t))
and (U(∞, t), V (∞, t)) = (0, 0). It is not difficult to see that, if (u(x, t), v(x, t)) = (U(x ·
ξ − C(t), t), V (x · ξ − C(t), t)) (x ∈ RN ) is an entire solution of (1.2), then (u(x, t), v(x, t)) =
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(U(x− C(t), t), V (x−C(t), t)) (x ∈ R) is an entire solution of{
ut = uxx − χ(uvx)x + u(a(t)− b(t)u), x ∈ R,
0 = vxx − λv + µu, x ∈ R.
(1.5)
We will then study the existence of transition front solutions of (1.5) connecting (0, 0) and
(u∗(t), v∗(t)).
In the rest of the introduction, we introduce notations and standing assumptions, and state
the main results of the current paper.
1.1 Notations and standing assumptions
For every function w : R × I → R, where I ⊂ R, we set winf(t) = infx∈Rw(x, t), wsup(t) =
supx∈Rw(x, t), winf = inf(x,t)∈R×I w(x, t), and wsup = sup(x,t)∈R×I w(x, t). Let
Cbunif(R) = {u ∈ C(R) |u(x) is uniformly continuous in x ∈ R and sup
x∈R
|u(x)| <∞}
equipped with the norm ‖u‖∞ = supx∈R |u(x)|. For any 0 ≤ ν < 1, let
Cb,νunif(R) = {u ∈ Cbunif(R) | sup
x,y∈R,x 6=y
|u(x)− u(y)|
|x− y|ν <∞}
with norm ‖u‖
C
b,ν
unif
= supx∈R |u(x)| + supx,y∈R,x 6=y |u(x)−u(y)||x−y|ν . Hence Cb,0unif(R) = Cbunif(R).
For given f ∈ L1loc(R), let
f = lim inf
t−s→∞
1
t− s
∫ t
s
f(τ)dτ and f = lim sup
t−s→∞
1
t− s
∫ t
s
f(τ)dτ.
f and f are called the least mean and greatest mean of f , respectively.
Throughout the remaining of this paper, we shall always suppose that the following standing
assumption holds.
(H) a(x, t) ≡ a(t) and b(x, t) ≡ b(t) are uniformly Ho¨lder continuous in t ∈ R with exponent
0 < ν0 < 1 and
0 < inf
t∈R
min{a(t), b(t)} ≤ sup
t∈R
max{a(t), b(t)} <∞.
Observe from (H) that
0 < ainf ≤ a ≤ a ≤ asup <∞. (1.6)
1.2 Main results
For given u0 ∈ Cbunif(R) and t0 ∈ R, let (u(x, t; t0, u0), v(x, t; t0, u0)) be the classical solution of
(1.5) with u(x, t0; t0, u0) = u0(x) for every x ∈ R (see [40, Theorem 1.1] for the existence of
(u(x, t; t0, u0), v(x, t; t0, u0))). Note that if u0(x) ≥ 0 then u(x, t; t0, u0) ≥ 0 and v(x, t; t0, u0) ≥ 0
for every x ∈ R and t ∈ [t0, t0 + Tmax), where [t0, t0 + Tmax) denotes the maximal interval of
existence of (u(x, t; t0, u0), v(x, t; t0, u0)). A classical solution (u(x, t), v(x, t)) of (1.5) is said to
be an entire solution of (1.5) if it is defined for every t ∈ R. Note that (u(x, t), v(x, t)) = (0, 0)
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is an equilibrium solution of (1.5). Throughout this work we shall denote by u∗(t) the unique
strictly positive entire solution of (1.3) and v∗(t) = µ
λ
u∗(t). Then (u∗(t), v∗(t)) is a positive entire
solution of (1.5).
An entire solution (u(x, t), v(x, t)) of (1.5) is called a transition front solution connecting (0, 0)
and (u∗(t), v∗(t)) if
(u(x, t), v(x, t)) = (U(x− C(t), t), V (x− C(t), t)) (1.7)
for some U(·, ·) and C(t) satisfying
lim
z→−∞ |U(z, t) − u
∗(t)| = lim
z→−∞ |V (z, t)− v
∗(t)| = 0, uniform in t ∈ R, (1.8)
and
lim
z→∞U(z, t) = limz→∞V (z, t) = 0, uniform in t ∈ R. (1.9)
Let
c = lim inf
t−s→∞
C(t)− C(s)
t− s .
The function (U(·, ·), V (·, ·)) and c are called the profile and least mean speed, respectively, of the
transition front solution (u(x, t), v(x, t)) = (U(x − C(t), t), V (x − C(t), t)). If we suppose that
C(t) is of class C1 and set c(t) = C ′(t), then (U(·, ·), V (·, ·)) and c(·) satisfy{
Ut = Uxx + c(t)Ux − χ(UVx)x + U(a(t)− b(t)U), x ∈ R, t ∈ R,
0 = Vxx − λV + µU, x ∈ R, t ∈ R.
(1.10)
Note that the function η(κ) := κ(
√
λ−κ2+κ)
λ−κ2 is strictly increasing on (0,
√
λ). For given χ > 0
with binf > χµ, let κχ ∈ (0,
√
λ) be such that
binf − χµ
χµ
=
κχ(
√
λ− κ2χ + κχ)
λ− κ2χ
. (1.11)
Then for any 0 < κ ≤ κχ,
binf − χµ
χµ
≥ κ(
√
λ− κ2 + κ)
λ− κ2 . (1.12)
Define
c∗χ =
a+ κ2χ∗
κχ∗
, (1.13)
where κ∗χ = min{κχ,
√
a}. Let (H1) be the following standing assumption.
(H1) binf > χµ(1 +
asup
ainf
).
The main results on the existence of transition front solutions of (1.5) are stated in the following
theorem.
Theorem 1.1. Suppose that (H1) holds.
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(1) For every c > c∗χ, (1.5) has a transition front solution (u(x, t), v(x, t)) = (U(x−C(t), t), V (x−
C(t), t)) connecting (0, 0) and (u∗(t), v∗(t)) with least mean speed c. Furthermore, it holds
that C(t) =
∫ t
0
a(s)+κ2
κ
ds and
lim
x→−∞ supt∈R
|U(x, t) − u∗(t)| = 0, and lim
x→∞ supt∈R
|U(x, t)
e−κx
− 1| = 0, (1.14)
where κ ∈ (0,min{κχ,√a}) is such that c = a+κ
2
κ
.
(2) If a(t) and b(t) are periodic in t with period T , then for every c > c∗χ, (1.5) has a periodic
transition front solution (u(x, t), v(x, t)) = (U(x − ct, t), V (x − ct, t)) connecting (0, 0) and
(u∗(t), v∗(t)), and satisfying
U(x, t+ T ) = U(x, t), V (x, t+ T ) = V (x, t), (1.15)
and
lim
x→−∞ supt∈R
|U(x, t)− u∗(t)| = 0, and lim
x→∞ supt∈R
| U(x, t)
e−κ(x+ct−
∫ t
0 cκ(s)ds)
− 1| = 0, (1.16)
where κ ∈ (0,min{κχ,
√
aˆ}) (aˆ = 1
T
∫ T
0 a(t)dt) satisfies c =
aˆ+κ2
κ
, and cκ(s) =
a(s)+κ2
κ
.
(3) If a(t) ≡ a and b(t) ≡ b are independent of t, then for every c > c∗χ, (1.5) has a traveling wave
solution (u(x, t), v(x, t)) = (U(x − ct), V (x − ct)) connecting (0, 0) and (u∗, v∗) = (a
b
, µ
λ
a
b
),
and satisfying
lim
x→−∞ |U(x)− u
∗| = 0, and lim
x→∞ |
U(x)
e−κx
− 1| = 0, (1.17)
where κ ∈ (0,min{κχ,
√
a}) satisfies c = a+κ2
κ
.
We have the following theorem on the nonexistence of transition front solutions of (1.5).
Theorem 1.2. Suppose that (H1) holds. For every c < 2
√
a, (1.5) has no transition front
solution (u(x, t), v(x, t)) = (U(x−C(t), t), V (x−C(t), t)) connecting (0, 0) and (u∗(t), v∗(t)) with
least mean speed c.
Remark 1.3. (1) The results in Theorem 1.1(1), (2), and Theorem 1.2 are new. The result
in Theorem 1.1(3) extends the results in [41] for the case λ = µ = 1 (see [41, Theorem A
and Remark 1.1]).
(2) By Theorem 1.1(1), for every ξ ∈ SN−1 = {ξ ∈ RN | ‖ξ‖ = 1} and every c > c∗χ, (1.1)
has a transition front solution (u(x, t), v(x, t)) = (U(x · ξ − C(t), t), V (x · ξ − C(t), t))
connecting (0, 0) and (u∗(t), v∗(t)) with least mean speed c, where C(t) =
∫ t
0
a(s)+κ2
κ
ds,
κ ∈ (0,min{κχ,√a}) is such that c = a+κ
2
κ
, and (U(x, t), V (x, t)) satisfies (1.14).
(3) Let c∗0 = 2
√
a. It is proved in [33, Theorem 2.3] that c∗0 is the minimal least mean speed of
transition front solutions of (1.3), i.e., (1.5) in the absence of the chemotaxis, in the sense
that for any c > c∗0, (1.3) has a transition front solution connecting 0 and u
∗(t) with least
mean speed c, and (1.3) has no transition front solutions connecting 0 and u∗(t) with least
mean speed smaller than c∗0.
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(4) For fixed χ > 0 with binf > χµ, when the degradation rate λ of the chemical substance is
sufficiently large, we have κχ ≥ √a and κ∗χ =
√
a, hence c∗χ = 2
√
a, which is the minimal
least mean speed of transition front solutions of (1.3). Indeed, since the function λ 7→
√
a
(√
λ−a+√a
)
λ−a is strictly decreasing and satisfies
lim
λ→a+
√
a
(√
λ− a+√a)
λ− a =∞ and limλ→∞
√
a
(√
λ− a+√a)
λ− a = 0,
there is a unique λχ > a such that
√
a
(√
λχ − a+√a
)
λχ − a =
binf − χµ
χµ
.
This implies that for any λ > λχ,
√
a
(√
λ− a+√a)
λ− a <
binf − χµ
χµ
,
and hence
√
a < κχ <
√
λ, where κχ is such that (1.11) holds. It then follows that, when
λ ≥ λχ(> a), c∗χ = c∗0 = 2
√
a. Hence, Theorem 1.1(1) and Theorem 1.2 imply that the
minimal least mean speed c∗0 = 2
√
a of transition front solutions to the time heterogeneous
Fisher-KPP equation (1.3) is also the minimal least mean speed of the transition front
solutions to the chemotaxis model (1.5) with λ > λχ(> a).
(5) For fixed λ > a, when χ > 0 is sufficiently small, we also have c∗χ = 2
√
a. Indeed, for any
given λ > a, we have that c∗χ = 2
√
a whenever χµ < min
{
ainfbinf
ainf+asup
, binf(λ−a)
λ−a+√a
(√
λ−a+√a
)}.
Again, Theorem 1.1(1) and Theorem 1.2 imply that the minimal least mean speed c∗0 = 2
√
a
of transition front solutions to the time heterogeneous Fisher-KPP equation (1.3) is also
the minimal least mean speed of the transition front solutions to the chemotaxis model (1.5)
with χ sufficiently small.
(6) It remains open whether for fixed 0 < λ ≤ a, when χ > 0 is sufficiently small, for any
c > c∗0 = 2
√
a, (1.5) has a transition front solution connecting (0, 0) and (u∗(t), v∗(t)) with
least mean speed c.
The rest of the paper is organized as follows. In section 2, we construct proper sub-solutions
and super-solutions of some equations related to (1.10) with certain c(t), which will be of great
use in the proofs of the main results. We prove Theorem 1.1 and Theorem 1.2 in sections 3 and
4, respectively.
2 Sub- and super-solutions
In this section, we construct proper sub-solutions and super-solutions of some equations related
to (1.10) with certain c(t).
For any fixed 0 < κ < min{κχ,√a}(≤ min{
√
λ,
√
a}), let cκ(t) = a(t)+κ
2
κ
,
φκ(x) = e
−κx, ∀x ∈ R, (2.1)
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and
φ+κ (x) = min{φκ(x),
asup
binf − χµ}, ∀ x ∈ R. (2.2)
It is not difficult to see that
d2
dx2
φκ + cκ(t)
d
dx
φκ + a(t)φκ =
(
κ2 − κc(t) + a(t)
)
φκ = 0, ∀ x ∈ R, t ∈ R. (2.3)
Note that
cκ := lim inf
t−s→∞
1
t− s
∫ t
s
cκ(y)dy =
a+ κ2
κ
, ∀ κ > 0, (2.4)
and
cκ := lim sup
t−s→∞
1
t− s
∫ t
s
cκ(y)dy =
a+ κ2
κ
, ∀ κ > 0. (2.5)
Hence,
ainf + κ
2
κ
≤ cκ ≤ cκ ≤
asup + κ
2
κ
, ∀ κ > 0.
Fix 0 < κ < min{κχ,√a} and 0 < β0 < 13 . Let
Eκ,β0,M = {φ ∈ C(R, Cbunif(R)) | 0 ≤ φ(x, t) ≤ φ+κ (x) and|φ(x+ h, t) − φ(x, t)| ≤M |h|β0 ,
|φ(x, t+ h)− φ(x, t)| ≤M |h|β0 ∀x, t, h ∈ R, |h| ≤ 1}, (2.6)
where M is a positive constant to be determined later. For every φ ∈ Eκ,β0,M , consider
Lκ,φ(u) = 0, (2.7)
where
Lκ,φ(u) = ∂tu− ∂xxu− (cκ(t)− χ∂xψ(·, ·;φ))∂xu− (a(t)− χλψ(·, ·;φ) − (b(t)− χµ)u)u,
and ψ(·, ·;φ) is given by
ψ(x, t;φ) = µ
∫ ∞
0
e−λs√
4πs
[ ∫
R
e−
|x−y|2
4s φ(y, t)dy
]
ds
=
µ√
π
∫ ∞
0
∫
R
e−λs−|y|
2
φ(x+ 2
√
sy, t)dyds. (2.8)
It is not difficult to prove that ψ(·, ·;φ) solves
∂xxψ(x, t;φ) − λψ(x, t;φ) + µψ(x, t;φ) = 0, x ∈ R, t ∈ R.
Note that, for every φ ∈ Eκ,β0,M , it holds that
∂xψ(x, t;φ) = µ
∫ ∞
0
e−λs√
4πs
[ ∫
R
(y − x)e− |x−y|
2
4s
2s
φ(y, t)dy
]
ds
=
µ√
π
∫ ∞
0
e−λs√
s
[ ∫
R
ze−z
2
φ(x+ 2z
√
s, t)dz
]
ds. (2.9)
Note also that, for given φ ∈ Eκ,β0,M , if u(x, t) = φ(x, t) is an entire solution of (2.7), then
(U(x, t), V (x, t)) = (φ(x, t), ψ(x, t;φ)) is an entire solution of (1.10) with c(t) = cκ(t). In the
following, for given φ ∈ Eκ,β0,M , we construct proper sub- and super-solutions of (2.7).
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Definition 2.1. For each given φ ∈ Eκ,β0,M , a function u ∈ C2,1(D), where D ⊂ R×R, is called
a super-solution (resp. sub-solution) of (2.7) on D if
Lκ,φ(u)(x, t) ≥ 0 (resp. Lκ,φ(u)(x, t) ≤ 0) for (x, t) ∈ D.
The following Lemma provides some useful estimates on ψ(·, ·, φ) and ∂xψ(·, ·, φ) for each
φ ∈ Eκ.
Lemma 2.2. (i) For every φ ∈ Eκ,β0,M , we have that
0 ≤ ψ(x, t;φ) ≤ min{ µasup
λ(binf − χµ) ,
µ
λ− κ2φκ(x)}, ∀ x ∈ R, ∀ t ∈ R (2.10)
and
|∂xψ(x, t;φ)| ≤ µ(
√
λ− κ2 + κ)
λ− κ2 φκ(x), ∀ x ∈ R, ∀ t ∈ R. (2.11)
(ii) Let φ ∈ Eκ,β0,M and {φn}n≥1 ⊂ Eκ,β0,M such that φn(x, t) → φ(x, t) as n → ∞ uniformly
on every compact subset of R× R. Then
ψ(x, t;φn)→ ψ(x, t;φ) and ψx(x, t;φn)→ ψx(x, t;φ) as n→∞
uniformly on every compact subset of R×R.
Proof. (i) The following arguments are inspired from the proofs of [41, Lemmas 2.2 & 2.3]. So
we refer the reader to [41] for more details on the estimates. Let φ ∈ Eκ,β0,M be given. Since
0 ≤ φ(x, t) ≤ φκ(x), it follows from (2.8) that
ψ(x, t;φ) ≤ µ
∫ ∞
0
e−λs√
4πs
[ ∫
R
e−
|x−y|2
4s e−κydy
]
ds =
µ
λ− κ2φκ(x). (2.12)
On the other hand, we have
0 ≤ ψ(x, t;φ) ≤ µ
[ ∫ ∞
0
e−λs√
4πs
[ ∫
R
e−
|x−y|2
4s dy
]
ds
]
sup
x∈R
φ(x, t) =
µ
λ
sup
x∈R
φ(x, t). (2.13)
Inequality (2.10) follows from (2.12) and (2.13).
Using (2.9) we have
|∂xψ(x, t;φ)| ≤ µe
−κx
√
π
∫ ∞
0
e−(λ−κ
2)s
√
s
[ ∫
R
(|z| + κ√s)e−z2dz
]
ds =
µ(
√
λ− κ2 + κ)
λ− κ2 φκ(x). (2.14)
Inequality (2.11) then follows from (2.14). This completes the proof of (i).
(ii) Let φ ∈ Eκ,β0,M and {φn}n≥1 ⊂ Eκ,β0,M be such that φn(x, t)→ φ(x, t) as n→∞ uniformly
on every compact subset of R× R. Then
lim
n→∞ sup(x,t)∈[−K,K]2
∫ R
0
∫ R
−R
e−λse−|y|
2 |φn(x+ 2
√
sy, t)− φ(x+ 2√sy, t)|dyds = 0,∀K > 0, R > 0.
On the other hand, observe that
lim
R→∞
sup
n≥1,x∈R, t∈R
∫
{s≥R or |y|≥R}
e−λse−|y|
2
φn(x+ 2
√
sy, t)dyds = 0.
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Therefore, it follows from (2.8) that ψ(x, t;φn)→ ψ(x, t;φ) as n→∞ uniformly on every compact
subset of R× R.
Similarly, using (2.9), the similar arguments to the above yield that ψx(x, t;φn)→ ψx(x, t;φ)
as n→∞ uniformly on every compact subset of R× R.
By (2.4), we have that
cκ − 2κ ≥
a− κ2
κ
> 0, ∀ 0 < κ < min{κχ,√a}. (2.15)
Hence, since (H1) holds, there is ε > 0 such that
0 < ε < min{κ, a− κ
2
κ
} and binf − χµ
χµ
>
(κ+ ε)(
√
λ− κ2 + κ)− λ
λ− κ2 . (2.16)
With this choice of ε, it readily follows that cκ − 2κ− ε = 1κ(a− κ(κ+ ε)) > 0.
Lemma 2.3. Fix an ǫ > 0 satisfying (2.16). There is A ∈W 1,∞loc (R) ∩ L∞(R) such that
A′(t)+ ε(cκ(t)− 2κ− ε) > A0 := ε
2
(cκ− 2κ− ε) =
ε
2κ
(a−κ(κ+ ε)) > 0, a. e. t ∈ R. (2.17)
Moreover, there exist {tn}n∈Z such that tn < tn+1, tn → ±∞ as n → ±∞ and A ∈ C1(tn, tn+1)
for every n ∈ Z.
Proof. Note that 0 < cκ ≤ cκ <∞. The lemma follows from [43, Lemma 2.2] and its proof.
We introduce the following expressions
A1 = bsup − χµ+
χµ
(
κ(
√
λ2 − κ2 + κ) + λ
)
λ− κ2 (2.18)
and
A2 = binf − χµ+
χµ
(
λ− (κ+ ε)(√λ− κ2 + κ)
)
λ− κ2 . (2.19)
It follows from (2.16) that A1 > 0 and A2 > 0. Finally, let us take
d = e‖A‖∞(1 +
A0
A1
) (2.20)
and define
φκ,ε,d,A(x, t) = φκ(x)− deA(t)φκ+ε(x). (2.21)
We introduce the following functions
x−κ,ε,d,A(t) :=
ln(d) +A(t)
ε
=
‖A‖∞ +A(t) + ln(1 + A0A1 )
ε
> 0, (2.22)
and
x+κ,ε,d,A(t) :=
ln(κ+ε
κ
d) +A(t)
ε
, ∀ t ∈ R. (2.23)
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It is clear from the definition of x+κ,ε,d,A(t) and x
−
κ,ε,d,A(t) that
x+κ,ε,d,A(t)− x−κ,ε,d,A(t) =
ln(κ+ε
κ
)
ε
, ∀ t ∈ R. (2.24)
The next result provides some useful information on the relationship between the functions
φκ,ε,d,A(x, t), x
+
κ,ε,d,A(t), and x
−
κ,ε,d,A(t).
Lemma 2.4. Let φκ,ε,d,A(x, t), x
+
κ,ε,d,A(t), and x
−
κ,ε,d,A(t) be given by (2.21), (2.23), and (2.22),
respectively. Then, the following hold.
(i) For every t ∈ R, we have that
φκ,ε,d,A(x
−
κ,ε,d,A(t), t) = 0 and (x− x−κ,ε,d,A(t))φκ,ε,d,A(x, t) > 0, ∀x 6= x−κ,ε,d,A(t). (2.25)
(ii) For every t ∈ R, we have that
0 <
ln(d)− ‖A‖∞
ε
≤ x−κ,ε,d,A(t) < x+κ,ε,d,A(t) ≤
ln(κ+ε
κ
d) + ‖A‖∞
ε
<∞. (2.26)
(iii) For every t ∈ R, the function R ∋ x 7→ φκ,ε,d,A(x, t) is strictly increasing on the interval
(−∞, x+κ,ε,d,A(t)] and is strictly decreasing on the interval [x+κ,ε,d,A(t),∞). Hence, we have
that maxx∈R φκ,ε,d,A(x, t) = φκ,ε,d,A(x+κ,ε,d,A(t), t) for each t ∈ R. Moreover, it holds that
0 < inf
t∈R
φκ,ε,d,A(x
+
κ,ε,d,A(t), t). (2.27)
Proof. Lemma 2.4 (i) and (ii) follow from (2.22), (2.23) and (2.24). Observe that
∂xφκ,ε,d,A(x, t) = −κ
(
eεx − (κ+ ε)de
A(t)
κ
)
e−(κ+ε)x, ∀ x ∈ R, ∀ t ∈ R,
and
∂xφκ,ε,d,A(x
+
κ,ε,d,A(t), t) = 0, ∀ t ∈ R.
Hence the first statement in Lemma 2.4 (iii) follows from the first derivative test. We have that
φκ,ε,d,A(x
+
κ,ε,d,A(t), t) =
ε
κ
eA(t)−(κ+ε)x
+
κ,ε,d,A
(t) ≥ ε
κ
e
− (κ+ε)
ε
(
2‖A‖∞+ln(dκ+εκ )
)
> 0, ∀ t ∈ R.
This completes the proof of the Lemma.
The next result provides us with sub- and super-solutions of (2.7) for every φ ∈ Eκ,β0,M .
Theorem 2.5. Suppose that (H1) holds and let φ ∈ Eκ,β0,M . Then the following hold.
(i) The function u(x, t) = φκ(x) is a super-solution of (2.7) on R× R.
(ii) The constant function u(x, t) =
asup
binf−χµ is a super-solution of (2.7) on R× R.
(iii) The function φκ,ε,d,A(x, t) is a sub-solution of (2.7) on the set Dκ,ε,d,A defined by
Dκ,ε,d,A := {(x, t) ∈ R× R : x ≥ x−κ,ε,d,A(t)}.
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(iv) For every 0 < δ ≤
binf−χµ
(
1+
asup
ainf
)
(binf−χµ)(bsup−χµ) , the constant function u(x, t) = δ is a sub-solution of
(2.7) on R× R.
Proof. Let φ ∈ Eκ,β0,M be given. The theorem can be proved by the similar arguments as those
in [41, Theorem 2.1]. For the completeness, we provide a proof in the following.
(i) Using (2.3) and (2.11), for every (x, t) ∈ R× R, we have
Lκ,φ(φκ)(x, t) = −κχ∂xψ(x, t;u)φκ + (χλψ(x, t;φ) + (b(t)− χµ)φκ)φκ
≥
(
binf − χµ− κχµ(
√
λ− κ2 + κ)
λ− κ2
)
φ2κ + χλv(·, ·;u)φκ ≥ 0.
(2.28)
Hence (i) follows.
(ii) Since 0 ≤ ψ(x, t;φ), we have that
Lκ,φ( asup
binf − χµ
) =−
(
a(t)− χλψ(·, ·;φ) − (b(t)− χµ) asup
binf − χµ
) asup
binf − χµ
≥
(
(b(t)− χµ) asup
binf − χµ
− a(t)
) asup
binf − χµ
≥ 0.
Hence (ii) follows.
(iii) We first note that x > 0 whenever (x, t) ∈ Dκ,ε,d,A. For (x, t) ∈ Dκ,ε,d,A, let A˜(t, x) =
A(t)− (κ+ ε)x and using Lemma 2.2 and Lemma 2.3, we have
Lκ,φ(φκ,ε,d,A)(x, t)
=− dA′eA˜(t,x) −
[
κ2e−κx − d(κ+ ε)2eA˜(t,x)
]
− (cκ(t)− χ∂xψ(·, ·;φ))
[
− κe−κx + d(κ+ ε)eA˜(t,x)
]
−
[
a(t)− χλψ(·, ·;φ) − (b(t)− χµ)φκ,ε,d,A
]
φκ,ε,d,A
=− d
(
A′ +
ε
κ
(
a(t)− κ(κ+ ε)
))
eA˜(t,x) + χ∂xψ(·, ·;φ)
(
− κe−κx + d(κ+ ε)eA˜(t,x)
)
+ χλψ(·, ·;φ)φκ,ε,d,A + (b(t)− χµ)e−2κx − d(b(t)− χµ)
(
e−κx + φκ,ε,d,A
)
eA˜(t,x)
≤− d
(
A′ + ε(cκ(t)− 2κ− ε)
)
eA˜(t,x) +
χλµ
λ− κ2φκ(φκ − de
A˜(t,x))
+
χµ(
√
λ− κ2 + κ)
λ− κ2 φκ
(
κe−κx + d(κ+ ε)eA˜(t,x)
)
+ (b(t)− χµ)e−2κx − d(b(t)− χµ)
(
φκ + φκ,ε,d,A
)
eA˜(t,x)
≤−
(dε
2κ
(
a− κ(κ+ ε)
)
eA(t)+(κ−ε)x − (b(t)− χµ)− χµ(λ+ κ(
√
λ− κ2 + κ))
λ− κ2
)
e−2κx
− d
(
(b(t)− χµ) + χµ
(λ− (κ+ ε)(√λ− κ2 + κ)
λ− κ2
))
φκe
A˜(t,x) − d(b(t)− χµ)φκ,ε,d,AeA˜(t,x)
≤−A0e−‖A‖∞
(
d− A1e
‖A‖∞
A0
)
e−2κx − dA2φκeA˜(t,x) − d(binf − χµ)φκ,ε,d,AeA˜(t,x)
≤0,
where A0, A1, and A2 are given by (2.17), (2.18) and (2.19) respectively. Thus, (iii) follows.
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(iv) Let 0 < δ ≤
binf−χµ
(
1+
asup
ainf
)
(binf−χµ)(bsup−χµ) . We have that
Lκ,φ(δ) =−
(
a(t)− χλψ(·, ·;φ) − (b(t)− χµ)δ
)
δ
≤− (ainf − χµasup
binf − χµ − (bsup − χµ)δ)δ
=− ainf(bsup − χµ)
( binf − χµ(1 + asupainf )
(binf − χµ)(bsup − χµ) − δ
)
≤0.
(iv) then follows.
We recall from Lemma 2.4 (iv) that inft∈R φκ,ε,d,A(x+κ,ε,d,A(t), t) > 0, where x
+
κ,ε,d,A(t) is
defined by (2.23). Moreover, Lemma 2.4 guarantees that for each given t ∈ R and every
δ ∈ (0, inf t∈R φκ,ε,d,A(x+κ,ε,d,A(t))), there is a unique xκ,ε,d,A(t; δ) ∈ (x−κ,ε,d,A(t), x+κ,ε,d,A(t)) such
that
φκ,ε,d,A(xκ,ε,d,A(t; δ), t) = δ.
Let 0 < δ0 < min{
binf−χµ
(
1+
asup
ainf
)
(binf−χµ)(bsup−χµ) , inft∈R φκ,ε,d,A(x
+
κ,ε,d,A(t), t)} be fixed and define
φ−κ (x, t) =
{
φκ,ε,d,A(x, t), if x ≥ xκ,ε,d,A(t; δ0)
δ0, if x ≤ xκ,ε,d,A(t; δ0).
(2.29)
It should be noted that the function R ∋ t 7→ xκ,ε,d,A(t; δ0) is Lipschitz continuous.
3 Existence of transition front solutions
In this section, we prove the existence of transition front solutions of (1.5). We suppose that (H1)
holds, and Eκ,β0,M is defined as in the previous section. The functions φ+κ and φ−κ are given by
(2.2) and (2.29), respectively. Our main idea to prove the existence of transition front solutions of
(1.5) is to prove that there is φ(·, ·) ∈ Eκ,β0,M such that (U(x, t), V (x, t)) = (φ(x, t), ψ(x, t;φ)) is an
entire solution of (1.10) with c(t) = cκ(t) and that (u(x, t), v(x, t)) = (U(x−
∫ t
0 cκ(s)ds, t), V (x−∫ t
0 cκ(s)ds, t)) is a transition front solution of (1.5). To do so, we first prove some lemmas.
For every φ ∈ Eκ,β0,M , t0 ∈ R and u0 ∈ Cbunif(R), let Φ(x, t; t0, u0, φ), x ∈ R, t ≥ t0 be the
solution of {
Lκ,φ(Φ) = 0, x ∈ R, t > t0
Φ(x, t0; t0, u0, φ) = u0(x), ∀ x ∈ R,
(3.1)
where Lκ,φ is given by (2.7) (the existence of Φ(x, t; t0, u0, φ) follows from general semigroup
theory).
Lemma 3.1. For every φ ∈ Eκ,β0,M and t0 ∈ R, let Φ(x, t; t0, φ+κ , φ) be given by (3.1). Then the
following hold.
(i) For any t2 < t1, 0 ≤ Φ(x, t; t2, φ+κ , φ) ≤ Φ(x, t; t1, φ+κ , φ) ≤ φ+κ (x) for every x ∈ R and t ≥ t1.
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(ii) For any t0 ∈ R, φ−κ (x, t) ≤ Φ(x, t; t0, φ+κ , φ) for all x ∈ R and t ≥ t0, where φκ,ε,d,A is given
by (2.21).
Proof. (i) Since Φ(x, t0; t0, φ
+
κ , φ) ≤ φκ(x) for every x ∈ R, it follows from comparison principle
for parabolic equations and Theorem 2.5 (i) that
Φ(x, t; t0, φ
+
κ , φ) ≤ φκ(x), ∀ x ∈ R, ∀ t ≥ t0.
On the other hand, since φ+κ (x) ≤ asupbinf−χµ , it follows from Theorem 2.5 (ii) and comparison
principle for parabolic equations that
Φ(x, t; t0, φ
+
κ , φ) ≤
asup
binf − χµ, ∀ x ∈ R, ∀ t ≥ t0.
Thus
Φ(x, t; t0, φ
+
κ , φ) ≤ φ+κ (x) = Φ(x, t0; t0, φ+κ , φ) ∀ x ∈ R, ∀ t ≥ t0.
Hence for any t2 < t1,
Φ(x, t1; t2, φ
+
κ , φ) ≤ φ+κ (x) = Φ(x, t1; t1, φ+κ , φ).
Then, by comparison principle for parabolic equations, we have
Φ(x, t; t2, φ
+
κ , φ) ≤ Φ(x, t; t1, φ+κ , φ) ∀ x ∈ R, ∀ t ≥ t1.
This completes the proof of (i).
(ii) Note that if φκ,ε,d,A(x, t) ≤ 0 then we are done. Observe from (i) and Lemma 2.4 (i) that
φκ,ε,d,A(x
−
κ,ε,d(t), t) = 0 ≤ Φ(x−κ,ε,d,A(t), t; t0, φ+κ , φ) for every t ≥ t0. Since φκ,ε,d,A(x, t0) ≤ φ+κ (x)
for every x ≥ x−κ,ε,d,A(t0), hence it follows from Theorem 2.5 (iii) and comparison principle for
parabolic equations that
φκ,ε,d,A(x, t) ≤ Φ(x, t; t0, φ+κ , φ), ∀ x ≥ x−κ,ε,d,A(t), ∀t ≥ t0.
In particular, we have that
δ0 = φκ,ε,d,A(xκ,ε,d,A(t; δ0), t) ≤ Φ(xκ,ε,d,A(t; δ0), t; t0, φ+κ , φ), ∀t ≥ t0.
Observe that δ0 ≤ φ+κ (x) = φ(x, t0; t0, φ+κ , φ) for every x ≤ xκ,ε,d,A(t; δ0), t ∈ R and t0 ∈ R. We
also note that Lemma 2.4 implies that u(x, t) = δ0 is a sub-solution of (2.7) on (−∞, xκ,ε,d,A(δ0, t0)].
Hence, it follows from comparison principle for parabolic equations that
δ0 ≤ Φ(x, t; t0, φ+κ , φ), ∀x ≤ xκ,ε,d,A(δ0, t0), ∀ t ≥ t0.
This completes the proof of (ii).
It follows from Lemma 3.1 that for every φ ∈ Eκ,β0,M , Φ(·, ·; t0, φ+κ , φ) is non-decreasing in
t0 ∈ R. Then for each φ ∈ Eκ,β0,M , there is Φ(x, t;φ) such that
Φ(x, t;φ) := lim
t0→−∞
Φ(x, t; t0, φ
+
κ , φ) ∀x, t ∈ R. (3.2)
Moreover, we have
φ+κ (x) ≥ Φ(x, t;φ) ≥ φ−κ (x, t), ∀ x ∈ R, ∀ t ∈ R. (3.3)
Hence, we introduce the following set,
E˜κ,β0,M = {φ ∈ Eκ,β0,M |φ−κ (x, t) ≤ φ(x, t) ≤ φ+κ (x), ∀ x ∈ R, ∀ t ∈ R}. (3.4)
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Lemma 3.2. For every φ ∈ E˜κ,β0,M , Φ(·, ·;φ) ∈ E˜κ,β0,M when M is sufficiently large and satisfies
the parabolic equation
∂tΦ = ∂xxΦ+(cκ(t)−χ∂xψ(·, ·;φ))∂xΦ+(a(t)−λχψ(·, ·;φ)−(b(t)−χµ)Φ)Φ, ∀(x, t) ∈ R×R. (3.5)
Proof. We will apply the similar arguments as those in [41, Lemma 3.5] to prove this lemma.
First of all, let {T (t)}t≥0 denotes the C0−semigroup generated by ∆− I on Cbunif(RN ). Using
the fact that ∂xxψ(·, ·, φ) = λψ(·, ·, φ) − µφ, the variation of constant formula yields that
Φ(x, t; t0, φ
+
κ , φ)
=T (t− t0)φ+κ +
∫ t
t0
T (t− s)((cκ(s)− χ∂xψ(·, s, φ))∂xΦ(·, s; t0, φ+κ , φ))ds
+
∫ t
t0
T (t− s)((a(s) + 1− λχψ(·, s;φ) − (b(s)− χµ)Φ(·, s; t0, φ+κ , φ))Φ(·, s; t0, φ+κ , φ))ds
=T (t− t0)φ+κ︸ ︷︷ ︸
I1t0
(·,t)
+
∫ t
t0
T (t− s)∂x((cκ(s)− χ∂xψ(·, s, φ))Φ(·, s; t0 , φ+κ , φ))ds︸ ︷︷ ︸
I2t0
(·,t)
+
∫ t
t0
T (t− s)(a(s) + 1− χµφ(·, s))Φ(·, s; t0, φ+κ , φ)ds︸ ︷︷ ︸
I3t0
(·,t)
−
∫ t
t0
T (t− s)(b(s)− χµ)Φ2(·, s; t0, φ+κ , φ)ds︸ ︷︷ ︸
I4t0
(·,t)
.
(3.6)
Next, choose β02 < β <
1
2 − β0 (such β exists for 0 < β0 < 13 ). Let Xβ denotes the fractional
power space associated with ∆−I on Cbunif(RN ). We claim that there is a constant C˜β independent
of t, u, and t0 such that
‖Φ(·, t; t0, φ+κ , φ)‖Xβ ≤ C˜β
( e−(t−t0)
(t− t0)β + 1
)
, ∀t > t0. (3.7)
In fact, by [40, Lemma 3.2], there is a constant Cβ > 0 such that
‖I1t0(·, t)‖Xβ ≤ Cβ(t− t0)−βe−(t−t0)‖φ+κ ‖∞ =
Cβe
−(t−t0)asup
(t− t0)β(binf − χµ) , (3.8)
‖I2t0(·, t)‖Xβ ≤ Cβ
∫ t
t0
(t− s)−( 12+β)e−(t−s)(‖cκ‖∞ + χ‖∂xψ(·, s, φ)‖∞)‖Φ(·, s; t0, φ+κ , φ)‖∞ds
≤ Cβ
∫ t
t0
(t− s)−( 12+β)e−(t−s)(asup + κ
2
κ
+ χµ‖φ(·, s)‖∞)‖φ+κ ‖∞ds
≤ Cβ
(asup + κ2
κ
+
χµasup
binf − χµ
)asupΓ(12 − β)
binf − χµ , (3.9)
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‖I3t0(·, t)‖Xβ ≤ Cβ
∫ t
t0
(t− s)−βe−(t−s)
(
asup + 1 + χµ‖φ(·, s)‖∞
)
‖Φ(·, s; t0, φ+κ , φ)‖∞ds
≤ Cβ
(
asup + 1 +
χµasup
binf − χµ
)asupΓ(1− β)
binf − χµ , (3.10)
and
‖I4t0(·, t)‖Xβ ≤ Cβ(bsup − χµ)
a2supΓ(1− β)
(binf − χµ)2 . (3.11)
The claim then follows from (3.8)–(3.11).
Now, we claim that there is a constant C¯β > 0 independent of t0, φ, and t such that
‖Φ(·, t+ h; t0, φ+κ , φ)− Φ(·, t; t0, φ+κ , φ)‖Xβ ≤ C¯β(h1−β + h
1
2
−β)
( e−(t−t0)
(t− t0)β + 1
)
, ∀h > 0, t > t0.
(3.12)
In fact, for h > 0 and t > t0, we have
‖I1t0(·, t+ h)− I1t0(·, t)‖Xβ = ‖(T (h) − I)T (t+ n)φ+κ ‖∞ ≤
Cβh
βe−(t−t0)
(t− t0)β ‖φ
+
κ ‖∞, (3.13)
‖I2t0(·, t+ h)− I2t0(·, t)‖Xβ
≤ Cβhβ
∫ t
t0
e−(t−s)
(t− s) 12+β
(asup + κ2
κ
+ χµ‖φ(·, s)‖∞
)
‖Φ(·, s; t0, φ+κ , φ)‖∞ds
+ Cβ
∫ t+h
t
e−(t+h−s)
(t+ h− s) 12+β
(asup + κ2
κ
+ χµ‖φ(·, s)‖∞
)
‖Φ(·, s; t0, φ+κ , φ)‖∞ds
≤ Cβ
(
hβΓ(
1
2
− β) + h
1
2
−β
1
2 − β
)(asup + κ2
κ
+
χµasup
binf − χµ
) asup
binf − χµ
, (3.14)
‖I3t0(·, t+ h)− I3t0(·, t)‖Xβ ≤ Cβ
(
hβΓ(1− β) + h
1−β
1− β
)(
asup + 1 +
χµasup
binf − χµ
) asup
binf − χµ, (3.15)
and
‖I4t0(·, t+ h)− I4t0(·, t)‖Xβ ≤ Cβ
(
hβΓ(1− β) + h
1−β
1− β
)(
bsup − χµ
) asup
binf − χµ. (3.16)
(3.12) then follows from (3.13)–(3.16).
Letting t0 → −∞ in (3.12), we obtain
‖Φ(·, t+ h;φ) − Φ(·, t;φ)‖Xβ ≤ C¯β(h1−β + h
1
2
−β), ∀h > 0, t ∈ R. (3.17)
Note that Xβ is continuously embedded in C2νunif(R) for 0 < ν < 2β ([17]). This together with
(3.7) implies that there is Cˆβ > 0 such that
|Φ(x+ h, t;φ) − Φ(x, t;φ)| ≤ Cˆβ|h|β0 ∀x, t, h ∈ R, |h| ≤ 1. (3.18)
By (3.3), (3.17), and (3.18), we have that |Φ(·, ·;φ) ∈ E˜κ,β0,M for every φ ∈ E˜κ,β0,M provided that
M ≥ max{2C˜β , Cˆβ}.
Finally, by (3.7), (3.12), Arzela-Ascoli Theorem, and [12, Chapter 3 - Theorem 15], we have
that Φ(x, t; t0, φ)→ Φ(x, t;φ) in C2,1(D¯) as t0 → −∞ for any bounded domain D ⊂ R×R. This
implies that Φ(·, ·, φ) satisfies (3.5).
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In the following, we fix β02 < β <
1
2 − β0 and M ≥ max{2C˜β , Cˆβ}.
Lemma 3.3. For every φ ∈ E˜κ,β0,M , the function Φ(·, ·;φ) given by (3.2) is the only solution of
(3.5) in E˜κ,β0,M .
Proof. We apply the similar arguments as those in [41, Lemma 3.6] to prove this lemma.
Let φ ∈ E˜κ,β0,M be fixed and U1(x, t), U2(x, t) be solutions of (3.5) in E˜κ,β0,M . Let τ > 0 be
given. Since φ−κ (x, t) ≤ Ui(x, t) ≤ φ+κ (x) for every x ∈ R and t ∈ R, and limx→∞ φ
+
κ (x)
φ−κ (x,t)
= 1
uniformly in t ∈ R, then there is x¯τ ≫ 1 such that
1
1 + τ
≤ U1(x, t)
U2(x, t)
≤ 1 + τ, ∀ x ≥ x¯τ , ∀ t ∈ R. (3.19)
Note that inf{φ−κ (x, t) |x ≤ R, t ∈ R} > 0 for every R ∈ R and φ+κ (x) ≤ asupbinf−χµ . This together
with (3.19) and the fact that φ−κ (x, t) ≤ Ui(x, t) ≤ φ+κ (x) for every (x, t) ∈ R×R imply that there
is α ∈ R such that
α := inf{α˜ | α˜ ≥ 1 and 1
α˜
≤ U1(x, t)
U2(x, t)
≤ α˜, ∀ x ∈ R, ∀ t ∈ R}. (3.20)
It is clear α ≥ 1, and to prove the lemma, it suffices to prove that α = 1. We prove this in the
following by contradiction.
Assume that α > 1. It is clear from the definition of α that{
U1(x, t) ≤ αU2(x, t), ∀ x ∈ R, t ∈ R, and
U2(x, t) ≤ αU1(x, t), ∀ x ∈ R, t ∈ R.
(3.21)
Let τ ∈ (0, α − 1) and x¯τ be given by (3.19). Note that
Ui(x, t) = Φ(x, t; t0, Ui(·, t0), φ), ∀ x ∈ R, ∀ t ≥ t0,
where Φ(x, t; t0, Ui, φ) is given by (3.1) for each i = 1, 2. Since α > 1 and Ui(x, t) > 0 for every
(x, t) ∈ R× R, then
Lκ,φ(αUi) = (α− 1)(b(t) − χµ)Ui(αUi) > 0, ∀x ∈ R, t ∈ R, i = 1, 2. (3.22)
Hence, since α > 1, comparison principle for parabolic equations and (3.21) imply that{
U1(x, t+ t0) < Φ(x, t+ t0; t0, αU2, φ) < αU2(x, t+ t0), ∀ x ∈ R, ∀ t > 0, ∀ t0 ∈ R
U2(x, t+ t0) < Φ(x, t+ t0; t0, αU1, φ) < αU1(x, t+ t0), ∀ x ∈ R, ∀ t > 0, ∀ t0 ∈ R.
(3.23)
Note that (3.23) implies that
min
1
2
≤t≤1
(αUi(x¯τ , t+ t0)− Φ(x¯τ , t+ t0; t0, αUi, φ)) > 0, ∀ t0 ∈ R, i = 1, 2.
We claim that for each i = 1, 2, we have that
inf
t0∈R
min
1
2
≤t≤1
(αUi(x¯τ , t+ t0)−Φ(x¯τ , t+ t0; t0, αUi, φ)) > 0. (3.24)
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Assume that (3.24) does not hold. Without loss of generality, we may suppose that there are
sequences {t0n}n≥1 ⊂ R and {tn}n≥1 ⊂ [12 , 1] such that
lim
n→∞αU1(x¯τ , tn + t0n)− Φ(x¯τ , tn + t0n; t0n, αU1, φ) = 0. (3.25)
For each n ≥ 1, let un(x, t) = U1(x+x˜τ , t+tn+t0n) and u˜n(x, t) = Φ(x+x˜τ , t+tn+t0n; t0n, αU1, φ)
for x ∈ R and t ≥ −12 . Hence, by a priori estimates for parabolic equations and Arzela-Ascoli,
we may suppose that there exist u∗(x, t), u˜∗(x, t) ∈ C2,1(R × [−12 ,∞)), φ∗ ∈ Cδ(R × R), and
a∗(t), b∗(t) ∈ Cδ(R) such that
(un(x, t), u˜n(x, t), φ(t + tn + t0n))→ (u∗(x, t), u˜∗(x, t), φ∗(x, t))
and
(a(t+ tn + t0n), b(t+ tn + t0n))→ (a∗(t), b∗(t))
as n→∞ in the compact-open topology. Moreover, u∗(x, t) and u˜∗(x, t) solve the PDE
ut = uxx+(c
∗(t)−χ∂xψ(·, ·;φ∗))ux+(a∗(t)−χλψ(·, ·;φ∗)−(b∗(t)−χµ)u)u, x ∈ R, t ≥ −1
2
(3.26)
with c∗(t) = κ
2+a∗(t)
κ
. Observe that
0 < inf
s∈R
φ−κ (x, s) ≤ min{u∗(x, t), u˜∗(x, t)}, ∀x≪ −1, t ≥ −
1
2
,
and that
u˜∗(x, t) ≤ αu∗(x, t), ∀x ∈ R, t ≥ −1
2
.
Then 0 < u∗(x, t) for all x ∈ R and t > 12 . Multiplying (3.26) by α, we obtain that
(αu∗)t > uxx + (c∗(t)− χ∂xψ(·, ·))(αu∗)x + (a∗(t)− χλψ(·, ·;φ∗)− (b∗(t)− χµ)(αu∗))(αu∗).
Hence, comparison principle for parabolic equations yields that
u∗(x, t) < αu˜∗(x, t), ∀ x ∈ R, ∀ t > −1
2
.
In particular
u∗(0, 0) < αu˜∗(0, 0). (3.27)
On the other hand, (3.25) implies that
u∗(0, 0) = αu˜∗(0, 0),
which contradicts to (3.27). Thus (3.24) holds.
We note from (3.22) that
Lκ,φ(αUi) =(α− 1)(b(t) − χµ)Ui(αUi)
≥(α− 1)(binf − χµ)mτ (αUi), ∀ x ≤ x¯τ , ∀ t ∈ R.
(3.28)
where mτ = inf{φ−κ (x, t) : x ≤ x¯τ , t ∈ R} > 0.
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Let 0 < δ˜ ≪ 1 such that

δ˜ + (bsup − χµ)(1− e−δ˜)eδ˜ αasupbinf−χµ ≤ (α − 1)(binf − χµ)mτ ,
inft0∈Rmin 1
2
≤t≤1(αUi(x¯τ , t+ t0)− Φ(x¯τ , t+ t0; t0, αUi, φ)) > (e
δ˜−1)αasup
binf−χµ
(1 + τ)eδ˜ < α.
Let t0 ∈ R be given. For every t ≥ 0 and i = 1, 2, let Wi(x, t) = eδ˜tΦ(x, t + t0; t0, αUi(·, t0), φ).
We have
Lκ,φ(Wi)(x, t) ≤
(
δ˜ + (b(t)− χµ)(1− e−δ˜t)eδ˜tWi(x, t)
)
Wi(x, t)
≤
(
δ˜ + (bsup − χµ)(1− e−δ˜t)eδ˜t αasup
binf − χµ
)
Wi(x, t)
≤(α− 1)(binf − χµ)mτWi(x, t), ∀ 0 ≤ t ≤ 1.
(3.29)
Since Φ(x, t+ t0; t0, αUi, φ) ≤ αUi(x, t+ t0) ≤ αasupbinf−χµ for every t ≥ 0, t0 ∈ R and x ∈ R, then
(eδ˜ − 1)αasup
binf − χµ +Φ(x, t+ t0; t0, αUi, φ) ≥ e
δ˜tΦ(x, t+ t0; t0, αUi, φ), ∀ x ∈ R, t0 ∈ R, 0 ≤ t ≤ 1.
Therefore, it follows from the choice of δ˜ that
Wi(x, t) = e
δ˜tΦ(x˜τ , t+ t0; t0, αUi, φ) ≤ αUi(x˜τ , t+ t0), ∀ t ∈ [1
2
, 1], ∀ t0 ∈ R.
Combine this with (3.28), (3.29), the comparison principle for parabolic equations yield that
eδ˜tΦ(x, t+ t0; t0;αUi, φ) ≤ αUi(x, t+ t0), ∀x ≤ x˜τ , ∀ t ∈ [1
2
, 1], ∀ t0 ∈ R.
This combined with (3.23) give
U1(x, t) ≤ αe−δ˜U2(x, t) and U2(x, t) ≤ αe−δ˜U1(x, t), x ≤ x˜τ , t ∈ R.
Which is together with (3.19) and the fact that (1 + τ)eδ˜ ≤ α yield that
1
αe−δ˜
≤ U1(x, t)
U2(x, t)
≤ αe−δ˜ , ∀ t ∈ R,∀ x ∈ R.
Hence by definition of α, we must have α ≤ αe−δ˜, which is impossible. Thus α = 1 and the
lemma is proved.
Now we present the proof of Theorem 1.1
Proof of Theorem 1.1(1). For any given 0 < c < c∗χ, let 0 < κ < κ∗χ be such that c =
a+κ2
κ
. We
prove that (1.5) has a transition front solution (u(x, t), v(x, t)) = (U(x−Cκ(t), t), V (x−Cκ(t), t))
with Cκ(t) =
∫ t
0 cκ(s)ds and cκ(t) =
a(t)+κ2
κ
. To prove this, we prove the following claim.
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Claim 1.The mapping Φ : E˜κ,β0,M → E˜κ,β0,M , φ 7→ Φ(·, ·, φ), has a fixed point φ∗ satisfying
Φ(·, ·, φ∗) = φ∗. Furthermore, any element φ∗ ∈ E˜κ,β0,M with the property Φ(·, ·, φ∗) = φ∗ also
satisfies
lim
x→−∞ |φ
∗(x, t)− u∗(t)| = 0 and lim
x→∞
φ∗(x, t)
e−κx
= 1, uniformly in t,
where u∗(t) is the only positive entire solution of (1.3).
Assume that the claim holds. Let U(x, t) = φ∗(x, t) and V (x, t) = Ψ(x, t;U). Then
(u(x, t), v(x, t)) = (U(x− Cκ(t), t), V (x− Cκ(t), t))
where Cκ(t) =
∫ t
0 cκ(s)ds and cκ(t) =
a(t)+κ2
κ
, is a transition front solution of(1.5) connecting
(0, 0) and (u∗(t), v∗(t)) satisfying (1.14). In the following, we prove that the claim holds.
We first prove that the mapping Φ has a fixed point. To this end, let Cbunif(R×R) be endowed
with the compact-open topology, that is, a sequence of elements of Cbunif(R × R) converges if
and only it converges uniformly on every compact subsets of R × R. It is clear that E˜κ,β0,M is a
compact and convex subset of Cbunif(R × R) in the compact-open topology. To show that the
mapping Φ has a fixed point, it is then enough to show that Φ is continuous. We show this in
the following.
Let {φn}n≥1 and φ be elements of E˜κ,β0,M such that φn(x, t) → φ(x, t) as n → ∞ uniformly
on every compact subsets of R×R. Since E˜κ,β0,M is compact, there is a subsequence {nk} of {n}
and a function Φ(·, ·) ∈ E˜κ,β0,M such that Φ(x, t;φnk) → Φ(x, t) as nk → ∞ on every compact
subset of R×R. Since φnk(x, t)→ φ(x, t) as nk →∞ on very compact subset of R×R, it follows
from Lemma 2.11 (ii) that
ψ(x, t;φnk)→ ψ(x, t;φ) and ∂xψ(x, t;φn2)→ ∂xψ(x, t;φ) as nk →∞,
uniformly on every compact subset of R×R, where ψ(·, ·;φ) is given by (2.9). Therefore, it follows
from [12, Chapter 3 Theorem 3] that Φ(x, t) ∈ C2,1(R× R) and satisfies
Φt = Φxx + (cκ(t)− ψx(x, t;φ))Φx + (a(t)− χλψ(x, t;φ) − (b(t)− χµ)Φ)Φ, x ∈ R, t ∈ R.
Therefore, it follows from Lemma 3.3 that Φ(x, t) = Φ(x, t;φ) for every (x, t) ∈ R×R. Hence the
mapping Φ is continuous, and by Schauder’s fixed point theorem, there is φ∗ ∈ E˜κ,β0,M such that
Φ(x, t;φ∗) = φ∗(x, t) ∀ (x, t) ∈ R× R.
Next, we prove (1.16). Suppose that φ∗ = Φ(·, ·, φ∗). Since
lim
x→∞
φ+κ (x)
φ−κ (x, t)
= 1,
uniformly in t ∈ R and φ−κ (x, t) ≤ φ∗(x, t) ≤ φ+κ (x), for every x ∈ R and t ∈ R, we get that
lim
x→∞
φ∗(x, t)
e−κx
= 1, uniformly in t.
It remains to show that
lim
x→−∞ |φ
∗(x, t)− u∗(t)| = 0, uniformly in t, (3.30)
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where u∗(t) is given by (1.3).
Suppose by contradiction that (3.30) does not hold. Then, there exist a sequence of real
numbers {xn}n≥1 with limn→ xn = −∞, a sequence of real numbers {tn}n≥1, and a positive real
number δ > 0 such that
δ ≤ inf
n≥1
|φ∗(xn, tn)− u∗(tn)|. (3.31)
Let ψ∗(x, t) = ψ(x, t;φ∗). Hence (u(x, t), v(x, t)) := (φ∗(x − ∫ t0 cκ(s)ds, t), ψ∗(x − ∫ t0 cκ(s)ds, t))
solves (1.5).
For each n ≥ 1, x ∈ R, and t ∈ R, let
un(x, t) = u(x+xn+
∫ tn
0
cκ(s)ds, t+tn), u
∗
n(t) = u
∗(t+tn), an(t) = a(t+tn), bn(t) = b(t+tn),
and vn = µ(λI −∆)−1un. Note (un, vn) solves{
∂tun = ∂xxun − χ∂x(un∂xvn) + (an(t)− bn(t)un)un, x ∈ R, t ∈ R
0 = ∂xxvn − λvn + µun, x ∈ R, t ∈ R,
and
d
dt
u∗n = (an(t)− bn(t)un)un, t ∈ R.
Hence, up to a subsequence, using similar arguments as those used in the proof of Lemma 3.2,
we may assume that there exist (u˜, v˜) ∈ C2,1(R × R), u˜∗ ∈ C1(R), a˜, b˜ ∈ Cν0unif(R) such that
(un, vn) → (u˜, v˜), u∗n → u˜∗, an → a˜, and bn → b˜ as n → ∞ locally uniformly. Furthermore, it
holds that {
∂tu˜ = ∂xxu˜− χ∂x(u˜∂xv˜) + (a˜(t)− b˜(t)u˜)u˜, x ∈ R, t ∈ R
0 = ∂xxv˜ − λv˜ + µu˜, x ∈ R, t ∈ R,
(3.32)
and
d
dt
u˜∗ = (a˜(t)− b˜(t)u˜∗)u˜∗, t ∈ R. (3.33)
It is clear that 0 < inft∈R u˜∗(t) ≤ supt∈R u˜∗(t) < ∞. Using the fact that inft∈R xκ,ε,d,A(t; δ0) ≥
inft∈R x−κ,ε,d,A(t) > 0, it follows from (2.29) that
un(x, t) =φ
∗(x+ xn −
∫ tn+t
tn
cκ(s)ds, t+ tn)
≥φ−κ (x+ xn −
∫ tn+t
tn
cκ(s)ds, t+ tn)
≥δ0
whenever x+ xn −
∫ tn+t
tn
cκ(s)ds ≤ 0 . Since xn → −∞ as n→∞, and ‖cκ‖∞ ≤ asup+κ
2
κ
, then
0 < δ0 ≤ u˜(x, t) ≤ asup
binf − χµ, ∀x ∈ R, ∀ t ∈ R.
Hence (u˜, v˜) is a positive entire solution of (3.32). But, [46, Theorem 1.4] implies that (u˜∗, v˜∗),
where v˜∗ = µ(λI−∆)−1u˜∗, is the only strictly positive entire solution (3.32), when 0 < µχ ≤ binf2 .
Thus we must have
u˜(x, t) = u˜∗(t), ∀ x ∈ R, ∀ t ∈ R. (3.34)
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But inequality (3.31) gives that
0 < δ ≤ |u˜(0, 0) − u˜∗(0)|.
This contradicts to (3.34). Therefore, Claim 1 holds and Theorem 1.1(1) is thus proved.
Proof of Theorem 1.1(2). For given c > c∗χ, let κ ∈ (0,min{κχ,
√
aˆ}) (aˆ = 1
T
∫ T
0 a(t)dt) be such
that c = aˆ+κ
2
κ
. To prove Theorem 1.1(2), we first change the set Eκ,β0,M to
ETκ,β0,M = {φ ∈ C(R, Cbunif(R)) | 0 ≤ φ(x, t) ≤ φ+κ (x), φ(x, t+ T ) = φ(x, t)
|φ(x+ h, t)− φ(x, t)| ≤M |h|β0 , and
|φ(x, t+ h)− φ(x, t)| ≤M |h|β0 ∀x, t, h ∈ R, |h| ≤ 1}, (3.35)
and change E˜κ,β0,M to
E˜Tκ,β0,M = {φ ∈ E1κ,β0,M |φ−κ (x, t) ≤ φ(x, t) ≤ φ+κ (x), ∀ x ∈ R, ∀ t ∈ R}. (3.36)
Note that by the periodicity of a(t) and b(t), A(t) in (2.17) can be chosen to be periodic in t with
period T and then φ−κ (x, t) is periodic in t with period T .
Next, note that for any φ ∈ E˜Tκ,β0,M and any t1 > t2,
0 ≤ Φ(x, t; t2, φ+κ , φ) ≤ Φ(x, t; t1, φ+κ , φ) ≤ φ+κ (x)
for every x ∈ R and t ≥ t1. Let
Φ(x, t;φ) = lim
t0→∞
Φ(x, t; t0, φ
+
κ , φ) = lim
n→∞Φ(x, t;−nT, φ
+
κ , φ).
By the periodicity of a(t) and b(t), we have
Φ(x, t;φ) = lim
n→∞Φ(x, t;−nT, φ
+
κ , φ)
= lim
n→∞Φ(x, t+ nT ; 0, φ
+
κ , φ)
= lim
n→∞Φ(x, t+ (n+ 1)T ; 0, φ
+
κ , φ)
= Φ(x, t+ T ;φ).
Hence Φ(·, ·;φ) ∈ E˜Tκ,β0,M .
Now, by the similar arguments as in Claim 1, we can prove the following claim.
Claim 2.The mapping Φ : E˜Tκ,β0,M → E˜Tκ,β0,M , φ 7→ Φ(·, ·, φ), has a fixed point φ∗ satisfying
Φ(·, ·, φ∗) = φ∗. Furthermore, any element φ∗ ∈ E˜κ,β0,M with the property Φ(·, ·, φ∗) = φ∗ also
satisfies
lim
x→−∞ |φ
∗(x, t)− u∗(t)| = 0 and lim
x→∞
φ∗(x, t)
e−κx
= 1, uniformly in t,
where u∗(t) is the only positive entire solution of (1.3).
Finally, let U˜(x, t) = φ∗(x, t) and V˜ (x, t) = Ψ(x, t; U˜ ). Then
(u(x, t), v(x, t)) = (U˜(x− Cκ(t), t), V˜ (x− Cκ(t), t))
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where Cκ(t) =
∫ t
0 cκ(s)ds and cκ(t) =
a(t)+κ2
κ
, is a transition front solution of(1.5) connecting
(0, 0) and (u∗(t), v∗(t)) satisfying (1.14) and (1.15). Let
U(x, t) = U˜(x+ ct−
∫ t
0
ck(s)ds, t) and V (x, t) = V˜ (x+ ct−
∫ t
0
ck(s)ds, t).
Note that the function R ∋ t 7→ ct− ∫ t0 cκ(s)ds is periodic with period T . Then
(u(x, t), v(x, t)) = (U(x− ct, t), V (x− ct, t))
is a (periodic) transition front solution of(1.5) connecting (0, 0) and (u∗(t), v∗(t)) satisfying (1.15)
and (1.16).
Proof of Theorem 1.1(3). Suppose that a(t) ≡ a and b(t) ≡ b are independent of t. For every
c > c∗χ, let κ ∈ (0,min{κχ,
√
a}) be such that c = a+κ2
κ
. Similarly, to prove Theorem 1.1(3), we
change the set Eκ,β0,M to
E0κ,β0,M = {φ ∈ Cbunif(R) | 0 ≤ φ(x) ≤ φ+κ (x) and |φ(x+ h)− φ(x)| ≤M |h|β0 ∀x, t, h ∈ R, |h| ≤ 1},
(3.37)
and change E˜κ,β0,M to
E˜0κ,β0,M = {φ ∈ E2κ,β0,M |φ−κ (x, t) ≤ φ(x) ≤ φ+κ (x), ∀ x ∈ R, ∀ t ∈ R}. (3.38)
Note that A(t) in (2.17) can be chosen to be independent of t and then φ−κ (x, t) is independent
of t.
Note that, for any T > 0,
E˜0κ,β0,M ⊂ E˜Tκ,β0,M
and E˜0κ,β0,M is a closed convex subset of E˜Tκ,β0,M with respect to the open compact topology.
Note also that, for any φ ∈ E˜0κ,β0,M and any t1 > t2, we have
0 ≤ Φ(x, t; t2, φ+κ , φ) ≤ Φ(x, t; t1, φ+κ , φ) ≤ φ+κ (x)
for every x ∈ R and t ≥ t1. Let
Φ(x, t;φ) = lim
t0→∞
Φ(x, t; t0, φ
+
κ , φ).
We have
Φ(x, t;φ) = lim
t0→−∞
Φ(x, t; t0, φ
+
κ , φ)
= lim
t0→−∞
Φ(x, t− t0; 0, φ+κ , φ)
= lim
t0→−∞
Φ(x,−t0; 0, φ+κ , φ)
= Φ(x, 0;φ) ∀ t ∈ R.
Hence Φ(x, t;φ) ≡ Φ(x;φ) and Φ(·;φ) ∈ E˜0κ,β0,M .
Then Φ in Claim 2 has a fixed point φ∗ ∈ E˜0κ,β0,M . Let U(x, t) = φ∗(x) and V (x) = Ψ(x, t; U˜).
Then
(u(x, t), v(x, t)) = (U(x− ct), V (x− ct))
is a traveling wave solution of(1.5) connecting (0, 0) and (a
b
, µ
λ
a
b
) satisfying (1.17).
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4 Nonexistence of transition front solutions
In this section, we prove Theorem 1.2 on the nonexistence of transition front solutions of (1.5)
with least mean speed small then 2
√
a.
Proof of Theorem 1.2. Suppose that (u(t, x), v(t, x)) = (U(x − C(t), t), V (x− C(t), t)) is a tran-
sition front solution of (1.5) connecting (u∗(t), µ
λ
u∗(t)) and (0, 0). It suffices to prove that
2
√
a ≤ lim inf
t−s→∞
C(t)− C(s)
t− s . (4.1)
We prove this in five steps.
Step 1. In this step, we get some pointwise estimate for v(t, x) and vx(t, x).
Note that
0 < m0 := inf
x≤0,t∈R
u(t, x+ C(t)) = inf
x≤0,t∈R
U(x, t), (4.2)
and that
0 ≤ u(t, x) ≤M := asup
binf − χµ, ∀ t, x ∈ R. (4.3)
Note also that for every R≫ 1, there is CR ≫ 1 and εR > 0 such that
|χvx(t, ·)|L∞(BR
2
(x0)) + |χλv(t, ·)|L∞(BR
2
(x0)) ≤ CR‖u(t, ·)‖L∞(BR(x0)) + εRM, ∀ x0 ∈ R (4.4)
with limR→∞ εR = 0. By the arguments of [14, Lemma 2.2], for every p > 1, t0 > 0, s0 ≥ 0 and
R > 0, there is Ct0,s0,R,M,p
u(t+t1, x) ≤ Ct0,s0,R,M,p[u(t+s+t1, y)]
1
p (M+1), ∀ s ∈ [0, s0], t ≥ t0, t1 ∈ R, |x−y| ≤ R. (4.5)
By (4.4) and (4.5) with p > 1, s0 = 0 and t0 = 1, we have
|χvx(t, x)|+ χλv(t, x) = |χvx(t0 + t− t0, x)|+ χλv(t0 + t− t0, x)
≤ CR,p
(
u(t0 + t− t0, x)
) 1
p + εRM
= CR,p
(
u(t, x)
) 1
p + εRM ∀ t ∈ R, x ∈ R, (4.6)
where CR,p = CR · C1,0,R,M,p · (M + 1)(> 0).
Step 2. In this step, we construct super-solutions of some equation related to the first equation
in (1.1).
By [43, Lemma 2.2], for any 0 < a0 < a, there is Aa0(t) ∈W 1,∞loc (R) ∩ L∞(R) such that
a(t) +A′a0(t) ≥ a0, ∀ t ∈ R.
Fix 0 < a0 < a. For every γ ∈ R and s ∈ R, let
u˜s,γ(t, x) = eAa0 (t)u(t, x− γs+ C(s))
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for t ≥ s and x ∈ R. Then
u˜s,γt = A
′
a0
(t)u˜s,γ + eAa0(t)us,γt
= u˜s,γxx − χvx(t, x− γs+ C(s))u˜s,γx
+ u˜s,γ(a(t) +A′a0(t)− χλv(t, x− γs+ C(s))− (b(t)− χµ)u)
≥ u˜s,γxx − χvx(t, x− γs+ C(s))u˜s,γx
+ u˜s,γ(a0 − χλv(t, x− γs+ C(s))− (bsup − χµ)e‖Aa0‖∞ u˜s,γ)
≥ u˜s,γxx − χvx(t, x− γs+ C(s))u˜s,γx
+ u˜s,γ(a0 − χλεRM − χλCR,pe
1
p
‖Aa0‖∞(u˜s,γ) 1p − (bsup − χµ)e‖Aa0‖∞ u˜s,γ).
Let b0 = (bsup − χµ)e‖Aa0‖∞ and
A0(u) = uxx − χvx(t, x− γs+ C(s))ux
+ u(a0 − χλεRM − χλCR,pe
1
p
‖Aa0‖∞u
1
p − (bsup − χµ)e‖Aa0‖∞u).
Then u˜s,γ is a super-solution of
ut = A0u (4.7)
for t ≥ s and x ∈ R.
Step 3. In this step, we construct sub-solutions of some equation related to the first equation in
(1.1).
For any 0 < γ < 2
√
a0, choose 0 < ε≪ 1 such that
4(a0 − 4ε)− (γ + ε)2 ≥ 2ε.
By [33, Lemma A1, Appendix], there exist is r > 0 and h ∈ C2(R) satisfying that
h(ρ) = 0 for ρ ∈ (−∞, 0], h(ρ) = 1 for ρ ∈ [r,∞), h′(ρ) > 0 for 0 < ρ < r
and that
− h′′(ρ) + (γ + ε)h′(ρ)− (a0 − 2ε)h < 0 for 0 < ρ < r. (4.8)
Choose R0 ≫ 1 and 0 < σ ≪ 1 such that
CR0,pσ
1
p + εR0M < ε,
σ < m0e
−‖Aa0‖∞ ,
and
χλεR0M + χλCR0,pe
1
p
‖Aa0‖∞σ
1
p + (bsup − χµ)e‖Aa0‖∞σ < 2ε.
Let
u(t, x) = σh(γt− x)
and
Bs(t, x) = min{−χvx(t, x− γs+ C(s)), ε}.
25
Then
ut =σγh
′(γt− x)
=σ(γ + ε)h′(γt− x)− εσh′(γt− x)
=(γ + ε)σh′(γt− x) + εux
≤σh′′(γt− x) + (a0 − 2ε)σh(γt − x) + εux (by (4.8))
=uxx + εux + (a0 − 2ε)u
≤uxx +min{ε,−χvx(t, x− γs+ C(s))ux + (a0 − 2ε)u (since ux ≤ 0)
≤uxx +Bs(t, x)ux + u
(
a0 − χλεRM − χλCR,pe
1
p
‖Aa0‖∞u
1
p − (bsup − χµ)e‖Aa0‖∞u
)
.
where Bs(t, x) = min{ε,−χvx(t, x− γs+ C(s)). Let
A˜0u = uxx+Bs(t, x)ux + u
(
a0 − χλεRM − χλCR,pe
1
p
‖Aa0‖∞u
1
p − (bsup − χµ)e‖Aa0‖∞u
)
.
Then u(t, x) is a sub-solution of
ut = A˜0u (4.9)
for t ≥ s and x ∈ R.
Observe that (4.7) and (4.9) are the same at (t, x) such that Bs(t, x) = −χvx(t, x−γs+C(s)),
and hence (4.7) and (4.9) are the same at (t, x) such that u(t, x) is sufficiently small.
Step 4. In this step, we prove u(t, x) ≤ u˜s,γ(t, x) for t ≥ s and x ∈ R.
First of all, for any given t0 > s, there are x
−
0 < x
+
0 such that
u˜s,γ(t, x) > σ ≥ u(t, x) for s ≤ t ≤ t0, x ≤ x−0 (4.10)
and
u˜s,γ(t, x) < σ, χvx(t, x− γs+ C(s)) = −Bs(t, x) for s ≤ t ≤ t0, x ≥ x+0 . (4.11)
Note that
u(s, x) < u˜s,γ(s, x) ∀ x ∈ R. (4.12)
Hence, there is s < t˜0 ≤ t0 such that
u(t, x+0 ) ≤ u˜s,γ(t, x+0 ) for s ≤ t ≤ t˜0.
Then by (4.11) and comparison principle for parabolic equations, we have
u(t, x) ≤ u˜s,γ(t, x) for s ≤ t ≤ t˜0, x ≥ x+0 . (4.13)
Next, we prove that
u(t, x) ≤ u˜s,γ(t, x) for s ≤ t ≤ t0, x−0 ≤ x ≤ x+0 . (4.14)
Assume on the contrary that there is s < t˜1 ≤ t0 and x−0 ≤ x˜1 ≤ x+0 such that
u(t˜1, x˜1) > u˜
s,γ(t˜1, x˜1).
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Let
t1 := inf{t ∈ (s, t0] | ∃ xt ∈ [x−0 , x+0 ] satisfying u(t, xt) ≥ u˜s,γ(t, xt)}.
Note that t1 > s, otherwise there would exist a sequence {(tn, xn)}n≥1, tn ∈ (s, t0], xn ∈ [x−0 , x+0 ],
and u(tn, xn) ≥ u˜s,γ(tn, xn) for every n with tn → s. Without loss of generality, we may suppose
that xn → x ∈ [x−0 , x+0 ]. Thus we must have that u(s, x) ≥ u˜s,γ(s, x), which contradicts to (4.12).
Therefore by (4.10), (4.12), and (4.13) we have that t1 ≤ t˜1,
u(t, x) < u˜s,γ(t, x) ∀ s ≤ t < t1, x ∈ R, (4.15)
and
σ ≥ u(t1, x1) = u˜s,γ(t1, x1) for some x−0 ≤ x1 ≤ x+0 . (4.16)
This implies that there is 0 < δ ≪ 1 such that s < t1 − δ and
Bs(t, x) = −χvx(t, x− γs+ C(s)) for t1 − δ ≤ t ≤ t1, |x− x1| ≤ δ.
Note that
u(t1 − δ, x) < u˜s,γ(t1 − δ, x) ∀ x ∈ R
and
u(t, x1 ± δ) ≤ u˜s,γ(t, x± δ) ∀ t1 − δ ≤ t ≤ t1.
Then by comparison principle for parabolic equations, we have
u(t1, x1) < u˜
s,γ(t1, x1),
which contradicts to (4.16). Hence (4.14) holds.
Now, by (4.11), (4.14), and comparison principle for parabolic equations, we have
u(t, x) ≤ u˜s,γ(t, x) ∀ s ≤ t ≤ t0, x ∈ R.
Then, since t0 > s is arbitrary, we have
u(t, x) ≤ u˜s,γ(t, x) ∀ t ≥ s, x ∈ R. (4.17)
Step 5. In this step, we prove that (4.1) holds.
Taking x = γt− r2 in (4.17), we obtain that
0 < e−‖Aa0‖∞h(
r
2
) ≤ u(t, γ(t− s)− r
2
+ C(s)) = U(t, γ(t− s)− r
2
+ C(s)− C(t)),∀ t > s.
This together with the fact that limx→∞U(t, x) = 0 uniformly in t ∈ R implies that there is
L≫ 1 such that
γ ≤ C(t)− C(s)
t− s +
L+ r/2
t− s for t > s,
and then
γ ≤ lim inf
t−s→∞
C(t)− C(s)
t− s .
Since, γ is arbitrarily chosen less that 2
√
a0, we infer that
2
√
a0 ≤ lim inf
t−s→∞
C(t)− C(s)
t− s , ∀ 0 < a0 < a.
This implies that (4.1) holds. The theorem is thus proved.
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