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ABSTRACT
Woo, Yei-Sol. M.S., Purdue University, December 2015. RFID Big Data Warehousing
and Analytics in Cloud Computing Environment. Major Professor: Jin Soung Yoo.
Radio Frequency Identification (RFID) technology is a prevalent tool in track-
ing moving objects. In supply chain management systems, most major retailers use
RFID systems to track the movement of products from suppliers to warehouses, store
backrooms, and eventually points of sale. The amount of information generated by
such systems can be enormous since each individual item (a pallet, a box, or a SKU)
will leave a trail of data as it moves to different locations. Data warehousing provides
architectures and tools for business executives to systematically organize, understand,
and use their data to make strategic decisions. Warehousing and analyzing massive
RFID data sets is an important problem with great potential benefits for inventory
managing, object tracking, and product procurement processing.
Many industries that have been collecting digital data are having difficulties scal-
ing up their systems because of the large size of the data. Since the data sets are
so large and complex, it becomes difficult and expensive to process using traditional
database management tools and data processing applications. Cloud computing ser-
vices and big data platforms, such as Hadoop, can scale to handle much larger data
sets.
In this thesis, I propose two RFID data warehouse designs, normalized schema and
denormalized schema, that can handle massive amounts of RFID data and support
a variety of OLAP queries as well as location and path related queries. This thesis
implements the proposed schemas using a relational database system (PostgreSQL)
xii
and a big data platform (Hadoop/Hive), and then conducts performance tests with the
cloud computing service. I closely studied how the schema designs, database systems,
data storage formats, and the number of Hadoop nodes affected the performance for
each type of queries I implemented.
A lot of businesses are interested in switching from relational databases to big
data platforms, thinking this will enhance the query performance. This thesis shows
that a big data platform does not always have a better performance than a relational
database when there are less than a few billion records. Also, when the size of the
data is not big enough, increasing the number of Hadoop nodes is not always effective
because the percentage of wait-time takes longer than the percentage of query-time.
Once the characteristics of data and the database query optimizer are understood,
there are extensive opportunities to increase the query performance in both systems.
11 INTRODUCTION
1.1 Motivation
We live in a big data era which contains a vast amount of digital information that
is growing faster and larger than ever [1]. Currently, the world is full of sensors and
devices such as RFID (Radio Frequency Identification) readers, mobile phones, GPS,
etc. that enable collecting and processing real-time data from many different sources.
Due to the evolution of data storage capacity and the continuous increase of computa-
tional power, the cost of data acquisition and data storage has declined significantly.
This has increased many businesses’ interest in collecting large amounts of data, from
which they can extract valuable information [2]. Therefore, big data is becoming
more available and understandable to businesses, industries, and individuals.
RFID is a technology that allows a sensor (RFID reader) to read, from a distance,
and without line of sight, a unique product identification code (Electronic Product
Code) associated with a tag [3]. RFID data is one of the fastest growing data sets
in many industries used to track and identify objects. The RFID technologies are
popular in supply chains because RFID tags are relatively cheap and can be attached
and/or incorporated into consumer products easily. Also, manufacturers use RFID
data to analyze product and logistic information to be sure the right quantity of
products arrives at the right time to the right locations.
According to 2010 Economist newspaper, Walmart handles more than 1 million
customer transactions every hour. These transactions are imported into databases
estimated to contain more than 2.5 petabytes (2500 terabytes) of data, the equivalent
of 167 times the information contained in all the books found in the US Library of
2Congress. The retailer operates 8,400 stores worldwide, has more than 2 million em-
ployees, and handles over 200 million customer transactions each week [1]. Industries
know data will grow even faster every year. Therefore, businesses want a system that
can analyze large data sets more efficiently in time and cost.
1.2 Problem Statement
RFID data sets that are collected from supply chain management systems have
several characteristics; objects have a containment relationship (for example, a pallet
contains boxes and boxes contain items), objects often move and stay together, and
objects create a path throughout the supply chain management system. These char-
acteristics need to be considered when designing a RFID data warehouse in supply
chain management systems. It is challenging to design a data warehouse that meet
the RFID data characteristics and support a variety of analytical queries.
Also, businesses who use RFID systems to collect large amounts of RFID data
everyday have difficulties managing and efficiently querying the data using tradi-
tional data management tools. Traditional data warehouses built on top of RDBMSs
(Relational Database Management Systems) have scalability limitations because the
RDBMS servers do not scale out with extra nodes. It becomes expensive to process
using traditional data management tools; therefore, businesses are starting to adopt
big data technologies, such as Apache Hadoop and cloud computing services, to solve
this problem. Working in cloud parallel systems running on clusters of commodity
servers, big data can be analyzed more quickly and efficiently. However, the amount
of data and the purpose of collecting data varies in different businesses; therefore, we
are not certain how effective big data platforms are when compared to RDBMSs.
1.3 Objectives
In this thesis, I suggest two different RFID data warehouse schema solutions:
normalized schema and denormalized schema. Both schemas have their own advan-
3tages and disadvantages. Normalized schema is great for writing-intensive conditions
because there are no duplicates; however, it needs many joins between the tables.
Joining lots of tables greatly slows down the query performance. On the other hand,
denormalized schema is great for reading-intensive conditions because there are no
joins between tables; however, the updates and inserts become complex and costly
because the data is duplicated. In this paper, I want to recommend a RFID Data
warehouse model that is suitable for massive RFID data sets (more than one billion
records).
First, I implemented both schemas using different data management systems in
the cloud computing environment. Then I conducted performance tests between
different environmental settings by using different factors, such as data warehouse
systems, number of nodes, and data storages. In this research, I wanted to study
how the schema designs, database systems, data storage formats, and the number of
Hadoop nodes affect the performance for each type of queries I implemented.
1.4 Contributions
• I designed RFID data warehouse schemas for supply chain management using
two different approaches: normalized schema and de-normalized schema.
• I implemented the data warehouse schemas using two different data warehouse
platforms: relational database management system and big data platform.
• I implemented the analytical queries in which users might be interested, using
Hive and PostgreSQL.
• I conducted performance testing for OLAP queries and path/location queries
in different test cases: PostgreSQL, single node Hadoop with text file format,
three nodes Hadoop with text file format, single node Hadoop with ORC file
format, and three nodes Hadoop with ORC file format.
• I measured the query execution time in different number of records: 0.5 billion,
1.0 billion, 1.5 billion, and 2.0 billion.
4• I compared and discussed the pros and cons of different schema designs (normal-
ized schema with denormalized schema). I compared and contrasted different
database systems (PostgreSQL with Hadoop/Hive). I discussed how the num-
ber of nodes affects performance for each type of query. I compared different
types of data storage (row storage with columnar storage).
1.5 Outline
The remainder of this thesis is organized as follows: Chapter 2 has a literature
review. Chapter 3 explores RFID technology, RFID data characteristics, RFID data
challenges, and RFID data cleansing methods. Chapter 4 describes background infor-
mation related to traditional data warehousing. Also, I discuss the benefits of RFID
data warehousing, and why traditional data warehouse systems are difficult to use in
large, unstructured data. Chapter 5 describes background information related to big
data and its new computing platforms, such as Hadoop, Hive, and cloud computing.
Chapter 7 introduces two RFID data warehouse schemas based on a RFID-equipped
supply chain management example scenario. Chapter 8 shows the HiveQL implemen-
tation for three types of queries using two different schemas. Chapter 9 describes
the data preparation, system configuration, and the performance results. Finally,
Chapter 10 summarizes the findings and suggests future work.
52 LITERATURE REVIEW
RFID (Radio Frequency Identification) technology is currently used in many appli-
cations, including supply chain management [4], ID cards [5], airport baggage track-
ing [6], health care [7], and etc.
An overview of RFID technology, the characteristics of RFID data, and RFID data
management challenges are presented in [8–10]. [9] presented an integrated RFID data
management system, based on the expressive temporal data model for RFID data. [10]
conducted a case study using actual RFID data collected from a major retailer for
the cases shipped from one of its major suppliers.
RFID data cleaning, data warehousing, data mining, and work flow analysis tech-
niques were proposed for RFID-equipped supply chain management systems [6,11–13].
[6] presented a relational data warehouse schema for storing and analyzing spatio-
temporal RFID baggage tracking data. [11] proposed a data management technology
designed to simultaneously handle big data and fast-growing data. [12] proposed a
method to construct a warehouse of commodity flows, called flowcube. [13] proposed
data cleansing methods and a data warehouse model that aggregates and compresses
the RFID data by grouping objects that moved together from one location to the next.
In a supply chain scenario, products move in large groups and are slowly broken down
into smaller groups as they travel from the factory to the stores.
A large amount of RFID data can be managed efficiently using big data technolo-
gies. [14] proposed a scalable system for efficient storage and fast querying of RFID
data. Further, a MapReduce solution is applied to the system to improve the query
performance.
63 CHARACTERISTICS OF RFID DATA
This chapter provides background information about RFID technology and charac-
teristics of RFID data. Further, I discuss the challenges of RFID data sets and why
we need an infrastructure that can manage vast amounts of data more efficiently.
3.1 RFID Concept
RFID (Radio Frequency Identification) is a wireless communication technology
that is used in a wide range of tracking and identification systems, including: systems
that identify lost pets using the tags embedded in their skin, systems that identify
and track various kinds of manufactured goods, and systems that collect electronic
tolls. RFID allows a sensor (RFID reader) to read, from a distance, and without line
of sight, a unique product identification code (Electronic Product Code) associated
with a tag [3]. An RFID system consists of three components [15]:
• A RFID device (Tag or Transponder)
• A tag reader (Interrogator) with an antenna and transceiver
• A host system or connection to an enterprise system
RFID Tag or Transponder. RFID tags are made out of an integrated circuit
(called IC or microchip) attached to an antenna. A microchip stores a unique serial
number and some additional information. When a RFID reader transmits an encoded
radio signal to obtain data from a tag, the RFID tag receives the message and then
responds with its identification and other information. This may be a unique tag
7serial number or may be product-related information, such as a stock number, lot or
batch number, production date, or other specific information.
RFID devices fall into two broad categories: those with a battery and those with-
out. An active tag has an on-board battery and periodically transmits its ID signal.
A battery-assisted passive tag has a small battery on-board and is activated when
in range of a RFID reader. A passive tag is cheaper and smaller than active tag
because it has no battery; instead, the passive tag relies on radio frequency energy
transmitted from a reader to power up and transfer its information.
RFID Reader or Interrogator. A single RFID reader is a network connected
device (fixed or mobile) consisting of a small computer and a radio. The radio is
connected to one or more antenna that sends power, data, and commands to the
tags. The RFID reader acts like an access point for RFID tagged items so that the
tags’ data can be made available for business applications. RFID readers come in
different forms, including gateway, hand-held, and vehicle mounted. Figure 3.1 and
Figure 3.2 show sample images of RFID reader and their components.
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Fig. 3.1: Mobile RFID Readers.
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Fig. 3.2: Gateway RFID Reader.
Gateway RFID readers are one of the most common type of RFID readers. They
consists of a RFID reader with multiple antennas that are placed so as to surround
a pathway. As tagged items go through the gateway, the tags are read and reported
to the server. The reader can be either battery powered or wired, and they can
communicate with the server over wirelessly or through a wired network.
9A hand-held reader consists of a small PC, a user-interface, and a radio with a
single antenna. These can be carried by individuals and can serve as both data col-
lection units and reporting stations. For example, if the reader has location tracking
capabilities, then it can report tag reading data, such as location, reader ID, EPC, and
timestamp. Some readers can also be used to report data on tags, such as previous
locations where the tag had been read.
Vehicle mount readers are very similar to gateway readers, with the exception that
they are purely battery powered and communicate wirelessly to the server. Depending
on the model, they can have one or more antennas and some also have user interfaces
similar to the hand held readers. These readers are normally mounted to fork trucks or
other warehouse machinery to track which items were transported with the machinery.
Electronic Product Code (EPC). EPC is a unique identifier that is assigned
to a RFID tag that can provide a unique identity to a particular physical object.
While a UPC (Universal Product Code) is shared by identical products and can only
be used to identify classes of objects, each EPC is unique and can identify individual
objects. Figure 3.3 shows the basic EPC format, which consists of four sections:
• Header: specifies the length, type, structure, version, and generation of EPC.
• EPC manager: specifies the group that is responsible for assigning and manag-
ing the object’s class and serial number.
• Object class: identifies the group of items to which the tag belongs, such as
product type.
• Serial number: uniquely identifies the individual item. The format can vary be-
tween EPC managers and object classes and can include date stamps, serialized
numbers, and other identifying values.
The process of reading a RFID tag can be broken down into two phases: inter-
rogation phase and reporting phase. Figure 3.4 shows a detailed view of how this
process works.
Interrogation phase. During this phase the RFID reader sends a radio signal
through one or more antennas. This signal is used to temporarily provide power to
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  manager	   Object	  class Serial	  number
Assigned	  by	  EPC	  global Assigned	  by	  EPC	  manager
Fig. 3.3: EPC Basic Format.
the RFID tags circuits. Depending on the mode of the RFID reader, the interrogation
phase can be triggered by an external event, such as a network message, or can be
based on a timed interval for continuous polling. Tags outside the interrogation zone
do not receive enough energy from the interrogator to reflect back a signal.
Reporting phase. During this phase, the RFID tag circuits send each tag’s
unique RFID data (the EPC) in response to the interrogation. The signal is received
through one of the RFID antennas and interpreted by the RFID reader. The reader
then reports the tag data to a server using network messaging.
Fig. 3.4: The Process of Reading RFID Tag (adopted from [16]).
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3.2 Raw RFID Data
When a RFID tag is read the data produced can be represented by a tuple, such
as (EPC,Reader ID, T imestamp) for fixed readers or
(EPC,Reader ID, T imestamp, Location) for mobile readers. As each tag is read,
the reader sends this tuple of data back to a server using TCP messaging. The server
then logs this reading to some type of persistent data storage to be analyzed later.
Depending on the number of tags being read and data workflow, a message queue or
bus may be used as a buffer and message relay. Table 3.1 shows some sample tuples
that are collected inside a data store:
Table 3.1: Raw RFID Records.
Raw RFID Records.
(E1, R1, T1), (E2, R1, T1), (E3, R1, T1), (E4, R1, T5), ...
(E1, R1, T9), (E3, R1, T9), (E2, R1, T10), (E5, R1, T11), ...
(E1, R2, T12), (E3, R2, T12), (E2, R3, T14), (E4, R1, T15), ...
(E1, R2, T20), (E3, R2, T20), (E2, R3, T25), (E5, R1, T25), ...
(E1, R5, T28), (E3, R4, T29), (E2, R6, T30), (E6, R6, T30), ...
...(E2, R6, T40), (E3, R4, T42), (E1, R7, T42), ...
3.3 Challenges of RFID Data
RFID data results in a number of challenges for modern database management
systems. These challenges are as follows [3, 14]:
• Data Volume. Tracing the movement of each individual object in a sensor
infrastructure results in extremely large amounts of data. For example, if there
is an estimated event generation frequency of 1000 events per second and 10
hours working day, there will be about 36 million events per day. An information
management infrastructure that can manage this vast amount of data and can
deal with the high update frequency as well as with the query rate is needed.
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The challenge here is to manage the trade-off between the required update
frequency and a reasonable query response time.
• Data Quality. The data can be very noisy and redundant. As already
mentioned, wireless communication may not always be reliable due to radio-
frequency collisions and signal interference, metal shielding, or other physical
obstructions. These technical issues lead to tags being missed (false-negative
readings) or unexpected extra readings (false-positive readings). To eliminate
these false readings, semantic post-processing, cleaning, and filtering must be
performed at a middleware layer. The cleaning process can be rather expensive
and challenging, especially when near real-time responses to location queries
are required.
3.4 RFID Data Cleansing
RFID data cleansing is a necessary step to reduce the size of the original data
and to improve its inaccuracy. Also, it helps the data warehousing process to find
interesting patterns that are usually hidden in a large amount of low-level RFID data.
Since RFID does not require line of sight, RFID tags can be read as long as
they are within range of a reader. A tag may be read multiple times at the same
location which causes a lot of redundancy in the raw data. Data cleansing should
be performed by merging all the consecutive records that are from the same EPC
and the location [13]. This process is intensive and is normally done during the ETL
(Extract, Transform, Load) phase of building the data warehouse. Here is the form
of tuple after merging all the readings for an item
(EPC, Reader ID, time in, time out)
where time in is the time when the object enters the location, an time out is the
time when the object leaves the location. Below is a data cleansing steps to reduce
RFID data size:
• Step 1. Sorting the raw data on EPC and time
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• Step 2. Merging consecutive records for each EPC and location
• Step 3. Generate time in and time out for each location
For example, consider the following tuples from reading a tag:
(E1, R1, T1) (E1, R1, T1)...(E1, R1, T5)...(E1, R1, T7)...(E1, R1, T9)
Assume there were roughly a thousand tuples related to EPC E1 and RFID reader
R1. Those redundant and noisy tuples can be merged into one record, which is (E1,
R1, T1, T9). Table 3.2 shows the RFID records of Table 3.1 after the cleansing
process.
Table 3.2: Cleansed RFID Records.
EPC (EPC, Reader ID, time in, time out)
E1 (E1, R1, T1, T9)(E1, R2, T12, T20)(E1, R5, T28, NULL)
E2 (E2, R1, T1, T10)(E2, R3, T14, T25)(E2, R6, T30, T40)
E3 (E3, R1, T1, T9)(E3, R2, T12, T20)(E2, R4, T29, 42)
E4 (E4, R1, T5, T15)
E5 (E5, R1, T11, T25)
E6 (E6, R6, T30, NULL)
... ...
If reader R1 and reader R2 are RFID gateways at different locations then it can
be assumed that object E1 was at reader R1’s location between time T1 and T9. At
time T12 the object was moved to reader R2’s location until time T20. The time out
value for the third stay tuple in object E1 is NULL to indicate that the object has
not yet left reader R5’s location.
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4 DATA WAREHOUSE AND OLAP
Organizations are increasingly interested in applications in which current and his-
torical data is comprehensively analyzed and explored to identify useful information
and support business strategies. Data warehousing and online analytical processing
(OLAP) are essential elements of decision support. This chapter provide background
information about data warehousing technologies and online analytical processing.
4.1 Data Warehouse
A data warehouse is a “subject-oriented, integrated, time-varying, non-volatile
collection of data that is used primarily in organizational decision making” [17]. The
fallowing keywords distinguish data warehouses from other data repository systems
for managing everyday operations [18].
• Subject-oriented: A data warehouse is organized around major subjects (or
high-level entities) of enterprises, such as customer, supplier, product, and sales.
Data warehouses present a wide business view of information.
• Integrated: A data warehouse is constructed by integrating data from multiple
heterogeneous sources, such as relational databases, flat files, and online trans-
action records. The construction of data warehouses requires data cleaning and
data integration techniques to ensure consistent naming conventions, formats
from multiple data sources, encoding structures, attribute measures, and so on.
• Time-variant: Historical data is stored in data warehouses and provides time
dimensions for studying trends and changes. This contrasts with a transactions
system, where often only the most recent data is kept.
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• Immutable: Once data is in, historical data in the data warehouse is read-only
and it will not change. The data warehouse is periodically refreshed.
Typically, the data warehouse is kept separate from the operational databases for
many reasons, including helping to promote the high performance of both systems.
The requirements of operational database systems are different from data warehouses.
The major task of online operational database systems is to perform online transaction
and query processing. These systems are called online transaction processing
(OLTP) [18]. They cover most of the day-to-day operations of an organization
such as order entry, banking transaction, registration, and so on. These tasks are
structured and repetitive, and consist of short, atomic, isolated transactions. Such a
system requires concurrency control and recovery mechanisms to ensure robustness
and consistency of the database. An OLTP system focuses mainly on the detailed,
up-to-date, individual data within an enterprise or department, without referring to
historic data. Operational database queries allow users to read and modify data. It
requires hundreds of megabytes to gigabytes of storage capacity.
In contrast, data warehouses help knowledge workers (executives, managers, ana-
lysts) to make better and faster decisions. Data warehouse supports online analyti-
cal processing (OLAP) systems to organize and present data in various formats in
order to assist the diverse needs of different users. An OLAP system contains large
amounts of historical, summarized, and consolidated data. The data is collected
from certain operational databases and other external sources. It is query intensive
and required to handle ad-hoc, complex queries with many scans, joins, and aggre-
gates. Query throughput and response times are more important than transaction
throughput. OLAP systems are mostly read-only operations and require hundreds of
gigabytes to terabytes of storage capacity [18–20]. A distributed DBMS (Database
Management System) with good scalability and high availability is required for very
large warehouses [21].
16
The different features between operational databases and data warehouses are
summarized in table 4.1.
Table 4.1: Difference between Operational Databases and Data Warehouses [18].
Aspects Operational Databases Data Warehouses
User
System Designer,
System Administrator,
Data Entry Clerk
Decision Maker,
Knowledge Worker,
Executives
Function
Daily Operations, Online
Transaction Processing
Decision Support, Online
Analytical Processing
DB Design Application Oriented Subject Oriented
Data
Current, Up-to-date,
Atomic, Relational
(Normalized), Isolated
Historical, Summarized,
Multidimensional,
Integrated
Usage Repetitive, Routine Ad hoc
Access
Read/Write,
Simple Transaction
Read mostly,
Complex Query
System
Requirements
Transaction Throughput,
Data Consistency
Query Throughput,
Data Accuracy
4.2 Data Warehousing
Data warehousing is the process of designing, constructing, and using a data
warehouse. A data warehouse is constructed by integrating data from multiple het-
erogeneous sources that support analytical reporting, complex ad-hoc queries, and
decision making. Figure 4.1 shows a typical three-tier data warehousing architecture.
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Fig. 4.1: A Typical Data Warehousing Architecture.
4.2.1 ETL (Extract, Transform, Load)
Extract, transform, and load (ETL) is the process of reading data from a data
store, processing the data in order to reformat it, and storing it in the new data store,
such as a data warehouse. An organization’s daily operations access and modify
operational databases. Data is extracted from operational databases and external
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sources, cleansed to minimize errors and fill in missing information when possible,
and transformed to reconcile semantic mismatches.
Integrating data from numerous sources with different formats can be very chal-
lenging because there are a number of semantic mismatches across diverse data
sources, such as incompatible formats and units, different names for the same at-
tribute, and differences in how tables are normalized or structured. These differences
must be transformed and cleansed into a unified format and schema when data is
brought into the data warehouse.
The cleaned and transformed data is finally loaded into the warehouse. Additional
preprocessing, such as sorting and generating of summary information, is carried out
at this stage. Data is partitioned and indexes are built for efficiency. The warehouse
is periodically refreshed to reflect up-to-date information from changes in the data
sources [21].
4.2.2 OLAP (On-line Analytical Processing)
OLAP applications enable users to manipulate and analyze multidimensional data
from a variety of sources. The data is often stored in a data warehouse. It helps users
from multiple perspectives create queries, views, representations, and reports. OLAP
tools can provide a “front-end” for a data-driven Decision Support System(DSS).
OLAP queries are usually ad-hoc, complex, considering a lot of historical data, and
interweaving many tables with several levels of group-by and aggregation operators.
OLAP operations include rollup (increasing the level of aggregation) and drill-down
(decreasing the level of aggregation or increasing detail) along one or more dimen-
sion hierarchies, slice and dice (selection and projection), and pivot (re-orienting the
multidimensional view of data) [19] [21].
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4.2.3 Multidimensional data model
To facilitate complex analysis and visualization, the data in a warehouse is typi-
cally modeled multidimensionally. In the multidimensional data model, the focus is
on a collection of numeric measures. Each measure depends on a set of dimensions
and each dimension is described by a set of attributes. The attributes of a dimension
may be related via a hierarchy of relationships; for example, time of sale may be
organized as a day-month-quarter-year hierarchy and product may be organized as a
product-category-industry hierarchy [19] [21].
For example, in a sales data warehouse, the measure attribute is sales and the
dimensions associated with a sale amount are Product, Location, and Time. Given
a product, a location, and a time, there is at most one associated sales value. If we
identify a product by a unique identifier pid, location by locid, and time by timeid,
then sales information can be arranged in a three dimensional array, Sales. This array
is shown in Figure 4.2.
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Fig. 4.2: A Multidimensional Dataset.
In OLAP applications, the bulk of the data can be represented in such a multidi-
mensional array. OLAP systems that use arrays to store multidimensional datasets
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are called multidimensional OLAP (MOLAP) systems. The data in a multidimen-
sional array can also be represented as a relation. Relational OLAP (ROLAP) sys-
tems store multidimensional datasets using relational databases. There are many
methodologies to convert a multidimensional design into a relational database. The
star schema is based on a central fact table with foreign keys to the dimension ta-
bles. The snowflake schema is similar to the star schema. However, in the snowflake
schema, dimensions are normalized into multiple related tables, whereas in the star
schema, dimensions are denormalized with each dimension represented by a single
table. ROLAP is usually able to scale for large data volumes, but suffers from slower
query performance, as opposed to MOLAP [19,21,22].
4.3 Benefits from RFID Data Warehousing
RFID applications create enormous datasets containing multi-dimensional infor-
mation related to each objects characteristics and their movements. For example,
retailers use RFID technology to track containers, pallets, boxes, and even individual
items. They move through the global supply chain, from factories in producer coun-
tries, through transportation ports, and finally to stores in consumer countries. A
RFID data warehouse helps to integrate this massive data from diverse data sources
and store them historically, so that users can analyze different aspects of business.
The data is stored in a format that is optimized for intensive queries and report-
ing so businesses can use data warehouses for performance analysis, trend analysis,
prediction, and etc.
RFID data warehousing can enhance data quality and consistency, and provide a
highly compact summary of data using data cleaning. Data cleaning can significantly
reduce the size of the RFID data set by removing redundancy and aggregating object
movements into fewer records. It can also help fill-in missing records and correct
wrongly-registered information. Also, RFID data warehousing provides OLAP oper-
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ations on a multi-dimensional view of the data. It is possible to efficiently slice and
dice, drill down, roll-up, and pivot when an interesting pattern is discovered.
Moreover, by sorting RFID tags in chronological order, RFID data warehouses
help users track the physical locations where products have been stored, and then
builds a path by listing the locations in chronological order. Also, it can improve
business efficiency by calculating the shortest route between the two locations and
recommends the shortest route for the users. For example, there are 20 warehouses
and 200 stores in the U.S. Knowing which of the 20 warehouses is closest to store ‘X’
can save a business a lot of transportation budget.
Furthermore, identifying the relationship between the locations, time spent, and
discarded items will help predict the possible issues from factories, warehouses, or
stores. For example, dairy products are sensitive to temperatures. If a lot of milk
spoiled and had to be discarded, even though they did not pass the expiration date, it
is clear there are some problems in either the milk or the facilities. By back tracking
all the facilities, we can find the common locations where discarded milk was stored
and the average time spent in that location. The business can investigate whether the
facilities are broken by checking the temperature system in the factory, warehouse,
truck, or store.
4.4 Challenges in Traditional Data Warehouse
Traditional data warehouses are built primarily on relational databases that ana-
lyze data from the perspective of business processes [23]. Relational Database Man-
agement Systems (RDBMSs) are based on proven, mature standards. They are widely
supported and are standard in almost every industry. Many reporting tools integrate
very well and some even support self-service reporting. Similarly, many ETL systems
integrate very well for data warehousing or reusing the data in other systems.
Currently, many industries collect data from diverse sources that create a large
amount of semi-structured or unstructured data, and it is growing more larger and
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faster every year. However, RDBMSs are not designed for real-time, analytics, or un-
structured data. Therefore, the traditional database system has difficulty capturing,
storing, managing, and processing big data within a reasonable time and cost [24].
Many businesses and industries tried to improve the performance in traditional
data warehouse by adding more CPUs or more memory to the database to scale
up vertically. Also, different methods including new data models, indexing, new
aggregation operators, materialized views, distributed computing, and etc are used
to improve the query time. These different methods help the performance; however,
when there are few terabytes of data every hour, traditional RDBMSs (Relational
Database Management Systems) hit the limits. Therefore, businesses are driven to
adopt big data technologies to solve scalability limitations for big unstructured data.
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5 BIG DATA COMPUTING PLATFORM
Different types of data sources create massive amounts of unstructured data that
grow exponentially. We are in the middle of a paradigm shift regarding how large,
complex data sets are stored and processed. In this chapter, we are going to discuss
different solutions to store, process, and analyze big data. Currently, Apache Hadoop,
a distributed data storage and analysis architecture, is one of the most popular so-
lutions for big data. Also, Apache Hive, a data warehouse infrastructure built on
top of Hadoop, provides data summarization, query, and analysis. Many enterprises
provide cloud computing services to help manage big data by reducing costs, scaling
rapidly outward or inward to meet demand, and increasing the speed of the data
infrastructure. In later chapters, I implement a new RFID data warehouse schema
using Hadoop/Hive as a massive RFID data solution.
5.1 What is Big Data
Big data is defined as a collection of data sets whose volume, velocity, or variety,
is so large that it is difficult to store, manage, process and analyze the data using
traditional databases and data processing tools. In 2012, Gartner defined big data
with a “3Vs” model – high Volume, high Velocity, and high Variety information asset
– that is commonly used to describe different aspects of big data. The IBM adds a
fourth “V” of Veracity to add trust and noise filtering [25–28].
• Volume: Big data implies enormous volumes of data. The volumes of data
are growing exponentially, driven by the lowering costs of data storage and
processing architectures. There is no fixed threshold for the volume of data to
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be considered as big data; however, typically the term is applied to data sets
whose size are beyond the ability of commonly used software tools to capture,
manage, and process within a tolerable elapsed time [29].
• Velocity: Velocity is another important characteristic of big data and a reason
for exponential growth of data. Data is streaming in real-time speed and must
be dealt with in a timely manner. Velocity of data refers to how quickly the
data is generated and how frequently it varies. Modern IT, industrial, and other
systems are generating data at increasingly higher speeds [26].
• Variety: Variety refers to the forms of the data. Big data comes in different
forms, such as structured or unstructured data. Structured data is the type of
data stored in relational databases and spreadsheets. In contrast, unstructured
data refers to information that either does not fit a pre-defined data model or is
not organized in a pre-defined manner, such as text documents, emails, images,
audios, videos, or sensor data. IDC and EMC project that data will grow to 40
zettabytes by 2020, resulting in a 50-fold growth from the beginning of 2010.
Computer World states that unstructured information might account for more
than 70%-80% of all the data in organizations [30].
• Veracity: Veracity deals with uncertain or imprecise data. In traditional data
warehouses, there is always the assumption the data is certain, clean, and pre-
cise. However, data generated from machines or humans is not always accurate.
Big data practitioners consistently report that 80% of the effort involved in
dealing with data is data cleansing in the beginning [28].
What is considered “big data” varies depending on the capabilities of the users and
their tools. Expanding capabilities make big data a “moving target”. To reiterate,
what is considered “big” now, becomes ordinary later [25].
From a business perspective, big data has the potential to generate more revenue,
reduce risk, and predict future outcomes at low cost. As big data continues to grow,
major challenges have become how to effectively store, manage, process, and analyze
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the big data. Big data technologies help the analysis of huge quantities of data to
allow new insight [31].
5.2 Apache Hadoop
Apache Hadoop is an open source software framework written in Java for dis-
tributed storage and distributed processing of large data sets across clusters of com-
modity servers [32,33]. By distributing storage and computation across many servers,
the resource can scale out with demand while remaining economical at every size [34].
Fig. 5.1: Hadoop Architecture.
Like we see in Figure 5.1, Hadoop utilizes a master/slave architecture for both
distributed storage (Hadoop Distributed File System (HDFS)) and distributed pro-
cessing (MapReduce). A set of machines running HDFS and MapReduce is known
as a Hadoop cluster. Individual machines are known as nodes. Hadoop splits files
into large blocks and distributes them among the nodes in the cluster. To process
the data, MapReduce transfers packaged code for nodes to process in parallel, based
on the data each node needs to process.
All the modules in Hadoop are designed with the assumption of frequent hardware
malfunctions, and thus should be automatically handled in software by the framework.
A cluster can have as few as one node to as many as several thousands. For most
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application scenarios, Hadoop is linearly scalable, which means Hadoop can handle
larger data or can get better performance by adding more nodes to the cluster [35].
5.2.1 Hadoop Distributed Filesystems (HDFS)
HDFS is designed to reliably store very large data sets and to stream these data
sets to user applications [34]. HDFS is optimized for high throughoutput and works
best when reading and writing large files (gigabytes and larger) [36].
The HDFS consists of a master node, called NameNode, and slave nodes, called
DataNodes. The NameNode keeps track of a file metadata – the namespace tree (a
hierarchy of files and directories) – and the mapping of file blocks to DataNodes (the
physical location of file data).
The file content is split into large blocks (typically 128 megabytes). A DataNode
communicates with other DataNodes to replicate its data blocks (typically three) on
multiple DataNodes for reliability. Providing a backup store of the blocks ensures
that if any one DataNode crashes or becomes inaccessible over the network, it is still
available to read the files. Also, this helps increase the data transfer bandwidth and
locate computation near the needed data [35].
A HDFS client wanting to read a file first contacts the NameNode for the locations
of data blocks comprising the file, and then reads block contents from the DataN-
ode closest to the client. When writing data, the client requests the NameNode to
choose three DataNodes to host the block replicas. The client then writes data to the
DataNodes in a pipeline fashion.
5.2.2 MapReduce
MapReduce is a programming model for processing large amounts of data with a
parallel, distributed algorithm on a large cluster of commodity machines. Program-
mers specify the computation in terms of a Map and Reduce function. The runtime
system automatically parallelizes the computation across large-scale clusters of ma-
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chines, handles machine failures, and manages inter-machine communication to make
efficient use of the network and disks [37,38].
A MapReduce program is composed of a Map function that performs filtering and
sorting, and a Reduce function that performs an aggregate operation. Map function
takes an input key/value pair, and produces zero or more output key/value pairs. The
MapReduce library groups together all Map output values associated with the same
output key and passes them to the Reduce function. The Reduce function accepts a
Map output key and a list of values for that key. It merges these values together to
form a single input record for the Reducer. The Reduce function is called once per
unique map output key. Like the Map function, the Reduce function can output zero
to many key/value pairs [36, 37].
Similar to the master-slave architecture in HDFS, MapReuduce consists of a single
master node, called JobTracker, and slave nodes, called TastTrackers. Once a client
application submits jobs to the JobTracker, the JobTracker determines the execution
plan by determining the location of the data, partitioning the work, and assigning
different Map and Reduce tasks to each TaskTracker. Also, it monitors the overall
execution of a MapReduce job across the TaskTrackers. The TaskTracker creates child
processes to perform the actual Map or Reduce work. MapReduce provides fault-
tolerance features; if the JobTracker fails to receive a heartbeat from a TaskTracker
within a certain amount of time, it will assume the TaskTracker has crashed and
will resubmit the tasks to different nodes. Map tasks typically read their input from
HDFS, and write their output to the local disk or memory. Reduce tasks read the
Map outputs over the network and write their outputs back to HDFS [35,36].
MapReduce is a good fit for problems that need to analyze the whole data set,
in a batch fashion, particularly for ad-hoc analysis. MapReduce suits applications
where the data is written once, and read many times. MapReduce works well on
unstructured or semi-structured data, since it is designed to interpret the data at
processing time. MapReduce is a linearly scalable programming model. Map and
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Reduce functions are oblivious to the size of the data or the cluster they are operating
on, so they can be used, unchanged, for small or large data sets. [39].
5.3 Apache Hive
Hive is a SQL-on-Hadoop system built on top of Apache Hadoop. Hive provides a
SQL-like language, called HiveQL, which is compiled into Map-Reduce jobs that are
executed using Hadoop. In addition, HiveQL enables users to plug in custom Map-
Reduce splits into queries [40,41]. Hive opens Hadoop for people who are not familiar
with Map-Reduce programming because of its SQL-like capabilities and database-like
functionalities.
Hive is designed to enable easy data summarization, ad-hoc querying, and anal-
ysis of large volumes of data. However, Hive is not designed for online transaction
processing and does not offer real-time queries and row level updates. It is best used
for batch jobs over large sets of immutable data.
Hive Data Types. Hive supports many of the primitive data types found in
relational databases, as well as three collection data types, such as maps, arrays,
and structs. The complex data types can be nested arbitrarily to construct more
complex types. Also, Hive allows users to extend the system with their own types
and functions [40].
Hive Data Storage. In Hive, there are three primary data units, which are
tables, partitions, and buckets. While the tables are logical data units in Hive, table
metadata associates the data in a table to HDFS directories [40].
File Formats. A file format in Hadoop specifies how records are stored in a file.
Hadoop files can be stored in different formats. For example, Text files are stored
in the TextInputFormat. Users can also implement their own file formats. Hive
also provides a RCFileInputFormat which stores the data in a column oriented man-
ner. Columnar data organization has shown performance improvements, especially
for queries that do not access all the columns of the tables. Also, columnar data
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organizations reduce disk I/O and enable better compression and encoding schemes
that significantly benefit some analytical queries [40, 41].
Hive System Architecture. Figure 5.2 is the system architecture of Hive.
Fig. 5.2: Hive System Architecture [40].
The HiveQL statement is submitted through the Command Line, the Web UI, or an
external client using the thrift, ODBC, or JDBC interfaces. The driver first passes
the query to the compiler where it goes through the typical parse, type check, and
semantic analysis phases, using the metadata stored in the Metastore. The compiler
generates a logical plan that is then optimized through a simple rule-based optimizer.
The driver sends the execute plan to the execution engine. Internally, the process of
execution job is a MapReduce job.
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Optimized Row Columnar (ORC) File Format. Hive has several drawbacks
in its file formats, query planning, and query execution, which are important for the
performance of Hive. To overcome limitations of the other Hive file formats, [42]
presented a new file format called Optimized Row Columnar (ORC). ORC file format
provides a highly efficient way to store and access Hive data with low overhead.
Using ORC files improves performance when Hive is reading, writing, and processing
data [43].
This file format is an optimized version of the previous published Row Columnar
(RC) file format. The ORC file format provides storage efficiency by providing block-
level compression based on data types, as well as better I/O efficiency through a
lightweight, built-in index that allows skipping row groups that do not pass a filtering
predicate [41–43].
An ORC file contains multiple groups of row data, called stripes, along with file
footer that contains a list of stripes in the file, the number of rows per stripe, and each
column’s data type. It also contains column-level aggregates count, mix, max, and
sum. At the end of the file, a postscript holds compression parameters and the size of
the compressed footer. The stripe size is typically set to 256MB. Hive automatically
sets the HDFS block size to min(2 * stripe size, 1.5GB) to ensure the I/O requests
operate chunks of local data. Large stripe sizes enable efficient reads from HDFS.
Figure5.3 shows the ORC file structure. As seen in Figure 5.3, each stripe is
divided into index data, row data, and stripe footer. The data in each column consists
of multiple streams. For example, integer columns consist of two streams: the present
bit stream, which denotes whether the value is null, and the actual data stream. The
stripe footer contains a directory of stream locations of each column. The row data is
used in table scans. The index data includes min and max values for each column and
the row positions within each column. Row index entries provide offsets that enable
seeking to the right compression block and byte within a decompressed block. ORC
indexes are used only for the selection of stripes and row groups, not for answering
queries. Using the built-in index, row groups (default of 10,000 rows) can be skipped
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Fig. 5.3: ORC File Structure.
if the query predicate does not fall within the minimum and maximum values of the
row group. [41]
ORC File Format advantages.
Efficient compression: Stored as columns and compressed, which leads to smaller
disk reads. The columnar format is also ideal for vectorization optimizations in Tez.
Fast reads: ORC has a built-in index, min/max values, and other aggregates that
cause entire stripes to be skipped during reads. In addition, predicate pushdown
pushes filters into reads so that minimal rows are read.
5.4 Cloud Computing
Cloud computing is the self-provisioning and on-demand delivery of IT resources
and applications over the Internet with a pay-as-you-go pricing model [44]. User self-
provisioning, also known as cloud self-service, is a system that allows end users to set
32
up and launch applications and services in a cloud computing environment without
the direct intervention of an IT organization or a service provider. Cloud computing
is a powerful architecture to perform large-scale and complex computing, and has
revolutionized the way that computing infrastructure is abstracted and used. Cloud
computing accesses large amounts of computing power by aggregating resources and
offering a single system view.
The following six characteristics are common to the majority of cloud environ-
ments [45,46]:
• On-demand usage: A consumer can unilaterally provision computing capabili-
ties, such as server time and network storage, as needed automatically without
requiring human interation with each service provider.
• Broad network access: Cloud computing resources are accessible over the net-
work, supporting heterogeneous client platforms, such as mobile devices and
workstations.
• Resource pooling: Service multiple customers from the same physical resources,
by securely separating the resources on a logical level.
• Rapid elasticity: IT resources scale as required in response to runtime conditions
or as pre-determined by the consumer or cloud provider. This will make sure
the application will have exactly the capacity it needs at any point in time.
• Metered usage: Resource usage is monitored, measured, and reported (billed)
transparently based on utilization.
Cloud computing service models [26,45]:
Infrastructure-as-a-Service (IaaS). IaaS provides the users the ability to pro-
vision computing and storage resources. These resources are provided to the users as
virtual machine instances and virtual storage. Users can start, stop, configure and
manage the virtual machine instances and virtual storage. Users can deploy oper-
ating systems and service providers manage the underlying infrastructure. Virtual
resources provisioned by the users are billed based on a pay-per-use model.
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Platform-as-a-Service (PaaS). PaaS provides the users the ability to develop
and deploy applications in the cloud using the development tools, application pro-
gramming interfaces (APIs), software libraries, and services provided by the cloud
service provider. The cloud service provider manages the underlying cloud infras-
tructure, including servers, network, operating systems, and storage. The users,
themselves, are responsible for developing, deploying, configuring, and managing ap-
plications on the cloud infrastructure.
Software-as-a-Service (SaaS) SaaS provides the users with a complete software
application or the user interface to the application itself. The cloud service provider
manages the underlying cloud infrastructure, including servers, network, operating
systems, storage, and application software. The user is unaware of the underly-
ing architecture of the cloud. SaaS applications are platform independent and can
be accessed from various client devices, such as workstations, laptops, tablets, and
smartphones, running different operating systems. Since the cloud service provider
manages both the application and data, the users are able to access the applications
from anywhere.
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6 RFID DATA WAREHOUSE DESIGN
Many challenges must be met in creating and maintaining a big RFID data warehouse.
This paper suggests a solution to overcome two main challenges when we design a
RFID data warehouse in supply chain management systems. The challenges are (1)
implementing the containment relationship associated with the timestamp and (2)
being able to build the object’s path throughout the global supply chain management
system. In this chapter, I designed a RFID data warehouse schemas for supply chain
management using two different approaches: Normalized schema and De-Normalized
schema. Those two schemas have many different features; however, both designs can
be useful if they are used in the right environmental settings. Later in chapter 8, I did
performance testing using those schemas and compared the efficiency in a different
warehouse environment.
6.1 RFID Application Scenario
To have a better understanding of how supply chain management systems work,
the below assumptions and simple scenario explain the basic process of supply chain
management systems based on a real world situation.
Assumptions.
These assumptions are used later to create synthetic data for this project.
• Manufacturers make products from the factory.
• All RFID tags are passive tags, which are the cheapest and most commonly
used in current RFID applications.
• A skid is a pallet of x amount of products and a box is a container for products.
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• Each item, box, and pallet is RFID-tagged so they can tracked.
• Like Figure 6.1, every ten items are packed inside a box and every ten boxes
are packed onto a pallet.
• ERP and MRP systems will track a start-time when the skids and boxes were
assembled and an end-time when the skids and boxes were taken apart.
• Whenever a skid has to be broken down and reorganized with a different com-
bination of boxes, it is no longer the same skid. The system has to assign a new
skid serial number. The same situation happens for a box serial number.
• Reader1, Reader2, and Reader3 are random RFID readers inside the factory,
warehouse, and store, respectively.
• If RFID readers are in the same facility, they are in the same geographic location,
which means they all have the same longitude and latitude.
• The later location’s time in - former location’s time out equals the time that
skids, boxes, and products were in a transportation system such as a truck.
• Products can be defective during any stage of the process and those products
will be reported in the main system with an explanation.
Fig. 6.1: Products, Boxes, and a Pallet.
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Sample Scenario: A typical RFID-equipped supply chain
Below, Figure 6.2 shows a simplified example of a RFID-equipped supply chain
scenario. The number of factories, warehouses, and stores varies in different busi-
nesses; however, the basic concept would follow this sample scenario.
At the factory, one thousand items are produced every hour. At the factory loading
zone, pallets are loaded into a truck, then pallets, boxes, and items are scanned by
RFID Reader1. The truck then departs to a warehouse and at the unloading zone
of the warehouse, all the pallets are unloaded from the truck, and all the boxes are
unpacked from the pallets. All objects—the pallets, boxes, and items—are scanned
by RFID Reader2, and then the boxes are stocked in the warehouse. The same
process happens when products need to be shipped to the stores. Eventually, when
items are purchased by customers, they are scanned by RFID Reader3 at the register.
Throughout the whole process, RFID readers read tags automatically, and data is also
collected automatically. An item can be defective at any step, from manufacturing
to the customers, and it will be reported to the main system.
Fig. 6.2: RFID Equipped Supply Chain Management Cycle.
Approach to RFID Data Collection
RFID data can be collected, formatted, and stored in a RDBMS for data mining
and reporting. This approach normally requires two operational databases:
37
• Dimensional database: this database will track the location of each fixed RFID
reader; product and manufacturer information; and possible sales, returns, and
discards.
• Read log database: this database stores the reading tuples (EPC, reader ID,
timestamp) that are generated as tags are read.
Data from these two databases are combined and processed to populate the data
warehouse. The Figure 6.3 shows how RFID data flows from the beginning to the data
warehouse. RFID readers read RFID tags and send (EPC, Reader ID, timestamp)
records to the server. The server logs RFID records in a data store. Finally, the
ETL (Extracted, Transformed, and Load) process cleanses the data and populates
the RFID data warehouse.
Fig. 6.3: RFID Data Flow Diagram.
6.2 Analytical Queries
Below are the possible questions managerial users might ask. Based on those
questions, queries were designed and RFID data warehouse schemas were tested in
the following chapters. Questions are organized in three different categories: OLAP,
Locations/Paths, and Correlation.
Question type A: OLAP
• Question A.1: What is the average number of days that product type ‘A’ stays
at the warehouse?
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• Question A.2: What is the average time to be sold for products of type ’A’ that
were shipped from Warehouse 1 in January 2015?
Question type B: Locations/Paths
• Question B.1: What locations are in the shipment path for product EPC
‘XXXXX’? What paths has product EPC ‘XXXXX’ taken so far?
• Question B.2: Of all the product type ‘B’ that were discarded because of ‘Reason
1’, what are the most common shared locations where the product type ‘B’
stayed?
• Question B.3: Which warehouses have product type ‘B’ in stock and are the
closest to Store ‘B?
Question type C: Correlation
• What is the correlation between time spent in a given location or location type
and how many product type ‘X’ were discarded?
6.3 Raw RFID Database
A RFID application generates a stream of RFID tuples such as the (EPC, Reader ID,
Timestamp). When a RFID reader scans the tag, it typically sends out three pieces
of information to the server. First, it sends the RFID tag information called EPC.
EPC is an Electronic Product Code which universally identifies a particular, physical
object. Second, it identifies which RFID reader scans the tag. All RFID readers have
unique IDs and their related location information is saved on servers. Third, it sends
out timestamp information, which is the time when the RFID reader reads the tag.
Table 6.1 is a sample Raw Passive-RFID Database.
The Raw RFID Database is one huge table that stores all the EPCs, RFID Reader
IDs, and Timestamps. It is created by simply inserting each RFID event in the
database without any pre-aggregate information. This database contains a lot of
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Table 6.1: Raw Passive-RFID Database.
Raw RFID Reading
EPC
RFID Reader ID
Timestamp
redundant or misread records; without the data cleansing process, it is difficult to see
any patterns or the path related to the objects. By itself, the Raw RFID Database
lacks information about products, locations, and the group of products that moved
together. Those missing data points must be generated at runtime.
The Raw RFID Database is inefficient for querying a massive RFID data. The
process takes a lot of time and effort since the amount of data is so large. Although
the Raw RFID Database is not recommended for query processing, the process is still
possible if there are appropriate indexes and substantial disk space. Indexing can help
some selection query types; however, answering the complex queries in section 6.2
would be extremely expensive to process. Also, it is unrealistic to implement objects
that traveled together from one location to another because it would require self-joins
that scan the entire table, which contains massive amounts of data. Therefore, this
paper suggests a RFID data warehouse solution that can cleanse the data by removing
and aggregating duplicates, and by generating OLAP and path queries more easily
than a plain Raw RFID Database.
6.4 Conceptual Schema Design
OLAP cube has aggregate measures (e.g. sum, avg, count) but it does not support
the path information, such as travel route, for an item. For example, the number of
items that stayed at a given location for a given date and time can be measured, but
the number of type ‘A’ items that traveled from a factory in L.A. to stores in New
York City is not supported.
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To support the containment relationship and path information, I designed the data
warehouse for ROLAP (Relational Online Analytical Processing) use. In ROLAP,
the data is stored in a relational database and can be accessed by SQL queries to
calculate information when an end user requests it. In other words, ROLAP allows
analysis of data through the use of a multidimensional data model without requiring
pre-computation and storage information. Also, users can create additional database
tables (summary tables or aggregations) which summarize the data from any desired
combination of dimensions. It is also known that ROLAP tools are better at handling
non-aggregatable facts (e.g., textual descriptions) and it is scalable for large volumes
of data and dimensions with high numbers of elements [47].
Based on the scenario and assumptions from the section 6.1, these are the fun-
damental entities in the RFID data warehouse: Skid, Box, Product, Product type,
Manufacturer, Defective code, RFID reader, Location, Date/Time, and Stay. These
entities interact with each other and generate a lot of information including objects’
movements and paths.
In the following sections, this paper suggests data models based on these entities
and the relationship between the entities. The RFID data warehouse is designed
and implemented in two different approaches: Normalized snowflake schema and
Denormalized schema.
6.5 Data Model 1: Normalized Snowflake Schema
Snowflake schema is a refinement of star schema where some dimensional hierarchy
is normalized into a set of smaller dimension tables, forming a shape similar to a
snowflake [48]. The RFID data warehouse design shown in Figure 6.4 is a snow-flake
schema with one fact table and eight dimension tables.
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6.5.1 Fact table
• Stay table: The Stay table includes all the stay records for each object. It con-
tains cleansed data from the Raw RFID Reading table (Table 6.1). The Stay
table includes information such as product, location, time in, and time out.
Attribute Product id is a Foreign Key to the Product table and allows users
to look up detailed information for each product. Attribute Location id is a
Foreign Key to the Location table and it is used to track the object’s move-
ments from RFID readers’ locations. Instead of using a RFID reader id, I used
a location id in the stay table because most of the time users are interested
in location information rather than RFID readers; by using location id, it is
easier to query location and path related questions. The Time in field saves the
timestamp when an object first enters the location and the Time out field saves
the timestamp when an object leaves the location. There is no reading of this
object in the location after the Time out. Time in dim id and Time out dim id
are the Foreign Keys to the Date Dim table and they give further information
regarding the date and allow users to do OLAP operations more efficiently. This
stay table significantly compresses redundancy of RFID records and supports
path information for moving objects.
6.5.2 Dimension tables
• Skid table: A skid is a pallet of x amounts of products. As an example,
imagine a skid of 100 items. The skid is further broken down into 10 boxes,
with 10 items each. Each row in this table corresponds to a single skid that
holds 10 boxes with 100 products. This table includes information, such as skid
ID, skid serial number, start time, end time, and array of boxes. The Skid serial
field is used to save the serial number of a single skid. The Start time field is
used to save the time that a skid entered a location. The End time field is
used to save the time that a skid left that location or was broken down to box
42
level. The Holding items field is used to save all the Box ids that are packaged
in that skid. The relational database system, PostgreSQL, provides array data
structure; big data computing platforms, such as Hive, also provide array data
structure.
• Box table: A box is a container that holds x amount of products. Each row
in this table corresponds to a single box that holds ten products. This table
includes information, such as box ID, box serial number, start time, end time,
and array of items. The Box serial field is used to save the serial number of a
single box. The Start time field is used to save the time the box entered that
location. The End time field is used to save the time the box left that location or
was broken down to individual items. The Holding items field is used to save all
the Product ids that are packaged in that box. The relational database system,
PostgreSQL, provides array data structure; big data computing platforms, such
as Hive, also provides array data structure.
• Product table: Each row in this table corresponds to a single RFID-tagged
product. This table includes information, such as product ID, EPC, product
type ID, manufacturer ID, and defective code ID. The EPC field saves a unique
ID to a particular physical product. The Product type id field is used to lookup
detailed information for a product type. It also allows for individual objects
to be grouped together by type. The Manufacturer id field is used to look up
detailed information for a manufacturer. The Defective code id field is used to
track which products were returned or discarded and the accompaning reason.
• Product type table: Each row in this table corresponds to a group of similar
products that share a common UPC (Universal Product Code). This table
includes product information, such as UPC, category, description, color, and
price. The Category field can be used to combine similar groups together. The
Description, Color, and Price fields can give users more detailed information
related to a product.
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• Manufacturer table: Each row in this table corresponds to an individual
manufacturer. This table includes all the manufacturer information, such as
manufacturer ID, name, country, state, city, and address. Each manufacturer
may produce many different types of products and each type of product may
be produced by multiple manufacturers.
• Defective code table: Each row in this table corresponds to a possible reason
for a product to be returned or discarded. This table includes defective code
information, such as defective code ID, name, and description.
• Location table: Each row in this table corresponds to a location where an
object is or was. This table includes location information, such as location ID,
type, name, longitude, and latitude. The location type column can be a factory,
a warehouse, a distribution center, or a retail store and it can be used to group
multiple locations that are similar. The Longitude and Latitude field track the
exact geographic location of the objects. The exact location can be used to
calculate distances between different RFID readers.
• RFID reader table: Each row in this table corresponds to a single RFID
reader that is uniquely identified by its ID. This table includes a RFID reader’s
information, such as RFID reader ID, name, location ID, and type. For fixed
type RFID readers, the Location id field tracks where the reader is located.
Type field is used to describe the type of RFID reader, such as gateway, hand-
held, and vehicle-mounted.
• Date dim table: Each row in this table corresponds to a single timestamp
with detail information of date and time. It has Year, Quarter, Month, Day,
Day of week (1...7), Day of week name (Monday...Sunday), Hour (0...23), Start time,
and End time fields. This Date dim table allows for a more detailed analysis
related to date and time. Temporal data is crucial for RFID data systems be-
cause they are directly related to the movement and transaction of objects. All
sensor observations are associated with the timestamps when the readings are
made; object locations change along the time; the containment relationships
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change along the time; and all EPC related transactions are also associated
with time. [9]
Fig. 6.4: RFID Data Warehouse Normalized Schema.
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6.5.3 Dimension hierarchies
As mentioned in the sample scenario above, in a supply chain management system,
it is common for large amounts of individual items to be grouped by one box ID and
for many boxes to be grouped by one skid ID. In the beginning, a large group of items
moving together to a different location may slowly break apart over time. Business
questions are sometimes specifically related to one individual item or similar item
types. However, instead of only tracking individual items, grouping items together
can be useful to answer questions related to the group of items that moved together.
Below, are the questions that can be asked in business:
• How many pallets and boxes came in and went out to ‘Warehouse A’ in January
2015?
• What path did skid id=1 and its members take?
Containment or aggregation, such as skids, boxes, and products, determines a
hierarchical relationship among objects (See Figure 6.5). This containment relation-
ship implies that when a skid moves, all its contained objects leave the location at the
same time [9]. For example, a truck leaving a factory implies that all its contained
objects left the factory as well.
When a skid comes into a warehouse, the system creates one Stay record. Later,
that skid got separated into 10 boxes inside the warehouse. How do you reflect in
a Stay table? Without a hierarchical structure, Stay table itself does not include
this mechanism. However, hierarchical structures like Skid, Box, and Product tables
track which box is/was in which skid and which product is/was in which box. This
containment relationship is implemented using Array data structure. The complex
data types, like Array, help allowing the storage of one-to-many data inside a single
row and it helps to reduce joins. Array data type can be used in PostgreSQL and
Hive.
Also, the Start time and End time timestamps in the Box and Skid tables indicate
when the boxes and skids were assembled and taken apart. So, the parts in a given
46
box were in the box from start time to end time. Similarly the boxes in a given skid
were in the skid from start time to end time.
Fig. 6.5: Hierarchies of Skid, Box, and Product.
6.6 Data Model 2: De-normalized Schema
Normalized schema minimized data redundancy; however, multiple tables joins are
used to query the desired knowledge. Joining multiple tables that contains a massive
amounts of data will slow down the query performance. In Hive, joins greatly reduce
the performance. That is one reason why this research suggests a de-normalized
schema that does not include any joins. Below Figure 6.6 is the de-normalized schema
after denormalizing Data Model 1 (Figure 6.4). The size of the table is huge since all
the information is in a single table with a lot of duplicate data. Indexes on columns
are used to filter in queries. The column named IN refers to the state of the object
when it entered the location (i.e. what skid it was in, what box it was in, what reader
read it, etc.). Columns named OUT refer to the state of the product when it left
the location.
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Fig. 6.6: RFID Data Warehouse De-normalized Schema.
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7 IMPLEMENTATION
In the previous chapter, I discussed different types of questions users might be inter-
ested to ask. The solution queries are implemented using PostgreSQL and HiveQL
syntax; however, in this chapter, only HiveQL syntax was shown. Each question has
two types of solution queries: (1) Queries that used normalized schema (Data Model
1) and (2) Queries that used Denormalized schema (Data Model 2). When using
normalized schema, most of the proposed questions can be answered by joining base
tables: Product, Stay, and Location. In comparison, denormalized schema does not
have any joins, but has all the data in one Stay table. Two different queries, one from
each data model, can have the same result; however, the number of joins and the
complexity of the queries are different. In the next chapter, performance evaluation
compares the two schemas in different environmental settings using those queries.
7.1 OLAP Queries
Question type A: Average time stayed or took
In question type A, aggregate calculation (‘AVG’) was used to find average num-
ber of days. Further calculation details are different for each vendor; however, the
following queries are written in HiveQL syntax.
A.1: What is the average number of days that product type ‘A’ stays
at the warehouse?
This question specifies two filter constraints. First, the product type has to be
‘A’. Second, products stayed at a warehouse. In order to filter for product type ‘A’,
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the Product type table is filtered using the Category column. To filter products that
stayed at a warehouse, the Location table is filtered using the Type field.
Here are the filters:
• s.out timestamp IS NOT NULL is done because I only want to consider a Stay
record that is complete. A Stay record is complete when it has both a Time in
and Time out timestamp. If s.out timestamp is NULL, then the product is still
at that current location.
• l.type = ‘Warehouse’ is done because I am only interested in locations that are
warehouses. In real life, there would be many different types of locations inside
a warehouse (i.e., warehouse inspection, warehouse shelf, etc.) and those would
all have to be combined to find the total time a product spent at a warehouse.
For example, if a product spent 1 minute being unloaded, 5 minutes being
inspected, 10 minutes being transported to the shelf, 2 days on the shelf, 10
minutes being transported to the shipping area, etc., then all of those would
have to be combined to get the total time at the warehouse.
• pt.category = ‘A’ filters just for products that are in category ‘A’. Also, instead
of filtering with the Category column, I can use UPC column to identify a
specific product type as well.
Query 7.1 A.1 Query using Normalized Schema
1 SELECT AVG((CAST( s . t ime out AS INT) − CAST( s . t ime in AS INT) )
/(24∗60∗60) ) AS AvgStayDuration
2 FROM v2 . product types pt
3 JOIN v2 . products p ON ( pt . id = p . p roduc t type id )
4 JOIN v2 . s tays s ON ( s . p roduct id = p . id )
5 JOIN v2 . l o c a t i o n s l on ( s . l o c a t i o n i d = l . id )
6 WHERE s . out timestamp IS NOT NULL AND
7 pt . category = 'A' AND
8 l . type = 'Warehouse ' ;
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Query 7.2 A.1 Query using De-Normalized Schema
1 SELECT AVG((CAST( s . out timestamp as i n t ) − CAST( s . in t imestamp as
i n t ) ) /(24∗60∗60) ) AS AvgStayDuration
2 FROM v3 . s tay s s
3 WHERE s . l o c a t i o n t yp e = 'Warehouse ' AND
4 s . out timestamp IS NOT NULL AND
5 s . p roduct type category = 'Category 1 ' ;
A.2: What is the average time to be sold for products of type ’A’ that
were shipped from Warehouse 1 in January 2015?
The answer can be calculated by finding the intersection of the list of all product
type ‘A’ that were at Warehouse A and the list of all product type ‘A’ that were sold
during January 2015.
This question has some major criteria:
• Product must be type ‘A’
• Product must have been at Warehouse 1
• Product must have shipped from Warehouse 1 during January of 2015
• Product must be sold
To solve this question, I need to find two Stay records for each product type ‘A’:
• A Stay record that shows the product type ‘A’ was shipped from Warehouse 1.
I need the time out from the Stay record, which is the time that the product
type ‘A’ left the warehouse. The time out (ship date) must be during January
2015. In normalized schema, I implemented Date dim table to help this process.
By using the Date dim table, we can easily filter by a year, a month, and a day.
• A Stay record that shows the product type ‘A’ was sold. I assumed that any
RFID readings at a checkout meant that the product was sold. I needed the
time in from this Stay record.
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I took the difference in the time out from the warehouse record and the time in
from the checkout record, then I had the amount of time it took to sell product type
‘A’.
The upper part of the query found the warehouse record. I combined the base
tables to be able to relate the products with the given Stay record.
Here are the filters:
• pt.category = ‘A’ filters product results to only include ‘A’.
• l.name = ‘Warehouse 1’ filters stay results to only include products that were
at Warehouse 1.
• d.year = ‘2015’ AND d.month =‘1’ filters stay results to only include those that
ended during January of 2015. Any stay record that has a time out during that
timespan would indicate that the product type ‘A’ was shipped during January
of 2015 since a stay ends when the product leaves that location.
The lower part of the query found the store checkout record. I combined the base
tables to be able to relate the products with the given Stay record.
Here are the filters:
• l.type = ‘Store’ filters stay results to only include products that were at the
store checkout.
• s.time out IS NOT NULL is done because I only wanted to consider a Stay
record that was complete, which means sold.
The upper part of the query generates the list of product IDs with the time
they shipped from ‘Warehouse 1’ during January 2015. The lower part of the query
generates the list of product IDs with the time they were sold. By joining on those
two lists, I can calculate the average number of days it took for product type ‘A’ to
be shipped from Warehouse 1 in January 2015 to be sold.
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Query 7.3 A.2 Query using Normalized Schema
1 WITH q1 AS (
2 SELECT p . id as pid
3 FROM v2 . product types pt
4 JOIN v2 . products p ON ( pt . id = p . p roduc t type id )
5 JOIN v2 . s tays s ON (p . id = s . product id )
6 JOIN v2 . l o c a t i o n s l ON ( s . l o c a t i o n i d = l . id )
7 JOIN v2 . date dim d ON ( s . t ime out d im id = d . id )
8 WHERE d . year = '2015 '
9 AND d .month = '1 '
10 AND pt . category = 'A'
11 AND l . name = 'Warehouse 1 '
12 )
13 SELECT AVG((CAST( s . t ime out as i n t ) − CAST( s . t ime in as i n t ) )
/(24∗60∗60) ) AS AvgStayDuration
14 FROM v2 . l o c a t i o n s l
15 JOIN v2 . s tays s ON ( l . id = s . l o c a t i o n i d )
16 JOIN q1 ON ( s . product id = q1 . pid )
17 WHERE l . type = ' Store '
18 AND s . t ime out IS NOT NULL;
Query 7.4 A.2 Query using De-Normalized Schema
1 WITH q1 AS (
2 SELECT s .EPC
3 FROM v3 . s tay s s
4 WHERE s . locat ion name = 'Warehouse 1 ' AND
5 s . out timestamp IS NOT NULL AND
6 s . p roduct type category = 'Category 1 ' AND
7 s . out timestamp >= UNIX TIMESTAMP( '2015−01−01 ' , 'yyyy−MM−dd
' ) AND
8 s . out timestamp < UNIX TIMESTAMP( '2015−02−02 ' , 'yyyy−MM−dd ' )
9 )
10 SELECT AVG((CAST( s . out timestamp as i n t ) − CAST( s . in t imestamp as
i n t ) ) /(24∗60∗60) ) AS AvgStayDuration
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11 FROM v3 . s tay s s JOIN
12 q1 ON s . epc = q1 . epc
13 WHERE s . l o c a t i o n t yp e = ' Store ' AND
14 s . out timestamp IS NOT NULL;
7.2 Location and Path Queries
Question type B: Locations/Paths
In question type B, finding shipment path or interesting locations could be an-
swered by sorting RFID tags in chronological order, counting the number of discarded
items for each location, or counting the number of product type ‘B’ in stock.
B.1: What locations are in the shipment path for product EPC ‘XXXX’?
What paths product EPC ‘XXXX’ took so far?
The question specifies one filter constraint, product EPC. In order to filter for
product EPC, the Product table is filtered using the EPC column. Also, by sort-
ing RFID tags in chronological order, users can track the physical locations where
products have been stored, and then build a path by aggregating the locations in
chronological order.
Here are the filters:
• p.epc = ‘DFFC7FFC-5CF8-4447-8B10-442199452636’ is done to filter one spe-
cific item.
Query 7.5 B.1 Query using Normalized Schema
1 SELECT
2 l . name as locationName ,
3 l . type as locat ionType ,
4 s . t ime in as arr iva lTime ,
5 s . t ime out as leavingTime
6 FROM v2 . product types pt
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7 JOIN v2 . products p ON ( pt . id = p . p roduc t type id )
8 JOIN v2 . s tays s ON (p . id = s . product id )
9 JOIN v2 . l o c a t i o n s l on ( s . l o c a t i o n i d = l . id )
10 WHERE p . epc = 'DFFC7FFC−5CF8−4447−8B10−442199452636 '
11 ORDER BY s . t ime in ;
Query 7.6 B.1 Query using De-Normalized Schema
1 SELECT s . locat ion name ,
2 s . l o c a t i on l ong i t ud e ,
3 s . l o c a t i o n l a t i t u d e ,
4 s . in timestamp ,
5 s . out timestamp
6 FROM v3 . s tay s s
7 WHERE s . epc = 'DFFC7FFC−5CF8−4447−8B10−442199452636 '
8 ORDER BY s . in t imestamp ;
B.2: Of all the product UPC ‘ABCD1234’ that were discarded because
of ‘Reason 1’, what are the most common shared locations where the
product type ‘B’ stayed?
Identifying the relationship between the locations and the number of discarded
items will help businesses to predict possible issues from factories, warehouses, or
stores. To find common locations for a product that was defective, the total number
of products that were discarded because of ‘Reason 1’ that have a Stay record for each
location need to be counted. For example, Location 1 has 1000 records, Location 2
has 200 records, and Location 3 has 5 records, then, I can assume there is a correlation
between a product coming from Location 1 and the product discarded due to ‘Reason
1’.
This query filters using the dimension tables Product type and Defective code to
look for product type ‘B’ that was discarded or returned under the code of ‘Reason 1’.
The Defective code table has a list of possible reasons a product would be defective,
55
meaning the product is thrown away since it cannot be used or sold. If a product is
returned by a customer, if a quality check finds that the product is broken, etc., then
the product’s record would be updated to show that the product was defective and
a reason will then be specified. By having a Defective code table, it allows users to
filter based on why the product was discarded or returned. This could be helpful for
business that want to find issues in their business, manufacturing, or transportation
process.
Here are the filters:
• d.description = ‘Reason 1’ filters for products that were discarded because of
‘Reason 1’.
• pt.UPC = ‘ABCD1234’ filters for a Stay record that Universal Product Code
is ‘ABCD1234’.
• GROUP BY l.name groups by the location name and allows the count of prod-
ucts that were discarded for the ‘Reason 1’ to be done for each location.
Finally, I used the query as a sub-query so I can list all locations in descending
order (ORDER BY q1.num scrapped DESC), by the number of products that were
discarded for ‘Reason 1’.
Query 7.7 B.2 Query using Normalized Schema
1 WITH q1 AS(
2 SELECT l . name as locat ion name ,
3 COUNT(∗ ) as num scrapped
4 FROM v2 . products p
5 JOIN v2 . product types pt ON (p . p roduc t type id = pt . id )
6 JOIN v2 . d e f e c t i v e c o d e s d ON (p . d e f e c t i v e c o d e i d = d . id )
7 JOIN v2 . s tays s ON (p . id = s . product id )
8 JOIN v2 . l o c a t i o n s l ON ( s . l o c a t i o n i d = l . id )
9 WHERE d . d e s c r i p t i o n = 'Reason 1 '
10 AND pt .UPC = 'ABCD1234 '
11 GROUP BY l . name
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12 )
13 SELECT ∗
14 FROM q1
15 ORDER BY q1 . num scrapped DESC;
Query 7.8 B.2 Query using De-Normalized Schema
1 WITH q1 AS (
2 SELECT s . locat ion name ,
3 COUNT(∗ ) AS num scrapped
4 FROM v3 . s tay s s
5 WHERE s . product type upc = 'ABCD1234 ' AND
6 s . d e f e c t i v e c o d e d e s c r i p t i o n = 'Reason 1 '
7 GROUP BY s . locat ion name
8 )
9 SELECT ∗
10 FROM q1
11 ORDER BY q1 . num scrapped DESC;
B.3: Which warehouses have product type ‘B’ in stock and are the
closest to Store ‘B’?
This type of question can be asked when a store needs more product type ‘B’ and
needs to know which warehouse to get them from (i.e. which warehouse is closest).
This query filters for warehouses that have one or more product type ‘B’ in stock.
It then calculates the distance between each of these warehouses and Store ‘B’ to find
the closest warehouses.
Here are the filters:
• s.time out IS NULL is done because I only want to consider a Stay record that
is incomplete, which means the products are still in the same location.
• l.type = ‘Warehouse’ filters Stay results to include any locations that are ware-
houses.
• pt.category = ‘B’ filters product results to only include ‘A’.
57
• HAVING COUNT(*) > 0 filter for locations that have at least 1 product type
‘B’.
The distance calculation function finds the distance between the two given sets of
longitude and latitude. This distance does not represent the true distance traveled
over roads between the two locations; it simply estimates the distance. The distance
calculation function is missing in HiveQL, but it is possible to implement it in other
relational database management systems. If this query is used as a sub-query and
then ordered by the distance column, then I can sort the warehouses in order of the
distance they are from the store.
Query 7.9 B.3 Query using Normalized Schema
1 SELECT l . name , l . l ong i tude , l . l a t i t ude , COUNT(∗ ) AS num instock
2 FROM v2 . l o c a t i o n s l
3 JOIN v2 . s tays s ON ( l . id = s . l o c a t i o n i d )
4 JOIN v2 . products p ON ( s . p roduct id = p . id )
5 JOIN v2 . product types pt ON (p . p roduc t type id = pt . id )
6 WHERE s . t ime out IS NULL
7 AND l . type = 'Warehouse '
8 AND pt . category = 'B '
9 GROUP BY l . name , l . l ong i tude , l . l a t i t u d e
10 HAVING COUNT(∗ )>0 ;
Query 7.10 B.3 Query using De-Normalized Schema
1 SELECT s . locat ion name ,
2 s . l o c a t i on l ong i t ud e ,
3 s . l o c a t i o n l a t i t u d e ,
4 COUNT(∗ ) AS num instock
5 FROM v3 . s tay s s
6 WHERE s . out timestamp IS NULL AND
7 s . l o c a t i o n t yp e = 'Warehouse ' AND
8 s . p roduct type category = 'B '
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9 GROUP BY s . locat ion name , s . l o c a t i on l ong i t ud e , s .
l o c a t i o n l a t i t u d e
10 HAVING COUNT(∗ ) > 0 ;
7.3 Correlation Queries
Question type C: Correlation Question type C identifies the relationship be-
tween the locations, time spent, and discarded items. This will help predict the
possible problems from various facilities, machineries, and systems.
C: What is the correlation between time spent in a given location or
location type and how many product type ‘C’ were discarded?
This question is a combination of the previous questions. If it shows the average
amount of time spent at the store per defective code, it will give the data necessary
to ‘correlate’.
This query returns a list of all locations where product type ‘C’ was stored and
consequently discarded, along with how long the product type ‘C’ was at the given
location and the amount of product type ‘C’ that was discarded. The results could
be plotted in a graph to show correlations between the time spent at a particular
location and the amount of product type ‘C’ scrapped. When two sets of data increase
together, the correlation value is positive (1 is a perfect positive correlation). When
one value decreases as the other increases, the correlation value is negative (-1 is a
perfect negative correlation). If the values are not linked at all, the correlation value
is 0.
By combining the base tables (product, product types, defective codes, stays, lo-
cations), I can associate products with Stay records for a given location.
Here are the filters:
• s.time out IS NOT NULL is done because I only want to consider a Stay record
that is complete. If s.time out was NULL, then that means the product is still
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at that location. Since I am measuring the average time for an entire Stay, then
we should not include any incomplete Stays.
• p.defective code id IS NOT NULL filters the products that are defective.
• pt.category = ‘C’ filters for Stay record for product type ‘C’.
• GROUP BY l.type, d.description groups first by the location type and then by
the defective code description.
Finally, I used the query as a sub-query so that I can list all the location types
and the number of products that were discarded for each defective code in descending
order (ORDER BY location type, num scrapped DESC).
Query 7.11 C. Query using Normalized Schema
1 WITH q1 AS (
2 SELECT
3 l . type l o ca t i on type ,
4 d . de s c r i p t i on ,
5 COUNT(∗ ) as num scrapped ,
6 AVG((CAST( s . t ime out as i n t ) − CAST( s . t ime in as i n t ) ) /(24∗60∗60) )
AS AvgStayDuration
7 FROM v2 . products p
8 JOIN v2 . product types pt ON (p . p roduc t type id = pt . id )
9 JOIN v2 . d e f e c t i v e c od e s d ON (p . d e f e c t i v e c o d e i d = d . id )
10 JOIN v2 . s tays s ON (p . id = s . product id )
11 JOIN v2 . l o c a t i o n s l ON ( s . l o c a t i o n i d = l . id )
12 WHERE s . t ime out IS NOT NULL AND
13 p . d e f e c t i v e c o d e i d IS NOT NULL AND
14 pt . category = 'C'
15 GROUP BY l . type , d . d e s c r i p t i o n
16 )
17 SELECT ∗
18 FROM q1
19 ORDER BY loca t i on type , num scrapped DESC;
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Query 7.12 C. Query using De-Normalized Schema
1 WITH q1 AS (
2 SELECT s . l o ca t i on type ,
3 s . de fect ive code name ,
4 COUNT(∗ ) as num scrapped ,
5 AVG((CAST( s . out timestamp as i n t ) − CAST( s . in t imestamp as
i n t ) ) /(24∗60∗60) ) AS AvgStayDuration
6 FROM v3 . s tay s s
7 WHERE s . out timestamp IS NOT NULL AND
8 s . d e f e c t i v e c o d e i d IS NOT NULL AND
9 s . p roduct type category = C
10 GROUP BY s . l o ca t i on type , s . de f ec t ive code name
11 )
12 SELECT ∗
13 FROM q1
14 ORDER BY num scrapped DESC;
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8 PERFORMANCE ANALYSIS
In this chapter, I set up five test cases and measured the execution time regarding
different environmental settings. The execution time includes only the time to run
each query. The time was not measured when I loaded the data into the data ware-
house. I ran the solution queries that were implemented from the previous chapter
for each test case and recorded the query execution time. Later, I compared how
schema designs, database systems, data storage formats, and node quantity affect the
performance for each type of query.
8.1 Study Cases
Here are the four factors that will impact the query execution time in this project:
• Data models: Normalized schema (Data Model1) vs. Denormalized schema
(Data Model2)
• Data warehouse platforms: RDBMS (PostgreSQL) vs. Big Data Platform
(Hadoop/Hive)
• Data storages: Row storage vs. Column storage
• The number of Hadoop nodes: One node vs. Three node
By using different combinations of these factors, I created different environmental
settings, so we can learn which combinations generated the best result (i.e. the small-
est execution time) for each query. Moreover, I compared the different environmental
settings and learned which one is more effective than others in various circumstances.
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Below, is the summary of all the test cases. I loaded synthetic data into Data
Model 1 and Data Model 2 schemas using the following test cases (Figure 8.1).
Fig. 8.1: Test Case Scenario.
• Test 1. PostgreSQL(it supports arrays which I need for Data Model 1) with
plain text files (CSV); single node; normal row storage
• Test 2. Hadoop/Hive with plain text files (CSV); single node; normal row
storage
• Test 3. Hadoop/Hive with plain text files (CSV); 3 node cluster; normal row
storage
• Test 4. Hadoop/Hive with optimized row columnar (ORC) files; single node;
column data storage
• Test 5. Hadoop/Hive with optimized row columnar (ORC) files; 3 node cluster;
column data storage
8.2 Experimental Setup
8.2.1 Data
The data simulator is written using JavaSim, a collection of Java simulation frame-
work for developing discrete-event simulations [49]. The simulation is run for a defined
duration. While most of the data is fully generated randomly some items like defec-
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tive codes, locations, and manufacturers are supplied through tab separated files. At
the start of the simulation, these files are parsed to load the defective codes, locations,
and manufacturers into memory so they can be used by the simulator.
At the beginning of the simulation, the factories are started. As the products
are generated, they go down a series of machines into a quality check and then to
the shipping dock. Products then go to warehouses, and finally to stores. As the
simulation runs, it logs data to a series of tab separated data files, which can then be
parsed and loaded by Hive and PostgreSQL.
Generated data has 5 warehouses, 50 stores, 10 factories, and 10 manufacturers.
Generated data includes Stay records for when a part is at a certain part of a location
(i.e. the part has a Stay record for when it was at the quality department at the
factory) in addition to an overall record for the location. For example, if a part goes
through 5 machines, a quality department, and then is shipped from the factory, it
would have a Stay record for: each of the 5 machines, the quality department, and an
overall record for the factory stay. Generated data is tested at 500 million, 1 billion,
1.5 billion, and 2 billion Stay records. I gradually increased the data size to find out
when it becomes more effective to use the relational database system or the big data
platform.
The cleaning process can be rather expensive and challenging, especially when
near real-time responses to location queries are required. This aspect of RFID data
management is beyond the scope of this thesis. The considered storage solutions
assume that data cleaning was performed as a pre-processing step.
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8.2.2 System settings
1. One Node Hadoop Cluster
Table 8.1: One Node Hadoop Cluster Virtual Machine Specifications.
Quantity Description Software EC2 model Memory vCPU EBS SSD(non-reserved IOPS)
1 Master Amazon EMR R3.large 15.25GB 2 32GB
1 Core Amazon EMR R3.2xlarge 61GB 8 1200GB
Table 8.2: One Node Hadoop Cluster Software Version.
Software Version
OS Amazon AMI 3.6.0
Hive 0.13.1
Pig 0.12.0
Hue 3.7.1
2. Three Node Hadoop Cluster
Table 8.3: Three Node Hadoop Cluster Virtual Machine Specifications.
Quantity Description Software EC2 model Memory vCPU EBS SSD(non-reserved IOPS)
1 Master Amazon EMR R3.large 15.25GB 2 32GB
3 Core Amazon EMR R3.2xlarge 61GB 8 600GB
Table 8.4: Three Node Hadoop Cluster Software Version.
Software Version
OS Amazon AMI 3.6.0
Hive 0.13.1
Pig 0.12.0
Hue 3.7.1
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3. PostgreSQL
Ran the tests on single node PostgreSQL 9.4 on Amazon Relational Database Services
(RDS).
Table 8.5: PostgreSQL Virtual Machine Specifications.
Quantity Description Software EC2 model Memory vCPU EBS SSD(non-reserved IOPS)
1 DB server PostgreSQL R3.2xlarge 61GB 8 1200GB
Table 8.6: PostgreSQL Software Version.
Software Version
OS Amazon AMI 3.6.0
PostgreSQL 9.4.1
8.3 Experimental Results
Depending on the types of data model, data warehouses, and data storage formats,
the size of the Stay table varies for the different environmental situations. Here is the
size of the Stay table for each test environment:
.5	BILLION 1.0	BILLION 1.5	BILLION 2.0	BILLION
Hadoop	(TSV) 106.5 213 319.5 426
Hadoop	(ORC) 70.5 141 211.5 282
Postgre 36.67 73.33 110 146.67
Hadoop	(TSV) 195 390 585 780
Hadoop	(ORC) 117.5 235 352.5 470
Postgre 149.17 298.33 447.5 596.67
Stays	table	size	(GB) Number	rows
Data	Model	1
Data	Model	2
Fig. 8.2: Stay Table Size (GB).
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Question A.1: What is the average number of days that product type
‘A’ stays at the warehouse?
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Fig. 8.3: Query A.1 Performance Result: Compared Data Model 1 (Normalized
Schema) vs. Data Model 2 (De-normalized Schema) in (a) 1 Node Hadoop with
TSV File Format, (b) 1 Node Hadoop with ORC File Format, and (c) PostgreSQL
database.
Figure 8.3 shows the Query A.1 execution time for each data warehouse and
compares the performance of two different data models in different data warehouses.
According to Figure 8.3(c), in the relational database (PostgreSQL), Data Model 1
(Normalized schema) has a better performance than Data Model 2 (De-normalized
schema). As the number of records increases, the time gap between Data Model 1
and Data Model 2 gets bigger. As we can infer based on Figure 8.2, Data Model 2
contains lots of redundancy to remove table joins. The data size of Data Model 2 is
about two to four times bigger than Data Model 1; therefore, Data Model 2 takes
much more time to scan the entire table. Also, Figure 8.3(a) and Figure 8.3(b) show
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that Data Model 2 does not have better performance than Data Model 1. Therefore,
overall, Data Model 1 (Normalized schema) had better performance in both RDBMS
and big data platform.
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Fig. 8.4: Query A.1 Performance Result: Compared 1 node Hadoop vs. 3 Nodes
Hadoop in (a) Normalized Schema (Data Model 1) and (b) De-normalized Schema
(Data Model 2).
Figure 8.4 shows the Query A.1 execution time in different numbers of Hadoop
nodes with different data storage. Figure 8.4(a) shows the execution time while using
normalized schema (Data Model 1). The result shows three nodes Hadoop (TSV) has
better performance than single node Hadoop (TSV) in different numbers of records.
However, when the number of Stay records was 0.5 billion, three nodes Hadoop (TSV)
is only slightly better than one node Hadoop (TSV). This result shows that when the
data size is not big enough, increasing the number of Hadoop nodes does not always
get a better performance. It can be the opposite because the percentage of wait-time
gets longer than the percentage of query time. Since the single Hadoop node does not
have wait-time for other nodes, it can produce the result much more quickly when
the data size is small. Similarly, three nodes Hadoop (ORC) has better performance
than single node Hadoop (ORC) in different numbers of records, except when the
number of Stay records was 2.0 billion. We can guess that single Hadoop (ORC)
works better with big data size. However, three nodes Hadoop (ORC) would have
better performance if the amount of data is bigger than the current data size. Figure
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8.4(b) shows the execution time while using denormalized schema (Data Model 2). It
has a similar graph pattern as Figure 8.4(a).
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Fig. 8.5: Query A.1 Performance Result: Compared Hadoop (TSV) vs. Hadoop
(ORC) vs. Postgre in (a) Data Model 1 (Normalized Schema) and (b) Data Model 2
(De-normalized Schema).
Figure 8.5 shows the Query A.1 execution time in different data warehouse sys-
tems: Hadoop with TSV file format, Hadoop with ORC file format, and PostgreSQL.
Figure 8.5(a) shows the execution time while using Data Model 1 (Normalized schema)
and Figure 8.5(b) shows the execution time while using Data Model 2 (De-normalized
schema). Both graphs have similar patterns; however, the execution time measured
from Data Model 1 had better performance overall. Hadoop (ORC) has the best
performance in different numbers of records in this experiment. Hadoop (TSV) does
not always have better performance when compared to PostgreSQL. Until 1.0 billion
records, PostgreSQL had better execution time, but past that number, PostgreSQL
slows significantly among the three data warehouses. This shows relational database
works better when the data size is smaller than 1.0 billion and Hadoop works better
when the data size is massive.
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Question A.2: What is the average time to be sold for products of type
’A’ that were shipped from Warehouse 1 in January 2015?
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Fig. 8.6: Query A.2 Performance Result: Compared Data Model 1 (Normalized
Schema) vs. Data Model 2 (De-normalized Schema) in (a) 1 Node Hadoop with
TSV File Format, (b) 1 Node Hadoop with ORC File Format, and (c) PostgreSQL
database.
Figure 8.6 shows the Query A.2 execution time for each data warehouse and
compares the performance of two different data models in different data warehouses.
According to Figure 8.6(c), in a relational database (PostgreSQL), Data Model 2
(De-normalized schema) has a better performance than Data Model 1 (Normalized
schema). Among all the queries I tested, this is the only query where I had different
patterns. Although the Data Model 2 data size is about two to four times bigger than
Data Model 1, Data Model 2 took less time to scan the entire table. Sometimes with-
out the query hints or indexes, query optimizer (query planner) does not know how to
process the query efficiently. However, for the A2 query, the query optimizer (query
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planner) knew the efficient way to query since the query was asking a specific month
and the year. The fact that PostgreSQL knows metadata and the data was stored in
a sequential manner helped query optimizer (query planner) achieve better results.
However, Figure 8.6(a) and Figure 8.6(b) show that in the big data platform, Data
Model 2 has poor performance compared to Data Model 1. Therefore, de-normalized
schema does not always have a better performance than normalized schema in the
big data platform.
0.00	
100.00	
200.00	
300.00	
400.00	
500.00	
600.00	
0.5	 1.0	 1.5	 2.0	
Ex
ec
u&
on
	T
im
e	
(s
ec
)	
Records	(billion)	
1node	Hadoop	(TSV)	
3node	Hadoop	(TSV)	
1node	Hadoop	(ORC)	
3node	Hadoop	(ORC)	
(a)
0.00	
1000.00	
2000.00	
3000.00	
4000.00	
5000.00	
6000.00	
0.5	 1.0	 1.5	 2.0	
Ex
ec
u&
on
	T
im
e	
(s
ec
)	
Records	(billion)	
1node	Hadoop	(TSV)	
3node	Hadoop	(TSV)	
1node	Hadoop	(ORC)	
3node	Hadoop	(ORC)	
(b)
Fig. 8.7: Query A.2 Performance Result: Compared 1 Node Hadoop vs. 3 Nodes
Hadoop in (a) Data Model 1 (Normalized Schema) and (b) Data Model 2 (De-
normalized Schema).
Figure 8.7 shows the Query A.2 execution time in different numbers of Hadoop
nodes with different data storage. Figure 8.7(a) shows the execution time while using
Data Model 1 (Normalized schema) and Figure 8.7(b) shows the execution time while
using Data Model 2 (De-normalized schema). The performance from the graph shows
that three nodes Hadoop (TSV) has better performance than single node Hadoop
(TSV) in different numbers of records. On the other hand, the single node Hadoop
(ORC) was the fastest and the three nodes Hadoop (ORC) was the slowest. Unex-
pectedly, three nodes Hadoop (ORC) had the worst performance compared to other
Hadoop nodes after 1.0 billion records. This result shows that increasing the number
of nodes and using columnar storage does not always improve the performance. We
can guess that the query optimizer (query planner) was unable to determine the ef-
71
ficient method to retrieve the data, in this case. Also, since the single Hadoop node
does not have wait-time for other nodes, it can produce the result more quickly than
multiple Hadoop nodes. It is hard to find the exact reason why this happened. How-
ever, giving query hints and building indexes are important in databases and that
will greatly improve the query performance. Three nodes Hadoop (ORC) might have
better performance than other Hadoop clusters if the amount of data is bigger than
the current data size.
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Fig. 8.8: Query A.2 Performance Result: Compared Hadoop (TSV) vs. Hadoop
(ORC) vs. PostgreSQL in (a) Data Model 1 (Normalized Schema) and (b) Data
Model 2 (De-normalized Schema).
Figure 8.8 shows the Query A.2 execution time in different data warehouse sys-
tems: Hadoop with TSV file format, Hadoop with ORC file format, and PostgreSQL.
Figure 8.8(a) shows the execution time while using Data Model 1 (Normalized schema)
and Figure 8.8(b) shows the execution time while using Data Model 2 (De-normalized
schema). In Data Model 1, PostgreSQL has the slowest performance among all three.
In Data Model 2, Hadoop (TSV) has the slowest performance among all three. Also,
PostgreSQL has better performance than Hadoop (ORC) up until 1.5 billion, but
after that Hadoop (ORC) has better performance. From this result, we can say that
Hadoop with TSV or ORC file format does not always have a better performance
than the relational database.
72
Question B.1: What locations are in the shipment path for product
EPC ‘XXXXX’? What paths has product EPC ‘XXXXX’ taken so far?
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Fig. 8.9: Query B.1 Performance Result: Compared Data Model 1 (Normalized
Schema) vs. Data Model 2 (De-normalized Schema) in (a) 1 Node Hadoop with
TSV File Format, (b) 1 Node Hadoop with ORC File Format, and (c) PostgreSQL
database.
Figure 8.9 shows the Query B.1 execution time for each data warehouse and
compares the performance of two different data models in different data warehouses.
In the big data platform, Hadoop/Hive, Data Model 1 had better performance than
Data Model 2. The performance of Data Model 2 can be significantly improved
with indexes, sharding keys, and query hints. In a relational database (PostgreSQL),
Data Model 1 (Normalized schema) had better performance than Data Model 2 (De-
normalized schema). Therefore, overall, Data Model 1 had better performance in
both the relational database and the big data platform.
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Fig. 8.10: Query B.1 Performance Result: Compared 1 Node Hadoop vs. 3 Nodes
Hadoop in (a) Data Model 1 (Normalized Schema) and (b) Data Model 2 (De-
normalized Schema).
Figure 8.10 shows the Query B.1 execution time in different numbers of Hadoop
nodes with different data storage. Throughout the different number of Stay records,
the best performance was three nodes Hadoop (ORC), then single node Hadoop
(ORC), then three nodes Hadoop (TSV), and the slowest performance was the single
node Hadoop (TSV). This result proves that increasing the number of Hadoop nodes
and using ORC file format can improve the performance.
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Fig. 8.11: Query B.1 Performance Result: Compared Hadoop (TSV) vs. Hadoop
(ORC) vs. PostgreSQL in (a) Data Model 1 (Normalized Schema) and (b) Data
Model 2 (De-normalized Schema).
Figure 8.11 shows the Query B.1 execution time in different data warehouse sys-
tems: Hadoop with TSV file format, Hadoop with ORC file format, and PostgreSQL.
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Throughout the different number of Stay records, Hadoop (ORC) had the best perfor-
mance compared to other data warehouse platforms. PostgreSQL had better results
than Hadoop (TSV) up until 1.0 billion records, but past that, Hadoop (TSV) had
better performance. This result proves that Hadoop node with columnar storage is
the most efficient format; Hadoop node with row storage can be more efficient than
the relational database after 1.0 billion records.
Question B.2: Of all the product type ‘B’ that were discarded because of
‘Reason1’, what are the most common shared locations where the product
type ‘B’ stayed?
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Fig. 8.12: Query B.2 Performance Result: Compared Data Model 1 (Normalized
Schema) vs. Data Model 2 (Denormalized Schema) in (a) 1 Node Hadoop with
TSV File Format, (b) 1 Node Hadoop with ORC File Format, and (c) PostgreSQL
database.
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Figure 8.12 shows the Query B.2 execution time for each data warehouse and
compares the performance of two different data models in different data warehouses.
In the big data platform, Hadoop/Hive, Data Model 1 had better performance than
Data Model 2. The performance of Data Model 2 can be significantly improved
with indexes, sharding keys, and query hints. In a relational database (PostgreSQL),
Data Model 1 (Normalized schema) had better performance than Data Model 2 (de-
nornalized schema). Therefore, overall, Data Model 1 (Normalized schema) had better
performance in both the relational database and the big data platform.
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Fig. 8.13: Query B.2 Performance Result: Compared 1 Node Hadoop vs. 3 Nodes
Hadoop in (a) Data Model 1 (Normalized Schema) and (b) Data Model 2 (De-
normalized Schema).
Figure 8.13 shows the Query B.2 execution time in different numbers of Hadoop
nodes with different data storage. Throughout the different number of Stay records,
the best performance was three nodes Hadoop (ORC), then single node Hadoop
(ORC), then three nodes Hadoop (TSV), and the slowest performance was the single
node Hadoop (TSV). This result proves that increasing the number of Hadoop nodes
and using ORC file format can improve the performance.
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Fig. 8.14: Query B.2 Performance Result: Compared Hadoop (TSV) vs. Hadoop
(ORC) vs. PostgreSQL in (a) Data Model 1 (Normalized Schema) and (b) Data
Model 2 (De-normalized Schema).
Figure 8.14 shows the Query B.2 execution time in different data warehouse sys-
tems: Hadoop with TSV file format, Hadoop with ORC file format, and PostgreSQL.
Throughout the different number of Stay records, Hadoop (ORC) had the best per-
formance when compared to other data warehouse platforms. PostgreSQL had better
results than Hadoop (TSV) up until 1.0 billion records, but past that, Hadoop (TSV)
had better performance. This result proves that Hadoop node with columnar storage
is the most efficient format; Hadoop node with row storage can be more efficient than
the relational database after 1.0 billion records.
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Question B.3: Which warehouses have product type ‘B’ in stock and
are the closest to Store ‘B?
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Fig. 8.15: Query B.3 Performance Result: Compared Data Model 1 (Normalized
Schema) vs. Data Model 2 (Denormalized Schema) in (a) 1 Node Hadoop with
TSV File Format, (b) 1 Node Hadoop with ORC File Format, and (c) PostgreSQL
database.
Figure 8.15 shows the Query B.3 execution time for each data warehouse and
compares the performance of two different data models in different data warehouses.
In the big data platform, Hadoop/Hive, Data Model 1 had better performance than
Data Model 2. The performance of Data Model 2 can be significantly improved
with indexes, sharding keys, and query hints. In a relational database (PostgreSQL),
Data Model 1 (Normalized schema) had better performance than Data Model 2 (de-
nornalized schema). Therefore, overall, Data Model 1 (Normalized schema) had better
performance in both the relational database and the big data platform.
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Fig. 8.16: Query B.3 Performance Result: Compared 1 Node Hadoop vs. 3 Nodes
Hadoop in (a) Data Model 1 (Normalized Schema) and (b) Data Model 2 (De-
normalized Schema).
Figure 8.16 shows the Query B.3 execution time in different numbers of Hadoop
nodes with different data storage. Throughout the different number of Stay records,
the best performance was three nodes Hadoop (ORC), then single node Hadoop
(ORC), then three nodes Hadoop (TSV), and the slowest performance was the single
node Hadoop (TSV). This result proves that increasing the number of Hadoop nodes
and using ORC file format can improve the performance.
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Fig. 8.17: Query B.3 Performance Result: Compared Hadoop (TSV) vs. Hadoop
(ORC) vs. PostgreSQL in (a) Data Model 1 (Normalized Schema) and (b) Data
Model 2 (De-normalized Schema).
Figure 8.17 shows the Query B.3 execution time in different data warehouse sys-
tems: Hadoop with TSV file format, Hadoop with ORC file format, and PostgreSQL.
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Throughout the different number of Stay records, Hadoop (ORC) had the best perfor-
mance compared to other data warehouse platforms. PostgreSQL had better results
than Hadoop (TSV) up until 1.0 billion records, but past that, Hadoop (TSV) had
better performance. This result proves that Hadoop node with columnar storage is
the most efficient format; Hadoop node with row storage can be more efficient than
the relational database after 1.0 billion records.
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9 CONCLUSION AND FUTURE WORK
This chapter summarizes the research process and performance analysis results. Fur-
thermore, it suggests future works that need to be done.
9.1 Conclusion
By understanding the RFID data characteristics and the database query optimizer
(query planner), there are extensive opportunities to enhance the current database’s
performance that businesses are using. Throughout this research, I found that there
is no winner between relational databases and big data platforms. Both can handle a
large amount of data and both can be fast, if there are good optimization strategies.
Therefore, both the relational databases and the big data platforms have their own
advantages.
Performance Analysis Summary
• Data Model 1 is a snowflake schema that requires multiple joins between the
tables. Data Model 2 denormalized all the tables from Data Model 1 to increase
the database performance in a big data platform. Originally, I thought denor-
malized schema would answer different types of analytical questions faster since
there are no joins; however, most of the time, the performance was actually
slower than normalized schema. The normalized database can greatly reduce
the redundant data and it is easier to update a record without tracking all the
related data. In a big data platform, denormalized schema does not always have
better performance than normalized schema. Without indexes, sharding keys,
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and query hints, the query optimizer (query planner) does not always know the
efficient way to query.
• ORC (Optimized Row Columnar, a new table storage format to store Hive data)
files can load data faster, process query faster, and utilize storage space more
efficiently. This takes much less time when compared to the original Text file
format. ORC file format stores billions of rows in compact ways and enables
skipping over irrelevant parts without the need for large, complex, or manually
maintained indices.
• When the size of the data is not big enough, increasing the number of Hadoop
nodes does not always provide a better performance. It can be the opposite
because the percentage of wait-time gets longer than the percentage of query
time. When there are multiple clusters, the main cluster has to wait until all
the other clusters finish their tasks until it can collect the result from them.
Since the single Hadoop node does not have wait-time for other nodes, it can
produce the results much quicker when the data size is relatively small. As the
data grows to terabytes or petabytes, the percentage of wait-time will be less
than the percentage of query time. In this situation, it is good to increase the
number of Hadoop nodes.
• Big data platform does not always have better performance than a relational
database. The query execution time affected different factors and circumstances.
It depends on how much effort programmers put to optimize the databases. In
this thesis, both Hadoop and PostgreSQL were tested without configuration.
It used the basic features from the original settings. To improve the query
performance, the programmer has to understand the data and build indexes,
sharding keys, and query hints.
• The performance gets worse as the data size increases in both relational databases
or big data platforms. Therefore, optimization strategies are needed to speed
up the query performance. The programmer has to understand the characteris-
tics of data and optimize the database using indexes, sharding keys, and query
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hints. These will help the query optimizer (query planner) to know the efficient
way to query the database and it will provide a better performance.
9.2 Future Work
Like I mentioned from the previous chapters and conclusion, developing optimiza-
tion strategies is important in both relational database and big data platforms. The
query performance would greatly improve if the database has indexes, sharding keys,
and query hints. Therefore, finding effective strategies is needed.
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APPENDIX: QUERY PERFORMANCE RESULTS
.5	BILLION 1.0	BILLION 1.5	BILLION 2.0	BILLION
Hadoop	(TSV) 574.25 964.90 1482.30 1937.03
3node	Hadoop	(TSV) 540.80 554.60 976.12 1564.89
Hadoop	(ORC) 304.97 414.33 559.90 659.85
3node	Hadoop	(ORC) 287.39 348.25 452.85 667.57
Postgre 312.76 736.81 1688.61 2726.54
Hadoop	(TSV) 792.76 1289.37 1958.92 2683.81
3node	Hadoop	(TSV) 738.54 756.83 1459.02 2344.76
Hadoop	(ORC) 446.88 631.75 736.89 932.02
3node	Hadoop	(ORC) 356.08 469.63 612.37 922.05
Postgre 445.38 1012.14 2356.58 3802.30
Query	A.1	time	(seconds) Number	rows
Data	Model1
Data	Model2
Fig. A.1: Query A.1 Performance (sec)
.5	BILLION 1.0	BILLION 1.5	BILLION 2.0	BILLION
Hadoop	(TSV) 109.44 113.27 200.93 325.42
3node	Hadoop	(TSV) 62.91 91.70 115.99 136.40
Hadoop	(ORC) 53.56 69.94 97.72 133.10
3node	Hadoop	(ORC) 61.51 142.37 345.50 538.26
Postgre 1262.92 2068.73 3044.84 3962.99
Hadoop	(TSV) 1149.49 1158.50 2352.13 3486.52
3node	Hadoop	(TSV) 682.91 957.61 1271.82 1564.01
Hadoop	(ORC) 606.96 748.65 1064.88 1495.68
3node	Hadoop	(ORC) 696.54 1487.91 3906.24 5980.86
Postgre 194.75 400.30 996.28 1548.62
Query	A.2	time	(seconds) Number	rows
Data	Model1
Data	Model2
Fig. A.2: Query A.2 Performance (sec)
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.5	BILLION 1.0	BILLION 1.5	BILLION 2.0	BILLION
Hadoop	(TSV) 210.39 354.25 514.62 676.49
3node	Hadoop	(TSV) 192.68 197.71 358.59 603.31
Hadoop	(ORC) 107.69 164.56 204.34 257.46
3node	Hadoop	(ORC) 103.17 126.34 159.87 245.17
Postgre 118.38 245.63 638.25 891.66
Hadoop	(TSV) 475.41 768.42 1192.73 1633.17
3node	Hadoop	(TSV) 434.69 438.58 856.08 1260.91
Hadoop	(ORC) 253.22 370.92 463.37 555.22
3node	Hadoop	(ORC) 224.40 285.92 374.82 540.93
Postgre 268.84 553.33 1405.96 2232.74
Query	B.1	time	(seconds) Number	rows
Data	Model1
Data	Model2
Fig. A.3: Query B.1 Performance (sec)
.5	BILLION 1.0	BILLION 1.5	BILLION 2.0	BILLION
Hadoop	(TSV) 137.82 226.86 334.03 476.36
3node	Hadoop	(TSV) 125.94 132.02 243.00 399.32
Hadoop	(ORC) 73.37 105.91 135.45 173.66
3node	Hadoop	(ORC) 62.66 81.14 112.66 156.99
Postgre 77.26 164.78 402.12 652.79
Hadoop	(TSV) 680.74 1203.83 1721.29 2430.32
3node	Hadoop	(TSV) 631.46 686.38 1275.81 2046.12
Hadoop	(ORC) 395.91 525.96 652.97 878.94
3node	Hadoop	(ORC) 342.34 451.71 591.94 786.80
Postgre 372.60 852.71 2189.99 3237.07
Query	B.2	time	(seconds) Number	rows
Data	Model1
Data	Model2
Fig. A.4: Query B.2 Performance (sec)
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.5	BILLION 1.0	BILLION 1.5	BILLION 2.0	BILLION
Hadoop	(TSV) 326.02 544.51 801.63 1153.24
3node	Hadoop	(TSV) 301.90 323.18 589.99 961.60
Hadoop	(ORC) 173.97 250.35 338.59 399.26
3node	Hadoop	(ORC) 166.06 210.39 273.58 389.76
Postgre 191.95 397.71 1036.25 1566.81
Hadoop	(TSV) 556.61 985.14 1376.51 1768.66
3node	Hadoop	(TSV) 512.04 536.98 1012.04 1568.66
Hadoop	(ORC) 288.52 434.97 528.84 653.52
3node	Hadoop	(ORC) 265.79 317.28 455.42 645.82
Postgre 325.40 655.10 1618.75 2632.94
Query	B.3	time	(seconds) Number	rows
Data	Model1
Data	Model2
Fig. A.5: Query B.3 Performance (sec)
