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Introduction
This paper focuses on the problem of implementing shared objects over an asynchronous message passing system characterized by (i) infinitely many processes and (ii) high dynamics: processes may join or leave the computa- * The work described in this paper was partially supported by the Eu- tion at any time. This dynamic distributed system model abstracts continuously running systems like peer-to-peer systems.
In order to implement objects in this environment, we adopt the client/server paradigm and the related failure model proposed in [5] . More specifically, clients coordinate the access to the object through servers and no communication among clients is assumed. Then, the set of clients may be infinitely large. The object is implemented by a fixed set of virtual servers. At any time a process incarnates a virtual server. Upon the departure of such a process either by crash or by leave, a new process eventually replaces the old one in incarnating the virtual server. However the state of the departed process may be lost without possibility to retrieve it. This demands a system model in which both a processes crash and process leave are associated with a memory loss of the virtual server. To model possible infinite alternation of processes incarnating a virtual server, these losses can be an infinite large number. This dynamic system model nicely captures, for example, the basic behavior of structured P2P systems, [19] , [20] , [21] .
Motivation.
A read/write shared object is persistent if any value written in such an object, while not overwritten, may be retrieved by a read operation. Persistency is the key property to ensure computational progress to clients accessing the object. This property can be easily guaranteed when implementing an object in a crash and in a crash/recovery model through a fixed number of processes. Solutions in such contexts rely either on the fact of having a subset of correct processes or on deterministically retrieving the state of a failed process [9] .
Due to the arbitrarily large number of memory losses characterizing our system model, all the virtual servers implementing the object may simultaneously suffer a memory loss. This implies that persistency may not be ensured due to the fact that a value written disappears from the object just after the occurrence of such simultaneous memory losses. There is therefore the need to define under such a system model, a weak form of persistency which ensure computational progress to clients when the system becomes quiescent (i.e., some processes incarnate a subset of virtual server forever) while guaranteeing a safe object behavior all the time. This behavior is defined by the consistency criterion (e.g. Causal Consistency [2] , Sequential Consistency [12] , Atomic consistency [13] ) chosen for an object.
Atomic consistency is recognized to be the most useful consistency criterion since it provides the client processes with the illusion that they access the memory one at a time [13] . In a crash prone system, atomicity may be guaranteed provided that object state persistency is ensured through crashes [9] . Thus, the intrinsic lack of persistency of our system model, does not allow atomic objects implementations.
For this reason, we consider a weaker consistency criterion, namely causal consistency [2] . A causal object ensures that values returned by read operations are consistent with the causality order relation. In particular, if the write operation of a value a, namely w(x)a, causally precedes the one of a value b, namely w(x)b, every client process that reads both values, has to read a and then b. Let us remember that w(x)a causally precedes w(x)b if i) both writes are issued by the same client process and w(x)a is issued before w(x)b, or ii) the client issuing w(x)b reads the value written by w(x)a before issuing w(x)b or iii) because of transitivity.
The interesting feature of causal consistency is that a protocol implementing it does not require persistency for satisfying a safe behavior 1 while persistency is required for some periods of time to ensure progress of the computation.
Contribution. Firstly, the paper introduces a weak form of object persistency, called weakly-persistent object. The latter ensures that in periods in which the system is quiescent (some processes incarnate a subset of virtual server forever) the computation, as perceived by a client, continually makes progress, e.g. clients are able to read the most recent values. Interestingly the notion of persistency provided by the paper is general and then can be instantiated in any specific consistency criterion.
Secondly we propose a protocol, along with its correctness proof, implementing a so called weakly-persistent causal consistent object. The protocol, based on plausible clocks [3] , enjoys the desirable property of maintaining causal consistency all the time regardless of periods affected by high dynamics and of leveraging quiescent periods to bring forward a computation perceived in the same way by all clients joining the system along the time.
Thirdly, to show practically the applicability of the weak persistency notion to other consistency criteria, we modify the weakly-persistent causal consistent object to obtain a weakly persistent object guaranteing sequential consistency.
Road-Map
The paper is structured into six sections. Section 2 describes the object model and the consistency model. Section 3 specifies the system model. In Section 4, we propose our definition of weakly-persistent object. In Section 5, we give the implementation of a weaklypersistent causal object along with its correctness proofs. In Section 6, we modify the implementation proposed in the previous section to get a weakly-persistent sequential object. In Section 7, we consider the related works and finally we present conclusions in Section 8.
Object Model
Client processes interact via a shared object x through read and write operations. A write operation aims at storing a new value in object x, while a read is supposed to return the value stored in x. Object x is initialized to ⊥. Each client process is univocally identified by a positive integer, i.e. c i will denote the client process whose identity is i. Thus, formally: we denote as w i (x)v a write operation invoked by a client process c i to store a value v in x and as r i (x)v a read operation invoked by a client process c i and that returns to c i the value v stored in x. We assume that each write operation is univocally identifiable. In detail, a write may be identified by the value written and the process identifier provided that the client does not write more than once the same value, otherwise, it is sufficient to additionally consider a sequence number.
As the object can be concurrently accessed (by read and write operations), clients must be provided with a consistency criterion that precisely defines the semantics of the shared object, that is the value each read operation has to return. A consistency criterion defines correctness in terms of histories. 
System Model
We consider the infinite arrival model proposed in [1] : the system consists of possibly infinitely many processes, runs can have infinitely many processes, but in each finite time interval only finitely many processes take steps. The system is asynchronous, that is there is no bound on the relative process speeds, however, the time taken by each process to execute a computational step is finite. Moreover, message transfer delay is finite but unpredictable. As depicted in Figure 1 , components of the system are logically separated in: client processes, object entities and object manager processes.
Object x is implemented by a finite number n of virtual servers, also called object entities {x 1 , x 2 , . . . , x n }. Each object entity is characterized by an univocal virtual identifier and a state. In particular, x j denotes the j − th object entity and its state is its current value.
Each object entity x i is implemented by an object manager process which is in charge of the actual execution of read/write operations invoked by client processes. An object manager process is identified by the identity of the object entity it is in charge of. Since at each time, each object entity is incarnated by a single object manager process, sometimes we denote as x i both the object entity and the corresponding object manager process.
Client processes communicate with object manager processes exchanging messages over fair-loss point-to-point channels [17] . There is no communication among object manager processes.
Failure Model A process (client or object manager) may crash, that is, it halts prematurely. A crashed process does not recover. This means that from a practical point of view, a process that crashes, can re-enter the system with a new identity. A process that does not crash is correct otherwise it is faulty.
We treat the deliberate leave of an object manager as a crash. If an object manager leaves the system, deliberately or by crashing, if a new object manager will replace that previous one it will assume the same virtual identity. As an example, in Figure 1 , the process i crashes and it is replaced by process k. Moreover, the new object manager process is not able to retrieve any state the crashed process passed through during its execution. We assume that each time an object manager process leaves the system, there exists a new one that replaces the previous one. For what said, each object entity x i is characterized by a sequence of object managers, denoted x i . Let us remark that the mapping between object entities and object manager processes can be realized through wellknown technologies such as Domain Name Server (DNS), Distributed Hash Table (DHT) etc. These technologies include mechanisms providing a good support for maintaining a stable set of server processes. Thanks to the possibility of having concurrent joins and leaves, the system model is well-suited to represent an object implementation on the top of a structured peer-to-peer system.
Weakly persistent causal consistent object
Intuitively a written value v is persistent if, in absence of new write operations, a subsequent read operation will return v.
Definition 3 (Persistent Value v). If a value v is written into object x, in absence of successive and concurrent write operations, a client process that reads infinitely many times x, will eventually read v forever.
Let us notice that the notions of successive and concurrently written could be w.r.t. real time or to some logical order. These notions are defined once a consistency criterion (e.g., atomic consistency, sequential consistency, causal consistency and PRAM) has been chosen.
Definition 4 (Persistent Object). An object x is persistent if every value written into x is persistent.
For example, in a failure free environment an object implemented by a set of processes is trivially persistent if a write operation is applied to all processes and a read operation waits for one reply to return the value.
In our failure model, persistency can be only guaranteed for values written in quiescent periods of the system, that is when a subset of processes incarnating object managers does not suffer memory losses (i.e., processes do not leave the system deliberately or do not crash -see Section 5). In non-quiescent periods of the system, potentially all processes could suffer a memory loss. This makes non persistent the object described by the previous trivial implementation. This is why we need to introduce the notion of a weak form of object persistency, namely weakly-persistent object. Formally:
Definition 5 (Weakly-Persistent Object). An object x is weakly-persistent if there is a time after which x is persistent.
Roughly speaking, in a weakly-persistent object to ensure that a value could be eventually read by a client that reads infinitely many times, this value has to be written infinitely many times. Therefore, a value written a finite number of times in a weakly-persistent object may never be read due to the fact that the write operations could be issued during the non-quiescent period of the system. Finally, let us instantiate the notion of weak persistent object in the context of causal consistency:
Definition 6 (Weakly-Persistent Causal Consistent Object).
A weakly-persistent causal consistent object is an object that is both causal consistent and weakly-persistent.
Weakly-Persistent Causal Consistent Object Implementation
Client processes invoke operations by sending request messages to the set of object entities. An operation invoked by a client process c i , finishes when c i has received a response from f distinct object entities. Since each object entity x i is incarnated by an object manager process that may change during time, we assume the existence of an underline routing system that is able to route request messages to the object manager process that currently incarnates x i . When an object entity receives a request of a client process c i , it processes that request and then it sends the corresponding response to c i . A correct implementation has to satisfy the following properties: 
Data Structures
Each client process c i has to manage: 1) ack[1.
.n]: a vector of boolean, one for each object entity. Each entry is initially set to false. It is used to track when f object entities have answered to a read request made by c i . ack[k] = true means that c i has received from x k a response to its current read request; 2) ack: an integer initially set to 0. It stores the number of ack received by c i from object entities in order to track when an ack is received by f object entities. Each object manager x i has to manage a variable last, to track the client that invoked the write operation corresponding to the last value stored at x i . This information is used to check causal consistency.
Moreover, in order to guarantee causal consistency, processes in the system, both clients and object managers, have to manage a timestamping system to implement a plausible clock t [3] . The plausible clock system we propose is an adaptation of R-Entries vector clock system (REV) proposed by Ahamad et al. in [3] . Each process stores a vector of integers of fixed size n, initially set to [0, . . . , 0]. This vector is denoted t i [1. .n] for a client process c i and tx i [1. .n] for an object manager x i . Each client process c i is associated to the i modulo n entry of the plausible clock t. According to this and due to the fact that the number of client processes in the system may be more than n at a given point in time, several clients may share the same plausible clock entry. Moreover, it must be noted that in general the size of the plausible clock is independent of the number of client and of object entities in the system. 
Rules to manage
, i.e. ∀ k tx i [k] := max(tx i [k], m.t[k]).
Protocol Behavior
When a client c i wants to execute a write operation w i (x)v, it increments its entry of the plausible clock t i and sends an update message corresponding to w i (x)v to all object entities. A message m write (v, t) corresponding to a write operation, later sometimes referred as write message, contains the value v to be written and the value t of the plausible clock at c i at the time the message was sent. When a client c i wants to read, it repeatedly sends its read request to all object entities until responses are collected from f different object entities, lines 2-15 of read procedure in Figure 3 . A message m read (num seq , t, cache), corresponding to a read, later sometimes referred as read message, contains the sequence number of the request, num seq , the current values of the plausible clock at c i , namely t, and the current value of c i 's cache. Due to network delays and retransmission, num seq is necessary to allow a client to discard old responses when received.
In detail, due to fair-loss links client c i repeatedly sends a read request to all object entities until a response is received, lines 3, 4, 5 of read procedure in Figure 3 . When a response is received from x h , c i checks if it already received a response corresponding to the current request from x h , line 6 of read procedure in Figure 3 . If no responses for the current request were previously received from x h , the message is processed by c i : it tracks an ack more, line 8 of read procedure in Figure 3 ; it checks if the value stored is a new one w.r.t. to the one in c i 's cache and if so c i 's cache and control structures are updated, lines 9-10 in Figure 3 . c i stops to send such a request when one of the following conditions holds: it has received a response from f distinct object entities or it has received a value different from the one stored in its cache. Then, client c i waits for f response messages by the object entities or to receive a message containing a value different from the one in c i 's cache. In this last case, it updates its plausible clock t i in the following way:
. It stores the new value read in its cache. Finally, the value is return.
When an object manager x i receives a request of write by a client c j , it verifies if the write operation has to be considered obsolete w.r.t. → co , line 2 of write thread in Figure  4 . Then, if the write is considered obsolete, x i discards the message otherwise it applies the value to its local memory and it synchronizes its plausible clock with the one piggybacked by the write message, lines 3,4 and 5 of write thread in Figure 4 . The variable last stores the identifier of the plausible clock entry that was last updated. In any case, it sends back an ack to client process c j , line 7 of write thread in Figure 4 .
When an object manager x i receives a request for a read operation by client process c j , it has to check causal consistency. If the value of the object manager is causally prece- Otherwise, it replies with its value of x and the value of its plausible clock, line 3 of read thread in Figure 5 . In any case, it finally answers to the request with a value that may be the one sent by c j itself in the read request, or a more recent one w.r.t. → co . In Figure 6 , object entities values are depicted every time they change and since in this scenario we do not consider memory losses, a value stored is not lost. Notice that, the scenario in Figure 6 also point out that some messages may be lost. This is due to the fact that we consider fair-loss links.
Correctness Proofs
In this section we first prove that t is a plausible clock capturing → co and then we prove the correctness of the protocol we present in section 5.2 to implement a weaklypersistent causal object.
t is a plausible clock capturing → co Given a write operation w i (x)v, according to line 2 of write procedure in Figure 2 , such a write operation is associated with a logical clock t, denoted t.w i (x)v. We have to prove that given two write operations w i (x)v and w j (x)v such that
On the other hand, according to the properties of plausible clocks, t.w i (x)v < t.w j (x)v means that one of the following case arises: 1) 2) at the time of w(x)v execution, c i has executed at least one read operation. There are two possible cases: i) c i reads a value written by itself, thus it does not update its plausible clock and we are again in case 1); ii) c i reads a value written by another client process. According to line 11 of read procedure in Figure 3 , c i synchronized its clock t with tx, the one sent by the object manager in its response to such a read request, lines 2,3 of read thread in Figure 5 . Moreover, for line 11 of the read procedure in Figure 3 , the resulting value of t is not minor than the value of t before such a synchronization. Thus, since w(x)v is the k th write executed by c i and due to line 1 of write procedure in Figure 2 and to the fact that when a client reads, its plausible clock does not decrease, we have that t[i modulo n].w(x)v ≥ k. Now to prove that t is a plausible clock capturing → co , we have to prove that:
Proof. Let us consider the notation w i → k co w j . The proof is by induction on the value of k. Basic step. Given two write operations w i and w j such that w i → 0 co w j ⇒ t.w i < t.w j . This means that w i → co w j and a write w such that w i → co w and w → co w j . We distinguish two cases: (1) i = j. This means that w i and w j have been executed by the same client process c i . Each time a client process executes a write operation, it performs the write procedure in Figure 2 . According to line 1 of Figure 2 , each time c i executes a write operation, it increments its corresponding entry of t. Due to Observation 1, if w i precedes w j in c i program order then t.w i < t.w j . Therefore the claim follows.
(2) i = j. There exists a read operation invoked by the client process c j , denoted r j (x), such that w i (x)v → ro r j (x)v and r j (x)v → po w j (x)v . In detail, c j can read the value written by c i because i) c i has invoked w i (x)v and at least a majority of object managers have applied w i (x)v and ii) one of such object managers has answered to c j read request. Without loss of generality, let us assume that x k is the object manager that implements points i) and ii). Then, according to line 4 of the write thread in Figure 4 , after having applied w i (x)v, tx k is ≥ than t.w i (x)v. Subsequently, c j reads the value written by w i (x)v. This means that:
• when x k has received the read message m of c j , its local value of x was v, that is the value written by w i (x)v. Then according to line 4 and 5 of write thread in Figure 4 and to lines 2, 3 of read thread in Figure 5 , x k sends to c j a response message
• when c j delivers m res (v, tx k , num seq ) according to lines 10, 11, 12, 2 and 18 of read procedure in Figure  3 , c j updates its t j and its cache with the corresponding values piggybacked by m res (num seq , v, tx k ) and then it returns the value to be read, that is v.
Then after the read operation t j ≥ tx k that is t j ≥ t.w i (x)v. Moreover, it must be noted that i) for observation 1, t j never decreases and ii) when c j writes w j (x)v , t j is incremented, (line 1 of write procedure in Figure 2 ). Then since w j (x)v is executed by c j after the execution of r j (x)v the claim follows, that is t.
w . By the inductive hypothesis we have: t.w i < t.w , and (ii) w → 1 co w j . Because of Basic Step t.w < t.w j . From (i) and (ii), it follows: t.w i < t.w j .
Object Correctness Proofs Property 1 (Causal Ordering). Given two write operations w(x)v and w(x)v if w(x)v → co w(x)v , then a client process c i that reads both values, executes r i (x)v and then
Proof. Roughly speaking, we have to prove that given two write operations w(x)v and
By contradiction, assume that there is an object manager x k that responds to that request with m res (v, tx k ), then according to lines 2, 4 and 5 of write thread in Figure 4 and line 3 of read thread in Figure 5 ,
This contradicts line 2 of read thread in Figure 5 . Thus when x k receives the read request of c i with timestamp t.w(x)v it sends back the value of c i 's previous request, that is v line 4 of read thread in Figure 5 .
Property 2 (Validity). If a read operation invoked by a client process c i returns a value v, then there exists a client process c j that invoked the write of v.
Proof. The proof follows by lines 1, 3 of write thread in Figure 4 , lines 3-5, 10 and 18 of read procedure in Figure  3 , to the read thread in Figure 5 and to the property of no creation of fair loss channels, [17] .
Property 3 (Weakly-Persistent Object). The protocol implements a weakly-persistent object if the following condition holds: 2n
Proof. We have to prove that for each value v, written in a quiescent period, it may be successively read. The proof is made in absence of concurrency and of new write operations.
We have to prove that given n object entities, if a value is stored by f object entities, provided that h object entities do not suffer memory losses, assumption 1, the value written may be retrieved.
When the write w(x)v terminates, at least f object entities have stored the value, for line 4 of write procedure in Figure 2 , line 2 of write thread in Figure 4 and for the properties of the plausible clocks and the assumption of no causally concurrent or more recent write operations. Among these, at most n-h may lose its status and thus value v, returning to the initial value ⊥.
In this sense, let us consider the worst case: n-f object entities do not store the value v, n-h object entities store and subsequently lose value v and the remaining object entities permanently store such a value.
When subsequently a client process c i invokes a read request, it waits for a response from f object entities. In the worst case, c i receives a response from the 2n-f-h object entities that do not have value v. But since it waits for f responses, we are sure that there is at least one response piggybacking value v if 2n − f − h < f, that is 2n − h < 2f . In other words, in order to reach f responses, c i needs a response sent by an object entity that does not belong to the 2n − f − h object entities which do not store value v.
Property 4 (Termination). Each operation invoked by a correct client eventually completes if f ≤ h.
Proof. • Write. Let c i be a correct client that issues a write operation w i (x)v. Then according to line 3 of write procedure in Figure 2 , w i (x)v completes when c i receives an ack from f object entities, otherwise it loops into lines 2 and 3 of write procedure in Figure 2 . Then we have to prove that if a correct client c i invokes a write w i (x)v eventually f ack mwrite (v,t) are received by c i . This is ensured by line 6 of write thread in Figure 4 and by assumption 1 provided that f ≤ h, that is the number of responses the process waits for, is at most equal to the number of object entities that after some point in time are incarnated by correct object manager processes.
• Read. Let us now consider the case of a read operation. A read operation completes if f response messages are received, lines 2, 4,and 8 of read procedure in Figure 3 . Then we have to prove that if a correct client c i invokes a read r i (x)v eventually an ack from f x k is received by c i . Provided that f ≤ h, this is ensured by assumption 1 and lines 3, 4 of read thread in Figure 4 .
Let us notice that, while not impacting on causal consistency, satisfying weak persistency (through the condition 2n − h < 2f ) is necessary to rule out trivial algorithms in which any value stored in the causal object through a write operation of a client could not be read by any read operation issued by another client. For example, a protocol that for every read operation returns the initial value of the object, on one hand, it ensures causal consistency while, on the other hand, it does not provide any computational progress to a client. As an example, putting h = (2n + 1)/3 and f = 2n/3 , the protocol presented in section 5 implements a weakly persistent causal object.
Finally, let us notice that, while | x i | = 1 for h object entities, i.e. h object entities are incarnated by correct object manager processes from the beginning of the computation, the protocol in section 5 implements a persistent causal object.
The case of sequential consistency
In this section we point out how we can adapt protocol presented in section 5 to implement a weakly-persistent sequential consistent shared object. A read/write shared object is sequential consistent if for any generated history H, it is possible to find a sequence S containing all the operations in H such that 1) each read operation returns the last value written according to S and 2) for every client process c i , for every pair of operations o 1 and o 2 executed by c i such
In detail, instead of using a plausible clock, we use as timestamps, pairs composed by a scalar clock, i.e. a Lamport clock, and process identity. We assume a total order on client process identities. According to this, given two timestamps t 1 = (l 1 , id 1 ) and t 2 = (l 2 , id 2 ), we have that t 1 < t 2 if l 1 < l 2 or l 1 = l 2 and c 1 < c 2 . In order to guarantee sequential consistency, we use a deterministic rule to totally ordering concurrent write operations, e.g. operations with the same scalar clock are ordered according to the process identifier. As an example, let us consider the following two write operations w 1 (x)a and w 2 (x)b whose timestamps are respectively (1, 1) and (1, 2). We have that each object entity applies before w 1 (x)a and then w 2 (x)b. This means that an object manager that previously received w 2 (x)b, will discard w 1 (x)a when received. We analogously impose the ordering when a client process reads such values.
Finally, even in this case, while | x i | = 1 for h object entities, the protocol presented in section 5 implements a persistent causal consistent object.
Related Works
Read/write objects are building blocks to implement several distributed services, i.e. distributed shared memory, distributed directory lookup services, shared boards and so on. Many consistency criteria have been proposed in order to define objects semantics, e.g. from more to less constraining ones: Atomic [13] , Sequential [12] , Causal [2] and PRAM [14] . Read/write atomic objects (registers) have been the most studied since they offer to processes the illusion of accessing the object once at time. On the other hand, atomic consistency requests object state persistency thus making atomic object implementations more expensive w.r.t. weaker consistency criteria. Attiya et al. in [4] give the definition of persistency for a single writer/multireaders atomic register, that is: once a process reads a particular value, then, unless the value of this register is changed by a write, every future read of this register may retrieve such a value, regardless of process slow-down or failure. Herlihy et al. in [10] formalize the concept of persistency for a multi-writer/multi-reader atomic object. In a distributed message-passing system where processes may fail by crashing, implementations of atomic objects have to cope with the difficulty of providing object state continuity when processes fail. Attiya et al. in [4] propose an implementation for single-writer/multiple-reader register provided that a majority of processes do not crash. Lynch et al. in [16] , extend this last work to multiple-writer/multiplereader registers adopting a more general quorum-based approach. Their solution also tolerates quorums on-line reconfigurations. Some quorum-based solutions have been also proposed to implement atomic objects in dynamic systems where participants may join, leave and crash during the computation, [8, 18] , [6] .
On the other hand, in dynamic systems where processes may join and leave at any time and arbitrarily fast, objects implementations are not persistent by nature. To circumvent this problem, Lynch et al. [15] propose a solution to implement atomic consistency when the system is quiescent. Friedman et al. in the context of peer-to-peer systems propose what they call a semi-reliable unified storage abstraction [7] . It is interestingly to notice that they implement a notion of atomic consistency restricted to uninterrupted partial execution. An uninterrupted partial execution is a collection of sequences of read and write operations, each one by a different process, such that during their execution there are no failure and the set of processes do not change. On the other hand, in order to guarantee consistency all the time regardless the dynamism of processes, we implement a shared object with a weaker semantics, that is causal consistency . Moreover, we guarantee persistency of value written only during quiescent periods, through the weak persistency.
To cope with the complexity of dynamic systems, we adopt the failure model proposed by Chen et al. in [5] to solve fault-tolerant mutual exclusion problem in dynamic systems. In detail, the object is implemented by a fixed set of virtual servers that may suffer memory losses. A memory loss abstracts the fact that a virtual server is incarnated by a process that may crash and be replaced by a new process that is not able to retrieve any state the crashed process pass through. It is like considering a fixed set of servers that may crash and recover but such that after recovering completely lose their previous state. Guerraoui et al. in [9] , point out that atomic registers may by implemented in a crash-recover model provided that i) a majority of processes never crash or eventually recover and never crash again and that ii) given a write operation w(x)v, at least a majority of processes log (i.e. store to stable storage) the value v before the write operation returns. This is to be able to retrieve the state in case of crash and subsequent recover. Thus, they extend the atomicity consistency criteria defined for multi-writer/multi-reader register in a crash-stop model by providing two new criteria: persistent atomicity, to capture the fact that traditional atomicity has to persist through the crashes and transient atomicity that does not guarantee atomicity in between crashes.
Finally, in order to track causality order relations between operations, we implement a plausible clock system that is an adaptation of R-Entries vector clock system(REV) proposed by Ahamad et al. in [3] . Plausible clocks were also used by Ram et al. in [11] to implement a causal memory in a mobile environment. Their system model, however, differs from our since they consider a fixed set of correct physical master sites and a set of mobile hosts.
Conclusions
In this paper, we focused on the problem of implementing shared objects over a highly dynamic asynchronous message passing system characterized by infinitely many processes. We implemented the object by a fixed set of virtual servers, each one incarnated at each time by a single process. A virtual server may suffer memory loss: when the process currently incarnating a virtual server crashes (or leaves), a new process replaces the old one but it might not be able to retrieve the state of the old process. To capture a possible infinite sequence of processes incarnating a virtual server, we have assumed a number of memory losses arbitrarily large.
Under this model, persistency of written values cannot be guaranteed, therefore we introduced a notion of weak persistency. This notion states that during quiescent periods (process joins and leaves subside) persistency is guaranteed. Using this notion of weak persistency we proposed a protocol, implementing a so called weak-persistent causal object. This object has the desirable property of not violating causal consistency despite process crashes, joins and leaves. Moreover, the implementation does its best to provide the latest causal consistent values to clients during nonquiescent periods while provides the last written values during quiescent ones.
