DNA methylation is a well-established epigenetic mark, whose pattern throughout the genome, especially in the promoter or CpG islands, may be modified in a cell at a disease stage. Recently developed probabilistic approaches allow distributing methylation signals at nucleotide resolution from MethylCap-seq data. Standard statistical methods for detecting differential methylation suffer from 'curse of dimensionality' and sparsity in signals, resulting in high false-positive rates. Strong correlation of signals between CG sites also yields spurious results. In this article, we review applicability of highdimensional mean vector tests for detection of differentially methylated regions (DMRs) and compare and contrast such tests with other methods for detecting DMRs. Comprehensive simulation studies are conducted to highlight the performance of these tests under different settings. Based on our observation, we make recommendations on the optimal test to use. We illustrate the superiority of mean vector tests in detecting cancer-related canonical gene pathways, which are significantly enriched for acute myeloid leukemia and ovarian cancer.
Introduction
DNA methylation is an epigenetic modification known to regulate transcription and transcript splicing, and to play a role in a number of other cellular mechanisms. The dysregulation of methylation has been implicated in a variety of human diseases and cancer and is therefore extensively investigated. Whole genome bisulfite sequencing (WGBS) [1, 2] is a standard method to detect methylation status of the genome at individual nucleotide resolution. However, owing to high experimental cost, other high-throughput techniques such as reduced read bisulfite sequencing [3] and capture-based methods [4, 5] have been developed for large-scale studies. In particular, capture-based methylation assays such as MethylCap-seq are more resourcefriendly for large-scale clinical trials, as these approaches require less patient material, a fraction of the sequencing depth and the associated data analysis efforts in comparison with single-base resolution WGBS. Capture-based assays do have the drawback of data resolution, as methylation signals are associated with library fragment sizes [6] . Recently, we derived a novel approach (PrEMeR-CG) [5] to compute nucleotide-resolution methylation values from MethylCap-seq data. This prompts the need to generate more sensitive statistical models by which differences between sample groups can be assayed.
To identify differentially methylated regions (DMRs) in the genome between two groups, say control and treatment, a preliminary step is to define such regions. One way is to consider well-annotated regions such as CpG islands or promoter regions. Another way is to consider the entire genome, dividing them into regions of fixed width, such as 1 kb. In such regions, methylation signal between neighboring CG sites are potentially positively correlated [7, 8] . As such, while the average or total methylation signal can be used to construct univariate testing procedures, ignorance of the dependence structure can lead to spurious results. That is, representing the methylation signal of a region by a single value such as the average or total over all sites within the region is therefore incorrect. Also there is the risk of flattening out hyper-and hypo-methylated regions, leading to reduction in power. Multivariate statistical methods that incorporate the correlation structure for detection of differential methylation within a region are alternatives that have not been extensively considered.
One of the approaches to obtain methylation coverage from MethylCap-seq reads is MEDIPS [4, 9] , where the relative methylation signal or reads per kilobase per million reads value is calculated for bins of specified width. As described above, we have developed PrEMeR-CG, a probabilistic model to derive CpG-level methylation signals from MethylCap-seq data. In brief, the MethylCap-seq reads for each sample are probabilistically extended to their associated fragment length and distributed to each CG site contained in the extended fragment to generate signal for each CG site in the genome. The signal for each site is then normalized to the total signal imparted by the total reads for the sample. Details can be found in [5] .
To study differences in methylation signals between two groups, statistical tests used are determined by how the signals are recorded. In WGBS studies where methylation signals are represented by the counts of reads mapped to a particular CG site, statistical significance of differential methylation can be tested using Fisher's exact test [10] [11] [12] [13] or Mann-Whitney U-test [11, 12, 14] . More sophisticated methods have also been developed in recent years. These include a lognormal-betabinomial model to describe sequencing counts, and its Bayesian hierarchical modeling nature enables information sharing across multiple CpG sites [15] . Another method is BSmooth, which uses a smoothing technique to borrow information from nearby CpG sites to derive a more accurate estimate of methylation signal for each CpG site [16] . MethylSig, on the other hand, uses a beta-binomial model to take into account both read coverage and biological variation across samples [17] . Apart from [17] , the other tests are only for detecting differential methylation for each CG site. In doing so the dependence between methylation of neighboring CG sites is ignored. Multiple comparison methods such as Bonferroni correction and false discovery rate correction applied undermine the sensitivity of such methods owing to the extremely high number of sites compared simultaneously.
Using probability-based methods such as PrEMeR-CG [5] for assigning reads to CG sites, methylation signal for each CG site is represented on a continuous scale. Under distributional assumptions on the normalized signals, one can develop univariate tests for individual sites and apply multiple testing corrections but this will lead to the same problem as discussed above for count data. Alternatively, to study differential methylation of regions, one can use multivariate statistical tests such as the Hotelling's T 2 to test all signals in the region simultaneously rather than testing for each individual site. This results in an exponential reduction in the number of multiple comparisons needed.
In studies where the methylation regions under consideration are large, the number of CG sites within a region exceeds the number of subjects in the two groups. This can be attributed to the limitations of the study or the extent of CG site coverage within the regions. Standard multivariate techniques such as Hotelling's T-test are no longer valid when there are fewer subjects (sample size) than CG sites (dimension). To avoid this shortcoming, Frankhouser et al. [5] considered a generalized estimating equations approach (MethMAGE) to model the vector of signals within a region. While MethMAGE overcomes the curse of dimensionality when testing the multivariate hypothesis, this method is slow and ineffective for large studies. Additionally, the method depends on the correlation structure specified. A computationally feasible alternative is to use the family of mean vector tests, which are developed specifically for data sets with fewer samples than dimension.
In this article, we study the performance of three mean vector tests when applied to PrEMeR-CG-derived CG sites data for detection of DMRs. We further compare their performance with those of MethMAGE and total signal t-test. In the following Section, we provide an outline of all methods being compared. We also briefly discuss the assumptions of these test statistics in the context of methylation. A simulation study comparing the efficiency of the five methods is provided in the subsequent Section. We have analyzed two data sets, acute myeloid leukemia (AML) and ovarian cancer, using the tests being compared. Analyses of these data sets reveal significant differences between the various testing procedures, and confirm the superiority of vector mean tests for detecting biologically relevant regions. Results of the data analysis are provided in the section after the simulation. We conclude with recommendations on the methods to use under different settings.
Methods
For a region with k CG sites, let X i ¼ ðX i1 ; X i2 ; . . . ; X ik Þ; 1 i n 1 , denote the observed methylation signals for n 1 subjects in the first group and Y j ¼ ðY j1 ; Y j2 ; . . . ; Y jk Þ; 1 j n 2 , denote the observations for the second group. Let l X and l Y denote vectors of length k of mean methylation signals for the two groups respectively. Defining differential methylation in terms of vectors of mean signal, the hypothesis of interest can be expressed as
In the following subsections, we describe the testing procedures that we consider for comparison.
Univariate t-tests
Employing univariate tests to test for differential methylation can be done in two ways, total or site-wise. When using the total region signal, one looks at the total methylation signal within the region and constructs a univariate t-test.
Y jl ; 1 j n 2 denote the total methylation signal of the region for each subject in the two groups.
One can then construct a t-test statistic as t ¼
, where x and y are the sample means and s x and s y are the sample standard deviations respectively. Alternatively, if one is interested in differential methylation of each CG site, a corresponding t-test can be constructed. These two methods have been previously used in the literature for methylation analyses. While Yan et al. [18] used the t-test for total methylation signal to study global methylation difference, the site-wise t-test is used in the DMR detection using methylCap-seq data | 927 MEDIPS workflow [9] . In the current article, we use the t-test for the total methylation signal in our investigation.
MethMAGE
The generalized estimating equations method, called MethMAGE [5] , provides a parametric test, which defines a region to be differentially methylated by modeling the mean methylation signal vector. The MethMAGE method models the mean vectors using an identity link function and a first-order autoregressive (AR(1)) structure for the working correlation matrix. The AR(1) structure is considered to reflect the decreasing correlation between CG sites with increase in distance between the sites. However, the model does not take into account the actual genomic distance and uses the indices of the sites instead. The autoregressive structure specified identically models the correlation in regions where the sites are sparse and are spaced unequally and regions that are dense. As an illustration of this shortcoming, consider a region of length 100 bp with exactly three CG sites. The AR(1) model assumes the correlation of the first site with the remaining two is equal to a and a 2 , respectively, for an unknown parameter a. This correlation model remains the same, irrespective of the position of the sites. For example, the correlation structure remains the same whether the locations of the three sites are (1, 3, 5) or (1, 20, 80) . Another issue with the MethMAGE method is the high computational cost. The iterative Newton-Raphson algorithm used to estimate the parameters in the model requires an exponentially increasing number of iterations to converge, both in terms of number of sites within the region and number of subjects in the study. Standard statistical software such as the geepack package in R fail to converge for considerably large sample sizes. It is therefore imperative to consider other multivariate testing procedures that are faster, more accurate and do not require specifying the underlying correlation structure.
Mean vector tests
From standard multivariate theory, the hypothesis in (1) The underlying idea for constructing these test statistics is to construct a function whose expected value is a function of l X À l Y . This function is constructed so that under the null hypothesis, i.e. l X ¼ l Y , the function is equal to zero. When the null hypothesis is not true, the function takes nonzero values and is an increasing function in jjl X À l Y jj, for some norm in the k-dimensional space. Under certain regularity conditions on the fourth-order moments and the covariance or correlation structure, all three test statistics are shown to be asymptotically normal. An appealing feature is that none of the three test statistics require a direct distributional assumption on the data.
Chen-Qin test
The Chen-Qin test [19] is based on the Euclidean norm of l X À l Y . The test statistic is given by
where
and Y ðjÞ ¼
This test statistic is established to be asymptotically normal, with the normal approximation holding for relatively small sample sizes. The direct distributional assumption is replaced by finiteness of fourth-order moments of X and Y. This test does not require a direct relationship between the sample size and dimension, which is replaced by conditions on traces of fourth powers of the covariance matrices, R X and R Y. Also, T CQ is shown to outperform other orthogonal-transformation invariant tests such as Bai-Saranadasa test [22] and Dempster test [23] .
Srivastava-Katayama-Kano test
The Srivastava-Katayama-Kano test [21] is based on a scaledEuclidean norm, where the inner product terms are scaled by their variance. The test statistic is given by
where trðÁÞ is the trace of the matrix,
; . . . ; is the correlation matrix. Similar to T CQ , asymptotic normality of T SKK holds under conditions on the correlation matrix. Finiteness of fourth-order moments is also assumed, which relaxes the distribution requirement. Unlike T CQ , the sample sizes and dimension are restricted to be
This direct relationship between sample size and number of CG sites affects performance of T SKK in dense regions.
Park-Ayyala test
The Park-Ayyala test [20] is also based on the scaled-Euclidean norm, similar to T SKK . The test statistic is given by . In the above notation, S Xði;jÞ and S XðiÞ are the covariance matrices estimated using fX l g l6 ¼i;j and fX l g l6 ¼i ,
respectively; S Yði;jÞ and S YðiÞ are defined similarly. The estimators in the denominator are given by
Note that, as in defining T SKK ; D S is a k Â k diagonal matrix whose elements come from the diagonal of S. Construction of T PA is inspired by T CQ in the sense that both these tests consider only quadratic products for unequal indices in the numerator. It has been shown that this construction results in removing strong assumptions on the distribution and dependence structure. Asymptotic normality of T PA has been shown under conditions on the correlation matrices that are similar to those in T CQ . The direct relationship between k; n 1 and n 2 required by T SKK is relaxed and hence is known to control type I error better than T SKK . However, T PA is constructed on the assumption that the two groups have equal variances, that is, S X and S Y have the same diagonals. Considering such an assumption without validation is not advisable. Although equality of variances is a testable hypothesis and has been previously studied for individual sites [24] , studying differential variability of regions is beyond the scope of this manuscript. The test statistics T PA and T SKK are scale-invariant owing to variance scaling and hence are known to be powerful when the variates are known to be on different scales. When methylation signals are obtained through PrEMeR-CG, the signals are reported by adjusting for multiple reads as the average signal per million reads. The signals depend not only on the probability assigned to each read, but also on the number of reads.
Simulation study
A comprehensive simulation study to compare the performance of T CQ ; T PA and T SKK using data generated with a sparse covariance structure has been performed by [20] . As opposed to such studies, methylation signal data suffers from sparsity in the distributed signals across samples. To compare the performance of T CQ ; T PA ; T SKK , total signal t-test and MethMAGE when applied to methylation signals, we have performed a simulation study using the AML methylation data described in [5] and the ovarian cancer methylation data reported in [25] , representing two disparate data sets of MethylCap-seq data owing to their different sample sizes and sparsity. Because the AML data and ovarian cancer data measure methylation signals over promoter regions and CpG islands, respectively, the simulation studies illustrate performance of the five test statistics for both region types. Detailed description of the data sets is provided in the analysis of patient data section.
Simulation models
In this section, we describe the simulation models used to generate data for both AML and ovarian cancer data sets. From each data set, we identified 10 regions that have been determined to be non-differentially methylated and 10 that are differentially methylated. The former were used to calculate empirical type I error, while the latter were used to calculate power. Note that these 20 regions were selected based on a number of criteria to provide regions with sufficient data to evaluate the methods. These criteria and more details are provided in the discussion section.
Methylation signals obtained using PrEMeR-CG are nonnegative; hence, we generate random signals using the multivariate lognormal distribution. Generation of multivariate lognormal random variables is restrictive and is not feasible for any specified covariance structure. Assuming an autoregressive correlation structure on the original signals does not guarantee positive-definiteness of the covariance matrix of logtransformed normal variables. Hence the specified correlation structure is assumed on the log-transformed normal variables instead. This assumed autoregressive structure on the logtransformed signals preserves the desired properties of correlation structure of the original signals.
To model the covariance structure for the two groups, we specify the correlation matrices and the diagonals of the covariance matrices. This specification allows control over the correlation structure for the signals. Let R X ; R Y ; D RX and D RY denote the correlation and diagonal of covariance matrices for the two groups, respectively, so that the covariance matrices are given by
RY . As postulated earlier, the correlation between sites decreases with increase in distance between them. To model this property, we use two correlation structures denoted R I and R G , where the correlation is assumed to be decreasing with increase in difference of indices and genomic distance, respectively. The correlation matrices used are
where g 1 ; g 2 ; . . . ; g k are the genomic positions (in base pairs) of the sites. In other words, q is the correlation between two CG sites that are separated by 10 base pairs. Models generated using R I and R G are denoted Model I and Model II, respectively. The diagonal of covariance matrices, D RX and D RY , are estimated from the data separately for the two groups. As described in methods, T PA assumes that the two groups have equal covariance diagonals, D RX ¼ D RY . To study performance of the tests under different specifications of the covariance diagonals, we generated data under two settings. In the first setting, we specify D RX 6 ¼ D RY , and they are estimated separately for the two groups. In the second setting, we specify
where D R is estimated using observations from both groups.
For sites with signal observed in at least one sample, the multivariate lognormal distribution generates random samples that are always nonzero. However, methylation signal is not observed at sites for all the samples. To induce sparsity across samples in the generated lognormal signals, we inflate them by multiplying the generated signals with a Bernoulli random number. To generate the Bernoulli variables, we use the observed proportion of nonzero signals for each CG site as the parameter, denoted by p X ¼ ðp X1 ; . . . ; p Xk Þ and p Y ¼ ðp Y1 ; . . . ; p Yk Þ for the two groups, respectively.
The mean signal for the two regions are specified depending on whether the region is differentially methylated or otherwise. Let l X and l Y denote the average methylation signal observed for the two groups and l denote the average methylation signal observed across all samples. To calculate type I error using non-differentially methylated regions, we specify l X ¼ l Y ¼ l as the mean signal for both groups. When DMR detection using methylCap-seq data | 929 calculating power, we specify l X and l Y as the means for the two groups, respectively. The generating model can hence be formulated in general as
where is the element-wise Hadamard product.
The number of samples in the two groups are set as n 1 ¼ 20 and n 2 ¼ 10, respectively. The parameters ðR X ; D RX ; p X ; R Y ; D RY ; p Y Þ are specified according to the model being studied. For both Model I and Model II, we also generated data by reducing the observed proportion of nonzero signals by half, p X ¼ 0:5p X and p Y ¼ 0:5p Y . This is to study the performance of the tests when the observed methylation at each site is more sparse across samples. The correlation parameters q X and q Y are fixed at 0:35 and 0:2, respectively. The list of parameters for the eight models studied are tabulated in Table 1 . For each of the 20 regions, we generated 1000 data sets resulting in a total of 20 000 data sets. Half of the data sets were used to calculate type I error, while the remaining were used to calculate power.
Results for data simulated based on AML
The regions used to model parameters for data generation using the AML data are described in Supplementary Material Table S1 . Empirical type I error and power of the five test statistics at the nominal 5% significance level are tabulated in Table 2 . We see that none of the test statistics control type I error. Besides T CQ , all the test statistics have extremely inflated type I error rates, while T CQ is moderately liberal.
Methylation signals recorded for promoter regions in the AML data have shown significant differences in sparsity profiles between the two groups (Supplementary Figure S1) . When the sparsity parameters are halved in setups two and four, T PA and T SKK show considerable reduction in type I error. This can be explained by decrease in the difference between sparsity of the two groups. This is an indication that these two tests are sensitive to differences in sparsity profiles. In a simulation study (Supplementary Table S3 ) where the sparsity vectors are set to be equal, we have seen significant reduction in type I error rates, with T PA even becoming conservative. Hence, one should compare sparsity profiles of the two groups before inferring the accuracy of the results.
For all models, T CQ achieves good power. Although T SKK is observed to achieve higher power, the test is extremely liberal and hence incongruous. To study the power for a fixed falsepositive rate, we plotted the receiver operating characteristic (ROC) curves for the five tests for Model I in Figure 1 . Results for Model II convey the same information; the corresponding plots are presented in Supplementary Figure S7 . The curves show that T CQ attains the best performance, while at high specificity, T PA and MethMAGE perform better than T SKK and t-test. Fixing false-positive rate at 5%, sensitivity of the five tests are presented in Table 3 . Both T CQ and T PA are seen to achieve higher sensitivity than the remaining tests when the false-positive rate is controlled for all the models. This conclusion is irrespective of the two correlation models, indicating that T CQ is the method of choice under either hypothesized correlation structure.
Results for data simulated based on ovarian cancer
Attributes of the regions used to model parameters for data generation using ovarian cancer data sets are described in Supplementary Material Table S2 . Empirical type I error and power calculated at 5% nominal significance level for the eight models are tabulated in Table 4 . Results from the table show that T CQ and T PA perform well in preserving type I error, with T PA being conservative. This is observed in the power comparison of these two tests, with T PA achieving lower power than T CQ . An interesting observation from the table is that despite the assumptions failing to hold in setups 3 and 4, T PA still preserves type I error and achieves reasonable power. This is an indication that contrary to promoter regions used in AML data set, sitewise variability of methylation signals in the CpG islands is not significantly different for the two groups.
The observed sparsity profiles of the regions considered are similar for both the groups. This is reflected in similarity of results for the odd-and even-numbered setups. Decreasing the difference in sparsity parameters for the two groups does not yield significantly different type I error as observed for the AML data set. This reiterates our findings for the AML data set that the mean vector tests are sensitive to difference in sparsity Table 1 . Parameters specification for the four setups studied under Models I and II
Model
Setup The four models studied under the two setups are as described in Table 1 .
levels, while MethMAGE is observed to be robust. Simulation studies performed by specifying equal sparsity profiles for the two groups (Supplementary Material Table S4 ) are similar to those in Table 4 , indicating that the tests T SKK ; t-test and MethMAGE all have inflated type I error rates, resulting in detection of more false positives. ROC curves of the five test statistics for Model I are presented in Figure 2 . Corresponding plots for Model II are presented in Supplementary Figure S8 . The plots show that the mean vector tests perform well for methylation signals recorded in CpG islands, whereas MethMAGE and t-test are worse than a random guess. The curves also emphasize the need to consider dependency between sites for better accuracy. Sensitivity of the tests calculated by controlling false-positive rate at 5% are presented in Table 5 , which show the mean vector tests achieving higher sensitivity than t-test and MethMAGE. Once again, qualitatively, there is little difference in the performances of the methods under the two different correlation structures.
Run time
Another advantage that the mean vector testing approaches have over MethMAGE is run time. Because MethMAGE is based We selected four regions with varying number of sites among the 20 to illustrate the run time of each method and how the run time is affected by the number of CG sites. The number of sites in these regions are 49, 83, 132 and 176, respectively. To further study the effect of sample size on run time, we varied the samples sizes as ðn 1 ; n 2 Þ ¼ ð7C; 3CÞ, with 1 C 7. Average run times (in milliseconds) based on 100 randomly simulated data sets are presented in Table 6 . Run time for T PA are not available for C ¼ 1 because the test requires at least four samples in both groups. Being a univariate test, t-test is the fastest method, while T SKK is the fastest and the MethMAGE is the slowest among the multivariate methods. T PA is slower than the other mean vector tests because it involves Oðn 2 Þ calculations of diagonal of covariance matrix when the sample size is n. To better visualize how run time for each method is affected by the number of CG sites, we provide Supplementary Figure S9 . From the figure, we can see that, regardless of the sample sizes, the run time for the mean vector tests increases linearly with the number of sites, whereas for MethMAGE, the increase in run time appears to be exponential. Further, as sample size increases, the run time for MethMAGE and T PA increases much more rapidly than the other tests. In particular, the run times for the t-test and the T SKK test are essentially unaffected by the number of CG sites or the sample size.
Analysis of actual patient data
We applied the aforementioned test statistics to detect DMRs for two data sets. For the first analysis, we used the data set in [5] . The data are available on 39 944 regions from 10 AML patients-seven patients with FLT3 wild-type and three with FLT3-ITD. We applied two of the three mean vector tests, T CQ and T SKK , and compared the results with those from the MethMAGE and t-test. The T PA test is not applied, as it requires at least four samples in both groups.
For the second analysis, we used the ovarian cancer samples and accompanying clinical data, which was used as classifiers to identify clinically distinct groups [25] . The 100 subjects were divided into two groups based on one of three attributes, diagnosis (malignant or benign), normal (yes or no) and recurrence (yes or no). The number of patients in the two groups for the different divisions are 20 benign and 74 malignant, 6 normal and 94 cancer and 57 recurrent and 27 non-recurrent, respectively. In the human genome, there are 27 718 CpG islands, as defined by the UCSC Genome Browser. Methylation status of this genomic feature was used for evaluation of methylation differences between the two groups, as CpG islands are known to impact gene transcriptions [24] . Our analysis is focused on detection of differential methylated CpG islands between the two conditions in each of the three variables. Figure 3 presents the Venn diagram showing the number of regions that are detected using T CQ ; T SKK ; t-test and MethMAGE. From simulation studies based on the AML data set, all test statistics except T CQ were seen to have inflated type I error. Hence, a large number of regions detected by T SKK ; t-test and MethMAGE are expected to be false positives. The number of regions detected by T CQ is the smallest among the four tests applied. Because T CQ is observed to be slightly liberal and achieves high power, we can conclude that the regions detected by T CQ still contain some false positives, but are the most reliable.
Results-AML data
Canonical gene pathways constructed using QIAGEN's Ingenuity Pathway Analysis V R (IPA) are presented in Figure 4 . Because t-test showed extremely high type I error rate, we have performed IPA only for T CQ ; T SKK and MethMAGE. Using a significance level of 1%, we see that T CQ has a higher proportion of pathways detected (33%) to be AML cancer-related when compared with T SKK and MethMAGE (25%). This is consistent with our observations from the simulation study where T CQ has slightly inflated type I error rate but achieves high power, whereas T SKK and MethMAGE were liberal. The high type I error for T SKK and MethMAGE observed in the simulations indicate that most of the pathways detected could potentially be false positives.
Results-ovarian data
To analyze the ovarian cancer data, we considered four tests-T SKK ; T CQ ; T PA and t-test. Owing to large sample size and high number of CG sites in the CpG islands, MethMAGE failed to converge in a considerable amount of time. Hence, we did not consider MethMAGE in our analysis. Figure 5 presents the Venn diagrams for the ovarian recurrence data set where the groups are separated by diagnosis, normalcy and recurrence status, respectively. An interesting feature is the failure of T SKK to detect DMRs when subjects are grouped by recurrence status. In simulation studies based on the ovarian cancer data, T SKK is seen to have inflated type I error rate. We speculate that the failure to identify more than one region as differentially methylated is possibly owing to high bias in the estimation of the correlation matrix.
Biological relevance of DMRs produced when samples are divided by their diagnosis status was explored using the The four models studied under the two setups are as described in Table 1. canonical pathways produced by IPA. We used only diagnosis as the group status because it allows us to detect pathways that are different between malignant and benign subjects. As in the AML analysis, as the t-test shows extremely high type I error rate and detects almost all the regions as differentially methylated, we have performed IPA only for T CQ ; T PA and T SKK . For each of the three methods, the CpG island DMRs were associated with the nearest downstream gene to generate a gene list to be input into IPA. The lists produced by the three methods are presented in Figure 6 . The gene list from each method produced a number of overlapping biologically relevant, cancerrelated canonical pathways. All three methods show similar proportion of ovariancancer-related pathways detected-60% for T CQ and 50% for T SKK and T PA . However, only genes associated with the DMRs from T CQ resulted in an ovarian-specific pathway (marked by an asterisk) that was significantly enriched. As T CQ and T PA were seen to be controlling type I error in simulation studies, it is unlikely that the pathways detected by these methods are false positives.
Conclusions and discussion
In this article, we explored applicability of high-dimensional vector mean testing procedures to detect DMRs using DMR detection using methylCap-seq data | 933
MethylCap-seq data. Using PrEMeR-CG, a probabilistic method for assigning methylation signals to CG sites, we have demonstrated effectiveness of the vector mean tests when compared with the more commonly used t-test and MethMAGE. The vector mean tests are developed for a larger family of correlation structures as opposed to MethMAGE. The t-test is shown to ignore the correlation structure when averaging or totaling the signal over sites within a region, resulting in extremely inflated type I error rates. Performance of the mean vector tests is strongly affected by sparsity profiles across samples for the two groups. Hence, we recommend first investigating sparsity of the signals across samples. When the signals observed are sparse, T CQ is seen to be the best test both in terms of controlling type I error and achieving power. T PA and T SKK are sensitive to difference between sparsity profiles of the two groups but perform well when the difference is small. Similarity in performance of T PA when the diagonal of covariance matrix is specified to be equal or different is an indication that the site-wise variability of methylation signals is fairly consistent.
For the ovarian cohort simulations where the signals are based on CpG islands, T PA is observed to be conservative, whereas T CQ is seen to have slightly higher type I error rate. This can be attributed to empirical error, as the normal distribution of the test statistic is asymptotic. Although the assumptions made are similar, T SKK fails to control type I error. This might be because of the restriction between sample size and dimension, which is not assumed for T CQ and T PA : T CQ attains much higher power than T PA under all models, and because the difference in power between them is much greater than loss in type I error in this trade-off, we conclude that T CQ is the best test for detecting differential methylation in CpG islands.
The above conclusions are drawn based on simulated data sets with samples of 20 and 10 in the two groups. Although these sample sizes are much smaller than the sample sizes for the ovarian data set, they are larger than the AMD data set, and therefore we further evaluate the performance of the tests for simulated data sets with two groups of six and four samples to match the total sample size (10) of the AMD data. However, note that although the AMD data consist of two groups of seven and three samples, we opted for the six and four split in this simulation because T PA requires the minimum of four samples in each group. The results, as presented in Supplementary Tables S7-S10 and Supplementary Figures S10 and S11, show that T CQ continues to outperform the other mean vector tests and MethMAGE. It is noted, though, that the t-test for the simulation based on the AMD data has higher power than T CQ when the empirical type I error is controlled to be at the 5% level under two of the setups. More details are provided in Supplementary Material S4. The various columns correspond to the scaling factor C so that the sample sizes used are ðn1; n2Þ ¼ ð7C; 3CÞ.
a Note that TPA is not applicable when n1 < 4. In both simulations with 10 DMRs and 10 non-DMRs, the regions were selected from the AMD and the ovarian data according to the following criteria: (1) The number of CG sites in each region should be >50 but <200. This is to have more sites than sample size, but not too large that MethMAGE will not run in a reasonable amount of time. (2) Each region should have at least 40% of its sites with nonzero signal for at least one individual.
Because the test statistics remove sites with all zero signals, this is to ensure that a reasonable number of sites remain for the analyses. (3) For the 10 DMRs, we further require that the means are significantly different based on the real data analysis to ensure that the tests will have a good chance of detecting the difference. Nevertheless, we recognize the need to consider other regions in the genome to more comprehensively evaluate DMR detection using methylCap-seq data | 935 the vector mean testing methods. Thus, we carried out an additional simulation study by randomly selecting 200 DMRs and 5000 non-DMRs to further gauge the performances of the methods in a variety, and potentially less ideal, settings of sparsity. However, owing to its computational intensiveness and inferior performance, MethMAGE was not included in this set of simulations. Our findings led to similar conclusions as those based on the more carefully selected regions. That is, T CQ is the method that can best balance type I error and power, and is recommended across all sparsity settings. Details are provided in Supplementary Material S5 and Supplementary Figures S12-S17.
Testing DMR calling methods on actual biological data is hampered by the absence of a definite test data set, in which the true DMRs are known. Nevertheless, it is a promising sign that T CQ , when applied to the ovarian data set, identified DMRs with the corresponding genes significantly enriched in an ovarian-specific pathway, while the other methods only identified more generic cancer-related pathways. This indicates that the lower Type I error rate and higher power of T CQ when compared with the other tests on simulated data can indeed identify DMRs that are more likely to be biologically relevant for the system under study.
Software availability
MethylCapSig, the software that implements the five methods studied in this article, is freely available for download at http:// www.stat.osu.edu/$statgen/SOFTWARE/MethylCapSig/ or from CRAN at https://cran.r-project.org/web/packages/MethylCapSig/ index.html.
Key Points
• Mean vector tests are better than currently practiced methods at controlling type I error for detecting differentially methylated regions. • Of all mean vector tests, T CQ performs the best for methylation signal data and is based on minimal regularity conditions.
• Difference in sparsity profiles should be investigated to validate accuracy of results.
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Supplementary data are available online at https://academic .oup.com/bib.
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