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a b s t r a c t
A simple direct method is developed for finding exact solutions of nonlinear equations
with variable coefficients. The (1 + 1)-dimensional KdV equation is used as an example
to elucidate the solution procedure, and its exact solution is obtained.
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1. Introduction
The investigation of exact solutions plays an important role in partial differential equation (PDE) research. These solutions
maywell describe various phenomena in nature. Solitons are now studied in such diverse sciences as biology, oceanography,
meteorology, solid state physics, electronics, elementary particle physics, and cosmology. Solitons certainly exist in crystals
(dislocations), in magnetic materials (domain walls), in superconductors and superfluids (vortices), in the atmospheres of
the Earth (tornados) and of other planets, in the ocean (tsunami), in galaxies (vortices), and in living organisms (nerve pulses)
[1]. Various methods such as the inverse scattering method, Hirota’s method, the Bäcklund transformation, the Darboux
transformation, the F-expansionmethod, the homogeneousmethod, the sine–cosinemethod, the Jacobi ellipticmethod, the
formally variable separation approach, the CK direct method, etc for obtaining explicit travelling solitary wave solutions to
nonlinear evolution equations have been proposed. In recent years, directly searching for exact solutions of nonlinear PDEs
has become more and more important, partly due to the availability of computer symbolic systems like Maple and Matlab
which allow us to perform some complicated and tedious algebraic calculation on a computer, as well as helping us to find
new exact solutions of PDEs.
Symmetry plays a very important role in almost every branch of natural science. Lie’s theory [2] provides a standard
method for finding the Lie point symmetry group of a nonlinear system. It has been widely used to find Lie point symmetry
algebras and groups for almost all the known integrable systems. On the other hand, the final known expressions of the
Lie point symmetry groups obtained by using the standard method may be quite complicated and difficult to use in real
applications, especially for some physicists and non-mathematical scientists.
Recently, it has been discovered that full finite Lie point symmetry transformation groups of constant coefficient
integrable systems can be directly obtained with the help of gauge and space–time transformations of Lax pairs (or linear
triads) without using the standard Lie algebra and Lie group theory [3]. For constant coefficient nonintegrable systems, a
directmethod is also established for finding Lie point subalgebras [4]. Here,wewill utilize the latter directmethod for finding
the non-auto-Ba˝cklund transformation between variable coefficient nonlinear systems and constant coefficient ones. Then
taking advantage of the non-auto-Ba˝cklund transformation and the known results for the constant coefficient nonlinear
equations, the solutions of the variable coefficient nonlinear systems can be generated.
In Section 2 of this paper there is a simple outline of the simple directmethod. Section 3 is used to find an exact solution of
the known (1+1)-dimensional KdV equation with variable coefficients. The last section is a short summary and discussion.
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2. A simple direct method for deriving the exact solution of a nonlinear system
The Clarkson and Kruskal (CK) direct method [5] is used to seek a reduction of a given partial differential equation (PDE)
in the form
u(x1, x2, . . . , xn) = W (x1, x2, . . . , xn,U(z1, z2, . . . , zm)), (1)
(zi = zi(x1, x2, . . . , xn), i = 1, 2, . . . ,m < n)
which is the most general form for a similarity reduction [6]. For a given PDE
F(xi, u, uxi , uxixj , . . . , i, j = 1, 2, . . . , n) = 0, (2)
substituting (1) into (2) and demanding that the result be a lower dimensional partial (or ordinary) differential equation for
U(z1, z2, . . . , zm) imposes conditions uponW , zi and their derivatives that enable one to solve forW and zi.
In fact, for many real physical systems, it is enough to seek the symmetry reductions in a simple form:
u(x1, x2, . . . , xn) = α(x1, x2, . . . , xn)+ β(x1, x2, . . . , xn)U(z1, z2, . . . , zm) (3)
instead of the general form (1).
Actually, the Clarkson and Kruskal direct symmetry reduction method implies that it is possible to find the non-auto-
Ba˝cklund transformation between two systems by a simple direct method without using any group theory. Realizing this
idea is quite straightforward, just by substituting (1) into (2) and demanding that U satisfies a simple constant coefficient
PDE under the transformation {u, x1, . . . , xn} → {U, X1, . . . , Xn}.
Generally, it is enough to suppose that the group transformation has some simple form, say,
u(x1, x2, . . . , xn) = α(x1, x2, . . . , xn)+ β(x1, x2, . . . , xn)U(X1, X2, . . . , Xn) (4)
instead of (1) for various nonlinear systems.
The above method can be readily extended to higher dimensional PDEs.
3. The exact solution of the (1+ 1)-dimensional KdV equation with variable coefficients
It is well known that the KdV equation has been around for a very long time. Lots of studies have been conducted with
this equation [7–15]. It is very much necessary to reconsider this equation from a more practical standpoint, namely with
variable coefficients. The dimensionless form of the KdV equationwith variable coefficients that will be studied in this paper
is given by
ut + uxu+ a(t)u+ b(t)uxxx = 0. (5)
The first term represents the evolution termwhile the second term represents the nonlinear term. The third term represents
the linear dampingwhile the fourth term is the dispersion term. The time-dependent coefficients of damping and dispersion
are a(t) and b(t) respectively. This is a generalization of the KdV equation. When a(t) = 0, and b(t) = constant , Eq. (5) is
changed to the standard KdV equation.
At first, let
u = α + βU(ξ , τ ), (6)
where α, β, ξ, τ are the functions of x, t .
Substituting (6) into (5) and requiring U(ξ , τ ) to also be a solution of the (1+ 1)-dimensional KdV equation
Uτ + 6UUξ + Uξξξ = 0, (7)
but with the independent variables (eliminating Uτ by means of the (1+ 1)-dimensional KdV equation), we have
−b(t)βτx3Uξ9 + F(x, t,U,Uξ , . . .) = 0, (8)
where Uξn = ∂nξ U and F is the complexity function of U and independent of Uξ9 . (8) means
τx = 0.
After tedious calculation, we have
τ =
∫
m(t)dt, β = 6(m(t)b(t)
2)
2
3
b(t)
, (9)
ξ = (m(t)b(t)
2)
1
3
b(t)
x+ h(t), (10)
α = −2mt(t)
3m(t)
x− bt(t)
3b(t)
x− a(t)x+ C1m 23 (t)b 13 (t) (11)
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with the condition
btt(t)
b(t)
+ at(t)+ 3bt(t)a(t)b(t) + a
2(t) = 0, (12)
wherem(t) = C2e−

(
2bt (t)
b(t) +3a(t))dt , h(t) = −  C1b 43 (t)m 53 (t)
(m(t)b2(t))
2
3
+ C3. Obviously we have the following theorem:
Theorem 1. If U = U(ξ , τ ) is a solution of the (1+ 1)-dimensional KdV equation (7), then
u(x, t) = α + βU(ξ , τ )
where τ , ξ, α, β are decided by (9)–(12) is also a solution of Eq. (5).
For example, a simple well-known soliton solution of Eq. (7) which reads
U = 2k2 sech2(kξ − 4k3τ),
with k being an arbitrary constant gives a corresponding solution of Eq. (5) as
u = −2mt(t)
3m(t)
x− bt(t)
3b(t)
x− a(t)x+ C1m 23 (t)b 13 (t)
+ 2k2 6(m(t)b(t)
2)
2
3
b(t)
sech2

k

(m(t)b(t)2)
1
3
b(t)
x+ h(t)

− 4k3
∫
m(t)dt

,
wherem(t) = C2e−

(
2bt (t)
b(t) +3a(t))dt , h(t) = −  C1b 43 (t)m 53 (t)
(m(t)b2(t))
2
3
+ C3.
4. Summary and discussion
In summary,we have utilized a directmethod to find the non-auto-Ba˝cklund transformation between variable coefficient
nonlinear systems and constant coefficient ones. Then taking advantage of the non-auto-Ba˝cklund transformation and the
known results for the constant coefficient nonlinear equations, the solutions of the variable coefficient nonlinear systems
can be generated. The method above can be readily extended to higher dimensional PDEs.
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