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Resumen 
 
El gran uso de las redes inalámbricas en la actualidad, en particular las redes 
802.11, hace que esta tecnología sea objeto de estudio e investigación para 
tratar de mejorarla.  
 
Dentro del ámbito de la investigación una de las herramientas más utilizadas 
es la simulación por ordenador ya que muchas de las pruebas realizadas no 
serían viables o en muchos casos extremadamente caras si se llevaran a la 
práctica.  
 
En este proyecto se pretende ampliar las características de un simulador 
ampliamente utilizado ya que es de código abierto, el Network Simulator-2 o 
ns-2. En la versión actual el soporte para redes 802.11 es pobre y en algunos 
casos deficiente con lo cual da lugar a resultados poco precisos o incorrectos.  
 
Uno de los puntos flacos que presenta es la imposibilidad de comunicación 
entre puntos de acceso cercanos, de manera que el proyectista deberá 
programar en C++ y OTcl una solución alternativa que permita paliar este 
problema ya que una vez solventado permitiría investigar nuevos tipos de 
protocolos y soluciones a dificultades que presentan las redes 802.11 en la 
actualidad. A partir de ahí se podría proseguir en el futuro depurando otros 
aspectos del programa.  
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Overview 
 
 
Nowadays, the success of the wireless networks, in particular the 802.11 
networks, makes this technology the objective of several studies and researches 
to improve it. 
 
One of the most important tools within the research field, is the computer 
simulation, since most of the necessary tests are either very expensive and 
difficult to carry out. 
 
The aim of this project is to extend and improve the features and capabilities of 
the popular and wide used free-code ns-2 or Network Simulatior-2, since the 
actual version is not enough, producing poor and even inaccurate and wrong 
results when applied to 802.11 networks. One of the most evident restrictions 
deals with the communication between two neighboring points, so the engineer 
should program in C++/OTcl and alternative solution to implement in 802.11 
networks. This work is a very first step to improve both, the 802.11 networks as 
well as the open code. 
 
 Dedicado a mi familia por apoyarme en todos los pasos de mi vida. 
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INTRODUCCIÓN 
Dentro del ámbito de la investigación una de las herramientas más utilizadas es la 
situación por ordenador ya que muchas de las pruebas realizadas no serían 
viables o en muchos casos extremadamente caras si se llevaran a la práctica. 
 
En este proyecto se pretende ampliar las características de un simulador 
ampliamente utilizado ya que es de código abierto, el Network Simulator-2 o ns-2 
mediante la implementación del protocolo WDS para redes 802.11. 
 
El protocolo consiste en la comunicación entre puntos de acceso mediante el 
medio inalámbrico. En la versión actual el soporte para redes 802.11 es pobre y en 
algunos casos deficiente con lo cual da lugar a resultados poco precisos o 
incorrectos. Uno de los puntos flacos que presenta el ns-2 es la imposibilidad de 
comunicación entre puntos de acceso cercanos ya que sólo permite la simulación 
mediante un cable físico Ethernet (redes 802.3). 
 
Se escogió este proyecto porque las redes inalámbricas, en particular las redes 
802.11, están teniendo un gran éxito en la actualidad y se considera que el estudio 
e investigación al tratar de mejorarla puede dar una visión más amplia de esta 
tecnología. 
 
Además, en el 3A la proyectista realizó el bloque de Sistemas de Comunicaciones 
Móviles. Uno de los temas fue Tecnologías Wireless LAN pero que por problemas 
de tiempo no llegaron a profundizar. 
 
Este proyecto está más orientado a la Ingeniería de Telemática. El hecho de 
investigar en el ámbito telemático supone un reto personal para la proyectista ya 
que la especialización  que escogió fue la de Sistemas de Telecomunicaciones. 
 
La telemática es un campo importante dentro de las comunicaciones. La idea 
consiste en compensar el escaso conocimiento de la telemática dentro de la 
especialidad de sistemas: estudio de protocolos, enrutamiento, programación, etc. 
 
Otro punto importante de este proyecto es la introducción a Linux ya que es 
importante trabajar con otro sistema operativo diferente de Windows. A lo largo de 
la carrera a penas se ha podido trabajar con otros sistemas operativos y el hecho 
de tener que instalarlo, solucionar problemas, conocer el funcionamiento básico de 
los paquetes de software, etc. es muy interesante para un ingeniero. 
 
El proyecto empieza con la búsqueda e instalación del sistema operativo. Las 
diferentes versiones de LINUX nos dan un abanico muy grande de posibilidades. 
En cambio, para poder coordinar el trabajo con la ayuda del tutor, se recomendó 
utilizar el SUSE LINUX 9.2 Professional. 
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A continuación, se instala el Source Navigator junto con el NS-2. El Source 
Navigator es una herramienta para el análisis de código: editor de código, 
encontrar la ubicación de clases, funciones y variables del proyecto,… soporta C, 
C++, Java, Tcl, FORTRAN y COBOLS. 
 
Gran parte de este proyecto se basa en el estudio de la documentación disponible 
sobre redes 802.11 mediante el libro electrónico ‘802.11 Wireless Networks, The 
Definitive Guide’.  
 
Para introducirse al funcionamiento del NS-2, la documentación disponible se basa 
en el estudio del Tutorial Marc Greis y del Manual NS que se puede encontrar en 
la página de descarga del NS-2. 
 
Después del estudio de la documentación, el proyecto se centra en la ejecución de 
escenarios en NS-2 para aprender el funcionamiento de éste. El objetivo será 
tratar de implementar o modificar cógido OTcl o C++ para poder llegar a que dos 
puntos de accesos puedan comunicarse mediante el medio inalámbrico. 
 
Como último punto, se hace un pequeño estudio y recopilación de información del 
impacto ambiental que producen las ondas electromagnéticas sobre el ser 
humano. Por descontado, la documentación que se encuentra sobre este tema es 
muy abundante, pero se ha seleccionado lo más ampliamente aceptado por las 
autoridades gubernamentales del país. 
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Capítulo 1. REDES 802.11 
1.1. Las Ventajas de las Redes Inalámbricas (Wireless) 
El objetivo de las redes inalámbricas o wireless es dar libertad de movimiento en el 
área de cobertura de la red utilizando como medio el aire. La tecnología 
inalámbrica de más éxito ha sido el estándar 802.11. Las redes inalámbricas 
ofrecen multitud de ventajas sobre las redes tradicionales: 
 
Movilidad 
Los usuarios están habitilitados a acceder a la información mientras están en 
movimiento. 
 
Fácil y rápido despliegue 
En ocasiones, es difícil llevar el cable tradicional a determinadas áreas. Además, 
la contratación de la instalación del cable puede ser cara y que requiera un tiempo 
considerable de instalación. 
 
Flexibilidad 
Al no haber cables significa que tampoco habrá un re-cableado. Las redes 
inalámbricas tienen una fácil expansión ya que el medio de la red está en todas 
partes, el aire. 
1.1.1. Espectro Radioeléctrico 
Los dispositivos inalámbricos están restringidos a operar en una cierta banda de 
frecuencia y un cierto ancho de banda. 
 
El uso del espectro de radio está rigurosamente controlado por las autoridades 
estatales para prevenir el solapamiento de las ondas de radio en las diferentes 
aplicaciones. 
 
Las bandas ISM 
Hay tres bandas denominadas ISM que son utilizadas para los equipos 
relacionados con la Industria, el campo Científico (Scientific) y la Medicina. Estas 
bandas también son utilizadas por los dispositivos 802.11 ya que, generalmente, 
son libres. 
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Fig.  1.1 Disponibilidad del Espectro 
 
2.4 a 3.4835 GHz 
 
• Posibilidad de utilización de técnicas de ensanchado para proporcionar 
robustez frente a interferencias. 
• Ancho de banda considerable: 11 canales disponibles para LAN 
 
5.725 a 5.85 GHz 
 
• Opción de futuro 
• El coste de la tecnología todavía resulta elevado 
 
 
Fig.  1.2 Niveles de potencia de transmisión para diferentes regiones 
1.2. Redes de Tecnología IEEE 802 
El estándar 802.11 es miembro de la familia IEEE 802, que es una serie de 
especificaciones para tecnologías de Redes de Área Local (LAN).  
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Fig.  1.3 Familia IEEE 802 y su relación con el modelo OSI 
 
A continuación, se muestran las capas relevantes en la estandarización de las 
redes inalámbricas: 
 
 
Fig.  1.4 Capas relevantes en la estandarización de WLAN 
 
 
• Media Acces Control Layer: Gestión de la capa física y protocolo de 
transmisión/recepción. 
• MAC-PHY Sublayer: Configuración del formato de tramas de preámbulos para 
su adaptación en el canal radio. 
• Physical Layer: Parámetros de la transmisión radio o por infrarrojos. 
 
El estándar 802.11 permite el acceso a redes inalámbricas incorporando unas 
características adicionales en la capa MAC. 
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1.2.1. Diseño del Estándar 802.11 
Los principales componentes1 físicos son: 
 
 
Fig.  1.5 Componentes del estándar 802.11 
 
Sistema de distribución (DS – Distribution System) 
Cuando varios puntos de acceso están conectados formando un área de 
cobertura, éstos deben comunicarse entre ellos para seguir los movimientos de las 
estaciones móviles. El sistema de distribución es el componente lógico del 
estándar 802.11 utilizado para enviar las tramas de datos al destinatario. 
 
Punto de acceso (AP – Access Point) 
Son dispositivos encargados de unir redes inalámbricas y redes físicas ya que las 
tramas del 802.11 deben ser convertidas a otro tipo de tramas para enviarlas al 
resto de redes. 
 
Medio Inalámbrico (Wireless Medium) 
El medio de transmisión utilizado para enviar tramas de una estación a otra es 
inalámbrico, mediante una capa física de radiofrecuencia (RF). La arquitectura 
permite desarrollar múltiples capas físicas que suporten la MAC del 802.11. 
 
Estaciones móviles 
Las estaciones son dispositivos con una interfaz de red inalámbrica. 
1.2.2. Sistema de Distribución 
Cuando una trama llega al sistema de distribución, ésta es encaminada al punto 
de acceso adecuado para que lo re-encamine a su destinatario. El 
encaminamiento utiliza la dirección MAC de la estación móvil como destinatario.  
 
En la Fig. 1.6 el cable Ethernet es el sistema de distribución pero no 
completamente. Los puntos de acceso operan como enlaces, ya que poseen una 
interfaz inalámbrica y otra Ethernet, perteneciendo al Sistema de Distribución. 
 
                                            
1
 Anexos 1. REFERENCIA DE PRECIOS DE LOS COMPONENTES INALÁMBRICOS 
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Fig.  1.6 Implementación de puntos de acceso y sistema de distribución 
 
Comunicación entre puntos de acceso como parte del sistema de 
distribución 
Si una estación se asocia con un punto de acceso, todos los otros puntos de 
acceso en la ESS han de conocer ésta estación. Para implementar completamente 
el sistema de distribución, los puntos de acceso deben informar a los demás de la 
asociación de estación. La comunicación entre puntos de accesos se efectúa 
mediante el Interaccess Point Protocol (IAPP). 
 
Enlace wireless y el sistema de distribución 
Las especificaciones del estándar 802.11 soportan el uso del medio wireless como 
sistema de distribución, conocido como WDS o wireless bridge. 
1.3. Tipos de Redes 
El bloque básico de una red 802.11 es el Basic Service Set (BSS), que es un 
grupo de estaciones que se comunican entre ellas. La comunicación está emplaza 
dentro de un área limitada, denominada área básica de servicio, definida por las 
características de propagación del medio inalámbricas. Cuando una estación está 
dentro del área básica de servicio, ésta puede comunicarse con otros miembros 
de la BSS. 
 
 
Fig.  1.7 Independiente (ad-hoc) e infraestructura BSS’s 
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1.3.1. Redes Ad-hoc (IBSS – Independent BSS) 
Las estaciones en IBSS se comunican entre ellas directamente. La red 802.11 
más pequeña es una IBSS con dos estaciones. 
1.3.2. Modo Infraestructura (Infrastructure Network) 
El modo infraestructura se distingue por el uso de los puntos de acceso (AP). Los 
puntos de acceso son utilizados para todos las comunicaciones, incluyendo la 
comunicación entre nodos móviles en la misma área de servicio. La transmisión 
multihop ocupa más capacidad que el envío directo de tramas emisor-receptor. En 
cambio, este tipo de transmisión tiene dos ventajas principales: 
 
• Todas las estaciones móviles han de estar dentro del alcance del punto de 
acceso, pero no hay restricción en la distancia entre las estaciones móviles. 
• Los puntos de acceso pueden percatarse cuando una estación entra en modo 
ahorro de energía (power-saving) y almacenar las tramas de ésta. 
1.3.3. Áreas de Servicio Extendido (ESS – Extended Service Set) 
El estándar 802.11 permite diferentes tamaños de redes wireless uniendo varias 
BSS's mediante un cable, creando así una ESS. 
 
 
Fig.  1.8 Extended Service Set (ESS) 
 
Las estaciones dentro de la misma ESS deben comunicarse entre ellas, aunque 
éstas estén moviéndose entre las diferentes BSS's. Los puntos de acceso debe 
actuar como enlaces y permitir a cualquier usuario utilizar una única dirección 
MAC. 
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1.4. Funciones Principales2 de la Capa MAC 
• Soporta dos modos de funcionamiento 
 
DCF (Distributed Coordination Function) 
PCF (Point Coordination Function) 
 
• Gestión de acceso basado en el protocolo CSMA/CA (Carrier Sense Multiple 
Access/Collision Aviodance) 
 
Reconocimientos (ACK) a nivel MAC 
Protocolo RTS/CTS para evitar el problema del terminal oculto 
Funciones de ‘polling’ en modo PCF 
 
• Gestión de movilidad y servicios de red (asociación, re-asociación, etc…) 
• Gestión de potencia 
• Funciones de seguridad (encriptación y autentificación) 
• Segmentación y reensamblado 
1.5. Modo de Accesos e Intervalos 
1.5.1. DCF 
El DCF es el mecanismo de acceso estándar. El mecanismo controla que el 
enlace radio esté libre antes de transmitir. El DCF utiliza el procedimiento 
RTS/CTS.  
 
Acceso contention-based mediante DCF 
El acceso DCF permite que múltiples estaciones independientes interactúen sin 
una central de control en redes IBSS y en modo infraestructura. Algunas de la 
reglas de acceso al medio son: 
 
• Si el medio ha estado libre durante más de un DIFS, la transmisión puede 
empezar inmediatamente.  
• Si la transmisión previa ha sido recibida sin errores, el medio debe está libre, al 
menos, después de un DIFS. 
• Si la transmisión previa contiene errores, el medio debe estar libre después de 
un EIFS. 
• Si el medio está ocupado, la estación debe esperar hasta que esté libre. 
Cuando el medio esté libre, se esperará un DIFS y después su respectivo 
backoff antes de empezar la transmisión. 
• ACK's positivos indicar el éxito de la transmisión, por tanto, todas las tramas 
unicast deben de ser confirmadas.  
• Secuencias multitrama deben utilizar el NAV en el proceso de transmisión. 
                                            
2
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Recuperación de errores con DCF 
Los errores deben ser detectados por las estaciones transmisoras. Un contador se 
incrementa cuando una trama es retransmitida ya que cada trama o fragmento de 
trama posee un contador de retransmisiones.  
 
Tramas más pequeñas que el RTS threshold utilizan el short retry count, tramas 
mayores al threshold el long retry count. El uso de un short retry count y long retry 
count permite al administrador de la red adaptar la robustez de la red para 
diferentes longitudes de trama.  
 
El short retry count es 0 cuando: 
 
• Una trama CTS es recibida como respuesta de un RTS. 
• Un ACK es recibido después de una transmisión no-fragmentada. 
• Cuando se recibe una trama broadcast o multicast. 
 
El long retry count es 0 cuando: 
 
• Un ACK es recibido después de una transmisión fragmentada. 
• Cuando se recibe una trama broadcast o multicast. 
 
Cuando se alcanza el límite lifetime, la trama se descarta. 
 
Backoff con DCF 
Un periodo llamado ventana de contención o backoff sigue el intervalo DIFS. Esta 
ventana está dividida en slots. Las estaciones escogen un slot aleatoriamente y 
esperan a éste antes de acceder al medio. La estación que escogió el primer slot 
accede al medio. El backoff se utiliza para evitar las colisiones al transmitir 
simultáneamente dos estaciones.  
 
El tamaño de la ventana de contención está limitado por la capa física, 1023 slots 
de transmisión. Cuando la ventana alcanza el tamaño máximo permanece en este 
estado hasta que la trama se ha transmitido con éxito o la trama se descarta. La 
ventana aumenta en cada transmisión fallida. 
1.5.2. Función Carrier-Sensing y el Network Allocation Vector 
El carrier-sensing se utiliza para determinar si el medio está disponible. 
 
La capa física de la función carrier-sensing tiene una costosa electrónica y no 
proporciona la suficiente información. La capa virtual es Network Allocation Vector 
(NAV). El NAV es un contador que indica el tiempo que el medio estará utilizado, 
incluyendo todas las tramas necesarias para completar la operación. Cuando el 
NAV es diferente de 0, el medio está ocupado; cuando es 0, el medio está libre. 
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Utilizando el NAV, las estaciones se aseguran que las operaciones atómicas no 
serán interrumpidas ya que el resto de estaciones no accederán al medio hasta 
que la transmisión se complete. 
 
 
Fig.  1.9 Uso del NAV como virtual carrier-sensing 
1.5.3. Intervalo entre Tramas y Prioridad 
 
Fig.  1.10 Relación de los intervalos entre tramas 
 
Las estaciones retrasan la transmisión hasta que el medio esté libre. Variado el 
intervalo entre tramas creamos diferentes niveles de prioridad para los diferentes 
tipos de tráfico. 
 
Short interframe space (SIFS) 
Se utiliza para intercambio RTS/CTS y ACK's positivos. 
 
PCF interframe space (PIFS) 
Se utiliza cuando una estación requiere una comunicación PCF. 
 
DCF interframe space (DIFS) 
El DIFS es el tiempo máximo que el medio se encuentra libre. 
 
Extended interframe space (EIFS) 
Solo se utiliza en el caso de error en la transmisión de una trama.  
 
    12                                                             Implementación del Protocolo WDS para Redes 802.11 bajo ns-2 
 
Las operaciones atómicas deben esperar el intervalo DIFS antes de empezar la 
transmisión. Las siguientes transmisiones después de la operación atómica 
pueden efectuarse después del SIFS. Mediante el intervalo SIFS y el NAV, las 
estaciones pueden utilizar el medio durante el tiempo necesario para la correcta 
transmisión de datos. 
1.6. Formato de Tramas3 WDS 
A continuación se describe el formato de la trama de datos y de la trama de 
control: 
 
 
Fig.  1.11 Trama de datos y de control 
1.6.1. BITs en Tramas WDS 
Cuando un punto de acceso se emplea como wireless bridge o WDS, se utilizan 
los cuatro campos de direcciones. La MAC utiliza la dirección del transmisor y 
receptor para los ACK’s, control de tráfico, RTS/CTS. Dos direcciones adicionales 
son necesarias para indicar la fuente y el destinatario de la trama.   
 
En wireless bridge no se utiliza el periodo contention-free. Los puntos de acceso 
no pueden entrar en el modo power-saving, por tanto el bit de control de potencia 
es siempre 0. 
1.6.2. Campos de Direcciones y DS Bits 
La siguiente tabla indica el uso de los campos de direcciones y DS (en la trama de 
control) en el Sistema de Distribución Inalámbrica (WDS – Wireless Distribution 
System), también conocido como enlace inalámbrico (wireless bridge). 
 
Function ToDS FromDS Address 1 
(receiver) 
Address 2 
(transmitter) 
Address 3 
(destination) 
Address 4 
(source) 
WDS (bridge) 1 1 RA TA DA SA 
 
                                            
3
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El 802.11 hace una distinción entre la fuente-transmisor y destinatario-receptor. El 
transmisor envía la trama al medio inalámbrico pero no tiene porque haber creado 
la trama. Igualmente, el receptor puede ser un destino intermedio. Los bits DS 
indican si la trama se destina al sistema de distribución. 
 
En la Fig. 1.12, dos redes fijas están conectadas a dos puntos de acceso actuando 
como wireless bridge. Estas tramas identifican el transmisor y el receptor de la 
trama en el medio inalámbrico. El transmisor es el punto de acceso del lado del 
cliente y el receptor el punto de acceso del servidor. Separando la fuente del 
transmisor permite al punto del acceso del servidor enviar ACK's al otro punto de 
acceso sin utilizan el enlace físico. 
 
 
Fig.  1.12 Sistema de distribución inalámbrica 
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Capítulo 2. SIMULADOR DE REDES, NS-2 
A lo largo de éste capítulo se presentarán las clases que nos interesan y los pasos 
dados en el estudio del simulador para poder llegar al objetivo de este proyecto. 
2.1. Introducción al Simulador 
NS4 es un simulador de eventos discretos para la investigación y estudio de redes. 
Proporciona un suporte importante en la simulación de TCP, enrutamiento y 
protocolos multicast sobre redes wireless o fijas. 
 
El software es de código libre, por tanto no es un producto acabado y continúa en 
desarrollo para mejorarlo. 
 
El simulador está orientado a objetos, escrito en C++ y, como intérprete, OTcl. 
Soporta una clase jerárquica en C++ y otra clase similar se encuentra dentro del 
OTcl. Las dos jerarquías están relacionadas entre ellas, ya que existe  una 
correspondencia entre la clase del intérprete y la del compilador. La raíz de las 
jerarquías está en la clase TclObject. Los usuarios crean un nuevo objeto de 
simulación mediante el intérprete, paralelamente se crea un objeto en el 
compilador.  
 
NS utiliza dos lenguajes porque el simulador tiene dos clases de funciones a 
realizar. Por un lado, la simulación detallada de los protocolos requiere un sistema 
de programación que puede manipular eficientemente bytes, paquetes, cabeceras 
e implementar algoritmos. Para éstas tareas es importante la velocidad de 
procesado. Por otro lado, el estudio de redes requiere la variación de parámetros y 
configuración de escenarios. 
 
Por tanto, C++ se utiliza para el primer caso, ya que es más rápido en ejecución 
aunque más lento a la hora de modificar la implementación de los protocolos. OTcl 
se utiliza para el segundo caso, ya que hace más fácil la configuración de los 
escenarios. 
2.2. Limitación del NS-2 en Simulaciones Wireless 
Actualmente, el NS-2 no soporta el protocolo WDS, es decir, los puntos de acceso 
no se pueden comunicar mediante el medio inalámbrico. El simulador solo está 
configurado para que los puntos de acceso se comuniquen vía Ethernet. 
 
                                            
4
 Anexo 4. INSTALACIÓN DEL NS-2 
    Capítulo 2. SIMULADOR DE REDES, NS-2          15 
 
 
Los puntos de acceso de una ESS han de poder intercambiar información acerca 
de las estaciones asociadas a cada uno de los puntos de acceso.  
 
Los puntos de acceso pueden trabajar a cualquier frecuencia dentro del rango 
wireless, pero se fijan a una sola frecuencia. Las estaciones base rastrean las 
frecuencias, cuando encuentran la señal del punto de acceso a determinada 
frecuencia se asocian y se inicia la comunicación. 
 
Cada punto de acceso crea una tabla con las direcciones de las estaciones 
asociadas. Cuando una estación asociada quiere mandar una trama a una 
estación no asociada a su mismo punto de acceso. El punto de acceso mira en su 
tabla de direcciones de asociados, si no lo encuentra pasa al siguiente nivel y lo 
envía a un router que ejecutará el mismo procedimiento hasta que se encuentre la 
dirección del destinatario. Este procedimiento es posible gracias a que los puntos 
de acceso están conectados a una red Ethernet. 
 
En cambio, si se conectaran mediante el medio inalámbrico, el NS-2 da error, ya 
que el punto de acceso no tiene la dirección del destinatario, al no ser capaz de 
recibir información de otros puntos de acceso. 
 
El protocolo WDS es el uso del medio wireless como sistema de distribución, es 
decir, como medio de comunicación entre los diferentes puntos de acceso de una 
ESS.   
 
Teóricamente, la solución es permitir que un punto de acceso pueda trabajar a dos 
o más frecuencias (frecuencia = canal). De esta manera, cuando un punto de 
acceso a determinada frecuencia no encuentra la dirección del destinatario, 
cambia de frecuencia y mira en la tabla en dicha frecuencia. Así sucesivamente 
hasta que encuentra el destinatario y envía directamente la trama. 
 
Al igual que en la comunicación vía Ethernet, si el destinatario se encuentra fuera 
de la red wireless, se enviaría la trama a un router de nivel superior. 
2.3. Tutorial Marc Greis 
El tutorial Marc Greis5 es la primera aproximación al funcionamiento del NS 
mediante Tcl’s. 
 
En Anexos 5. Simulaciones con NS-2 se pueden encontrar los TCL’s completos 
con todas las instrucciones. El resultado de la simulación son las gráficas en 
xgraph y el nam. 
 
                                            
5
 http://www.isi.edu/nsnam/ns/tutorial/index.html  
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El nam es una herramienta gráfica para visualizar las trazas de la simulación de 
redes y el intercambio de paquetes entre los diferentes nodos. 
 
El xgraph es una herramienta para generar gráficas de los datos transmitidos entre 
dos nodos y poder así conocer el ancho de banda de la comunicación. 
2.3.1. Simulación 1: Dos nodos conectados con un duplex-link 
La simulación consiste en crear dos nodos que se comuniquen mediante un 
enlace full-duplex y que el nodo 1 intercambie paquetes TCP con el nodo 2 
durante 20 segundos. 
 
Así pues, el código base consiste en: 
 
• Creación de un fichero base a partir del cual crear todos los escenarios 
 
#Define a 'finish' procedure 
proc finish {} { 
        global ns nf gf 
        $ns flush-trace 
 #Close files 
        close $nf 
   close $gf 
 #Call xgraph to display the results 
   exec xgraph outxgraph.tr -geometry 800x400 & 
 #Execute nam on the trace file 
        exec nam outnam.nam & 
        exit 0 
} 
 
#Create a simulator object 
set ns [new Simulator] 
 
#Open the nam trace file 
set nf [open outnam.nam w] 
$ns namtrace-all $nf 
 
#Open the output files 
set gf [open outxgraph.tr w] 
 
#Run the simulation 
$ns run 
 
• Creación de dos nodos y un enlace de comunicación full-duplex 
 
#Create two nodes 
set n0 [$ns node] 
set n1 [$ns node] 
 
#Create a duplex link between the nodes 
$ns duplex-link $n0 $n1 100Mb 2ms DropTail 
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• Añadir tráfico TCP entre los dos nodos y el tiempo en que se ha empezar a 
transmitir 
 
#Setup TCP connections 
set tcp [new Agent/TCP] 
set sink [new Agent/TCPSink] 
$ns attach-agent $n0 $tcp 
$ns attach-agent $n1 $sink 
$ns connect $tcp $sink 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
#Start logging the received bandwidth 
$ns at 0.0 "record" 
#Schedule events for the FTP agent 
$ns at 1.0 "$ftp start" 
$ns at 20.0 "$ftp stop" 
#Call the finish procedure after 20 seconds simulation time 
$ns at 20.1 "finish" 
 
• Código necesario para ejecutar el xgraph 
 
#Procedure which records the bandwidth received by the traffic sink 
proc record {} { 
        global sink gf 
   set ns [Simulator instance] 
 #Set the time after which the procedure should be called again 
        set time 1 
 #How many bytes have been received by the traffic sinks? 
        set bw [$sink set bytes_] 
 #Get the current time 
        set now [$ns now] 
 #Calculate the bandwidth (in MBit/s) and write it to the files 
        puts $gf "$now [expr $bw/$time*8/1000000]" 
 #Reset the bytes_ values on the traffic sinks 
        $sink set bytes_ 0 
 #Re-schedule the procedure 
        $ns at [expr $now+$time] "record" 
} 
 
La primera gráfica obtenida con el xgraph indica el ancho de banda de la 
comunicación entre los dos nodos. Como podemos apreciar, el ancho de banda 
conseguido es de 40Mb. 
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Fig.  2.1 Gráfica xgraph de la simulación 1 
 
 
 
Fig.  2.2 Nam capturado en la simulación 1 animada 
2.3.2. Simulación 2: Dos nodos comunicándose en modo ad-hoc 
Después de la simulación básica se adquiere la suficiente base para entrar en las 
simulaciones wireless. El primer escenario wireless son dos nodos que se 
comunican en modo ad-hoc. 
 
Nuevo código introducido respecto del anterior: 
 
• Configuración y creación de los nodos móviles en el mismo canal y creación de 
una topología 
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set opt(chan)     Channel/WirelessChannel   ;# channel type 
set opt(prop)     Propagation/TwoRayGround  ;# radio- 
propagation model 
set opt(netif)    Phy/WirelessPhy           ;# network interface 
type 
set opt(mac)      Mac/802_11                ;# MAC type 
set opt(ifq)      Queue/DropTail/PriQueue   ;# interface queue type 
set opt(ll)       LL                        ;# link layer type 
set opt(ant)     Antenna/OmniAntenna       ;# antenna model 
set opt(adhocRouting)   DSDV 
set opt(x)   670  ;# X dimension of the topolography 
set opt(y)   670  ;# Y dimension of the topography 
set opt(ifqlen)         50          ;# max packet in ifq 
set opt(seed)  1.0 
set opt(nn)   2 
set opt(stop)  20.0 
 
# Create topography object 
set topo   [new Topography] 
# Define topology 
$topo load_flatgrid $opt(x) $opt(y) 
 
# Create God 
set god_ [create-god $opt(nn)] 
 
# Create channel #1 
set chan1 [new $opt(chan)] 
# Configure  nodes 
$ns_ node-config   -adhocRouting $opt(adhocRouting) \ 
                   -llType $opt(ll) \ 
                   -macType $opt(mac) \ 
                   -ifqType $opt(ifq) \ 
                   -ifqLen $opt(ifqlen) \ 
                   -antType $opt(ant) \ 
                   -propType $opt(prop) \ 
                   -phyType $opt(netif) \ 
     -topoInstance $topo \ 
     -agentTrace ON \ 
                   -routerTrace OFF \ 
                   -macTrace ON \ 
    -toraDebug OFF \ 
    -movementTrave OFF \ 
    -channel $chan1 
 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 set node_($i) [$ns_ node]  
 $node_($i) random-motion 0 ;# disable random motion 
} 
 
• Configuración de la mac 
 
set mac_($i) [$node_($i) getMac 0] 
$mac_($i) set dataRate_ 11Mb 
 $mac_($i) set basicRate_ 11Mb 
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 $mac_($i) set RTSThreshold_ 3000 
 
 
La gráfica obtenida con el xgraph da un resultado de 4Mb (aproximadamente). 
Este resultado es bastante razonable, ya que el 802.11 trabaja a 11Mb en las dos 
direcciones de la comunicación. Por tanto, la comunicación en una dirección ha de 
ser aproximadamente la mitad, 5.5Mb. 
 
El resultado final es de 4Mb de información enviada, ya que al iniciarse la 
comunicación el tiempo de DIFS que se han esperar las estaciones para trasmitir, 
más el tiempo de backoff, más la cabecera, hace que los 5.5 Mb no se utilizen 
complemente para la transmisión de información. Así pues, podemos deducir que 
en gestión se pierden 1.5Mb de ancho de banda en cada dirección de la 
comunicación. 
 
 
 
                            1.5Mb                                                            4Mb 
  
 
 
 
Fig.  2.3 Gráfica xgraph de la simulación 2 
 
 
DIFS    Backoff    Cabecera                                  Información 
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Fig.  2.4 Nam capturado en la simulación 2 animada 
2.3.3. Simulación 3: Dos nodos comunicándose en modo infraestructura 
(necesario un AP) 
El siguiente paso es crear un escenario en modo infraestructura. Es decir, que 
todos los paquetes vayan dirigidos a un mismo nodo (AP) y éste se encarga de 
entregarlo al receptor adecuado. 
 
Nuevo código introducido respecto al código de la simulación 2: 
 
• Creación de un AP 
 
# Tell everyone who the AP is 
set AP_ADDR [$mac_(0) id] 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 $mac_($i) bss_id $AP_ADDR 
} 
 
La gráfica del xgraph indica un ancho de banda de la comunicación de 2Mb. 
Idealmente, la comunicación tendría que ser de 3.7Mb, 1.7Mb se utilizan para la 
gestión del tráfico y el envío de la cabecera. En comparación con el resultado de la 
simulación anterior, ha aumentado en 0.2Mb, esto se debe que al aumentar el 
número de nodos también aumenta el número de backoff posibles para acceder al 
medio. 
 
 
 
                                         1.7Mb                                                     2Mb 
 
 
DIFS        Backoff       Cabecera                              Información 
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Fig.  2.5 Gráfica xgraph de la simulación 3 
 
 
 
Fig.  2.6 Nam capturado en la simulación 3 animada 
2.3.4. Simulación 4: Dos nodos comunicándose en modo infraestructura a 
partir de AP’s diferentes  
A continuación, comprobamos como creando dos AP’s (en sus respectivos 
canales) con sus respectivos nodos e iniciando una comunicación entre el nodo 1 
asociado al AP1 y el nodo 2 asociado al AP2 no existe comunicación y vemos en 
la ventana de comando el siguiente mensaje: 
 
warning: Route to base_stn not known: dropping pkt 
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Fig.  2.7 Gráfica xgraph de la simulación 4 
 
 
 
Fig.  2.8 Nam capturado en la simulación 4 animada 
 
En esta simulación se ha introducido en el código el uso de estaciones base y, por 
tanto, también se ha hecho uso de la asignación de direcciones de manera 
jerárquica (ver Anexos 5.4) 
 
A partir de aquí, sabemos utilizar algunos de los elementos de simulación (ej. 
nodos). A continuación, estudiaremos más profundamente cada uno de estos 
elementos. 
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2.4. Nodos 
2.4.1. Class Node 
Como se puede ver en las simulaciones anteriormente propuestas (ver anexos) 
vemos que un nodo se crea mediante el siguiente comando: 
 
set ns [new Simulation] 
$ns node 
 
Este procedimiento crea un nodo unicast con la siguiente estructura: 
 
 
Fig.  2.9 Estructura de un nodo unicast 
 
La descripción de algunos de los componentes del nodo: 
 
• id_ dirección del nodo 
• entry_ es la referencia al nodo y donde llegan todos los paquetes 
• Addr Classifier contiene las referencias al Port Classifier y a los links 
conectados al nodo 
• classifier_ referencia (slot) a un puerto del Addr Classifier 
• Port Classifier contiene las referencias a todos los Agents asociados al nodo 
• dmux_ referencia (slot) a un puerto del Port Classifier 
• agents_ son los elementos de transporte de los paquetes UDP o TCP 
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• neighbor_ son vías de enrutamiento a un nodo determinado 
2.4.2. Métodos de la Clase Node 
$ns node entry 
Retorna el punto de entrada al nodo y es el primer elemento que se encuentran los 
paquetes que llegan al nodo. Para nodos unicast, entry_ es la dirección del 
‘classifier’ (Addr Classifier). 
 
$ns node id 
Retorna el número del nodo. 
 
$ns node agent (port) 
Retorna el agente que está asociado al puerto especificado. 
 
$ns node alloc-port 
Retorna el número del siguiente puerto disponible. 
 
$ns node add-route (destination id) (TclObject) 
Este procedimiento se utiliza para añadir rutas alternativas a un destinatario 
específico. TclObject es la entrada al dmux_, el puerto demutiplexor del nodo.  
2.4.3. Configuración de la Interfaz de un Nodo 
La configuración de la interfaz de un nodo consiste en dos partes. La primera parte 
prepara la configuración del nodo, la segunda parte crea el nodo según lo 
especificado. Por tanto, antes de utilizar el comando: 
 
$ns node 
 
Hemos de configurar el nodo. 
La configuración del nodo consiste en definir las diferentes características del 
nodo antes de crearlo. Las características pueden ser el tipo de estructura de 
direcciones utilizado en la simulación, definición de los componentes de redes de 
los nodos móviles, uso de las diferentes opciones de trazas, seleccionar el tipo de 
protocolo de enrutamiento para nodos wireless, etc. 
 
Todas las características para un nodo base-station y un nodo móvil son las 
mismas, excepto que la base-station puede utilizan encaminamiento por cable 
(wired routing) mientras que los nodos móviles no. Por tanto, un nodo base-station 
ha de estar configurado adecuadamente para una simulación de una red con 
encaminamiento por cable: 
 
$ns node-config –wiredRouting ON 
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2.4.4. Classifier 
La función de un nodo cuando éste recibe un paquete es examinar los campos del 
paquete, normalmente la dirección del destinatario. Se deben analizar los valores 
de las interfaces de los objetos de salida que es el siguiente receptor del paquete. 
 
En el NS, el objeto classifier se encarga de esta tarea. Multiples objetos classifier 
observan una porción específica del paquete que ha llegado al nodo. Un nodo en 
NS utiliza diferentes tipos de classifiers según el propósito. 
 
Cada classifier contiene una tabla de objetos indexados con un número (slot). La 
función del classifier es determinar el slot asociado con la dirección destino del 
paquete recibido y enviarlo al objeto referenciado con dicho número. 
 
Algunos de los métodos del classifier son: 
 
$classifier installNext (object) 
Instala el objeto en el siguiente slot disponible y retorna el número del slot. 
 
$classifier slot (index) 
Retorna el objeto ubicado en el slot especificado. 
 
$classifier install (index) (object) 
Instala el objeto en el slot que se especifica. 
 
El classifier utilizado para la comunicación unicast es el Address Classifier. 
2.5. Redes Móviles en NS 
Ahora estudiaremos internamente los nodos móviles, el mecanismo de 
enrutamiento y los componentes: Channel, Network-interface, Radio propagation 
model, MAC protocols, Interface Queue, Link layer, Address resolution protocol 
model (ARP). 
2.5.1. Class MobileNode 
La clase MobileNode es una clase derivada de class Node, ya que sólo se añade 
la habilidad de moverse dentro de una topología dada y recibir y transmitir señales 
a un medio inalámbrico. Un MobileNode no está conectado mediante Links a otros 
nodos. 
 
La creación y configuración de un nodo móvil está en las simulaciones 
comentadas anteriormente (ver anexos). 
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Fig.  2.10 Esquemático de un nodo móvil 
 
La red para un nodo móvil consiste en un link layer (LL), un módulo ARP 
conectado al LL, una interfaz de cola (IFq), una capa MAC (MAC), una interfaz de 
red (netIF), todo conectado al canal (Channel). Todos los componentes son 
creados mediante OTcl. 
 
RTarget (DSDV) 
En este protocolo de enrutamiento, intercambia los mensajes entre los nodos 
móviles vecinos (dentro del rango del nodo móvil). 
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Todos los paquetes destinados a un nodo móvil son encaminados directamente al 
puerto dmux del addr dmux, El puerto dmux conecta los paquetes a los agentes 
destinatarios. El puerto 255 se utiliza para añadir routing agents en el nodo móvil. 
 
LL, Link Layer 
Se encarga de la simulación del protocolo de enlace de los datos: fragmentación 
de paquetes, reensamblado, etc. Otra función importante es introducir la dirección 
MAC de destino en la cabecera del paquete MAC. 
La capa de enlace (link layer) tiene conectada un módulo ARP que convierte todas 
las direcciones IP a la dirección MAC. 
Todos los paquetes de salida al canal, los envía el Routing Agent a la LL. La LL 
envía estos paquetes a la capa MAC pasando por una interfaz de cola. 
Todos los paquetes de entrada a la LL son recibidos directamente de la capa MAC  
y, a continuación, la LL los envía al entry_ del nodo. 
 
ARP 
Address Resolution Protocolo es un módulo que averigua e introduce la dirección 
MAC del destino y la inserta en la cabecera del paquete. 
 
Interface Queue 
Implementa una cola que da prioridad a los paquetes del protocolo de 
encaminamiento,  insertándolos al principio de la cola. 
 
MAC Layer 
Implementa el protocolo IEEE 802.11 utilizando RTS/CTS/DATA/ACK para todos 
los paquetes unicast. 
 
Network Interfaces 
La capa de la interfaz de red es la interfaz hardware que es utilizada por los nodos 
móviles para acceder al canal. La interfaz se encarga de las colisiones y el modelo 
de propagación radio que recibe paquetes transmitidos de otras interfaces. 
2.6. Comunicación Duplex-Link 
A continuación, estudiamos la comunicación entre los dos AP mediante un cable 
duplex-link. 
 
El duplex-link llama dos veces al simple-link para conectar el emisor al receptor y 
el receptor al emisor. El simple-link es una secuencia de conectores. 
 
La clase SimpleLink conecta dos nodos punto a punto mediante un enlace. El 
enlace se configura mediante el ancho de banda del cable, el retardo, el tipo de 
cola, el TTL (time to live). La clase SimpleLink utiliza la clase LinkDelay 
programada en C++ para simular el retardo de los paquetes. 
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2.6.1. Simulación 5: Dos nodos comunicándose a través de dos estaciones 
bases conectadas por un enlace duplex-link 
Creamos cuatro nodos, dos de los cuales serán AP’s y los nodos restantes 
estarán asociados a un AP cada uno. Conectamos mediante dupex-Link los AP’s y 
comprobamos que la comunicación existe. 
 
En la gráfica vemos como el ancho de banda de la comunicación es de 2.4Mb 
(aproximadamente). Esto es debido a lo comentado anteriormente, la gestión de 
tráfico hace que no se aproveche todo el ancho de banda disponible para la 
dirección de la comunicación (en este caso se ha de dividir 11Mb entre los cuatro 
nodos que existen, 2.75Mb). 
 
Cabe destacar, que la eficiencia es mayor, es decir se aprovecha mejor el ancho 
de banda en un enlace físico que en el enlace wireless, ya que no se utilizan 
tantos recursos a la hora de gestionar el tráfico. 
 
Así mismo, podemos ver como hasta el segundo 8 no empieza la comunicación y 
vemos en la ventana de comandos como nos aparece el mensaje: 
 
warning: Route to base_stn not known: dropping pkt 
 
Esto es debido a que durante el primer período de tiempo los paquetes se pierden 
hasta que se encuentra el encaminamiento adecuado para llevar la información al 
destinatario. 
 
 
 
Fig.  2.11 Gráfica xgraph de la simulación 5 
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Fig.  2.12 Nam capturado en la simulación 5 animada 
2.7. Formato de Direcciones 
El espacio para las direcciones consiste en dos partes, el node-id (32 bits) y el 
port-id (32 bits). 
 
La asignación de las direcciones por defecto corresponde al siguiente esquema: 
 
$ns_ set-address-format hierarchical <levels> <args> 
 
Este commando se utiliza para asignar un formato específico a las direcciones 
jerárquicas.  
<levels> indica el número de niveles de la jerarquía en la estructura de la 
dirección. Mientras que <args> define el número de bits para cada nivel.  
 
Por ejemplo, $ns_ set-address-format hierachical 3 4 4 16 donde 4, 4 y 16 define 
el número de bits para ser utilizado en la dirección en el nivel 1, 2 y 3 
respectivamente. 
2.8. Soluciones Propuestas 
2.8.1. Añadir channel2 al comando node-config 
Propuesta 
Como podemos ver, al configurar un nodo insertamos el canal mediante la 
siguiente instrucción: 
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$ns node-config –channel chan 
 
La propuesta es de crear otra característica que sea channel2 para así poder 
introducir dos canales. 
 
$ns node-config     –channel chan1/ 
                          –channel2 chan2 
 
Problema 
Es demasiado complicado modificar el fichero .c. Además, tenemos el problema 
que el nodo ha de saber por donde puede enviar el paquete (el enrutamiento). 
2.8.2. Añadir una segunda interfaz a un nodo 
En el manual del NS capítulo 16 ‘Mobile Networking in ns’ apartado 16.1.3 
Network Components in a mobilenode podemos ver el código de la instrucción 
add-interface. La ubicación es: ~ns-2.28/tcl/lib/ns-mobilenode.tcl 
 
Analizamos que llamando a esta función creamos una interfaz con las 
características que introducimos como variables. El comando a ejecutar en Tcl es 
el siguiente: 
 
$node add-interface (channel) (pmodel) (lltype) (mactype) (qtype) (qlen) 
(iftype) (anttype) 
 
Propuesta 
Crear un add-interface2 donde se pueda crear dos interfaces de red, por tanto, 
dos canales y así asociarlo a un mismo nodo. 
 
Código Añadido 
Node/MobileNode instproc add-interface2 {channel2 pmodel mactype anttype} 
 
$self instvar nifs_ 
$self instvar netif2_ mac_ 
 
global ns_ MacTrace opt 
 
set t $nifs_ 
incr nifs_ 
 
set netif2_($t)  [new $iftype]  ;# net-interface 2 
set ant_($t)  [new $anttype] 
 
# Local Variables 
set netif2 $netif2_($t) 
 
# Network Interface 2 
$netif2 channel2 $channel2 
$netif2 up-target $mac 
$netif2 propagation $pmodel   ;# Propagation Model 
$netif2 node $self    ;# Bind node <---> interface 
$netif2 antenna $ant_($t)   ;# attach antenna 
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# Physical Channel 2 
$channel2 addif $netif2   ;# add to list of interfaces 
} 
 
El commando a ejecutar en Tcl es: 
 
$node add-interface2 (channel) (pmodel) (mactype) (anttype) 
 
Problema 1 
El down-target de la mac solo puede apuntar a una interfaz, ya que no se pueden 
crear dos down-target. 
Por tanto, al llamar dos veces a la función $mac down-target $netif, el down-target 
apunta a la última interfaz configurada. 
 
Solución al Problema 1 
Llamar en el Tcl a la función down-target de la mac y hacer que apunte a la 
interfaz del canal 2, después de enviar los paquetes desde el canal 1. 
 
Escenario del Tcl 
El escenario estará compuesto de dos AP y dos nodos, cada AP y nodo en dos 
canal respectivamente. Uno de los nodos iniciará el envío de información al otro 
nodo. En un momento dado, el down-target del AP que apunta en primer lugar al 
canal 1, deberá cambiar y apuntar al canal 2 para que el segundo nodo pueda 
recibir los paquetes.  
 
Problema 2  
El down-target apunta a un netif específico. Desde el escenario Tcl no podemos 
adquirir la netif del canal 2. Por tanto, no podemos hacer que el down-target 
cambie de canal para poder transmitir los paquetes recibidos. 
 
Solución al Problema 2 
Crear una función getNetif en el NS que devuelva la interfaz de red de nodo, 
desde el escenario Tcl llamar a la función y hacer que el down-target apunte al 
netif adquirido. 
 
Node/MobileNode instproc getNetif {param0} { 
       $self instvar netif_ 
       return $netif_($param0) 
} 
Node/MobileNode instproc getNetif2 {param0} { 
       $self instvar netif2_ 
       return $netif2_($param0) 
} 
 
Problemas sin resolver 
Como hemos estudiado anteriormente, todos los paquetes en el protocolo 802.11 
han de ser verificados mediante ACK’s. Si cambiamos el down-target apuntado a 
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la interfaz del canal 2, la estación del canal 1 no recibirá los ACK’s y seguirá 
enviando el mismo paquete hasta que le llegue la verificación. 
 
2.8.3. Simulación 6: Cambiar el protocolo DSDV por el AODV 
En las simulaciones en modo infraestructura no sería necesario utilizar ningún 
protocolo de encaminamiento ad-hoc, en cambio, en el simulador NS-2 no es 
posible simular un escenario wireless sin especificar un protocolo. 
 
En las simulaciones ejecutadas a lo largo de este proyecto, se ha utilizado el 
protocolo DSDV ya que no utiliza paquetes de encaminamiento y así de esa 
manera no ocupamos el medio wireless con paquetes no deseados. 
 
Estudiando el funcionamiento de los protocolos ad-hoc vemos como el 
comportamiento del AODV nos permite la comunicación entre dos nodos de 
diferentes canales comunicarse a través de dos AP en los canales 
correspondientes. 
 
Como vemos en la Fig. 2.13, el ancho de banda en esta comunicación es de 
alrededor de 1.3Mb. Como hemos comentado en resultados anteriores, el ancho 
de banda ideal debería ser 2.75Mb, en cambio 1.45Mb se pierden debido a la 
manera de gestionar el tráfico en el protocolo 802.11.  
 
Pese a que se ha aumentado el número de nodos y, por tanto, el backoff. 
Podemos observar que comparando los resultados de la simulación 4, obtenemos 
más eficiencia utilizando el protocolo AODV que el DSDV. 
 
 
 
Fig.  2.13 Gráfica xgraph de la simulación 6 
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Fig.  2.14 Nam capturado en la simulación 6 animada 
 
 
Algoritmos de encaminamiento ad-Hoc 
Las técnicas utilizadas para encaminar paquetes de datos en las redes clásicas 
cableadas no pueden ser utilizadas en redes ad-Hoc. Los algoritmos clásicos 
presuponen que la topología de la red es poco cambiante y están basados en 
complicados algoritmos que tratan de conocer la mejor ruta hacia cualquier 
destino. En las redes ad-Hoc, debido a la movilidad de los nodos, el ancho de 
banda y la memoria reducida se saturaría muy pronto la red debido al denso 
tráfico de control desplegado en este tipo de algoritmos y al rápido crecimiento de 
las tablas de encaminamiento. Para solucionar este problema se han diseñado 
distintas técnicas para conseguir encaminar de manera efectiva.  
 
Basados en tablas de encaminamiento:  
Estos algoritmos tratan de mantener la información necesaria para el 
encaminamiento continuamente actualizada. Cada nodo mantiene una o más 
tablas con los datos para encaminar hacia cualquier otro nodo de la red. Los 
cambios en la topología de la red propician el envío masivo de paquetes para 
mantener las tablas actualizadas. Los siguientes algoritmos se encuadran dentro 
de esta categoría: DSDV (The Destination-Sequenced Distance-Vector Routing 
Protocol), CGSR(Clusterhead Gateway Switch Routing) y WRP (The Wireless 
Routing Protocol). Los protocolos anteriores difieren en el número de tablas 
utilizadas y en la política de envío de paquetes para mantener las tablas 
actualizadas.  
 
Basados en encaminamiento bajo demanda:  
En contraste con los algoritmos basados en tablas, las rutas son creadas solo 
cuando se requieren. Cuando un nodo requiere una ruta hacia un destino concreto 
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se inicia un proceso de descubrimiento de ruta. Este proceso termina cuando se 
encuentra un camino hacia el destino o cuando se examinan todas las alternativas 
y ninguna lleva al destino final. Cuando la ruta es descubierta, es necesario 
mantenerla (mantenimiento de ruta) hasta que el destino se vuelva inalcanzable o 
la ruta deje de ser necesaria. Algunos ejemplos de este tipo de protocolos son: 
AODV (Ad Hoc On-Demand Distance Vector Routing), DSR (Dynamic Source 
Routing), LMR (Lightweight Mobile Routing), TORA (Temporary Ordered Routing 
Algorithm), ABR (Associative-Based Routing) y SSR (Signal Stability Routing).  
 
A continuación se describen las características de los algoritmos DSDV y AODV.  
 
DSDV (Destination Sequence Distance Vector) 
Cada nodo de la red mantiene una tabla de encaminamiento que contiene todos 
los posibles destinos y el número de saltos que daría un paquete que viajara hacia 
el destino especificado.  
 
Continuamente se deben enviar mensajes de actualización a través de la red para 
mantener la consistencia de las tablas. Para ayudar a minimizar la gran cantidad 
de tráfico que ocasionan estas actualizaciones, se utilizan dos tipos de paquetes.  
 
El primero, full dump, transporta toda la información disponible sobre el 
encaminamiento y puede requerir que su envío se divida en varias unidades más 
pequeñas. El segundo tipo, incremental,  solo contiene la información que ha 
variado desde el último full dump. Los nodos disponen de una tabla adicional 
donde guardan los datos recibidos por los paquetes incremental.  Las nuevas 
rutas contienen la dirección de destino, el número de saltos requeridos para 
alcanzar al destino, el número de secuencia asociado al destino y un nuevo 
número que identifica todo el mensaje.  
 
En el caso de que haya dos rutas distintas hacia un destino, se usará la que 
contenga el número de secuencia más moderno. Además, si ambos números 
coincidieran, la ruta con menor número de saltos sería la que se usaría.  
 
AODV (Ad Hoc On-Demand Distance Vector) 
AODV es la evolución del protocolo DSDV. AODV no mantiene rutas para cada 
nodo de la red. Estas rutas son descubiertas según se vayan necesitando. Los 
descubrimientos de rutas son siempre bajo demanda y siguen un ciclo de 
petición/respuesta de ruta. Las peticiones son enviadas usando un paquete 
especial denominado RREQ (Route Request). A su vez, las respuestas son 
enviadas en un paquete denominado RREP (Route Reply).  
 
Cuando un nodo desea enviar datos a otro, primero chequea si tiene alguna 
entrada en su caché de rutas para dicho destino. Si tiene alguna entrada activa, 
encamina los datos por el vecino que le indica la tabla. Sin embargo, si el origen 
no dispone de una entrada activa se inicia un descubrimiento de ruta.  
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Para ello se debe crear un paquete RREQ que contiene información relativa al 
nodo destino e información propia. Cada paquete RREQ es identificado 
unívocamente con un identificador propio, unido al originador del mensaje. Este 
identificador se incrementa cada vez que se genere un nuevo RREQ y lo utilizan 
los nodos intermedios, para saber si deben retransmitir el paquete o, por el 
contrario, descartarlo porque ya lo retransmitieron con anterioridad. Dichos nodos, 
aún no siendo los destinatarios del RREQ, si mantienen una entrada para ese 
destino en su tabla de encaminamiento, contestarían al origen para evitar la 
propagación innecesaria de RREQ a través de la red. 
 
Cuando se establece una ruta entre dos nodos, la ruta se considera válida durante 
un periodo de tiempo. Esto es debido a que los nodos son móviles y un camino 
que antes era óptimo, pasado un tiempo puede que ni siquiera sea válido. Para 
defenderse de estas situaciones, AODV utiliza el mantenimiento de rutas.  
 
Si el nodo origen de un envío se mueve (y altera la topología de la red), él debe 
reiniciar un nuevo descubrimiento de ruta hacia el destino. Sin embargo, si ha sido 
el nodo destino de los datos el que se ha movido o algún nodo intermedio, y hay 
algún mensaje dirigido hacia él, un mensaje especial de error en ruta (RERR) será 
enviado al nodo que originó el envío, por el nodo que advierta el cambio en la 
topología de la red. Todos los nodos por los que atraviese este paquete (RERR), 
cancelarán las rutas que pasaran por el nodo que se ha vuelto inaccesible. En el 
momento que el RERR llegue a su destino, éste puede decidir dar por terminado 
el envío o iniciar un nuevo RREQ si aún necesitase establecer la comunicación.  
 
Es preciso mantener información actualizada de quiénes son los vecinos de cada 
nodo cada cierto tiempo. Cada vez que un nodo recibe un paquete de algún 
vecino, la entrada para ese vecino en la tabla de rutas se refresca, pues se sabe 
con seguridad que sigue en su lugar. Si no hubiera entrada todavía para el vecino, 
se crearía una nueva en la tabla de encaminamiento. Además, cada cierto 
intervalo de tiempo, se mandan paquetes HELLO a los vecinos para informarles 
que el propio nodo sigue activo. Esta información es usada por los vecinos para 
actualizar los temporizadores asociados a dicho nodo o en su defecto, para 
deshabilitar las entradas que se encaminen por el nodo que no responde. 
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Capítulo 3. IMPACTO MEDIOAMBIENTAL 
3.1. Contaminación Electromagnética 
La agresión ambiental más frecuente en el medio urbano es el ruido audible y los 
campos electromagnéticos de baja frecuencia (CEM 50 Hz), como los generados 
por ordenadores, electrodomésticos, iluminación, máquinas herramientas, 
transformadores y líneas de alta tensión.  
 
En la última década, aparecen las microondas (MW 1-3 GHz), producidas 
principalmente por la telefonía móvil, y la proliferación de antenas de telefonía en 
los tejados han creado una gran alarma social, pues afectan a todas las viviendas 
en un radio de varios kilómetros, según la potencia. 
 
Más discretamente, la nueva telefonía inalámbrica DECT-GAP crea un entorno 
irradiado con plena cobertura hasta 300 m, con emisión de microondas 
permanente (24/24 h), literalmente pone una estación base de telefonía en la 
cabecera de nuestra cama. 
 
Preocupados por la amenaza de las antenas, valoramos poco la radiación de los 
millones de terminales móviles, cuya emisión puede alterar las ondas cerebrales 
(EEG), hasta 80 metros del emisor. Mientras, en el entorno laboral se imponen los 
microprocesadores ultrarrápidos (chips a 1-2 GHz), y recientemente surgen los 
sistemas wireless, o redes inalámbricas tipo Bluetooth, con un alcance de 100 m, 
todos estos sistemas emiten microondas similares a la telefonía móvil. 
 
En el entorno doméstico las emisiones radioeléctricas son omnipresentes, y son 
generadas por cualquier telemando y radiocontrol, domótica, alarmas, 
electrodomésticos, e incluso juguetes con mando a distancia.  
 
La última novedad de moda, la ropa High-Tech, incorpora agenda electrónica, 
teléfono móvil, etc., donde el propio tejido contiene los circuitos electrónicos. De lo 
que no se habla en los artículos promocionales es de las emisiones 
radioeléctricas, potencialmente nocivas para la salud, que emiten estos sistemas. 
3.2. Efectos nocivos 
El organismo humano posee una estructura que funciona gracias a la acción de 
corrientes eléctricas y magnéticas muy débiles. Por esta razón los campos 
electromagnéticos de origen artificial pueden llegar a provocar, a medio y largo 
plazo, graves enfermedades en el cuerpo humano. 
 
Se producen efectos neurológicos a medio plazo: 
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• Insomnio, somnolencia matinal (melatonina). Estrés, angustia, ansiedad 
(pannic attack). Pérdida de memoria, hemicrania (jaqueca). 
• Ruidos y zumbidos de oídos, mareos y vértigo. Fatiga crónica, fibromialgia. 
• Atonía, desinterés, dificultad en la toma de decisiones. Rutina, falta de 
iniciativa, pérdida de creatividad. 
• Depresión, tristeza, pesimismo, trastorno afectivo estacional (TAE). 
 
A largo plazo pueden aparecer otros graves efectos biológicos: 
 
• Patologías cardiovasculares (arritmia, hipertensión, infarto). 
• Patologías reumáticas (osteroporosis). 
• Patologías respiratorias (asma). 
 
También se ha establecido una relación causa-efecto con diversas patologías 
degenerativas como Alzheimer, Parkinson, esclerosis, leucemia y cáncer (OMS). 
3.3. RD 1066/20016 
El RD 1066/2001 establece los límites de exposición a las emisiones 
radioeléctricas de las estaciones de radiocomunicación como un conjunto de 
restricciones básicas y niveles de referencia que deben cumplirse para cada 
intervalo de frecuencias. La restricción básica para el intervalo de 2 a 3 GHz de los 
niveles de referencia son:  
 
Intensidad de campo E 
(V/m) 
Intensidad de 
campo H (A/m) 
Campo B (µT) Densidad de potencia 
(W/m2) 
61 0,16 0,2 10 
 
Las restricciones básicas y los niveles de referencia del RD1066/2001 se derivan 
de la Recomendación del Consejo de Europa de 12 de julio de 1999 relativa a la 
exposición del público en general a campos electromagnéticos (DOCE L 1999, del 
30.7.19997) y a su vez, los valores indicados en la Directiva Europea provienen de 
los estudios realizados por la Comisión Internacional de Protección contra las 
Radiaciones No Ionizantes8 (ICNIRP).  
 
Todas aquellas instalaciones que cumplan con estos niveles no suponen un riesgo 
para la salud de las personas expuestas en lo que respecta a efectos térmicos de 
las radiaciones. Según la Comisión Internacional de Protección contra las 
Radiaciones No Ionizantes (ICNIRP) los estudios epidemiológicos y de laboratorio 
realizados por la comunidad internacional hasta el momento no han demostrado 
otros efectos sobre la salud en entornos de exposición típicos. 
 
                                            
6
 http://www.mtas.es/insht/legislation/RD/radiofre.htm  
7
 http://www.europa.eu.int/comm/health/ph/programmes/pollution/ph_fields_cr_es.pdf  
8
 http://www.icnirp.de/  
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CONCLUSIONES 
El objetivo de este proyecto como su título indica ‘Implementación del protocolo 
WDS de redes 802.11 bajo ns-2’ no ha sido alcanzado en su totalidad debido a las 
dificultades encontradas a lo largo del proceso de documentación y estudio del 
funcionamiento del NS-2. 
 
Cabe destacar que el simulador NS-2 es un simulador complejo. Cuatro meses es 
un tiempo insuficiente para poder entender el funcionamiento de éste y llegar a 
implementar un protocolo. 
 
Por tanto, el objetivo de este proyecto cambió en el transcurso del mismo ya que 
en vista del tiempo no se iba a poder implementar el protocolo WDS. En cambio, el 
proyecto se enfocó en un estudio del funcionamiento y la simulación de una 
configuración mediante la cual dos nodos en diferentes canales pudieran 
comunicarse a través de dos puntos de acceso utilizando el medio wireless. 
 
Durante los dos primeros meses, el tiempo se dedicó a la selección de la versión 
de Linux más apropiada, estudio de las redes 802.11 y del Tutorial Marc Greis, 
instalación de Linux, Source Navigator y NS-2. 
 
Para alcanzar el nuevo objetivo planteado, se ha llevado a cabo un estudio de 
diferentes ficheros en C++ y su uso en Tcl relacionados con redes 802.11, 
funcionamiento de los nodos, nodos móviles, estaciones base, protocolos de 
encaminamiento ad-hoc, enlaces duplex-link. 
 
Sin embargo, ha sido difícil encontrar una solución ya que hemos tenido 
problemas en la ejecución de muchas simulaciones pese a que según el manual 
del NS estaba correcto, como por ejemplo la simulación 5 sobre la comunicación 
de dos nodos mediante dos AP’s conectados mediante un duplex-link. 
 
El problema estaba en el uso de asignación de direcciones jerárquicas. El manual 
de NS no explica de manera clara el uso e implementación de la asignación de 
direcciones jerárquicas o solo después de varios intentos de prueba-error se 
consiguió hacer funcionar el escenario con resultados satisfactorios. 
 
También, ha sido confuso el código en C++ del simulador NS-2, ya que en muchas 
ocasiones no coincidía o estaba modificado con respecto al manual del NS. Esto 
hacía más complicado la modificación de los ficheros, ya que muchas variables no 
estabas explicadas ni especificadas en ningún documento. 
 
Cabe destacar, que las simulaciones en modo infraestructura utilizan protocolos 
de encaminamiento, debido a que el NS-2 está implementado de tal manera que 
no permite la simulación sin la configuración de un protocolo. Este fue un punto de 
discusión ya que si no se permite la simulación en modo infraestructura tal y como 
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el protocolo 802.11 indica, no es muy lógico implementar un protocolo que 
funciona en modo infraestructura. 
 
La solución propuesta en el apartado 2.8.2. ‘Añadir una segunda interfaz a un 
nodo’ es la más factible que hemos encontrado. Pero por falta de tiempo, nos ha 
sido imposible poder llegar a solucionar todos los problemas que iban surgiendo. 
Así pues, si se solucionara el problema de cómo un canal puede llegar a recibir los 
ACK’s de respuesta, esta solución sería satisfactoria. 
 
Finalmente, la solución propuesta sobre el cambio del protocolo DSDV por el 
AODV sirve para demostrar que el NS-2 puede llegar a simular la comunicación 
entre dos nodos asoaciados a AP’s diferentes (en sus respectivos canales). Esto 
es debido a que el protocolo AODV solo añade a su tabla de enaminamiento 
aquellas rutas requeridas por el nodo que posee un tráfico para enviar. Podemos 
ver como este protocolo, puede llegar a encontrar la ruta incluso en un canal 
diferente al cual ese nodo estaba configurado en un principio.  
 
En otras simulaciones se utilizó el protocolo DSDV ya que no ocupa el canal con 
paquetes de reconocimiento o descubrimiento de rutas como pasa en el caso de 
AODV. 
 
Otros problemas que surgieron a lo largo de los cuatro meses son los fallos que 
nos dio el Linux y el NS-2 ya que han tenido que ser re-instalados dos veces a los 
largo del proyecto. 
 
Al encerder el ordenador, hay un menú donde se elige el sistema operativo a 
ejecutar: Suse Linux, Windows y la versión de error de Suse Linux. Como prueba 
se ejecutó la versión de error de Suse Linux, no conocemos las causas pero 
tuvimos que reinstalarlo de nuevo todo los paquetes de software ya que el 
ordenador se quedó sin respuesta. 
 
En la ejecución del NS-2 también hubo problemas a la hora de reconocer los 
paquetes de software de nam y xgraph, ya que se habían de instalar de forma 
independiente que el ns. 
 
Lo más complicado de este proyecto era enfocar o encontrar una vía de desarrollo 
donde poder llegar a implementar una solución factible para alcanzar el objetivo 
propuesto. 
 
Las propuestas fueron muchas y solo unas pocas podían considerarse realmente 
realizable que son las expuestas en este proyecto. En cambio, resulta dificil llegar 
a concebir una solución cuando el procoloto 802.11 y la implementación del NS-2 
no siempre coincide. Por tanto, aquí se planteaban otras dificultades o lagunas 
dentro del software NS-2. 
 
    CONCLUSIONES          41 
 
 
Consideramos que este proyecto era de seis meses después de haber visto todo 
el trabajo y problemas que se han encontrado a lo largo de estos cuatro meses. 
Además consideramos realizable la propuesta inicial, después de haber 
conseguido la simulación de comunicación de dos nodos mediante el medio 
inalámbrico utilizando dos puntos de acceso en canales diferentes. 
 
A partir de aquí, el paso siguiente es analizar el funcionamiento del protocolo 
AODV y las funciones que utiliza para poder llegar a implementar el protocolo 
WDS. Calculamos, que este punto duraría un mes y medio aproximadamente. 
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Anexo 1. REFERENCIA DE PRECIOS DE LOS 
COMPONENTES INALÁMBRICOS1 
1.1. Targetas PCMCIA 
 
TARJETA DE RED INALAMBRICA PCMCIA 11MBPS WPC11  
Precio 
 
La tarjeta de red para PC Instant Wireless de Linksys le 
permite compartir impresoras, archivos y otros recursos desde 
cualquier lugar de su infraestructura LAN para aumentar su 
productividad y mantenerse siempre en contacto. La tarjeta de 
red para PC dispone ahora de una antena de gran potencia 
que amplía el área de cobertura. 
35.06   
 
TARJETA PCMCIA INALAMBRICA CARDBUS 54MBPS Y 2,4 GM...  
Precio 
 
El EZ Connect™ g adaptador Cardbus inalámbrico de 54Mbps 
es el siguiente avance de comunicación inalámbrica de 
2,4GHz. Diseñado para los usuarios empresariales y 
domésticos, proporciona la velocidad, cobertura y seguridad 
que exigen los usuarios inalámbricos de hoy. Basado en el 
estándar IEEE 802.11g, pendiente de aprobación, es 5 veces 
más rápido que los dispositivos habituales de 802.11b. 
37.74   
 
WIRELESS TURBO PC CARD  
Precio 
 
U.S. Robotics ofrece a sus usuarios su nueva solución 
Wireless 100Mbps, pudiendo enviar y recibir datos de una 
forma más rápida, segura y con total compatibilidad en 
cualquier entorno wireless. La gama de soluciones Wireless 
Turbo 802.11g de US Robotics está optimizada por la 
exclusiva tecnología ACCELERATOR, aumentando los 
niveles de rendimiento hasta 100Mbps en un único canal de 
transmisión. 
39.96   
 
WIRELESS PC CARD 22MBPS  
Precio 
 
U.S. Robotics facilita las redes inalámbricas.Conéctese a las 
telecomunicaciones inalámbricas con la 22 Mbps Wireless PC 
Card de U.S. Robotics y disfrute de velocidades de hasta 22 
Mbps. La gama de productos inalámbricos a 22 Mbps de US 
Robotics duplica las velocidades de transmisión y proporciona 
un mayor alcance y cobertura. 
44.95   
 
 
 
                                            
1
 http://www.unitelonline.com/  
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TARJETA DE RED PCMCIA INALAMBRICA WIRELESS-G LINKS...  
Precio 
 
El adaptador PCMCIA WPC45G esta preparado para el 
estándar Wireless-G que proporciona una velocidad casi 5 
veces superior que los populares productos Wireless-B 
(802.11b) para el hogar, la oficina y establecimientos públicos 
con conexiones inalámbricas de todo el país. Los dispositivos 
Wireless-G comparten una banda de radio común de 2,4 GH. 
48.64   
 
SENAO, TARJETA PCMCIA INALáMBRICA DE ALTO RENDIMIE...  
Precio 
 
Senao, Tarjeta PCMCIA inalámbrica de alto rendimiento. 
Tarjeta PC Card Wireless para portátil Cumplen 
especificaciones 802.11b 11 Mbps. Distancia Máxima 
Soportada: 30-70 m(en interior) /100-400m(en exterior) 70-150 
m (en interior) /300-1200m(en exterior) . 
54.06   
 
SENAO, TARJETA PCMCIA CARDBUS.  
Precio 
 
Senao, Tarjeta PCMCIA Cardbus. 11/54Mbps. (802.11b/g). 
64/128/152 bit WEP. Transmission Power Control (TPC) ... 54.06   
 
SENAO, TARJETA PCMCIA INALáMBRICA DE ALTO RENDIMIE...  
Precio 
 
Senao, Tarjeta PCMCIA inalámbrica de alto 
rendimiento.Encriptación WEP 64/128bit. 3V/5V. 
20dBi/100mW. Tarjeta PC Card Wireless para sistemas 
embebidos. Cumplen especificaciones 802.11b 11 Mbps. 
Distancia Máxima Soportada: 70-150 m(en interior) /300-
1200m(en exterior) . 
55.39   
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1.2. Puntos de Acceso 
 
PUNTO DE ACCESO WIRELESS 11MBPS WAP11  
Precio 
 
Proporciona punto de acceso inalámbrico o puente Filtrado de 
MAC y cliente DHCP Proporcionan una configuración física 
sencilla Antenas ajustables. De hasta 350 metros en exteriores 
Extensas áreas de funcionamiento. Configuración basada en 
navegador Web fácil de usar Hasta 256 bits de seguridad WEP ... 
57.00   
 
PUNTO DE ACCESO WIRELESS-G LINKSYS WAP54G  
Precio 
 
Wireless-G es el estándar de red inalámbrica de 54 Mbps que 
proporciona una velocidad casi 5 veces superior que los 
populares productos Wireless-B (802.11b). El punto de acceso 
Wireless-G de Linksys permite conectar dispositivos Wireless-G 
o Wireless-B a la red.  
70.58   
 
PUNTO DE ACCESO WIRELESS 22MBPS  
Precio 
 
U.S. Robotics facilita las redes inalámbricas. Punto de acceso 
U.S. Robotics Wireless Access Point a velocidades de hasta 22 
Mbps. La gama de productos inalámbricos a 22 Mbps de US 
Robotics duplica las velocidades de transmisión y proporciona 
un mayor alcance y cobertura. 
71.04   
 
PUNTO DE ACCESO WIRELESS OVIS-R 54MBP  
Precio 
 
El WG-PAB es un Punto de acceso inalámbrico de 54 Mbps. 
totalmente compatible con el estándar 802.11g y también con el 
802.11b. Tiene una ganancia de salida de 17.5 dBm, por lo que 
los usuarios ya no tienen que elegir mas entre distancia y 
velocidad. La antena es desmontable, lo que permite la 
instalación sencilla de otras antenas de mayor ganancia en caso 
de ser necesario. 
75.48   
 
PUNTO DE ACCESO DLINK 54MBPS 1P 10/100 802.11G  
Precio 
 
Los dispositivos de la Gama D-Link AirPlus Xtreme G+ tienen 
implementados del nuevo chipset de Texas Instruments 
TNETW1130.  82.76   
 
PUNTO DE ACCESO SENAO 20DBM 100MW  
Precio 
 
Senao, Acces Point inalámbrico. 20dBm / 100mW Hasta 9 veces 
la cobertura de un Dispositivo Wireless normal. 96.57   
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PUNTO DE ACCESO WIRELESS TURBO MULTIFUNCIóN 100MBP...  
Precio 
 
La gama de soluciones Wireless Turbo 802.11g de US Robotics 
está optimizada por la exclusiva tecnología ACCELERATOR, 
aumentando los niveles de rendimiento hasta 100Mbps en un 
único canal de transmisión. El punto de Acceso Wireless Turbo 
US Robotics profesional, está orientado a dar servicio a clientes 
de gama alta y profesional con grandes necesidades de 
rendimiento en entornos incluso de dispositivos no Windows.  
96.57   
 
 
PUNTO DE ACCESO SENAO O BRIDGE CLIENTE.  
Precio 
 
Senao, Access Point o Bridge cliente. Punto a punto y punto a 
multipunto. Soporta PoE (Powert Over Ethernet), oculta SSID, 
filtrado de direcciones MAC, cliente DHCP. Configuración WEB.  107.11   
 
PUNTO DE ACCESO, BRIDGE, BRIDGE CLIENTE Y REPETIDO...  
Precio 
 
Senao, 4 funciones en 1 equipo: Access Point, Bridge, Bridge 
cliente y Repetidor. Punto a punto y Punto a multipunto. 
Funciona simultáneamente como access point y como bridge 
con WDS. Encriptación de datos con TKIP hasta 152-bit WEB. 
Cliente radius. Transmission Power Control (TPC). Dynamic 
Frecuency Selection (DFS). Filtrado de direcciones MAC. 
Configuración WEB. 1 puerto STP 10/100. Posibilidad de 
antena exterior. 
109.83   
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Anexo 2. DESCRIPCIÓN MÁS DETALLADA DE 
ALGUNAS DE LAS FUNCIONES DE LA CAPA MAC 
2.1. Soporte de Movilidad 
2.1.1. No Transición 
Cuando una estación no se mueve del área de servicio del punto de acceso, la 
transición no es necesaria. 
2.1.2. Transición entre BSS’s 
Las estaciones analizan la calidad del enlace con el punto de acceso. Si la señal 
es débil y otro punto de acceso ofrece mayor servicio, la estación se re-asocia ya 
que  el estándar 802.11 proporciona movilidad dentro de la ESS. 
 
 
Fig.  2.1 Transición entre BSS’s 
 
Las transiciones entre BSS’s requieren la cooperación de los puntos de acceso, 
pero el 802.11 no especifica los detalles de la comunicación entre éstos. 
2.1.3. Transición entre ESS’s 
El 802.11 no permite la transición entre ESS’s. La única manera es la asociación 
con un punto de acceso de una segunda ESS, una vez haya finalizado la 
asociación con la primera ESS. 
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Fig.  2.2 Transición entre ESS’s 
2.2. Servicios de Red 
Servicios de las estaciones móviles 
Los servicios son proporcionados por las estaciones móviles y la interfaz wireless 
de los puntos de acceso. Las estaciones facilitan el encaminamiento de las 
tramas, utilizando el servicio de autentificación para establecer la asociación. 
 
Servicios del sistema de distribución 
Para mantener la información de asociación y localización de la estación, el 
sistema de distribución proporciona los servicios de asociación, reasociación y 
des-asociación; además, de la conexión de los puntos de acceso. 
2.2.1. Distribución (Distribution) 
Siempre que las estaciones móviles envíen información en modo infraestructura, 
éste servicio es utilizado. Una vez que la trama haya sido aceptada por el punto de 
acceso, el sistema de distribución encamina la trama al destinatario. 
2.2.2. Integración (Integration) 
El sistema de distribución permite la conexión de otros tipos de redes diferentes al 
estándar IEEE 802.11. 
2.2.3. Asociación (Association) 
Las estaciones deben asociarse con un único punto de acceso para obtener los 
servicios de red y para facilitar el encaminamiento de las tramas. El sistema de 
distribución utiliza la información de registro para determinar el punto de acceso 
que debe asignar a la estación. 
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La estación móvil inicia el proceso de asociación y el punto de acceso debe 
aceptar o denegar la petición. El estándar 802.11 no limita el número de 
estaciones móviles asociada a un punto de acceso, pero para garantizar la calidad 
de servicio se recomienda no exceder el número de estaciones asociadas. 
2.2.4. Reasociación (Reassociation) 
Las estaciones móviles que se encuentran asociadas a una BSS dentro de una 
ESS deben evaluar la calidad de la señal que les llega del punto de acceso. Si 
recibe mejor calidad de otro punto de acceso, debe reasociarse para mejorar la 
comunicación. 
2.2.5. Des-asociación (Disassociation) 
La des-asociación consiste en la conclusión de una asociación existente. 
2.2.6. Autentificación (Authentication) 
Las redes wireless no puede ofrecer el mismo nivel de seguridad que las redes 
físicas tradicionales. Por tanto, mediante la información adicional que proporciona 
la autentificación asegura al sistema el acceso a usuarios autorizados. La 
autentificación es una prerrequisito necesario antes de la asociación. 
2.2.7. Des-autentificación (Deauthentication) 
Elimina la autorización de una estación. 
2.2.8. Privacidad (Privacy) 
El estándar 802.11 proporciona un servicio de mínimo privacidad denominado 
Wired Equivalent Privacy (WEP), mediante la encriptación de las tramas. 
2.2.9. Encaminamiento MSDU 
MSDU es responsable de que la información llegue a su destino. 
2.3. Cambios en la MAC 802.11 
2.3.1. Solapamiento entre BSS’s 
Permitiendo el solapamiento entre BBS’s incrementa la probabilidad de éxito en la 
transmisión entre BSS y ofrece mayor cobertura. 
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Fig.  2.3 Solapamiento entre BSS’s en una ESS 
 
 
Fig.  2.4 Tipos de solapamiento de red 
 
En la Fig. 2.4 vemos que las cinco estaciones están asignadas a dos BSS's 
diferentes. Las estaciones deben obtener el acceso al medio solo utilizando las 
reglas especificadas en la MAC 802.11. Estas reglas han sido cuidadosamente 
diseñadas para permitir que múltiples redes 802.11 puedan coexistir en la misma 
área espacial ya que las dos BBS's deben compartir la capacidad del único canal 
radio. 
2.3.2. Calidad del Enlace RF 
Las transmisiones en banda estrecha están sujetas a ruido e interferencias como 
los hornos microondas y otras fuentes de RF. 
 
Los diseñadores del 802.11 han considerado estas diversas interferencias a la 
hora de transmitir datos. Con tal de asegurar la recepción de los datos 
transmitidos, todas las tramas enviadas han de ser confirmadas por el receptor 
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mediante los acknowledments (ACK) tal y como ilustra la Figura 1.10. Los ACK`s 
son denominados operaciones atómicas.  
 
Fig.  2.5 Acknowlegment de una transmisión de datos (operación atómica) 
2.3.3. El Nodo Oculto 
Como podemos ver en la Fig. 2.6, el nodo 1 y 3 están ocultos entre ellos. Si éstos 
empiezan a transmitir simultáneamente se producirá una colisión. Además, los 
nodos no tendrán ninguna indicación del error ya que la colisión ha sido local en el 
nodo 2. 
 
 
Fig.  2.6 Los nodos 1 y 3 están ocultos 
 
Las transmisiones wireless son half-duplex, es decir, no se transmite y recibe 
simultáneamente. Para evitar colisiones, el 802.11 permite el uso de Request to 
Sent (RTS) y Clear to Send (CTS). 
 
La Fig. 2.7 ilustra el uso del RTS/CTS. El nodo 1 tiene una trama a enviar, pero 
previamente envía una trama RTS reservando el enlace para la transmisión. 
Cualquier estación que reciba el RTS no enviará datos para evitar colisiones. La 
estación destino responde con una trama CTS y, al igual que el RTS, las demás 
estaciones se silenciarán. Una vez que el intercambio de RTS/CTS haya 
finalizado, el nodo 1 puede enviar los datos sin temor a colisiones. 
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Fig.  2.7 Transmisión RTS/CTS 
 
El procedimiento multitrama RTS/CTS consume capacidad del enlace. Por ello, 
solo se utiliza en enlaces de alta capacidad.   
 
Mediante los controladores puede modificarse el uso del RTS/CTS ya que el 
intercambio se efectúa para tramas mayores que el threshold y no para tramas de 
menor tamaño. En cualquier caso, las tramas han de ser confirmadas por el 
receptor mediante los ACK's. 
2.4. Fragmentación y Reensamblado 
Para la gestión de tramas de gran tamaño se procede a la fragmentación en 
tramas más pequeñas. De esta manera, se reduce la degradación producidas por 
las interferencias que afectan al medio inalámbrico. La fragmentación aumenta la 
efectividad. 
 
El paquete se fragmenta cuando sobrepasa el fragmentation threshold configurado 
por el administrador de la red. Todos los fragmentos tiene el mismo número de 
secuencia, para el reensamblado el campo fragment number identifica cada 
fragmento. En la trama de control se encuentra la información de los fragmentos 
que se esperan. El envío en modo fragmentation burst incorpora RTS/CTS, NAV y 
utiliza el intervalo SIFS con los ACK’s.  
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Anexo 3. FORMATO DE TRAMA 
A continuación se describe el formato de la trama de datos que podemos ver en la 
Fig. 3.1. 
 
 
Fig.  3.1 Formato genérico de trama MAC 802.11 
3.1. Trama de Control 
 
Fig.  3.2 Campos de la trama de control 
3.1.1. Versión del Protocolo 
Dos bits indican la versión de la MAC 802.11 que se utiliza en el resto de trama. 0 
indica la MAC 802.11. 
3.1.2. Campos de Tipo y Subtipo 
Indica el tipo de trama en uso: RTS/CTS, ACK’s, etc. 
3.1.3. BITs de ToDS y FromDS 
Estos bits indican si la trama se destina al sistema de distribución. Todas las 
tramas en modo infraestructura tendrán uno de estos bits a 1. 
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3.1.4. BITs de Fragmentación 
Cuando una trama ha sido fragmentada, todos los fragmentos menos el último 
tiene fijo el bit a 1. Si la trama no ha sido fragmentada el bit es 0. 
3.1.5. BIT de Retransmisión 
Toda trama retransmitida fija el bit a 1 para que la estación receptora elimine la 
trama duplicada. 
3.1.6. BIT de Control de Potencia 
1 indica que la estación está en modo power-saving, 0 la estación está activa. En 
las tramas transmitidas por los puntos de acceso, el bit es 0. 
3.1.7. Más BITs de Datos 
El punto de acceso fija este bit para indicar que, al menos, una trama está 
disponible y está destinada a una estación no activa. 
3.1.8. BIT WEP 
El 802.11 define unas rutinas de encriptación denominadas Wired Equivalent 
Privacy (WEP) para proteger y autentificar los datos. 1 indica que la trama ha sido 
procesada con WEP. 
3.1.9. Otro BIT 
Indica cuando algunas tramas y fragmentos requieren un procesado adicional en 
la transmisión y recepción. 
3.2. Campo de Duración e Identificador (ID) 
 
Fig.  3.3 Campo de duración e identificador 
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3.2.1. Duración: Fijando el NAV 
Cuando el bit 15 está fijado a 0, el campo de duración o ID se utiliza para fijar el 
NAV. El valor representa el número de microsegundos que el medio permanecerá 
ocupado durante la transmisión. 
3.2.2. Tramas Transmitidas durante el Periodo de Contention-Free 
Durante el periodo de contention-free, el bit 14 es 0 y el bit 15 es 1. Los demás bits 
son 0, por tanto el campo tiene el valor de 32,768. Esto permite recuperar el NAV 
a cualquier estación que no ha recibido el beacon anunciando el periodo de 
contention-free para así evitar interferencias. 
3.2.3. Tramas PS-Poll 
Los bits 14 y 15 están fijados a 0 en tramas PS-Poll. Las estaciones que se 
reactivan transmiten una trama PS-Poll para recibir las tramas almacenadas en el 
punto de acceso. Estas estaciones que se reactivan incorporan un ID que indica la 
BSS a la cual estaban asociada. 
3.3. Campo de Direcciones 
El identificador IEEE MAC o dirección tiene un tamaño de 48 bits. Si el primer bit 
es 0, la dirección es una sola estación (unicast). Si el primer bit es 1, la dirección 
representa a un grupo de estaciones (multicast). Si todos los bits están fijados a 1, 
la trama es broadcast. 
 
Dirección destino 
Indica el receptor final de la trama. 
 
Dirección de la fuente 
Indica la fuente de la transmisión. 
 
Dirección del receptor 
Indica qué estación inalámbrica debe procesar la trama para encaminarla al 
destinatario. Si el destinatario es una estación inalámbrica, la dirección del 
receptor y el destinatario coincidirán. Si el receptor se encuentra conectado a una 
Ethernet, la interfaz inalámbrica del punto de acceso será la dirección del receptor. 
 
Dirección del transmisor 
Identifica la interfaz inalámbrica que transmite la trama al medio inalámbrico. Esta 
dirección solo se utilice en enlaces inalámbricos (wireless bridging). 
 
Identificador Basic Service Set (BSSID) 
Identifica las diferentes redes inalámbricas LAN ubicadas en la misma área. En 
modo infraestructura, el BSSID es la dirección MAC utilizada por la interfaz 
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inalámbrica del punto de acceso. En ad-hoc se utiliza una BSSID aleatoria con el 
bit Universal/Local fijado a 1. 
 
El BSSID 
La interfaz de las tarjetas de redes inalámbricas tiene asignada una dirección MAC 
de 48 bits. Las tarjetas 802.11 tienen una única dirección incluso cuando se 
conecta a una red Ethernet. 
 
El BSSID se crea mediante un generador de números aleatorios. Cada BSS tiene 
determinada un BSSID, un identificador de 48 bit que la distingue de otras BSS’s. 
En modo infraestructura la BSSID es la dirección MAC de la interfaz inalámbrica 
del punto de acceso que crea la BSS. 
 
El BSSID que fija todos los bits a 1 es la dirección broadcast. 
3.4. Campo de Control de Secuencia 
Se utiliza para la desfragmentación y descartar las tramas duplicadas. El bit 4 es el 
campo (fragment number) y el bit 12 el campo de secuencia (sequence number). 
 
 
Fig.  3.4 Campo de control de secuencia 
 
El sequence number opera como contador de las tramas transmitidas. Empieza 
por 0 e incrementa 1 con cada paquete procesado por la MAC. Paquetes 
fragmentados poseen el mismo sequence number. Cuando una trama es 
retransmitida el sequence number no cambia. 
 
Cuando una trama es fragmentada, el primer fragmento fija el fragment number a 
0. Cada fragmento incrementa sucesivamente el fragment number. 
 
El uso de estos dos campos hace posible el reensamblado en el receptor. 
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3.5. Frame Check Sequence 
El FCS permite a las estaciones determinar si las tramas han sido recibidas 
correctamente. La cabecera de la MAC 802.11 es diferente de la 802.3 (Ethernet), 
por tanto los puntos de acceso han de recalcula el FCS. 
 
Las tramas antes de enviarlas, calculan el FCS. El receptor recalcula el FCS y lo 
compara con el recibido. Si coincide, se considera que la trama es válida y no ha 
sido degradada en el tránsito. 
 
    58                                                             Implementación del Protocolo WDS para Redes 802.11 bajo ns-2 
Anexo 4. INSTALACIÓN DEL NS-2 
4.1. Sistema Operativo: Suse LINUX 9.2 Profesional 
SUSE LINUX Professional 9.2 posee una arquitectura abierta, sistema operativo 
seguro, un núcleo de alto rendimiento y compatible con las aplicaciones de código 
abierto integradas como el NS-2. 
4.1.1. Características Principales 
• Construido sobre el kernel de Linux 2.6.8  
• Movilidad y compatibilidad con WLAN 
• Entornos de escritorio gráficos 
• YaST reconoce la CPU e instala automáticamente la versión adecuada 
• OpenOffice.org 1.1.3 compatible con Microsoft Office 
• El GNU Compiler Collection (GCC), GCC 3.3.5, incluye interfaces de usuario 
para C, C++, ObjC, Fortran, Java, Ada, etc. También incluye las bibliotecas 
mejoradas para cada uno de estos lenguajes.  
• Sencilla instalación en el mismo PC que su actual sistema Windows 
 
Nota importante 
Al instalar los cinco CD’s del SUSE hay que seleccionar las ‘herramientas de 
desarrollo’ donde se encuentras las librerías utilizadas por el NS-2. 
4.2. NS-2 
Descargamos el NS-2 de la red http://www.isi.edu/nsnam/ns/. El formato es un tar.gz 
que hay que descomprimir en la ventana de comandos mediante las siguientes 
instrucciones: 
 
cd “ubicación del fichero ns-allinone-2.28.tar.gz” 
tar –zxvf ns-allinone-2.28.tar.gz 
 
Una vez descomprimimos instalamos el programa. En la ventana de comando 
mediante la instrucción ‘cd’ nos ubicamos dentro de la carpeta que contiene el ns y 
ejecutamos el siguiente comando: 
 
./install 
 
Al acabar la instalación hemos de añadir unas variables que aparecen en la 
ventana de comando con unas direcciones para poder ejecutar el ns. Entramos en 
modo ‘super usuario’ y en la carpeta etc creamos un fichero de texto que los 
llamaremos ‘profile.local’ donde añadiremos las variables y las direcciones con el 
siguiente formato: 
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LD_LIBRARY_PATH = _______________ : ________________ 
export LD_LIBRARY_PATH 
TCL_LIBRARY = _________________ : ________________ 
export TCL_LIBRARY 
 
Estas variables las hemos de igualar a las direcciones que encontraremos al final 
de la instalación del NS en la ventana de comandos. Después hemos de salir y 
volver a entrar en la sesión para que se hagan efectivas estas variables. 
 
A continuación entramos en modo administrador desde la ventana de comandor 
mediante: 
 
su y “password del administrador” 
 
El siguiente comando permite que ejecutemos el ns desde cualquier ubicación en 
la ventana de comandos 
 
make install (en la ubicación donde se encuentra el ns) 
 
Con el comando ‘exit’ se sale del modo administrador. 
 
Se trabajará en la carpeta ns-2.28, todas las modificaciones que se hagan han de 
guardarse y ha continuación ha de compilarse de nuevo ubicándonos en la 
carpeta del ns en la ventana de comandos y ejecutando: 
 
./configure y, a continuación, make 
4.2.1. Source Navigator 
Source Navigator es una herramienta para el análisis de código: editor de código, 
encontrar la ubicación de clases, funciones y variables del proyecto,… soporta C, 
C++, Java, Tcl, FORTRAN y COBOLS.  
 
Los pasos de instalación son parecidos a la instalación del NS. Primero se ha de 
descargar  de la red un fichero tar.gz de la página http://sourcenav.sourceforge.net/ y se 
descomprime. 
 
Con la ventana de comandos nos ubicamos en la carpeta de source navigator y 
ejecutamos los siguientes pasos para instalar el software: 
 
./configure y, a continuación, make 
 
Después en modo administrador ejecutamos en la misma ubicación: 
 
su y ‘password del administrador’ 
make install 
 
Después creamos un enlace de aplicación y al examinar la aplicación escribimos 
‘snavigator’. 
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Anexo 5. Simulaciones con NS-2 
5.1. Simulación 1: Dos nodos conectados con un duplex-link 
#Procedure which records the bandwidth received by the traffic sink 
proc record {} { 
        global sink gf 
   set ns [Simulator instance] 
 #Set the time after which the procedure should be called again 
        set time 1 
 #How many bytes have been received by the traffic sinks? 
        set bw [$sink set bytes_] 
 #Get the current time 
        set now [$ns now] 
 #Calculate the bandwidth (in MBit/s) and write it to the files 
        puts $gf "$now [expr $bw/$time*8/1000000]" 
 #Reset the bytes_ values on the traffic sinks 
        $sink set bytes_ 0 
 #Re-schedule the procedure 
        $ns at [expr $now+$time] "record" 
} 
 
#Define a 'finish' procedure 
proc finish {} { 
        global ns nf gf 
        $ns flush-trace 
 #Close files 
        close $nf 
   close $gf 
 #Call xgraph to display the results 
   exec xgraph outxgraph.tr -geometry 800x400 & 
 #Execute nam on the trace file 
        exec nam outnam.nam & 
        exit 0 
} 
 
#Create a simulator object 
set ns [new Simulator] 
 
#Open the nam trace file 
set nf [open outnam.nam w] 
$ns namtrace-all $nf 
 
#Open the output files 
set gf [open outxgraph.tr w] 
 
#Create two nodes 
set n0 [$ns node] 
set n1 [$ns node] 
 
#Create a duplex link between the nodes 
$ns duplex-link $n0 $n1 100Mb 2ms DropTail 
 
#Setup TCP connections 
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set tcp [new Agent/TCP] 
set sink [new Agent/TCPSink] 
$ns attach-agent $n0 $tcp 
$ns attach-agent $n1 $sink 
$ns connect $tcp $sink 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
#Start logging the received bandwidth 
$ns at 0.0 "record" 
#Schedule events for the FTP agent 
$ns at 1.0 "$ftp start" 
$ns at 20.0 "$ftp stop" 
#Call the finish procedure after 20 seconds simulation time 
$ns at 20.1 "finish" 
 
#Run the simulation 
$ns run 
5.2. Simulación 2: Dos nodos comunicándose en modo Ad-hoc 
set opt(chan)     Channel/WirelessChannel   ;# channel type 
set opt(prop)     Propagation/TwoRayGround  ;# radio- 
propagation model 
set opt(netif)    Phy/WirelessPhy           ;# network interface 
type 
set opt(mac)      Mac/802_11                ;# MAC type 
set opt(ifq)      Queue/DropTail/PriQueue   ;# interface queue type 
set opt(ll)       LL                        ;# link layer type 
set opt(ant)     Antenna/OmniAntenna       ;# antenna model 
set opt(adhocRouting)   DSDV 
set opt(x)   670  ;# X dimension of the topolography 
set opt(y)   670  ;# Y dimension of the topography 
set opt(ifqlen)         50          ;# max packet in ifq 
set opt(seed)  1.0 
set opt(nn)   2 
set opt(stop)  20.0 
 
#Procedure which records the bandwidth received by the traffic sinks  
proc record {} { 
        global sink f0 
   set ns_ [Simulator instance] 
        set time 0.1 
        set bw [$sink set bytes_] 
        set now [$ns_ now] 
        puts $f0 "$now [expr $bw/$time*8/1000000]" 
        $sink set bytes_ 0 
        $ns_ at [expr $now+$time] "record" 
} 
 
proc stop {} { 
    global ns_ tracefd namtrace f0 
    $ns_ flush-trace 
    close $namtrace 
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    close $tracefd 
    close $f0 
    exec nam outnam.nam & 
    exec xgraph outxgraph.tr -geometry 800x400 &  
    exit 0 
} 
 
# Create simulator instance 
set ns_   [new Simulator] 
 
#Open the output files 
set f0 [open outxgraph.tr w] 
 
# Create topography object 
set topo   [new Topography] 
# Define topology 
$topo load_flatgrid $opt(x) $opt(y) 
 
set tracefd  [open outtrace.tr w] 
set namtrace [open outnam.nam w] 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $opt(x) $opt(y) 
 
# Create God 
set god_ [create-god $opt(nn)] 
 
# Create channel #1 
set chan1 [new $opt(chan)] 
# Configure  nodes 
$ns_ node-config   -adhocRouting $opt(adhocRouting) \ 
                   -llType $opt(ll) \ 
                   -macType $opt(mac) \ 
                   -ifqType $opt(ifq) \ 
                   -ifqLen $opt(ifqlen) \ 
                   -antType $opt(ant) \ 
                   -propType $opt(prop) \ 
                   -phyType $opt(netif) \ 
     -topoInstance $topo \ 
     -agentTrace ON \ 
                   -routerTrace OFF \ 
                   -macTrace ON \ 
    -toraDebug OFF \ 
    -movementTrave OFF \ 
    -channel $chan1 
 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 set node_($i) [$ns_ node]  
 $node_($i) random-motion 0 ;# disable random motion 
 
 set mac_($i) [$node_($i) getMac 0] 
  $mac_($i) set dataRate_ 11Mb 
  $mac_($i) set basicRate_ 11Mb 
  $mac_($i) set RTSThreshold_ 3000 
} 
  
for {set i 0} {$i < $opt(nn)} {incr i} { 
 $ns_ initial_node_pos $node_($i) 20 
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} 
 
# Setup traffic flow between nodes 
# TCP connections between node_(0) and node_(1) 
set tcp [new Agent/TCP] 
set sink [new Agent/TCPSink] 
$ns_ attach-agent $node_(0) $tcp 
$ns_ attach-agent $node_(1) $sink 
$ns_ connect $tcp $sink 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
# Tell all the nodes when the simulation ends 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 $ns_ at $opt(stop).0 "$node_($i) reset"; 
} 
 
$ns_ at 0.0 "record" 
#Start logging the received bandwidth 
$ns_ at 1.0 "$ftp start" 
$ns_ at 20.0 "$ftp stop"  
$ns_ at 20.0 "stop" 
 
$ns_ run 
5.3. Simulación 3: Dos nodos comunicándose en modo 
infraestructura (necesario un AP) 
set opt(chan)     Channel/WirelessChannel   ;# channel type 
set opt(prop)     Propagation/TwoRayGround  ;# radio- 
propagation model 
set opt(netif)    Phy/WirelessPhy         ;# network interface type 
set opt(mac)      Mac/802_11                ;# MAC type 
set opt(ifq)      Queue/DropTail/PriQueue   ;# interface queue type 
set opt(ll)       LL                        ;# link layer type 
set opt(ant)     Antenna/OmniAntenna       ;# antenna model 
set opt(adhocRouting)   DSDV 
set opt(x)   670  ;# X dimension of the topolography 
set opt(y)   670  ;# Y dimension of the topography 
set opt(ifqlen)         50          ;# max packet in ifq 
set opt(seed)  1.0 
set opt(nn)   3 
set opt(stop)  20.0 
 
#Procedure which records the bandwidth received by the traffic sinks 
proc record {} { 
        global sink f0 
   set ns_ [Simulator instance] 
        set time 0.1 
        set bw [$sink set bytes_] 
        set now [$ns_ now] 
        puts $f0 "$now [expr $bw/$time*8/1000000]" 
        $sink set bytes_ 0 
        $ns_ at [expr $now+$time] "record" 
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} 
 
proc stop {} { 
    global ns_ tracefd namtrace f0 
    $ns_ flush-trace 
    close $namtrace 
    close $tracefd 
    close $f0 
    exec nam outnam.nam & 
    exec xgraph outxgraph.tr -geometry 800x400 &  
    exit 0 
} 
 
# Create simulator instance 
set ns_   [new Simulator] 
 
#Open the output files 
set f0 [open outxgraph.tr w] 
 
# Create topography object 
set topo   [new Topography] 
# Define topology 
$topo load_flatgrid $opt(x) $opt(y) 
 
set tracefd  [open outtrace.tr w] 
set namtrace [open outnam.nam w] 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $opt(x) $opt(y) 
 
# Create God 
set god_ [create-god $opt(nn)] 
 
# Create channel #1 
set chan1 [new $opt(chan)] 
# Configure  nodes 
$ns_ node-config   -adhocRouting $opt(adhocRouting) \ 
                   -llType $opt(ll) \ 
                   -macType $opt(mac) \ 
                   -ifqType $opt(ifq) \ 
                   -ifqLen $opt(ifqlen) \ 
                   -antType $opt(ant) \ 
                   -propType $opt(prop) \ 
                   -phyType $opt(netif) \ 
     -topoInstance $topo \ 
     -agentTrace ON \ 
                   -routerTrace OFF \ 
                   -macTrace ON \ 
    -toraDebug OFF \ 
    -movementTrave OFF \ 
    -channel $chan1 
 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 set node_($i) [$ns_ node]  
 $node_($i) random-motion 0 ;# disable random motion 
 
 set mac_($i) [$node_($i) getMac 0] 
  $mac_($i) set dataRate_ 11Mb 
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  $mac_($i) set basicRate_ 11Mb 
  $mac_($i) set RTSThreshold_ 3000 
} 
  
for {set i 0} {$i < $opt(nn)} {incr i} { 
 $ns_ initial_node_pos $node_($i) 20 
} 
 
# Tell everyone who the AP is 
set AP_ADDR [$mac_(0) id] 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 $mac_($i) bss_id $AP_ADDR 
} 
 
# Setup traffic flow between nodes 
# TCP connections between node_(1) and node_(2) 
set tcp [new Agent/TCP] 
$tcp set class_ 2 
set sink [new Agent/TCPSink] 
$ns_ attach-agent $node_(1) $tcp 
$ns_ attach-agent $node_(2) $sink 
$ns_ connect $tcp $sink 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
# Tell all the nodes when the simulation ends 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 $ns_ at $opt(stop).0 "$node_($i) reset"; 
} 
 
$ns_ at 0.0 "record" 
#Start logging the received bandwidth 
$ns_ at 1.0 "$ftp start" 
$ns_ at 20.0 "$ftp stop"  
$ns_ at 20.0 "stop" 
 
$ns_ run 
5.4. Simulación 4: Dos nodos comunicándose en modo 
infraestructura a partir de AP’s diferentes 
set opt(chan)     Channe l/WirelessChannel    ;# channel type 
set opt(prop)     Propagation/TwoRayGround    ;# radio- 
propagation model 
set opt(netif)    Phy/WirelessPhy         ;# network interface type 
set opt(mac)      Mac/802_11                  ;# MAC type 
set opt(ifq)     Queue/DropTail/PriQueue ;# interface queue type 
set opt(ll)       LL                          ;# link layer type 
set opt(ant)      Antenna/OmniAntenna         ;# antenna model 
set opt(ifqlen)         50                         ;# max packet in ifq 
set opt(nn)             2                    ;# number of mobilenodes 
set opt(adhocRouting)   DSDV                        ;# routing protocol 
set opt(x)        670                  ;# x coordinate of topology 
set opt(y)        670                  ;# y coordinate of topology 
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set opt(seed)     1.0                         ;# random seed 
set opt(stop)     20                    ;# time to stop simulation 
set opt(ftp1-start)     1.0 
 
proc stop {} { 
    global ns_ tracefd namtrace gf 
    close $tracefd 
    close $namtrace 
    close $gf 
    exec nam outnam.nam & 
    exec xgraph outxgraph.tr  -geometry 800x400 &  
    exit 0 
} 
 
proc record {} { 
        global sink1 gf 
   set ns_ [Simulator instance] 
        set time 0.1 
        set bw1 [$sink1 set bytes_] 
        set now [$ns_ now] 
        puts $gf "$now [expr $bw1/$time*8/1000000]" 
        $sink1 set bytes_ 0 
        $ns_ at [expr $now+$time] "record" 
} 
 
# create simulator instance 
set ns_   [new Simulator] 
 
#Open the output files 
set gf [open outxgraph.tr w] 
 
# set up for hierarchical routing 
$ns_ node-config -addressType hierarchical 
AddrParams set domain_num_ 2         ;# number of domains 
lappend cluster_num 1 1              ;# number of clusters in each domain 
AddrParams set cluster_num_ $cluster_num 
lappend eilastlevel 2 2                ;# number of nodes in each cluster  
AddrParams set nodes_num_ $eilastlevel ;# of each domain 
 
set tracefd  [open outtrace.tr w] 
set namtrace [open outnam.nam w] 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $opt(x) $opt(y) 
 
# Create topography object 
set topo   [new Topography] 
# define topology 
$topo load_flatgrid $opt(x) $opt(y) 
 
# create God 
# 2 for BS1 and BS2 
create-god [expr $opt(nn) + 2] 
 
# define how node should be created 
set chan1 [new $opt(chan)] 
set chan2 [new $opt(chan)] 
Mac/802_11 set  dataRate_ 11Mb 
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# Configure for ForeignAgent and HomeAgent nodes 
$ns_ node-config   -adhocRouting $opt(adhocRouting) \ 
                   -llType $opt(ll) \ 
                   -macType $opt(mac) \ 
                   -ifqType $opt(ifq) \ 
                   -ifqLen $opt(ifqlen) \ 
                   -antType $opt(ant) \ 
                   -propType $opt(prop) \ 
                   -phyType $opt(netif) \ 
     -topoInstance $topo \ 
                   -wiredRouting OFF \ 
     -agentTrace ON \ 
                   -routerTrace OFF \ 
                  -macTrace OFF \ 
    -channel $chan1  
 
# Create BS1 and BS2 
set BS1 [$ns_ node 0.0.0] 
set mac_(0) [$BS1 getMac 0] 
$BS1 random-motion 0 
 
$ns_ node-config -channel $chan2  
set BS2 [$ns_ node 1.0.0] 
set mac_(1) [$BS2 getMac 0] 
$BS2 random-motion 0 
 
# create a mobilenode 
# note address of MN1 (mobilenode) indicates the same domain as BS1 
$ns_ node-config  -wiredRouting OFF \ 
   -channel $chan1 
 
set MN1 [$ns_ node 0.0.1] 
set mac_(2) [$MN1 getMac 0] 
set node_(0) $MN1 
$MN1 base-station [AddrParams addr2id [$BS1 node-addr]] 
 
$ns_ node-config -channel $chan2  
set MN2 [$ns_ node 1.0.1] 
set mac_(3) [$MN2 getMac 0] 
set node_(1) $MN2 
$MN2 base-station [AddrParams addr2id [$BS2 node-addr]] 
 
#Tell everyone who the AP is 
set AP_ADDR [$mac_(0) id] 
$mac_(2) bss_id $AP_ADDR 
set AP_ADDR2 [$mac_(1) id] 
$mac_(3) bss_id $AP_ADDR2     
 
$BS1 add-neighbor $BS2 
$BS2 add-neighbor $BS1 
 
# setup TCP connections between a wired node and the MobileHost 
set tcp1 [new Agent/TCP] 
set sink1 [new Agent/TCPSink] 
$ns_ attach-agent $MN1 $tcp1 
$ns_ attach-agent $MN2 $sink1 
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$ns_ connect $tcp1 $sink1 
set ftp1 [new Application/FTP] 
$ftp1 attach-agent $tcp1 
 
for {set i 0} {$i < $opt(nn)} {incr i} { 
      $ns_ initial_node_pos $node_($i) 20 
}      
$ns_ initial_node_pos $BS1 20 
$ns_ initial_node_pos $BS2 20 
 
# Tell all nodes when the siulation ends 
for {set i 0} {$i < $opt(nn) } {incr i} { 
    $ns_ at $opt(stop).0 "$node_($i) reset"; 
} 
$ns_ at $opt(stop).0 "$BS1 reset"; 
$ns_ at $opt(stop).0 "$BS2 reset"; 
 
#Start logging the received bandwidth 
$ns_ at 0.1 "record" 
$ns_ at $opt(ftp1-start) "$ftp1 start" 
$ns_ at $opt(stop).1 "stop" 
 
$ns_ run 
5.5. Simulación 5: Dos nodos comunicándose a través de dos 
estaciones bases conectadas por un enlace duplex-link 
set opt(chan)     Channel/WirelessChannel   ;# channel type 
set opt(prop)     Propagation/TwoRayGround  ;# radio- 
         propagation model 
set opt(netif)    Phy/WirelessPhy       ;# network interface type 
set opt(mac)      Mac/802_11                ;# MAC type 
set opt(ifq)     Queue/DropTail/PriQueue   ;# interface queue type 
set opt(ll)       LL                        ;# link layer type 
set opt(ant)      Antenna/OmniAntenna       ;# antenna model 
set opt(ifqlen)         50                       ;# max packet in ifq 
set opt(nn)             2                     ;# number of mobilenodes 
set opt(adhocRouting)   DSDV                      ;# routing protocol 
set opt(x)        670                   ;# x coordinate of topology 
set opt(y)        670                   ;# y coordinate of topology 
set opt(seed)     1.0                       ;# random seed 
set opt(stop)     20                    ;# time to stop simulation 
set opt(ftp1-start)     1.0 
 
proc record {} { 
        global sink1 gf 
   set ns_ [Simulator instance] 
        set time 0.1 
        set bw1 [$sink1 set bytes_] 
        set now [$ns_ now] 
        puts $gf "$now [expr $bw1/$time*8/1000000]" 
        $sink1 set bytes_ 0 
        $ns_ at [expr $now+$time] "record" 
} 
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proc stop {} { 
    global ns_ tracefd namtrace gf 
    close $tracefd 
    close $namtrace 
    close $gf 
    exec nam outnam.nam & 
    exec xgraph outxgraph.tr  -geometry 800x400 &  
    exit 0 
} 
 
# create simulator instance 
set ns_   [new Simulator] 
 
#Open the output files 
set gf [open outxgraph.tr w] 
 
# set up for hierarchical routing 
$ns_ node-config -addressType hierarchical 
AddrParams set domain_num_ 2         ;# number of domains 
lappend cluster_num 1 1              ;# number of clusters in each domain 
AddrParams set cluster_num_ $cluster_num 
lappend eilastlevel 2 2              ;# number of nodes in each cluster  
AddrParams set nodes_num_ $eilastlevel ;# of each domain 
 
set tracefd  [open outtrace.tr w] 
set namtrace [open outnam.nam w] 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $opt(x) $opt(y) 
 
# Create topography object 
set topo   [new Topography] 
# define topology 
$topo load_flatgrid $opt(x) $opt(y) 
 
# create God 
# 2 for BS1 and BS2 
create-god [expr $opt(nn) + 2] 
 
# define how node should be created 
set chan1 [new $opt(chan)] 
set chan2 [new $opt(chan)] 
Mac/802_11 set  dataRate_ 11Mb 
 
# Configure for ForeignAgent and HomeAgent nodes 
$ns_ node-config   -adhocRouting $opt(adhocRouting) \ 
                   -llType $opt(ll) \ 
                   -macType $opt(mac) \ 
                   -ifqType $opt(ifq) \ 
                   -ifqLen $opt(ifqlen) \ 
                   -antType $opt(ant) \ 
                   -propType $opt(prop) \ 
                   -phyType $opt(netif) \ 
     -topoInstance $topo \ 
                   -wiredRouting ON \ 
     -agentTrace ON \ 
                   -routerTrace ON \ 
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                  -macTrace OFF \ 
    -channel $chan1  
 
# Create BS1 and BS2 
set BS1 [$ns_ node 0.0.0] 
set mac_(0) [$BS1 getMac 0] 
$BS1 random-motion 0 
 
$ns_ node-config -channel $chan2  
set BS2 [$ns_ node 1.0.0] 
set mac_(1) [$BS2 getMac 0] 
$BS2 random-motion 0 
 
# create a mobilenode 
# note address of MN1 indicates the same domain as BS1 
$ns_ node-config  -wiredRouting OFF \ 
   -channel $chan1 
 
set MN1 [$ns_ node 0.0.1] 
set mac_(2) [$MN1 getMac 0] 
set node_(0) $MN1 
$MN1 base-station [AddrParams addr2id [$BS1 node-addr]] 
 
$ns_ node-config -channel $chan2  
set MN2 [$ns_ node 1.0.1] 
set mac_(3) [$MN2 getMac 0] 
set node_(1) $MN2 
$MN2 base-station [AddrParams addr2id [$BS2 node-addr]] 
 
#Tell everyone who the AP is 
set AP_ADDR [$mac_(0) id] 
$mac_(2) bss_id $AP_ADDR 
set AP_ADDR2 [$mac_(1) id] 
$mac_(3) bss_id $AP_ADDR2 
 
# create links between  BaseStation nodes 
$ns_ duplex-link $BS1 $BS2 100Mb 2ms DropTail 
 
# setup TCP connections between a wired node and the MobileHost 
set tcp1 [new Agent/TCP] 
set sink1 [new Agent/TCPSink] 
$ns_ attach-agent $MN1 $tcp1 
$ns_ attach-agent $MN2 $sink1 
$ns_ connect $tcp1 $sink1 
set ftp1 [new Application/FTP] 
$ftp1 attach-agent $tcp1 
 
for {set i 0} {$i < $opt(nn)} {incr i} { 
    $ns_ initial_node_pos $node_($i) 20 
}      
 
# Tell all nodes when the siulation ends 
for {set i 0} {$i < $opt(nn) } {incr i} { 
    $ns_ at $opt(stop).0 "$node_($i) reset"; 
} 
$ns_ at $opt(stop).0 "$BS1 reset"; 
$ns_ at $opt(stop).0 "$BS2 reset"; 
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#Start logging the received bandwidth 
$ns_ at 0.1 "record" 
$ns_ at $opt(ftp1-start) "$ftp1 start" 
$ns_ at $opt(stop).1 "stop" 
 
$ns_ run 
5.6. Simulación 6: Cambiar el protocolo DSDV por el AODV 
set opt(chan)     Channel/WirelessChannel  ;# channel type 
set opt(prop)     Propagation/TwoRayGround ;# radio- 
         propagation model 
set opt(netif)    Phy/WirelessPhy         ;# network interface type 
set opt(mac)      Mac/802_11               ;# MAC type 
set opt(ifq)      Queue/DropTail/PriQueue ;# interface queue type 
set opt(ll)       LL                       ;# link layer type 
set opt(ant)     Antenna/OmniAntenna      ;# antenna model 
set opt(adhocRouting)   AODV 
set opt(x)   670   ;# X dimension of the 
topolography 
set opt(y)   670   ;# Y dimension of the 
topography 
set opt(ifqlen)         50                ;# max packet in ifq 
set opt(seed)  1.0 
set opt(nn)   4 
set opt(stop)  20.0 
 
#Procedure which records the bandwidth received by the traffic sink 
proc record {} { 
        global sink gf 
   set ns_ [Simulator instance] 
        set time 1.0 
        set bw0 [$sink set bytes_] 
        set now [$ns_ now] 
        puts $gf "$now [expr $bw0/$time*8/1000000]" 
        $sink set bytes_ 0 
        $ns_ at [expr $now+$time] "record" 
} 
 
proc stop {} { 
    global ns_ tracefd namtrace gf 
    $ns_ flush-trace 
    close $namtrace 
    close $tracefd 
    close $gf 
    exec nam outnam.nam & 
    exec xgraph outxgraph.tr -geometry 800x400 &  
    exit 0 
} 
 
# Create simulator instance 
set ns_   [new Simulator] 
 
    72                                                             Implementación del Protocolo WDS para Redes 802.11 bajo ns-2 
#Open the output files 
set gf [open outxgraph.tr w] 
 
# Create topography object 
set topo   [new Topography] 
# Define topology 
$topo load_flatgrid $opt(x) $opt(y) 
 
set tracefd  [open outtrace.tr w] 
set namtrace [open outnam.nam w] 
$ns_ trace-all $tracefd 
$ns_ namtrace-all-wireless $namtrace $opt(x) $opt(y) 
 
# Create God 
set god_ [create-god $opt(nn)] 
 
# Create channel 
set chan1 [new $opt(chan)] 
set chan2 [new $opt(chan)] 
 
# Configure  nodes 
$ns_ node-config   -adhocRouting $opt(adhocRouting) \ 
                   -llType $opt(ll) \ 
                   -macType $opt(mac) \ 
                   -ifqType $opt(ifq) \ 
                   -ifqLen $opt(ifqlen) \ 
                   -antType $opt(ant) \ 
                   -propType $opt(prop) \ 
                   -phyType $opt(netif) \ 
     -topoInstance $topo \ 
     -agentTrace ON \ 
                   -routerTrace ON \ 
                   -macTrace ON \ 
    -toraDebug OFF \ 
    -movementTrave OFF \ 
    -channel $chan1 
 
set node_(0) [$ns_ node] 
$node_(0) random-motion 0 ;# disable random motion 
 
set node_(1) [$ns_ node] 
$node_(1) random-motion 0 ;# disable random motion 
 
$ns_ node-config   --channel $chan2 
set node_(2) [$ns_ node] 
$node_(2) random-motion 0 ;# disable random motion 
 
set node_(3) [$ns_ node] 
$node_(3) random-motion 0 ;# disable random motion 
 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 
 set mac_($i) [$node_($i) getMac 0] 
  $mac_($i) set dataRate_ 11Mb 
  $mac_($i) set basicRate_ 11Mb 
  $mac_($i) set RTSThreshold_ 3000 
} 
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for {set i 0} {$i < $opt(nn)} {incr i} { 
 $ns_ initial_node_pos $node_($i) 20 
}  
 
# Tell everyone who the AP is 
set AP_ADDR [$mac_(0) id] 
$mac_(1) bss_id $AP_ADDR 
set AP_ADDR2 [$mac_(2) id] 
$mac_(3) bss_id $AP_ADDR2 
 
 
# Setup traffic flow between nodes 
# TCP connections between node_(1) and node_(3) 
set tcp [new Agent/TCP] 
set sink [new Agent/TCPSink] 
$ns_ attach-agent $node_(1) $tcp 
$ns_ attach-agent $node_(3) $sink 
$ns_ connect $tcp $sink 
set ftp [new Application/FTP] 
$ftp attach-agent $tcp 
 
# Tell all the nodes when the simulation ends 
for {set i 0} {$i < $opt(nn) } {incr i} { 
 $ns_ at $opt(stop).1 "$node_($i) reset"; 
} 
 
#Start logging the received bandwidth 
$ns_ at 0.0 "record" 
$ns_ at 1.0 "$ftp start"  
$ns_ at $opt(stop).0 "stop" 
 
$ns_ run 
 
