Abstract-Stochastic behavior of an instrument is often analyzed by constructing the Allan (or wavelet) variance signatures from an error signal. For inertial sensors, such a signature is conveniently obtained by recording data at rest. The analysis of this signal will result in noise-parameters adequate to such situation. Nonetheless, the value of the noise parameters may change under dynamics or other kind of external influences like for instance the temperature. In this research we study first the influence of the rotational dynamics on the signal of MEMS gyroscopes and then we show how to link this property to the noise-parameter estimation in a rigorous way by a modified version of the Generalized Method of Wavelet Moments (GMWM) estimator.
I. INTRODUCTION
The current manufacturing and technological advances in the domain of Micro-Electro-Mechanical Systems (MEMS) allows for a large expansion of the use of inertial sensing technologies. Low-power and low-weight Inertial Measurement Units (IMUs) are easily producible in high quantities with an increasing quality. A large volume of production leads then to extremely low prices, which are the reasons for their attractiveness and implementation in all kind of applications [1] - [3] . Nevertheless, a successful employment of these sensors in positioning and navigation applications requires a correct characterization of the error signals derived from these devices.
For this purpose, the error signals are considered containing a deterministic part as well as a stochastic part. The components of the former can be related, for example, to the physical misalignment of sensor axes or to the constant offsets in their readings (biases) and their variations depending on the environment (e.g., changes in the temperature). Whereas a significant part of the deterministic errors can be compensated and accounted for by a calibration procedure [4] , a proper dealing with the stochastic components is in general more challenging, especially for those with complex spectral structure. Moreover, the stochastic properties typically change from sensor to sensor, even when considering the sensor of the same type, the individual axes may exhibit different amounts of noise. Therefore, each sensor and each axis is ideally characterized individually by an automated "standard" stochastic calibration procedure in order to fully grasp its potential in the various applications.
A typical stochastic calibration session consists of the acquisition of a long dataset where the noise of the sensor is recorded in static conditions, because its variations correspond (up to a mean) to sensor errors. Such a dataset typically contains millions of observations to properly analyze the signal. Ideally, sensors should be isolated from environmental conditions to eliminate any additional perturbations (e.g., vibrations and temperature variations). Other external factors affecting the mean-changes such as temperature variations are minimized apart their planned values (e.g., within a temperature chamber).
Such static data is then analyzed with different techniques, such as the maximum likelihood estimator [5] , [6] , the Allan variance (AV) [7] - [9] , or, more recently, the Generalized Method of Wavelet Variances (GMWM) [10] , which decomposes the structure of the signal via the wavelet variance (WV). The latter technique is freely accessible via an open software implemented using the statistical tool "R" [11] . A basic functionality is also available via a free web service, where users can upload and analyze their data via a simple graphical user interface (see [12] , [13] ). The GMWM methodology allows to rapidly analyze the signal and estimate the model parameters with their confidence levels for a userdefined set of models. Such models can include different types and combinations of the following noise characteristics: quantization noise (QN), white noise (WN), random walk (RW), and other auto-regressive processes of first order (AR1). This AR1 process corresponds to a re-parametrization of the firstorder Gauss-Markov process.
A. Problem Statement
If the determined parameters of the stochastic noise of a sensor evolve in time due to external/environmental influences, they do not necessarily correspond to those found in the controlled environment. One of these influences could be, for instance, a dependence on the temperature or the physical motion. Although part of these conditions are adequately addressed when dealing with the deterministic errors (e.g., a sensor in a heating chamber observes a constant signal and the temperature-dependent model then forces the signal back to such a constant), this is unfortunately not the case for the stochastic characterization.
In this work, we focus on the relationship between the stochastic properties of a sensor and its dynamics, namely the rotation rate. Particularly, we study the variations of the gyroscope output at predefined angular speeds on a rotation table over certain time periods. Then, we examine the stochastic noise variations as a function of the external rotational movement under the expanded framework of the GMWM. The resulting stochastic noise calibration can describe the variation of the noise parameters as a function of known dynamics.
B. Structure
The content of the contribution is as follows. In Section II we present the theoretical background that extends the GMWM methodology so it is capable to determine the stochastic noise properties as a function of the dynamics. In our particular case this dependence is expressed as a function of the rotational speed. Section III then presents a concrete calibration scenario with MEMS-IMUs that are used in different applications of robotics and navigation. Section IV demonstrates practically how the gathered data from a rotation table are used to determine the functional relationship of stochastic parameters with the encountered dynamics. Finally, Section V concludes with a short discussion on the importance of considering the varying stochastic properties within an estimator for applications where a MEMS-IMU of this type is the backbone of integrated navigation.
II. STOCHASTIC MODELS AND ESTIMATION

A. GMWM Estimator
The empirical WVν, issued from the analysis of the error signal, can be directly calculated by a weighted average over different scales of the data. The calculation is similar to the AV, whereas the WV-AV plots correspond to each other up to a scale. Nevertheless, the WV evaluation is considerably faster. The obtained quantityν can then be compared to a theoretical WV ν(θ), which is a function of the stochastic model parameters denoted usually as θ. These parameters of interest (to be determined) describe the error signal as a composite process of the individual processes mentioned in the introduction (WN, QN, and AR1). Other stochastic processes like the Drift or the Random Walk can be also modeled. The stochastic model is chosen as a combination of the aforementioned basic processes, where the AR1 process can be chosen multiple times. Table I resumes the different stochastic noise properties and its parameter names used in this document.
If the model structure is optimal, then the two quantities (empirical WVν and the model dependent WV ν(θ)) match for the correct parameters θ: this is where the GMWM 
attempts to find a solution to the following minimization problem:θ
where Ω is a positive-definite weighting matrix that can be obtained directly from the data. It is a direct function of the confidence intervals of the calculated WV based on the data [14] .
B. Extended GMWM Estimator
Until now, the dataset was constructed from signal variations in static conditions, where the sensor was placed at rest (i.e., rotational speed over the Earth surface equals to zero). Hence, an entire dataset would be used for a GMWM analysis by subtracting its mean. For a situation when such conditions are not longer valid (e.g., several different rotation speeds) we define a total of K different bins k in the dataset with each a different constant rotational speed R k . We can then define the different used latent stochastic processes for each bin k as follows:
• QN:
• AR1:
The functions f 1,2,3,4 are mapping functions that incorporate the rotational dependence of the stochastic process. The choice to connect the noise parameters and the rotational rate via an exp-function can be translated to a kind of linear relation on the log-log plot. This mapping function can also be chosen in a different way. The choice for the tanh-function in Equation (4) is related to the fact that this parameter φ has a definition domain between −1 and 1. Hence, other function fulfilling this requirement could be used as a mapping function as well.
With these definitions we can write, for instance, the new extended parameter vector θ E taking into account one WN, one QN, and one realization of an AR1 to:
Here again, we try to match the empirical WVν k over the K different bins with the theoretical WV ν(θ E , R k ) of these bins, which is now a function of the known rotational speed R k . The estimatorθ E is thus minimizing the following objective function, which is a modified version of the GMWM estimator:
whereΩ k is a weighting matrix of the k th bin. The formal discussion and the different proofs of this method are omitted from this document. The formal derivation of the estimator properties will be addressed in an upcoming manuscript.
III. EXPERIMENTAL SETUP
The sensor used in this experiment (Navchip from Intersense) is a MEMS-IMU with an angular random walk of 0.18
• / √ hr and an in-run bias instability of 10 • /hr according to the datasheet. The sensor board, consisting of four IMUs of the same type installed side by side, was mounted on a highprecision single-axis rotation table from Actidyn ( Figure 1 ). This rotation table is capable to orient the mounted equipment in any given direction with a precision of ∼ 0.0003
• . The rate stability of 0.001% allows a precise command in rotational speed, which is then sensed by the MEMS-IMUs installed on it. As has been explained before, a proper WV analysis requires a high number of samples ( 10 6 ). This rotation table enables us to precisely rotate at a given speed for as long as we need; hence, a sufficient amount of data can be gathered for the WV analysis. The set rotation speed is kept as a reference observable for the gyroscopes, whose sensitive axis is parallel to that of the rotation table.
We collected a dataset containing a total of K = 13 bins at rotation rates ranging from 30
• /s up to 390
• /s with an equal spacing of 30
• /s (Figure 2 ). Each bin k has a length of 40 min with the IMUs running at an acquisition frequency of 500 Hz. This amounts to a total of 15.6 millions of data samples per one axis of the gyroscope.
IV. STOCHASTIC MODEL ESTIMATION AND ANALYSIS
After the collection of the data a preliminary analysis is performed at the two extreme points k = 1 where the rotation rate is 30
• /s and at k = 13 with a rotation rate of 390 • /s. The WV is calculated: as a result, a suitable model is chosen. The model selected parameters are estimated by the "normal" GMWM estimator. The plot in Figure 3a shows how a good fit is obtained at low rotational speeds (30 • /s) by a model composed of a WN, a QN, and two AR1 processes within the confidence interval, noting that the WV uncertainty grows in the region with large scales. • /s (Figure 3b ). The GMWM optimization is fed with the same model as for the 30
• /s rotation speed. Nevertheless, the QN process is completely absent as the slope of the WV at the small scales has changed to resemble a WN. Hence, the WN process changed its value while the two AR1 processes (in the Figures 3a and 3b depicted in blue and red colors respectively) moved slightly as well. (c) WV for the slow rotation rate (blue) overlaid with WV of the fast rotation rate (orange) Fig. 3 : GMWM analysis at the two endpoints of the dataset depicting a clear change in the noise characteristics Figure 3c illustrates both situations in a common perspective. The change of the noise characteristic is visible, especially the absence of the QN on the orange plot, respectively its change to WN. Table II resumes these findings with the parameter values together with the mention of the factory datasheet.
As can be seen from Table II and Figure 3 , the stochastic parameters evolve considerably with the dynamics, fact of which motivates the application of a modified GMWM estimator -Equation (7) with the noise functional dependencies described in Equations (2) - (5). This expanded GMWM framework is then applied on the data coming from all bins which individual WV per bin is visualized in Figure 4a . The result of this optimization process is depicted in Figure 4b , where the stochastic noise parameter is predicted as a function of the dynamics. The transition from a mix of the processes QN and WN at low rotational speeds to a state that is mostly dominated by WN is depicted on Figure 4 as a color-transition from blue (slow rotational speed) to red (fast rotational speed). The results for the stochastic noise parameters found by the extended GMWM framework are summarized in Table III . 
V. CONCLUSIONS
In this work we investigated the influence of the rotational speed on the stochastic properties of a gyroscope. Although not all the noise parameters evolve to the same extent, the largest influence has been noticed on the noise quantities describing the WN and the QN processes. We proposed an extension of the GMWM framework making it compatible to handle changes in noise properties as a function of an external influence (in our case the rotational rate on the sensing axis). The result of the extended GMWM estimator allows the user to predict the individual noise properties as a function of the rotational rate.
The closer the model corresponds to the reality, the better will be the predicted uncertainties of the IMU coasting as well as the fusion with other navigation sensors. Therefore, platforms, which are subject to a wide range of dynamics, such as micro-aerial vehicles with rotational speeds around 150 − 200
• /s, will profit most from this improved modeling by adaptive variations of the noise parameters in the Kalman filter. These results provide a more realistic prediction and a better estimation of the pose. Other applications of the adapted GMWM methodology could then include additional environmental influences (i.e., air pressure) and open the doors to further research. By mounting the sensors eccentrically from the rotation axis, we could excite also the accelerometers to different extents and carry out a similar extended WV analysis. This is possible by carefully balancing the whole setup, in order to prevent additional vibrations on the sensor signal. The full stochastic calibration of both triads of sensors (accelerometer and gyroscope) gives the full picture of the MEMS IMU.
