In this paper, we propose an optimal resource allocation policy for sparse code multiple access (SCMA) networks supporting ultra-reliable low-latency communications (URLLC). The network is assumed to operate with finite blocklength (FBL) codes, which is opposed to the classical information-theoretic works with infinite blocklength (IBL) codes. In particular, we aim at maximizing the average transmission rate in the FBL regime while guaranteeing the transmission reliability. A joint design is proposed, which combines the power allocation with the codebook assignment. The convexity of the corresponding optimization problem is analyzed and an iterative search algorithm is further provided. We study the impact of reliability and short blocklength constraints on the performance of the proposed optimal resource allocation policy through numerical simulations. In addition, we evaluate the FBL performance of the proposed joint design in comparison to the scenario with an IBL assumption.
Introduction
5G new radio is expected to serve ubiquitous applications with excessive data rates and reliability demands for a large number of users. To accomplish this goal, advanced multiple access techniques have been developed while satisfying many requirements such as spectrum efficiency, high system throughput, and massive connectivity. In the last decade, orthogonal frequency division multiple access (OFDMA) [1] , which is known as one of the efficient multiple access techniques, has been wellstudied and adopted in the standardization of 3GPP. Recently, non-orthogonal multiple access (NOMA) has been widely investigated, as it allows the network to server more transmissions with limited frequency resource, thus improving the frequency utilization [2] [3] [4] . In particular, a new promising NOMA technique, sparse code multiple access (SCMA), has been proposed and investigated [5, 6] . In general, the SCMA is a codebook-based method where each unique codebook consists of several sparse *Correspondence: hu@ti.rwth-aachen.de 2 Informationstheorie und Systematischer Entwurf von Kommunikationssystemen, RWTH Aachen University, Kopernikusstr. 16, 52074 Aachen, Germany Full list of author information is available at the end of the article codewords that utilize only the corresponding subcarriers. Therefore, a subcarrier in an SCMA network can be shared among different codebooks. Owing to the sparsity of codewords, the multiplexed signals on the same subcarriers can be retrieved with the message passing algorithm (MPA) successfully. Recently, resource allocation has been employed in SCMA networks to improve the system performance. In [7] , a swap-matching algorithm is proposed to optimize the codebook assignment and power allocation such that the total sum-rate of the network can be maximized. An optimal resource allocation scheme is introduced for the SCMA network with simultaneous wireless information and power transfer (SWIPT) in [8] . Furthermore, this model is extended to a relay-assisted SCMA network [9] and the resource allocation schemes of SCMA networks for machine-to-machine (M2M) and device-to-device (D2D) communications are discussed in [10, 11] , respectively. However, all of the above studies on resource allocation in SCMA networks are performed under the ideal assumption of communicating arbitrarily reliable at Shannon's capacity, i.e., codewords are assumed to be of an arbitrary long blocklength.
On the other hand, researchers and designers of nextgeneration wireless networks are increasingly interested
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in having wireless links support delay-sensitive data traffic. In particular, supporting ultra-reliable low latency communications (URLLC) becomes a major concern in the design of 5G networks [12, 13] . To support URLLC transmissions, most existing works consider OFDMA networks and contribute to the system design. Motivated by the performance advantage (i.e., frequency utilization) of NOMA networks, enabling NOMA systems to support URLLC transmissions has recently emerged and fast developed. In [14, 15] , the power domain NOMA-based URLLC for 5G vehicle-to-everything (V2X) services are introduced and studied. As for the SCMA-based uplink URLLC, the performance of it has been shown is superior to the OFDMA-based one in [16] . However, the above studies and designs for URLLC simply follow Shannon's capacity, i.e., are not taking the impact of the finite blocklength into consideration. It is more accurate to incorporate FBL coding assumptions into the analysis and design of URLLC networks with lowlatency constraints. In such an FBL regime, data transmissions are no longer arbitrarily reliable. Especially when the blocklength is short, the error probability becomes significant even if the rate is selected below the Shannon limit. Taking this into account, an accurate approximation of the achievable coding rate under the finite blocklength assumption for an additive white Gaussian noise (AWGN) channel was studied in [17, 18] . Following the accurate FBL performance model, multiple user scheduling [19] and power allocation [20] of an OFDMA network has been studied. More recently, the FBL throughput [21] and energy efficiency [22] of power-domain NOMA networks have been discussed. However, the FBL performance and optimal resource allocation for code-domain NOMA networks, e.g., SCMA, have not been addressed so far.
In this paper, we investigate the power allocation and codebook assignment of an SCMA network in URLLC scenario. We first derive the FBL sum-rate of the considered network. Then, a joint optimal design is proposed to maximize the sum-rate, that combines the power allocation with the codebook assignment. The convexity of the corresponding optimization problem is analyzed while an iterative search algorithm is further provided. Via simulations, the impacts of the reliability constraint and the blocklength on the performance of the proposed optimal resource allocation policy are investigated. In particular, we evaluate the FBL performance of the proposed joint design in comparison to the scenario with an infinite blocklength (IBL) assumption. As expected, significant performance differences between the FBL and IBL regimes are observed, which confirms the necessity of adopting the FBL model as the performance indicator in designing a URLLC-supporting SCMA network. More importantly, we find that the optimal resource allocation solutions in the FBL regime and in the IBL regimes are different, i.e., directly applying the optimal resource allocation policy (from existing works) in the IBL regime to a URLLC network results in a considerable performance loss. This again confirms the necessity and contribution of our special design in the FBL regime. Finally, this design is more beneficial for scenarios with a short blocklength or/and a rigorous reliability constraint.
We structure this paper as follows. Section 2 provides a system description and the background of an FBL regime. We propose our optimal resource allocation in the FBL regime in Section 3. The simulation results are provided in Section 4 while the paper is concluded in Section 5.
Preliminaries
In this section, we describe the system model and provide a brief introduction to the background on an FBL regime.
System description
Consider a downlink multiple access system within a single cell, which consists of only one base station (BS), K user equipments (UEs) and N subcarriers. In the conventional OFDMA system, N must be greater or equal to K to guarantee each UE is at least served by one independent orthogonal subcarrier. In the SCMA network, N can be smaller than K due to the introduction of the non-orthogonality.
In the SCMA system, an SCMA encoder is defined as a map from log 2 M binary bits to an N-dimensional complex codeword selected from the codebook of size M, i.e., f : B log 2 M → X , where X ⊂ C N with cardinality |X | = M and symbols B and C represent binary and complex numbers, respectively. Thus, a codebook can be treated as an N × M matrix. For each codebook, only J subcarriers are active with J < N, which makes the codewords sparse. In addition, all the codewords within the same codebook contain zero entries in the same N − J dimensions. Obviously, the maximum number of codebooks C is the number of combinations of N elements choose J, i.e., C = N J . An example of the codebooks with M = 4, N = 4, and J = 2 are given in Fig. 1 . In this case, there are C = 6 codebooks in total. Moreover, each codebook consists of four codewords and only occupies two subcarriers. For example, codebook 1 only utilizes the first and the last subcarriers to form the codewords. We use a C × N matrix T = {T c,n } to represent the mapping relationship between codebooks and subcarriers. When subcarrier n is employed in codebook c, then T c,n = 1, otherwise T c,n = 0. And this matrix is predefined as a known parameter. Similarly, the assignment of C codebooks to K users is denoted as a matrix S = {S k,c } with S k,c = 1 when codebook c is allocated to user k. Note that each codebook can only be assigned to one user. Hence, in order to ensure that every UE can be served by at least one codebook, we need to make the number of UEs less than or equal to the number of codebooks, i.e., K ≤ C always holds. An example of mapping relationship among subcarriers, codebooks and users is illustrated in Fig. 2 .
In the SCMA network, we let P = {P k,c } denote the power allocation coefficients with P k,c representing the transmit power from the BS to UE k on codebook c. Therefore, the total transmit power of BS is
We denote the indices of the utilized J subcarriers for codebook c as set J c , e.g., for codebook 1 given in Fig. 1 , we have J 1 = {1, 4}. Thus, the transmit power for UE k with codebook c on subcarrier n is calculated by P k,c,n = P k,c α c,n , where n ∈ J c and α c,n is a known power allocation fraction for each codebook c on subcarrier n. Furthermore, the fractions must meet the requirement n∈J c α c,n = 1. Due to the property of the SCMA system, these codebooks can be regarded as orthogonal to each other [8] . Hence, there is no interference between each UE and the signal-to-noise ratio (SNR) of user k on codebook c is given as 
where σ 2 k,c is the noise power on codebook c of user k and h k,n is the channel coefficient of user k on subcarrier n. In this paper, we consider a quasi-static fading channel; thus, h k,n remains unchanged during a transmission frame.
When compared with the OFDMA, SCMA system can utilize same subcarriers to serve more users. As we know, the OFDMA system employs the orthogonality of the subcarriers to reduce the interference between each user. While the SCMA system utilize the same subcarriers to form more codebooks, then assign these codebooks to each user. These codebooks can be treated as orthogonal as the information conveyed by the codebooks can be decoded with limited interference by MPA successfully [8] .
Finite blocklength coding
In [17, 18] , the authors developed the FBL performance model for a single link transmission by applying a normal approximation. Later on in [23] , the third-order term of the normal approximation is further provided for the FBL model. In comparison to the Shannon capacity bound with the IBL assumption, the FBL performance bound is more accurate, especially when the blocklength is short. In particular, for an AWGN channel, the coding rate R (in bits per channel use) with error probability 0 < < 1, SNR γ , and blocklength v is shown to have the following asymptotic expression [23] :
where
Note that under a quasi-static fading model, each channel remains constant during a frame. In this work, we will apply the above the FBL coding rate model in our perframe optimal resource allocation. As the approximation has been shown to be accurate for a sufficiently large value of v [18, 23] , for simplicity we will employ it as the rate expression in our analysis.
Equation (3) facilitates the design in the URLLC networks, as it clearly illustrates the tradeoff between the target error probability e and blocklength v which directly influences the reliability and latency of URLLC transmissions. In particular, to fulfill the ultra-reliability, must be set small enough as the lower the error probability is the better the reliability is. On the other hand, the low-latency requirement is highly related to v as a smaller blocklength leads to a shorter transmission delay.
Optimal resource allocation
In this section, we study the optimal resource allocation policy for the considered network. First, the optimization problem is stated. Subsequently, the problem is relaxed and studied. Then, an iterative algorithm is proposed to tackle this problem according to the analysis.
Problem statement
Recall that, we are interested in supporting efficient URLLC transmissions. On the one hand, the served data rate for a UE k should satisfy the basic requirement of the UE, i.e., R k ≥ R req k for a UE k. On the other hand, the transmission via each channel is required to be reliable enough, i.e., the error probability of each user's transmission should be lower than a threshold th . This condition in terms of channel gain is |h k,n | 2 ≥ |h| 2 min , i.e., to support a reliable transmission for user k via a channel n, the channel gain |h k,n | 2 should be higher than the minimum required channel gain |h| 2 min . Consequently, when a codebook contains a channel whose channel gain is smaller than the minimum requirement |h| 2 min , it must be excluded as the transmission is no longer reliable. Hence, the feasible codebook set for a UE k is defined by
where is the integer set {1, 2, 3, . . . , C}.
It is possible that all the channels are extremely bad for a UE k, i.e., a reliable transmission for the user cannot be guaranteed. Then, we have C k = ∅, i.e., no codebooks can serve this user. Thus, this user must be eliminated from the feasible UEs set. We denote by K the feasible UEs set after the above UE elimination due to the random channel qualities. Then, each feasible UE in the set should be assigned codebooks and allocated power. Note that each UE has a basic data rate requirement and each transmission has a reliability constraint. This generally requires that the SNR of user k on an allocated codebook c cannot be lower than the basic SNR requirement, i.e., γ k,c ≥ γ min ≥ 0 dB The 0 dB lower bound is due to a practical assumption that to support a reliable transmission, the power of the signal at least should not be lower than the noise.
According to (3), the achievable coding rate from the BS to UE k, k ∈ K, via a codebook c is given by R γ k,c , th , v . The throughput (expected amount of bits successfully decoded) of the UE over all assigned codebooks is expressed as
We consider a general assumption that UEs may have different priorities. We model this by introducing w k as the weighted coefficient for UE k. Then, the weighted sum-rate over all UEs is given by k∈K w k R k . It is notable that the URLLC requirements have already been considered in this weighted sum-rate, i.e., the two parameters target error probability and blocklength v in (5). The former influences the reliability of the system while the latter affects the latency. Therefore, the maximization problem for optimally assigning codebooks and allocating power of the SCMA network in the FBL regime is formulated as
where D n is the maximal reuse time of subcarrier n (by codebooks). P tot and P max represent the total and the maximum transmit power of the BS. Moreover, constraint C1 guarantees that each UE can be served with a required rate while C2 ensures that the maximum transmit power of the BS cannot be exceed. Furthermore, C3 confirms that the SNR of user k on codebook c is greater than the basic SNR requirement. Constrains C4 and C5 together restrict that the codebooks are assigned to the UEs exclusively. Finally, C6 guarantees that each subcarrier can be reused with a maximum number D n .
Resource allocation policy
Obviously, Problem (6) is a mixed-integer non-convex problem, since the feasible set of S is not convex. In order to make the problem tractable, we first relax each S k,c from integer to a continuous interval, i.e., S k,c ∈ [0, 1]. Furthermore, we employ a new variable X = {X k,c } = {S k,c P k,c }, therefore, the SNR in (2) can be written as 
In the following, we propose the optimal resource allocation policy by solving Problem (8) . We start with the following proposition illustrating the convexity of Problem (8) . Note that the values for blocklength and decoding error probability in the proposition are useful for practical application.
Proposition 1 Problem ( 8) is a convex optimization problem when v ≥ 100 and ≥ 10 −20 .
Proof It holds that the objective function of Problem (8) is a linear combination of the coding rate expression R under FBL regime. As shown in (3), R is not a convex function. However, with the given assumption γ ≥ γ min = 0 dB, it is easy to prove that R is increasing and concave over γ for v ≥ 100 and ≥ 10 −20 . The first and second derivatives of R with respect to γ can be calculated as
where δ = 1 v Q −1 ( ), decreasing in v and . With the given constraints, the maximum value of δ is δ max = 1.085. For the first derivative, considering that γ ≥ 1, the fractional part in the bracket is always smaller than 1, thus, . Intuitively, φ(γ ) is increasing in δ and thereby decreasing in v and . Meanwhile, φ(γ ) is decreasing in γ for δ > 0 as well. By considering the condition γ ≥ 1 and substituting δ max into φ(γ ), we have φ(1) = −0.2175 < 0. Hence, φ(γ ) < 0 is true for all γ ≥ 1. In other words, ∂ 2 R ∂γ 2 < 0 always holds with the given constraints. Thus, we prove that the coding rate R is increasing and concave for γ > 0 dB while the blocklength and target error probability are of practical interest, i.e., v ≥ 100, ≥ 10 −20 . Obviously, the convexity of the objective function also holds as it is a linear combination of R. Furthermore, it can be seen that the feasible set of (8) is a convex set. Therefore, Problem (8) = P rmd P tot , ∀k ∈ K, c ∈ C. In addition, these sliced remainder power X k,c can be added to the optimal ones X * k,c accordingly, thus, form new power symbols denoted asX k,c , i.e.,X k,c = X * k,c + X k,c , ∀k ∈ K, c ∈ C. Obviously, the inequalityX k,c > X * k,c always holds. Thus, we can obtain another solution for Problem (8) by replacing each X * k,c withX k,c while keeping the optimal codebook assignment S unchanged, i.e., (X, S * ). Now, the values of the objective function for these two solutions must be compared. As all the other system parameters stay the same, the value of k∈K w k R k must increase with R k . Furthermore, from Eq. (5), we can see that the value of R k increases with R γ k,c , th , v . As proved in Proposition 1, we know that R is increasing in γ when v ≥ 100 and ≥ 10 −20 . And as given in Eq. (7), the value of γ k,c is increasing in X k,c while keeping β k,c and S k,c unchanged. Hence, based on the analysis above, the relationship between the value of the objective function and X k,c can be derived, i.e., k∈K w k R k is increasing in X k,c . As in the proposed new solution (X, S * ) and the assumed optimal solution (X * , S * ), the inequalityX k,c > X * k,c always holds for all k ∈ K and c ∈ C, which leads to the value of the objective function with solution (X, S * ) must be always greater than the one with the optimal solution (X * , S * ). Therefore, the assumption that (X * , S * ) is the optimal solution of Problem (8) is violated and the proposed proposition is proved.
As proven in Proposition 1, Problem (8) is a convex problem under the practical symbol blocklength and error probability constraints, i.e., v ≥ 100 and ≥ 10 −20 . We assume that these constraints are always satisfied in the following derivations. Therefore, based on Proposition 2, Problem (8) 
Since convexity and the Slater's constraint qualification are satisfied by (11) , strong duality holds. To increase the convergence speed, the partial Lagrangian method is utilized here, which is constructed as
where λ = {λ k , k ∈ K} is the Lagrange multipliers set for the inequality constraint C1 and μ is the multiplier for the equality constraint C2". Therefore, the dual problem is obtained as
Note that X and S in the objective function of Problem (13) can be decoupled and optimized separately as max
L. This allows us to obtain the corresponding optimal solutions of X and S first, then solve the outer minimization problem with λ and μ subsequently, i.e., Problem (13) can be efficiently solved by applying an iterative algorithm. Consequently, the operations in each iteration loop can be generalized into the following three steps:
Power allocation
In the first step, we determine/update the power allocation solution P * . In particular, by solving ∂L ∂X = 0, we have (14) . Based on the given values of λ, μ, and S, which are either with initialized values (if this is the first iteration loop) or updated values (from the previous iteration loop), P * can be obtained/updated by solving (14) .
The left side of (14) is a product of two terms within two brackets. Obviously, the optimal P * k,c has to at least make the value of either the first term or the second term be 0. In the following we discuss these cases respectively. To make the first term (in the first bracket) be zero, this requires
. Solving (15) with respect to y k,c results in six roots. Denote by y * k,c the optimal solution of y k,c . Then, y * k,c should be the one with the largest real value among all the six roots. In particular, as P k,c must be a positive real number, y * k,c should be greater than 1. Otherwise, there is no solution in this case. As long as we have y * k,c , the optimal power is determined, i.e., P * = 0. Combined with the power constraint in (8), the optimal power P * k,c under this case is
Codebook assignment
After determining the optimal power P * , the codebook assignment problem can be tackled. By substituting (16) into (12) and eliminating the terms not involving S, the maximization problem with variable S in (13) can be transferred to a linear program
, ∀k, c. It should be noted that C6 is guaranteed by the predefined mapping matrix T between codebooks and subcarriers when the constraints C4 and C5' are satisfied. And the optimal solution of problem (17) is given by
∀k ∈ K, c ∈ C k . Thus, the optimal codebook assignment matrix S * is obtained. 
Subgradient method
As P * and S * have been obtained, in the last step, we have to solve the outer minimization problem in (13) . It has been proven [8, 9] that applying the subgradient method can efficiently achieve the dual solutions. The subgradient method is an iterative method for tackling the convex minimization problems and can ensure the convergence when adopting to non-differentiable objective functions. In details, the update processes for λ k , k ∈ K and μ are
where ϕ k (t) and ψ(t) are small positive step sizes of λ k and μ in the t th iteration, respectively. It has been shown that the convergence can be guaranteed with properly selected step sizes [8, 9] . Combining the above three steps, we provide in Algorithm 1 the overall resource allocation policy solving problem (6) .
Algorithm 1 Iterative resource allocation algorithm
Require: Set ε 1 , ε 2 , λ k (0), μ(0), and t = 0.
1:
Obtain each P * k,c via (16).
4:
Obtain each S * k,c via (18).
5:
Update λ k and μ according to (19) and (20) . 6 : t = t + 1. 7: end while
Simulation results and discussion
We resort to Monte Carlo simulations to evaluate the performance of the proposed algorithm and to study how the blocklength, the target error probability and the SNR effect the FBL throughput. In the simulation, we compare the throughput performance of the proposed algorithm in the FBL regime with existing works which consider maximizing the Shannon capacity in the IBL regime. In particular, two groups of reference performances are provided. One is called "Shannon" results, i.e., the Shannon capacity in the IBL regime. The other one is called "Mixed" scheme results, which is the FBL throughput obtained by directly applying the optimal resource allocation solutions maximizing the Shannon capacity (in the IBL regime) to the FBL regime.
In all simulations, an SCMA downlink network with 1 BS and 5 UEs is considered. The Rayleigh multipath fading is employed here. We let the average channel gain for each UE is |h| 2 = 1 and set the minimum required channel gain |h| 2 min = 0.01. Thus, less than 1% UE cannot be served. Meanwhile, we set the path loss for each link to 80 dB. The noise power is δ = −80 dBm. And we let the average transmit power for each user be equal to 5 dBm.
In terms of SCMA, we set N = 4 and J = 2. Thus, the total available codebook is C = N J = 6. In addition, the power allocation fraction is α c,n = 0.5 when the subcarrier n is used by the codebook c, ∀c ∈ {1, 2, . . . , C}, n ∈ {1, 2, . . . , N}. Finally, we have a homogeneous assumption on UEs' requirements, i.e., R req k = 1 bits/ch.use and w k = 1.
To start with, the relationship between target error probability and throughput is illustrated in Fig. 3 . The blocklength is set to 100 symbols, i.e., corresponding to a latency critical scenario. Then, Fig. 3 actually demonstrates under a latency critical scenario the cost of guaranteeing a certain level of reliability with respects to the throughput. It can be observed that the Shannon capacity is constant in the error probability while the FBL throughputs of the mixed and the proposed schemes are increasing in the error probability. More importantly, the achievable performances under the FBL and IBL regimes (FBL throughputs vs. Shannon capacity) are significantly different. Moreover, there is also a considerable gap between the FBL throughput of the proposed algorithm and the one with the mixed scheme. In other words, directly applying the optimal resource allocation policy in the IBL regime to a URLLC network results in a considerable throughput loss. Finally, the above two performance gaps are decreasing in the error probability.
Next, we analyze in Fig. 4 the impact of the blocklength on the throughput performance. The error probability is set to 10 −5 , which ensures 99.999% system transmission correctness. In addition, note that in a URLLC network design, the (maximal allowed) blocklength is affine in the latency requirement. Hence, the results in Fig. 4 indicate the costs (with respects to throughput) of guaranteeing reliably of 99.999% under different latency constraints. Again, significant performance differences among the Shannon capacity, the FBL throughputs of the proposed policy, and the mixed scheme in the IBL regime are observed. These differences are reduced as the blocklength increases. This holds as the longer the blocklength is, the closer it is to the infinite blocklength. Thus, the performance gain achieved by considering the blocklength into the system design becomes less. Finally, we have done the same simulations with different setups of SNRs. The plots in these cases are quite similar to the plots in Figs. 3 and 4 and not provided in the paper, while it should be mentioned that the performance gaps between FBL and IBL regimes become relatively small in a high SNR region. In addition to the throughput, spectral efficiency and energy efficiency are also interesting performance indicators in the SCMA network design. In the system we considered in this work, all subcarriers have the same frequency occupancy. Hence, the plots for spectral efficiency against error probability or blocklength are just a scaling on the y-axis of Figs. 3 and 4 . On the other hand, for the energy efficiency, based on Proposition 2, we can derive that the energy consumption of all these schemes are the same, i.e., the maximum. Therefore, similar to the case for spectral efficiency, the energy efficiency can be treated as a scaling factor as well. In summary, both the energy and the spectral efficiency performance of these schemes are just scaling of their throughput plots. Hence, the proposed scheme always outperforms the mix-scheme with respects to throughput, spectral efficiency and energy efficiency.
Conclusions
In this work, we study an SCMA network supporting URLLC transmissions in the FBL regime. An optimal resource allocation policy is proposed to maximize the throughput. Via simulations, we evaluate the (achievable) FBL throughput performance of the considered network with the proposed resource allocation policy. In particular, we compare this (achievable) FBL throughput with the Shannon capacity in the IBL regime and with the FBL throughput obtained by applying the optimal solution of maximizing the Shannon capacity to the FBL model. Significant performance differences between these throughputs/capacity are observed, which confirm the necessity and contribution of this study: First, the system designs following the Shannon capacity are not accurate for the design of SCMA networks supporting URLLC transmissions. Moreover, a special design as provided in this work is necessary as the optimal solutions in the FBL regime and in the IBL regimes are different, i.e., directly applying the optimal resource allocation policy (from existing works) in the IBL regime to a URLLC network results in a considerable performance loss. Finally, this special design in the FBL regime is more beneficial for scenarios with a short blocklength or/and a rigorous reliability constraint.
In our future work, we will consider to employ the game theory-based resource allocation schemes, e.g., the swapmatching algorithm [7] , to SCMA networks and provide designs to enable the URLLC transmissions.
