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Abstract
We study positive solutions of the pseudoparabolic equation with a sublinear source in Rn. In this work,
the source coefficient could be unbounded and time-dependent. Global existence of solutions to the Cauchy
problem is established within weighted continuous spaces by approximation and monotonicity arguments.
Every solution with non-zero initial value is shown to exhibit a certain lower grow-up and radial growth
bound, depending only upon the sublinearity and the unbounded, time-dependent potential. Using the
lower grow-up/growth bound, we can prove the key comparison principle. Then we settle the uniqueness
of solutions for the problem with non-zero initial condition by employing the comparison principle. For the
problem with the zero initial condition, we can classify the non-trivial solutions in terms of the maximal
solutions. When the initial condition has a power radial growth, we can derive the precise asymptotic
grow-up rate of solutions and obtain the critical growth exponent.
Keywords: Pseudoparabolic equations, Global solutions, Uniqueness, Non-uniqueness, Grow-up rate,
Non-autonomous, Unbounded coefficient, Sublinear, Maximal solutions
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1. Introduction
We study the existence, uniqueness or non-uniqueness, and grow-up rate of solutions u = u(x, t) > 0 to
the semi-linear pseudoparabolic Cauchy problem{
∂tu−△∂tu = △u+ V (x, t)up x ∈ Rn, t > 0,
u(x, 0) = u0(x) x ∈ Rn,
(1.1)
where 0 < p < 1 is a constant, V, u0 > 0 are given continuous functions, and n > 1. In this work, the
potential function V can be non-autonomous (that is time-dependent) and unbounded. Our framework can
be applied to a more general equation of the form
∂tu− ν△∂tu = △u+ S(x, t, u) (1.2)
where ν > 0 is a constant and the source function S satisfies 0 6 S(x, t, u) . V (x, t)|u|p. This equation, of
course, includes the sublinear heat equations with unbounded non-autonomous source.
Pseudoparabolic equations are models of many important nonlinear physical systems (see for instance
[2, 5, 6, 18, 20] and the references therein). Also, in recent years, there has been a great interest in studying
nonlinear evolution equations with unbounded, or singular, and even time-dependent coefficients.
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When the viscosity term △∂tu is dropped, Eq. (1.1) becomes the heat equation which is closely related
with the pseudoparabolic equation [21, 22, 23, 24]. Nonlinear heat equations and systems on a (bounded or
unbounded) domain have been studied extensively and are quite well understood. However, the nonlinear
pseudoparabolic equations, especially those considered on an unbounded domain, have received very few
attentions. This could be explained from the difference of their Green kernels:
H(x, t) = F−1
(
e−t|ξ|
2
)
, G(x, t) = F−1
(
e−t|ξ|
2/(1+|ξ|2)
)
(1.3)
for the linear heat and pseudoparabolic equations, respectively. We note that if u ∈ S ′, a tempered distri-
bution, then H ∗ u ∈ S, however, we only have G ∗ u ∈ S ′ ([13]). In addition, H ≃ t−n/2e−|x|2/(4t) but there
is no an explicit expression for the pseudoparabolic kernel. In fact, the kernel G is very complicated, see
Eq. 2.5.
To our knowledge, the first study on positive solutions of semilinear pseudoparabolic equations on Rn is
the work by Cao et al. [8] (see also [14] for an inspiring work on real value solutions). They considered Eq.
(1.1) with a constant potential, that is
∂tu−△∂tu = △u+ up in Rn × (0,∞), (1.4)
for any constant p > 0. In the sublinear case, that is 0 < p < 1, they established the existence of solutions
within BC(Rn) , C(Rn) ∩ L∞(Rn) by the method of sub- and super-solutions, but left the uniqueness an
open problem. Recently, this problem was settled in [16]. It was found that the uniqueness is guaranteed
provided that the initial condition is non-trivial, whereas all non-trivial solutions with the zero initial
condition are shown to be the delays of the maximal solution u∗ = ((1 − p)t)1/(1−p). It is remarkable that
these are the same findings as that for the sublinear heat equation [1].
Let us explain our main results. In this work, we extend the results of [8] and [16]. The solutions to Eq.
(1.1) are studied in the non-local (or mild) formulation
u(x, t) = G(t)u0 +
∫ t
0
G(t− τ)B (V up) (x, τ)dτ, (1.5)
where B , (1 − △)−1 is the Bessel potential operator and G(t) , e−tB△ is the pseudoparabolic Green
operator (see (2.5). A part of this work is inspired by the work of J. Aguirre and M.A. Escobedo [1] on
the sublinear heat equation ∂tu = △u + up, 0 < p < 1. The techniques in that paper, like most other
studies on nonlinear heat equations, rely heavily on the explicit formula of the heat kernel and the scaling
(or self-similarity) property of the heat equaton. For our work on the pseudoparabolic equation, however,
we cannot follow their techniques because of the complicated green kernel and that (1.1) admits no obvious
scaling transformations. Our study reveals that such difficulty can be overcome and what we really need
are some qualitative properties (Lemma 2, Proposition 1) and asymptotic behaviors (Lemma 3) of B and G.
Additional difficulty arises from the unboundedness and time-varying of V in the source term, which was
not included in [1]. We overcome this difficulty by analysing the problem in the continuous spaces
BCa = BCa(R
n) , {ϕ ∈ C(Rn) : |ϕ(x)| 6 const · |x|a as |x| → ∞} , (1.6)
which is endowed with a weighted norm
‖ϕ‖R,a ,
∥∥∥(R2 + | · |2)−a2 ϕ∥∥∥
L∞
, (1.7)
where R > 0 and a > 0. By choosing R sufficiently large, we can establish the existence result within BCa.
The reason for using the norm ‖ · ‖R,a instead of the usual ‖ · ‖1,a as in [1] is that the operators B and G(t),
as t → 0+, behave ‘almost’ as contractions on BCa provided R is sufficiently large. See Proposition 1 (ii).
This property and the corresponding operator norm estimates play a crucial role throughout our study.
Some important preliminaries are given in Section 2. The global existence result of Eq. (1.1) is proved
in Section 3. We introduce a new dependent variable w such that w(·, t) ∈ Cb(Rn) = BC0 and study
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some approximate problems where the nonlinear term wp, which is not Lipschitz continuous at w = 0, is
replaced by Lipschitz continuous functionals F (w). The global existence and comparison principle for the
approximate problems can be proved by standard contraction mapping and Gronwall type arguments. Then
we prove the existence result of Eq. (1.1) using the monotonicity property of the approximated solutions.
We obtain the global existence result (Theorem 1) under the assumption that there is a continuous function
λ(t) > 0 such that V satisfies
V (x, t) . λ(t)|x|σ as |x| → ∞ and t→∞, where σ ∈ R, (H1)
and the solutions belong to BCa with
a >
σ+
1− p. (H2)
All the results in this work are applicable to many important potentials such as
V ∼ tk|x|σ , (log t)ν |x|σ , tk(log t)ν |x|σ ,
as |x| → ∞, t → ∞, where k, ν, σ ∈ R. Observe that the sublinearity of the source term always allows the
solutions to exist globally in time, no matter how the potential V behaves at infinity and regardless of the
initial condition u0. This is in contrast to the superlinear case p > 1, where it was shown in [17] that V
can induce the blowing up phenomena if 1 < p 6 1 + σ+2n or u0 is sufficiently large. The same phenomena
occurred in the heat equations.
We establish a lower bound for the grow-up (in time) and spatial (radial) growth of solutions in Section
4. The solutions of (1.1) will be expressed in both (1.5) and a modified formulation
µ(x, t) = u0 +
∫ t
0
Bµ(x, τ)dτ +
∫ t
0
e(1−p)τB (V µp) (x, τ)dτ, (1.8)
which is obtained by formally setting
u = e−tµ (1.9)
into (1.1). We prove in Lemma 4 and Corollary 1 that if µ solves (1.8) then u solves (1.5). By dropping
the nonlinear term, denoted N sµ (see also (4.11)), in (1.8) we can prove a preliminary estimate that
µ(t0) > C0e−δ|x| > 0, where δ > 1 and t0 > 0, provided u0 6= 0. Applying this lower estimate into µ > N sµ,
which is true by (1.8), and performing iteration, we can derive the lower grow-up/growth bound for the
solutions in Theorem 2. The main assumption for this result is that there is a continuous function λ(t) > 0
such that V satisfies
V (x, t) & λ(t)|x|σ as |x| → ∞ for all t > 0, where σ ∈ J+n , (H3)
and
J+n , {0} ∪ [(2− n)+,∞) (n > 1);
see (4.1). An important consequence of this lower grow-up/growth bound is that when V = λ(t)|x|σ , σ > 0
and λ(t) > 0 an arbitrary continuous function, the non-autonomous, unbounded sublinear source induces
the growth on the solutions at least as |x|σ/(1−p), at any time t > 0, even when the initial condition is
decaying. It also induces a grow-up rate at least as (
∫ t
0 λ(s)ds)
1/(1−p)tσ/(2(1−p)), see Theorem 2 and Remark
9. This result is adding to the already observed phenomenon in [1] and [16] that the sublinear source with
constant potential, in the heat equation and the pseudoparabolic equation, induces the grow-up rate (in
time) at least as t1/(1−p) on the solutions.
Next, in Section 5, we prove the key comparison principle (Theorem 4) assuming that
V (x, t) ∼ λ(t)|x|σ for all x ∈ Rn, t > 0, where λ(t) > 0, σ ∈ J+n (H4)
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and 0 < p < 1 is sufficiently small. More precisely, if V satisfies (5.1) where 0 < ϑ 6 ϑ are constants, then
the result of the theorem is true provided
0 < p < ε0(ϑ/v), (H5)
where ε0 > 0 is the constant given in (4.6); see Remark 10 (i). In proving the comparison principle, we
use the results in Proposition 1 that B and G(t), as t → 0+, behave almost as contractions and the lower
estimate of the grow-up/growth of solutions with non-trivial initial condition. This comparison principle is
optimal in view of Remark 10 (ii). Some variations of the comparison theorem is also presented (Corollary
2, Corollary 3). Using the comparison principle, the uniqueness of solutions (Theorem 5) for Eq. (1.1) is
established when the initial condition u0 6= 0.
In Section 6 we analyse Eq. (1.1) when the initial condition u0 = 0. That is we consider the problem{
∂tu−△∂tu = △u+ V (x, t)up x ∈ Rn, t > 0,
u(·, 0) = 0 x ∈ Rn. (1.10)
We begin by introducing the notion of maximal solution, for a potential V , and establish its uniqueness
(Theorem 6). For each potential V , the maximal solution is denoted by u∗V . Under the assumption (6.1),
we can classify the non-trivial solutions of (1.10) under various circumstances:
u =
(
(1 − p) ∫ [t−κ]+
0
λ(s+ κ)ds
) 1
1−p
if V = λ(t) > 0, a continuous function,
u = u∗V (x)([t− κ]+) if V = V (x) satisfying (6.1),
u = u∗V κ(x, [t − κ]+) if V = V (x, t) satisfying (6.16),
where κ > 0 is a constant. See Theorem 7, 8, and 9, respectively. It is remarkable that, in the first
circumstance, we have obtained the explicit formula for all non-trivial solutions in terms of λ(t). This is a
generalization of the result obtained in ([16]) when λ = 1. When the potential V is both x- and t-dependent,
a convexity condition is required to be imposed on the potential.
Finally, in Section 7, we study the asymptotic grow-up rate of solutions of (1.1) under the assumption
that u0 has a radial growth ∼ |x|a where a ∈ R. More precisely, we assume that
lim inf
|x|→∞
|x|−au0(x) = l1, lim sup
|x|→∞
|x|−au0(x) = l2, (H6)
where l1, l2 ∈ (0,∞) are constants and V satisfies. In Theorem 10, 11, and 12, we show that asymptotically
as t→∞, 
l1t
a
2 . ‖u(·, t)‖R,a . l2t a2 if a > ac,
l1t
a
2 . ‖u(·, t)‖R,a .ε l2t a2+ε if a = ac, for any ε > 0,
t
ac
2 . ‖u(·, t)‖R,a .ε lε2t
ac
2 +ε if a0 6 a < ac, for any ε > 0,
where
a0 =
σ
1− p , ac =
σ + 2(ν + 1)+
1− p .
It should be noted that, in the case a < ac, the coefficient on the left estimate is independent of l1 and
that on the right is weakly depending on l2. Thus, if the initial condition grows not too rapidly at infinity
(a < ac), then the grow-up of solutions to (1.1) is, asymptotically, controlled totally by the non-autonomous
unbounded sublinear source. On the other hand, at the critical growth exponent (a = ac), the source and
the initial condition are cooperated in controlling the asymptotic grow-up of solutions. Finally, if the initial
condition grows sufficiently rapidly (a > ac) the grow-up of solutions as t → ∞ is controlled totally by the
initial condition. The effect of the third order viscous term △∂tu is discussed in Remark 14. The result in
this section is inspired by corresponding works on the sublinear heat equations, see for instance [9, 11, 12, 25].
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2. Preliminaries
2.1. Basic results, function spaces, and notation.
We will need the following basic facts.
Lemma 1. Let 0 < p < 1.
(1) If x, y > 0 then |xp − yp| 6 |x− y|p.
(2) If g, λ ∈ C([0, T ]) with g, λ > 0 satisfy
g(t) 6
∫ t
0
λ(τ)g(τ)pdτ (t ∈ [0, T ]),
then
g(t) 6
(
(1 − p)
∫ t
0
λ(τ)dτ
) 1
1−p
(t ∈ [0, T ]).
In particular, if λ is a constant then g(t) 6 ((1 − p)λt)1/(1−p).
Proof. Part (1) can be proved by elementary calculus. Part (2) follows directly from Bihari’s inequality [7]
and that F (x) =
∫ x
0
t−pdt = x1−p/(1− p) has the inverse F−1(x) = ((1− p)x)1/(1−p). 
The phase spaces in this work are the spaces of weighted continuous functions:
BCa = BCa(R
n) = {ϕ ∈ C(Rn) : |ϕ(x)| 6 const · |x|a as |x| → ∞} , (2.1)
where a is any real number. BCa functions exhibit decay (or constant) at infinity if a 6 0, whereas they
can have at most a power growth of order a if a > 0. It is easy to see that BCa ( BCb for all a < b. The
space BCa is endowed with a norm
‖ϕ‖R,a =
∥∥(R2 + | · |2)− a2ϕ∥∥
L∞
, (2.2)
where R > 0 is a constant. Any two norms ‖ · ‖R,a, ‖ · ‖̺,a are equivalent, and BCa is a Banach space when
equipped with any of these norms.
Notation 1. Let 0 < T 6∞, a, d ∈ R, and R, ̺ > 0. We denote
(i) ZT,a = C ([0, T );BCa)
(ii) ‖ϕ‖ZT,a = sup
t∈[0,T )
‖ϕ(·, t)‖R,a
(iii) QT = R
n × [0, T )
(iv) Λ̺,d = (̺+ |x|2) d2 , Λ = (R2 + |x|2)− a2
(v) Jn = {s ∈ R : s(s+ n− 2) > 0} = (−∞, (2− n)−] ∪ [(2− n)+,∞), J+n = Jn ∩ [0,∞), so
Jn =

(−∞, 0] ∪ [1,∞) if n = 1,
R if n = 2,
(−∞, 2− n] ∪ [0,∞) if n > 3,
J+n =
{
{0} ∪ [1,∞) if n = 1,
[0,∞) if n > 2.
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(vi) In our study of semigroup properties (see Section 2.3), we will use the following notation. If w = w(x, t)
and τ > 0 we denote 
wτ (x, t) , w(x, t + τ),
w−τ (x, t) , w(x, [t − τ ]+),
w(τ) , w(·, τ),
w∗ ,Mw, w† ,Msw,
(2.3)
where M,Ms are defined by (2.12), (2.16) respectively. So w(τ) is a function of x and wτ , w∗, w† are
functions of x, t.
(vii) We also use the following standard notation: f . g if f 6 Cg for an (unimportant) constant C > 0;
f ∼ g if f . g and g . f ; a+ = a ∨ 0 and a− = a∧ 0 where x ∨ y = max{x, y} and x ∧ y = min{x, y}.
2.2. Bessel potential and (pseudoparabolic) Green operators
Assuming all data are sufficiently regular, then Eq. (1.1) is transformed via the Fourier transformation
into the non-local equation
∂tu = B△u+ B (V up) , u|t=0 = u0,
where B = (I −△)−1 is the Bessel potential operator defined by
Bu = F−1
(
1
1 + |ξ|2 û
)
= B ∗ u. (2.4)
By the Duhamel’s principle, then u satisfies (1.5) where
G(t)u = e−tetBu = e−t
∞∑
k=0
tk
k!
Bk ∗ u = G(x, t) ∗ u,
Bν(x) =
21−ν
Γ (ν)
|x| 2ν−n2 Kn−2ν
2
(|x|) for all real ν > 0,
(2.5)
and Kα is the modified Bessel function of the second kind. For more details, see [3, 14, 15].
Lemma 2.
(1) B and G(t) are positive operators on BCa.
(2) B1 = 1 and G(t)1 = 1 for all t > 0.
(3) For each d ∈ Jn (see Notation 1 (v)), we have
B (|x|d) > |x|d, G(t) (|x|d) > |x|d. (2.6)
Proof. Part (1) is obvious and (2) can be found in [16].
(3) As usual, let r = |x|. We have by direct calculation that
rd −△(rd) = rd − (rd)′′ − n− 1
r
(rd)′,
= rd−2
(
r2 − d(d+ n− 2)) 6 rd.
Applying B and using (1), we obtain B(rd) > rd. The second assertion is now immediate. 
Remark 1. If d ∈ R \ Jn = ((2 − n)−, (2− n)+), then the estimates in (2.6) are reverse.
We prove a key result about the boundedness of B and G(t) on BCa.
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Proposition 1. Let θ ∈ (0, 1), R > 0, a ∈ R, and Λ = (R2 + |x|2)− a2 .
(1) If a 6 0 and (1 − θ)R2 > −a(n− (a+ 2)−), then
BΛ 6 θ−1Λ. (2.7)
(2) If a > 0 and (1 − θ)R2 > a(n+ (a− 2)+), then we have
‖Bϕ‖R,a 6 θ−1‖ϕ‖R,a, ‖G(t)ϕ‖R,a 6 β(t)‖ϕ‖R,a, β(t) , e−(1−θ−1)t, (2.8)
for all ϕ ∈ BCa.
Proof. (1) Let us denote Λ = Σ−a/2 where Σ = R2 + r2. Then we have
Λ−△Λ = Λ− Λ′′ − n− 1
r
Λ′,
= Λ
(
1 + anΣ−1 − a(a+ 2)r2Σ−2) ,
> Λ
(
1 + anR−2 − (a(a+ 2)−)R−2
)
> θΛ,
where we have used that a 6 0, 0 6 Σ−1 6 R−2, 0 6 r2Σ−2 6 Σ−1 6 R−2, and the assumption on R.
Taking B, we get Λ = B(Λ−△Λ) > θBΛ hence (1) is true.
(2) Since ‖ϕ‖R,a = ‖Λϕ‖L∞, we have
Bϕ = B (Λ−1Λϕ) 6 B (Λ−1‖Λϕ‖L∞) = B(Λ−1)‖ϕ‖R,a.
Since a > 0, we get by (1) that B(Λ−1) 6 θ−1Λ−1 provided (1− θ)R2 > a(n− (−a+2)+) = a(n+(a− 2)−).
Thus
‖Bϕ‖R,a = ‖ΛBϕ‖L∞ 6 θ−1‖ϕ‖R,a,
‖G(t)ϕ‖R,a 6 e−tet‖B‖‖ϕ‖R,a 6 e−t+ tθ ‖ϕ‖R,a,
which are the desired estimates in (2). 
Remark 2. (i) Using Proposition 4 (1) and the same argument as above, it can be shown that
‖G(t)ϕ‖R,a 6 (1 + ct) a2 ‖ϕ‖R,a,
for some constant c = c(n, a) > 0, provided R is large enough. This estimate is of course sharper than
the one given in the proposition. For our work, however, the latter is enough.
(ii) If a ∈ [2− n, 0), of course n > 3, then Λ−1 −△(Λ−1) > Λ−1, hence B(Λ−1) 6 Λ−1. This implies
‖Bϕ‖R,a 6 ‖ϕ‖R,a.
It is now clear that G(t)(Λ−1) 6 Λ−1. Then ‖G(t)ϕ‖R,a 6 ‖ΛG(t)(Λ−1)‖L∞‖ϕ‖R,a and hence
‖G(t)ϕ‖R,a 6 ‖ϕ‖R,a.
These two boundedness results are true for all R > 0.
(iii) In our recent work [17] on superlinear pseudoparabolic equations (1.1) with p > 1, we have established
the boundedness of B and G(t) on weighted Lebesgue spaces
Lq,a = {ϕ ∈ L1loc(Rn) : ‖ϕ‖Lq,a , ‖(1 + | · |2)a/2ϕ‖Lq <∞}
where q ∈ [1,∞], a ∈ R. The proof is rather involved. It was shown that
‖Bϕ‖Lq,a 6 Cn,a‖ϕ‖Lq,a ,
‖G(t)ϕ‖Lq,a 6 Cn,q,a〈t〉
|a|
2 ‖ϕ‖Lq,a (t > 0).
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This result, of course, generalizes Proposition 1 (2). For the present investigation of sublinear equa-
tions, BCa is a more natural choice of function spaces the same as in the study of sublinear heat
equation ([1]). A novel idea in this work is that by using ‖ · ‖R,a instead of the usual norm ‖ · ‖R=1,a,
we gain a control over the operator norms of B and G(t). As was shown above, these linear operators
behave almost as contractions when θ → 1 by choosing R≫ 1.
We have the following pointwise lower estimate for the Bessel kernel.
Lemma 3. Let n > 1. Then we have
B(x) > b0φ0(x)e
−|x| for all x ∈ Rn, (2.9)
where b0 > 0 is a constant and
φ0(x) =
{
|x| 1−n2 if n 6= 2 or |x| > 1,
1− ln |x| if n = 2 and |x| < 1. (2.10)
Proof. This lemma has already appeared in [16], but for completeness we present a proof. It is well-known
(see [3], Lemma 4 in [17]) that B is radial, strictly decreasing in r = |x|, and
B ∼
{
r
1−n
2 e−r as r→∞
ξ(r) as r→ 0 where ξ(r) =

1 if n = 1,
1− ln r if n = 2,
r2−n if n > 3.
Thus we can choose C1, C2 > 0 so that B > C1r
1−n
2 e−r for all r > 1 and B > C2ξ(r) for all 0 < r < 1.
The desired estimate is trivial when n = 2. If n 6= 2, one can verify directly that ξ > r 1−n2 e−r for all
0 < r < 1. Then by taking C = min{C1, C2}, we obtain the desired estimate as well. 
2.3. Mild solutions, (mild) super and subsolutions; semigroup properties
We specify the notion of solutions considered in this work.
Definition 1. Let 0 < T 6 ∞ and a ∈ R. By a positive (mild) solution of (1.1) we mean 0 6 u ∈ ZT,a
which satisfies (1.5), or equivalently,
u =Mu on QT , (2.11)
where
Mu =M(u0,V )u , G(t)u0 +
∫ t
0
G(t − τ)B [V up] (x, τ)dτ. (2.12)
In the case T =∞, u is said to be a global solution.
We will also need the following variant of the above definition. By formally setting
u = e−tµ (2.13)
into (1.1), we get the equation ∂tµ−△∂tµ = µ+ e(1−p)tV (x, t)µp and the non-local equation
∂tµ = Bµ+ e(1−p)tB [V µp] . (2.14)
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Definition 2. A function u is said to be a positive s-(mild) solution of (1.1) if µ , etu ∈ ZT,a for some
0 < T 6∞ and a ∈ R, and µ satisfies (1.8), or equivalently,
µ =Msµ on QT , (2.15)
where
Msµ =Ms(u0,V )µ , u0 +
∫ t
0
Bµ(τ)dτ +
∫ t
0
e(1−p)τB [V µp] (x, τ)dτ. (2.16)
Remark 3. Under the assumptions in this work, nontrivial solutions to Eq. (1.1) exhibit a regularization
effect in the sense that, for any t > 0, the solutions u(t) ∈ BCa with a > 0, even if the initial condition
u0 ∈ BCb with b < 0, i.e. u(t) is growing (in x) whereas u0 is decaying! In view of that BCb ⊂ BCa, so the
underlying function spaces, in the above definitions, can be taken to be ZT,a with a > 0.
Remark 4. (i) In the case that the data V, u0 are sufficiently regular, e.g. in Ho¨lder classes, and V =
V (x), it was shown in [17] every mild solution of the pseudoparabolic equation (1.1) is classical. Thus
the above two definitions coincide in this case.
(ii) It will be shown that the notion of s-mild solutions is ‘stronger’ in the sense that every s-mild solution
of (1.1) is a mild solution. See Lemma 4 below.
(ii) (Mild) supersolutions (respectively, subsolutions) are defined by requiring
u >Mu on QT (resp., u 6Mu on QT ). (2.17)
We define s-(mild) super and subsolutions in a similar fashion using Ms.
Lemma 4. Let 0 6 u ∈ ZT,a where 0 < T 6∞ and a > 0.
(1) If u is an s-supersolution of (1.1), then u is a supersolution.
(2) If u is an s-subsolution of (1.1), then u is a subsolution.
Proof. A proof for part (1) can be found in [16]. However, we sketch it again here for completeness sake
and also because its idea will be used in proving part (2).
(1) Recall B is a positive operator. Setting µ = etu into the inequality µ >Msµ, then u satisfies
u > e−tu0 +
∫ t
0
e−(t−τ)Bu(τ)dτ +
∫ t
0
e−(t−τ)B [V up] (τ)dτ = v + Fu+ Fw, (2.18)
where
v = e−tu0, Fϕ ,
∫ t
0
e−(t−τ)Bϕdτ, and w = V up. (2.19)
Since Bu > 0, we have u > I0 , v + Fw. By iterating (2.18), u > I1 , I0 + FI0 = (1 + F)v + (F2 + F)w,
u > I0 + FI1 = (1 + F + F2)v + (F3 + F2 + F)w , I2, and generally
u > Ik , I0 + FIk−1
= (1 + F + · · ·+ Fk)v + (Fk+1 + · · ·+ F)w (k > 1).
We calculate Fkv and Fkw. For any k > 1, it is easy to see that
Fkv = e−t t
k
k!
Bku0,
Fkw =
∫ t
0
e−(t−τ)
(t− τ)k−1
(k − 1)! B
k [V up] (τ)dτ,
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where the latter is true by Fubini’s theorem. From the preceding three estimates, we conclude that
u > lim
k→∞
Ik =
∞∑
k=0
Fkv +
∞∑
k=1
Fkw,
= G(t)u0 +
∫ t
0
G(t− τ)B [V up] (τ)dτ =Mu,
which is the desired result.
(2) We perform an iteration similar to (1). Since u is an s-mild sub-solution, it follows that u satisfies
u 6 v + Fu+ Fw = I0 + Fu,
where v,F , w, I0 are the same as above. By iteration, u 6 I0 + F(I0 + Fu) = I1 + F2u, and generally
u 6 I0 + F(Ik−1 + Fku) = Ik + Fk+1u (k > 0),
where Ik is the same as in part (1). As above, Ik →Mu, so it suffices to show that
Fku→ 0 as k →∞.
Let t0 ∈ (0, T ). We choose θ ∈ (0, 1) such that
θ−1(1 − e−t0) =: γ < 1,
and R > 0 sufficiently large according to Proposition 1 (2). If 0 < t 6 t0, then
‖Fu(τ)‖R,a 6
∫ t
0
e−(t−τ)θ−1‖u(τ)‖R,adτ,
6 γ sup
[0,t0]
‖u(τ)‖R,a = γ‖u‖Zt0,a .
Thus we have ‖Fv‖Zt0,a 6 γ‖v‖Zt0,a which implies
‖Fku‖Zt0,a 6 γk‖u‖Zt0,a → 0 as k →∞.
Now 0 6 ΛFku 6 ‖Fku‖Zt0,a → 0 on Qt0 . So Fku→ 0 pointwise as k →∞. 
Corollary 1. If u is an s-solution of (1.1), then it is a solution.
Finally, we present some semigroup properties for the problem (1.1).
Lemma 5. Let τ ∈ (0, T ) and 0 6 u ∈ ZT,a.
(1) If u is a supersolution (respectively, subsolution) of (1.1) on (0, T ), then uτ satisfies
uτ >M(u∗(τ),V τ )uτ on QT−τ
(
resp., uτ 6M(u∗(τ),V τ )uτ on QT−τ
)
. (2.20)
(2) If u is a solution of (1.1) on (0, T ), then uτ satisfies
uτ =M(u(τ),V τ )uτ on QT−τ . (2.21)
Proof. It suffices to prove (1). Let u be a supersolution of (1.1). So it satisfies u(t + τ) >Mu(t + τ) on
QT−τ . Since
Mu(t+ τ) = G(t+ τ)u0 +
∫ t+τ
0
G(t+ τ − s)B[V up](s)ds,
= G(t)
(
G(τ)u0 +
∫ τ
0
G(τ − s)B[V up](s)ds
)
+
∫ t+τ
τ
G(t+ τ − s)B[V up](s)ds,
= G(t)u∗(τ) +
∫ t
0
G(t− s)B[V up](s+ τ)ds (see (2.3)),
=M(u∗(τ),V τ )uτ (t),
it follows that uτ >M(u∗(τ),V τ )uτ as claim. The second assertion is also true. 
10
Remark 5. The semigroup property of s-sub (and s-super) solutions is a bit different. One can show that
Msµ(t+ τ) =Ms(µ†(τ),e(1−p)τV τ)µ
τ (t).
If u is an s-supersolution and u˜ , uτ , for a fixed τ > 0, then µ˜ , etu˜ = e−τµτ satisfies
µ˜ >Ms(e−τµ†(τ),V τ )µ˜ (on QT−τ ), (2.22)
where µ† =Msµ. Similar statements hold for s-solutions and s-subsolutions.
3. Global existence
We establish the global existence of solutions for the Cauchy problem (1.1) under the assumption (H1).
Fix θ ∈ (0, 1) and R > 1 such that Proposition 1 is true and let τ0 > 0. The assumption (H1) implies that
V satisfies
0 6 V (x, t) 6 ϑ
(
max
[0,τ0]
λ
)(
R2 + |x|2)σ+2 (on Qτ0), (3.1)
for some constant ϑ > 0 independent of τ0. Let Λ =
(
R2 + |x|2)−a/2 where a satisfies (H2).
Lemma 6. Assume (H1) (see (3.1)) and (H2). Then
Λ−pV 6 ϑ
(
max
[0,τ0]
λ
)
Λ−1 (on Qτ0). (3.2)
Thus, for all ϕ ∈ BCa and t 6 τ0, we have
‖G(t)B (V ϕp)‖R,a 6 Υβ(t)‖ϕ‖pR,a, Υ = Υ (τ0) , θ−1ϑ
(
max
[0,τ0]
λ
)
. (3.3)
Proof. By (H2), we have σ+ + ap 6 a. Hence
Λ−pV 6 ϑ
(
max
[0,τ0]
λ
)(
R2 + |x|2)σ++ap2 6 ϑ(max
[0,τ0]
λ
)
Λ−1,
where we have used (3.1) and that R > 1. By Proposition (1) (2) and the preceding estimate, we have
‖G(t)B (V ϕp)‖R,a 6 θ−1β(t) ‖ΛV ϕp‖L∞ ,
6 θ−1ϑ
(
max
[0,τ0]
λ
)
β(t)‖(Λϕ)p‖L∞ 6 Υβ(t)‖ϕ‖R,a,
which is the desired estimate. 
Now we prepare to solve the problem. Observe that 0 6 u ∈ Zτ0,a is a solution of (1.1) if and only if the
function
w = Λu ∈ Zτ0,0 (3.4)
satisfies the integral equation
w(t) = ΛG(t)u0 + Λ
∫ t
0
G(t− τ)B (Λ−pV wp) (τ) dτ (on Qτ0). (3.5)
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The function w 7→ wp is not Lipschitz continuous near w = 0 when 0 < p < 1, so we cannot employ the
standard contraction mapping technique directly to solve (3.5). An approximation argument is needed (see
for instance [1],[26]).
We consider F : R→ R such that
F ∈ Lip(R), F ′ > 0, F (0) = 0, (3.6)
and then solve the following problem: Find 0 6 w ∈ Zτ0,0 satisfying
w = Kw (on Qτ0), where
Kw(t) , ΛG(t)u0 + Λ
∫ t
0
G(t− τ)B (Λ−pV F (w)) (τ) dτ. (3.7)
Whenever the dependence on u0, F is important, K will be denoted by K(u0,F ).
Proposition 2. Assume (H1) (see (3.1)), (H2), and (3.6). If u0 ∈ BCa then Eq. (3.7) admits a unique
solution w ∈ Zτ0,0, and if u0 > 0 then w > 0. In particular, the solution can be extended globally in time to
w ∈ Z∞,a.
Proof. Fix θ ∈ (0, 1) and R > 1 satisfying Proposition (1). For convenience, we use ‖·‖ = ‖·‖R,a = ‖Λ·‖L∞.
By (3.6), there is a constant l > 0 such that
|F (s)| 6 l|s| for all s ∈ R.
First we solve the local problem. Let T > 0. The Banach space X , ZT,0 is equipped with the norm
‖w‖X = sup
[0,T ]
‖w(t)‖L∞ .
w is a solution of (3.7) on [0, T ] if and only it is a fixed point of K on X .
Let us show that K is a self-map on X . For w ∈ X , we have by Proposition 1 (2) and Lemma 6 that
‖Kw(t)‖L∞ 6 ‖G(t)u0‖+
∫ t
0
∥∥G(t− τ)B (Λ−pV F (w)) (τ)∥∥ dτ,
6 β(t)‖u0‖+ Υ
∫ t
0
β(t− τ)‖F (w)(τ)‖L∞dτ,
6 β(t)‖u0‖+ Υ l
∫ t
0
β(t− τ)‖w(τ)‖L∞dτ,
6 β(T ) (‖u0‖+ Υ lT ‖w‖X ) .
Thus Kw(t) ∈ L∞ for all t ∈ [0, T ]. It is also clear that Kw(t) ∈ C(Rn) so Kw(t) ∈ BC0. For s, t ∈ (0, T ],
one can argue as above to get that
‖Kw(s) −Kw(t)‖L∞ 6 ‖(G(t)− G(s))u0‖+ Υ lβ(T )‖w‖X |s− t| → 0
as |s− t| → 0. So t 7→ Kw(t) is continuous, hence Kw ∈ X . Also, note that K satisfies the estimate
‖Kw‖X 6 β(T ) (‖u0‖+ Υ lT ‖w‖X ) . (3.8)
Let D > 0 be a number to be specified and define
XD = {w ∈ X : ‖w‖X 6 D}. (3.9)
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We show that K is a self-map on XD provided D is sufficiently large and T is sufficiently small. Let w ∈ XD.
By (3.8), we have ‖Kw‖X 6 D, provided T,D satisfy
β(T )‖u0‖ 6 D
2
and Υ lβ(T )T 6
1
2
.
The second condition is true if T > 0 is chosen sufficiently small and it can be achieved depending only
upon Υ, θ, l and is independent of u0. Next we choose D > 0 large, depending upon T and u0, to fulfil the
first condition. Fix such a choice of D,T then we obtain K : XD → XD.
We show that K is a contraction. Let w, ω ∈ XD. By the property of F and Lemma 6, then
‖Kw −Kω‖X 6 sup
t∈[0,T ]
∫ t
0
∥∥G(t− τ)B (Λ−pV |F (w)− F (ω)|) (τ)∥∥ dτ,
6 sup
t∈[0,T ]
Υβ(t)
∫ t
0
‖(F (w) − F (ω)) (τ)‖L∞ dτ,
6 Υ lβ(T )T ‖w− ω‖X 6 1
2
‖w − ω‖X .
Hence, K : XD → XD is a contraction as desired.
By the Banach fixed point theorem, there is a unique mild solution w to the Cauchy problem (3.7) which
is defined on the time interval [0, T ]. Note that T depends only on ϑ, θ, l and is independent of u0.
The semigroup property of the integral equation w = Kw is
wT (t) = ΛG(t) (Λ−1w(T ))+ Λ ∫ t
0
G(t− τ)B (Λ−pV TF (wT )) (τ) dτ (on Qτ0−T ),
which is almost the same as the equation w = Kw except for the replacement u0 → Λ−1w(T ) and V → V T ,
where V T , wT are the translations by time T . Since the local existence time T for the equation w = Kw
is independent of u0 and the potential V
T satisfies (3.1) on Qτ0−T , we can apply the preceding result to
obtain a unique solution w on
[T, 2T ], [2T, 3T ], . . . and so forth.
Hence the mild solution w can be extended to [0, τ0].
The assertion that w > 0 provided u0 > 0 follows from Picard iteration and (3.6). See also the following
proposition. Applying the above semigroup property and the existence result on [0, τ0] for any τ0 > 0, the
solution w can be extended to [τ0, 2τ0], [2τ0, 3τ0], and so on. Therefore w exists globally in time. 
Next we prove a comparison result for Eq. (3.5).
Proposition 3. Assume (H1) (see (3.1), (H2), and (3.6). If w > 0 and ω > 0 satisfy
w > K(u0,V )w on Qτ0 , ω 6 K(v0,V )ω on Qτ0, (3.10)
and u0 > v0 on Rn, then w > ω on Qτ0 . In particular, if u0 > 0 then w > 0.
Proof. Since v0 6 u0, we have ΛG(t)(v0 − u0) 6 0. Since (F (ω)− F (w))+ 6 l(ω − w)+, we have
(ω − w)(t) 6 Λ
∫ t
0
G(t− τ)B (Λ−pV (F (ω)− F (w))+) (τ)dτ,
6 l
∫ t
0
∥∥G(t− τ)B (Λ−pV (ψ − w)+) (τ)∥∥R,a dτ,
6 Υ l
∫ t
0
β(t− τ)‖(ω − w)+(τ)‖L∞dτ (by Lemma 6),
6 Υ lβ(t)
∫ t
0
‖(ω − w)+(τ)‖L∞dτ.
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Let ζ(t) = ‖(ω − w)+(t)‖L∞ . Then the continuous function ζ satisfies the differential inequality
ζ(t) 6 Υ lβ(t)
∫ t
0
ζ(s) ds.
By Gronwall’s inequality, we conclude that ζ ≡ 0. Therefore w > ω. 
The following elementary result will also be useful.
Lemma 7. Let a ∈ R. If ϕ ∈ BCa and ϕ > 0, then
G(t)ϕ > e−tϕ on Q∞.
Proof. Since u = G(t)ϕ > 0 solves the linear problem ∂tu −△∂tu = △u, u(·, 0) = ϕ, in the sense of mild
solutions. So the function µ = etu satisfies
µ(t) = ϕ+
∫ t
0
Bµ(τ) dτ.
Since µ > 0, we have µ > ϕ. Hence G(t)ϕ = e−tµ > e−tϕ as needed. 
We can now state and prove our main global existence result.
Theorem 1 (Global existence). Assume (H1) (see (3.1)) and (H2). If u0 ∈ BCa with u0 > 0, then (1.1)
has a global solution
0 6 u ∈ Z∞,a.
Remark 6. In this theorem, if u0 ∈ BCa with a < a0 , σ+1−p , i.e. (H2) is not true, we still can apply the
result of this theorem to get a global mild solution
0 6 u ∈ Z∞,a0 ,
because u0 ∈ BCa0 . The path t 7→ u(t) is continuous in BCa0 but it is not continuous when considered in
BCa. In fact, as will be seen in the next section, the solution lies in BCa0 \BCa for all t > 0. In particular,
if σ > 0 and a 6 0, the unbounded sublinear source induce an instantaneous growth even when the initial
condition is a decay (or bounded) function.
Proof (Theorem 1). For eachm ∈ N, let Fm be a function satisfying (3.6) and Fm(s) = sp for all s > m−2.
One can choose for example,
Fm(s) =

m2(1−p)s if 0 6 s 6 m−2,
sp if s > m−2,
−Fm(−s) if s < 0.
Fix u0 ∈ BCa and let u0,m = u0 + 1mΛ ∈ BCa. Let 0 6 wm ∈ Z∞,0 be the unique mild solution of (3.7)
with F, u0 replaced by Fm, u0,m. This means wm satisfies
wm(t) = ΛG(t)u0,m + Λ
∫ t
0
G(t− τ)B (Λ−pV Fm(wm)) (τ)dτ. (3.11)
Since Fm(wm) > 0 and u0,m > 1mΛ , we have by Lemma 7 that
wm > ΛG(t)u0,m > e
−t
m
(m > 1). (3.12)
Claim 1. For each τ0 > 0, there is N > 0 such that {wm}∞N is pointwise non-increasing on Qτ0 .
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Proof. Choose N > eτ0 . Let (x, t) ∈ Qτ0. If m > N then m > et so
wm >
1
m2
(on Qτ0). (3.13)
By the choice of Fm, we have Fm(s) = s
p for all s > 1m2 . This implies{
Fm(wm) = w
p
m, and
Fℓ(wm) = w
p
m = Fm(wm)
(3.14)
on Qτ0 for all ℓ > m > N . The latter means that wm, wℓ satisfy wm = K(u0,m,Fℓ)wm and wℓ = K(u0,ℓ,Fℓ) on
Qτ0. Since u0,ℓ 6 u0,m, it follows by Proposition (3) that wℓ 6 wm on Qτ0 . 
In view of the claim, we can define the function w : Q∞ → R by the pointwise limit:
w(x, t) = lim
m→∞
wm(x, t). (3.15)
Clearly
w ∈ L∞loc ([0,∞);L∞(Rn)) and w > 0.
Claim 2. The function w satisfies (3.5) on Q∞.
Proof. Let τ0 > 0 and m > N > eτ0 . Then we have, on QT , by (3.14) that
wm(t) = ΛG(t)u0 + 1
m
ΛG(t)Λ−1 + Λ
∫ t
0
G(t− τ)B (Λ−pV wpm) (τ)dτ (on Qτ0). (3.16)
By the proof the first claim, we have wN > 1/N2 hence w
p
N = w
p−1
N wN 6 N
2(1−p)wN . This implies that
the integral on the right hand side of (3.16) when m = N is convergent:
Λ
∫ t
0
G(t− τ)B [Λ−pV wpN ] (τ) dτ 6 ΥN2(1−p)τ0β(τ0)‖wN‖Zτ0,0 <∞. (3.17)
We take m → ∞ in (3.16) pointwise. The left hand side converges to w. On the right hand side, the
first term is constant while the second term converges to zero. For the third term, we apply the monotone
convergence theorem to conclude that it converges to Λ
∫ t
0 G(t− τ)B (Λ−pV wp) (τ) dτ . Thus, as m→∞,
w = ΛG(t)u0 + Λ
∫ t
0
G(t− τ)B (Λ−pV wp) (τ) dτ (on Qτ0). (3.18)
This is true for arbitrary τ0 > 0 so the claim is true. 
We finish the proof of Theorem 1. We set u = Λ−1w > 0. It was shown that Λu(t) ∈ L∞ and u satisfies
u =Mu on Q∞. Using Proposition 1 (2), one can readily check that Mu(t) ∈ BCa. Finally, one can argue
as in Proposition 2 to find that t 7→ Mu(t) is continuous. Therefore u = Mu ∈ C([0,∞);BCa) is a mild
solution of the Cauchy problem (1.1). 
4. Lower grow-up rate
In this section, we prove a lower grow-up result for solutions of (1.1). We assume that u0 is a non-negative
continuous function and u0 6= 0. We also assume the potential V satisfies (H3), i.e.
V (x, t) > λ(t)|x|σ (|x| > 1, 0 < t < τ0), (4.1)
where λ(t) > 0 is a continuous function and σ ∈ J+n . Here it is no loss of generality in considering “|x| > 1”
instead of a slightly more general case that “|x| > R0” for some R0 > 0. See also Remark 7 below.
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Lemma 8. If 0 6 µ ∈ ZT,a satisfies
µ(t) > u0(x) +
∫ t
0
Bµ(τ)dτ (on QT ), (4.2)
then, for δ > 1 and 0 < t0 < T , there is a constant C0 = C0(δ, t0, u0) > 0 such that∫ t0
0
Bµ(τ)dτ > C0e−δ|x| (on Rn). (4.3)
In particular, if u is an s-supersolution of (1.1) and µ = etu, then
µ(t0) >Msµ(t0) > C0e−δ|x| (on Rn). (4.4)
Proof. Since B is a positive operator and µ > 0, we have by (4.2) that µ > u0 on QT . Since u0 > 0 and
u0 6= 0, we have Bu0 = B ∗ u0 > 0 on QT . We define
α0 ,
t0
2
min
|x|62
Bu0 ⇒ α0 6 min|x|62, t0/26t6t0
∫ t
0
Bµ(x, τ)dτ.
Clearly α0 > 0. If |x| 6 2 then
∫ t0
0 Bµ(x, τ)dτ > α0 > C1e−δ|x|. By (4.2), it follows that µ(y, t) > α0 for all|y| 6 1, t0/2 6 t 6 t0. If |x| > 2 then we have by Lemma 3 that∫ t0
0
Bµ(x, τ)ds >
∫ t0
t0/2
∫
|y|<1
B(x− y)µ(y, τ) dydτ,
> α0b0
t0
2
∫
|y|<1
|x− y|−n−12 e−|x−y|dy (∵ |x− y| > 1),
> α0b0
t0
2
e−(|x|+1)
∫
|y|<1
|x− y|−n−12 dy,
> α0b0
t0
2
e−|x|(1 + |x|)− n−12 > C2e−δ|x|.
Taking C0 = C1 ∧C2, the desired estimate then follows. 
Lemma 9. Assume V satisfies (H3). There are a constant ε0 > 0 and a non-increasing function η : R→ R,
η > 0, such that the following properties hold. For any P > 0, we have
B
(
V e−P |·|
)
> η(P )λ(t)e−P |x| (on Qτ0), (4.5)
and for any d > 0 we have
B (V |x|d) > ε0λ(t)|x|σ+d (on Qτ0). (4.6)
If d is bounded, then ε0 > 0 can be chosen independent of d.
Proof. By Lemma 3, the Bessel potential kernel satisfies B > b0φ0(x)e−|x| > 0. Using (4.1), then we have
B
(
V e−P |·|
)
=
∫
B(y)V (x− y, t)e−P |x−y|dy,
> b0λ(t)
∫
|x−y|>1
φ0(y)e
−|y||x− y|σe−P (|x|+|y|)dy,
> b0λ(t)e
−P |x|
∫
|x−y|>1
φ0(y)e
−(1+P )|y||x− y|σdy = Kλ(t)e−P |x|,
where K , b0
∫
|x−y|>1
φ0(y)e
−(1+P )|y||x− y|σdy.
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If |x| 6 2 and |y| > 4, then |x− y| > |y| − |x| > |y|2 > 1, hence
K > b0ωn
∫ ∞
4
φ0(r)e
−(1+P )r
(r
2
)σ
rn−1dr =: η1(P ).
If |x| > 2 and |y| 6 |x|2 , then |x− y| > |x| − |y| > max{1, |y|}, hence
K > b0ωn
∫ 1
0
φ0(r)e
−(1+P )rrσ+n−1dr =: η2(P ).
η1, η2 are finite because
∫∞
0
φ0(r)e
−(1+P )rrn+σ−1dr < ∞. Also, η1, η2 > 0. Setting η = min{η1, η2}, the
estimate (4.5) then follows.
To prove (4.6), we employ as above to get
B (V |x|d) > λ(t)K, K , b0 ∫
|x−y|>1
φ0(y)e
−|y||x− y|σ+ddy.
If |x| 6 2 and |y| > 4 then |x− y| > 1 > |x|2 hence
K > ε1|x|σ+d, ε1 , b0ωn2−(σ+d)
∫ ∞
4
φ0(r)e
−rrn−1dr.
If |x| > 2 and |y| 6 |x|2 , then |x− y| > |x|2 > 1, hence
K > ε2|x|σ+d, ε2 , b0ωn2−(σ+d)
∫ 1
0
φ0(r)e
−rrn−1dr.
Taking ε0 = min{ε1, ε2} the estimate (4.6) then follows. 
Remark 7. (i) Observe that, in the assumption (4.1), we assume no control of V (·, t) on B1(0). If (4.1)
holds on Rn× (0, τ0) instead, then we can apply the fact that B(|x|d) > |x|d when d ∈ J+n (Lemma (2)
to deduce that ε0 = 1. Also note that ε0 = ε0(R0) if the assumption (4.1) is assumed for |x| > R0.
(ii) The results of the above lemma and the following theorem can be generalized to a potential V satisfying
V (x, t) >
N∑
k=1
λk(t)|x− xk|σk (∀ k, |x− xk| > Rk, 0 < t < τ0), (4.7)
where xk ∈ Rn, σk ∈ J+n , and λk(t) > 0 are continuous functions, for all k.
We prove the following preliminary version of lower grow-up rate of solutions of (1.1).
Theorem 2 (Lower grow-up estimate). Assume (H3) (see (4.1) and 0 6 u0 ∈ C(Rn), u0 6= 0. If u > 0
is an s-supersolution of Eq. (1.1) on Qτ0 , then u satisfies
u(x, t) >
(
ε0(1 − p)|x|σ
∫ t
0
λ(τ)dτ
) 1
1−p
(on Qτ0), (4.8)
where ε0 > 0 is the constant occurred from the estimate (4.6).
Let us use the notation
λ∗(t) =
∫ t
0
λ(τ) dτ. (4.9)
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Proof. Let δ > 1 be such that P , δp ∈ (0, 1). We split the proof into several steps. In Step 1-4, we
establish the theorem assuming that
u0(x) > C0e
−δ|x| (on Rn),
for some constant C0 > 0. The general case will be proved in Step 5 using lemma (8).
Step 1. Let µ = etu and q = 11−p .
Claim 3. We have
µ(x, t) > (ε0|x|σ(1− p)λ∗(t))q (on Qτ0). (4.10)
Proof (Claim 3). Fix (x, t) ∈ Qτ0 . The claim will be proved by repeatedly applying the fact that
µ > N sµ ,
∫ t
0
B (V µp) (τ) dτ, (4.11)
which is true because µ >Msµ and e(1−p)τ > 1. Since u is an s-supersolution, we have µ > u0 > C0e−δ|x|.
In QT , using Lemma 9 we have
µ > N s
(
C0e
−δ|·|
)
= Cp0
∫ t
0
B
[
V e−P |·|
]
(τ) dτ,
> Cp0η(P )e
−P |x|
∫ t
0
λ(τ)dτ,
= C1λ1(t)e
−P |x| where C1 , C
p
0η(P ), λ1(t) , λ∗(t).
Using this estimate, the fact that 0 < p < P < 1, and Lemma 9, we perform an iteration to get
µ > N s
(
C1λ1(t)e
−P |·|
)
> Cp1
∫ t
0
λ1(τ)
pB
[
V e−P
2|·|
]
(τ) dτ,
> Cp1η
(
P 2
)
e−P
2|x|
∫ t
0
λ(τ)λ1(τ)
pdτ,
= C2λ2(t)e
−P 2|x| where C2 , C
p2
0
[
η(P )pη
(
P 2
)]
, λ2(t) =
∫ t
0
λ(τ)λ1(τ)
pdτ.
Continuing the iteration, we get
µ > N s
(
C2λ2(t)e
−P 2|·|
)
> Cp2
∫ t
0
λ2(τ)
pB
[
V e−P
3|·|
]
(τ) dτ,
> Cp2η(P
3)e−P
3|x|
∫ t
0
λ(τ)λ2(τ)
pdτ,
= C3λ3(t)e
−P 3|x| where C3 , C
p3
0
[
η(P )p
2
η(P 2)pη(P 3)
]
, λ3(t) =
∫ t
0
λ(τ)λ2(τ)
pdτ.
Step 2. By induction, we obtain that
µ > Cmλm(t)e
−Pm|x| (m > 1), (4.12)
where
Cm = C
pm
0
m∏
j=1
η
(
P j
)pm−j
, λm(t) =
∫ t
0
λ(τ)λm−1(τ)pdτ. (4.13)
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We have to calculate λm = λm(t). By differentiation, we observe that each λm solves
λ′m = λλ
p
m−1, λm(0) = 0.
Observe that λ = λ′1. For m = 2, we get
λ2 = λ
′
1λ
p
1 =
(
λ1+p1
1 + p
)′
⇒ λ2 = λ
1+p
1
1 + p
.
For m = 3, we get that
λ′3 = λ
′
1λ
p
2 = λ
′
1
λp+p
2
1
(1 + p)p
=
(
λ1+p+p
2
1
(1 + p)p(1 + p+ p2)
)′
⇒ λ3 = λ
1+p+p2
1
(1 + p)p(1 + p+ p2)
.
By the same reasoning, it follows that
λm =
λKm∗
Lm
, Km = 1 + p+ · · ·+ pm−1, Lm =
m−1∏
k=1
(1 + p+ · · ·+ pk)pm−1−k (4.14)
Since 0 < p < 1 and 1 + p+ · · ·+ pk 6 q, we have Lm 6 qKm−1 . Thus
λm(t) >
λq∗
qKm−1
= (1− p)Km−1λq∗.
Next we estimate Cm. Since 0 < p, P < 1 and η is non-increasing, we have
pm → 0 as m→∞,
1 + p+ · · ·+ pk 6 q, and
η(P j) > η(P ) for all j > 1,
which implies
Cm > C
pm
0
m∏
j=1
η(P )p
m−j
= Cp
m
0 η(P )
Km .
Now we obtain
µ(x, t) > Cp
m
0 η(P )
Km(1− p)Km−1λ∗(t)qe−Pm|x|.
By taking m→∞ we obtain
µ(x, t) > (η(P )(1 − p)λ∗(t))q (on Qτ0). (4.15)
Step 3. We perform a further iteration. This time we use (4.6) that B(V |x|d) > ε0λ(t)|x|σ+d for all
d > 0. Also note that pq = q − 1 and λ = λ′∗. Let us write (4.15) as µ > I0 ,Mλ∗(t)q . We have
µ > N sI0 >Mp
∫ t
0
B (V )λ∗(τ)pqdτ,
> ε0M
p|x|σ
∫ t
0
λ(τ)λ∗(τ)q−1dτ,
= ε0(1− p)Mp|x|σλ∗(t)q , I1,
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and
µ > N sI1 > (ε0(1− p))pMp2
∫ t
0
B (V | · |σp)λ∗(τ)pqdτ,
> (ε0(1− p))pMp2(ε0|x|σ+σp)
∫ t
0
λ(τ)λ∗(τ)q−1dτ,
= (ε0(1− p)|x|σ)1+pMp2λ∗(t)q , I2,
µ > N sI2 > (ε0(1− p))p+p
2
Mp
3
∫ t
0
B
(
V | · |σp+σp2
)
λ∗(τ)pqdτ,
> (ε0)
p+p2 Mp
3
(ε0|x|σ+σp+σp2 )
∫ t
0
λ∗(τ)q−1dτ,
= (ε0(1− p)|x|σ)1+p+p
2
Mp
3
λ∗(t)q , I3.
By induction, we have
µ(x, t) > Im , (ε0(1− p)|x|σ)
∑m−1
j=0 p
j
Mp
m
λ∗(t)q (m > 1).
Since 0 < p < 1, by taking m→∞, we obtain that
µ(x, t) > (ε0(1 − p)|x|σ)q λ∗(t)q = (ε0(1− p)|x|σλ∗(t))q , (4.16)
which proves Claim 3. 
Step 4. We finish the proof of this theorem in the case that u0 & e−δ|x|. Setting u = e−tµ in Claim 3,
we have
u > I0 = C0e−t|x|σqλ∗(t)q, C0 , (ε0(1− p))q . (4.17)
Since u is a s-supersolution, it follows, by Lemma 4, that u >Mu. In particular, u satisfies
u > Nu ,
∫ t
0
G(t− τ)B (V up) (τ) dτ. (4.18)
Employing Lemma 2 (3) that G(t)(|x|d) > |x|d for all d ∈ J+n and (4.6) in the preceding inequality, we get
u > NI0 > Cp0
∫ t
0
e−pτG(t− τ)B(V | · |σpq)λ∗(τ)pqdτ,
> Cp0 ε0ϑe
−pt|x|σ+σpq
∫ t
0
λ(τ)λ∗(τ)q−1dτ,
= C1e
−pt|x|σqλ∗(t)q , I1, where
C1 = C
p
0 ε0ϑ(1− p) = C0.
Similarly, we have
u > NI1 > Cp1
∫ t
0
e−p
2τG(t− τ)B (V | · |σpq) λ∗(τ)pqdτ,
> Cp1 ε0ϑe
−p2t|x|σ+σpq
∫ t
0
λ(τ)λ∗(τ)q−1dτ,
= C2e
−p2t|x|σqλ∗(t)q , I2, where
C2 = C
p
1 ε0ϑ(1− p) = C0.
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It follows by induction that
u(x, t) > Im , C0e−pmt|x|σqλ∗(t)q, (m > 0).
Sending m→∞ we obtain
u(x, t) > C0|x|σqλ∗(t)q = (ε0ϑ(1− p)|x|σλ∗(t))q . (4.19)
This is the desired result of the theorem in the case u0 > C0e−δ|x|.
Step 5. Finally, we prove the theorem in the general case that u0 > 0 and u0 6= 0. Let 0 < τ < τ0 and
δ > 1. By Lemma 8, there is a constant C0 = C0(δ, τ, u0) > 0 such that
µ(τ) >Msµ(τ) > C0e−δ|x| (on Rn). (4.20)
Using the semigroup property for s-supersolutions (Remark 5), we have that µτ satisfies
µτ (t) >Ms
(U0,V˜ )
µτ (τ), where
U0 =Msµ(τ), V˜ (x, t) = e(1−p)τV (x, t+ τ).
By (4.1), it follows that
V˜ (x, t) > λ(t+ τ)|x|σ (|x| > 1, 0 < t < τ0 − τ),
Thus U , e−tµτ is an s-supersolution of (1.1) satisfying (H3) with λ(t) replaced by λ(t + τ). Since U0 =
Msµ(τ) > C0e−δ|x|, it follows by the previous special case that
u(x, t+ τ) = e−τU(x, t),
> e−τ
(
ε0(1− p)|x|σ
∫ t
0
λ(s+ τ)ds
)q
(on Qτ0−τ ).
This is true for all 0 < τ < τ0. For each 0 < t < τ0 and any 0 < τ < t, we have found that
u(x, t) = u(x, (t− τ) + τ),
> e−τ
(
ε0(1 − p)|x|σ
∫ t−τ
0
λ(s+ τ)ds
)q
for all x ∈ Rn. Letting τ → 0, u satisfies the desired estimate. 
Remark 8. A particularly important example of λ is
λ(t) ∼ tk, (log t)ν , tk(log t)ν (k, ν ∈ R) as t→∞.
More generally, we shall consider λ satisfying an ε-asymptotic bound condition: λ ∈ Eε (0 < ε < 1) where
Eε =
{
λ ∈ C(R;R>0) : ∃ c, t0 > 0 such that λ∗(εt) > cλ∗(t), ∀ t > ε−1t0
}
. (ε-AB)
Example (Power functions). Consider λ > 0 satisfying
λ(t) ∼ tk (k ∈ R) as t→∞,
i.e. there exist t0, α1, α2 > 0 such that
α1t
k 6 λ(t) 6 α2t
k for all t > t0.
We claim that λ ∈ Eε for all ε ∈ (0, 1).
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We have
λ∗(t) =
∫ t0
0
λ(s)ds +
∫ t
t0
λ(s)ds ∼
t→∞

1− tk+1 if k < −1,
1 + ln(t) if k = −1,
1 + tk+1 if k > −1,
∼
t→∞
λ∗,k(t) ,
{
t(k+1)+ if k 6= −1,
ln t if k = −1. (4.21)
The last asymptotic estimate means there exists t1 > 0 such that λ∗(t) ∼ λ∗,k(t) for all t > t1. For any
ε ∈ (0, 1), if εt > t1 then
λ∗(εt) & λ∗,k(εt) & λ∗,k(t) & λ∗(t).
Therefore λ ∈ Eε as claim.
Example (Logarithmic functions). Consider λ > 0 satisfying
λ(t) ∼ (log t)ν (ν ∈ R) as t→∞,
i.e ∃ α1, α2 > 0 and t0 > 1 such that
α1(log t)
ν 6 λ(t) 6 α2(log t)
ν for all t > t0.
We show that λ ∈ Eε for any ε ∈ (0, 1).
First assume ν > 0. We have
λ∗(t) . A+
∫ t
t0
(log τ)ν dτ .
t→∞
t(log t)ν ,
λ∗(t) & A+ t
∫ 1
t0/t
(log(tτ))ν dτ &
t→∞
t
∫ 1
1/2
(log(t/2))ν dτ &
t→∞
t(log t)ν .
Then
λ∗(εt) & (εt)(log(εt))ν & t(log t)ν & λ∗(t),
which means λ ∈ Eε.
Now assume ν < 0. Integrating by parts, we have∫ t
t0
(log τ)ν dτ = A+ t(log t)ν + |ν|
∫ t
t0
(log τ)ν−1dτ 6 A+ t(log t)ν +
|ν|
log t0
∫ t
t0
(log τ)νdτ,
Hence by taking t0 sufficiently large, we have∫ t
t0
(log τ)ν dτ .
t→∞
t(log t)ν .
On the other hand, it is clear that
λ∗(t) > A+ t(log τ)ν &
t→∞
t(log t)ν .
Thus λ∗(t) ∼
t→∞
t(log t)ν . It follows as above that λ ∈ Eε. We note that the case λ(t) = (log t)−1 leads to
the famous logarithmic integral function li (t) = λ∗(t) whose asymptotic property is well-known.
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Example (Mixed). Generally, consider a continuous function λ > 0 satisfying
λ(t) ∼ tk(log t)ν (k, ν ∈ R) as t→∞.
If k = −1 and ν ∈ R, then by direct integration, it follows that
λ∗(t) ∼ A+
∫ t
t0
(log τ)ν
τ
dτ ∼
t→∞
{
log(log t) if ν = −1,
(log t)(ν+1)+ if ν 6= −1.
Now assume k 6= −1. If ν > 0 then we have
λ∗(t) = A+
∫ t
t0
τk(log τ)νdτ 6 A+ (log t)ν
tk+1
k + 1
.
t→∞
{
1 if k < −1,
tk+1(log t)ν if k > −1,
λ∗(t) &
t→∞
A+
∫ t
t/2
τk(log τ)νdτ = A+ tk+1
∫ 1
1/2
τk(log(t/2))νdτ &
t→∞
A+ tk+1(log t)ν .
So we have
λ∗(t) ∼
t→∞
(
t(log t)
ν
k+1
)(k+1)+
.
Finally, consider the case ν < 0. Clearly, we have
λ∗(t) = A+
∫ t
t0
τk(log τ)νdτ > A+ (log t)ν
∫ t
t0
τkdτ &
t→∞
(
t(log t)
ν
k+1
)(k+1)+
Employing the integration by parts we get
λ∗(t) = A+ (k + 1)−1tk+1(log t)ν − ν
k + 1
∫ t
t0
τk(log τ)ν−1dτ,
6 A+ (k + 1)−1tk+1(log t)ν +
|ν|
(|k|+ 1) log t0
∫ t
t0
τk(log τ)νdτ
Hence by choosing t0 sufficiently large, we obtain
λ∗(t) .
t→∞
(
t(log t)
ν
k+1
)(k+1)+
.
In summary we have shown that
λ∗(t) ∼
t→∞
λ∗,k,ν ,

log(log t) if k = ν = −1,
(log t)(ν+1)+ if k = −1, ν 6= −1,(
t(log t)
ν
k+1
)(k+1)+
all other cases.
(4.22)
It is now easy to see that λ ∈ Eε for all k, ν ∈ R.
We can derive the following asymptotic lower grow-up rate for s-supersolutions.
Theorem 3 (Lower asymptotic). Assume (H3), (H2), and u0 > 0, u0 6= 0. In case σ > 0, assume in
addition that λ ∈ Eε for some 0 < ε < 1. If u > 0 is a global s-solution of (1.1), then
u(x, t) &
t→∞
λ∗(t)
1
1−p
(
1 + t+ |x|2) σ2(1−p) (on Rn), (4.23)
‖u(·, t)‖R,a &
t→∞
λ∗(t)
1
1−p t
σ
2(1−p) . (4.24)
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In the case λ(t) ∼ tk(log t)ν (k, ν ∈ R) as t→∞, then
u(x, t) &
t→∞
λ
1
1−p
∗,k,ν(1 + t+ |x|2)
σ
2(1−p) (on Rn), (4.25)
‖u(·, t)‖R,a &
t→∞

(log(log t))
1
1−p t
σ
2(1−p) if k = ν = −1,
(log t)
(ν+1)
1−p t
σ
2(1−p) if k = −1, ν 6= −1,
t
σ+2(k+1)+
2(1−p) (log t)
δν
1−p if k 6= −1, ν 6= −1, where δ = sign(k + 1).
(4.26)
Proof. The second assertion follows from the first one and the remark above. So we only have to prove
the first assertion. Since u is an s-solution, it is a solution (Corollary 1). Then by the semigroup property
(Lemma 5) and that u∗(τ) =Mu(τ) = u(τ), it follows that u satisfies
u(x, κ+ τ) > G(τ)u(x, κ) (∀κ, τ > 0).
Let q = 11−p , a0 =
σ
1−p > 0. If σ = 0 then a0 = 0 and by Theorem 2 we obtain
u(x, t) > C0λ∗(t)q, C0 , (ε0(1− p))q ,
‖u(·, t)‖R,a = sup
x
(R2 + |x|2)− a2 u(x, t) > C0R−aλ∗(t)q,
which are the desired estimates when σ = 0. We note that, in this case, the result is true for any continuous
function λ > 0.
Now we assume σ > 0. By Theorem 2, we have
u(x, t) > C0λ∗(t)q|x|a0 .
Since |x|a0 > (1/2)(1 + |x|2)a0/2 for |x| > r0 , (41/a0 − 1)−1, we have
u(x, t) >
C0
2
λ∗(t)q(1 + |x|2)a0/2 (|x| > r0, t > 0); so
u(x, t) >
C0
2
λ∗(t)q
(
(1 + |x|2) a02 − (1 + r20)
a0
2
)
(x ∈ Rn, t > 0).
Then by Proposition 4 (2), there is k ∈ (0, 1) such that
G(τ)u(x, κ) > C0
2
λ∗(κ)q
(
(1 + kτ + |x|2) a02 − (1 + r20)
a0
2
)
,
>
C0
4
λ∗(κ)q(1 + kτ + |x|2)
a0
2 ,
provided (1 + kτ + |x|2)a0/2 > 2(1 + r20)a0/2 which is true by taking τ > t0 , k−1(41/a0(1 + r20)− 1)1/2.
By assumption, there exist ε ∈ (0, 1) and t1, c > 0 such that λ∗(εt) > cλ∗(t) for all t > ε−1t1. Thus for
t > max{(1− ε)−1t0, ε−1t1} we have
u(x, t) > G(t− εt)u(x, εt) > C0
4
λ∗(εt)q(1 + k(t− εt) + |x|2)
a0
2 ,
>
C0
4
cqλ∗(t)q
(
1 + k(1− ε)−1t+ |x|2) a02 ,
>
C0
4
cq(min{1, k(1− ε)−1}) a02 λ∗(t)q(1 + t+ |x|2)
a0
2 .
This gives the desired estimate (4.23).
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For (4.24), we have
‖u(·, t)‖R,a = sup
x
(R2 + |x|2)− a2 u(x, t),
> R−
a0
2 u(0, t) & λ∗(t)qt
a0
2 (4.27)
as t→∞, which is the desired estimate. 
Remark 9. We have discovered that the unbounded, non-autonomous, sublinear source V (x, t)up & λ(t)|x|σ
where λ > 0 satisfies a certain condition and σ ∈ J+n = {0} ∪ [(2 − n)+,∞) has induced, on any nontrivial
solution u of Eq. (1.1),
(i) a grow-up in time at least as
λ∗(t)
1
1−p t
σ
2(1−p) ,
where λ∗(t) =
∫ t
0
λ(τ)dτ is an anti-derivative of λ, and
(ii) a spatial growth at least as
|x| σ1−p .
As has already been observed in [16] when λ ≡ 1 and σ = 0 that the grow-up in time, λ∗(t)1/(1−p) = t1/(1−p),
is affected by the sublinearity. So the spatial growth of the potential V , combined with the sublinearity,
induce a spatial growth of the solution at least as |x|σ/(1−p) and an additional grow-up (in time) factor
tσ/(2(1−p)). We note that the solution can exhibit the growth as |x| → ∞, at any later time, even when its
initial state is a bounded or decaying function, displaying a regularization effect.
5. Comparison theorem; uniqueness of solutions
We prove the key comparison theorem for Eq. (1.1) assuming that V satisfies (H4), that is{
V (x, t) > ϑλ(t)|x|σ for |x| > 1, 0 < t < τ0,
V (x, t) 6 ϑλ(t)|x|σ for x ∈ Rn, 0 < t < τ0,
(5.1)
where λ ∈ C(R;R>0), 0 < τ0 6∞, and σ ∈ J+n , for some constants ϑ, ϑ > 0. Here it is no loss of generality
in assuming “|x| > 1” instead of “|x| > R0” for some R0 > 0.
Theorem 4 (Comparison theorem). Assume (H2) and (H4) (see (5.1)). Let 0 6 u, v ∈ Zτ0,a be s-
supersolution and s-subsolution, respectively, of (1.1), i.e. µ = etu and ω = etv satisfy
µ(t) > u0 +
∫ t
0
Bµ(τ)dτ +
∫ t
0
e(1−p)τB (V µp) (τ)dτ,
ω(t) 6 v0 +
∫ t
0
Bω(τ)dτ +
∫ t
0
e(1−p)τB (V ωp) (τ)dτ,
(5.2)
on Qτ0 where 0 6 u0, v0 ∈ BCa. If p satisfies (H5) where ε0 > 0 is the constant given in (4.6), and
u0 > v0 > 0 with u0 6= 0, (5.3)
then u > v on Qτ0 .
Proof. We will prove the result when τ0 < ∞. The case τ0 = ∞ then follows by considering the problem
on any finite subintervals.
Let 0 < θ < 1 to be specified and R = R(n, a, θ) > 0 be sufficiently large according to Proposition 1 (2).
Recall Λ = (R2 + |x|2)−a/2 so that ‖ϕ‖R,a = ‖Λϕ‖L∞. We denote ‖ · ‖ = ‖ · ‖R,a.
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Let q = 1/(1− p). We define
w = (v − u)+. (5.4)
By Lemma 4, u, v are supersolution and subsolution, respectively, of (1.1), and since v0 6 u0, we have
(v − u)(t) 6 G(t)(v0 − u0) +
∫ t
0
G(t− τ)B [V (vp − up)] (τ) dτ,
6
∫ t
0
G(t− τ)B [V (v − u)p+] (τ) dτ (by Lemma 1 (1)). (5.5)
This implies that w > 0 satisfies the integral inequality
w(t) 6
∫ t
0
G(t− τ)B [V wp] (τ) dτ. (5.6)
Since V (x, τ) 6 ϑλ(τ)|x|σ , one can prove as in Lemma 6 to find that
‖G(t− τ)B(V wp)(τ)‖ 6 θ−1ϑλ(τ)β(t − τ)‖w(τ)‖p.
Let 0 < T < τ0 to be specified. For t ∈ (0, T ], by taking the norm, we get
‖w(t)‖ 6
∫ t
0
‖G(t− τ)B (V wp) (τ)‖ dτ,
6 θ−1ϑ
∫ t
0
λ(τ)β(t − τ)‖w(τ)‖pdτ,
6 θ−1ϑβ(T )
∫ t
0
λ(τ)‖w(τ)‖pdτ. (5.7)
Then we have by Lemma 1 (2) that
‖w(t)‖ 6 ΥTλ∗(t)q , ΥT ,
(
θ−1ϑβ(T )(1− p))q , (5.8)
where λ∗(t) =
∫ t
0
λ(τ)dτ .
Claim 4. At each x ∈ Rn, t > 0, we have
(vp − up)+ 6 pq (ε0ϑ|x|σλ∗(t))−1 w. (5.9)
Proof (Claim). At each (x, t) we have by the fundamental theorem of calculus that
vp − up =
∫ 1
0
d
dλ
(λv + (1− λ)u)p dλ,
= p(v − u)Θp−1, (5.10)
where Θ is a number between v and u. The claim is trivial if v 6 u. On the other hand, if v > u then using
that u0 6= 0 and u is an s-supersolution of (1.1), it follows by Theorem 2 that
Θ > u > (ε0ϑ(1− p)|x|σλ∗(t))
1
1−p . (5.11)
Hence (5.9) is also true in this case, therefore the claim is true. 
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We perform an alternative estimation for w. By the claim, we have
(v − u)(x, t) 6
∫ t
0
G(t− τ)B [V (vp − up)+] (x, τ)dτ,
6 pq
∫ t
0
G(t− τ)B
[
V
(
ε0ϑ|x|σλ∗(τ)
)−1
w
]
dτ,
6 γpq
∫ t
0
λ(τ)
λ∗(τ)
G(t− τ)B [w] (x, τ) dτ, (5.12)
where γ , ε−10 (ϑ/ϑ) =
1
p0
,
here we have used that V (x, τ) 6 ϑλ(τ)|x|σ . Now for 0 < t 6 T , we have by taking the norm that
‖w(t)‖ 6 γpqθ−1
∫ t
0
λ(τ)
λ∗(τ)
β(t− τ)‖w(τ)‖dτ,
6 ΣT
∫ t
0
λ(τ)
λ∗(τ)
‖w(τ)‖dτ (ΣT , γpqθ−1β(T )). (5.13)
Similar to [1], we introduce the function
H(t) = ΣT
∫ t
0
λ(τ)
λ∗(τ)
‖w(τ)‖dτ. (5.14)
Then (5.13) becomes
H ′(t) 6 ΣT
λ(t)
λ∗(t)
H(t). (5.15)
Let 0 < ε < T . Using that λ(t) = λ′∗(t), we have for all t ∈ [ε, T ) that
(logH(t))′ 6 ΣT (logλ∗(t))
′ ⇒ H(t) 6 H(ε)λ∗(ε)−ΣT λ∗(t)ΣT .
On the other hand, by (5.8) and the definition of H , we get that
H(ε) = ΣT
∫ ε
0
λ(τ)
λ∗(τ)
‖w(τ)‖dτ,
6 ΣTΥT
∫ ε
0
λ(τ)λ∗(τ)q−1dτ,
= ΣTΥT (1− p)λ∗(ε)q. (5.16)
Thus we obtain
H(t) 6 ΣTΥT (1− p)λ∗(ε)q−ΣT λ∗(t)ΣT (0 < t < T ). (5.17)
The exponent of λ∗(ε) in this inequality is
q −ΣT = q
(
1− γpθ−1β(T )) = q(1− p
p0
θ−1β(T )
)
.
Since 0 < p < p0, we have p/p0 ∈ (0, 1). Now we choose θ ∈ (0, 1) such that (p/p0)θ−1 ∈ (0, 1). Since
β(T ) → 1 as T → 0, we now choose T > 0 sufficiently small such that (p/p0)θ−1β(T ) < 1. It follows from
the choice of θ, T that
q −ΣT > 0. (5.18)
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Observe that T depends only on p and p0 and is independent of ε. Therefore passing ε → 0 in (5.17), we
obtain H(t) = 0 for all 0 < t < T . This implies in particular that
v 6 u on QT/2. (5.19)
Finally, we employ the semigroup argument, see Lemma 5 and Remark 5. By the preceding result, we
have u(T/2) > v(T/2) > 0 with u(T/2) 6≡ 0, hence u†(T/2) > v†(T/2) > 0 with u†(T/2) 6≡ 0 on Rn. Recall
w†(t) = Msw(t). According to Remark 5, setting u˜ = uT/2, v˜ = vT/2, the translations by time T/2, then
µ˜ , etu˜, ω˜ , etv˜ satisfy
µ˜(t) > e−T/2µ†(T/2) +
∫ t
0
Bµ˜(τ)dτ +
∫ t
0
e(1−p)τB(V T/2µ˜p)(τ) dτ,
ω˜(t) 6 e−T/2ω†(T/2) +
∫ t
0
Bω˜(τ)dτ +
∫ t
0
e(1−p)τB(V T/2ω˜p)(τ)dτ.
(5.20)
Since V T/2 satisfies (5.1) with the same ratio p0 and T depends only on p and p0, we obtain as above that
vT/2 6 uT/2 on QT/2. Thus we have
v 6 u on QT . (5.21)
Similarly, we can continue the argument to get that v 6 u on Q3T/2, Q2T , . . . and so forth. Therefore v 6 u
on Qτ0 as desired. 
Remark 10. (i) Generally ε0 6 1. We have ε0 = 1 if the lower bound condition for the potential in (5.1)
is true on the entire Rn × (0, τ0). See Remark 7 (i).
(ii) The comparison theorem is optimal in the sense that one cannot expect the result to be true for
p > p0 = ε0(ϑ/ϑ).
This can be seen from the following well-studied problem of finding entire positive solutions for the
sublinear elliptic equation
△w + ̺(x)wp = 0 on Rn, where ̺(x)  0, 0 < p < 1. (5.22)
It was shown in [4] that this elliptic equation has a bounded solution w > 0 if and only if there is a
bounded solution U for the equation −△U = ̺(x). The latter means ̺ must decay at a sufficiently fast
rate, e.g. ̺(x) ∼ |x|−m at infinity, m > 2. Moreover, it was shown in [4, 10] that (5.22) has infinitely
many bounded solutions, where for each constant ℓ > 0 there is a unique solution satisfying
lim
|x|→∞
w(x) = ℓ. (5.23)
See [19] for an important study on the necessary and sufficient conditions on the potential function
V (x) such that the uniqueness solution property holds for the linear Cauchy problem ∂tu = △u+V (x)u
in Rn × (0, T ), u(x, 0) = u0(x).
Now fix V = ̺(x) having a sufficiently fast spatial decaying rate. Note that ϑ/ϑ = 0. Choose two
solutions w1, w2 of (5.22) such that 2w1 6 w2 6 Aw1 for a sufficiently large constant A > 1. Let ψ(t)
be the solution of
ψ′ = ψp − ψ for t > 0, ψ(0) = A. (5.24)
In fact, we have
ψ(t) =
[
(A1−p − 1)e−t(1−p) + 1
] 1
1−p
.
Hence ψ(t) → 1 as t → ∞. Let u1 = ψw1 and u2 = w2. It is easy to show that u1 is a supersolution
of (1.1) with u1|t=0 = Aw1 > w2 = u2|t=0 while u2 is a solution of (1.1). However, for all sufficiently
large t > 0 we have u1 6 2w1 6 u2. Therefore the comparison result is not true when V = ̺(x) for all
0 < p < 1.
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Corollary 2. Assume as in Theorem 4 but
V
{
= λ(t)|x|σ if |x| > 1, 0 < t < τ0,
6 λ(t)|x|σ if |x| 6 1, 0 < t < τ0,
(5.25)
where λ(t) > 0 is a continuous function and σ ∈ J+n . If 0 < p < ε−10 and u0 > v0 with u0 6= 0, then
u > v on Qτ0 .
Corollary 3. Assume as in Theorem 4 but
V = λ(t)|x|σ (x ∈ Rn, t > 0), (5.26)
where λ(t) > 0 is a continuous function and σ ∈ J+n . If 0 < p < 1 and u0 > v0 with u0 6= 0, then
u > v on Qτ0 .
We conclude this section with the following existence and uniqueness result.
Theorem 5 (Well-posedness). Assume (H2), (H4) (see 5.1), and 0 6 u0 ∈ BCa with u0 6= 0.
(1) If 0 < p < ε0(ϑ/ϑ) then Eq. (1.1) has a unique global s-solution
0 6 u ∈ Z∞,a.
(2) Assume further that V = λ(t)|x|σ where λ(t) > 0 is a continuous function and σ ∈ J+n . If 0 < p < 1
then Eq. (1.1) has a unique global s-solution
0 6 u ∈ Z∞,a.
6. Non-uniqueness of solutions; classifications
In this section, we study the non-uniqueness of positive solutions for (1.1) in the zero-initial case, Eq.
(1.10). We assume that V, p and u ∈ BCa with a > 0 satisfy (H2), (H4) (see 5.1), (H5) respectively, that is
V (x, t) > ϑλ(t)|x|σ (|x| > 1, t > 0),
V (x, t) 6 ϑλ(t)|x|σ (x ∈ Rn, t > 0),
0 < p < p0 , ε0(ϑ/ϑ),
a >
σ
1− p , σ ∈ J
+
n ,
(6.1)
where λ(t) > 0 is a continuous function and σ ∈ J+n , ϑ, ϑ > 0 are constants. Then, according to Theorem 1,
the problem (1.10) admits a global s-solution 0 6 u ∈ Z∞,a. Of course u ≡ 0 is a solution. However, it will
be shown that such a solution is not unique, in fact, the family of solutions is continuum.
In the case V = λ = a constant > 0, it was shown [16] that all non-trivial s-solutions of the problem
(1.10) have the form
u = u∗([t− κ]+) for some κ > 0, (6.2)
where
u∗(t) = ((1− p)λt)
1
1−p (6.3)
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is the maximal solution to (1.10) with V = λ. Observe that u∗ is the unique solution to the problem
dϕ
dt
= λϕp,
ϕ(0) = 0, ϕ > 0,
which is the problem of finding spatial independent solutions for (1.1) in this case. The function u∗([·−κ]+)
is simply the delay by time κ of u∗.
We prove in this section that a similar result holds when V = λ(t), a positive continuous function. Then
we generalize the result to the case when the potential is time-independent. The situation is much more
complicated if V is both x- and t-dependent. In the latter case, a one-side convexity condition has to be
imposed on the potential.
Let us introduce the following important definition.
Definition 3 (Maximal solutions). A function 0 6 u∗ = e−tµ∗ ∈ Z∞,a is called a maximal s-solution of
Eq. (1.10) if it satisfies µ∗ =Ms(0,V )µ∗, where Ms(0,V ) is defined by (2.16), and if 0 6 u = e−tµ ∈ Z∞,a also
satisfies µ =Ms(0,V )µ then
u 6 u∗ on Q∞. (6.4)
We have the following uniqueness of maximal s-solution result.
Theorem 6 (Uniquness of maximal solutions). Assume (6.1). Then the problem (1.10) admits a unique
maximal s-solution.
Proof. We prove the existence. For each m ∈ N, let 0 6 um = e−tµm ∈ Z∞,a be the unique global solution
of the the problem µm =Ms(1/m,V )µm (Theorem 5 (1)), that is µm satisfies
µm =
1
m
+
∫ t
0
Bµm(τ)dτ +
∫ t
0
e(1−p)τB (V µpm) (τ) dτ. (6.5)
For all ℓ > m, we obtain by the comparison principle (Theorem 4) and the lower grow-up rate (Theorem 2)
that
um(t) > uℓ(t) > (ε0ϑ(1− p)|x|σλ∗(t))
1
1−p (on Q∞). (6.6)
So {um}∞m=1 is pointwise non-increasing and bounded below, hence there is a function u∗ = e−tµ∗ such that
um → u∗ pointwise as m→∞. Moreover, u∗ is bounded below by
u∗(t) > (ε0ϑ(1 − p)|x|σλ∗(t))
1
1−p . (6.7)
Applying the monotone convergence theorem as m → ∞, it follows that µ∗ satisfies µ∗ = Ms(0,V )µ∗.
Employing the same argument as in the proof of Theorem 1, one can show that u∗ ∈ Z∞,a.
To show that u∗ is maximal, we assume that 0 6 u ∈ Z∞,a is also an s-solution of (1.10). By Theorem
4 and the equation satisfied by um, then we have
u(t) 6 um(t) (on Q∞), ∀m > 1. (6.8)
Since um → u∗ as m → ∞, it follows that u 6 u∗ on Q∞. So u∗ is a maximal s-solution of (1.10). The
uniqueness of u∗ is obvious. 
Notation 2. For a given potential function V satisfying (6.1), the unique maximal s-solution of (1.10)
according to the preceding theorem will be denoted by u∗V . Observe that by the proof of the uniqueness of
maximal solutions, we have
u∗V (x, t) > (ε0ϑ(1 − p)|x|σλ∗(t))
1
1−p on Q∞. (6.9)
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The following result can proved easily using the semigroup property.
Lemma 10. Assume (6.1). For κ > 0, let v = uκ and w = u([t − κ]+) where u > 0 is an s-solution of
(1.10) and κ > 0. Then v is an s-solution of the problem{
∂tv −△∂tv = △v + V κ(x, t)vp x ∈ Rn, t > 0,
v|t=0 = u(κ) x ∈ Rn,
and w is an s-solution of the problem{
∂tw −△∂tw = △w + V −κ(x, t)wp x ∈ Rn, t > 0,
w|t=0 = 0 x ∈ Rn,
where V κ , V (x, t+ κ) and V −κ , V (x, [t− κ]+).
Proof. Let us prove the second assertion. We denote V˜ = V (x, [t− κ]+). We can assume κ > 0. Let
ω(t) = etw(t) = etu([t− κ]+) so ω(t) = eκµ([t− κ]+).
If 0 6 t 6 κ then ω(t) = 0 =Ms
(0,V˜ )
ω(t) trivially. Let t > κ. Then we have
Ms
(0,V˜ )
ω(t) =
∫ t
κ
Bω(τ)dτ +
∫ t
κ
e(1−p)τB
(
V˜ ωp
)
(τ) dτ,
=
∫ t−κ
0
eκBµ(τ)dτ +
∫ t−κ
0
e(1−p)(τ+κ)eκpB (V µp) (τ) dτ,
= eκ
(∫ t−κ
0
Bµ(τ)dτ +
∫ t−κ
0
e(1−p)τB(V µp)(τ)dτ
)
,
= eκµ(t− κ) = ω(t). (6.10)
Thus w satisfies the second assertion. 
Next we consider the case when V = λ(t) where λ > 0 is a continuous function. The following lemma is
obvious so we omit the proof.
Lemma 11. Assume λ(t) > 0 is a continuous function. The problem
d
dt
ϕ = λ(t)ϕp t > 0,
ϕ(0) = c > 0, ϕ > 0
(6.11)
has the unique solution
ϕ(t) = Φλ(t; c) ,
(
c1−p + (1− p)λ∗(t)
) 1
1−p , λ∗(t) =
∫ t
0
λ(τ) dτ. (6.12)
Remark 11. If λ ≡ 0 on [0, t0] for some t0 > 0 then ϕ ≡ c on [0, t0]. The same conclusion holds for the
pseudoparabolic problem:
∂tu−△∂tu = △u+ λ(t)up, u|t=0 = 0,
that is if λ ≡ 0 on [0, t0] then u ≡ c on Qt0 . Therefore in the following analysis it is no loss of generality in
assuming λ(t) > 0 on some [0, t0], t0 > 0.
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Theorem 7 (Classification I). Assume V = λ(t) > 0 is a continuous function. A function u > 0 is a
nontrivial solution of the problem (1.10) if and only if there is a constant κ > 0 such that
u = ((1− p)(λκ)∗([t− κ]+))
1
1−p =
(
(1− p)
∫ [t−κ]+
0
λ(s + κ)ds
) 1
1−p
.
Proof. The converse part can be proved easily using Lemma 10. By Remark 11, we can assume λ(t) > 0 on
some [0, t0]. This implies λ∗(t) > 0 for all t > 0 hence u∗λ > 0 where u∗λ is the maximal solution. Clearly
we have
u 6 u∗λ and Φλ(t; 0) 6 u∗λ.
On the other hand, for any c > 0, we have by the comparison principle (Corollary 3) that
Φλ(t; c) > u∗λ (∀c > 0) c→0⇒ Φλ(t; 0) > u∗λ.
Thus we have
u∗λ(t) = ((1 − p)λ∗(t))q .
Define
κ = inf{t > 0 : u(x, t) > 0 for some x ∈ Rn}. (6.13)
Consider the case κ = 0. Then in this case, there is a sequence {(xm, tm)}∞m=1 such that tm → 0+ and
u(xm, tm) > 0 for all m. This implies u(x, t) > 0 for all x ∈ Rn, t > 0 by Lemma 8. Let τ > 0. By Lemma
10, uτ = u(·+ τ) is an s-solution of the problem
∂tu
τ −△∂tuτ = △uτ + λ(t + τ)(uτ )p, uτ |t=0 > 0.
So we get by the lower grow-up result (Theorem 2) that
u(x, t+ τ) = uτ (x, t) >
(
(1− p)
∫ t
0
λ(s+ τ)ds
)q
τ→0⇒ u(x, t) > ((1 − p)λ∗(t))q .
Therefore
u = ((1 − p)λ∗(t))q .
Now assume κ > 0. Then by Lemma 10, v = uκ satisfies
∂tv −△∂tv = △v + λ(t+ κ)vp, v|t=0 = 0
and v(t) > 0 for all t > 0. We can conclude by the previous case that
v(t) =
(
(1− p)
∫ t
0
λ(s+ κ)ds
)q
t>κ
=⇒ u(t) =
(
(1 − p)
∫ t−κ
0
λκ(s)ds
)q
.
Since u ≡ 0 on [0, κ], we obtain the formula of u as desired. 
Next we characterize non-trivial s-solutions for (1.10) in the case V = V (x).
Theorem 8 (Classification II). Assume (6.1) and furthermore V = V (x). A function 0 6 u ∈ Z∞,a is
a nontrivial s-solution of (1.10) if and only if u = u∗V (x, [t− κ]+) for some constant κ > 0.
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Proof. The converse part is true by Lemma 10 and the fact that V is time-independent.
Now we prove the direct part. Let u be a nontrivial s-solution of (1.10). Then we immediately have
that u 6 u∗V . Define κ by (6.13). Let us consider the case κ = 0. Then we can argue as in the previous
theorem to find that u(x, t) > 0 for all x ∈ Rn, t > 0. Let τ > 0. From the converse part and Lemma 10,
w = u∗V ([· − 2τ ]+) and v = uτ solve{
∂tw −△∂tw = △w + V (x)wp, w|t=0 = 0,
∂tv −△∂tv = △v + V (x)vp, v|t=0 = u(τ) > 0.
By the comparison principle, it follows that w 6 v hence
u∗V ([t− 2τ ]+) 6 u (t+ τ) for all τ > 0. (6.14)
Taking τ → 0, we conclude that u > u∗V , hence u = u∗V .
Assume now that κ > 0. According to Lemma 10, then uκ solves
∂tu
κ −△∂tuκ = △uκ + V (x)(uκ)p, uκ|t=0 = 0.
We can conclude by the previous case that uκ = u∗V . This implies
u(x, t) = u∗V (x, t− κ) for all x ∈ Rn, t > κ. (6.15)
Since u(t) ≡ 0 for 0 6 t < κ, we can conclude that u(x, t) = u∗V (x, [t− κ]+). 
Corollary 4. Assume V satisfies (5.25) with ν = 0, σ ∈ J+n , and 0 < p < ε−10 . A function 0 6 u ∈ Z∞,a
with a > σ1−p is a nontrivial s-solution of (1.10) if and only if
u = u∗V ([t− κ]+) for some κ > 0.
Now we explore the more general case that V is both space and time-dependent.
Theorem 9 (Classification III). Assume (6.1) and, in addition, that V satisfies the following uniform
convexity condition in t: ∃ a continuous function α(τ) > 0 such that α(τ)→ 1 as τ → 0 and
V (x, t+ τ) > α(τ)V (x, t) (x ∈ Rn, t, τ > 0). (6.16)
Then 0 6 u ∈ Z∞,a is a nontrivial s-solution of (1.10) if and only if u = u∗V κ (x, [t− κ]+) for some κ > 0.
Proof. We proceed as in the preceding theorem. First, we note that the converse part, i.e. u∗V κ ([· − κ]+)
is an s-solution of (1.10) with V replaced by V κ, is true by Lemma 10.
Now we prove the direct part. Assume u is a nontrivial s-solution of (1.10). We set κ by (6.13). Let us
consider the case κ = 0. By the same reasoning as before, then we have u(x, t) > 0 for all x ∈ Rn and t > 0.
Let τ > 0. Define
K = (1 ∧ α(τ))−q > 1 ⇒ V 6 K1−pV τ . (6.17)
Let u˜ , uτ , µ˜ , etu˜. We calculate
Ms(e−τµ(τ),V )(Kµ˜) = e−τµ(τ) +
∫ t
0
B(Kµ˜)(s) ds+
∫ t
0
e(1−p)sB (V Kpµ˜p) (s)ds,
6 K
(
e−τµ(τ) +
∫ τ
0
Bµ˜(s)ds+
∫ t
0
e(1−p)sB (V τ µ˜p) (s)ds
)
= Kµ˜. (6.18)
Thus α(τ)−quτ is an s-supersolution to Eq. (1.1) with initial value e−τu(τ) > 0.
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Let k > 0 be a constant to be specified. Let v , u∗V ([t− τ ]+) and ψ = etv, then ψ ≡ 0 if t 6 τ , and for
t > τ , we have
Ms(0,V )(kψ) =
∫ t
τ
B(kψ)(s)ds+
∫ t
τ
e(1−p)sB (V kpψp) (s)ds,
= k
∫ t−τ
0
B (es+τu∗V ) ds+ kp ∫ t−τ
0
e(1−p)(s+τ)B
(
V τe(s+τ)pup∗V
)
ds,
= keτ
∫ t−τ
0
B(esu∗V )ds+ kpeτ
∫ t−τ
0
e(1−p)sB (V τespup∗V ) ds,
> keτ
∫ t−τ
0
Bu˜ ds+ kpeτα(τ)
∫ t−τ
0
e(1−p)sB (V u˜p) ds,
where
u˜(x, t) , etu∗V (x, t).
By taking k = α(τ)q 6 1, we find that kpα(τ) = k and hence
Ms(0,V )(kψ) > keτ
(∫ t−τ
0
Bu˜ ds+
∫ t−τ
0
e(1−p)sB (V u˜p) ds
)
,
= keτ u˜(t− τ) = kψ.
Thus α(τ)qv is an s-subsolution to (1.1) with zero initial value. By the comparison theorem (Theorem 4),
we get that
α(τ)qu∗V (x, t− τ) 6 α(τ)−qu(x, t+ τ) ∀x ∈ Rn, t > τ. (6.19)
Taking τ → 0 we obtain
u∗V (x, t) 6 u(x, t) ∀x ∈ Rn, t > 0.
Clearly u 6 u∗V , therefore u = u∗V which proves the desired result when κ = 0.
Assume now that κ > 0. By Lemma 10, uκ(0) = u∗V κ(0) = 0, uκ(t), u∗V κ(t) > 0 for t > 0, and uκ, u∗V κ
satisfy (1.10) with the same potential function V κ:
w =Ms(0,V κ)w. (6.20)
By the previous case κ = 0, we have uκ = u∗V κ hence
u(x, t+ κ) = u∗V κ(x, t) for all x ∈ Rn, t > 0. (6.21)
Since u(x, t) = 0 whenever 0 6 t < κ, we conclude that u(x, t) = uV κ(x, [t− κ]+). 
Corollary 5. Let 0 < p < 1, σ ∈ J+n , and λ(t) > 0 satisfies λ(t + τ) > α(τ)λ(t) where α ∈ C(R;R>0),
α(τ)→ 1 as τ → 0. A function 0 6 u ∈ Z∞,a is a nontrivial solution of the problem{
∂tu−△∂tu = △u+ λ(t)|x|σup x ∈ Rn, t > 0,
u(x, 0) = 0 x ∈ Rn,
if and only if there is a constant κ > 0 such that uκ is the unique maximal solution of the same problem but
the potential is replaced by λ(t+ κ)|x|σ.
Remark 12. If V (x, t) is non-decreasing in t for each x, then clearly we can take α ≡ 1 in (6.16) so that
the convexity condition is true. Thus the following potentials
Ctk|x|σ , Ctk(log t)ν |x|σ (k, ν > 0, σ ∈ J+n )
and generally,
λ(t)|x|σ with λ′(t) > 0
satisfy the convexity condition.
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7. Asymptotic grow-up rates
In Theorem 3, we have obtained the lower asymptotic grow-up rate of solutions to (1.1) when the initial
condition u0 is only assumed to be non-trivial. In this section, by imposing the precise behavior at infinity of
u0, we will get both the sharp upper and sharp lower asymptotic behaviors of the solutions. More precisely,
we assume (H6). This implies u0 ∈ BCa and u0 6= 0.
Regarding the potential V (x, t), it is assumed to have the formV = ζ(t)(1 + t)
ν |x|σ (x ∈ Rn, t > 0),
where lim
t→∞
tδζ(t) =∞, lim
t→∞
t−δζ(t) = 0 (∀ δ > 0) (7.1)
here ν ∈ R, σ ∈ J+n and ζ(t)(1 + t)ν ∈ Eε in the case σ > 0 (see (ε-AB)). Let
a0 =
σ
1− p , ac =
σ + 2(ν + 1)+
1− p . (7.2)
If we set a˜ = max{a0, a} then it follows from the global existence (Theorem 1) and uniqueness (Theorem 5)
results that Eq. (1.1) admits a unique global s-solution u ∈ Z∞,a˜.
Our first main result of this section is the asymptotic behavior of solutions when the spatial growth
exponent a of the initial condition is above the critical value ac.
Theorem 10 (Supercritical, a > ac). Assume (H6), n > 1, and
a ∈ (ac,∞) . (7.3)
Let u be the global s-solution of (1.1) where V has the form (7.1) and 0 < p < 1. Then
Cl1t
a
2 6 ‖u(·, t)‖R,a 6 Cl2t a2 as t→∞, (7.4)
for some constants C,C > 0.
Proof. We prove the lower bound. By the first part of (H6), there is r1 > 0 such that u0(x) >
l1
2
(
1 + |x|2)a/2
for all |x| > r1. This implies
u0(x) >
l1
2
((
1 + |x|2) a2 − (1 + r20) a2 ) for all x ∈ Rn.
Using Proposition 4 (2) and noting that a > 2, there is a constant c1 = c1(n, a) > 0 such that
G(t)u0 > l1
2
(
c1
(
1 + t+ |x|2) a2 − (1 + r20) a2 ) ,
>
c1l1
4
(
1 + t+ |x|2) a2 , (7.5)
provided t > t1 , (4/c1)2/a
(
1 + r20
)− 1. Since u > G(t)u0, we get that
‖u(·, t)‖ = sup
x
(
R2 + |x|2)− a2 |u(x, t)|
>
c1l1
4
sup
x
(
1 + t+ |x|2
R2 + |x|2
) a
2
, (7.6)
> R−a
c1l1
4
(1 + t)
a
2 > Cl1t
a
2 as t→∞,
where C = R−ac1/4. We have used that, for t≫ 1, (1 + t+ |x|2)/(R2 + |x|2) is decreasing in |x|.
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Next we prove the upper bound by constructing a super-solution. Employing the second part of (H6),
there is r2 > 0 such that u0(x) 6 2l2
(
1 + |x|2)a/2 for |x| > r2. Set c2 = 2l2(1 + r22)a/2 , c′2l2. Then
u0(x) 6 c2
(
1 + |x|2) a2 for all x ∈ Rn. (7.7)
Let ̺ > 1 to be specified. We introduce the function
U = c2
(
̺+ ̺t+ |x|2) a2 . (7.8)
If ̺ = ̺(n, a) is sufficiently large then we have as in the proof of Proposition 4 (1) (with ̺ = k) that
∂tU − ∂t△U > △U.
Let ψ = ψ(t) > 0 be a differentiable function to be specified such that ψ′ > 0 and define
w = ψU. (7.9)
We calculate
∂tw − ∂t△w = ψ (∂tU − ∂t△U) + ψ′ (U −△U) ,
> △w + ψ′ (U −△U) .
Our goal is to select ψ in such a way that
ψ′(U −△U) > V ψpUp.
Let a = a0 + 2γ where γ > 0 and denote Σ = ̺+ ̺t+ r
2 so U = c2Σ
a/2. We note that
a
2
(1 − p) = σ
2
+ γ(1− p).
For r > 0, using that V = ζ(t)(1 + t)νrσ one can calculate to get
U −△U
V Up
= (ζ(t)(1 + t)ν)−1c1−p2
(
Σ
σ
2
rσ
)
Σγ(1−p)
(
1− (2n+ (2a− 4)r2Σ−1) a
2
Σ−1
)
,
Note that
r2Σ−1 ∈ [0, 1] and Σ−1 ∈ [0, 1/̺].
Choose ̺ = ̺(n, a) > 0 sufficiently large, then we have
1− (2n+ (2a− 4)r2Σ−1)a
2
Σ−1 >
1
2
,
Σ
σ
2
rσ
=
(
1 +
̺+ ̺t
r2
)σ
2
> 1,
(ζ(t)(1 + t)ν)−1Σγ(1−p) > ̺γ(1−p)ζ(t)−1(1 + t)e,
where
e , γ(1− p)− (ν + 1)+ + 1. (7.10)
Hence
U −△U
V Up
> c3ζ(t)
−1(1 + t)e where c3 ,
c1−p2
2
̺γ(1−p). (7.11)
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We now choose ψ > 0 by requiring that
ψ(0) = 1, ψ′ = c−13 ζ(t)(1 + t)
−eψp. (7.12)
Since a > ac, we have 2γ = a− a0 > ac − a0 = 2( (ν+1)+1−p ) so e = γ(1− p)− (ν + 1)+ + 1 > 1. Also, we note
that ζ(t) 6 Cδ(1 + t)δ for all δ > 0, so
ζ(t)(1 + t)−e 6 Cδ(1 + t)−e+δ with − e+ δ < −1,
for δ > 0 sufficiently small. Fix such a δ > 0. By solving the initial value problem, we obtain
ψ(t) =
(
1 +
1− p
c3
∫ t
0
ζ(τ)(1 + τ)−edτ
) 1
1−p
.
The function ψ has the upper bound
ψ(t) 6 λ0 ,
(
1 +
1− p
c3
Cδ
γ(1− p)− (ν + 1)+ − δ
) 1
1−p
.
By (7.11) and (7.12), we have ψ′(U −△U) > V wp, hence now we obtain
∂tw − ∂t△w > △w + V wp in Q∞, w|t=0 > u0. (7.13)
Applying the comparison theorem (Corollary 3), we conclude that
u 6 w 6 λ0c2
(
̺+ ̺t+ |x|2) a2 . (7.14)
We take the norm
‖u(t)‖ 6 λ0c2 sup
x
(R + |x|2)− a2 (̺+ ̺t+ |x|2) a2 ,
= λ0c2 sup
x
(
̺+ ̺t+ |x|2
R2 + |x|2
) a
2
6 Cl2(1 + t)
a
2 as t→∞,
where C = R−aλ0c′2̺
a/2. 
In the case a = ac, the asymptotic property of solutions is described by the following theorem.
Theorem 11 (Critical, a = ac). Assume (H6), n > 1, and
a = ac =
σ + 2(ν + 1)+
1− p . (7.15)
Let u be the global s-solution of (1.1) where V has the form (7.1) and 0 < p < 1. Then
Cl1t
a
2 6 ‖u(·, t)‖R,a 6 Cεl2t a2+ε as t→∞, (7.16)
for some constants C,Cε > 0.
Proof. By following the proof in the preceding theorem, we get the lower bound
u(x, t) >
c1l1
4
(1 + t+ |x|2) ac2 (as t→∞).
37
For the upper bound, we can employ the same calculations. In fact, we have e = 1 in this case and the
function ψ, for a fixed δ > 0 small, is bounded by
ψ(t) 6
(
1 +
1− p
c3
Cδt
δ
) 1
1−p
.
So for any ε = δ/(1− p) > 0 sufficiently small we obtain
u(x, t) 6 c′′2 l2
(
1 +
1− p
c3
Cδt
δ
) 1
1−p
(1 + t+ |x|2) ac2 ,
6 Cεl2(1 + t+ |x|2)
ac
2 +ε,
as t→∞. We therefore obtain
Cl1t
ac
2 6 ‖u(·, t)‖R,a 6 Cεl2t
ac
2 +ε (7.17)
for any ε > 0 where Cε is a constant depending on ε. 
Finally we consider the sub-critical case: a < ac. If the asymptotic growth a of u0 (see (H6)) satisfies
a < a0, the result will be the same as replacing a with a0 in the following theorem. It is remarkable that
for the sub-critical exponent case, the initial condition plays no role in the asymptotic estimates. In other
words, the asymptotic behavior of solutions in this case is dominated by the sublinearity and the potential
not by the initial condition.
Theorem 12 (Sub-critical, a < ac). Assume (H6), n > 1, and
a ∈ [a0, ac).
Let u be the global s-solution of (1.1) where V has the form (7.1) and 0 < p < 1. Then, for any ε > 0, there
are constants C,Cε > 0 such that
Ct
ac
2 6 ‖u(·, t)‖R,a 6 Cεlε2t
ac
2 +ε as t→∞. (7.18)
Proof. The lower bound was proved in Theorem 3. We prove the upper bound. It is remarkable that the
technique from the preceding theorem cannot be applied. For simplicity of the presentation, we will consider
the case ν > −1.
Arguing the same as the preceding theorem, we can assume that (7.7) is true. Let R > k > 1 be large
constants such that Proposition 4 (1) and Lemma 12 (for a fixed θ) hold and the following estimates are
true
G(t) (R+ ̺+ |x|2)m2 6 (R+ ̺+ kt+ |x|2)m2 , (7.19)
B (R+ ̺+ |x|2)m2 6 θ−1 (R + ̺+ |x|2)m2 , (7.20)
for all (x, t) ∈ Rn × (0,∞), ̺ > 0, and m in a compact subset of [0,∞). In the following BCa will be
equipped with the norm ‖ · ‖ , ‖ · ‖√R,a.
We shall choose b > 0 sufficiently small later and then note that
ζ(t) 6 ϑ(1 + t)b where ϑ = ϑ(b).
Let ν˜ = ν + b so that we have
V (x, t) 6 ϑ(1 + t)ν˜ |x|σ.
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From the definition of solutions we have
u = G(t)u0 +
∫ t
0
G(t− τ)B (V up) (τ) dτ
6 c2G(t)
(
1 + |x|2) a2 + ∫ t
0
G(t− τ)B
(
ϑ(1 + τ)ν˜ |x|σ
(
‖u(·, τ)‖ (R+ |x|2)a/2)p) dτ,
6 c2G(t)
(
R+ |x|2) a2 + ϑ sup
[0,t]
‖u(·, τ)‖p
∫ t
0
(1 + τ)ν˜G(t− τ)B (R+ |x|2)σ+ap2 dτ,
6 c2
(
R+ kt+ |x|2) a2 + ϑθ−1 sup
[0,t]
‖u(·, τ)‖p
∫ t
0
(1 + τ)ν˜
(
R+ k(t− τ) + |x|2)σ+ap2 dτ,
6 c2
(
R+ kt+ |x|2) a2 + ϑθ−1(sup
[0,t]
‖u(·, τ)‖
)p (
R+ kt+ |x|2)σ+ap2 (1 + t)ν˜+1, (7.21)
6 c2
(
R+ |x|2) a2 (1 + t) a2 + ϑθ−1(sup
[0,t]
‖u(·, τ)‖
)p (
R+ |x|2) a2 (1 + t) σ+ap2 +ν˜+1 , (7.22)
where we have used (7.19), (7.20) (with ̺ = 0) in the third estimate and that σ + ap 6 a, which is true
because a > a0, in the last estimate.
Let
δ ,
σ + ap
2
+ ν˜ + 1, M , max{1, c2 + ϑθ−1}, K , ϑθ−1.
Since a < σ+2(ν+1)1−p , it follows that
a
2
< δ. (7.23)
Claim 5. We have
‖u(·, t)‖ 6M q(1 + t)δq (∀ t > 0). (7.24)
Proof (Claim). If ‖u(·, t)‖ 6 1 then the claim is trivially true. Assume ‖u(·, t)‖ > 1. Then
sup
[0,t1]
‖u(·, τ)‖ > 1 for t1 > t.
By (7.22) and that a/2 < δ, we get
‖u(·, t)‖ 6M
(
sup
[0,t1]
‖u(·, τ)‖
)p
(1 + t)δ (∀ t < t1) ⇒ sup
[0,t1]
‖u(·, τ)‖ 6M q(1 + t1)δq .
This is true for any t1 > t, hence
‖u(·, t)‖ 6M q(1 + t)δq. 
Without loss of generality we assume c2 > 1. We introduce the sequence of real numbers:
ζ0 = a, ζ1 = σ + ap, and ζk = σ + ζk−1p (k > 1). (7.25)
Also for convenience, let
Σ , R+ kt+ |x|2, Π , 1 + t. (7.26)
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By (7.21), (7.23), and (7.24), we have
u(x, t) 6 c2Σ
ζ0
2 +K
(
sup
06τ6t
‖u(·, τ)‖
)p
Σ
ζ1
2 Π ν˜+1,
6 c2Σ
ζ0
2 +K
(
M qΠδq
)p
Σ
ζ1
2 Π ν˜+1,
6 I1 , d1Σ
ζ0
2 +m1Π
δqp+(ν˜+1)Σ
ζ1
2 where d1 = c2, m1 , KM
qp. (7.27)
We shall use the following fact. For 0 6 τ 6 t, we have
G(t− τ)B (V Σm2 ) (τ) 6 ϑ(1 + τ)ν˜G(t− τ)B (Σ(τ)σ+m2 ) ,
6 ϑθ−1Σ
σ+m
2 Π ν˜ = KΣ
σ+m
2 Π ν˜ , (7.28)
which is true according to (7.19) and (7.20) (taking ̺ = kτ). Note that Σ = Σ(t).
Then by plugging the estimate u 6 I1 into the integral representation of u we get
u(x, t) 6 c2Σ
ζ0
2 +
∫ t
0
G(t− τ)B (V Ip1 ) (τ) dτ,
6 c2Σ
ζ0
2 + 2p
∫ t
0
G(t− τ)B
(
dp1(V Σ
ζ0p
2 ) +mp1Π
δqp2+(ν˜+1)p(V Σ
ζ1p
2 )
)
(τ) dτ,
6 c2Σ
ζ0
2 + 2pK
∫ t
0
(
dp1Σ
ζ1
2 Π ν˜ +mp1Π
δqp2+(ν˜+1)pΣ
ζ2
2 Πν
)
dτ,
6 d2
(
Σ
ζ0
2 +Σ
ζ1
2 Π ν˜+1
)
+m2Π
δqp2+(ν˜+1)(1+p)Σ
ζ2
2 , I2, (7.29)
where
d2 = 2
pKc2, m2 , 2
pK1+pM qp
2
.
Here we use the fact that (a1 + · · ·+ am)p 6 mp(ap1 + · · ·+ apm) for ai > 0. Similarly, we have
u 6 c2Σ
ζ0
2 +
∫ t
0
G(t− τ)B (V Ip2 ) (τ) dτ,
6 c2Σ
ζ0
2 + 3p
∫ t
0
G(t− τ)B
(
dp2(V Σ
ζ0p
2 ) + dp2(V Σ
ζ1p
2 )Π(ν˜+1)p
+mp2Π
δqp3+(ν˜+1)(p+p2)(V Σ
ζ2p
2 )
)
(τ) dτ,
6 c2Σ
ζ0
2 + 3pK
∫ t
0
(
dp2Σ
ζ1
2 Π ν˜ + dp2Σ
ζ2
2 Π ν˜+(ν˜+1)p +mp2Π
δqp3+(ν˜+1)(p+p2)+ν˜Σ
ζ3
2
)
dτ,
6 d3
(
Σ
ζ0
2 +Σ
ζ1
2 Π ν˜+1 +Σ
ζ2
2 Π(ν˜+1)(1+p)
)
+m3Π
δqp3+(ν˜+1)(1+p+p2)Σ
ζ3
2 , I3, (7.30)
where
d3 = 3
p2p
2
K1+pc2, m3 = 3
p2p
2
K1+p+p
2
M qp
3
.
By iterating N times we obtain
u(x, t) 6 IN , dN
N−1∑
k=0
Σ
ζk
2 Π(ν˜+1)(1+p+···+p
k−1) +mNΠ
δqpN+(ν˜+1)(1+p+···+pN−1)Σ
ζN
2 , (7.31)
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where
dN =
(
N∏
k=2
kp
N+1−k
)
K(1+p+···+p
N−2)c2, mN ,
(
N∏
k=2
kp
N+1−k
)
K1+p+···+p
N−1
M qp
N
.
We observe that
ζk = σ + σp+ σp
2 + · · ·+ σpk−1 + apk = σ
1− p +
(
a− σ
1− p
)
pk.
Since σ1−p 6 a <
σ+2(ν+1)
1−p and 0 < p < 1, it follows that
σ
1− p 6 ζk 6 a,
ζk
2
+ (ν˜ + 1)
(
1 + p+ · · ·+ pk−1) 6 ac
2
(7.32)
by taking b > 0 sufficiently small. Using (7.32) and (7.31) together with that
Σ 6 (R + |x|2)(1 + t)
we obtain
u(x, t) 6 (R + |x|2) a2
(
NdN (1 + t)
ac
2 +mN (1 + t)
ac
2 +δqp
N
)
.
Choose N sufficiently large so that
N >
log(ε/((1 ∨ δ)q))
log p
⇒ (1 ∨ δ)qpN 6 ε.
Then by taking t sufficiently large, it follows that
u(x, t) 6 2mN(R + |x|2) a2 t
ac
2 +ε 6 Cεl
ε
2(R + |x|2)
a
2 t
ac
2 +ε
where Cε = 2cN,pK
q(c′2)
qpN . Therefore, we obtain
‖u(·, t)‖ 6 Cεlε2t
ac
2 +ε (7.33)
as t→∞, where Cε = CεR−a. This proves the desired upper estimate. 
Remark 13. We have discovered that if the spatial growth exponent a of u0 is in the interval (−∞, ac),
then the sublinear source takes control of the asymptotic grow-up rate of the solutions with the grow-up
rate ∼ tac/2+ε for any ε > 0. At the critical exponent a = ac, both the sublinear source and the initial value
control the grow-up rate of the solutions. The initial condition takes over the control of the grow-up rate
when a is super-critical: a ∈ (ac,∞).
Remark 14. It is interesting to investigate the effect of the third order viscous term △∂tu in (1.1) on the
asymptotic properties of solutions. We consider non-trivial solutions u > 0 of the Cauchy problem{
∂tu− k△∂tu = △u+ V up (in Q∞),
u(x, 0) = u0(x),
(7.34)
where k > 0 is a constant and u0 > 0 has l1, l2 ∈ (0,∞) given by
l1 = lim inf|x|→∞
u0(x)
|x|a , l2 = lim sup|x|→∞
u0(x)
|x|a . (7.35)
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Setting
U(x, t) = k−qu
(√
kx, kt
) (
q =
1
1− p
)
, (7.36)
then ∂tU = k
1−q∂tu, △∂tU = k1−q(k△∂tu), △U = k1−q△u, and V Up = k1−q(V up), hence U satisfies{
∂tU −△∂tU = △U + V Up (in Q∞),
U(x, 0) = U0(x) , k−qu0.
(7.37)
Conversely, given any solution U of Eq. (7.37), then
u(x, t) = kqU
(
x√
k
,
t
k
)
solves Eq. (7.34).
By setting y = x/
√
k and τ = t/k, we have
‖u(·, t)‖R,a = sup
x
(
R2 + |x|2)−a/2 u(x, t),
= kq sup
x
(R2 + |x|2)−a/2U
(
x/
√
k, t/k
)
,
= kq sup
y
(
R2 + k|y|2)−a/2 U(y, τ). (7.38)
Consider the case a > ac. By Theorem 10 and that, for U0 = k
−qu0, L1 = k−ql1 and L2 = k−ql2, we have
the pointwise estimate
c1k
−ql1
4
(1 + τ + |y|2)a/2 6 U(y, τ) 6 λ0c′2k−ql2(̺+ ̺τ + |y|2)a/2,
which implies, as τ →∞, that
‖u(·, t)‖R,a > kq c1(k
−ql1)
4
sup
y
(
1 + τ + |y|2
R2 + k|y|2
)a/2
> C′R−aτa/2 = Ck−
a
2 ta/2,
‖u(·, t)‖R,a 6 kqλ0c′2(k−ql2) sup
y
(
̺+ ̺τ + |y|2
R2 + k|y|2
)a/2
6 C
′
R−aτa/2 = Ck−
a
2 ta/2.
Thus we obtain
Ck−
a
2 ta/2 6 ‖u(·, t)‖R,a 6 Ck−a2 ta/2 (as t→∞). (7.39)
Therefore, in the case a > ac, the effect of the third order term in (7.34) is determined by the factor
k−a/2 in the asymptotic norm estimates of solutions. The smaller the third order term (k small) the higher
the coefficients, whereas the greater the third order term (k large) the smaller the coefficients.
At the critical exponent a = ac, the same analysis as above together with Theorem 11 shows that
Ck−
ac
2 tac/2 6 ‖u(·, t)‖R,ac 6 Cεk−
ac
2 tac/2+ε (as t→∞). (7.40)
Thus the third order term affects the asymptotic grow-up of solutions by a factor of k−ac/2.
Finally, consider the case a < ac. Then we have by Theorem 12 that
Cτ
(ν+1)+
1−p (1 + τ + |y|2) a02 6 U(y, τ) 6 Cεlε2(R2 + |y|2)
a
2 τ
ac
2 +ε
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and
‖u(·, t)‖R,a > kqCτ
(ν+1)+
1−p sup
y
(R2 + k|y|2)− a2 (1 + τ + |y|2) a02 > CR−akq− ac2 t ac2 ,
‖u(·, t)‖R,a 6 kqCε(k−ql2)ε sup
y
(
R2 + |y|2
R2 + k|y|2
) a
2
τ
ac
2 +ε 6 Cεl
ε
2k
q− ac2 −ε(q+1)t
ac
2 +ε,
as t→∞. So we have
CR−akq−
ac
2 6 ‖u(·, t)‖R,a 6 Cε′ lε2kq−
ac
2 −ε′t
ac
2 +ε
′
. (7.41)
Thus in this case the third order term affects the asymptotic grow-up of solutions by the factor of kq−ac/2.
8. Appendix
In our study of sharp asymptotic behavior of solutions to (1.1), Section 7, we shall need the following
pointwise estimates involving the Bessel potential operator B and the pseudoparabolic green operator G(t)
acting on the weight-type functions:
Λ̺,d = (̺+ |x|2)d/2, (8.1)
where ̺ > 0 and d ∈ R.
Lemma 12. Let n > 1, d ∈ R, and ε, θ ∈ (0, 1). There is a constant ̺0 > 0 depending only on n, d, ε, θ
such that if ̺ > ̺0 then
ε(̺+ |x|2) d2 6 B(̺+ |x|2) d2 6 θ−1(̺+ |x|2) d2 (on Rn). (8.2)
Moreover, if d is bounded then ̺0 is also bounded.
Proof. Let Λ̺,d = (̺+ |x|2)d/2 = Σd/2 where Σ = Σ(r) = ̺+ r2. Then
∂rΛ̺,d = drΣ
d−2
2 ,
∂rrΛ̺,d = dΣ
d−2
2 + d(d− 2)r2Σ d−42 ,
△Λ̺,d = ∂rrΛ̺,d + n− 1
r
∂rΛ̺,d =
[
ndΣ−1 + d(d− 2) (r2Σ−1)Σ−1]Λ̺,d.
Thus we have
Λ̺,d −△Λ̺,d =
{
1− [n+ (d− 2) (r2Σ−1)] dΣ−1}Λ̺,d. (8.3)
Since r2Σ−1 ∈ [0, 1] and Σ−1 ∈ [0, 1/̺], we have(
1− n|d|+ |d(d − 2)|
̺
)
Λ̺,d 6 Λ̺,d −△Λ̺,d 6
(
1 +
n|d|+ |d(d − 2)|
̺
)
Λ̺,d.
Now we define
̺1 ,
n|d|+ |d(d− 2)|
ε−1 − 1 , ̺2 ,
n|d|+ |d(d− 2)|
1− θ .
If ̺ > ̺1 then we get Λ̺,d −△Λ̺,d 6 ε−1Λ̺,d hence
BΛ̺,d > εΛ̺,d.
If ̺ > ̺2 then we get Λ̺,d −△Λ̺,d > θΛ̺,d hence
BΛ̺,d 6 θ−1Λ̺,d.
Setting ̺0 = max{̺1, ̺2} the desired two-sided estimate is true for all ̺ > ̺0. 
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Remark 15. (i) If d ∈ J+n then (n + (d − 2)(r2Σ−1))d > min{dn, d(d + n − 2)} > 0 which implies by
(8.3) that Λ̺,d −△Λ̺,d 6 Λ̺,d hence
BΛ̺,d > Λ̺,d. (8.4)
The latter estimate then implies G(t)Λ̺,d > Λ̺,d.
(ii) From the lemma, we obtain the two-sided estimate
e−(1−ε)tΛ̺,d 6 G(t)Λ̺,d 6 e−(1−θ−1)tΛ̺,d, (8.5)
which is true by the fact that G(t)ϕ = e−t∑∞k=0 tkk!Bkϕ.
Proposition 4. Let n > 1.
(1) Let d > 0. There are constants ̺0, k0 > 0 depending only upon n, d such that if ̺ > ̺0 and k > k0,
then
G(t)(̺ + |x|2) d2 6 (̺+ kt+ |x|2) d2 (x ∈ Rn, t > 0). (8.6)
Furthermore, if d is bounded then ̺0 and k0 are also bounded.
(2) Let ̺ > 0. If either d > 0 with n > 2 or d ∈ {0} ∪ (1,∞) with n = 1, then there is a constant k0 > 0
depending only upon n, d, ̺ such that if 0 6 k 6 k0 then
G(t)(̺ + |x|2) d2 > (̺+ kt+ |x|2) d2 (x ∈ Rn, t > 0). (8.7)
Proof. We can assume d > 0. Let u = G(t) (̺+ |x|2)d/2 and U = (̺+ kt+ |x|2)d/2. Then u satisfies the
linear pseudoparabolic Cauchy problem
∂tu−△∂tu = △u in Q∞, u|t=0 =
(
̺+ |x|2)d/2 . (8.8)
We denote Σ = Σ(r, t) = ̺+ kt+ r2 so U = Σd/2. Then by direct calculations, we have
∂tU = k
(
d
2
)
Σ
d−2
2 , ∂rU = drΣ
d−2
2 , ∂rrU = dΣ
d−2
2 + d(d− 2)r2Σ d−42 ,
△U = ∂rrU + n− 1
r
∂rU =
(
2n+ 2(d− 2)(r2Σ−1))(d
2
)
Σ
d−2
2 ,
∂t△U = (d− 2)
[
n+ (d− 4)(r2Σ−1)] (kΣ−1)(d
2
)
Σ
d−2
2 .
Thus we have
Π ,
△U − ∂tU + ∂t△U(
d
2
)
Σ
d−2
2
,
= 2n− k + 2(d− 2)(r2Σ−1) + (d− 2) [n+ (d− 4)(r2Σ−1)] (kΣ−1)
To prove the first part, we take ̺0, k0 > 0 sufficiently large so that U is a supersolution to the linear
problem. Let
̺0 , 2|(d− 2)(n+ |d− 4|)|, k0 = 4(n+ |d− 2|).
Let ̺ > ̺0 and k > k0. Since r2Σ−1 ∈ [0, 1] and Σ−1 ∈ [0, 1/̺], we have
Π 6 2n− k + |2d− 4|+ |(d− 2)(n+ |d− 4|)|
̺
k,
6 2n− 1
2
(k − 4|d− 2|) 6 0.
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So U is a super-solution of (8.8), that is
∂tU − ∂t△U > △U in Q∞, U |t=0 = (̺+ |x|2)d/2. (8.9)
By the linear pseudoparabolic comparison principle, we obtain
G(t)(̺+ |x|2)d/2 = u 6 U = (̺+ kt+ |x|2)d/2 ,
which is precisely the desired upper estimate.
Now we prove the second part. For n > 2 and d > 0, it follows that (d − 2)[n + (d − 4)(r2Σ−1)] >
min{(d− 2)n, (d− 2)[n+ d− 4]} > min{(d− 2)n, (d− 2)(n− 2)} > −2n. This implies
Π > 2n− k + 2(d− 2)(r2Σ−1)− 2n
̺
k,
> 2n− k
(
1 +
2n
̺
)
+ 2(d− 2)−.
Hence Π > 0 provided
0 6 k 6 k1 ,
4 + 2(d− 2)−
1 + 2n̺
. (8.10)
For n = 1 and d > 1, (d− 2)[1 + (d− 4)(r2Σ−1)] > min{d− 2, (d− 2)(d− 3)} > min{−1,− 14} = −1. So
we have
Π > 2− k + 2(d− 2)(r2Σ−1)− k
̺
,
> 2 + 2(d− 2)− − k
(
1 +
1
̺
)
.
So we have Π > 0 provided
0 6 k 6 k2 ,
2 + 2(d− 2)−
1 + 1̺
. (8.11)
Taking k0 , min{k1, k2}, we have Π > 0 provided k ∈ [0, k0]. This implies U is a sub-solution of (8.8), i.e.
∂tU − ∂t△U 6 △U in Q∞, U |t=0 = (̺+ |x|2)d/2. (8.12)
Therefore
G(t)(̺+ |x|2)d/2 = u > U = (̺+ kt+ |x|2)d/2 , (8.13)
which is the desired lower estimate. 
Remark 16. There is a stronger two-sided estimate, similar to the preceding proposition, for the heat
operator. This two-sided estimate can be proved easily using the self-similarity or scaling property of the
heat equation. See for instance [9]. For the pseudoparabolic, there is no scaling transformation owing to the
third order viscosity term.
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