Link prediction over a knowledge graph aims to predict the missing entity h or t for a triple (h, r, t). Existing knowledge graph embedding based predictive methods represent entities and relations in knowledge graphs as elements of a vector space, and employ the structural information for link prediction. However, knowledge graphs contain many hierarchical relations, which existing methods have pay little attention to. In this paper, we propose a hierarchy-constrained locally adaptive knowledge graph embedding based link prediction method, called hTransA, by integrating hierarchical structures into the predictive work. Experiments over two benchmark data sets demonstrate the superiority of hTransA.
INTRODUCTION
Link prediction over a knowledge graph aims to predict the missing head entity h or tail entity t for a triple (h, r, t) in the knowledge graph. Namely, it predicts t given (h, r) or predict h given (r, t). In recent years, many knowledge graph embedding based predictive methods have been conducted for link prediction, which embed a knowledge graph into a continuous vector space and then a score function fr(h, t) for each triple (h, r, t) is learned according to the structures of the graph. Finally, a list of candidate entities is returned in the decreasing order of their scores. For example, TransA [3] , the state-of-the-art predictive method, utilizes the structural information of knowledge graphs by computing the local distance of entities and the proximity of relations. However, these methods focus on the general structure of the graphs, and there are many particular structures which can be employed to promote the performance of link prediction. One typical structure is the hierarchical structure, which is a structure where entities are organized in a tree, and their relations are hierarchical relations [1] . For instance, "Barack Obama" and his two children "Sasha Obama" and "Malia Obama" compose a tree with "Barack" as the root node. Specifically, relations in a knowledge graph can be classified into two categories, hierarchical and nonhierarchical. Hierarchical relations between entities, such as "child" between "Barack Obama" and "Sasha Obama", have directions from the head entity to the tail entity. Nonhierarchical relations between entities, such as "colleague" between "Barack Obama" and "Hillary Clinton", mean that one can interchange the head entity with the tail entity, and the triple obtained is still correct. One way to distinguish hierarchical relations in a knowledge graph is to study the mapping properties of relations. Namely, we can find the 1-to-N (e.g., father-to-children) or N-to-1 (e.g., childrento-father) relations. Hierarchical structures are extremely common in knowledge graphs due to the ubiquitousness of hierarchical relations. For instance, WN18, a subset of the knowledge graph WordNet, has about 50% hierarchical relations. Furthermore, it is intuitive that considering the hierarchical structure can promote the performance of link prediction. For example, knowing that "Sasha" is the child of "Barack" and "child" is a hierarchical relation helps to predict the child relationship between "Barack" and "Malia".
Motivated by this intuition, we propose a hierarchy-constrained locally adaptive knowledge graph embedding based link prediction method, called hTransA, by considering the hierarchical structures. Experiments over two benchmark data sets validate the effectiveness of the proposed method.
THE PREDICTIVE METHOD HTRANSA
The idea of hTransA is to define a hierarchy-based entityspecific margin Ment by classifying the relations of h (or t) into hierarchical and non-hierarchical ones, where Ment is used to separate positive entities from negative ones for the given entity h (or t). Then the embedding of entities and relations to a vector space R d for each triple (h, r, t) is learned by minimizing a loss function concerning Ment. Specifically, for a given entity h and its related relation r, the set of positive entities, denoted by Pr, contains entities which have relation with h of type r, and the set of negative entities, denoted by Nr, contains entities which have relations with h of type other than r. And R h is the set of all relations related to h and |R h | is the cardinality of R h . More formally,
where mr is the margin between positive and negative enti-ties for the given h and r ∈ R h , which is defined according to whether r is hierarchical or not. More formally, let H be the set of hierarchical relations in a knowledge graph, and the boldface characters denote the embedding vectors of entities and relations. For instance, h is the embedding vector of the entity h. Then for all t ∈ Pr and t ∈ Nr, we define
where λ is a regularization parameter with 0 ≤ λ ≤ 1, α is the angle between the two vectors h − t and h − t , and φ(α) is a penalty function which is monotonically increasing with respect to α. And σ(x) returns the absolute value of x.
The geometric meaning of mr is illustrated in Figure 1 . If r is non-hierarchical, the value σ(||h − t || − ||h − t||) obtains the minimum when it takes the farthest positive entity t and the nearest negative entity t with respect to h, such that ||h − t || is small. In this case, mr is the distance between the two concentric spheres, shown in Figure 1(a) . If r is hierarchical, it is shown in [1] that the positive entities should lie close to each other since they are siblings with h as the common father. In other words, the positive entities can be enclosed in a circular sector (shaded area in Figure 1(b) ), where the value σ(||h − t || − ||h − t||) + λφ(α) obtains the minimum when it takes the farthest positive entity t and the nearest negative entity t with respect to h, such that both ||h − t || and α are small. In this case, mr is the distance between the two concentric spheres, shown in Figure 1(b) . Furthermore, the setting of mr, when r is hierarchical, is similar to the soft margin defined in SVM. The introduction of φ(α) intends to penalize negative entity t in which the angle between the two vectors h − t and h − t is large. In order to predict t given (h, r) or predict h given (r, t), we follow the instruction in TransA [3] to adaptively choose the optimal margin Mopt such that Mopt = μMent +(1−μ)M rel , where 0 ≤ μ ≤ 1 and M rel = minr i ∈R h (||ri|| − ||r||) with ||ri|| ≥ ||r|| is the relation-specific margin. Then we learn the representations of entities and relations by minimizing the loss function L = (h,r,t)∈Δ (h ,r,t )∈Δ max(0, fr(h, t)+ Mopt − fr(h , t )) and rank candidate entities in terms of fr(h, t) = ||h + r − t||,where || · || is the L1-norm or L2-norm.
EXPERIMENTS
The experiments were carried out on two public knowledge graphs, WN18 used in [1] and FAMILY used in [2] . WN18 is a subset of the knowledge graph WordNet, which has 18 types of relations and 40,943 entities. FAMILY is an artificial hierarchical knowledge graph where entities are organized in a tree, and the number of relation types and entities are 7 and 721, respectively. Following [1] , the relations are classified into 1-to -1, 1-to-N, N-to-1, N- to-N and the proportion of the four classes are 25.5%, 17.4%, 30.9%, 26.2% for WN18, and 0.3%, 32.0%, 19.0%, 48.7% for FAM-ILY. We also filter out the corrupted triples which are correct ones for evaluation, denoted as "filter" and "raw" otherwise.
The baseline methods include classical embedding methods, such as TransE [1] , TransA [3] , and other methods shown in Table 1 . Since WN18 is also used by our baselines, we compare our results with them reported in [3] . All parameters are determined on the validation set. The penalty function adopts two monotonically increasing function φ(α) = −log(cosα) and φ(α) = 1 − cosα. The optimal settings are: η = 0.001, d = 100, B = 1440, μ = 0.5, λ = 0.2 for φ(α) = −log(cosα) and λ = 0.5 for φ(α) = 1 − cosα, as well as taking L1 as dissimilarity. It can be seen from Table 1 that on both data sets, hTransA obtains the lowest mean rank, and decreases the mean rank of the state-of-the-art method, TransA, by 20% ∼ 30%. It is unsurprising since that hTransA employs the hierarchical structures to promote the performance of link prediction.
CONCLUSIONS
In this paper, we propose hTransA for link prediction in knowledge graphs, which adaptively chooses the entityspecific margin by modeling the hierarchical structures. Experiments demonstrate the effectiveness of hTransA. 
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