Relative-rate tests have previously been developed to compare the substitution rates of two sequences or two groups of sequences. These tests usually assume that the process of nucleotide substitution is stationary and the same for all lineages, i.e., uniform. In this study, we conducted simulations to assess the performance of the relative-rate tests when the molecular-clock (MC) hypothesis is true (i.e., there is no rate difference between lineages), but the stationarity and uniformity assumptions are violated. Kimura's and bias-corrected LogDet distances were used. We found that the computation of the variances and covariances of LogDet distances had to be modified, because the constraint that the sum of the frequencies of the 16 nucleotide pair types is equal to 1 must be imposed. Comparison of the rates of two single sequences (Wu and Li's test) or two groups of sequences (Li and Bousquet's test) gave similar results. When the sequences are long (Ն500 nt), the test based on LogDet distances and their appropriate variances and covariances is appropriate even when the substitution process is not stationary and/or not uniform. That is, at the 5% significance level, the test rejects the MC hypothesis in about 5% of the simulation replicates. In contrast, if the sequences are short (Յ200 bases) and highly divergent, the LogDet test is very conservative due to overestimation of the variances of the distances. When the uniformity assumption is violated, the relative-rate test based on Kimura's distances can be severely misleading because of differences in base composition between sequences. However, if the uniformity assumption held and so the base frequencies remained similar among sequences, the rate of rejection turned out to be close to 5%, especially with short sequences. Under such conditions, the test using Kimura's distances performs better than the LogDet test. The reason seems to be that these distances are less affected by a reduction in the number of sites than the LogDet distances because they depend on only two parameters.
Introduction
The molecular-clock (MC) hypothesis has been a cornerstone in the field of molecular evolution (Zuckerkandl and Pauling 1965) . In particular, it has been taken as a basis for phylogenetic reconstruction and for divergence time estimation (see Nei 1987, pp. 309-313; Li 1997, pp. 215-235) . The MC hypothesis postulates that the rate of molecular evolution is constant over time among evolutionary lineages. Under this hypothesis, two nucleotide sequences accumulate the same number of substitutions since their divergence from a common ancestral sequence. A statistical test, named ''the relative-rate test'', was developed to determine if two evolutionary lineages have evolved at the same rate (Margoliash 1963; Sarich and Wilson 1973; Wu and Li 1985) . It was designed to compare the rates in two single species (sequences) using an outgroup species as a reference (a three-species test). Later, Li and Bousquet (1992) extended it to compare the mean rates of two lineages, each consisting of several taxa (a multiple-species test), and recently, Robinson et al. (1998) generalized it to the use of several outgroups. Another test dealing with groups of sequences has been developed by Takezaki, Rzhetsky, and Nei (1995) . All of these tests are based on evolutionary distances. The comparison of evolutionary rates can also be done in the maximum-likelihood framework (Felsenstein 1988; Muse and Weir 1992; Yang 1996; Rambaut and Bromham 1998) .
One assumption commonly made in molecular evolutionary studies, and especially in estimating distances, is that of stationarity, i.e., the nucleotide frequencies in sequences do not change with time and are thus equal to those in the ancestral sequence (e.g., see Gu and Li 1996a) . Another common assumption is that the substitution process is the same in all branches of a phylogenetic tree (i.e., in all sequences); we call such a substitution process a uniform process. If stationarity or uniformity holds, base compositions should remain similar among sequences. However, analyses of many data sets revealed that these two assumptions are often unrealistic and that compositional changes occur in the evolutionary process (see e.g., Lockhart et al. 1994; Galtier and Gouy 1995) . Ignoring nonstationarity or nonuniformity can affect the testing of the MC hypothesis and mislead phylogenetic reconstruction.
The purpose of this paper is to study by computer simulation the statistical behavior of the three-species and Li and Bousquet's multiple-species relative-rate tests with respect to the stationarity and uniformity assumptions. We used Kimura's distance and the LogDet distance. The two-parameter method of Kimura (1980) assumes that the nucleotide frequencies are stationary. In contrast, the LogDet method is based on the most general model of nucleotide substitution and can deal with nonstationary and nonuniform conditions (Barry and Hartigan 1987; Lockhart et al. 1994; Steel 1994; Gu and Li 1996b) . The formulae for the relative-rate tests with these two different distance measures have been derived by Wu and Li (1985) and Gu and Li (1996b) , respectively. However, the formulation for the LogDet test needs to be modified. In this method, the frequen-FIG. 1.-Rooted topologies used to simulate the evolution of three sequences under the molecular-clock hypothesis. Species 3 is the reference taxon for the rate comparison between species 1 and 2, which diverged at 0. R is the root, i.e., the common ancestor of all species. Branch lengths are given as expected numbers of substitutions per site. Trees 2a and 2b (not shown), in which branch lengths were twice as long, were also evaluated. The sequence length was 200, 500, or 1,000 nt.
FIG. 2.-Rooted topology used to simulate the evolution of two three-species lineages and a single outgroup taxon (species 3) under the molecular-clock hypothesis. Branch lengths are expected numbers of substitutions per site. A second tree (not shown) having branch lengths twice as long was also evaluated. The sequence length was 200, 500, or 1,000 nt.
cies of the 16 pairs of nucleotides between two given sequences are required to estimate the LogDet distances. As will be explained later, we found that in computing the variances and covariances we need the constraint that the sum of the 16 parameters is equal to 1.
Our simulations were conducted to determine whether the tests reject the MC hypothesis too often when the hypothesis is in fact true but the stationarity assumption, the uniformity assumption, or both are violated. We note that if the process is nonstationary and/ or nonuniform, a significant fraction of the differences observed between sequences may be due to changes in nucleotide composition rather than changes in substitution rate. Simulations will help us determine to what extent the use of a distance that relies on the stationarity assumption, such as Kimura's distance, may mislead the relative-rate test. More importantly, simulations may tell us whether the LogDet test is robust against the stationarity assumption and/or the uniformity assumption.
Methods

Comparison of Two Species
The purpose of the relative-rate test of Wu and Li (1985) is to compare the evolutionary rates of species 1 and 2, which diverged from a common unknown ancestor 0, using species 3 as a reference (see fig. 1 ). Let d ij be the evolutionary distance between species i and j. To test whether species 1 and 2 have evolved at the same rate, i.e., whether the numbers of substitutions that occurred in branches 01 and 02 are the same, one has to determine if the difference
is not significantly different from zero. This can be done by computing the statistic
where var(D) is the sampling variance of D. The number of substitutions in a sequence during a time interval is assumed to follow a Poisson process. When the number of changes becomes large (i.e., Ն20), the difference between two Poisson variables approaches a normal distribution, and the value of Z can then be compared with the standardized normal distribution (Wu and Li 1985) .
At the 5% level, the MC hypothesis is rejected if |Z| Ͼ 1.96.
The variance of D is given by 
Since the evolutionary paths (01) and (02) are independent (see fig. 1 ), cov(d 01 , d 02 ) ϭ 0, and
12 However, this variance is likely to be an underestimate, because d 01 and d 02 cannot be estimated without an outgroup reference. Note that the above relation is not applicable to LogDet distances because the additivity of these distances does not extend to internal branches and nodes, unless the nucleotide frequencies are stationary and all equal to 0.25 (Gu and Li 1996b) . As explained in the Simulations section, simulation experiments were conducted to see how equations (2) and (4) affect the reliability of the relative-rate test.
Comparison of Two Groups of Species
The purpose of Li and Bousquet's (1992) test is to compare the overall evolutionary rates of lineages 1 and 2, which contain n and m species, respectively (e.g., fig.  2 ). A single outgroup taxon 3 is still used as a reference.
The number of substitutions between each species of a given lineage x and the outgroup is computed, and then the average distance d x3 is taken to represent the distance between lineage x and the outgroup, i.e., Li and Bousquet (1992) showed that if the number of sites compared between any species and the outgroup is the same,
i3 j3 nm iϭ1 jϭ1
Computation of the Variance-Covariance Matrix of LogDet Distances
In order to understand the modification to be made in the computation of LogDet distances, let us review the LogDet method. The LogDet distance between sequences i and j is defined as (Barry and Hartigan 1987; Lockhart et al. 1994; Steel 1994) 
The constant Ϫln(4) has been added following Gu and Li (1996b) . In equation (8), J is a 4 ϫ 4 matrix whose rtth elements are the proportions of sites at which the nucleotides are r in sequence i and t in sequence j, and det means the determinant of the matrix. Hence, the 16 elements of J should sum to 1. Gu and Li (1996b) derived the following bias-corrected formula:
By means of the delta method in statistics, Barry and Hartigan (1987) showed that the variance of the (uncorrected) LogDet distance can be approximated by 
where f rtu is the proportion of sites at which the nucleotides are r in sequence 1, t in sequence 2, and u in sequence 3, respectively. Here, to perform the test with the bias-corrected distance, we put formula (9) into equations (10) and (11) to compute the variance and covariance of d . As noted Ј ij below, the derivatives of the corrected distance should be computed by applying the constraint that the sum of the proportions J rt is 1. Indeed, ignoring this constraint can give, in some cases, a covariance cov (d , d ) (2) gives a negative value for var(D) (see table 3 ). This is also true for the uncorrected distance.
Computation of the Partial Derivatives of LogDet Distances
The LogDet distance d ij between sequences i and j (corrected or not) is a function of 16 proportions J rt (eqs. 8 and 9). Thus, d ij can be written in the form
where 1, 2, 3, and 4 stand for A, C, G, and T, respectively. For example, the partial derivative of d ij with respect to J 11 is defined as 
· ] 1 Ϫ h should be used. The procedure is similarly repeated to NOTE.-In cases NSU1 and NSU2, the GϩC% is the same in all sequences. In cases NSNU1 and NSNU2, the GϩC% is the same in all sequences except sequence 1, whose GϩC content is given in parentheses. For all simulations, the GϩC% at the root R of the tree was 50% (see fig. 1 ). NSU ϭ nonstationary and uniform; NSNU ϭ nonstationary and nonuniform; 1 and 2 refer to the first and second series of simulations (see Methods).
obtain the 16 partial derivatives we need to calculate the variances and covariances of bias-corrected LogDet distances (eqs. 10 and 11).
For the uncorrected distance (eq. 8), computation of the derivative without constraint (i.e., the use of eq. 13) gives, according to the matrix theory,
where M tr is the trth element of the matrix M, which is the inverse of J. Then, equation (10) simplifies to (Barry and Hartigan 1987; Lockhart et al. 1994) 4 4
On the other hand, we found empirically that the use of the constrained formula (i.e., eq. 14) leads to
Unfortunately, we have not been able to demonstrate this result analytically. Actually, the variances given by equation (10) computed using both types of derivatives are identical, but the covariance (eq. 11) is highly overestimated when the unconstrained derivatives are used.
Simulations
Comparison of Two Species
The goal of our simulations is to assess the reliability of the relative-rate test when the MC hypothesis is satisfied. Thus, the evolution of the sequences was simulated under the MC hypothesis (i.e., the expected number of substitutions that accumulate in two lineages since their divergence was set to be the same). Four sets of branch lengths were considered. Two of them (cases 1a and 1b) are depicted in figure 1. In cases 2a and 2b, the branch lengths were twice as long as those in cases 1a and 1b, respectively. Sequences were 200, 500, or 1,000 nt long.
Three kinds of evolutionary processes were examined:
1. A stationary and uniform process (SU), where the evolution of the sequences was simulated under Kimura's two-parameter model in all branches of the tree, and the initial frequencies of the four nucleotides (i.e., the base composition of the ancestral sequence R) were all set to 0.25. The transition/transversion ratio was 2. Under these conditions, base frequencies remained constant over time and among lineages (and around 25%). 2. A nonstationary and uniform process (NSU) in which substitutions followed Tamura's (1992) model. In the first series of experiments (NSU1), the equilibrium GϩC contents were set to 10% in all branches, whereas the initial frequencies in the ancestral sequence R were all equal to 0.25, i.e., the GϩC content at the root was 50%. Thus, the GϩC proportions remained similar among sequences but decreased with time. In the second series of experiments (NSU2), the equilibrium GϩC contents were fixed at 90%, such that the frequencies of G and C increased with time. The GϩC% of the sequences at the tips of the tree are given in table 1. (Note that these values are not the equilibrium values but the GϩC% at the time the simulation stops. Thus, the frequencies of C and G are not necessarily equal, and neither are those of A and T.) The transition/transversion ratio was 2.
A nonstationary and nonuniform process (NSNU).
Again, the initial frequencies of the nucleotides were equal (0.25), and substitutions followed Tamura's model, with a transition/transversion ratio of 2. In a series of simulations (NSNU1), the equilibrium GϩC contents were set to 10% in all branches except the species 1 branch, in which the equilibrium GϩC% was set to 90%. Therefore, the frequencies of G and C decreased with time in the branches leading to species 2 and 3 but increased in lineage 1. As a result, the nucleotide compositions were fairly different between sequence 1 and sequences 2 and 3 (table 1) . A series of reverse experiments (NSNU2), in which the equilibrium GϩC contents were set to 90% in lineages 2 and 3 but to 10% in lineage 1, were also conducted.
In all cases, sequence sites evolved independently and the substitution rate was the same for all sites. For a given evolutionary condition and a given set of branch lengths, 1,000 simulation replicates were done, and for each replicate the statistic Z (eq. 1) was computed using either Kimura's or bias-corrected LogDet distances and variances. Equation (2) and, when applicable, equation (4) were used to calculate var(D). The number of times the MC hypothesis was rejected at the 5% significance level out of the 1,000 replicates was recorded. As the MC hypothesis is true, this gives an estimation of the type I error.
Comparison of Two Groups of Species
To examine the performance of the relative-rate test for the comparison of two groups of species, simulations were performed under the MC hypothesis using a seven- (28) NOTE.-In cases NSU1 and NSU2, the GϩC% is the same in all sequences. In cases NSNU1, the GϩC% is the same in all sequences except sequences belonging to lineage 1, whose GϩC contents are given in parentheses. In case NSNU2, the GϩC% is the same in all sequences except sequence 1c, 2c, and 3, whose GϩC contents are given in parentheses. For all simulations, the GϩC% at the root R of the tree was 50% (see fig. 2 ). species tree ( fig. 2) . Each of the two lineages compared contains three species (a, b, and c).
In addition to the set of branch lengths depicted in figure 2, a second set, in which the lengths are twice as long, was used as well. Sequences of 200, 500, and 1,000 nt were generated following the three kinds of processes mentioned above. In the case of uniform processes (SU and NSU), for which the substitution model is the same in all branches of the tree, the conditions of simulation used were exactly the same as those described above for the three-species tree (the GϩC contents of the sequences at the tips of the tree are given in table 2). In the case of a nonstationary and nonuniform process (NSNU), the following two types of simulations were done:
1. In the first series of experiments (NSNU1), substitutions followed Tamura's model with a transition/ transversion ratio of 2, starting with frequencies of the four nucleotides at the root R of the tree set at 0.25 (i.e., the ancestral GϩC% was 50%). The equilibrium GϩC contents were set to 10% in all branches of the topology except those leading to species belonging to lineage 1 (i.e., species 1a, 1b, and 1c). In those branches, the equilibrium GϩC% was set to 90%. Therefore, the frequencies of G and C decreased with time in the branches leading to species of lineage 2 and the reference (species 3) but increased in lineage 1. As a result, the nucleotide compositions were quite different between lineages 1 and 2 (table 2) . However, the GϩC contents remained similar between the three species in a given lineage. 2. In the second series of experiments (NSNU2), the equilibrium GϩC contents were set to 10% in branches leading to species 1c and 2c and the outgroup species 3 and to 90% in all other branches. Thus, for each lineage, the base compositions of species a and b on the one hand and that of species c on the other hand became fairly different (table 2) .
Again, 1,000 replicates were done for each combination ''model/set of branch lengths/sequence length,'' and the number of times the MC hypothesis was rejected at the 5% significance level was counted. Here, the statistic Z was computed by means of equations (5)-(7). Bias-corrected LogDet distances were used in all cases. However, Kimura's distances were used only for stationary and uniform evolution.
Results
Estimation of Variances and Covariances of LogDet Distances
To examine the accuracy of the corrected formula (eq. 14) we propose for computing the derivatives of LogDet distances, we compared the average estimates of var(D) (calculated by eq. 2) obtained by using the constrained and unconstrained derivatives (eq. 13) with the simulated (true) values computed over the 1,000 simulation replicates. For example, table 3 gives the results for simulations SU, NSU1, and NSNU1 using trees 1a and 2a (see fig. 1 ) and the bias-corrected LogDet distances (eq. 9). As can be seen, use of the constrained NOTE.-The table shows the number of times the molecular-clock hypothesis was rejected at the 5% significance level out of 1,000 simulation replicates. The mean of var(D) is given in parentheses. Here, equation (4) can be applied to LogDet distances because the four base frequencies were 0.25. L is the sequence length.
derivatives leads to a much better approximation of the observed variance of the difference D ϭ d 13 Ϫ d 23 when sequences are 1,000 nt long or when they are short (200 sites) but closely related (tree 1a). On the other hand, var(D) computed by means of the unconstrained derivatives is highly underestimated and is even negative for tree 1a. This is because the covariance cov(d 13 , d 23 ) is too large. However, table 3 shows that for very short and very divergent sequences (tree 2a), var(D) is severely overestimated and that the estimation is not improved by employing the constrained derivatives. Nevertheless, it should be noted that the individual distances, as opposed to their variances, are fairly accurately estimated even under such extreme conditions, as shown by Gu and Li (1996b) . For all series of simulations, the mean value of D is very close to zero. Table 4 gives the number of times the MC hypothesis was rejected when substitutions followed the twoparameter model of Kimura (with equal base frequencies) in all branches of the tree, i.e., a stationary and uniform process (SU simulations). At a significance level of 5%, one expects to reject the MC hypothesis around 50 times over the 1,000 simulation replicates when the hypothesis is true. As can be seen, for sequences 500 and 1,000 nucleotides long, the values ranged between 44 and 55 for most cases in which the variance of D was computed using equation (2). This means that the test is relatively accurate. Furthermore, the mean of the statistic Z was close to 0 and its variance was close to 1 (table 5) . Thus, Z follows approximately the standard normal distribution. Table 4 shows that with sequences made up of only 200 bases, the test rejected the MC hypothesis about 40 times or less, i.e., it is conservative. When sequences are so short, the total number of changes that have occurred between them appears to be too small for the normal approximation to hold very well. A counterintuitive result was that the variance of Z departed more from 1 for trees 2a and 2b, in which the number of substitutions was larger.
The Case of Stationary Nucleotide Frequencies
When equation (4), i.e., var(D) ϭ var(d 12 ), is used to perform the test, the MC hypothesis is rejected too often for each simulation case (more than 10% of the time in general), whatever the length of the sequences (table 4) . This is because var(D) is actually equal to var(d 13 Ϫ d 23 ), but equation (4) neglects the variance introduced by the use of the reference sequence. Table 4 also shows that the value of var(D) given by equation (4) is much smaller than that obtained by means of formula (2) and that the difference is greater for longer trees (i.e., trees 2a and 2b). Therefore, the absolute value of the statistic Z became too large, and this explains why we observed an excess of rejections. The variance of Z was also quite different from 1 (table 5), especially for trees 2a and 2b, for which the value was 2 or 3, indicating that the distribution of Z could no longer be approximated by the standard normal distribution. Thus, for the rest of this paper, we will only use equation (2). NOTE.-The table shows the number of times the molecular-clock hypothesis was rejected at the 5% significance level out of 1,000 simulation replicates. NSU ϭ nonstationary and uniform; NSNU ϭ nonstationary and nonuniform; 1 and 2 refer to the first and second series of simulations (see Methods). L is the sequence length.
Note that when base frequencies are stationary and the process is uniform, Kimura's and LogDet distances gave similar results, as expected.
The Case of Nonstationary Nucleotide Frequencies
In the series of simulations referred to as NSU1 and NSU2, the evolution followed a nonstationary but uniform process: the nucleotide frequencies changed with time but remained similar among sequences. In series NSNU1 and NSNU2, in contrast, the GϩC content increased in one of the two lineages compared but decreased in the other (a nonuniform process). The results presented in table 6 show that when the relative-rate test was conducted on the basis of LogDet distances and applied to sequences of 500 and 1,000 nt, the number of times the MC hypothesis was rejected at the 5% significance level was around 50 out of 1,000 replicates for the four different types of experiment. Nevertheless, the test could be somewhat conservative (about 40 rejections) or give a slight excess of significant values (about 60 rejections) depending on simulation conditions and branch lengths of tree topologies. In all situations, the mean and variance of Z were around 0 and 1, respectively (table 7) . Overall, the test is acceptable for sequences longer than 500 bases.
In contrast, the proportion of rejections became too low (between 2.5% and 4% in general; table 6) when sequences of 200 nt were analyzed, in agreement with the simulations done for stationary and uniform conditions. When sequences are short, the total number of changes is small and the normal approximation may not be good. Unexpectedly, the number of rejections was smaller for the longer trees, 2a and 2b. For these two trees, the variance of the statistic Z differed greatly from 1 (values around 0.7; table 7) as opposed to the shorter topologies, 1a and 1b. These results, along with those presented in table 5, suggest that in addition to the effect due to the small number of substitutions, there may be an effect due to inaccurate estimation of var(D) with LogDet distances when the sequences are short and divergent (see table 3, case for tree 2a).
Use of Kimura's distances when the process of evolution was neither stationary nor uniform (experiments NSNU1 and NSNU2) led to rejection of the MC hypothesis about 50% of the time for smaller trees (i.e., trees 1a and 1b) and almost every time for longer trees (i.e., trees 2a and 2b), although the sequences were 1,000 nt long (table 6). The statistic Z no longer followed the standard normal distribution, as judged by the value of its mean, which ranged between 1.8 and 3.9, and its variance, which could be as low as 0.2 for tree 2b (table 7) . When the test was applied to sequences made up of 200 bases, it rejected the MC hypothesis 10%-15% of the time for trees 1a and 1b and 25%-30% of the time for trees 2a and 2b. Although still very high, these values are unexpectedly much lower than those obtained with long sequences. As can be seen in table 7, the variance of Z is similar for sequences with 200 or 1,000 bp, but its mean is much smaller for sequences with 200 bp. For sequences with 500 bp, the results were intermediate for a short tree and much closer to those obtained with 1,000 nt for a long tree. The NOTE.-The mean and variance (in parentheses) of Z were computed from 1,000 replicates. NSU ϭ nonstationary and uniform; NSNU ϭ nonstationary and nonuniform; 1 and 2 refer to the first and second series of simulations (see Methods). L is the sequence length. NOTE.-Here, the relative-rate test was applied to compare the overall rates of two three-species lineages using a single outgroup. The table shows the number of times the molecular-clock hypothesis was rejected at the 5% significance level out of 1,000 simulation replicates. Tree 1 is given in figure 2, while tree 2 has branch lengths twice as long as those in tree 1. SU ϭ stationary and uniform; NSU ϭ nonstationary and uniform; NSNU ϭ nonstationary and nonuniform; 1 and 2 refer to the first and second series of simulations (see Methods). L is the sequence length.
high rejection rate observed here is probably because of changes in base compositions.
Strikingly, if the substitution process was not stationary but remained uniform over the branches of the tree (experiments NSU1 and NSU2), that is, when base compositions remained similar among all sequences, the relative-rate test based on Kimura's distances gave reasonable results for all three sequence lengths. In general, the excess in the number of rejections was moderate (60-70 rejections instead of 50), and in some cases the observed level of rejection was close to 5%, especially with sequences of 200 and 500 sites (table 6) . In all experiments, the mean value of Z was nearly 0 and its variance was around 1 (table 7) .
Test for Groups of Species
Finally, we examined the performance of the relative-rate test modified to allow the comparison between the rates of two groups of species. As an example, we used two three-species lineages. The corresponding results are given in tables 8 and 9. As in the case of the comparison of two single species, the test rejected the MC hypothesis (which was true) in about 5% of the replicates for all simulation conditions, stationary or not, and both model trees if the sequences consisted of 500 or 1,000 bases. This appeared to be true for both the LogDet and Kimura's distances. Here, the test based on Kimura's distances was not conducted in the case of nonstationary and nonuniform base frequencies (experiments NSNU1 and NSNU2), since the previous analyses showed that Kimura's distance is not appropriate under such conditions (tables 6 and 7). In the NSNU2 series of simulations, the GϩC contents varied within lineages, whereas they varied only between lineages in the NSNU1 series. Note that the proportion of rejections for the LogDet-based test seemed acceptable in both situations. As shown in table 9, the values of Z are centered around 0 with a variance of 1 or nearly 1 for all cases, indicating that the statistic is approximately distributed according to the standard normal density. In conclusion, the LogDet test for the seven-sequence case turned out to be as good as that for the three-sequence case for long sequences.
With sequences as short as 200 nt, the test based on Kimura's distances performed remarkably well, as observed in the simulations conducted with three se- NOTE.-The conditions are the same as those in table 8. The mean and variance (in parentheses) of Z were computed from 1,000 replicates. SU ϭ stationary and uniform; NSU ϭ nonstationary and uniform; NSNU ϭ nonstationary and nonuniform; 1 and 2 refer to the first and second series of simulations (see Methods). L is the sequence length. FIG. 3. -Rooted topologies used to compare the substitution rates of SSU rRNA sequences in various species. A set of 695 unambiguously aligned nucleotide sites was selected. Trees are drawn with branch lengths computed using bias-corrected LogDet distances (eq. 9). Branch lengths computed with Kimura's distances are given in parentheses. GϩC contents (for this set of 695 sites) are given below species names. CP ϭ chloroplast.
quences, provided that the process of evolution was uniform (tables 8 and 9). In contrast, the observed level of rejection of the MC hypothesis obtained with LogDet distances was slightly greater than the expected level of 5% for tree 1, giving a significant value about 60 times out of 1,000. There were probably not enough changes for the distribution of Z to be close to the normal density. For tree 2, in which the total number of substitutions was twice as large, the number of rejections was very low under nonstationary conditions, i.e., between 18 and 25 (table 8) , and the variance of Z could be lower than 0.7 (table 9). As for the three-sequence test, these unexpected results may reflect the fact that the variances of LogDet distances (and thus var(D)) were not accurately estimated when the sequences were very divergent.
Examples from rRNA Sequence Data
We applied the three-species relative-rate test to two sets of aligned small-subunit ribosomal RNA (SSU rRNA) sequences from prokaryotes and eukaryotes.
Several sequences with substantially different GϩC contents were chosen. These sequences have thus evolved under a nonstationary and nonuniform process. First, the substitution rates of the SSU rRNAs of the eukaryotes Trypanosoma brucei (SSU rRNA GϩC% ϭ 51.2) and Giardia intestinalis (GϩC% ϭ 70.4) were compared using the archaeon Desulfurococcus mobilis (GϩC% ϭ 64.2) as outgroup ( fig. 3a) . Use of the biascorrected LogDet distances gave no evidence against the MC hypothesis because |Z| ϭ 0.44 Ͻ 1.96. As can be seen in figure 3a , the lengths of the branches leading to Trypanosoma and Giardia are similar. In contrast, use of Kimura's distances led to a rejection of the MC hypothesis, because |Z| ϭ 2.94 implies a significant rate difference at the 5% level. Indeed, the length of the Trypanosoma branch (0.276 substitutions per site) computed with these distances is longer than those leading to Giardia (0.163) and to Desulfurococcus (0.251). Thus, the latter two GC-rich species appear closer to each other than they actually are. In the second example, Desulfurococcus was used as an outgroup to compare the evolutionary rates of the SSU rRNA of the bacterium Thermus thermophilus (GϩC% ϭ 61.3) and the chloroplastic sequence of Euglena gracilis (GϩC% ϭ 50.5; fig. 3b ). Here, the hypothesis of a molecular clock was marginally rejected according to the LogDet test: |Z| ϭ 2.00. As judged by the branch lengths in figure 3b , the chloroplastic sequence seems to evolve faster than the Thermus sequence. In this situation, the test based on Kimura's distances indicated a highly significant difference in rates between these two sequences: |Z| ϭ 3.11.
Discussion
In this study, we examined by computer simulation the performance of the relative-rate test under various evolutionary processes: stationary and uniform, nonstationary and uniform, and nonstationary and nonuniform. Moreover, the sets of branch lengths used covered cases in which sequences were closely related (distances of 0.2 substitutions per site between the two lineages compared and 0.4 substitutions per site between each of them and the outgroup sequence) and cases in which sequences were relatively distantly related (distances of 0.6 and 0.8, respectively). To perform the relative-rate test, we need to compute the variances and covariances of the evolutionary distances (eq. 2). For LogDet distances (eqs. 10 and 11), we calculated the derivatives of the distances in such a way that the sum of the 16 frequencies of nucleotide pairs constituting the 4 ϫ 4 matrix J (eq. 8) remains 1 (eq. 14). This constraint has to be imposed; otherwise, one can obtain a negative var(d 13 Ϫ d 23 ) in certain cases because of overestimation of the covariance (table 3) . Here, we have done a simple scaling of the parameters, but a more rigorous modification may be developed.
The comparison between two species (sequences) using an outgroup (i.e., a three-species tree) was considered first. The relative-rate test, as devised by Wu and Li (1985) for stationary frequencies and extended by Gu and Li (1996b) to deal with nonstationary frequencies, appeared to be fairly accurate when appropriate distances and variances and relatively long sequences were used, at least for the conditions examined here. Given that the MC hypothesis was true, the test led to rejection about 5% of the time at the 5% significance level for sequences 500 or 1,000 nt long (tables 4 and 6). In other words, the observed error rate nearly matched the expected rate of type I error. The reason for this is that the distribution of the statistic
on which the test is based, is actually close to the standard normal distribution, with mean 0 and variance 1 (tables 5 and 7). In contrast, the test gave unsatisfactory results when the sequences were short (200 nt) and LogDet transformations were employed, although bias-corrected distances were used. The test turned out to be conservative under nonstationary conditions; i.e., the level of rejection was somewhat low (between 3% and 4% in general; table 6). (Note that the use of uncorrected LogDet distances gives less than 1% rejection; data not shown). The results may be explained in part by the fact that the total number of substitutions that have occurred since the divergence of the sequences compared is small, and consequently the normal approximation for the distribution of Z does not hold well. However, the reliability of the test is worse for longer trees, although the number of substitutions is larger (tables 6 and 7). Gu and Li (1996b) showed by simulation that the variance of the uncorrected LogDet distance is overestimated when sequences are short (Յ200 sites) and highly divergent (distance Ն 0.8 substitutions per site). This is true for the bias-corrected distance as well. As a result, the variance of the difference D ϭ d 13 Ϫ d 23 is overestimated as shown in table 3, and because, in contrast, estimation of D is accurate, the value of Z becomes smaller, and this may explain why we observed such small numbers of rejections. Incidentally, this may also explain why the variance of Z appeared to be much lower than 1 (table 7) .
The number of rejections was slightly high (6%-7%) with Kimura's distances when nucleotide frequencies changed with time, while the substitution process remained uniform in the entire phylogenetic tree (tables 6 and 7, simulations NSU1 and NSU2). Interestingly, the test worked quite well in many cases, even if the proportions of each of the four bases were drastically different from 0.25 in each present-day sequence (this is true with multiple sequences too; see below). Stationarity and equal equilibrium frequencies of the four bases are two of the underlying assumptions of Kimura's (1980) two-parameter model. Violation of these two assumptions does not seem to affect the MC testing too much, even though the sequences are only 200 sites in length. Indeed, under such conditions, it appeared that the test based on Kimura's distances was more reliable than that based on LogDet distances, especially if the sequences were remotely related. One can argue that the LogDet distances are more prone to statistical fluctuations because they require the estimation of 16 nucleotide pair proportions, whereas Kimura's distances are based on the proportions of transitions and transversions and are thus less affected by the reduced number of sites.
However, if base compositions diverged markedly between sequences because of a nonuniform evolutionary process, the test performed with Kimura's distances became severely biased (tables 6 and 7, simulations NSNU1 and NSNU2). Curiously, the bias was weaker for 200-base sequences, but this may be due to the fact that the sampling variances of the distances are larger when the sequences are shorter. Consequently, Z decreases (as reflected in its mean, which is smaller for short sequences; see table 7), and so the number of significant cases becomes smaller. In nonstationary and nonuniform situations in which the outgroup had a composition similar to one of the two sequences compared, phylogenetic reconstruction with Kimura's distances often clustered the reference sequence with that sequence to the exclusion of the other, as can be seen from branch lengths in the real example of figure 3a. These results suggest that these distances are affected by differences in base composition between sequences. This is not the case with LogDet distances. When base frequencies are variable, LogDet transformations have been shown to improve phylogenetic reconstruction (Lockhart et al. 1994; Galtier and Gouy 1995) . Here, we showed that LogDet transformations are suitable for testing the MC hypothesis, provided that sequences are long and an adequate test is used (tables 6 and 7). Note that Gu and Li (1996b) showed that the relative-rate test used cannot be applied to the paralinear measure (Lake 1994) , which is related to the LogDet one. The difference D ϭ d 13 Ϫ d 23 computed using the paralinear distances includes a term involving nucleotide frequencies and thus does not allow us to distinguish between a rate difference and a nucleotide frequency difference (see Gu and Li [1996b] for further details).
We also showed that when nucleotide frequencies were stationary and uniform, computing var(D) by var(d 12 ) (eq. 4) gave a severe underestimate of var(D) and thus led to rejection of the MC hypothesis more than 5% of the time (tables 4 and 5). Therefore, this equation is not suitable for the relative-rate test.
We also examined the performance of Li and Bousquet's (1992) test with Kimura's distances or bias-corrected LogDet distances. Our simulations with two three-species lineages (i.e., seven-species trees) showed that for both distance measures the multiple-sequence test is as good as the three-sequence test when the same evolutionary conditions are imposed and the sequence length is 500 sites or longer (table 8). The statistic Z actually follows approximately the standardized normal distribution (table 9 ). In particular, violation of the stationarity assumption did not strongly affect the testing based on Kimura's distances, given that the evolutionary process was uniform (experiments NSU1 and NSU2). Furthermore, for LogDet distances, the observed rate of rejection of the MC hypothesis at the 5% significance level was around 5% even when the evolutionary process differed among species or lineages (i.e., nonuniform; experiments NSNU1 and NSNU2). Thus, the test can deal with different combinations of GϩC contents.
If short sequences (200 nt) are used, the test with the LogDet distances does not perform well. It gives a slight excess of significant cases when the sequences are not distantly related (table 8) . The distribution of Z does not closely match the normal distribution, because the total number of substitutions is too small. When the divergence between the sequences is high, the observed level of rejection can be lower than 3%, as for the threespecies test. The major reason for this seems to be overestimation of the variances of LogDet distances, as explained above. If the evolutionary process remains uniform, use of Kimura's distances leads to reliable testing, because Kimura's distances seem to be less affected by the scarceness of data.
Although we used only seven sequences in this study, we expect that the results can be generalized to larger numbers of sequences. Nevertheless, a more thorough analysis is needed, particularly with respect to tree topologies and taxonomic sampling (Robinson et al. 1998) .
From tables 4-9, one can see that when the sequence length is Ն500 bp, the relative-rate tests are quite appropriate, except that Kimura's distances are not suitable when the process is nonstationary and nonuniform, in which case Kimura's distances may lead to a high rate of rejection of the MC hypothesis, especially when the tree branches are long.
In conclusion, if the base frequencies vary with time and lineage, one can test the MC hypothesis by using the bias-corrected LogDet distances as proposed by Gu and Li (1996b) , provided that their variances and covariances are appropriately estimated and that the sequences are fairly long, say, longer than 500 nt. For short sequences, however, the test may not be appropriate.
