The presence of respondents with apparently extreme sensitivities in choice data may have an important influence on model results, yet their role is rarely assessed or even explored. Irrespective of whether such outliers are due to genuine preference expressions, their presence suggests that specifications relying on preference heterogeneity may be more appropriate. In this paper we compare the potential of discrete and continuous mixture distributions in identifying and accommodating extreme coefficient values. To test our methodology we use five stated preference datasets (four simulated and one real). The real data were collected to estimate the existence value of rare and endangered fish species in Ireland.
Introduction
The analysis of discrete choice data is nowadays routinely conducted by means of specifications which accommodate random taste variation (e.g., Revelt and Train, 1998; Train, 1998; McFadden and Train, 2000; Hensher and Greene, 2003) . This growing interest in understanding and explaining preference heterogeneity has yet to produce a systematic investigation of the role of extreme heterogeneity, where the term 'extreme' refers the values of taste coefficient outliers. In the present paper, we distinguish such type of outliers from choice prediction outliers (e.g., see Ben-Akiva and Lerman, 1985) and work by (Daly and Zachary, 1975) in the context of choice prediction for binary logit and probit models 1 . While the role of extreme heterogeneity is rarely assessed or even explored, it is well-known that observations in the tails of distributions of attribute coefficients may exert undue influence on estimates (Kanninen, 1995; Lewbel, 1997) and ultimately on the estimator's numerical performance. They may also affect the estimated asymptotic standard errors, with consequences for inference, interpretation of statistical significance and hypotheses testing (Louviere et al., 2003) . Finally, observations of outlying coefficient values are behaviourally relevant because they may provide evidence that not all individuals conform to established conceptions of economic behaviour. The above concerns motivate the present study on how to appropriately identify and accommodate outlying taste-intensities in discrete choice analysis.
In fact, when dealing with outliers, their identification represents only a first step. After ruling out the possibility of outliers being due to coding errors, the second step relates to how to adequately handle their presence in the sample. Assessing the legitimacy of outliers requires a potentially controversial judgement and needs to be evaluated on a case-by-case basis. The option of removing them from the active sample used in estimation is prone to criticism. Therefore, improvements to the model specification that can accommodate them should first be sought, whenever possible (Ben-Akiva and Lerman, 1985; Saelensminde, 2006) .
Irrespective of whether or not extreme values are genuine preference statements, their presence suggests that model specifications relying on preference heterogeneity are more appropriate. Interacting observed respondent-specific variables with the attributes provides a first step to uncovering the 'observed' component of heterogeneity. 'Unobserved' preference heterogeneity, on the other hand, can be accommodated by treating preferences as varying according to some distributional assumption. However, the presence of extreme coefficient values raises potential problems when deciding an appropriate mixing distribution (see Hess and Axhausen, 2005) .
We illustrate the impacts of a small number of respondents with extreme sensitivities on sample population level estimates of heterogeneity with the following example. Let us consider a population in which 95 percent of respondents have a cost coefficient (β) distributed N(−0.5, 0.1). Assume further that the remaining 5 percent of respondents form two equally sized outlying groups, one with very low, the other with very high cost sensitivity. The low cost sensitivity group has the cost coefficient distributed N(−0.1, 0.05) while the high cost sensitivity group are distributed N(−1.5, 0.1). This leads to a true distribution with three separate modes. However, erroneously fitting a single Normal distribution to this population implies N (−0.516, 0.196) , which exaggerates the density of respondents in the intervals between the highest mode and the two smaller modes of the outlying groups, as shown in Figure 1 . These problems are likely to also arise with other typically used continuous distributions, which, with a few exceptions, are unimodal and make strict shape assumptions. It is important to note that the degree of heterogeneity (as defined by standard deviation) in the two distributions in the example is identical; the difference lies in the shape of the distribution, and in the fact that the fitted distribution incorrectly assigns a large amount of probability between the middle mode and the two outlying groups. For the above reasons, in datasets where coefficient outliers are expected, the use of discrete mixing distributions may provide a more realistic and flexible representation of the underlying form of unobserved preference heterogeneity. Indeed, in a discrete mixture environment, each coefficient takes on a finite number of different values, with no a priori assumptions on the shape of the resulting distribution. In this paper, we assess the role of extreme coefficient values in discrete choice analysis and the relative aptness of continuous and discrete mixture distributions to identify and accommodate them. Within our discrete mixture approach, we give particular emphasis to explaining the extreme lower and upper elements of the distribution (i.e., the 'outliers'). In order to do so in estimation we specify three mass points for each coefficient.
We compare this modelling approach with a standard MNL model and a mixed MNL (MMNL) model, where continuous Normal distributions are assumed. In addition, we use the means of the conditional distributions (from the continuous MMNL) of each respondent in the sample to assign them to either a lower, middle or upper class, and estimate models with separate coefficients for the three classes. To test our methodology, we use four simulated datasets and a stated choice dataset designed to determine the existence value of a number of rare and endangered fish species in Ireland.
The remainder of the paper is structured as follows: Section 2 describes our econometric approach; Section 3 outlines the simulated data and its results; our empirical case study is presented in Section 4 along with the results; and Section 5 provides a discussion and conclusion.
Methodology
Starting with the conventional specification of utility, where respondents are indexed by n, preferred alternatives by i, choice occasions by t and the vector of attributes are represented by x, we have:
where β are parameters to be estimated, is an iid Gumbel distributed error term, with constant variance π 2 /6, and we assumed a linear-in-parameters specification of the indirect utility. Since we are interested in identifying respondents with outlying values of taste-intensity we treat the vector β n as random across respondents, denoted by n. In this case the vector β n is fixed over the sequence of t choices by each respondent. Denoting the respondent's chosen alternative in choice occasion t as y nt and their sequence of choices over the T n choice occasions as y n = y n1 , y n2 , . . . , y nT n , then, conditional on β n , the probability of respondent n's sequence of choices is the product of logit formulas:
where V nit = β n x nit . Further, we denote attributes by k and seek to identify and accommodate the extreme lower and upper (i.e., outlying) values of β nk . To assess the aptness of the mixing distributions used to uncover these outliers, we compare discrete and continuous distributions.
Discrete mixture approach
In a discrete mixture (henceforth abbreviated as DM) context, the number of possible values for the parameter coefficients is finite (e.g., see Hess et al., 2007; Train, 2008 , for a review). To address coefficient outliers, we place particular emphasis on explaining the extreme lower and upper elements of the distribution. In estimation, we impose each of the K random parameters to take three mass points-the first (β nk,L ) and third (β nk,H ) of which are respectively associated with lower and upper outlying parameters, whilst the middle support point (β nk,M ) represents the intermediate and most common preference intensities (i.e., different from the outlying minorities). The mass points for the lower, middle and upper classes are associated with the probabilities π k,L , π k,M and π k,H respectively. The overall choice probability is given by:
where s = 1, ..., S is an index over all possible combinations of values for the K taste coefficients given their three values each (i.e., S = 3 K ). As an example, with two coefficients, say α and γ, we would have that S = 9, and with s = 1 relating to the case where the lower values are used for both coefficients, we would have
Unlike the approach used in Train (2008) , where the densities are estimated for fixed parameters, we fix the values of π k,L , π k,M and π k,H and estimate the coefficients. Imposing an ordering restriction (i.e., β nk,L ≤ β nk,M ≤ β nk,H ) to ensure monotonicity, provides a means for identifying coefficients at different points in the distribution. Given our interest in the extreme lower and upper ends of the distribution we set the values of π k,L and π k,H to be relatively small.
Continuous mixture approach
When using continuous mixing distributions, we assume that the set of K random parameters β nk are Normally distributed (i.e., β nk ∼ N µ k , σ 2 k ). Dropping the subscript k to unclutter notation, we note that as β n is random, the unconditional choice probability is obtained by integrating the logit probability L (y n |β n , x n ) over the range of values for β n , using as weights the draws from the assumed distribution f (β| µ, Ω), where µ and Ω are the vectors of population hyper-parameters:
In this paper we use a two-stage estimation approach. First we estimate the population vector of meansμ and the associated variance-covariance matrixΩ. Secondly, we deriveμ n conditional on each respondent's pattern of observed choice y 1n , y 2n , · · · , y T n and choice-task attributes x 1n , x 2n , · · · , x T n for each of the K random coefficients. Then we use the means of these respondent-specific distributions to assign each respondent to either an outlier class (lower or upper) or to the main middle class. While disregarding the fact that these conditional parameters themselves follow a random distribution around this mean, this approach nevertheless gives us some information about the likely position of a respondent on the distribution. It further allows a rudimentary assessment of the presence of extreme sensitivities, and the range of these sensitivities. The work in this paper is exploratory and is only a first step in the direction of an appropriate treatment of coefficient outliers. An important area for future work is to use the entire conditional distribution in assigning respondents to outlier groups, i.e., incorporating the uncertainty in the conditional distribution into the allocation process.
On the basis of this class partition we then proceed with a second stage estimation to obtain separate parameters for the three classes (i.e., β nk,L , β nk,M and β nk,H ). This is achieved by specifying each attribute parameter as a function of respondent-specific dummy variables:
where δ n,L , δ n,M and δ n,H are the dummy variables, which are specified independently for each coefficient as follows:
δ n,L = 1 if the respondent's conditional mean is a lower outlier; 0 if otherwise.
δ n,M = 1 if the respondent's conditional mean is not an outlier; 0 if otherwise.
δ n,H = 1 if the respondent's conditional mean is an upper outlier; 0 if otherwise.
In estimation the choice probabilities for the MMNL models are approximated by simulating the sample log-likelihood with pseudo-random draws.
We recognise that the goal of MMNL estimation is to obtain population estimates of distribution parameters, yet propose a method to assess their sensitivity to a differential treatment of those few sample respondents whose panel of choices reveals conditional distribution of taste which are anomalous. The method is useful for different reasons. Firstly, it should help us identify respondents who are more likely to have extreme sensitivities. Secondly, the second stage estimation allows us to evaluate the model performance in the presence of a specific treatment of these outlying sensitivities. Thirdly, it allows us to judge whether using a special treatment for these respondents leads to a significant change (and, arguably, correction) in the shape of the retrieved distribution, compared to the base specification. Finally, as we will see later in the paper, it helps us assess issues of confounding under the DM approach.
Simulated data experiments
This section of the paper discusses the results of four simulated data experiments. Each experiment makes use of the same underlying data, but with different assumptions on the choice data generating processes (DGPs). The underlying data is based on an orthogonal design, with two alternatives, each described by travel time (TT) and travel cost (TC). A sample of 720 respondents was used, with ten choice sets per respondent.
In each case study, six models were estimated. The first four models make use of the data in its original form, with the following specifications being used: The two DM models and the MMNL model were estimated with consideration to the repeated choice nature of the data, with variation in tastes across respondents, but not across choices for the same respondent. After estimation of the MMNL model, individual-specific parameter distributions were generated for the two marginal utility coefficients, and the means of these distributions were used to assign each individual to one of three classes for each of the two coefficients, namely a middle class with a weight of at least 95%, and a lower and upper class with maximum weights of 2.5% 3 . On the basis of this, two additional models were estimated: MNL C MNL model making use of separate coefficients in the lower (L), middle (M) and higher (H) group; and MMNL C MMNL model, with Normal distributions used for the separate coefficients in the L, M and H group.
3.1 Simulated data case study I Table 1 reports the details of the DGP and the estimation results for the first simulated dataset. The DGP for this experiment splits respondents into three groups, with no additional heterogeneity within groups. For each attribute, all respondents are simulated as having one of three distinct values. The three values represent in growing order: (a) the lower tail outlier, (b) a non-outlier parameter value in the middle class, and (c) the upper tail outlier. Looking at the output from DM 1 we find that, with the possible exception of the lower tail outlier for TC, the means are sufficiently close to those used to simulate the data. DM 2 also retrieves the correct means and, importantly, the estimated values of π are not dissimilar to those used to generate the data, and no major change in model fit is observed. Interestingly, while the means of the random parameters in the MMNL model are close to the support points specified for the middle group, the standard deviations are significantly different from zero. This indicates that the MMNL model retrieves random taste heterogeneity as a result of the presence of extreme sensitivities. With the use of standard continuous distributions, this would lead to incorrect patterns of heterogeneity in between the three distinct groups used in the DGP. Furthermore, in terms of model fit, the MMNL does not perform as well as any of the DM models.
The two models with conditional segmentation provide superior fits. Both of these models retrieve correct mean values, but the problems associated with the lower outlier for the TC attribute remain. We speculate this might be due to the small size of this group and the fact that the value we used in the data generation process was quite extreme. While, for this parameter, preference heterogeneity is retrieved by the MMNL C specification, it is reassuring that the coefficient of variation is very small. Notwithstanding this idiosyncrasy (and the data construct), the fact that the estimated standard deviations are insignificant when outliers are accommodated in estimation provides further evidence that the presence of just a handful of respondents with lower (N=15 and N=6 for TT and TC respectively) and upper (N=18 for both TT and TC) outliers can result in retrieving significant patterns of preference heterogeneity which may be misinterpreted depending on the distributional assumptions.
Simulated data case study II
The DGP and results for the second study on simulated data are given in Table 2 . This data was simulated based on the same mean values and weights for outliers as in the first simulated case study, but with heterogeneity around the means in the middle and most numerous (95%) group of respondents. Both DM models have superior fits compared to the standard MNL model and, with the exception of the lower outlier for TT, the retrieved mean values are relatively close to those of the true DGP. However, DM 2 picks up more outliers, especially for the lower TC parameter, which is potential evidence of confounding with the heterogeneity used for the middle group in the DGP. Additionally, DM 2 outperforms DM 1 in terms of model fit. We find that the MMNL model has inferior model fit vis-à-vis DM 2 . It retrieves a significant amount of random taste heterogeneity, but the confounding between the heterogeneity in the middle group and the two outlying groups is evident in the inflated degree of heterogeneity. Again, the models with conditional segmentation provide superior model fits. While some problems remain with the lower outlier for TC, both models adequately retrieve the mean values. Furthermore, the MMNL C specification correctly uncovers random variation for the middle group only with the derived standard deviations being very close to those used in the DGP.
Simulated data case study III
In Table 3 , we report the DGP and results for the third case study. This dataset was simulated on a similar basis as the second simulated case study, but with less extreme values for the lower outliers and with heterogeneity in all three groups (i.e., essentially a mixture of Normals). Aside from recurring issues associated with the lower outliers, the DM models recover support points that are not dissimilar to those used in the true DGP. Both DM models have better fits than the standard MNL model, but DM 2 does marginally better. This is a result of DM 2 having a more flexible specification, allowing it to deal with the heterogeneity within groups (again illustrating the confounding of heterogeneity within groups and the very presence of the extreme groups). In terms of model fit, while MMNL is found to outperform DM 1 , it is inferior to DM 2 . The means retrieved under the MMNL model are of a comparable magnitude to those specified for the middle group. While the MMNL specification correctly retrieves random variation, it is clearly once again affected by confounding between the two types of heterogeneity. The performance of the models based on conditional segmentation is again superior. The means recovered from both models are relatively close to those of the true DGP. However, we do note some inconsistencies in the standard deviations for the outlier groups, but the heterogeneity in the middle group is retrieved very accurately. Table 4 reports the DGP and results for the fourth case study. In this case study the same means and spreads are used for the middle group as those used in the second and third case studies, but no explicit outliers are defined. Our motivation here is to examine the risk of confounding between outliers and heterogeneity under the DM approach. Both DM models have superior fits than the MNL model, and retrieve some of the heterogeneity used in data generation, with fits almost as high as the MMNL model. We note that the values found for the outliers in DM 1 are quite extreme, especially the lower outliers, given the values used for the Normal distribution, showing some risk of confounding 4 . Here, the estimation of the DM 2 model is an important check for analysts to carry out; this model produces a visibly less extreme distribution of sensitivities.
The MMNL model recovers means and standard deviations that are very similar to those used in the true DGP. While superior fits are achieved under MNL C and MMNL C , both models are found to have equivalent fits. These are also found to produce relatively extreme values given the true DGP, along with no random variation in the MMNL C model. These findings further highlight the potential issues with confounding and the difficulty of disentangling the extreme sensitivities from the more commonly assumed type of heterogeneity. Indeed, we acknowledge the fact that the MMNL C model in this case insinuates the presence of extreme outliers rather than standard random taste heterogeneity. In this context, using the two stage approach with different sizes for outlying groups may be a helpful way of assessing this type of heterogeneity.
Empirical case study
To illustrate the proposed methodology on an empirical case study we use stated preference data collected to estimate the existence value of a number of rare and endangered fish species in the Lough Melvin Catchment in Ireland. Lough Melvin is a freshwater lake in the North West of Ireland which straddles the border between the Republic of Ireland and Northern Ireland. With a unique population of native fish species, the Lough Melvin Catchment has an internationally important conservation status. Lough Melvin and its associated river system supports the only remaining population of Arctic char (AC) in Northern Ireland and contains Atlantic salmon (AS) and three genetically distinct populations of brown trout known as ferox (F), gillaroo (G) and sonaghan (S). Since the habitat of these fish populations is recognised as being vulnerable, there is a need to assess the extent to which the general public supports the prevention of their extinction.
The discrete choice experiment consisted of a panel of sixteen repeated choice sets. Each choice set outlined three possible outcomes. The first two outcomeslabelled as 'Option A' and 'Option B'-described the conservation status of each of the fish species after the implementation of two experimentally designed conservation schemes. At the end of these schemes, the fish species would either be 'Conserved' or 'Extinct'. While a particular scheme described under either 'Option A' or 'Option B' may have been unable to prevent some of the fish species from becoming extinct, they both ensured against the extinction of all fish species (i.e., at least one species was conserved under each scheme). The final outcomelabelled as 'Do Nothing'-showed the expected outcome if nothing was done to protect the fish species. In this case, the respondents were informed that all five fish species would become extinct. 'Option A' and 'Option B' were both described to respondents as available at a positive cost (CST). The payment vehicle used was the amount that they would personally have to pay per year-through an increase in their Income Tax and/or Value Added Tax contributions-to implement the scheme. The 'Do Nothing' (or status-quo) option had zero cost to the respondent.
The population of interest was the adult population of the Republic of Ireland and Northern Ireland. The study adopted a stratified random sample to reflect the geographic distribution of the adult population; the approximate rural/urban spilt; the approximate socio-economic status of the regional population; and the approximate gender and age profile of the populations within both jurisdictions. A final sample of 624 useable responses was obtained which, with each respondent answering 16 choice tasks, resulted in 9,984 observations for model estimation. The survey was administered via a 'paper and pencil' questionnaire by professional interviewers and the responses were manually entered into a data file 5 . Table 5 reports the standard MNL model, with marginal utility parameters for the six attributes and an alternative specific constant for the status-quo option (SQ).
Discrete mixtures modelling results
5 While we acknowledge that this method of data collection can increase the risk of incorrect coding, every attempt was made to ensure that there were no errors in the recording and entry of respondent's answers. We are, therefore, confident that any extreme heterogeneity uncovered in estimation is not due to coding errors. This model is compared against three DM models, where the probabilities of the support points for lower and upper coefficients are fixed. As a test of sensitivity, a series of models with different predefined densities are estimated: DM 1% Lower and upper outliers fixed to 0.01; DM 2.5% Lower and upper outliers fixed to 0.025; and DM 5% Lower and upper outliers fixed to 0.05.
The coefficients estimates for the middle group are close to those from the MNL model. We find that the DM models produce extreme values at the lower and upper support points, possibly providing evidence of coefficient outliers. We remark, however, in line with expectations, that as one moves from DM 1% to DM 5% the support points of the outliers become less extreme, although for some of the parameters, the support points remain relatively close to the original values. Additionally, as we increase the size of the outlying groups, we observe an increase in model performance. This suggests that the models with larger groups offer a better representation of the heterogeneity, possibly caused by a large degree of heterogeneity in the data. The outlying values found for the lower and upper groups would, however, suggest that some of the retrieved heterogeneity is caused by extreme sensitivities rather than the more standard type of heterogeneity. Indeed, the DM models could be seen to be picking up both coefficient outliers and more standard type of preference heterogeneity, and as the size of the outlying groups increases, more of the standard variation is explained, resulting in an improvement in model fit.
A further point needs noting. All DM models suggest the presence of marginal estimates that are intuitively inconsistent with rational economic behaviour. Indeed, the marginal utility of increases in species conservation and cost would be expected to be positive and negative respectively, and this is not always the case. We note that these counter intuitive preferences are directly derived from the data, which we argue, especially the evidence of positive cost sensitivity, may be due to the effects of 'warm-glow' (i.e., yeah saying).
MMNL modelling results
In estimation, we replicate the approach used for the simulated data and estimate a panel MMNL model in which all parameters are assumed random. After test-ing various distributional assumptions we settled on multivariate Normal distributions 6 . The MMNL model (reported in Table 6 ) is estimated by simulating the loglikelihood with 500 pseudo-random draws. The estimates for the means of the random parameters are statistically significant and of the expected sign. The MMNL model provides evidence of heterogeneity in the taste-intensities across the sample of respondents for the random parameters. We also observe that the MMNL model gives a higher model fit than the DM models, even after taking into account the higher number of parameters.
Individual-specific parameter distributions of the MMNL model were retrieved and the kernel densities for the conditional means were produced, where Figure 2 illustrates this process for the gillaroo (G) attribute 7 . As observed earlier in this section, using a DM approach puts the analyst at risk of confounding between outliers and heterogeneity. For example, if the true distribution has a high variance, the mass points representing the lower and upper limits of the distribution may be more extreme than the true limits. It is hence of interest to compare the support points of the DM distributions against the continuous distribution. So, we include 6 While we recognise that we did not allow for correlation amongst the coefficients in the DM models, our decision to allow for correlated coefficients in the MMNL specifications was based on the fact that they afforded much superior model fits, from which we could retrieve more reliable conditional distributions. In contrast, allowing for correlation amongst the coefficients in the DM models is not straightforward.
7 Distributions for the remaining attributes are available from the lead author. Figure 2 showing the probability of the support points of the three DM models. To illustrate, the rightmost vertical mark has a value of -1.02 and probability of 0.01, representing the estimated lower outlier for the G attribute in DM 1% . Examination of the location of the lower and upper support points highlights that they generally lie within the extreme tails of the distribution. This is an important finding as it indicates that our DM modelling approach identifies extreme values that are consistent with those approximated using continuous Normal distributions. We do note, however, that in a few cases the DM support points are more extreme than those produced under the continuous distribution. The means of the individual-specific parameter distributions obtained from the MMNL model were used to assign respondents to either a lower, middle or upper class. On the basis of this, further MMNL models were estimated, with separate means and spreads for the lower, middle and upper classes. Again, to tease out the influence of coefficient outliers at various levels, we estimated three models, each with a different proportion of outliers. For consistency, the percentiles used for classifying outlying respondents corresponded with those used in the DM models in Table 5 .
The conditioned MMNL models specified that all taste-parameters are distributed independent Normal and probabilities of choice were simulated in estimation with 500 pseudo-random draws 8 . Results from these are presented in Table 7 . In line with a priori expectations, we find that the magnitude of the estimated coefficients in the outlying classes generally becomes less extreme as class sizes increase, where the larger classes increasingly capture heterogeneity from the middle group. Nevertheless, we find further evidence that these are quite extreme, and in some cases theoretically inconsistent. Parameter estimates for the middle class are relatively stable across the six models. There is little evidence of heterogeneity amongst outliers, especially in the lower group. But, as expected, the degree of heterogeneity in taste intensities amongst outliers does slightly increase as the outlying groups increases in size, again given that these larger classes increasingly capture heterogeneity from the middle group. Correspondingly, there is a general decline in the coefficients of variation amongst the middle group as one moves from MMNL C,1% to MMNL C,5% -indicating relatively smaller heterogeneity.
We find that using the conditional means to assign separate parameters for lower, middle and upper classes leads to better model fits, which is to be expected. Further improvements in model fit are achieved as the size of lower and upper groups increases, where this is again a result of capturing more heterogeneity.
An examination of the conditional means obtained from the estimates in Table 7 reveals that as more respondents are assigned to outlier groups, the distributions become increasingly different from those produced by the base MMNL model. As expected, we observe that the density of the outliers increases as more respondents are assigned as having extreme values. Associated with this finding is a general move from unimodal distributions under MMNL C,1% to increasingly apparent tri-modal distributions under MMNL C,5% . Moreover, as the proportion of outliers increases, the position of the outliers become considerably less extreme, as they converge towards the median. While the location of conditional means for the non-outlying group do not vary much, it is clearly evident that the peaks become much more pronounced, given that the two outlying groups now capture more of the heterogeneity. This is consistent with the earlier finding that the extent of heterogeneity declines for this group as the outlying groups get larger. Importantly, the proportion of the distribution in the intuitively inconsistent domain diminishes as one moves from the conditional means obtained from MMNL C,1% to MMNL C,5% . These findings further highlight the important role that a few extreme coefficient values can have on the degree of unobserved heterogeneity retrieved using MMNL models.
Conclusion
In this paper, we build on a surprisingly sparse literature regarding the role of coefficient outliers in discrete choice data. We explore two separate ways of representing random taste heterogeneity. In our first approach we assume that random taste heterogeneity for each coefficient can be adequately described by three discrete points: one for the majority of agents, while the other two for a minority taking up extreme values. To implement this partitioning we constrain the point estimates to be monotonic, so that we can derive lower, middle and upper estimates on the distribution. We further impose that the densities of the lower and upper classes are relatively small so that we capture the extreme lower and upper elements of the distribution. This approach is then compared with the common continuous mixed logit assumption where random parameters are continuously distributed. From these models we retrieve the individual-specific distributions and use the conditional means to assign the values of three dummy variables denoting either lower, middle or upper class values. By specifying the attribute parameters as a function of these dummy variables we estimate separate coefficients for the three classes. To test our methodology we first use four simulated datasets and then apply it on a stated choice dataset designed to estimate the existence value of a number of rare and endangered fish species in Ireland. In our simulated datasets we find that the DM models retrieve the correct mean values and densities of the outliers used in the data generating processes for the simulations. We also find that in the presence of extreme coefficient values the MMNL models generally overstate the degree of random taste heterogeneity in the middle group. In other words, while the models may retrieve the correct overall degree of heterogeneity, they misrepresent the shape of the distribution and assign too much weight away from a central group. This finding suggests some caution when selecting an appropriate mixing distribution for datasets believed to include extreme coefficient values.
Throughout the paper, we acknowledge the fact that there may be issues of confounding between outliers and more standard heterogeneity, and that our DM approach is potentially more vulnerable to such confounding. Indeed, in our fourth simulated dataset, we demonstrate the difficultly in separating outliers from remaining heterogeneity. Nevertheless, we find that in our empirical application the outlying support points of the DM models are generally consistent with the outlying conditional means derived from the MMNL. This is reassuring, as it provides some evidence that the DM approach is relatively robust to this potential source of confounding in datasets where there are a handful of respondents with extreme sensitivities. In applying the approach to our empirical dataset we find further evidence that extreme coefficient outliers may lead to misleading findings in terms of the patterns of heterogeneity. We also find that accommodating these outliers in our empirical application reduces the proportion of extreme and intuitively inconsistent point estimates.
Whilst deciding on the legitimacy of coefficient outliers is a difficult judgement and is ultimately an empirical issue to be evaluated case-by-case, the fact that some of them are found to be behaviourally inconsistent with a priori expectations suggests some caution for analysts engaged in discrete choice modelling. Indeed, the findings indicate the importance of testing for the presence of extreme coefficient values and that their detection and evaluation should become part of the standard course of action in practice.
