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Abstract
In this paper, robust fault estimation and fault tolerant control for stochastic Takagi-Sugeno fuzzy systems, subjected to
Brownian parameter perturbations, unknown process uncertainties and unexpected faults, are investigated. Augmented system
approach, unknown input observer techniques and sliding mode control strategies are integrated to decouple the influences
from the unknown input uncertainties, and drive the trajectories of the estimation error dynamics to enter and subsequently
remain within a desired surface of the error space. As a result, a robustly simultaneous estimate of the means of the faults
concerned and the full system states can be achieved. In the meanwhile, the actuator/sensor signal compensation techniques
are used to formulate the tolerant control strategy to eliminate or offset the influences from the faults to the systems dynamics
and ensure the robust stabilization of the closed-loop control system. In terms of linear matrix inequalities, sufficient conditions
are proposed to ensure the robust stability of the overall closed-loop system composed of system state and estimation error
dynamics, as well as the reachability of the sliding mode surface. Furthermore, the systematic design procedures for the robust
fault estimation and fault tolerant control scheme are addressed. Finally, simulation studies on a single-link manipulator and
a three-tank system are illustrated to demonstrate the effectiveness of the suggested methodologies.
Key words: Fault estimation;fault tolerant control;stochastic Takagi-Sugeno systems;unknown input observer;sliding mode
control.
1 Introduction
In response to high-demand requirements on system
availability and safety in industrial automation system-
s, fault diagnosis and tolerant control has long been a
hot issue worldwide, and comprehensive research re-
sults were documented during the past decades (e.g.,
see [26], [5], [28], [8], and the references therein). Fault
tolerant control (FTC) aims to preserve the function-
alities of a faulty system with acceptable performance.
? This work was jointly supported by the Northumbria U-
niversity RDF sponsorship, the Alexander von Humboldt
Foundation (GRO/1117303 STP), and the National Natu-
ral Science Foundation of China (61673074). This paper was
not presented at any IFAC meeting.
*Corresponding author Z. W. Gao. Tel. +44-1912437832.
Email addresses: lxx.newcastle@gmail.com (Xiaoxu
Liu), zhiwei.gao@northumbria.ac.uk (Zhiwei Gao),
aihuazhangbhu@gmail.com (Aihua Zhang).
With the aid of an advanced fault diagnosis block pro-
viding the online information of faulty features, active
FTC can real-time reconfigure controller laws such that
the influences from the unforeseen faults to the sys-
tem dynamics are eliminated/relieved, and the system
stability is guaranteed. Fault estimation can provide
rich knowledge about faults and generate auxiliary full
state estimation as a by-product. In consequence, it is
motivated to develop integrated fault estimation and
fault tolerant control techniques for industrial dynam-
ics to make the system resilient to unexpected faults.
During the past decades, a variety of approaches such
as sliding mode observer based method (e.g., see [27]),
adaptive observer-based method ([6]), and descriptor
observer based method (e.g. [9]), were developed for
fault estimation and tolerant control.
Owing to the widespread presence of random factors in
the operation of systems, stochastic systems formulated
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in Itoˆ-type stochastic differential equations ([21], [11])
have played crucial roles in modelling practical systems
such as nuclear systems, chemical processes, biology sys-
tems and thermal systems. On the other hand, nonlin-
ear systems have attracted much attention in the control
community as they have a better accuracy for describing
industrial processes. In the meanwhile, it has brought
challenges in analysis and control for a complex sys-
tem described by a high-nonlinear mathematical model.
Takagi-Sugeno (T-S) fuzzy models (see [24]), capable of
providing the approximation of nonlinear characteristic-
s by fuzzy blending of several local linear models with
appropriate membership functions, were thus motivated
and have become a powerful tool to simplify the analy-
sis and control for nonlinear processes (e.g., see [22]). In
order to resolve the analysis and control synthesis issue
for a complex industrial process subjected to stochastic
phenomena and high nonlinearities, a natural idea is to
develop stochastic T-S fuzzy model based approach and
techniques. Recently, there were some interesting result-
s reported on fault diagnosis and fault tolerant control
based on T-S fuzzy models with Brownian motions (e.g.,
see [18]).
In real engineering systems, process disturbances and
uncertainties are unavoidable. The robustness is thus a
crucial issue in the field of fault diagnosis and tolerant
control. In order to decouple the process uncertainties,
one of the popular techniques is the unknown input ob-
server (UIO) which has a widespread application in the
field of robust fault diagnosis (e.g., see [16], [13]). The
conventional unknown input observer schemes assume
the process uncertainties can be decomposed complete-
ly. Unfortunately, this assumption is not always true in
practical engineering systems. In the paper by [10], a
novel UIO was proposed for fault estimation for a class
of deterministic nonlinear systems, and the results were
extended to a class of nonlinear systems with Brown-
ian motions (see [19]). Another powerful technique for
disturbance attenuation is sliding mode control (SMC)
where a discontinuous term is used to enable the observ-
er to reject unknown input effects (see [25], [1], and [2]).
Therefore, it is of interest to integrate the UIO and SM-
C methods to enhance the perturbations attenuation a-
bility. To the best of our knowledge, few effort has been
devoted to robust sliding mode unknown input observ-
er based fault estimation and fault tolerant control for
stochastic nonlinear systems, particularly for nonlinear
systems subjected to Brownian parameter perturbation-
s, which remains to be an area to be explored. In this
paper, an innovative fault estimation and fault tolerant
control approach is developed by integrating augmented
system approach, unknown input observe, sliding mod-
e control and linear matrix inequality optimization for
stochastic T-S fuzzy systems.
The rest of paper is organized as follows. Problem for-
mulation and some preliminary knowledge are given in
Section 2. Robust fault estimation approach of stochas-
tic T-S fuzzy systems is investigated in Section 3. Robust
fault tolerant control strategy is addressed in Section 4,
along with the discussion of reachability of the sliding
mode surface and a summary of design procedures of the
suggested methods. Extension to stochastic fuzzy sys-
tem with uncertainties and faults in stochastic pertur-
bation can be found in section 5. Simulation validation-
s on a single-link manipulator system and a three-tank
model are developed in Section 6. The paper is ended by
the conclusion and future work in Section 7.
2 Preliminaries and problem formulation
In this paper, the following notations are used. Rn and
Rn×m stand for n-dimentional Euclidean space and n×
m real matrices, while R+ is the set of all nonnega-
tive real numbers.In represents identity matrix with di-
mension of n × n, and 0 denotes a scalar zero or a ze-
ro matrix with appropriate zero entries. For any given
vector x = (x1, x2, ...xn) ∈ Rn, ‖x‖ refers to its Eu-
clidean norm defined by ‖x‖ = (Ξni=1x2i )1/2 and ‖x‖Tf =
(
∫ Tf
0
xT (τ)x(τ)dτ)1/2, while |·| denotes 1-norm of a vec-
tor. E(x) represents mathematical expectation of x and
∀ means for all. The superscript T represents the trans-
pose of matrices or vectors. The notation X > 0 indi-
cates that the symmetric X is positive definite. Besides,
in a large matrix expression,
[
G1 G2
∗ G3
]
=
[
G1 G2
GT2 G3
]
.
Consider stochastic T-S fuzzy models suffering from
faults and unknown inputs in the form of Itoˆ -type
differential equations as follows:
IF µ1 is M1i and ...µqis Mqi, THEN
dx(t) = [Aix(t) +Biu(t) +Bdid(t)
+Bfif(t)]dt+Wix(t)dω(t)
y(t) = Cx(t) +Dff(t)
(1)
where x(t) ∈ Rn represents unmeasurable state vector
with measurable initial value of x0 ∈ Rn at initial time
t0; ω(t) is a standard one-dimensional Brownian motion
on the complete probability space (Ω,F , {Ft}t≥t0 ,P),
with Ω being a sample space, F being a σ-field, F be-
ing a filtration and P being a probability measure. ω(t)
satisfies E [ω(t)] = 0 and E [ω2(t)] = t. u(t) ∈ Rm s-
tands for control input vector and y(t) ∈ Rp is mea-
surement output vector; d(t) ∈ Rld is the bounded de-
terministic unknown input vectors; f(t) ∈ Rlf repre-
sents the means of faults (actuator and/or sensor fault-
s).When f(t) = fa(t), where fa(t) is actuator fault,
then Bfi = Bi,Df = 0
p×lf ;when f(t) = fs(t), where
fs(t) is sensor fault, then Bfi = 0
n×lf , Df = Ip; when
f(t) = [ fTa (t) f
T
s (t) ]
T
,then Bfi = [Bfai Bfsi ], Df =
2
[Dfai Dfsi ], where Bfai and Dfai represent the coef-
ficients of actuator fault, Bfsi and Dfsi are coefficients
of sensor fault. i = 1, 2, ...r, and r is the total number
of local models, Mji are fuzzy sets and decision vector µ
involves all individual premise variables µj , j = 1, 2, ...q,
which can be measured. Ai, Bi, C,Bdi, Bfi,Wi, Df are
known coefficient matrices with appropriate dimension-
s. In the rest of paper, the symbol t in equations will be
omitted for the simplicity of presentation.
By using the standard fuzzy blending method, the global
model of system (1) can be inferred as:
dx = Ξri=1hi(µ)[(Aix+Biu+Bdid+Bfif)dt
+Wixdω]
y = Cx+Dff
(2)
where hi(µ) are membership functions, following the
convex sum properties: Ξri=1hi(µ) = 1 and 0 ≤ hi(µ) ≤
1.
Definition 1 ([11]). For stochastic system (2), the solution
is stochastic exponentially stable in mean square, if there
exist positive scalars α and β such that
E(‖x(t)‖2) ≤ αe−βt (3)
Definition 2 ([23]). For stochastic system
dx = l(t, x)dt+ h(t, x)dω (4)
where l(t, x) and h(t, x) stand for system dynamic func-
tion and stochastic perturbation distribution function,
respectively, given any function V (t, x) ∈ C2×1{Rn ×
[t0,∞] → R+}, the infinitesimal generator LV (t, x) is
defined as:
LV (t, x) = ∂V (t, x)
∂t
+
[
∂V (t, x)
∂x
]T
l
+
1
2
trace{hT ∂
2V (t, x)
∂x2
h}
(5)
Lemma 1 ([21]). If there exist a function V , and positive
constants c1, c2 and c3, such that
c1E(‖x‖2) ≤ E(V ) ≤ c2E(‖x‖2) (6)
and
E(LV (t, x)) ≤ c3E(‖x‖2) (7)
then the solution of stochastic system (2) is stochasti-
cally exponentially stable in mean square.
Lemma 2 ([4], Schur complement). Let S =
[
S11 S12
∗ S22
]
be a symmetric matrix. S < 0 is equivalent to S22 < 0
and S11 − S12ST22ST12 < 0.
The main objective of this paper is to design robust
fault estimation and fault tolerant control strategies for
stochastic system (2). Augmented system approach, un-
known input observer technique, and sliding mode con-
trol method, are integrated to generate robustly simul-
taneous estimates of the system states and faults. Based
on the estimated states and faults, fault tolerant control
is implemented by using sensor signal compensation, ac-
tuator signal compensation, and robust control. Fig. 1
depicts the scheme of the proposed fault estimation and
tolerant control.
3 Joint robust state/fault estimation scheme for
stochastic Brownian systems
In this section, the methodology to design a robust fault
estimation approach for system (2) is presented. In order
to estimate the means of faults and system states at the
same time, an auxiliary system is constructed as follows,
by considering the faults as augmented system states:{
dx¯ = Ξri=1hi(µ)[(A¯ix¯+ B¯iu+ B¯did+ J1f¨)dt+ W¯ixdω]
y = C¯x¯
(8)
where
n¯ = n+ 2lf , x¯ = [x
T f˙T fT ]T ∈ Rn¯,
A¯i =

Ai 0n×lf Bfi
0lf×n 0lf×lf 0lf×lf
0lf×n Ilf 0lf×lf
 ∈ Rn¯×n¯,
B¯i = [B
T
i 0m×lf 0m×lf ]
T ∈ Rn¯×m,
B¯di = [B
T
di 0ld×lf 0ld×lf ]
T ∈ Rn¯×ld ,
C¯ = [C 0p×lf Df ] ∈ Rp×n¯,
W¯i = [W
T
i 0n×lf 0n×lf ]
T ∈ Rn¯×n,
J1 = [0lf×n Ilf×lf 0lf×lf ]
T ∈ Rn¯×lf .
In system (8), the components of state vector x¯ include
original state x, the means of concerned faults, denoted
by f , and the first-order differentials of the means of the
faults, that is f˙ . In this paper, we assume that f¨ is not
zero but bounded and satisfies:
‖f¨‖ ≤ δ (9)
where δ is a positive scalar. Condition (9) means the
variation speed of fault is bounded by δ. In this work, we
consider δ is not very big, which means the faults do not
3
Fig. 1. The structure of observer-based fault tolerant control
vary in high speed. This meets most operation situation
of practical systems. In addition, we suppose that d can
be decoupled, whereas f¨ cannot.
For system (8), the following fuzzy unknown input ob-
server consisting sliding mode terms is constructed:
{
dz¯ = Ξri=1hi(µ)[Riz¯ + TBiu+ (Li1 + Li2)y + Lsius]dt
ˆ¯x = z¯ +Hy
(10)
where z¯ is a state vector of the observer (10), ˆ¯x is
the estimation of x¯, us is a discontinuous control in-
put to compensate the influences of f¨ . The matrices
H,Ri, T, Li1, Li2 and Lsi, where i = 1, 2, ...r, are observ-
er gains to be designed such that ˆ¯x is close enough to x¯.
Remark 1. Using nonlinear discontinuous term us, the
designed sliding mode unknown input observer con-
straints the trajectory of the estimation error to remain
on a specific surface such that error is insensitive to the
disturbances.
Defining estimation error as e¯ = x¯− ˆ¯x, and subtracting
(10) from (8) leads to the following error dynamic:
de¯ = Ξri=1hi(µ){{(A¯i −HC¯A¯i − Li1C¯)e¯
+ (A¯i −HC¯A¯i − Li1C¯ −Ri)z¯
+ [(A¯i −HC¯A¯i − Li1C¯)H − Li2]y
+ [(In¯ −HC¯)− T ]B¯iu+ (In¯ −HC¯)B¯did
+ (In¯ −HC¯)J1f¨ − Lsius}dt
+ (In¯ −HC¯)W¯ixdω}
(11)
If the observer gains satisfy the following conditions:
(In¯ −HC¯)B¯di = 0 (12)
Ri = A¯i −HC¯A¯i − Li1C¯ (13)
T = In¯ −HC¯ (14)
Li2 = RiH (15)
the state estimation error can be reduced to
de¯ = Ξri=1hi(µ)[(Rie¯+ TJ1f¨ − Lsius)dt+ TW¯ixdω]
(16)
In order to meet the conditions (12) to (15), we have
the following assumptions in terms of the references ([5];
[10]):
(1) rank(C¯(B¯d1 B¯d2... B¯dr)) = rank(B¯d1 B¯d2... B¯dr);
(2) ∀i,
[
Ai Bfi Bdi
C Df 0
]
is of full column rank;
(3) ∀i, rank
[
sIn −Ai Bdi
C 0
]
= n+ ld.
The above assumptions are to ensure that for each local
model, equation (12) can be solved, and one solution of
H can be obtained as
H∗ = B¯U [(C¯B¯U )
T
(C¯B¯U )]
−1(C¯B¯U )T (17)
where B¯U is of full column rank, obtained by a non-
singular matrix U such that
(B¯d1 B¯d2... B¯dr)U = (B¯U 0) (18)
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Moreover, the model is observable.
Under these necessary assumptions, d has been decou-
pled by selecting suitable H. However, f¨ still affect the
error dynamic. As a good observer should lead to the
convergence of error e¯, the design of robust fault estima-
tion scheme is converted into attenuating the influences
of f¨ . Now it is time to discuss how to design the sliding
mode controller us to eliminate its influence.
∀i, the coefficient of sliding mode controller is chosen to
be Lsi = TJ1. Define a sliding mode surface
s = JT1 T
T P¯ e¯ = 0 (19)
where P¯ is a positive matrix satisfying
JT1 T
T P¯ = NC¯ (20)
while N is a parameter matrix to be designed. The slid-
ing surface is defined according to the desired dynami-
cal specifications of the closed-loop error dynamic. Here,
the estimation error can be driven around zero on sur-
face (19). To make sliding mode achieve and maintain
on the surface, the discontinuous input law is introduced
as follows
us = (δ + ε)sgn(s) (21)
where ε is a parameter to be designed later.
Remark 2. Since e¯ is unknown, s is not available from
(19). Constraint (20) is introduced such that s = NC¯e¯ =
NC¯x¯−NC¯ ˆ¯x = Ny−NC¯ ˆ¯x,where y and C¯ ˆ¯x are available
in practice.
It is noted that the estimation error dynamics are also
subjected to stochastic parameter perturbations. There-
fore, it is infeasible to design the observer gain indepen-
dent of the control gains. The integrated design of the
observer gain and control gain will be addressed in the
next section.
4 Robust fault tolerant control scheme
4.1 Design of observer-based control law
Now we consider the design of the control law for system
(2), to compensate the effects of the faults, make the
trajectories of state stable, and eliminate the influences
of unknown inputs.
Firstly, we introduce the following feedback gain
[Ki 0 Kf ] and construct u in the following fuzzy form:
u = Ξri=1hi(µ)K¯i ˆ¯x
= Ξri=1hi(µ)[Ki 0 Kf ]

xˆ
ˆ˙
f
fˆ

= Ξri=1hi(µ)(Kixˆ+Kf fˆ)
(22)
where
Kf = −B+h Bfh (23)
withBh = Ξ
r
i=1hi(µ)Bi, Bfh = Ξ
r
i=1hi(µ)Bfi, and sup-
posing rank[Bh Bfh] = rankBh.
Then it is clear that
Ξri=1hi(µ)(Bfi +BiKf ) = Bfh +BhKf = 0 (24)
In order to eliminate the effects caused by sensor faults,
the following sensor compensation output is employed:
yc = y−DfJ2 ˆ¯x = Cx+Dff−Df fˆ = Cx+DfJ2e¯ (25)
where J2 = [0lf×n 0lf×lf Ilf ], and yc is called reliable
output.
Substituting (22) into systems (2) and using the reliable
output yc to replace the actual measurement y, the fol-
lowing closed-loop system can be formulated
dx = Ξri=1hi(µ)Ξ
r
j=1hj(µ)[((Ai +BiKj)x−Beij e¯
+Bdid)dt+Wixdω]
yc = Cx+Dee¯
(26)
whereBeij = BiKjJ0 − BfiJ2, J0 = [In 0n×lf 0n×lf ]
and De = DfJ2. It can be seen that the fault estimation
performance will have an impact on the fault tolerant
control performance.
Under the designed observer-based fault tolerant con-
troller, the overall closed-loop system can be obtained
as follows:
dx = Ξri=1hi(µ)Ξ
r
j=1hj(µ)[((Ai +BiKj)x−Beij e¯
+Bdid)dt+Wixdω]
de¯ = Ξri=1hi(µ)[(Rie¯+ TJ1f¨ − Lsius)dt+ TW¯ixdω]
yc = Cx+Dee¯
(27)
The next step is to choose appropriate observer and con-
troller gains to make the closed loop system stable, and
satisfy the following performance:
E(‖yc‖2Tf ) < γ2E(‖d‖2Tf ) (28)
where γ > 0 is the H∞ performance index.
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Then we have the following theorem.
Theorem 1. For system (2), there exists a toleran-
t observer-based controller in the form of (10), (22)
and (25), making closed-loop system (27) be stochas-
tic exponentially stable in mean square and satisfy
E(‖yc‖2Tf ) < γ2E(‖d‖2Tf ), if ∀i, j, there exist positive
definite matrices P and P¯ , matrices Kj and Li1 such
that

Ωij11 PBdi −PBeij + CTDe
∗ −γ2Ild 0
∗ ∗ Ωij33
 < 0 (29)
and
JT1 T
T P¯ = NC¯ (30)
where Ωij11 = P (Ai + BiKj) + (Ai +BiKj)
T
P +
WTi PWi + W¯
T
i T
T P¯ T W¯i + C
TC,Ωij33 = P¯ T A¯i +
A¯Ti T
T P¯−P¯Li1C¯−C¯TLTi1P¯+DTe De, and i, j = 1, 2, ...r.
Proof. Based on Lemma 1, the proof involves establish-
ing a dissipation inequality via a suitable storage func-
tion. Here, we choose the function as V = V1 +V2, where
V1 = x
TPx and V2 = e¯
TP e¯. We can notice
V = x˜T P˜ x˜ (31)
where x˜ = [xT e¯T ]T , P˜ =
[
P 0
0 P¯
]
. It is not hard to find
that
λmin(P˜ )E(‖x˜‖2) ≤ E(V ) ≤ λmax(P˜ )E(‖x˜‖2) (32)
which implies V satisfy (6) in Lemma 1. Taking infinites-
imal generator along the state trajectories of (27), by
using Itoˆ formula, it follows that:
LV1 = Ξri=1hi(µ)Ξrj=1hj(µ){xT [P (Ai +BiKj)
+ (Ai +BiKj)
T
P ]x− 2xTPBeij e¯
+ 2xTPBdid+ x
TWTi PWix}
(33)
and
LV2 = Ξri=1hi(µ){[e¯T (P¯Ri +RTi P¯ )e¯− 2e¯T P¯Lsius
+ 2e¯T P¯ TJ1f¨ ] + x
T W¯Ti T
T P¯ TW¯ix}
(34)
Then we have
LV = LV1 + LV2
= Ξri=1hi(µ)Ξ
r
j=1hj(µ){xT [P (Ai +BiKj)
+ (Ai +BiKj)
T
P ]x− 2xTPBeij e¯
+ 2xTPBdid+ x
TWTi PWix+
e¯T (P¯Ri +R
T
i P¯ )e¯− 2e¯T P¯Lsius
+ 2e¯T P¯ TJ1f¨ + x
T W¯Ti T
T P¯ TW¯ix}
(35)
s ∈ Rlf , it can be noticed that sT sgn(s) = Ξlfi=1|si| and
‖s‖ ≤ Ξlfi=1|si|.
If we choose Lsi = TJ1, we can obtain
= Ξri=1hi(µ)(−2e¯T P¯Lsius + 2e¯T P¯ TJ1f¨)
= −2e¯T P¯ TJ1(δ + ε)sgn(s) + 2e¯T P¯ TJ1f¨
= 2sT f¨ − 2sT (δ + ε)sgn(s)
≤ 2‖s‖‖f¨‖ − 2(δ + ε)‖s‖
≤ −2ε‖s‖
(36)
Hence it is shown that when d = 0
LV ≤ Ξri=1hi(µ)Ξrj=1hj(µ){xT [P (Ai +BiKj)
+ (Ai +BiKj)
T
P ]x− 2xTPBeij e¯+ xTWTi PWix
+ e¯T (P¯Ri +R
T
i P¯ )e¯+ x
T W¯Ti T
T P¯ TW¯ix− 2ε‖s‖}
≤ Ξri=1hi(µ)Ξrj=1hj(µ){[xT e¯T ]Πij
[
x
e¯
]
} − 2ε‖s‖
(37)
where Πij =
[
Πij11 −PBeij
∗ Πij22
]
,Πij11 = P (Ai+BiKj)+
(Ai +BiKj)
T
P+WTi PWi+W¯
T
i T
T P¯ TW¯i, and Πij22 =
P¯ T A¯i+A¯
T
i T
T P¯−P¯Li1C¯−C¯TLTi1P¯ . From LMIs (29), we
can see

Πij11 + C
TC PBdi −PBeij + CTDe
∗ −γ2Ild 0
∗ ∗ Πij22 +DTe De
 < 0
which means
Πij11 + C
TC −PBeij + CTDe PBdi
∗ Πij22 +DTe De 0
∗ ∗ −γ2Ild
 < 0
leading to[
Πij11 + C
TC −PBeij + CTDe
∗ Πij22 +DTe De
]
< 0.
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Then [
Πij11 −PBeij
∗ Πij22
]
+
[
CTC CTDe
∗ DTe De
]
< 0.
Since [
CTC CTDe
∗ DTe De
]
=
[
CT
DTe
] [
C De
]
> 0
We have [
Πij11 −PBeij
∗ Πij22
]
< 0.
Hence we have Πij < 0, indicating a positive scalar c3
can be found such that
E(LV ) < −c3E(‖x˜‖2) (38)
According to Lemma 1, system (27) is stochastically ex-
ponentially stable in mean square. When d 6= 0, let us
move on to discuss the robustness of the system against
unknown inputs. Consider the following performance in-
dex:
Γ = E{
∫ Tf
0
[yTc (τ)yc(τ)− γ2dT (τ)d(τ)]dτ} (39)
Then adding and subtracting E(∫ Tf
0
LV dτ) to (39)
yields:
Γ ≤ E{
∫ Tf
0
Ξri=1hi(µ)Ξ
r
j=1hj(µ)[x
T dT e¯T ]Ωij

x
d
e¯
 dτ}
− E(
∫ Tf
0
LV dτ)
(40)
where Ωij =

Ωij11 PBdi −PBeij + CTDe
∗ −γ2Ild 0
∗ ∗ Ωij33
 ,Ωij11 =
P (Ai+BiKj)+(Ai +BiKj)
T
P+WTi PWi+W¯
T
i T
T P¯ T W¯i+
CTC, and Ωij33 = P¯ T A¯i+A¯
T
i T
T P¯−P¯Li1C¯−C¯TLTi1P¯+
DTe De.
It is not hard to find E(∫ Tf
0
LV dτ) = E(V ) > 0. Thus
if Ωij < 0, we get Γ < 0, leading to E(‖yc‖2Tf ) <
γ2E(‖d‖2Tf ).
As a results, LMIs (29) can guarantee the stochastically
exponentially stability in mean square of system (27)
and satisfy performance E(‖yc‖2Tf ) < γ2E(‖d‖2Tf ). This
completes the proof.
It is noticed that both the system dynamics and error dy-
namics are subject to state Brownian fluctuation, which
makes it challenging to design observer and controller
gains simultaneously. In order to simplify the challeng-
ing matrix problem, the following theorem is proposed.
Theorem 2. The closed-loop system (27) is stochastic sta-
ble in mean square and satisfy E(‖yc‖2Tf ) < γ2E(‖d‖2Tf ),
if ∀i, j
(1) There are positive matrix P , matrices Kj , and posi-
tive scalars σ and γ1, where γ1 < γ such that
[
Λij PBdi
∗ −γ2Ild
]
<
[
−σPP 0
∗ −γ21Ild
]
(41)
where Λij = P (Ai + BiKj) + (Ai +BiKj)
T
P +
WTi PWi + C
TC, i, j = 1, 2, ...r.
(2) There are positive matrix P¯ , matrices Li1, N such
that

−σPP + W¯Ti TT P¯ TW¯i 0 −PBeij + CTDe
∗ −γ21Ild 0
∗ ∗ Ωij33
 < 0
(42)
and
JT1 T
T P¯ = NC¯ (43)
where P and Kj are obtained from solving (41) , i, j =
1, 2, ...r.
Proof. According to inequality (41), ∀i, j,
[
−σPP 0
∗ −γ21Ild
]
+
Θ < 0 implies that
[
Λij PBdi
∗ −γ2Ild
]
+ Θ < 0, where Θ
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is a semi-positive symmetric matrix. Therefore,
Ωij =

Λij PBdi 0
∗ −γ2Ild 0
∗ ∗ 0

+

W¯Ti T
T P¯ TW¯i 0 −PBeij + CTDe
∗ 0 0
∗ ∗ Ωij33

≤

−σPP 0 0
∗ −γ21Ild 0
∗ ∗ 0

+

W¯Ti T
T P¯ TW¯i 0 −PBeij + CTDe
∗ 0 0
∗ ∗ Ωij33

=

−σPP + W¯Ti TT P¯ TW¯i 0 −PBeij + CTDe
∗ −γ21Ild 0
∗ ∗ Ωij33

(44)
So (41) and (42) indicate Ωij < 0, which meets LMI
(29). This completes the poof.
In this way, a sequential design approach can be obtained
to reduce the complication for solving observer and con-
troller gains by Theorem 2. Nevertheless, it can be no-
ticed that LMIs (41) and (42) are nonlinear. In order to
transform it into linear range, the following theorem is
proposed.
Theorem 3. The closed loop system (27) are stochas-
tically stable in mean square and satisfy E(‖yc‖2Tf ) <
γ2E(‖d‖2Tf ), if ∀i, j
(1) There are positive matrix P , matrices Kj , and posi-
tive scalars σ and γ1, where γ1 < γ such that
Ψij XW
T
i XC
T PBdi
∗ −X 0 0
∗ ∗ −In 0
∗ ∗ ∗ (γ21 − γ2)Ild
 < 0 (45)
where X = P−1,Ψij = AiX +XAi + BiYj + Y Ti B
T
i +
σIn, Yj = KjX. Then the control gains can be selected
as Kj = YjX
−1.
(2) There are positive matrix P¯ , matrices Qi, N such
that
−σPP + W¯Ti TT P¯ TW¯i 0 −PBeij + CTDe
∗ −γ21Ild 0
∗ ∗ Φij33
 < 0
(46)
and
JT1 T
T P¯ = NC¯ (47)
where Φij33 = P¯ T A¯i+A¯
T
i T
T P¯−QiC¯−C¯TQTi +DTe De.
And the observer gains Li1 = P¯
−1Qi.
Proof. Inequality (41) can be rewritten as:[
Λij + σPP PBdi
∗ (γ21 − γ2)Ild
]
< 0 (48)
Multiplying
[
P−T 0
0 Ild
]
on the left side and
[
P−1 0
0 Ild
]
on the right side of (48) we can have[
Ψij +XW
T
i X
−1WiX +XCTCX PBdi
∗ (γ21 − γ2)Ild
]
< 0
(49)
where X = P−1,Ψij = AiX +XAi + BiYj + Y Ti B
T
i +
σIn, Yj = KjX. Based on Schur complement, (49) is
equivalent to

Ψij XW
T
i XC
T PBdi
∗ −X 0 0
∗ ∗ −In 0
∗ ∗ ∗ (γ21 − γ2)Ild
 < 0 (50)
By using Qi = P¯Li1, (42) can be rewritten as
−σPP + W¯Ti TT P¯ T W¯i 0 −PBeij + CTDe
∗ −γ21Ild 0
∗ ∗ Φij33
 < 0
(51)
This completes the proof.
Until now, sufficient conditions have been proposed for
stochastically exponentially stability in mean square of
system (27). However, (47) in Theorem 3 is a matrix e-
quality which is difficulty to be solved by available soft-
ware toolbox directly. In order to simplify this problem,
equation (47) can be rewritten as
JT1 T
T P¯ = NC¯ (52)
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which can also be represented by
trace{(JT1 TT P¯ −NC¯)T (JT1 TT P¯ −NC¯)} = 0 (53)
Then we introduce the following condition:
(JT1 T
T P¯ −NC¯)T (JT1 TT P¯ −NC¯) < θI (54)
where θ is a positive scalar. According to Schur comple-
ment, (54) is equivalent with:[
−θI (JT1 TT P¯ −NC¯)T
(JT1 T
T P¯ −NC¯) −I
]
< 0 (55)
As a result, condition (45), (46) and (47) can be con-
verted into searching a global solution of the following
problem:
min θ, subject to (45), (46), and (55) (56)
which can be solved by employing Solvers mincx in LMI
toolbox of Matlab.
4.2 Reachability of the sliding mode surface
The above sections present the approaches to design ro-
bust estimator-based fault tolerant control scheme. Now
let us look at the reachability of the sliding mode surface.
It is known from [23] that the solution of e¯ is given by
e¯ = Ξri=1hi(µ){
∫ t
0
[Rie¯(τ)− Lsius(τ) + TJ1f¨(τ)]dτ
+
∫ t
0
TW¯ix(τ)dω(τ)}
(57)
Substituting it into (19), we have
s = Ξri=1hi(µ){
∫ t
0
JT1 T
T P¯ [Rie¯(τ)− Lsius(τ)
+ TJ1f¨(τ)]dτ +
∫ t
0
JT1 T
T P¯ TW¯ix(τ)dω(τ)}
(58)
If the following condition holds:
JT1 T
T P¯ TW¯i = 0 (59)
we can yield
s = Ξri=1hi(µ)
∫ t
0
JT1 T
T P¯ [Rie¯(τ)− Lsius(τ)
+ TJ1f¨(τ)]dτ
(60)
which implies
s˙ = Ξri=1hi(µ)J
T
1 T
T P¯ (Rie¯− Lsius + TJ1f¨) (61)
Remark 3. From condition (59), the stochastic influences
have been removed from the sliding mode surface, which
means s(t) = 0 is not stochastic.
In order to satisfy equation (58), which is equivalent to
trace{(JT1 TT P¯ T W¯i)T (JT1 TT P¯ TW¯i)} = 0 (62)
By employing the same parameter θ in (54), we have
(JT1 T
T P¯ T W¯i)
T (JT1 T
T P¯ T W¯i) < θI (63)
Applying Schur complement, (63) can be rewritten as:[
−θI (JT1 TT P¯ TW¯i)T
JT1 T
T P¯ TW¯i −I
]
< 0 (64)
Then equality (59) can also be converted into a mini-
mization problem as
min θ, subject to (64) (65)
Remark 4. It is shown that both specified sliding surface
and desired sliding mode control law can be constructed
via convex optimization problem, which can be handled
by LMI toolbox of Matlab.
Finally, we can generate the following theorem to design
observer and controller gains.
Theorem 4. For system (2), there exists a tolerant
observer-based controller in the form of (10), (22) and
(25), ensuring that
(i)The closed-loop system (27) is stochastically exponen-
tially stable in mean square ;
(ii)The error trajectories e¯ can be globally driven onto
the sliding surface s(t) = 0 in probability;
(iii)The compensated output satisfies E(‖yc‖2Tf ) <
γ2E(‖d‖2Tf )
if ∀i, j, we can find a global solution of the following
optimization problem:
min θ, subject to (45), (46), (55) and (64) (66)
Proof. According to Theorem 3, conditions (i) and (iii)
can be guaranteed by optimization problem (66). Now
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let us prove condition (ii). Consider the following Lya-
punov candidate for sliding mode surface s(t) = 0:
V3 =
1
2
sT (JT1 T
T P¯ TJ1)
−1s (67)
Its derivative can be obtained as:
V˙3 = Ξ
r
i=1hi(µ)s
T (JT1 T
T P¯ TJ1)
−1JT1 T
T P¯ (Rie¯
− Lsius + TJ1f¨)
(68)
It can be calculated that
Ξri=1hi(µ)s
T (JT1 T
T P¯ TJ1)
−1JT1 T
T P¯ (−Lsius + TJ1f¨)
= sT (JT1 T
T P¯ TJ1)
−1JT1 T
T P¯ TJ1[−(δ + ε)sgn(s) + f¨ ]
= sT [−(δ + ε)sgn(s) + f¨ ]
≤− (δ + ε)‖s‖+ ‖s‖‖f¨‖
≤ − ε‖s‖
(69)
Then we have
V˙3 ≤ Ξri=1hi(µ)[sT (JT1 TT P¯ TJ1)−1(JT1 TT P¯Rie¯)]− ε‖s‖
≤ Ξri=1hi(µ)‖s‖[‖Zi‖E(‖e¯‖)− ε]
(70)
where Zi = (J
T
1 T
T P¯ TJ1)
−1(JT1 T
T P¯Ri).
Define the following variables:
ρ(hi(µ)) = Ξ
r
i=1hi(µ)‖Zi‖ (71)
It is easy to find the upper bounds ρ0 to make ρ(hi(µ)) <
ρ0. Hence
V˙3 < ρ0‖s‖E(‖e¯‖)− ε‖s‖
=− ‖s‖[ε− ρ0E(‖e¯‖)] (72)
We define the following domain:
Ω(ρ0) = {E(‖e¯‖) < ερ0 } (73)
then
V˙3 < 0 (74)
Since the error and original systems are stable, the tra-
jectory of e¯ enter in Ω(ρ0) remains there, which means
condition (ii) is satisfied by optimization problem (66).
4.3 Design procedures of fault estimator-based fault tol-
erant control
On the basis of the above theorems, the design proce-
dures of integrated observer-based fault estimation and
the corresponding fault tolerant control can be summa-
rized as follows:
(1) Construct the augmented system in the form of (8)
for stochastic T-S fuzzy systems in presence of faults and
unknown inputs.
(2) Select matrix H∗ in the form of (17), and T can be
yielded as T = In¯ −HC¯.
(3) Solve LMIs (45) to obtain matrices X and Yj , and
calculate P = X−1,Kj = YjX−1.
(4) Select the sliding mode control gains as Lsi = TJ1.
(5) Solve optimization problem
min θ, subject to (46), (55) and (64)
by submitting P and Kj to obtain matrices P¯ , Qi, N,
and the observer gains can be derived as Li1 = P¯
−1Qi.
(6) Calculate the other observer gains Ri and Li2 fol-
lowing the formulas (13) and (15), respectively.
(7) Implement the robust sliding mode unknown input
observer (10) with the sliding term us = (δ + ε)sgn(s),
where s = Ny − NC¯ ˆ¯x, and obtain the augmented es-
timate ˆ¯x, leading to simultaneous estimates of system
states and faults xˆ and fˆ .
(8) Implement control law u = Ξrj=1hj(µ)K¯j ˆ¯x and sen-
sor compensation output yc = y − Df fˆ , where K¯j =
[Kj 0 Kf ] and Kf = −B+h Bfh.
Remark 5. In the designed sliding mode unknown
input observer, the unknown inputs can be decou-
pled by the designing of observer gain H. It is no-
ticed that the Assumption (1) should be satisfied for
such an observer. If this condition cannot be satis-
fied, which means not all disturbances can be decou-
pled,then ∀i, we can let BJi = [B¯dui J1] to replace
J1, and df = [d f¨ ]
T to replace f¨ in augmented system
(8),whereB¯dui =
{
0n¯×ld rank(C¯B¯di) = rank(B¯di)
B¯di rank(C¯B¯di) 6= rank(B¯di)
.
Then the sliding mode item can attenuate the unknown
inputs that cannot be decoupled by UIO. Alternatively,
recent development about cascade observer (see [3]) and
high-order sliding mode observer (see [2]) is potential
to relax this condition, which is of interest in the future
work.
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5 Extension to stochastic fuzzy system with un-
certainties and faults in stochastic perturba-
tion.
Consider a stochastic T-S fuzzy system with uncertain-
ties and faults in stochastic perturbation described by:
dx = Ξri=1hi(µ)[(Aix+Biu+Bdid+Bfif)dt
+ (Wix+Giu+Gfif +Mid2)dω]
y = Cx+Dff
(75)
where d2 ∈ Rld2 represents unknown inputs on stochas-
tic perturbation; ∀i, Gi = βsBi, Gfi = βsfBfi and Mi
are coefficients of faults and unknown inputs on stochas-
tic perturbation, respectively, where βs and βsf are pos-
itive scalars. Other symbols are with the same meaning
in the previous sections. Then the following augmented
plant can be constructed for (75).
dx¯ = Ξri=1hi(µ)[(A¯ix¯+ B¯iu+ B¯did+ J1f¨)dt
+ (W¯ix+ G¯iu+ G¯fif + M¯id2)dω]
y = C¯x¯
(76)
where
G¯i = [G
T
i 0m×lf 0m×lf ]
T ∈ Rn¯×m,
G¯fi = [G
T
fi 0lf×lf 0lf×lf ]
T ∈ Rn¯×lf ,
M¯i = [M
T
i 0ld2×lf 0ld2×lf ]
T ∈ Rn¯×ld2 ,
Implementing observer (10), controller (22) and (25), we
can obtain the following closed-loop system:
dx = Ξri=1hi(µ)Ξ
r
j=1hj(µ){[(Ai +BiKj)x−Beij e¯
+Bdid]dt+ [(Wi +GiKj)x−Geij e¯+Mid2]dω}
de¯ = Ξri=1hi(µ)[(Rie¯− Lsius + TJ1f¨)dt
+ [T (W¯i + G¯iKj)x− TG¯eij e¯+ TM¯id2]dω]
y = Cx+Dee¯
(77)
where Geij = GiKjJ0 − GfiJ2 and G¯eij = G¯iKjJ0 −
G¯fiJ2.
Similar with the deviation in Theorem 4, we have the
following theorem readily
Theorem 5. For system (75), there exists a tolerant
observer-based controller in the form of (10), (22) and
(25), ensuring that
(i) The closed-loop system (77) is stochastically expo-
nentially stable in mean square ;
(ii) The error trajectories e¯ can be globally driven onto
the sliding surface s(t) = 0 in probability;
(iii) The compensated output satisfies E(‖yc‖2Tf ) <
γ2E(‖d‖2Tf ) + γ22E(‖d2‖2Tf ); If we can find a global
solution of the following optimization problem
min θ, subject to
Ψij XW
T
i + Y
T
j G
T
i XC
T PBdi
∗ −X 0 0
∗ ∗ −In 0
∗ ∗ ∗ (γ21 − γ2)Ild
 < 0
(78)

Θij11 0 Θij13 Θij14
∗ −γ21Ild 0 0
∗ ∗ Θij33 Θij34
∗ ∗ ∗ Θij44
 < 0 (79)
[
−θI (JT1 TT P¯ −NC¯)T
(JT1 T
T P¯ −NC¯) −I
]
< 0 (80)
[
−θI (JT1 TT P¯ TW¯i)T
JT1 T
T P¯ T W¯i −I
]
< 0 (81)
where P and P¯ are positive matrices, σ, γ1,and γ2 are
positive scalars where γ1 < γ.
X = P−1,
Ψij = AiX +XAi +BiYj + Y
T
i B
T
i + σIn,
Yj = KjX,
Θij11 = −σPP + (W¯i + G¯iKj)TTT P¯ T (W¯i + G¯iKj),
Θij13 = −PBeij − (Wi + GiKj)TPGeij + (W¯i +
G¯iKj)
TTT P¯ T G¯eij + C
TDe,
Θij33 = P¯ T A¯i+ A¯
T
i T
T P¯ −QiC¯− C¯TQTi +GTeijPGeij +
G¯TeijT
T P¯ T G¯eij +D
T
e De,
Θij14 = (Wi +GiKj)
TPMi + (W¯i + G¯iKj)
TTT P¯ TM¯i,
Θij34 = −GTeijPMi − G¯TeijTT P¯ TM¯i,
Θij44 = M
T
i PMi + M¯
T
i T
T P¯ TM¯i − γ22Ild2.
Then the control gains can be selected as Kj = YjX
−1.
And the observer gains Li1 = P¯
−1Qi.
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6 Simulation study
6.1 Example 1. A single-link manipulator
In this section, the developed technique is applied to
single-link manipulator with revolute joints actuated by
a DC motor ([14], [20]). When the motor is working,
many environmental factors such as the temperature,
the random vibrate friction coefficient for some materi-
als, the stochastic changes in the load and so on, may
introduce random disturbances to the rotor ([20]). Then
the plant can be described by the following stochastic
nonlinear system
dθm = (wm + αd1d)dt+W12wmdω
dwm = [
k
Jm
(θl − θm)− G
Jm
wm +
kτ
Jm
u+ αd2d]dt
+ (W23θl +W21θm +W22wm)dω
dθl = (wl + αd3d)dt+W34wldω
dwl = [− k
Jl
(θl − θm)− mgh
Jl
sin(θl) + αd4d]dt
+ (W43θl +W41θm +Wssin(θl))dω
(82)
where Jm represents the inertia of the DC motor, Jl is the
inertia of the link, θm and θl denote the angles of the ro-
tations of the motor and link, respectively,wm andwl are
the angular velocities of the motor and link, respectively,
k is torsional spring constant, kτ is the amplifier gain, G
is the viscous friction,m is the pointer mass, g is the grav-
ity constant, and h is the distance from the rotor to the
gravity center of the link, and u is the control input (D-
C voltage) to produce the motor torque. W12 = 0.0006,
W23 = 0.001,W21 = −0.002,W22 = −0.0001,W34 =
0.0005,W43 = 0.006,W41 = −0.0004,Ws = 0.003 are
coefficients of stochastic parameter perturbations.αd1 =
0.1, αd2 = −0.2, αd3 = 0.3, αd4 = 0.5 are coefficients of
deterministic extra unknown input signal d.
Letting x = [θm wm θl wl], with the system can be
written in the form of (1), where the system coefficients
are given as follows ([15], [17]):
A1 =

0 1 0 0
−48.6 −1.25 48.6 0
0 0 0 1
19.5 0 −22.83 0
 ,
A2 =

0 1 0 0
−48.6 −1.25 48.6 0
0 0 0 1
19.5 0 −18.77 0
 ,
B1 = B2 =

0
21.6
0
0
 , Bd =

0.1
−0.2
0.3
0.5
 ,
W1 =

0 0.0006 0 0
−0.002 −0.0001 0.001 0
0 0 0 0.0005
−0.0004 0 0.009 0
 ,
W2 =

0 0.0006 0 0
−0.002 −0.0001 0.001 0
0 0 0 0.0005
−0.0004 0 0.005 0
 ,
C =

1 0 0 0
0 1 0 0
0 0 1 0
 ,
with initial condition to be x0 = [0.1 0.05 0.02 0.03]
T
corrupted by random noises. And the membership func-
tions are h1 =
µ(t)+0.2172
1.217 , h2 =
1−µ(t)
1.217 , where µ(t) =
sin(θl)
θl
.
The actuator fault fa taken into account is 40% loss of
actuation effectiveness from 2.5 sec. to 5 sec. and the
sensor fault concerned fs is stuck fault from 7 sec. to
10 sec., located in the first output sensor. Then Bfa1 =
B1, Bfa2 = B2, and Dfs = [1 0 0]
T
. By representing
f = [fTa f
T
s ]
T , we have Bf1 = [Bfa1 04×1], Bf2 =
[Bfa2 04×1] andDf = [03×1 Dfs ]. Unknown input signal
d is supposed to be random noises from −0.1 and 0.1.
The reference input is given as ur = 2. Observer gain H
can be solved by (17) as
H =

0.0714286 −0.1428571 0.2142857
−0.1428571 0.2857143 −0.4285714
0.2142857 −0.4285714 0.6428571
0.3571429 −0.7142857 1.0714286
0 0 0
0 0 0
0 0 0
0 0 0

,
Choosing γ = 2, γ1 = 0.01, σ = 0.2, and solving LMI
problem (66), the controller and observer gains can be
calculated as follows:
K1 = K2 = [0.6719 − 0.4519 − 1.4341 − 0.0296)],
12
L11 = 10
4×

−8.8150386 3.3295948 −2.4773194
46.891958 44.797501 −27.764813
−31.185141 1.7156617 −2.1304054
−45.433532 14.560286 −11.136679
11187.883 35138.110 −21745.916
203160.41 68559.602 −27995.815
346.91612 2753.7331 −1985.0225
196.15624 81.132301 −46.652256

,
L21 = 10
4×

−8.8150344 3.3296205 −2.4772679
46.891956 44.797756 −27.764238
−31.185130 1.7156837 −2.1303699
−45.433510 14.560403 −11.136044
11187.891 35138.335 −21745.424
203160.37 68560.030 −27994.798
346.91677 2753.7509 −1984.9846
196.15620 81.132718 −46.651262

,
and we can obtain θ = 10−9, which means condition-
s JT1 T
T P¯ = NC¯ and JT1 T
T P¯ T W¯i = 0 hold. Observ-
er gains Kf1 and Kf2 can be calculated according to
(23). The sliding mode controller gain can be obtained as
Lsi = TJ1. Other observer gains T, L12, L22, R1 and R2
can be calculated according to (13) to (15) respective-
ly. Select ρ0 = 0.00001, and ε = 0.00001, and using the
Euler-Maruyama method ([12]) to simulate the standard
Brownian motions (with 5 Brownian paths), one can ob-
tain the simultaneous estimation results of full system
states and concerned faults as shown in Figs. 2-7. Esti-
mation of states in all five paths can be generated. In the
results, the means of state estimates are shown to com-
pare with original states. Figs. 8-10 compare the outputs
with and without signal compensations, and outputs in
fault-free case.
Fig. 2. θm and the mean of its estimation.
From Figs 2-7, the estimation performance of both the
Fig. 3. wm and the mean of its estimation.
Fig. 4. θl and the mean of its estimation.
Fig. 5. wl and the mean of its estimation.
system states and considered faults are satisfactory.
Moreover, we can find in Figs 8-10 that the actuator
and sensor faults will make the deviation of the outputs.
However, after tolerant control, the deviation is elimi-
nated/offset successfully, as one can see the compensat-
ed outputs are consistent with the fault-free outputs.
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Fig. 6. fa and its estimation.
Fig. 7. fs and its estimation.
As a result, the proposed fault estimation-based fault
tolerant control techniques are effective.
6.2 Example 2. The three-tank system
In this section, the developed fault estimation and fault
tolerant control methods are implemented to a labora-
tory setup DTS200 of the three-tank system with simul-
taneous unknown inputs, actuator fault, and stochastic
parameter perturbations (see [7]). A T-S fuzzy model of
the three-tank system can be built in the form of (2),
where
A1 =

−0.0216 0 0.0216
0 −0.0352 0.0216
0.0216 0.0216 −0.0432
 ,
Fig. 8. Comparisons of the first output: fault-free output θm,
output θm subjected to faults without tolerant control, and
output subjected to faults after tolerant control.
Fig. 9. Comparisons of the first output: fault-free output wm,
output wm subjected to faults without tolerant control, and
output subjected to faults after tolerant control.
A2 =

−0.0153 0 0.0153
0 −0.0289 0.0153
0.0153 0.0153 −0.0305
 ,
A3 =

−0.0125 0 0.0125
0 −0.0261 0.0125
0.0125 0.0125 −0.0249
 ,
B1 = B2 =

0.00649 0
0 0.00649
0 0
 ,
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Fig. 10. Comparisons of the first output: fault-free output θl,
output θl subjected to faults without tolerant control, and
output subjected to faults after tolerant control.
C =
[
1 0 0
0 1 0
]
, Bd =

0.1
−0.2
0.5
 ,
W1 =

−0.001 0 −0.002
0 −0.001 0.003
−0.002 0.003 0.005
 ,
W2 =

−0.002 0 0.001
0 0.002 −0.004
0.001 0.005 −0.003
 ,
W3 =

0.003 0 −0.001
0 −0.001 0.002
0.002 0 0.001
 .
The system state x = [x1 x2 x3]
T , where xi, i = 1, 2, 3
represent the liquid level (cm) of the 3 tanks. The first
two states are taken as the system outputs. The initial
condition is x0 = [20 10 15]
T corrupted by random
noises. The control inputs are flow rates of pump 1 and
pump 2. The membership functions are
h1(x1) =
−x1 + V2
2(V2 − V1) · sgn(−x1 + V2) +
−x1 + V2
2(V2 − V1) ,
h2(x1) =
−V1 + x1
2(V2 − V1) · sgn(−x1 + V2) +
−V1 + x1
2(V2 − V1)
+
−x1 + V3
2(V3 − V2) · sgn(−V2 + x1) +
−x1 + V3
2(V3 − V2) ,
h3(x1) =
−V2 + x1
2(V3 − V2) · sgn(−V2 + x1) +
−V2 + x1
2(V3 − V2) ,
where V1 = 15, V2 = 20, V3 = 25.
The concerned actuator fault fa is a deviation of value
-10cm3/s from 200 sec. to 400 sec., which is located on
pump 2.Therefore f = fa, Bf1 = Bf2 =

0
0.00649
0
,
and Df =

0
0
0
. Unknown input signal d is supposed to
be random noises from −0.1 and 0.1. Observer gain H
can be solved by (17) as
H =

0.2 −0.4
−0.4 0.8
1 −2
0 0
0 0

.
Choosing γ = 1, γ1 = 0.9, σ = 5, and solving LMI prob-
lem (66), the controller and observer gains can be calcu-
lated as follows:
K1 = K2 = K3 = 10
3×
[
−2.2059 −0.0080 −0.0024
−0.0080 −2.2015 −0.0024
]
,
L11 = 10
3 ×

0.0017 0.0012
0.0005 0.0022
0.0092 0.0052
0.3770 0.4228
0.6114 1.1225

,
L21 = 10
3 ×

0.0017 0.0012
0.0005 0.0023
0.0079 0.0021
0.3804 0.4260
0.6200 1.1418

,
L31 = 10
3 ×

0.0017 0.0012
0.0005 0.0023
0.0073 0.0008
0.3812 0.4281
0.6251 1.1497

,
and we can obtain θ = 10−9 such that JT1 T
T P¯ = NC¯
and JT1 T
T P¯ TW¯i = 0 hold. Observer gains Kf1,Kf2
and Kf3 can be calculated according to (23). The slid-
ing mode controller gain can be obtained as Lsi = TJ1.
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Other observer gains T, Li2, and Ri, where i = 1, 2, 3,
can be calculated according to (13) to (15) respectively.
Select ρ0 = 0.0001, and ε = 0.0001, and using the Euler-
Maruyama method ([12]) to simulate the standard Brow-
nian motions (with 10 Brownian paths), we can obtain
the simultaneous estimation results of full system states
and concerned actuator fault as shown in Figs. 11-14.
As the influences of actuator fault are mainly reflected
by the second output y2, comparisons of the output y2
with and without signal compensations, and output in
fault-free case are shown in Figs. 15-16 to illustrate fault
tolerant control performance.
Fig. 11. x1 and the mean of its estimation.
Fig. 12. x2 and the mean of its estimation.
Fig. 13. x3 and the mean of its estimation.
Fig. 14. fa and its estimation.
Fig. 15. Comparisons of y2: fault-free output y2, output y2
subjected to faults without tolerant control, and output y2
subjected to faults after tolerant control.
Fig. 16. Comparisons of means of y2: fault-free output y2,
output y2 subjected to faults without tolerant control, and
output y2 subjected to faults after tolerant control
From the above figures, we can find the estimations of
both system states and actuator fault are well generat-
ed. When the system is subjected to actuator fault, the
system cannot work normally. However, by implement-
ing the developed fault tolerant control strategies, the
deviation of output caused by faults can be mitigated
satisfactorily, which has demonstrated that the designed
integrated fault tolerant control techniques are effective.
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7 Conclusion
In this work, a robust fault estimation and fault tol-
erant control technique is addressed for stochastic T-S
fuzzy systems in presence of simultaneous actuator fault-
s, sensor faults, unknown inputs and Brownian param-
eter perturbations. By integrating the augmented sys-
tem approach, unknown input observer technique, slid-
ing mode approach and linear matrix inequality opti-
mization approach, the integrated fault estimation and
tolerant control algorithms have been proposed. Simu-
lation studies on a single-link manipulator and a three-
tank model have well demonstrated the effectiveness of
the proposed fault estimation and tolerant control tech-
nique. The proposed approach would have great poten-
tials in applications to complex industrial processes with
high nonlinearities and stochastic parameter perturba-
tions.
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