A square matrix is called Hessenberg whenever each entry below the subdiagonal is zero and each entry on the subdiagonal is nonzero. Let V denote a nonzero finitedimensional vector space over a field K. We consider an ordered pair of linear transformations A : V → V and A * : V → V which satisfy both (i), (ii) below.
Introduction
This paper is about a linear algebraic object called a thin Hessenberg pair [1] . To recall its definition, we will use the following term. A square matrix is called Hessenberg whenever each entry below the subdiagonal is zero and each entry on the subdiagonal is nonzero. Throughout the paper, K will denote a field. Definition 1.1. [1, Definition 1.1] Let V denote a nonzero finite-dimensional vector space over K. By a thin Hessenberg pair (or TH pair) on V , we mean an ordered pair of linear transformations A : V → V and A * : V → V which satisfy both (i), (ii) below.
(i) There exists a basis for V with respect to which the matrix representing A is Hessenberg and the matrix representing A * is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A is diagonal and the matrix representing A * is Hessenberg.
We call V the underlying vector space and say that A, A * is over K. By the diameter of A, A * we mean the dimension of V minus one.
Note 1.2.
It is a common notational convention to use A * to represent the conjugatetranspose of A. We are not using this convention. In a TH pair A, A * the linear transformations A and A * are arbitrary subject to (i), (ii) above.
A TH pair is a generalization of a Leonard pair [4] . Roughly speaking, a Leonard pair is a pair of linear transformations as in Definition 1.1, with the Hessenberg requirement replaced by an irreducible tridiagonal requirement. Leonard pairs have been extensively studied; for more information see [5] and the references therein.
In [1] we introduced the concept of a TH pair and began a systematic study of these objects. We now summarize the content of [1] . In [1, Definition 2.2] we introduced an "oriented" version of a TH pair called a TH system. A TH system is described as follows. ) denote a TH system on V . In [1] we investigated six bases for V with respect to which the matrices representing A and A * are attractive. We displayed these matrices along with the transition matrices relating the bases. We classified the TH systems up to isomorphism.
In the present paper, we continue our study of TH pairs and TH systems. Our focus is on a connection between TH systems and double Vandermonde matrices. We establish two main results. These results have the following form. In the first result we display three sets and show any two are in bijection. In the second result we display five sets and show any two are in bijection. We now describe the first result. To do this we display the three sets and then discuss the meaning. The three sets are:
• The set of isomorphism classes of TH systems over K of diameter d.
• The set of normalized west-south Vandermonde systems in Mat d+1 (K).
• The set of parameter arrays over K of diameter d.
We now describe the above three sets in more detail. The first set is clear, so consider the second set. For an indeterminate λ let K[λ] denote the K-algebra consisting of the polynomials in λ that have all coefficients in K. Let {f i } are all nonzero. We have now described the three sets. We now describe the bijections between these sets. We start by describing the bijection from the first set to the second set. Let Φ = (A;
) denote a TH system on V . Associated with Φ is a certain matrix P ∈ Mat d+1 (K). This is the transition matrix from a basis in Definition 1.1(ii) to a basis in Definition 1.1(i), where the bases are normalized so that each entry in the leftmost column and the bottom row of P is 1. For 0 ≤ i ≤ d let θ i (resp. θ * i ) denote the eigenvalue of A (resp. A * ) that corresponds to E i (resp. E * i ). Our bijection sends the isomorphism class of Φ to (P, {θ i } ) is an ordering of the eigenvalues of A (resp. A * ). For 0 ≤ i ≤ d let E i (resp. E * i ) denote the primitive idempotent of A (resp. A * ) that corresponds to θ i (resp. θ
We now describe the above five sets in more detail. Throughout the description let α, β, α * , β * denote scalars in K with α, α * nonzero. We now describe the first set. Let Φ = (A; {E i } ) is a TH system over K, said to be an affine transformation of Φ. We now describe the second set. By an RTH system over K we mean the sequence ({E i } ) is a normalized west-south Vandermonde system in Mat d+1 (K). These two systems are said to be affine related. We now describe the fourth set. By a normalized west-south Vandermonde matrix in Mat d+1 (K) we mean the matrix X induced by a normalized westsouth Vandermonde system (X,
) in Mat d+1 (K). We now describe the fifth set. Let (
) denote a parameter array over K. Observe that ({αθ i + β}
) is a parameter array over K. These two parameter arrays are said to be affine related. This affine relation is an equivalence relation; the equivalence classes are called reduced parameter arrays. We have now described the five sets. We omit the description of the bijections between these sets as they are not hard to guess. This paper is organized as follows. In Sections 2, 3 we review some basic concepts regarding TH pairs and TH systems. In Section 4 we summarize the classification of TH systems given in [1] . In Section 5 we discuss affine transformations of a TH system. In Sections 6, 7 we discuss how a given TH system yields three more TH systems called the relatives. In Sections 8, 9 we discuss some scalars that are helpful in describing a given TH system. In Section 10 we use these scalars to describe the relatives of a given TH system. In Sections 11, 12 we discuss the transition matrix P and a related matrix P . In Section 13 we define the notion of a Vandermonde system. In Sections 14-16 we discuss the connection between Vandermonde systems, graded sequences of polynomials, and Hessenberg matrices. In Section 17 we discuss the double Vandermonde structure of the transition matrices P and P . Sections 18, 19 contain the main results of the paper.
Thin Hessenberg systems
In our study of a TH pair, it is often helpful to consider a closely related object called a TH system. Before defining this notion, we make some definitions and observations. For the rest of the paper, fix an integer d ≥ 0. Let Mat d+1 (K) denote the K-algebra consisting of the (d + 1) × (d + 1) matrices that have all entries in K. We index the rows and columns by 0, 1, . . . , d. Let K d+1 denote the K-vector space consisting of the (d + 1) × 1 matrices that have all entries in K. We index the columns by 0, 1, . . . , d. Observe that Mat d+1 (K) acts on K d+1 by left multiplication. For the rest of the paper, fix a vector space V over K with dimension d + 1. Let End(V ) denote the K-algebra consisting of the linear transformations from V to V . Suppose that {v i } d i=0 is a basis for V . For X ∈ Mat d+1 (K) and Y ∈ End(V ), we say that X represents Y with respect to
For A ∈ End(V ) and W ⊆ V , we call W an eigenspace of A whenever W = 0 and there exists θ ∈ K such that W = {v ∈ V | Av = θv}. In this case θ is called the eigenvalue of A corresponding to W . We say that A is diagonalizable whenever V is spanned by the eigenspaces of A. We say that A is multiplicity-free whenever A is diagonalizable and each eigenspace of A has dimension one. We recall a few more concepts from linear algebra. Let A denote a multiplicity-free element of End(V ). Let {V i } 
Here I denotes the identity of End(V ). We call E i the primitive idempotent of A corresponding to
Note that each of
is a basis for the K-subalgebra of End(V ) generated by
We now define a TH system. Definition 2.2. By a thin Hessenberg system (or TH system) on V we mean a sequence
* is a multiplicity-free element of End(V ).
(ii)
is an ordering of the primitive idempotents of A.
is an ordering of the primitive idempotents of A * .
We refer to d as the diameter of Φ. We call V the underlying vector space and say that Φ is over K.
We comment on how TH pairs and TH systems are related. Let (A;
) is a basis for V which satisfies Definition 1.1(ii) (resp. Definition 1.1(i)). Therefore the pair A, A * is a TH pair on V . Conversely, let A, A * denote a TH pair on V . Then each of A, A * is multiplicity-free by Lemma 2.1.
) denote a basis for V which satisfies Definition 1.1(ii) (resp. Definition 1.1(i)). For 0 ≤ i ≤ d, the vector v i (resp. v * i ) is an eigenvector for A (resp. A * ); let E i (resp. E * i ) denote the corresponding primitive idempotent. Then (A;
) is a TH system on V .
) denote a TH system on V . Observe that A, A * is a TH pair on V . We say that this pair is associated with Φ.
Remark 2.4. With reference to Definition 2.3, conceivably a given TH pair is associated with many TH systems.
We now recall several definitions and results on TH systems. Definition 2.6. Let A, A * denote a TH pair. By an eigenvalue sequence (resp. dual eigenvalue sequence) of A, A * , we mean the eigenvalue sequence (resp. dual eigenvalue sequence) of an associated TH system. We emphasize that a given TH pair could have many eigenvalue and dual eigenvalue sequences.
Let K[λ] denote the K-algebra consisting of the polynomials in λ that have all coefficients in K.
We observe that each of τ i , η i , τ * i , η * i is monic with degree i.
By a decomposition of V we mean a sequence
consisting of one-dimensional subspaces of V such that
For notational convenience, set U −1 = 0 and
is a basis for V [1, Lemma 8.1], said to be Φ-standard. We recall another decomposition of V associated with Φ. For 0 ≤ i ≤ d, let
respectively.
Next we describe the matrices representing the primitive idempotents of A, A * with respect to a Φ-split basis for V .
, consider the matrices in Mat d+1 (K) that represent E r and E * r with respect to a Φ-split basis. For 0 ≤ i, j ≤ d, their (i, j)-entry is described as follows. For E r this entry is
and for E * r this entry is
Proof: Fix a Φ-split basis for V . For notational convenience, identify each element of End(V ) with the matrix in Mat d+1 (K) that represents it with respect to this basis. We first show that the (i, j)-entry of E * r is given by (10). Computing the (i, j)-entry of A * E * r = θ * r E * r using matrix multiplication, and taking into account the form of A * in (8), we find
Replacing i by i − 1 in the above line, we find
if i ≥ 1. Using the recursion (11), we routinely find
Computing the (0, j)-entry of E * r A * = θ * r E * r using matrix multiplication, and taking into account the form of A * , we find
if j ≥ 1. Replacing j by j + 1 in the above line we find
if j ≤ d − 1. Using the recursion (13), we routinely find
Combining (12), (14), we find
where we abbreviate c = (E * r ) 0d . We now find c. Since A * is upper triangular, and since E * r is a polynomial in A * , we see E * r is upper triangular. Recall E * 2 r = E * r , so the diagonal entry of (E * r ) rr equals 0 or 1. We show (E * r ) rr = 1. Setting i = r, j = r in (15),
Observe τ * r (θ * r ) = 0 and η * d−r (θ * r ) = 0 by Notation 2.7, and since {θ * i } d i=0 are distinct. Observe c = 0; otherwise E * r = 0 in view of (15). Apparently the right side of (16) is not 0, so (E * r ) rr = 0, and we conclude (E * r ) rr = 1. Setting (E * r ) rr = 1 in (16), solving for c, and evaluating (15) using the result, we find the (i, j)-entry of E * r is given by (10). We now show that the (i, j)-entry of E r is given by (9). Let G ∈ Mat d+1 (K) denote the diagonal matrix with (i, i)-entry φ 1 φ 2 · · · φ i for 0 ≤ i ≤ d and set A ′ := GA t G −1 , where A is the matrix on the left of (8). The matrix A ′ is equal to
Let E ′ r denote the primitive idempotent of A ′ associated with the eigenvalue θ r . We find E ′ r in two ways. On one hand, applying (10) to
for 0 ≤ i, j ≤ d. On the other hand, by elementary linear algebra
for 0 ≤ i, j ≤ d. Equating (18) and the right side of (19), and solving for (E r ) ji , we routinely obtain the result. ✷ Example 2.10. Referring to Proposition 2.9, assume d = 2. With respect to a Φ-split basis, the matrices representing E 0 , E 1 , E 2 are
We now give some characterizations of the split sequence.
) denote a TH system with eigenvalue sequence
Proof: Let Φ denote the TH system in question and assume V is the underlying vector space.
denote the Φ-split decomposition of V . Setting i = 0 in (3) we find U 0 = E * 0 V . By this and (4), (5) we obtain
on E * 0 V . To obtain (20), multiply both sides of (21) on the left by E * 0 and use
Moreover η i (A)E * 0 has nonzero trace. Proof: To obtain (22), in (20) take the trace of each side and simplify the result using the fact that trace(E * 0 ) = 1 and trace(E *
). This gives (22). The last assertion follows since
, and split sequence
Proof: Routine by Corollary 2.12. ✷
In Section 7 we give some more characterizations of the split sequence.
Isomorphisms for TH pairs and TH systems
In this section we discuss the notion of isomorphism for TH pairs and TH systems.
(iii) There exists a diagonal D ∈ Mat d+1 (K) that has mutually distinct diagonal entries and DX = XD. 
Observe that ∆ is an invertible element of End(V ). By construction, ∆A = A∆ and ∆A * = A * ∆. Therefore ∆ ∈ KI by Lemma 3.2. By these comments, there exists 0 = α ∈ K such that ∆ = αI.
) denote a TH system on V and let Ψ = (B;
) denote a TH system on W . By an isomorphism of TH systems from Φ to Ψ we mean a K-algebra isomorphism γ : End(V ) → End(W ) such that
We say that the TH systems Φ and Ψ are isomorphic whenever there exists an isomorphism of TH systems from Φ to Ψ.
Lemma 3.6. Let Φ and Ψ denote isomorphic TH systems over K. Then the isomorphism of TH systems from Φ to Ψ is unique.
Proof: Similar to the proof of Lemma 3.4. ✷
We give another interpretation of isomorphism for TH pairs and TH systems.
Lemma 3.7. Let A, A * denote a TH pair on V and let B, B * denote a TH pair on W . Then the following (i), (ii) are equivalent.
(i) The TH pairs A, A * and B, B * are isomorphic.
(ii) There exists a K-vector space isomorphism Γ : V → W such that BΓ = ΓA and B * Γ = ΓA * .
Moreover assume (i), (ii) hold. Then Γ is unique up to a multiplication by a nonzero scalar in K.
) denote a TH system on W . Then the following (i), (ii) are equivalent.
(i) The TH systems Φ and Ψ are isomorphic.
(ii) There exists a K-vector space isomorphism Γ : V → W such that
The classification of TH systems
In [1] we classified the TH systems up to isomorphism. We recall the result in this section.
Definition 4.1. Let Φ denote a TH system. By the parameter array of Φ we mean the sequence
) is the eigenvalue (resp. dual eigenvalue) sequence of Φ and
is the split sequence of Φ.
denote a sequence of scalars taken from K. Then there exists a TH system Φ over K with parameter array (24) if and only if (i)-(iii) hold below.
Moreover assume (i)-(iii) hold. Then Φ is unique up to isomorphism of TH systems.
Definition 4.3. By a parameter array over K of diameter d we mean a sequence of scalars
Corollary 4.4. The map which sends a given TH system to its parameter array induces a bijection from the set of isomorphism classes of TH systems over K of diameter d, to the set of parameter arrays over K of diameter d.
Proof: Immediate from Theorem 4.2. ✷
To illuminate the bijection in Corollary 4.4 we now describe its inverse in concrete terms. Let π denote the bijection in Corollary 4.4.
) denote a parameter array over K of diameter d. Let A (resp. A * ) denote the matrix on the left (resp. right) in (8). Observe that A (resp. A * ) is multiplicity-free with eigenvalues
) to the isomorphism class of Φ. Proof: This is proven as part of the proof of [1, Theorem 6.3] . ✷
The affine transformations of a TH system
A given TH system can be modified in several ways to get a new TH system. In this section we describe one way. In the next section we describe another way.
is a TH system on V .
Proof: Routine. ✷ Definition 5.2. Referring to Lemma 5.1, we call the TH system (25) the affine transformation of Φ associated with α, β, α * , β * .
Definition 5.3. Let Φ and Φ ′ denote TH systems over K. We say that Φ and Φ ′ are affine isomorphic whenever Φ is isomorphic to an affine transformation of Φ ′ . Observe that affine isomorphism is an equivalence relation.
) denote the parameter array of Φ. Then the parameter array of the TH system (25) 
′ denote the TH system (25). By Definition 2.5, for 0 ≤ i ≤ d the scalar θ i is the eigenvalue of A associated with E i , so αθ i + β is the eigenvalue of αA + βI associated with
is the dual eigenvalue sequence of Φ ′ . In (23), if we replace A by αA + βI and replace θ j (resp. θ * j ) by
is the split sequence of Φ ′ . ✷
The relatives of a TH system
Let Φ denote a TH system. In the previous section we modified Φ in a certain way to get another TH system. In this section we modify Φ in a different way to obtain two more TH systems. These TH systems are called Φ * andΦ. We start with Φ * .
) is a TH system on V , which we denote by Φ * .
Lemma 6.2. [1, Lemma 6.4] Let Φ denote a TH system with parameter array
). Then the TH system Φ * has parameter array ({θ
). We now considerΦ. For the rest of this section, let W denote a vector space over K
for all R, S ∈ A. By a K-algebra anti-automorphism of A we mean a K-algebra antiisomorphism from A to A. The anti-automorphisms of Mat d+1 (K) are described as follows.
Moreover R is unique up to a multiplication by a nonzero scalar in K.
ς is obtained from S by reflecting about the diagonal connecting the top right corner of S and the bottom left corner of S. In other words, ( 
Observe that (S
Lemma 6.3. Let A denote a multiplicity-free element of End(V ) with eigenvalues
† is a multiplicity-free element of End(W ) with eigenvalues
we have f (A) = 0 if and only if f (A † ) = 0. Therefore A and A † have the same minimal polynomial. The minimal polynomial of A is
. By this and since
). In order to show that Ψ is a TH system on W , we show that Ψ satisfies conditions (i)-(v) of Definition 2.2. By Lemma 6.3, Ψ satisfies conditions (i)-(iii). We now show that Ψ satisfies condition (iv). Since (A;
) is a TH system, we have
Applying † to (26), we find
Relabelling the indices in (27), we find
Therefore Ψ satisfies condition (iv). Similarly Ψ satisfies condition (v). Therefore Ψ is a TH system on W . ✷
) denote a TH system on W . By an anti-isomorphism of TH systems from Φ to Ψ we mean a K-algebra anti-isomorphism † : End(V ) → End(W ) such that
Observe that if † is an anti-isomorphism of TH systems from Φ to Ψ, then † −1 is an antiisomorphism of TH systems from Ψ to Φ. We say that the TH systems Φ and Ψ are anti-isomorphic whenever there exists an anti-isomorphism of TH systems from Φ to Ψ. Lemma 6.6. Let Φ denote a TH system over K. Then there exists a TH system Ψ over K such that Φ and Ψ are anti-isomorphic. Moreover Ψ is unique up to isomorphism of TH systems.
Proof: We first show that Ψ exists. Write Φ = (A;
) and assume V is the vector space underlying Φ. By elementary linear algebra, there exists a K-algebra anti-
). By Proposition 6.4, Ψ is a TH system on V . By Definition 6.5, Φ and Ψ are anti-isomorphic. We have shown that Ψ exists. Next we show that Ψ is unique. Suppose that Ψ ′ is a TH system on W such that Φ and Ψ ′ are anti-isomorphic. We show that Ψ and Ψ ′ are isomorphic. Let † ′ denote an anti-isomorphism of TH systems from Φ to Ψ ′ . Then the composition † ′ † −1 is an isomorphism of TH systems from Ψ to Ψ ′ . Therefore Ψ and Ψ ′ are isomorphic. ✷ Lemma 6.7. Let Φ and Ψ denote anti-isomorphic TH systems over K. Then the antiisomorphism of TH systems from Φ to Ψ is unique.
Proof: Let † and † ′ denote anti-isomorphisms of TH systems from Φ to Ψ. We show that † = † ′ . Observe that the composition † −1 † ′ is an isomorphism of TH systems from Φ to Φ. The map † −1 † ′ is the identity by Lemma 3.6, so † = † ′ . ✷ Proposition 6.8. Let Φ denote a TH system over K with parameter array
). Let Ψ denote a TH system over K. Then the following (i), (ii) are equivalent.
(i) Φ and Ψ are anti-isomorphic.
). Assume V (resp. W ) is the vector space underlying Φ (resp. Ψ). For notational convenience, fix a Φ-split basis for V (resp. Ψ-split basis for W ) and identify each element of End(V ) (resp. End(W )) with the matrix in Mat d+1 (K) that represents it with respect to this basis. By Proposition 2.8,
Recall the K-algebra anti-automorphism ς of Mat d+1 (K) from above Lemma 6.3. Observe that B = A ς and B * = A * ς . By this and (1) we find
Therefore ς is an anti-isomorphism of TH systems from Φ to Ψ, so Φ and Ψ are anti-isomorphic. (i)⇒(ii) Routine by Theorem 4.2, Lemma 6.6, and the previous part.
✷ We now discuss the notion of anti-isomorphism for TH pairs. Proof: Similar to the proof of Lemma 6.7. ✷ We recall some more terms and facts from elementary linear algebra. A map , : V × W → K is called a bilinear form whenever the following conditions hold for all v, v ′ ∈ V , w, w ′ ∈ W , and α ∈ K:
We observe that a scalar multiple of a bilinear form is a bilinear form.
Let , : V × W → K denote a bilinear form. Then the following are equivalent: (i) there exists a nonzero v ∈ V such that v, w = 0 for all w ∈ W ; (ii) there exists a nonzero w ∈ W such that v, w = 0 for all v ∈ V . The form , is said to be degenerate whenever (i), (ii) hold and nondegenerate otherwise.
Bilinear forms are related to anti-isomorphisms as follows. Let , : V × W → K denote a nondegenerate bilinear form. Then there exists a unique anti-isomorphism † : End(V ) → End(W ) such that Sv, w = v, S † w for all v ∈ V , w ∈ W , and S ∈ End(V ). Conversely, given an anti-isomorphism † : End(V ) → End(W ) there exists a nonzero bilinear form , : V × W → K such that Sv, w = v, S † w for all v ∈ V , w ∈ W , and S ∈ End(V ). This bilinear form is nondegenerate, and uniquely determined by † up to multiplication by a nonzero scalar in K. We say that the form , is associated with †.
DefineṼ to be the dual space of V , consisting of all K-linear transformations from V to K. By elementary linear algebra,Ṽ is a vector space over K and dimṼ = dim V . Define a bilinear form , : V ×Ṽ → K such that v, f = f (v) for all v ∈ V and f ∈Ṽ . The form , is nondegenerate. We call , the canonical bilinear form between V and V . Let σ : End(V ) → End(Ṽ ) denote the anti-isomorphism associated with , . Thus Sv, f = v, S σ f for all v ∈ V , f ∈Ṽ , and S ∈ End(V ). We call σ the canonical antiisomorphism from End(V ) to End(Ṽ ).
), where σ : End(V ) → End(Ṽ ) is the canonical anti-isomorphism. By Proposition 6.4,Φ is a TH system onṼ . By Definition 6.5, Φ andΦ are anti-isomorphic. By Proposition 6.8,Φ has parameter array ({θ
) denote a TH system. We saw in the previous section that each of the following is a TH system:
Viewing * , ∼ as permutations on the set of all TH systems,
The group generated by symbols * , ∼ subject to the relations (28) is the group Z 2 × Z 2 . Thus * , ∼ induce an action of Z 2 × Z 2 on the set of all TH systems. Two TH systems will be called relatives whenever they are in the same orbit of this Z 2 × Z 2 action. The relatives of Φ are as follows:
Then the parameter arrays of its relatives are as follows:
Immediate from Lemma 6.2 and Proposition 6.8. ✷
We will use the following notational convention.
Definition 7.2. Let Φ denote a TH system. For g ∈ Z 2 × Z 2 and for an object f associated with Φ, let f g denote the corresponding object associated with Φ g .
We end this section by giving some more characterizations of the split sequence, as promised at the end of Section 2.
) denote a TH system with parameter array
Proof: Let Φ denote the TH system in question.
(i) Apply Lemma 2.11 to Φ * . (ii) Apply Lemma 2.11 toΦ and then apply σ −1 to each side of the resulting equations.
) denote a TH system with parameter array 
Proof: Routine by Corollary 7. 4 . ✷ 8 The scalars
Let Φ denote a TH system. In this section we associate with Φ a sequence of scalars
that will help us describe Φ.
Definition 8.1. Let Φ denote a TH system with dual eigenvalue sequence {θ
Observe that ℓ 0 = 1.
.
Proof: Combine Corollary 7.1 and Definition 8.1. ✷
We give one significance of the sequence
Proof: Let Φ denote the TH system in question and assume V is the underlying vector space. For notational convenience, fix a Φ-split basis for V and identify each element of End(V ) with the matrix in Mat d+1 (K) that represents it with respect to this basis. We show that E d (E * i − ℓ i E * 0 )E 0 = 0. By (9) the entries of all but the first column of E d are zero and the entries of all but the last row of E 0 are zero. Therefore for 0 ≤ m, n ≤ d, the (m, n)-entry of
By (10) the middle factor in (29) is 0, so (29) is 0. Therefore
Proof: Let Φ denote the TH system in question. 9 The scalar ν Let Φ denote a TH system. In this section we associate with Φ a scalar ν that will help us describe Φ.
We give one significance of the scalar ν.
) denote a TH system. Then both
Lemma 9.3. Let Φ denote a TH system with parameter array
) and let ν denote the scalar from Definition 9.1. Then
Moreover ν * = ν andν * =ν.
Proof: Line (30) holds by [1, Lemma 7.6]. The remaining assertions follow from Corollary 7.1. ✷
Proof: Let Φ denote the TH system in question. Apply Lemma 9.2 toΦ and then apply σ
to each side of the resulting equations. ✷ 10 Anti-isomorphic TH systems and the bilinear form Let Φ denote a TH system on V and letΦ denote the relative of Φ from Definition 6.12.
Recall that Φ andΦ are anti-isomorphic. In this section, we discuss further the relationship between Φ andΦ. Recall the canonical bilinear form , : V ×Ṽ → K from above Definition 6.12. Let U (resp.Ũ) denote a subspace of V (resp.Ṽ ). We say that U andŨ are orthogonal whenever x, y = 0 for all x ∈ U and y ∈Ũ . Let
) denote a decomposition of V (resp.Ṽ ). We say that {V i }
. Observe by Definition 6.12 that {E * σ
is theΦ-standard decomposition. We now compare these two decompositions.
Lemma 10.1. With reference to Definition 6.12, the following (i), (ii) are inverted dual.
(ii) TheΦ-standard decomposition ofṼ . 
where ℓ i is from Definition 8.1.
Proof: Using the definition of σ from above Definition 6.12 along with Lemma 8.3, we find 
is aΦ-standard basis forṼ .
Proof: Use Proposition 10.2. ✷ By Definition 6.1, the sequence
is the Φ * -standard decomposition. By Definition 6.12, the sequence {E
is theΦ * -standard decomposition. We now compare these two decompositions.
Lemma 10.4. With reference to Definition 6.12, the following (i), (ii) are inverted dual.
(ii) TheΦ * -standard decomposition ofṼ . 
is aΦ * -standard basis forṼ .
Proof: Apply Corollary 10.3 to Φ * .
denote theΦ-split decomposition ofṼ . Combining Definition 6.12 and (31), we find that for 0 ≤ i ≤ d,
We now compare these two decompositions.
Lemma 10.7. With reference to Definition 6.12, the following (i), (ii) are inverted dual.
(i) The Φ-split decomposition of V .
(ii) TheΦ-split decomposition ofṼ .
Proof: We use the notation from above this lemma. For 0 ≤ i, j ≤ d with i + j = d, we show that U i andŨ j are orthogonal. We consider two cases:
Observe that U i ⊆ M by (31) andŨ j ⊆ N by (32). Moreover M and N are orthogonal by our assumption and Lemma 10.1. Therefore U i andŨ j are orthogonal. Next suppose that
Observe U i ⊆ S by (31) andŨ j ⊆ T by (32). Moreover S and T are orthogonal by our assumption and Lemma 10.4. Therefore U i andŨ j are orthogonal and the result follows. ✷ Let 0 = ξ 0 ∈ E 0 V and recall from (7) that the sequence
is a Φ-split basis for V . Let 0 =ξ d ∈ E σ dṼ and observe by Definition 6.12 that the sequence
is aΦ-split basis forṼ . The bases (33), (34) are related as follows.
Proposition 10.8. With reference to Definition 6.12, let 0 = ξ 0 ∈ E 0 V and
Then the result holds by Lemma 10.7 and the comments above this proposition. Next suppose that i + j = d. Using (2), Proposition 10.2, and the definition of σ from above Definition 6.12, we find At the end of of Section 17, we give the relationship between a Φ-standard (resp. Φ * -standard) basis for V and aΦ * -standard (resp.Φ-standard) basis forṼ . This relationship is of a different type than the ones in the present section.
The transition matrices for a TH system
Let Φ denote a TH system. In this section we consider several transition matrices associated with Φ. First we clarify our terms. Let {u i } 
) and let P denote the matrix from Definition 11.1. For 0 ≤ i, j ≤ d, the (i, j)-entry of P is equal to ℓ j times
where ℓ j is from Definition 8.1.
Corollary 11.3. With reference to Definition 11.1, for 0 ≤ i ≤ d both
Proof: Use Theorem 11.2. ✷
The following definition is motivated by Definition 11.1 and Corollary 11.3.
Definition 11.4. We call the matrix P from Definition 11.1 the west normalized transition matrix of Φ.
Motivated by the sum (35), we make a definition. Let λ, µ denote commuting indeterminates. Let K[λ, µ] denote the K-algebra consisting of the polynomials in λ, µ that have all coefficients in K.
Definition 11.5. Let Φ denote a TH system with parameter array (
where
are from Notation 2.7. We call p the two-variable polynomial of Φ.
Example 11.6. With reference to Definition 11.5, assume d = 2. Then
Remark 11.7. With reference to Definition 11.5, for 0 ≤ i, j ≤ d the scalar p(θ i , θ * j ) is the sum (35).
Definition 11.8. Let Φ denote a TH system with parameter array (
Observe that by Theorem 11.2 and Remark 11.7, the matrix P from Definition 11.1 is equal to PL, where L is the matrix from Definition 8.5.
Example 11.9. With reference to Definition 11.8, assume d = 2. Then
Corollary 11.10. With reference to Definition 11.8, for 0 ≤ i ≤ d both
Proof: Routine. ✷
We now interpret the matrix P as a transition matrix. Let {u i } 
The following definition is motivated by Corollary 11.10 and Corollary 11.11.
Definition 11.12. We call the matrix P from Definition 11.8 the west-south normalized transition matrix of Φ.
12 The transition matrices P, P and their relatives
Let Φ denote a TH system. In the previous section we discussed two closely related transition matrices P, P associated with Φ. In this section we find the relationship between P, P and their relatives. There are two types of relations; one type is best expressed in terms of P and its relatives, while the other is best expressed in terms of P and its relatives.
Proposition 12.1. [1, Proposition 10.9] With reference to Definition 11.1, both
where ν,ν are from Definition 9.1.
and {v i } Proposition 12.2. With reference to Definition 11.8, both . Moreover by Corollary 11.11 applied toΦ * ,P * is the transition matrix from {E * σ
. By these comments and the ones above this proposition we obtain the equation on the left in (37). The equation on the right in (37) is similarly obtained. ✷
The following lemma could be used to give another proof of Proposition 12.2.
Lemma 12.3. With reference to Definition 11.5, both
Proof: Combining Corollary 7.1 and Definition 11.5, we find
Therefore p(µ, λ) =p * (λ, µ). The proof for the other claim is similar. ✷
We will continue our discussion of the transition matrices P, P in Section 17. In Sections 13-16 we recall some linear algebra that will be needed in the discussion.
Vandermonde matrices and systems
Let Φ denote a TH system. In Section 17 we will show that each of the transition matrices P, P of Φ has a certain structure said to be double Vandermonde. To prepare for that, over the next few sections we discuss some linear algebra related to Vandermonde matrices.
Definition 13.1. Let n denote a nonnegative integer. Let {f i } n i=0 denote a sequence of polynomials in K[λ]. We say that {f i } n i=0 is graded whenever
(ii) the degree of f i is equal to i for 0 ≤ i ≤ n. 
(ii) X i0 = 0 for 0 ≤ i ≤ d.
With reference to Definition 13.2, assume X is west Vandermonde. As we will see, the polynomials {f i } is not unique. To facilitate our discussion of this issue, we introduce the following term.
denote a sequence of scalars taken from K. We say that X and {θ i } d i=0 are compatible whenever
(ii) there exists a graded sequence of polynomials {f i } (ii) There exists a, b ∈ K with a = 0 such that
Proof: (i) ⇒ (ii) By Definition 13.3, there exists a polynomial f 1 ∈ K[λ] of degree 1 such that X i1 = X i0 f 1 (θ i ) for 0 ≤ i ≤ d. Write f 1 = αλ + β for some α, β ∈ K with α = 0. Thus X i1 = X i0 (αθ i + β) for 0 ≤ i ≤ d. Rearranging terms, we find that there exists a, b ∈ K with a = 0 such that
(ii) ⇒ (i) By Definition 13.2, there exists a sequence of scalars {θ
taken from K that is compatible with X. By the previous part, there exists a
Thus there exists α, β ∈ K with α = 0 such that θ i = αθ 
are the corresponding polynomials from Lemma 13.6.
(ii) There exists an invertible diagonal matrix D ∈ Mat d+1 (K) such that X ′ = DX.
Proof: (i) ⇒ (ii) Using (38), we find that for 0
By this and (38), we find that 
is a sequence of mutually distinct scalars taken from K that is compatible with X.
Definition 13.11. Let (X, {θ i } d i=0 ) denote a west Vandermonde system in Mat d+1 (K). In Lemma 13.6 we associated (X,
). Definition 13.12. Let X ∈ Mat d+1 (K). Let X ′ ∈ Mat d+1 (K) denote a matrix that is obtained by rotating X clockwise 90 degrees. We call X south Vandermonde whenever X ′ is west Vandermonde.
The above notions regarding west Vandermonde matrices carry over to south Vandermonde matrices.
We end this section with a comment.
Lemma 13.13. Let X ∈ Mat d+1 (K) denote a west or south Vandermonde matrix. Then X is invertible.
Proof: First assume that X is west Vandermonde. Perform invertible row and column operations on X so that the resulting matrix X ′ has (i, j)-entry θ
are mutually distinct so this determinant is nonzero. Therefore X ′ is invertible so X is invertible. The case of south Vandermonde is similar. ✷
Hessenberg matrices and graded sequences of polynomials
Recall the notion of a Hessenberg matrix from Section 1. In the next section we discuss the role Vandermonde matrices play in the diagonalization of Hessenberg matrices. To prepare for that, in this section we discuss the relationship between Hessenberg matrices and graded sequences of polynomials.
Lemma 14.1. Let H ∈ Mat d+1 (K) denote a Hessenberg matrix. Then the minimal polynomial of H is equal to the characteristic polynomial of H.
Proof: Using the Hessenberg shape of H, we find I, H, H 2 , . . . , H d are linearly independent. Therefore the minimal polynomial of H has degree d + 1. The result follows. ✷ Given a Hessenberg matrix H, we are interested in finding the polynomial in Lemma 14.1. Notation 14.2. Let H ∈ Mat d+1 (K) denote a Hessenberg matrix. We denote by c H the product 
(ii) f d+1 is monic with degree d + 1. Lemma 14.6. Let H ∈ Mat d+1 (K) denote a Hessenberg matrix. Then there exists a unique standard graded sequence of polynomials
are the polynomials of H from Definition 14.3. 
Proof:
, we have
where ǫ d+1 = 0. Comparing (40), (41) and using v 0 = ǫ 0 , we find
denote a standard graded sequence of polynomials in
Let i be given and define
. Therefore the minimal polynomial of H divides g i . The polynomial g i has degree at most d, and the minimal polynomial of H has degree d + 1 by Lemma 14.1. Therefore g i = 0 so f
. Then f d+1 is both the minimal polynomial and the characteristic polynomial of H.
Proof: Using Lemma 14.6 we find that
The result follows by Lemma 14.1 and Lemma 14.5(ii). ✷ So far, given a Hessenberg matrix we obtain a graded sequence of polynomials. Now turning things around, given a graded sequence of polynomials we obtain a Hessenberg matrix. (ii) H is the connection coefficient matrix of {f i } d+1 i=0 .
A Vandermonde matrix as a transition matrix
In this section we discuss the role that Vandermonde matrices play in the diagonalization of a Hessenberg matrix.
Lemma 15.1. Let H ∈ Mat d+1 (K) denote a Hessenberg matrix with polynomials
(ii) H is multiplicity-free.
Proof: Recall that the polynomial f d+1 has degree d + 1 and it is the minimal polynomial of H by Corollary 14.7. By elementary linear algebra a matrix in Mat d+1 (K) is diagonalizable if and only if its minimal polynomial has distinct roots in K. The result follows.
✷ Let H ∈ Mat d+1 (K) denote a multiplicity-free Hessenberg matrix and let {θ i } d i=0 denote an ordering of the eigenvalues of H. Let D ∈ Mat d+1 (K) denote the diagonal matrix with (i, i)-entry θ i for 0 ≤ i ≤ d. By elementary linear algebra, there exists an invertible X ∈ Mat d+1 (K) such that H = X −1 DX. We comment on the uniqueness of X. Suppose that Y ∈ Mat d+1 (K) is invertible and (ii) (X,
) is a west Vandermonde system with polynomials {f i } d+1 i=0 .
Proof:
are mutually distinct since H is multiplicity-free. We show that
Since (ii) ⇒ (i) By Lemma 13.13 X is invertible. We now show that H = X −1 DX. For 0 ≤ i ≤ d, evaluate the equations in Definition 14.3(ii),(iii) at λ = θ i . In the resulting equations multiply each side by X i0 and simplify using (38) and Corollary 14.7 to obtain
) denote a west Vandermonde system with polynomials
. Moreover X −1 DX is multiplicity-free and Hessenberg.
Proof: Let H ∈ Mat d+1 (K) denote the connection coefficient matrix of
. Then H is Hessenberg by Definition 14.9. We show that H = X −1 DX and that H is multiplicity-free. By Lemma 14.11 the {f i } (ii) (X,
) is a south Vandermonde system with polynomials {f
Proof: (i) ⇒ (ii) In the equation H = XDX −1 , apply ς to each side to obtain
By this and Lemma 15.2 the sequence (
) is a west Vandermonde system with polynomials {f
. Applying Lemma 15.2 we find that X ς is invertible and
Applying ς we find that X is invertible and H = XDX 
The inverse of a Vandermonde matrix
Let X ∈ Mat d+1 (K) denote a west or south Vandermonde matrix. In Lemma 13.13 we showed that X is invertible. In this section we discuss the matrix X −1 .
, where {f
are the associated polynomials of
(ii) ( 
In the equation XX −1 = I, evaluate the j th -column using matrix multiplication to find that h(
It follows that h = e j since both h and e j have degree d. In particular, the leading coefficient of h is equal to the leading coefficient of e j . By Lemma 14.5(i) the leading coefficient of f d is c
. The result is now proven for the special case in which X i0 = 1 for 0 ≤ i ≤ d. For the general case, apply the special case to the west Vandermonde system (∆ −1 X,
) denote a south Vandermonde system with polynomials
are the associated polynomials of In the next section we return to our discussion of TH systems.
17 The transition matrices P, P and their Vandermonde structures
We return our attention to TH systems. Let Φ denote a TH system. Recall the transition matrices P and P of Φ from Definition 11.1 and Definition 11.8. We will show that each of P, P has a west Vandermonde structure and a south Vandermonde structure. We start by associating with Φ a graded sequence of polynomials.
denote a Φ-standard basis for V and let H ∈ Mat d+1 (K) denote the matrix representing A with respect to {v i } (ii) t d+1 = s d+1 .
We will show in Corollary 17.10 that
In Definition 17.1 we saw how the polynomials {s i } d+1 i=0 arise naturally from the action of A on a Φ-standard basis for V . We now discuss the meaning of the polynomials {t i } 
Proof: Let {v i } west Vandermonde system corresponding polynomials
) and assume V is the vector space underlying Φ. Let H ∈ Mat d+1 (K) (resp. D ∈ Mat d+1 (K)) denote the matrix representing A with respect to a Φ-standard (resp. Φ * -standard) basis for V . By construction H is Hessenberg and multiplicity-free with an ordering of the eigenvalues 
Proof: By Proposition 17. ✷ We now turn to the matrix P. Below we display a west Vandermonde structure and a south Vandermonde structure for P. We begin with the west Vandermonde structure. from Definition 17.2. For each relative of P we display a west Vandermonde system along with the corresponding polynomials.
west Vandermonde system corresponding polynomials (P,
Proof: Routine by Lemma 13.9 and Proposition 17.4. ✷ We now display a south Vandermonde structure for P. south Vandermonde system corresponding polynomials
Proof: Similar to the proof of Corollary 17.6 using Proposition 17.5.
✷
We have now displayed the west Vandermonde and south Vandermonde structures for P and P. As corollaries to these results, we now obtain some facts involving the polynomials {s i } . Let P denote the transition matrix of Φ from Definition 11.1 and let P denote the corresponding matrix from Definition 11.8. Let {s i } d+1 i=0 (resp. {t i } d+1 i=0 ) denote the polynomials of Φ from Definition 17.1 (resp. Definition 17.2). Then the following (i), (ii) hold for 0 ≤ i, j ≤ d.
Here ℓ j ,l * d−i are from Definition 8.1 and Lemma 8.2 respectively. Proof: (i) Using Corollary 11.3, (38), and Proposition 17.4, we find P ij = s j (θ i ). Similarly using Proposition 17.5 in place of Proposition 17.4 we find P ij = ℓ jt * d−i (θ * j ). The remaining assertions follow using Definition 17.2.
(ii) Use (i) and the fact that
We emphasize one aspect of Corollary 17.8 which is telling us that the {s i } 
) denote the corresponding polynomials from Definition 17.1 (resp. Definition 17.2). Then the following (i), (ii) hold for 0 ≤ i, j ≤ d. (ii) Let P denote the transition matrix of Φ from Definition 11.1. In the equation P P * = νI, compare the (m, n)-entry of each side to obtain d i=0 P mi P * in = δ mn ν. In this equation, evaluate P mi and P * in using Corollary 17.8 to obtain (ii) ) denote a TH system on V . Let 0 = ξ 0 ∈ E 0 V and recall the Φ-standard basis {E X i0 = 1 for 0 ≤ i ≤ d. The matrices P and X are south normalized, meaning that P di = X di = 1 for 0 ≤ i ≤ d. Evaluating the equation P = D 1 XD 2 using these comments, we find that D 1 is a nonzero scalar multiple of the identity and D 2 is the inverse of D 1 . Therefore P = X. ✷ Theorem 18.6. The map ρ from Definition 18.3 and the map χ from Definition 18.4 are inverses of each other. Moreover each of ρ, χ is bijective.
(ii) Φ is affine isomorphic to Φ ′ .
Proof: (i) ⇒ (ii) Let P (resp. P ′ ) denote the transition matrix of Φ (resp. Φ ′ ) from Definition 11.1. From its definition, we see that P (resp. P ′ ) is determined by the primitive idempotents of Φ (resp. Φ ′ ). Hence by our assumption P = P ′ . Let {θ i } d i=0 (resp. {θ Proof: Let γ and γ ′ denote isomorphisms of RTH systems from Λ to Ω. We show that γ = γ ′ . Let Φ (resp. Ψ) denote a TH system over K whose reduction is Λ (resp. Ω). By Proposition 19.3 Φ is affine isomorphic to Ψ. In other words, Φ is isomorphic to an affine transformation Ψ ′ of Ψ. By construction Φ and Ψ ′ have the same eigenvalue sequence and dual eigenvalue sequence. By this and the comment (iv) above (1), we find that each of γ and γ ′ is an isomorphism of TH systems from Φ to Ψ ′ . Now γ = γ ′ in view of Lemma 3.6. The result follows.
✷
We now give a correspondence between TH systems and reduced TH systems.
Corollary 19.5. The map which sends a TH system to its reduction induces a bijection from the set of affine isomorphism classes of TH systems over K to the set of isomorphism classes of RTH systems over K. ) denote a normalized west-south Vandermonde system in Mat d+1 (K). Let α, β, α * , β * denote scalars in K with α, α * nonzero. Then the sequence (X, {αθ i + β}
is a normalized west-south Vandermonde system in Mat d+1 (K).
Proof: Routine by Lemma 13.5. ✷ Definition 19.7. Referring to Lemma 19.6, we call (47) the affine transformation of Ω associated with α, β, α * , β * .
Definition 19.8. Let Ω and Ω ′ denote normalized west-south Vandermonde systems in Mat d+1 (K). We say that Ω and Ω ′ are affine related whenever Ω is an affine transformation of Ω ′ . Observe that the affine relation is an equivalence relation.
Observe that the affine relation is an equivalence relation. By a reduced parameter array we mean an equivalence class of this relation.
Corollary 19.14. The bijection from Corollary 4.4 induces a bijection from the set of affine isomorphism classes of TH systems over K of diameter d, to the set of reduced parameter arrays over K of diameter d.
Proof: Immediate from Lemma 5.4. ✷ Combining Corollaries 19.5, 19.10, 19.12, 19.14, we get a bijection between any two of the following five sets:
• The set of affine isomorphism classes of TH systems over K of diameter d.
• The set of isomorphism classes of RTH systems over K of diameter d.
• The set of affine classes of normalized west-south Vandermonde systems in Mat d+1 (K).
• The set of normalized west-south Vandermonde matrices in Mat d+1 (K).
• The set of reduced parameter arrays over K of diameter d.
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