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HOMOLOGY OF FORMAL DEFORMATIONS OF PROPER
E´TALE LIE GROUPOIDS
N. NEUMAIER, M.J. PFLAUM, H.B. POSTHUMA AND X. TANG
Abstract. In this article, the cyclic homology theory of formal deforma-
tion quantizations of the convolution algebra associated to a proper e´tale Lie
groupoid is studied. We compute the Hochschild cohomology of the convo-
lution algebra and express it in terms of alternating multi-vector fields on
the associated inertia groupoid. We introduce a noncommutative Poisson ho-
mology whose computation enables us to determine the Hochschild homology
of formal deformations of the convolution algebra. Then it is shown that
the cyclic (co)homology of such formal deformations can be described by an
appropriate sheaf cohomology theory. This enables us to determine the cor-
responding cyclic homology groups in terms of orbifold cohomology of the
underlying orbifold. Using the thus obtained description of cyclic cohomology
of the deformed convolution algebra, we give a complete classification of all
traces on this formal deformation, and provide an explicit construction.
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1. Introduction
In symplectic geometry and mathematical physics one often encounters, for ex-
ample by reduction, Poisson spaces which are singular. One of the easiest examples
of such singular spaces is given by a symplectic orbifold; this an orbifold which ad-
mits a covering by orbifold charts equipped with an invariant symplectic structure.
Therefore, the study of deformation quantization and index theory of such spaces
appears naturally.
To address such questions, one first has to decide what “algebra of smooth func-
tions” on an orbifold one wants to consider. Any orbifold has a natural sheaf of
functions which locally can be lifted to smooth invariant functions on any orbifold
chart. For this algebra on a symplectic orbifold, a deformation quantization was
constructed in [Pf03], generalizing Fedosov’s method [Fe96] on smooth manifolds.
This case was further studied by Fedosov–Schulze–Tarkhanov in [FeSchTa], mak-
ing several interesting conjectures on the related index problem.
However from the point of view of noncommutative geometry [Co94], an orbifold
presents one of the prime examples of a “noncommutative manifold”: its “algebra of
smooth functions” is given by the noncommutative convolution algebra on a proper
e´tale Lie groupoid, whose quotient space identifies with the underlying orbifold
(cf. [Mo]). This construction generalizes the crossed product of the algebra of
smooth functions on a manifold by a finite group. As shown in [Ta04b], a Poisson
structure on the orbifold induces a natural noncommutative Poisson structure on
this algebra in the sense of Block–Getzler [BlGe] and Xu [Xu], which admits a
deformation quantization. It is the properties of this deformed algebra that we
study in this paper. Notice that it contains the deformed algebra of [Pf01] as the
subalgebra of invariants under the groupoid.
The first step in understanding the deformation quantization of a groupoid alge-
bra is to count how many noncommutative Poisson structures it has. We partially
answer this question by calculating the Hochschild cohomology of the groupoid al-
gebra of a proper e´tale groupoid. When the groupoid is a manifold, this is given
by the Hochschild–Kostant–Rosenberg Theorem. In the case of an orbifold, partial
results have already appeared in the literature, e.g. [CaGiWi] for the case of a
global quotient of an algebraic variety by a finite group. In Section 3, we present
a calculation in the case of a proper e´tale Lie groupoid. By Teleman’s localization
technique, we relate this cohomology to the sheaf cohomology of the multivector
fields on the corresponding inertia groupoid. This is the first step to classify the
Poisson structures on a groupoid algebra. We leave the study of the Gerstenhaber
bracket and possible extensions to a “noncommutative formality theorem” for fu-
ture research.
The second step in understanding the quantization of an algebra is its semiclas-
sical geometry, or in other words its noncommutative Poisson geometry. In this
paper, we introduce a noncommutative Poisson homology generalizing Brylinski’s
definition on a Poisson manifold [Br]. This noncommutative Poisson homology
appears as the E1-term of the spectral sequence associated to the ~-adic filtration
in the Hochschild homology of the deformed algebra. We calculate this Poisson ho-
mology in case of the noncommutative Poisson structure on the convolution algebra
of a groupoid associated to an orbifold with a Poisson structure. Our calculation
uses the methods developed by Connes, Burghelea, Brylinski, Nistor, and Crainic
in calculating the cyclic homology of an e´tale groupoid. We track the change of
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the Poisson differential in the various steps of the calculation of the Hochschild ho-
mology of the groupoid algebra, and relate it to the sheaf homology of Brylinski’s
complex on the corresponding inertia groupoid.
Next, we compute the Hochschild and cyclic (co)homology of the deformation
quantization of the convolution algebra of a symplectic orbifold. Our computation
draws upon two ideas: one is the spectral sequence introduced in [BrGe] and
[NeTs95] associated to the ~-adic filtration of the Hochschild complex and its
relation to the noncommutative Poisson homology of the previous section. Second is
the localization to the inertia groupoid, as used in the calculation of the Hochschild
and cyclic homology of the “classical” groupoid algebra of Brylinski–Nistor [BrNi]
and Crainic [Cr]. The main difficulty here is that, due to the noncommutative
nature of the sheaf of “quantized functions”, one has to add “quantum corrections”
to this localization map. Interestingly, all our results are given in terms of the
orbifold cohomology of Chen–Ruan [ChRu].
The calculation of the cyclic cohomology gives in particular a complete classifi-
cation of the traces of the deformed groupoid algebra. In the last section we give an
explicit construction of all traces, building on earlier work by Fedosov [Fe00]. Fi-
nally, our constructions also clarify a conjecture in [FeSchTa] on a certain “Picard
group” acting on the space of traces.
Since our computations use quite some machinery of groupoids and cyclic ho-
mology developed by several people over the years, we have included, for the con-
venience of the reader, a rather detailed section devoted to these subjects. Its main
purpose is to give an introduction into the ideas of Connes, Burghelea, Brylinski,
Nistor, and Crainic in calculating the cyclic homology of e´tale groupoids, and to
set up the notation.
Our paper is related to the recent paper [DoEt] by Dolgushev–Etingof, where for
the quotient of a smooth complex affine symplectic variety X by a finite group the
Hochschild cohomology of the convolution algebra and of the algebra of invariant
regular functions is computed. Note however, that due to the algebraic nature of
their setup the methods used there are quite different to the ones used here.
Let us also mention at this point, that some of the results presented here have
been obtained by the fourth author in his PhD-thesis and, independently, by the
collaboration of the remaining authors. During a conference in Luminy, where three
of us, namely M.J.P., H.P. and X.T. met, we then decided to continue our work
together and write a joint paper about our results.
Acknowledgements. We would like to thank K. Behrend and P. Xu for organizing
the conference on “Groupoids and Stacks” in Luminy in June 2004, where our
collaboration started. X.T. would like to thank the University of Frankfurt for
hospitality during his visit there. He would also like to thank Alan Weinstein,
his Ph.D. advisor, for many stimulating discussions, M. Karoubi and R. Nest for
hosting his visit of IHP in summer 2004, and A. Gorokhovsky, R. Nest, B. Tsgyan,
and V. Dolgushev for helpful discussions. M.J.P. and H.P. gratefully acknowledge
financial support by the Deutsche Forschungsgemeinschaft. M.J.P. would like to
thank B. Fedosov for helpful discussions about traces on star product algebras over
orbifolds.
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2. Preliminaries
2.1. Notation. For clarity, we collect here some of the notation used throughout
the paper.
• X denotes an orbifold,
• X˜ its inertia orbifold as constructed in [ChRu].
• By G we denote a smooth e´tale groupoid modeling X ,
• A is the G-sheaf of smooth functions on G0, if not stated otherwise,
• and A~ is the G-sheaf of a formal deformation of A.
• Concerning products, f · g denotes the pointwise product of two functions
f, g ∈ C∞(G1),
• whereas f ∗ g is the convolution product on the groupoid G,
• and, finally, f ⋆ g is the star product associated to a formal deformation.
2.2. Orbifolds. The notion of an orbifold was introduced by Satake [Sa]. Roughly
speaking, an orbifold is a second countable Hausdorff space X which is locally
modeled on the quotient of open subsets of Rn by a finite group. In this article we
will use the language of groupoids to model orbifolds, following the approach by
Moerdijk [Mo] (see also [MoMr, Chap. 5] for an introduction). To set up notation
and for the convenience of the reader let us recall some basic notions from the
theory of groupoids.
A groupoid G is a small category in which every morphism is invertible. More
explicitly, denote by G0 the space of objects and by G1 the space of arrows in G.
The groupoid structure is encoded by the following five maps:
G1 ×G0 G1
m
→ G1
i
→ G1
s
⇒
t
G0
u
→ G1
Here, s and t are the source and target map, m is the multiplication resp. com-
position (g, h) 7→ m(g, h) := gh := g ◦ h, i denotes the inverse which is given by
g 7→ i(g) := g−1 and finally u is the inclusion of objects by identity arrows, i.e.,
u(x) := idx for all x ∈ G0. An arrow g ∈ G1 with s(g) = x and t(g) = y will often
be denoted by g : x → y. Moreover, if no confusion can arise, we write G instead
of G1.
A groupoidG is a Lie groupoid (also called a smooth groupoid) if both G0 and G1
are smooth manifolds, all the structure maps are smooth and s and t submersions.
It then follows that u is an immersion and that i is a diffeomorphism. A Lie
groupoid is called proper when the map (s, t) : G1 → G0×G0 is proper. It is called
a foliation groupoid, if every isotropy group Gx is discrete. An e´tale groupoid is a
special type of foliation groupoid for which s and t are local diffeomorphisms.
Definition 2.1. [Mo, Def. 3.1] An orbifold groupoid is a proper foliation groupoid.
More precisely, one proves that the orbit space X := G0/G1 has a canonical
orbifold structure. This description of orbifolds by groupoids goes back to [MoPr].
The fundamental idea is that the orbifold structure on X in fact only depends
on the Morita equivalence class of the groupoid G. For an introduction to the
theory of Morita equivalence of groupoids we refer to [Mo]. We merely remark
that this allows us to choose a proper e´tale groupoid G representing the orbifold X .
This groupoid has the property that for each x ∈ G0 there exists a neighbourhood
Ux ⊂ G0 such that the restriction G|Ux is isomorphic to a translation groupoid
Γx⋉Ux, with Γx a finite group. This property gives the connection with the usual
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definition of orbifolds in terms of local charts. In the following, we will denote by
π : G→ X the projection onto the orbit space of G.
2.3. Sheaves on orbifolds. The theory of sheaves on orbifolds is discussed in
[MoPr]. One can use an orbifold groupoid to model the category of sheaves. In
general a G-sheaf S on an e´tale groupoid G is a sheaf on G0 with a right action of
G. This means that any arrow g : x → y induces a morphism on stalks Sy → Sx
satisfying the obvious properties. A section a of a sheaf is said to be invariant, if
on the level of germs one has [a]yg = [a]x for every arrow g : x → y. The abelian
category of G-sheaves of abelian groups is denoted by Sh(G). There is a left exact
functor Γinv : Sh(G) → Ab, where Ab is the category of abelian groups, given by
associating to a G-sheaf S its global invariant sections. Its right derived functors
define the groupoid cohomology groups H•(G,S).
Likewise, we have the compactly supported cohomology groups: consider the
functor Γinv,c : Sh(G)→ Ab, defined by
Γinv,c(S) = {a ∈ Γinv(S) | π(supp(a)) is compact in X}.
Since G is a proper groupoid, this functor is left exact and the compactly supported
cohomology groupsH•c (G,S) are defined as the right derived functors of Γinv,c. This
definition extends in the usual way to define the hypercohomology groupsH•(G,S•)
and H•c(G,S
•) of any cochain complex S• of G-sheaves.
Remark 2.2. The cohomology groupsH•c (G,S) are isomorphic to the (re-indexed)
homology groups of [CrMo00], see Section 4.9 and 4.10 of that paper. In view of
the cohomological indexing, we use the invariant instead of the coinvariant sections;
the two are isomorphic as one can show by an averaging argument (properness is
essential for this, cf. e.g. [Lo, p. 280]). The homology theory of [CrMo00] is defined
for any e´tale groupoid, but not a derived functor in general.
More generally, one can associate to every morphism f : G → H of e´tale
groupoids a functor
f! : Sh(G)→ Sh(H).
For its construction, observe first that the functors f∗ and f
−1 can be extended
to the category of sheaves on e´tale groupoids in the obvious manner. The sheaf
f!S ∈ Sh(H) then has stalk at x ∈ G0 given by
(f!S)x := H
0
c (x/f, π
−1
x S), (2.1)
where x/f denotes the comma groupoid over x, that is the fiber of f over x:
x/f H
1 G.
✲πx
❄ ❄
f
✲x
Analogously, the right derived functors Rkf! have a similar construction using the
higher compactly supported cohomology groups of the comma groupoids. The
Leray spectral sequence generalizes to the category of sheaves on e´tale groupoids.
In particular, in the case of orbifolds this spectral sequence degenerates for the
projection π : G→ X and induces an isomorphism
H•c (G,S)
∼= H•c (X, π!S). (2.2)
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Let us briefly discuss the Bar-complexes used in explicit computations of these
cohomology groups. Denote by G(k) the space of k-composable arrows:
G(k) = {(g1, . . . , gk) ∈ G
k | s(gi) = t(gi+1), i = 1, . . . , k − 1}.
These spaces are part of a simplicial manifold with face maps di : G
(k) → G(k−1),
i = 0, . . . , k defined as usual by
di(g1, . . . , gk) =

(g2, . . . , gk), for i = 0,
(g1, . . . , gi · gi+1, gi+2, . . . , gk), for 1 ≤ i ≤ k − 1,
(g1, . . . , gk−1), for i = k.
Note that d0, d1 : G1 → G0 are simply the source and target map. The geometric
realization of this simplicial space is a model for the classifying space BG of the
groupoid G.
We have two maps ǫk, τk : G
(k) → G0, which send a string
x0
g1
←− x1
g2
←− . . .
gk←− xk
to xk resp. x0. Let S be a G-sheaf. Define S
k := τ−1k S and put
Bk(G,S) := Γc(G
(k),Sk).
These vector spaces can be turned into a simplicial space by observing that there
are isomorphisms d∗iS
k−1 ∼= Sk which act on the stalks as identity for i 6= 0, but
by g1, if i = 0. Using this isomorphism, the simplicial maps di induce differentials
in the obvious way, and its associated homology groups compute the homology
H•(G,S), in case S is c-soft.
Definition 2.3. (Cf. [CrMo00, Sec. 3] and [Cr, Sec. 2.3].) Let S• be a (bounded
below) chain complex of c-soft G-sheaves. The hyperhomology of S• on G then is
defined as the total homology of the double complex B•(G,S•), i.e.,
H•(G,S•) := H•(Tot(B•(G,S•)).
2.4. Orbifold cohomology. The notion of twisted sectors of an orbifold plays an
important role in index theory [Ka]. Loosely speaking, it is a geometric way of
dealing with the “stacky aspects” of an orbifold, that is, the automorphisms of
points. As before, we let X be an orbifold, represented by a groupoid G. Denote
by B(0) ⊂ G1 the “space of loops”
B(0) = {g ∈ G | s(g) = t(g)}.
The groupoid G acts on B(0) by conjugation and one defines
ΛG := B(0) ⋊G.
This groupoid has “loops” in G as objects, and the space of arrows can be identified
with
ΛG1 =
{
(g1, g2) ∈ G
(2) | g1 ∈ B
(0)
}
.
One observes that ΛG is again an orbifold groupoid which comes equipped with a
canonical morphism β : ΛG → G. The orbifold underlying ΛG is denoted X˜, and
is called the inertia orbifold [ChRu]. There is a canonical open-closed embedding
G →֒ ΛG of groupoids. In fact, this embedding is induced by the partition of B(0)
into so-called sectors of G:
B(0) =
∐
O, (2.3)
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where each O is a G-saturated open-closed subset of B(0) and minimal among such
sets with respect to set-theoretic inclusion. We denote the set of sectors of G by
Sec(G). Note that the above decomposition of B(0) induces similar decompositions
of the inertia groupoid ΛG and the orbifold X˜, where each component of ΛG can
be identified as O ⋊ G. The components besides G0 ⊂ ΛG0 are called “twisted
sectors”. The twisted sectors play an important role in orbifold cohomology, which
we will now define. In the following, let ℓ(O) denote the codimension of a sector O
inside G.
Definition 2.4. Let X be an orbifold represented by a groupoid G. The orbifold
cohomology groups and the orbifold cohomology groups with compact support of
X are defined as
H•orb(X,C) := H
•(ΛG,C) =
⊕
O
H•(O ⋊G,C),
H•orb,c(X,C) :=
⊕
O
H•−ℓ(O)c (O ⋊G,C).
Notice that the right hand sides are equal to cohomology groups of the inertia
orbifold X˜. Our shifting of degrees differs from [ChRu], but likewise we have a
Poincare´ duality Hkorb(X,C)×H
dimX−k
orb,c (X,C)→ C. In [ChRu], a remarkable cup
product is defined on these orbifold cohomology groups, which however will not be
used in this paper.
2.5. Cyclic homology. Here we give a quick review of the basic definitions of
Hochschild and cyclic (co)homology. For more details, one should consult e.g. [Lo].
Cyclic objects. Let r ∈ N∗ ∪ {∞}. An r-cyclic object in a category then is
a simplicial object (X•, d, s) together with automorphisms (cyclic permutations)
tk : Xk → Xk satisfying the identities
ditk+1 =
{
tk−1di−1 for i 6= 0,
dk for i = 0,
sitk =
{
tk+1si−1 for i 6= 0,
t2k+1sk for i = 0,
t
r (k+1)
k = 1, if r 6=∞.
Just like a simplicial object is a contravariant functor from the simplicial category,
an r-cyclic object is nothing but a functor from the r-cyclic category (cf. [Co83]).
Mixed complexes. A mixed complex (X•, b, B) in an abelian category is a graded
object (Xk)k∈N equipped with maps b : Xk → Xk−1 of degree −1 and B : Xk →
Xk+1 of degree +1 such that b
2 = B2 = bB +Bb = 0. A mixed complex gives rise
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to a first quadrant double complex B•,•(X)
X3 X2 X1 X0
X2 X1 X0
X1 X0
X0
❄
b
❄
b
❄
b
❄
b
❄
b
❄
b
✛B
❄
b
✛B ✛B
❄
b
❄
b
✛B ✛B
❄
b
✛B
Definition 2.5. The Hochschild homology HH•(X) of a mixed complex X =
(X•, b, B) is the homology of the (X•, b)-complex, which sometimes will also be
denoted by (C•(X), b). The cyclic homology HC•(X) is defined as the homology
of the total complex associated to the double complex B•,•(X).
Looking at the double complex above, it is clear that there is a short exact
sequence of complexes
0 −→ (X•, b)
I
−→ (Tot•B•,•(X), b+B)
S
−→ (Tot•B•,•(X)[−2], b+ B) −→ 0.
With the definitions above, the associated long exact sequence in homology reads
. . .
B
−→ HHk(X)
I
−→ HCk(X)
S
−→ HCk−2(X)
B
−→ HHk−1(X)
I
−→ . . . .
This sequence is called the SBI sequence and relates Hochschild and cyclic homol-
ogy. Stabilizing with respect to the shift operator S, the homology of the inverse
limit complex
lim
←−
k
Tot•B•,•(X)[−2k],
is called the periodic cyclic homology HP•(X). Note that periodic cyclic homology
is only Z2-graded. Alternatively, it is the homology of the super complex Xˆ =∏
kXk with differential B − b.
In case r 6= ∞, an r-cyclic object (X•, d, s, t) gives rise to a mixed complex
(cf. [FeTs, A.3.2] and [Cr, 3.1.2]). Define
b′ :=
k−1∑
i=0
(−1)idi, b :=
k∑
i=0
(−1)idi, N =
(k+1)r−1∑
i=0
(−1)iktik,
and finally put B = (1 + (−1)ktk)sN . One checks that the triple (X•, b, B) is a
mixed complex.
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Example 2.6. Let A be a unital algebra equipped with an automorphism α. Define
the simplicial object A♮α = (A
♮
α,•, d, s) by A
♮
α,k := A
⊗(k+1) with face maps given by
di(a0 ⊗ . . .⊗ ak) =
{
a0 ⊗ . . .⊗ aiai+1 ⊗ . . .⊗ ak, if 0 ≤ i ≤ k − 1,
α(ak)a0 ⊗ . . .⊗ ak−1, if i = k,
and degeneracies given by
si(a0 ⊗ . . .⊗ ak+1) = a0 ⊗ . . .⊗ ai ⊗ 1⊗ ai+1 ⊗ · · · ⊗ ak.
The differential on the associated Hochschild complex
(
C•(Aα), bα
)
:=
(
A♮α,•, bα
)
then reads as follows:
bα (a0 ⊗ · · · ⊗ ak) =
=
k∑
i=0
a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ ak + (−1)
kα(ak)a0 ⊗ · · · ⊗ ak−1.
(2.4)
Its homology is denoted by HH•(Aα). The map
tk(a0 ⊗ · · · ⊗ ak) = α(ak)⊗ a0 ⊗ · · · ⊗ ak−1
defines an r-cyclic structure, where r denotes the order of α. When r is finite, one
defines Hochschild, cyclic and periodic cyclic homology as in Definition 2.5 using
this cyclic object. When α = 1, the chain complex
(
C•(A), b
)
:=
(
A♮•, b
)
is nothing
but the usual Hochschild complex. The double complex B•,•(A) associated to the
mixed complex
(
A♮•, b, B
)
is called Connes’ (b, B)-complex. In this case one denotes
the homologies simply by HH•(A), HC•(A), HP•(A).
2.6. Cyclic homology of orbifold groupoids. Here we briefly review the com-
putations of [BrNi, Cr] of the Hochschild and cyclic homology of e´tale groupoids.
To be precise, this is the homology of the convolution algebra of the groupoid that
means of C∞c (G) with the multiplication
(a1 ∗ a2)(g) =
∑
g1g2=g
a1(g1)a2(g2), where a1, a2 ∈ C
∞
c (G), g ∈ G. (2.5)
Let us first describe the general idea behind the computation, which we will
need in particular in Sec. 5 when computing the Hochschild and cyclic homology
of deformations of the convolution algebra.
The convolution algebra is a special case of the “crossed product” algebra A⋊G
associated to any c-soft G-sheaf A of unital algebras. As a vector space, one has
A⋊G := Γc(G1, s∗A), and the multiplication ∗ is determined by
[a1 ∗ a2]g =
∑
g1 g2=g
(
[a1]g1g2
)
[a2]g2 , for a1, a2 ∈ Γc(G1, s
∗A), g ∈ G, (2.6)
where [a]g denotes the germ of a at g. Indeed, for the sheaf of smooth functions, one
recovers the convolution algebra (2.5) in this way. The computations of the cyclic
homology involve one piece of machinery, introduced in full generality in [Cr], that
we briefly introduce now.
Cyclic groupoids. A cyclic groupoid is an e´tale groupoid G equipped with a
continuous map θ : G0 → G1, x 7→ θx such that s(θx) = t(θx) = x and gθx = θyg
for all g ∈ G1 with s(g) = x and t(g) = y. If ord(θx) < ∞ for all x ∈ G0, we
say that G resp. θ is elliptic. Of course, any e´tale groupoid has a cyclic structure
with θx = u(x). The main example of a nontrivial cyclic groupoid is ΛG with
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θ(g) = (g, g) for a loop g ∈ B(0). Notice that θ is elliptic in this case, since we deal
only with proper e´tale groupoids, i.e., orbifolds. Next, define a θ-cyclic sheaf on a
cyclic groupoid G to be an r-cyclic object X• in Sh(G) such that for all x ∈ G0,
the morphism [tk]x : (Xk)x → (Xk)x is given by the action of θx. As explained
in Sec. 2.5, this gives rise to a mixed complex (X•, b, B) of sheaves on G, if θ is
elliptic. We then denote the associated Hochschild complex by (C•(X ), b) and the
associated double complex by B•,•(X ). We now define, using the hyperhomology
from Def. 2.3.
Definition 2.7. The Hochschild and cyclic homology groups of a θ-cyclic sheaf X
on an elliptic cyclic groupoid G are defined by
HH•(G, θ;X ) := H•(G, (C•(X ), b)), HC•(G, θ;X ) := H•(G, (Tot• B•,•(X ), b+B)).
Notice that the boundary operators b and B involve the twisting by the cyclic
structure θ. Of course, for an e´tale groupoid with the trivial cyclic structure this
twisting is trivial. As explained in Sec. 2.3, for a complex of c-soft sheaves, ho-
mology is computed from the Bar-complex of G. Therefore, we have the following
consequence of the Eilenberg–Zilber Theorem which will be used implicitly several
times throughout this paper.
Proposition 2.8. (Cf. [Cr, 3.2.8].) If X is a θ-cyclic sheaf on an elliptic cyclic
e´tale Lie groupoid G such that each Xk is c-soft, then HH•(G, θ;X ), HC•(G, θ;X )
(and HP•(G, θ;X )) are computed by the diagonal of the bisimplicial vector space
B•(G,X•), i.e. by the cyclic vector space
Γ•(G, θ;X ) : · · ·
−→
−→
−→
−→
Γc(G
(2),X2)
−→
−→
−→
Γc(G
(1),X1)
−→
−→ Γc(G
(0),X0).
Let us now recall the basic idea behind the computations of Hochschild and
cyclic homology. We have groupoids and maps as follows:
ΛG
NG G
 
 ✠
α ❅
❅❘
β
(2.7)
where NG is the groupoid obtained from ΛG by dividing out the action of the
cyclic structure. It has the same space of objects B(0), but NG1 = ΛG1/Z, where
n · g = θns(g)g, n ∈ Z. Then, consider the functor
τ := α! ◦ β
−1 : Sh(G)→ Sh(NG). (2.8)
Any sheaf of algebras A gives rise to a cyclic sheaf A♮ in Sh(G) by putting A♮k :=
∆−1k+1A
⊠(k+1), where ∆k : G0 → (G0)
k is the diagonal embedding.
Remark 2.9. Notice that in the case of sheaves of locally convex topological al-
gebras, e.g. the sheaf of smooth functions, one has to make a choice with respect
to the topology on the tensor product. In most cases, one chooses the projective
tensor product topology [Gr, Chap. 1, §1, Def. 1], but in our setting the inductive
tensor product topology [Gr, Chap. 1, §3, Def. 3] is more natural. To circumvent
such subtleties bornological instead of topological tensor products could be used.
For a discussion on this point see for instance [Me].
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The pull-back sheaf A♮tw := β
−1A♮ to the cyclic groupoid ΛG carries a natural
θ-cyclic structure; the stalk of A♮tw at g ∈ B
(0) is the r-cyclic vector space (As(g))
♮
θg
as in Example 2.6, with the automorphism given by θg. Applying the functor α!,
one can kill the twisting and compute the twisted cyclic homology of A♮tw as sheaf
homology over NG. (This follows from [Cr, Prop 3.3.12] and the fact that ΛG is
elliptic for G proper.)
The general idea in the computation of Hochschild and cyclic homology of the
crossed product A ⋊ G is to relate it to sheaf homology of A♮tw over ΛG. This
proceeds in two steps:
Step I. Reduction to loops. Consider Burghelea’s space
B(k) := {(g0, · · · , gk) ∈ G
(k+1), t(g0) = s(gk)}.
There is a map σk : B
(k) → (G0)k+1, σk(g0, · · · , gk) = (s(g0), · · · , s(gk)). For any
c-soft sheaf of unital algebras A, we define the vector spaces
ΓcΛ
♮
kA := Γc(B
(k), σ−1k A
⊠(k+1)). (2.9)
By construction, ΓcΛ
♮
kA is the space of global sections (with compact support) of
the sheaf Λ♮kA on B
(k) which for (g0, · · · , gk) ∈ B
(k) has stalks
(
Λ♮kA
)
(g0,··· ,gk)
given
by germs
[a0 ⊗ · · · ⊗ ak](g0,··· ,gk), (2.10)
where each ai is an element of A(Ui) defined over an open neighborhood Ui of s(gi).
As explained in [Cr, Sec. 3.4], the vector spaces ΓcΛ
♮
kA carry a canonical cyclic
structure, combining the structure maps from the underlying cyclic manifold B(•)
with the structure maps from the cyclic sheaf A♮. The associated Hochschild and
cyclic homology is denoted by HH•(ΓcΛ
♮
•A) and HC•(ΓcΛ
♮
•A).
In case of the convolution algebra, that means in case A is the sheaf of smooth
functions with compact support, we use, as stated above, the completed inductive
topological tensor product ⊗ in the definition of the cyclic vector space. The
completed inductive tensor product has the crucial property that
C∞c (M)⊗C
∞
c (N)
∼= C∞c (M ×N)
for two smooth manifolds M and N . We therefore have topological linear isomor-
phisms
(A⋊G)♮k = Γc(G, s
−1A)⊗ · · ·⊗Γc(G, s
−1A) ∼−→ Γc(G
k+1, s−1k+1A
⊠(k+1)),
where sk = s× . . .× s. The “reduction to loops” now is the natural projection
p : Γc(G
k+1, s−1k+1A
⊠(k+1))→ Γc(B
(k), σ−1k A
⊠(k+1)), (2.11)
given by the restriction B(k) ⊂ Gk+1. This defines a map of cyclic vector spaces
(A ⋊ G)♮k → ΓcΛ
♮
kA. The essential point proved in [BrNi, Prop. 3.2] and [Cr,
Prop. 4.1.1] is that for A the sheaf of smooth functions this map induces isomor-
phisms in Hochschild and cyclic homology.
Step II. Relation to sheaf cohomology. The Hochschild and cyclic homology
of the cyclic vector space ΓcΛ
♮
•A, defined in (2.9), turn out to be related to sheaf
homology on the inertia groupoid ΛG:
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Proposition 2.10. (Cf. [Cr].) For any c-soft sheaf of unital algebras A on a
proper e´tale groupoid G, there are natural isomorphisms
HH•(ΓcΛ
♮
•A)
∼= HH•(ΛG, θ;A
♮
tw) ∼= HH•(NG, τ(A
♮)),
HC•(ΓcΛ
♮
•A)
∼= HC•(ΛG, θ;A
♮
tw) ∼= HC•(NG, τ(A
♮)).
(2.12)
Sketch of Proof. There is an isomorphism B(k) ∼= (ΛG)k of cyclic manifolds, which
induces an isomorphism of ∞-cyclic vector spaces
ΓcΛ
♮
kA = Γc(B
(k), σ−1k A
⊠(k+1))→ Γc(ΛGk, β
−1A♮k).
Over the stalk at (g0, · · · , gk) ∈ B(k), the isomorphism is given as follows:(
Λ♮kA
)
(g0,··· ,gk)
→
(
A♮tw,k
)
(g1···gkg0,g1,··· ,gk)
=
(
β−1A♮k
)
(g1···gkg0,g1,··· ,gk)
[a0 ⊗ · · · ⊗ ak](g0,··· ,gk) 7→ [(a0g1 · · · gkg0)⊗ · · · ⊗ (akg0)](g1···gkg0,g1,··· ,gk).
(2.13)
By Proposition 2.8, the cyclic vector spaces on the right hand side computes the θ-
twisted Hochschild and cyclic homology of A♮tw on ΛG. By applying α! one obtains
the second isomorphism in Hochschild and cyclic homology. ✷
Applied to the sheaf of smooth functions, the twisted Hochschild–Kostant–
Rosenberg Theorem [Cr, Lem. 3.1.5] shows that A♮tw is quasi-isomorphic (C
∞
ΛG)
♮,
the usual cyclic sheaf associated to the commutative sheaf of smooth functions
on ΛG. Applying the Hochschild–Kostant–Rosenberg–Connes quasi-isomorphism
(C•(C∞ΛG), b)
∼= (Ω•ΛG, 0), which turns the B-operator into the de Rham differential,
one finds the additive isomorphism
HC•(A⋊G) ∼= H
•
c (ΛG,C) = H
•
c (X˜,C) .
Localization. As explained in [BrNi, Prop. 3.3], the partition (2.3) of B(0) into
sectors induces decompositions
HH•(A⋊G) ∼=
⊕
O
HH•(A⋊G)O :=
⊕
O
HH•(ΛG|O, θ;A
♮
tw),
HC•(A⋊G) ∼=
⊕
O
HC•(A⋊G)O :=
⊕
O
HC•(ΛG|O, θ;A
♮
tw),
and similar for periodic cyclic homology. Of course, this can be read off from the
final result of the computation in terms of orbifold cohomology, but it also follows
by acting with idempotents eO ∈ (β−1A)(ΛG) having support O on the complexes
Γ•(ΛG, θ;A
♮
tw). In fact, this works for any fine sheaf of unital algebras.
2.7. Quantization of proper e´tale groupoids. In [Ta04b], the last author con-
sidered deformation quantization of a pseudo e´tale groupoid and proved that one
can construct star products for such groupoids. As a special case one obtains that
every proper e´tale Lie groupoid with an invariant Poisson structure has a formal
deformation quantization. In this section, we will recall the basic concepts and
constructions from [Ta04b].
Definition 2.11. (Cf. [BlGe] and [Xu].) A Poisson structure on an associative
complete locally convex topological algebra A is an element [Π] of the (continu-
ous) Hochschild cohomology group H2(A,A) such that the cohomology class of the
Gerstenhaber bracket [Π,Π] vanishes.
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Remark 2.12. If Π ∈ Z2(A,A) is a Hochschild cocycle representing a Poisson
structure on A, one has [Π,Π] = δ(Θ) for some Hochschild cochain Θ on A; in the
following we will occasionally make use of this fact. By slight abuse of language,
we sometimes also call Π a Poisson structure on A.
Definition 2.13. (Cf. [BlGe, Ta04b].) Let (A, [Π]) be a noncommutative Poisson
algebra, and A[[~]] the space of formal power series with coefficients in A. A formal
deformation quantization of (A, [Π]) (or in other words star product) then is an
associative product
⋆ : A[[~]]×A[[~]]→ A[[~]], (a1, a2) 7→ a1 ⋆ a2 =
∞∑
k=0
~kck(a1, a2)
satisfying the following properties:
(1) Each one of the maps ck : A[[~]]⊗A[[~]]→ A[[~]] is C[[~]]-bilinear.
(2) One has c0(a1, a2) = a1 · a2 for all a1, a2 ∈ A.
(3) The relation
a1 ⋆ a2 − c0(a1, a2)−
i
2
~Π(a1, a2) ∈ ~
2A[[~]]
holds true for some representative Π ∈ Z2(A,A) of the Poisson structure
and all a1, a2 ∈ A.
From now on we consider a proper e´tale Lie groupoid G and let A denote the
sheaf of smooth functions on G0.
Definition 2.14. A Poisson (resp. symplectic) structure on G is a Poisson (resp.
symplectic) structure Π on the unit space G0 which is invariant under the local
diffeomorphisms induced by the source and target maps.
One easily checks that in the symplectic case, this notion is equivalent to the
definition of a symplectic orbifold. Note that an invariant Poisson bivector on G0
has a canonical lift to a Poisson bivector on G1. Having this in mind define a
Hochschild 2-cochain on A⋊G by
Π˜(a1, a2)(g) =
∑
g1 g2=g
Π(g)
(
[da1]g1 ⊗ [da2]g2
)
, g ∈ G1, a1, a2 ∈ A⋊G, (2.14)
where [da1]g1 and [da2]g2 have been pulled back to g along the maps t and s.
In [Ta04b], it was proved that this Hochschild 2-cochain gives rise to a Poisson
structure on the convolution algebra indeed. For convenience, we will simply denote
the Poisson structure Π˜ on A⋊G by Π as well; this will not cause any confusion.
As proved in [BlGe], the center of a noncommutative Poisson algebra carries a
natural Poisson structure in the commutative sense. For proper e´tale Lie groupoids,
the center equals C∞(X), the smooth functions on the orbifold with the Poisson
structure considered in [Pf03].
In [Ta04b] it has been shown that the above Poisson structure on the groupoid
algebra of a proper e´tale groupoid admits a formal deformation quantization. Such
a deformation can be constructed as follows: first construct a deformation quanti-
zation of the Poisson manifold G0, invariant under the action of the groupoid. In
the symplectic case this can be done by Fedosov’s construction [Fe94] associated
to an invariant symplectic connection. This defines a fine, so in particular c-soft,
sheaf of noncommutative algebras A~ ∈ Sh(G). The associated crossed product
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algebra A~ ⋊ G, as in (2.6), quantizes the convolution algebra A ⋊ G with the
Poisson structure (2.14). We denote the multiplication on A~ ⋊G which combines
the star product ⋆ on A~ with convolution on G by ⋆c. Notice that Γinv,c(A~) is
the deformation quantization of C∞c (X) with the induced Poisson structure as the
center of C∞c (G); the thus obtained star product algebra coincides with the formal
deformation quantization studied in [Pf03].
3. Hochschild cohomology of e´tale groupoids
Given a proper e´tale Lie groupoid G, we will determine in this section the
Hochschild cohomology H•(A ⋊ G,A ⋊ G), where A is the G-sheaf of smooth
functions on G0. Recall that the (continuous) Hochschild cohomology of A ⋊ G
with values in a locally convex topological (A ⋊ G)-bimodule M is defined as the
cohomology of the cochain complex
(
C•(A⋊G,M), β
)
, where
Ck(A⋊G,M) = Hom(A⋊G)−(A⋊G)
(
(A⋊G)⊗ (k+2),M
)
,
and β is the standard Hochschild coboundary map (see [Lo, Sec. 1.5]). Hereby, we
have denoted by Hom(A⋊G)−(A⋊G)(N ,M) the vector space of continuous (A⋊G)-
bimodule maps between two locally convex topological (A ⋊G)-bimodules N and
M.
Remark 3.1. Even though A ⋊ G is usually nonunital, the standard complexes
derived from the Bar resolution can be used to compute Hochschild (co)homology,
since A ⋊G has local units, hence is H-unital (cf. [CrMo01, Prop. 2]). The same
holds for the deformed convolution algebra A~⋊G. Later, we will tacitly make use
of this fact when we determine the Hochschild homology of A~ ⋊G.
For the computation of H•(A⋊G,A⋊G) we proceed in several steps.
Step 1. In the following we provide a more convenient description of the cochain
complex C• := C•(A⋊G,A⋊G) and identify it with the complex of global section
spaces of some sheaf complex K• on the orbit space X := G0/G1. To this end first
note that the Fre´chet space C∞(G1) inherits from the convolution algebra A ⋊ G
the structure of a locally convex (A ⋊ G)-bimodule. More generally, observe that
for every open subset U ⊂ X the Fre´chet space C∞(U1) of smooth functions on the
preimage U1 := (π ◦ s)−1(U) ⊂ G1 becomes a topological (A⋊G)-bimodule by the
formula
(a1 ∗ a ∗ a2) (g) =
∑
h1 hh2=g
a1(h1) a(h) a2(h2), (3.1)
where a1, a2 ∈ A ⋊ G, a ∈ C∞(U1) and g ∈ G1. Now, choose for every compact
K ⊂ G1 a smooth function ϕK : G0 → [0, 1] with compact support such that
ϕK(x) = 1 for all x ∈ s(K) ∪ t(K). Let ϕKδu : G1 → [0, 1] be the function which
coincides with ϕK on u(G0) and vanishes elsewhere. Then ϕKδu is an element of
the convolution algebra, hence for every cochain Φ ∈ Ck one obtains a continuous
linear map Φˇ : (A⋊G)⊗ k → C∞(G1) by putting
Φˇ(a1 ⊗ · · · ⊗ ak)|K = Φ(ϕKδu ⊗ a1 ⊗ · · · ⊗ ak ⊗ ϕKδu)|K ,
where K runs through the compact subsets of G1. One checks immediately, that Φˇ
is well-defined and continuous indeed. Moreover, it is easy to prove that the map
HOMOLOGY OF FORMAL DEFORMATIONS OF PROPER E´TALE LIE GROUPOIDS 15
ˇ identifies Ck with Hom((A⋊G)⊗ k, C∞(G1)). Having this identification in mind
we now put for every open U ⊂ X :
Kk(U) := Hom((A⋊G)⊗ k, C∞(U1)), U1 := (π ◦ s)
−1(U), (3.2)
where C∞(U1) carries the A⋊G-bimodule structure given by Eq. (3.1). Since the
Hochschild coboundary is functorial with respect to restriction maps, and since the
smooth functions on G1 form a sheaf, K• is a complex of sheaves on X . By the
above identification it is clear that K•(X) can be naturally identified with C•.
Step 2. In this part we prove a localization result for Hochschild (co)homology
of the convolution algebra. To this end we need some more notation. First let us fix
a smooth function ̺ : R → [0, 1] which has support in (−∞, 34 ] and which satisfies
̺(r) = 1 for r ≤ 12 . For ε > 0 we denote by ̺ε the rescaled function r 7→ ̺(
s
ε ).
Next choose a G-invariant metric d on G0 such that d
2 is smooth, and set for every
k ∈ N ∪ {−1}, i = 1, · · · , k1 and ε > 0:
Ψk,i,ε(g0, g1, · · · , gk) =
i−1∏
j=0
̺ε
(
d2(s(gj), t(gj+1))
)
, where gk+1 := g0.
Moreover, put Ψk,ε := Ψk,k+1,ε.
Given a Hochschild chain c resp. a Hochschild cochain F (of degree k) we now
define Ψk,εc ∈ Ck := Ck(A⋊G,A⋊G) resp. Ψ
k,εF ∈ Ck := Ck(A⋊G,A⋊G) as
follows:
(Ψk,εc)(g0, g1, · · · , gk) := Ψk,ε(g0, g1, · · · , gk) · c(g0, g1, · · · , gk),
(Ψk,εF (a1 ⊗ · · · ⊗ ak) (g0) := F
(
Ψk,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak)
)
(g0),
(g0, g1, · · · , gk) ∈ G
k+1, a1, · · · , ak ∈ C
∞
c (G).
One immediately checks then that the operations Ψ•,ε and Ψ
•,ε are both chain
maps on the Hochschild chain resp. cochain complex.
Let us now construct a homotopy between the identity operator and Ψ•,ε resp. Ψ
•,ε.
To this end define maps ηk,i,ε : Ck → Ck+1 for 1 ≤ i ≤ k + 1 and maps ηk,i,ε :
Ck → Ck−1 for 1 ≤ i ≤ k as follows:
ηk,i,ε(c) (g0, g1, · · · , gk+1) =
=
{
Ψk+1,i,ε(g0, g1, · · · , gk+1) · c(g0, · · · , gi−1, gi+1, · · · , gk+1) · δu(gi), i < k + 1,
Ψk+1,k+1,ε(g0, g1, · · · , gk+1) · c(g0, · · · , gk) · δu(gk+1), i = k + 1,
and
ηk,i,ε(F )(a1 ⊗ · · · ⊗ ak−1) (g0) =
=
{
F
(
Ψk,i,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ai−1 ⊗ δu ⊗ ai ⊗ · · · ⊗ ak−1)
)
(g0), i < k,
F
(
Ψk,k,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak−1 ⊗ δu)
)
(g0), i = k.
Hereby, δu ∈ C∞(G) denotes the function
g 7→
{
1, if g = u(x) for some x ∈ G0,
0, else.
By a somewhat lengthy, but straightforward computation one then proves the fol-
lowing result.
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Proposition 3.2. The maps
Hk,ε :=
k+1∑
i=1
(−1)i+1 ηk,i,ε : Ck → Ck+1 and
Hk,ε :=
k∑
i=1
(−1)i+1 ηk,i,ε : Ck → Ck−1
form a homotopy between the identity and the localization morphism Ψ•,ε resp. Ψ
•,ε.
More precisely,
(bk+1Hk,ε +Hk−1,εbk)c = c−Ψ•,εc for all c ∈ Ck, (3.3)
(βk−1Hk,εγ +H
k+1,εβk)F = F −Ψ•,εF for all F ∈ Ck. (3.4)
Sketch of Proof. Let dk,j : Ck → Ck−1 be the face maps of Example 2.6. Then
one easily checks the following commutation relations for i = 1
(dk+1,j ηk,1,ε c) (g0, · · · , gk) =

c(g0, · · · , gk), if j = 0,
(Ψk,1,ε c) (g0, · · · , gk), if j = 1,
(ηk−1,1,ε dk,j−1 c) (g0, · · · , gk), if 1 < j ≤ k + 1,
for i = 2, · · · , k
(dk+1,j ηk,i,ε c) (g0, · · · , gk) =

(ηk−1,i−1,ε dk,j c) (g0, · · · , gk), if 0 ≤ j < i− 1,
(Ψk,i−1,ε c) (g0, · · · , gk), if j = i− 1,
(Ψk,i,ε c) (g0, · · · , gk), if j = i,
(ηk−1,i,ε dk,j−1 c) (g0, · · · , gk), if i < j ≤ k + 1,
and for i = k + 1
(dk+1,j ηk,k+1,ε c) (g0, · · · , gk) =

(ηk−1,k,ε dk,j c) (g0, · · · , gk), if 0 ≤ j < k,
(Ψk,k,ε c) (g0, · · · , gk), if j = k,
(Ψk,k+1,ε c) (g0, · · · , gk), if j = k + 1.
From these commutation relations one immediately derives Eq. (3.3).
Now let us consider the dual case. Let σk,j : Ck → Ck+1, j = 0, · · · , k + 1 be
the face maps of the cosimplicial vector space C•, i.e., let
σk,jF (a1 ⊗ · · · ⊗ ak+1) =

a1 ∗ F (a2 ⊗ · · · ⊗ ak+1), if j = 0,
F (dk+1,j(a1 ⊗ · · · ⊗ ak+1)), if 1 < j < k + 1,
F (a1 ⊗ · · · ⊗ ak) ∗ ak+1, if j = k + 1.
For i = 2, · · · , k and j = 0 one then computes(
ηk+1,i,ε σk,j F )(a1 ⊗ · · · ⊗ ak) (g0) =
=
(
σk,0 F
)
(Ψk+1,i,ε(g
−1
0 ,− · · · ,−) · · · (a1 ⊗ · · · ⊗ ai−1 ⊗ δu ⊗ ai ⊗ · · · ⊗ ak) (g0)
=
∑
h h′=g0
a1(h) · F (Ψk+1,i,ε(g
−1
0 , h,−, · · · ,−) · (a2 ⊗ · · · ⊗ ai−1 ⊗ δu ⊗ ai ⊗ · · · ⊗ ak) (h
′)
=
∑
h h′=g0
a1(h) · F (Ψk,i−1,ε((h
′)−1,−, · · · ,−) · (a2 ⊗ · · · ⊗ ai−1 ⊗ δu ⊗ ai ⊗ · · · ⊗ ak) (h
′)
=
(
σk−1,j ηk,i−1,ε F
)
(a1 ⊗ · · · ⊗ ak) (g0).
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By computations of this type and the corresponding relations in the homology case
one obtains for i = 1
(ηk+1,1,ε σk,j F )(a1 ⊗ · · · ⊗ ak) (g0) =
=

F (a1 ⊗ · · · ⊗ ak) (g0), if j = 0,
F (Ψk,1,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak))(g0), if j = 1,(
σk−1,j−1 ηk,1,ε F
)
(a1 ⊗ · · · ⊗ ak) (g0), if 1 < j ≤ k + 1,
for i = 2, · · · , k
(ηk+1,1,ε σk,j F )(a1 ⊗ · · · ⊗ ak) (g0) =
=

(
σk−1,j ηk,i−1,ε F
)
(a1 ⊗ · · · ⊗ ak) (g0), if 0 ≤ j < i− 1,
F (Ψk,i−1,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak))(g0), if j = i− 1,
F (Ψk,i,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak))(g0), if j = i,(
σk−1,j−1 ηk,i,ε F
)
(a1 ⊗ · · · ⊗ ak) (g0), if i < j ≤ k + 1,
and for i = k + 1
(ηk+1,1,ε σk,j F )(a1 ⊗ · · · ⊗ ak) (g0) =
=

(
σk−1,j ηk,k,ε F
)
(a1 ⊗ · · · ⊗ ak) (g0), if 0 ≤ j < k,
F (Ψk,k,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak))(g0), if j = k,
F (Ψk,k+1,ε(g
−1
0 ,−, · · · ,−) · (a1 ⊗ · · · ⊗ ak))(g0), if j = k + 1.
Using βk =
∑
(−1)jσk,j , these commutation relations immediately entail Eq. (3.4).
✷
Denote by Cεk the subspace of all Hochschild chains with support in the comple-
ment of
Uk+1,ε := {(g0, · · · , gk) ∈ G
k+1 | d2(s(g0), t(g1)) + · · ·+ d
2(s(gk), t(g0))) < ε}
and by Ckε the space of all Hochschild cochains having support in in the complement
of
U˜k+1,ε := {(g0, · · · , gk) ∈ G
k+1 | d2(s(g−10 ), t(g1)) + · · ·+ d
2(s(gk), t(g
−1
0 ))) < ε}.
Moreover, let C0k resp. C
k
0 be the union of all C
ε
k resp. C
k
ε , where ε runs through
all positive real numbers. Then the proposition entails
Corollary 3.3. The subcomplexes C0• and C
•
0 are acyclic. In particular, the quo-
tient maps
C• → C•/C
0
• and C
• → C•/C•0
are quasi-isomorphisms.
Remark 3.4. Originally, Brylinski–Nistor have shown in [BrNi, Prop. 3.2] that
C• → C•/C
0
• is a quasi-isomorphism and used this result to compute the Hochschild
homology HH•(A⋊G).
Remark 3.5. In the case, where G is the Lie groupoid whose objects and arrows
are given by the points of a smooth manifold M , one recovers the well-known
localization scheme for Hochschild homology a` la Teleman [Te]. In the following,
we will freely make use of this fact.
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Step 3. In the third step we restrict our considerations to the case, where G is a
transformation groupoid Γ⋉M of a finite group Γ acting on a smooth manifold M .
Recall that then G1 = Γ×M , G0 =M and that every γ ∈ Γ acts on A := C∞(M)
by
γa(p) = a(γ−1p), where a ∈ A, p ∈M.
Moreover, every element a of the convolution algebra A⋊Γ has a unique represen-
tation of the form
a =
∑
γ∈Γ
fγ δγ , (3.5)
where fγ ∈ A and where fγ δγ is the function which satisfies fγ δγ(γ, p) = fγ(γp)
and vanishes elsewhere. One easily computes that then
f1δγ1 ∗ f2δγ2 = f1(γ1f2) δγ1γ2 for all f1, f2 ∈ A and γ1, γ2 ∈ Γ. (3.6)
Concerning the topological tensor product considered, one should observe in the
following that the completed inductive tensor product A⊗A and the completed
projective tensor product A⊗ˆA coincide, since A is a (nuclear) Fre´chet space.
Lemma 3.6. Let Γ act on the space Hom(A⊗ˆk, A⋊Γ) (of continuous linear maps)
as follows:
(γφ)(f1 ⊗ · · · ⊗ fk) = δγ ∗ φ(γ
−1f1 ⊗ · · · ⊗ γ
−1fk) ∗ δγ−1.
Then the relation
fδe ∗ γφ ∗ f
′δe = γ
(
(γ−1f)δe ∗ φ ∗ (γ
−1f ′)δe
)
(3.7)
holds true for all φ ∈ Hom(A⊗ˆk, A⋊ Γ) and f, f ′ ∈ A.
Proof. The claim is an immediate consequence of Eq. (3.6). 
Consider now the vector spaces Cn,mΓ = Hom(CΓ
m,Hom(A⊗ˆn, A ⋊ Γ)), where
n,m ∈ N. Using the Γ-action on Hom(A⊗ˆk, A ⋊ Γ) from above, the simplicial
structures coming from group cohomology and Hochschild cohomology then induce
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on C•,•Γ the structure of a bicosimplicial vector space as follows (where Ψ ∈ C
m,n
Γ ):
div : C
m,n
Γ → C
m+1,n
Γ , d
i
vΨ(γ1, . . . , γm+1) =
=

γ1(Ψ(γ2, . . . , γm+1)), if i = 0,
Ψ(γ1, . . . , γiγi+1, . . . , γm+1), if 1 ≤ i ≤ m,
Ψ(γ1, . . . , γm), if i = m+ 1,
(3.8)
djh : C
m,n
Γ → C
m,n+1
Γ , d
j
hΨ(γ1, . . . , γm) (f1 ⊗ · · · ⊗ fn+1) =
=

f1δe ∗Ψ(γ1, . . . , γm)(f2 ⊗ · · · ⊗ fn+1), if j = 0,
Ψ(γ1, . . . , γm)(f1 ⊗ · · · ⊗ fj fj+1 ⊗ · · · ⊗ fn+1), if 1 ≤ j ≤ n,
Ψ(γ1, . . . , γm)(f1 ⊗ · · · ⊗ fn) ∗ fn+1δe, if j = n+ 1,
(3.9)
siv : C
m,n
Γ → C
m−1,n
Γ , s
i
vΨ(γ1, . . . , γm−1) =
=
{
Ψ(e, γ1, . . . , γm−1), if i = 0,
Ψ(γ1, . . . , γi, e, γi+1, . . . , γm−1), if 1 ≤ i ≤ m− 1,
(3.10)
sjh : C
m,n
Γ → C
m,n−1
Γ , s
j
hΨ(γ1, . . . , γm)(f1 ⊗ · · · ⊗ fn−1) =
=
{
Ψ(γ1, . . . , γm)(1 ⊗ f1 ⊗ · · · ⊗ fn−1), if j = 0,
Ψ(γ1, . . . , γm)(f1 ⊗ · · · ⊗ fj ⊗ 1⊗ fj+1 ⊗ · · · ⊗ fn−1), if 1 ≤ j ≤ n− 1.
(3.11)
The div (resp. d
j
h) form the vertical (resp. horizontal) face maps of the bicosimplicial
vector space, the siv (resp. s
j
h) the vertical (resp. horizontal) degeneracies. Using
Lemma 3.6 it is easy to show that every vertical structure map commutes with
every horizontal structure map, hence C•,•Γ is a bicosimplicial vector space indeed.
For example, let us show that d0v and d
0
h commute:(
d0vd
0
hΨ
)
(γ1, . . . , γm+1)(f1 ⊗ · · · ⊗ fn+1) =
= δγ1 ∗ (γ
−1
1 f1δe) ∗Ψ(γ2, . . . , γm+1)(γ
−1
1 f2 ⊗ · · · ⊗ γ
−1
1 fn+1) ∗ δγ−11
= f1δe ∗ δγ1 ∗Ψ(γ2, . . . , γm+1)(γ
−1
1 f2 ⊗ · · · ⊗ γ
−1
1 fn+1) ∗ δγ−11
=
(
d0hd
0
vΨ
)
(γ1, . . . , γm+1)(f1 ⊗ · · · ⊗ fn+1) (3.12)
At this point recall that the bicosimplicial space C•,•Γ induces the structure of
a cosimplicial space on the diagonal C•Γ := diag(C
•,•
Γ ) (see [We, Sec. 8.5]). Its
structure maps are given by di = dih d
i
v and s
i = sih s
i
v.
Proposition 3.7. Define for every Φ ∈ Ck(A ⋊ Γ, A ⋊ Γ) an element Φˆ ∈ CkΓ =
Hom
(
CΓk,Hom(Ak, A⋊ Γ)
)
as follows:
Φˆ (γ1, . . . , γk)(f1 ⊗ · · · ⊗ fk) =
= Φ
(
(γ1 γ2 . . . γkf1)δγ1 ⊗ (γ2 . . . γkf2)δγ2 ⊗ · · · ⊗ (γkfk)δγk
)
. (3.13)
Then ˆ : C•(A⋊ Γ, A⋊ Γ)→ C•Γ is a cosimplicial map.
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Proof. Denote by bi the face maps of Hochschild cohomology, which act on a cochain
Φ ∈ Ck(A⋊ Γ, A⋊ Γ) as follows:
biΦ (f1δγ1 ⊗ · · · ⊗ fk+1δγk+1) =
=

f1δγ1 ∗ Φ(f2δγ2 ⊗ · · · ⊗ fk+1δγk+1) if i = 0
Φ(f1δγ1 ⊗ · · · ⊗ fi(γifi+1)δγiγi+1 ⊗ · · · ⊗ fk+1δγk+1) if 1 ≤ i < k,
Φ(f1δγ1 ⊗ · · · ⊗ fkδγk) ∗ fk+1δγk+1 if i = n
(3.14)
Then compute for 1 ≤ i < k:
(biΦ)ˆ (γ1, . . . , γk+1) (f1 ⊗ · · · ⊗ fk+1) =
= biΦ
(
(γ1 . . . γk+1f1)δγ1 ⊗ · · · ⊗ (γk+1fk+1)δγk+1
)
= Φ
(
(γ1 . . . γk+1f1)δγ1 ⊗ · · · ⊗ (γi γi+1 . . . γk+1(aiai+1))δγiγi+1 ⊗ . . .⊗ γkf1)
)
= divd
i
h Φˆ(γ1, . . . , γk+1)(a1 ⊗ · · · ⊗ ak+1). (3.15)
By a similar computation one shows that ˆ preserves all the other face and the
degeneracy maps. This proves the claim. 
We now have the tools to show the following result.
Proposition 3.8. (Cf. [CaGiWi, Prop. 4.1]) Let Γ be finite group acting by dif-
feomorphisms on the manifold M , and A the Fre´chet algebra of smooth functions
on M . Then the Hochschild cohomology H•(A,A ⋊ Γ) carries a natural Γ-action
such that
H•(A⋊ Γ, A⋊ Γ) ∼= H•(A,A⋊ Γ)Γ. (3.16)
On the level of cochains, this isomorphism is induced by the following chain map:
Ck(A⋊ Γ, A⋊ Γ)→ Ck(A,A⋊ Γ), F 7→
(
a1 ⊗ . . .⊗ ak 7→ F (a1δe ⊗ . . .⊗ akδe)
)
,
(3.17)
where aiδe denotes the smooth function on Γ ×M which coincides with ai on the
unit space u(M) and vanishes elsewhere.
Proof. By the Eilenberg-Zilber Theorem one has
H• diag(C•,•Γ ) = H
•(TotC•,•Γ ).
Moreover, there is a spectral sequence
Em,n1 = H
n
h (C
•,m
Γ ), E
m,n
2 = H
m
v H
n
h (C
•,•
Γ ) ⇒ H
m+n diag(C•,•Γ ).
Now recall that the group cohomology of a finite group vanishes in degrees ≥ 1.
Using the Γ-action from Lemma 3.6 we thus obtain the following chain of natural
isomorphisms:
Hn(A⋊ Γ, A⋊ Γ) ∼= Hn diag(C
•,•
Γ )
∼= H0vH
n
h (C
•,•
Γ ) =
(
H•(A,A⋊ Γ)
)Γ
. (3.18)
This proves the first claim; the second is a direct consequence of Prop. 3.7 and the
spectral sequence argument leading to Eq. (3.16). 
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Corollary 3.9. Let Γ,M,A as above and Ac := C∞c (M) the algebra of smooth
functions with compact support on M . Then there exists a commutative diagram of
canonical isomorphisms:
HHk(A⋊ Γ, A⋊ Γ) HHk(Ac ⋊ Γ, Ac ⋊ Γ)
HHk(A,A ⋊ Γ)Γ HHk(Ac, Ac ⋊ Γ)
Γ.
❄
✲
❄
✲
Proof. Using the identification ˇ of the first step one checks that the following
morphisms are chain maps:
Ck(A⋊ Γ, A⋊ Γ)→ Hom
(
(Ac ⋊ Γ)
⊗ k, A⋊ Γ
)
∼= Ck(Ac ⋊ Γ, Ac ⋊ Γ)
F 7→
(
(Ac ⋊ Γ)
⊗ k ∋ a1 ⊗ . . .⊗ ak 7→ F (a1 ⊗ . . .⊗ ak) ∈ A⋊ Γ
)
,
and
Ck(A,A⋊ Γ)→ Hom
(
A⊗ kc , A⋊ Γ
)
∼= Ck(Ac, Ac ⋊ Γ)
F 7→
(
A⊗ kc ∋ f1 ⊗ . . .⊗ fk 7→ F (f1 ⊗ . . .⊗ fk) ∈ A⋊ Γ
)
.
With the help of the localization maps Ψ•,ε (associated to a complete Γ-invariant
metric d on M) and an appropriate invariant smooth partition of unity on M one
can construct quasi-inverses to the chain maps C•(A⋊Γ, A⋊Γ)→ C•(Ac⋊Γ, Ac⋊Γ)
and C•(A,A ⋊ Γ) → C•(Ac, Ac ⋊ Γ). Thus, the two horizontal arrows in the
above diagram are isomorphisms. The left vertical arrow is an isomorphism by
the preceding proposition, hence the induced right vertical arrow has to be an
isomorphism as well. 
Step 4. According to Prop. 3.8, it suffices to compute the (invariant part
of the) cohomology of the cochain complex C•(A,A ⋊ Γ), if G is a translation
groupoid Γ ⋉M . To this end we specialize the situation further and assume that
M is an open Γ-invariant neighborhood of the origin of some finite dimensional
linear Γ-representation space V . We choose a Γ-invariant scalar product on V and
orthonormal linear coordinates x1, . . . , xn of V such that x1, . . . , xlγ span the fixed
point space V γ and xlγ+1, . . . , xn span W , the subspace orthogonal to V
γ . We
assume further that M has the form Mγ ×N with Mγ an open ball in V γ and N
an open ball in W .
For the computation of H•(A,A ⋊ Γ) we will use the (topologically projective)
resolution of A given by the Koszul complex (K•, ∂) associated to the regular se-
quence (x1 ⊗ id − id ⊗ x1, . . . , xn ⊗ id − id ⊗ xn) in A⊗ˆA. More precisely, the
resolution of A by K• has the form
0 −→ A⊗ˆA⊗ ΛnV ∗
∂
−→ · · ·
∂
−→ A⊗ˆA⊗ ΛkV ∗
∂
−→ · · ·
∂
−→ A⊗ˆA
m
−→ A−→ 0
with differential ∂ : A⊗ˆA⊗ ΛkV ∗ → A⊗ˆA⊗ Λk−1V ∗ given by
f1 ⊗ f2⊗ dxi1 ∧ . . . ∧ dxik 7→
k∑
j=1
(−1)j(xij f1 ⊗ f2 − f1 ⊗ xijf2)⊗ dxi1 ∧ . . . ∧ d̂xij ∧ . . . ∧ dxik .
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Let us provide another description of the Koszul complex (K•, ∂). Denote by Ek
the pull-back bundle pr∗2(Λ
kT ∗M), where ΛkT ∗M is the exterior product of the
cotangent bundle of M , and pr2 : M ×M → M is the projection on the second
coordinate. Then the vector field
ξ :M ×M → V, (p, q) 7→ ξ(p, q) =
n∑
i=1
(
xi(p)− xi(q)
) ∂
∂xi
, (3.19)
comprises a section of E∗1 which does not vanish outside the diagonal. Moreover,Kk
can be naturally identified with the sectional space Γ∞(Ek), and ∂ is the insertion
of the vector field ξ.
The cohomology H•(A,A⋊Γ) now is given as the direct sum over the elements
γ ∈ Γ of the cohomologies of the cochain complexes
(
Hom(K•, Aγ), ∂
∗
)
, where Aγ
coincides with A as a Fre´chet space and carries the following A-bimodule structure:
(f1 ∗ a ∗ f2)(p) = f1(γp) a(p) f2(p) for all p ∈M , a ∈ Aγ , f1, f2 ∈ A. (3.20)
This entails immediately that for every natural k there is a canonical isomorphism
ηk : Γ
∞(ΛkTM)→ HomA−A(Kk, Aγ), τ 7→ η(τ),
which is uniquely determined by the relation
η(τ)(ω) = 〈∆∗γω, τ〉 for all ω ∈ Γ
∞(Ek).
Hereby, 〈−,−〉 : Ωk(M) × ΛkTM → C∞(M) denotes the canonical fiberwise pair-
ing, ∆γ : M → M × M is the embedding p 7→ (γp, p), and ∆
∗
γω is defined by
〈∆∗γω(p), v〉 = 〈ω(∆γ(p)), v〉 for every p ∈ M and v ∈ TpM ∼= V . Clearly, ηk is in-
jective. Let us show that it is surjective as well. Let F be a continuous A-bimodule
map from Γ∞(Ek) to Aγ and define for all multiindices 1 ≤ i1 < . . . < ik ≤ n
coefficients τi1,...,ik by τi1,...,ik := F
(
pr∗2(dxi1 ∧ . . . ∧ dxi1 )
)
. Then η maps the
multivectorfield
τ :=
∑
i1<...<ik
τi1,...,ik
∂
∂xi1
∧ . . . ∧
∂
∂xin
to F , hence η is surjective.
Now let κ be the vector field on M defined by
κ(p) = ξ(γp, p) =
n∑
i=lγ+1
(
xi(γp)− xi(p)
) ∂
∂xi
. (3.21)
Under the isomorphism η, the cohomological differential ∂∗ corresponds to the
operation κ ∧ −. To check this, let ω ∈ Γ∞(Ek+1) and compute:(
∂∗η(τ)
)
(ω) = η(τ) (iξω) = 〈∆
∗
γiξω, τ〉 = 〈i
∗
κ∆
∗
γω, τ〉 = 〈∆
∗
γω, κ∧ τ〉 = η(κ∧ τ)(ω),
which proves the claim. Hence it remains to determine the cohomology of the
cochain complex
(Γ∞(Λ•TM), κ ∧ −). (3.22)
But this complex is a dual Koszul complex. To compute its cohomology observe
first that the decomposition V = V γ⊕W induces a decomposition of the alternating
multivector fields on M as follows:
Γ∞Λk(TM) ∼=
k⊕
p=0
Λp(V γ)⊗ Γ∞(Λk−p pr∗N TN)), (3.23)
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where prN : M → N is the projection onto N along M
γ . Under this isomor-
phism, the differential κ ∧ − acts only on the second components. Hence one
can interpret the cohomology of (3.22) as the total cohomology of the double
complex Dp,q = Λp(V γ) ⊗ Γ∞(Λq pr∗N TN)), which has 0-differential in the p-
direction and differential κ ∧ − in q-direction. Since pr∗N TN is a trivial vec-
tor bundle with fiber dimension n − lγ , the sectional space Γ∞(Λq pr∗N TN) is
isomorphic to C∞(M) ⊗ ΛqRn−lγ . Together with Eq. (3.21) this implies that(
Γ∞(Λq pr∗N TN), κ ∧ −
)
is the dual Koszul complex of the algebra C∞(M) as-
sociated to the regular sequence
(γ−1xlγ+1 − xlγ+1, . . . , γ
−1xn − xn). (3.24)
The cohomology of this dual Koszul complex is well-known (cf. [Ei, Sec. 17.2]). It
does not vanish only for q = n−lγ , where it is given as the quotient of C∞(M) by the
(closed) ideal generated by the regular sequence (3.24), i.e., by the algebra C∞(Mγ).
Using the spectral sequence of the double complex Dp,q one then concludes that
Hk(A,Aγ) ∼= H
k(Γ∞(Λ•TM), κ ∧ −) ∼= Γ∞(Mγ ,Λk−n+lγTMγ). (3.25)
Using a standard localization argument for Hochschild cohomology (see Remark
3.5) one now infers from this equation and Prop. 3.8 the following result.
Proposition 3.10. Let Γ be a finite group acting on a smooth manifold M . Then
the Hochschild cohomology Hk(A⋊ Γ, A⋊ Γ) can be naturally identified as follows
with spaces of invariant multivectorfields:
Hk (A⋊ Γ, A⋊ Γ) ∼= Hk(A,A⋊ Γ)Γ =
=
⊕
<γ>∈Conj(Γ)
⊕
Mγα∈Comp(Mγ )
Γ∞
(
Mγα ,Λ
k−dimM+dimMγαTMγα
)Z(γ)
, (3.26)
where Conj(Γ) is the set of conjugacy classes of Γ, Comp(Mγ) the set of connected
components of Mγ, and Z(γ) ⊂ Γ the centralizer of γ in Γ.
Step 5. From now on we consider again the general case of a proper e´tale Lie
groupoid and use all the previous results to prove the following main theorem.
Theorem 3.11. Let G be a proper e´tale Lie groupoid. Then the Hochschild coho-
mology of the convolution algebra A⋊G with values in A⋊G is naturally given as
follows:
Hk(A⋊G,A⋊G) ∼=
⊕
O∈Sec(G)
Γ∞inv
(
Λk−ℓ(O)TO
)
, (3.27)
where the sum is taken over the sectors of G.
Proof. Consider the complex K• of sheaves on the orbit space X constructed in
Step 1., and define a second sheaf complex H• on X (with differential the zero
map) as follows:
Hk(U) :=
⊕
O∈Sec(G)
Γ∞inv
(
O ∩ ΛU0,Λ
k−ℓ(O)TO
)
,
where U runs through the open subsets of X and ΛU0 := (π ◦β ◦ s)−1(U). Observe
now that both sheaf complexes K• and H• are fine, since the sheaf of smooth
functions on the orbifold X is fine. Moreover, note that the global section space of
the cohomology sheaf of K• is the cohomology we want to compute and that H•(X)
is the graded vector space we claim the cohomology to coincide with. Hence, if one
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can construct a morphism of sheaf complexes Ξ• : K• → H• which locally is a
quasi-isomorphism, the claim is proved by [Sp, Chap. 6, Sec. 8, Thm. 9]. Thus it
remains to construct Ξ and prove that, locally, Ξ is a quasi-isomorphism. Before
we come to the details of the construction we need two lemmas.
Lemma 3.12. Assume U ⊂ X to be open, let U0 := π−1(U) and U1 := (π◦s)−1(U).
Denote by G|U1 the restriction of the groupoid G to U1 and let C
∞
U0
be the G|U1-sheaf
of smooth functions on U0. Then the embedding C∞U0 ⋊ G|U1 →֒ A ⋊ G induces a
quasi-isomorphism
K•(U)→ C•
(
C∞U0 ⋊G|U1 , C
∞(U1)
)
. (3.28)
Proof of the Lemma. Note first that C•
(
C∞c (U0) ⋊ G|U1 , C
∞(U1)
)
is the global
section space of the sheaf complex K•U , which for V ⊂ U open and k ∈ N has section
space
KkU (V ) := Hom
(
(C∞U0 ⋊G|U1)
⊗ˆk, C∞(V1)
)
, V1 := (π ◦ s)
−1(V ),
and which has the Hochschild coboundary as its differential. Note also that K•U and
the restriction K•|U of K
• to U are both complexes of fine sheaves, since the sheaf
of smooth functions on X is fine. If we can now show that the natural morphism
of sheaf complexes K•|U → K
•
U is locally a quasi-isomorphism the claim is proved
by [Sp, Chap. 6, Sec. 8, Thm. 9].
To verify this it suffices to check that K•|U (V )→ K
•
U (V ) is a quasi-isomorphism
for every relatively compact connected open subset V ⊂ U . To this end choose a
complete metric dX on X and a complete metric d on G0 (for which d
2 is smooth)
such that d(x, y) ≥ dX(π(x), π(y)) for all x, y ∈ G0. By the assumptions on V ,
there exists an ε > 0 such that
d(t(g), t(h)) ≥ dX(π(t(g), π(t(h)) > ε for all g ∈ V1 and h ∈ G1 \ U1. (3.29)
Moreover, since the preconditions of Step. 2 are satisfied, we have the localization
functions Ψk,ε at our disposal. With their help define now for every N ∈ N∗ chain
maps Θ≤NV : K
≤N
U (V )→ K
≤N (V ) between the cut-off chain complexes as follows:
ΘkV (F )(a1 ⊗ . . .⊗ ak) (g0) = F
(
Ψk,ε/N (g
−1
0 ,−, . . . ,−) · (a1 ⊗ . . .⊗ ak)
)
(g0),
where k ≤ N , F ∈ KkU (V ), a1, . . . , ak ∈ A⋊G and g0 ∈ V1. By (3.29) one concludes
that
Ψk,ε/N (g
−1
0 , g1, . . . , gk) · a1(g1) · . . . · ak(gk) = 0,
if g0 ∈ V1 and g1, . . . , gk ∈ G1 with some gi ∈ G \ U1, hence ΘkV (F ) is well-
defined indeed for k ≤ N . Prop. 3.2 now entails that K•|U (V )→ K
•
U (V ) is a quasi-
isomorphism in degrees k < N . Since N was arbitrary, it is a quasi-isomorphism
in all degrees, and the claim follows. ✷
Since G is a proper e´tale Lie groupoid, there exists for every point x˜ ∈ G0 an
open contractible neighborhood Mx˜ ⊂ G0, a smooth action of the isotropy Gx˜ on
Mx˜ ⊂ G0 and a monomorphism of groupoids
ιx˜ : Gx˜ ⋉Mx˜ →֒ G
which induces a Morita equivalence of groupoids from Gx˜ ⋉Mx˜ to the restricted
groupoid G|Ux˜,1 , where Ux˜ := π(Mx˜) and Ux˜,1 = (π ◦ s)
−1(Ux˜).
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Lemma 3.13. The Morita equivalence ιx˜ gives rise to a quasi-isomorphism
ι∗ : K•Ux˜(Ux˜)→ C
•
(
C∞c (Mx˜)⋊Gx˜, C
∞(Mx˜)⋊Gx˜
)
(3.30)
which associates to every F ∈ KkUx˜(Ux˜) the cochain
ι∗(F ) :
(
C∞c (Mx˜)⋊Gx˜
)⊗ˆk
→ C∞(Mx˜)⋊Gx˜,
a1 ⊗ . . .⊗ ak 7→ F (ι∗a1 ⊗ . . .⊗ ι∗ak)|Mx˜ ,
where we have put for a ∈ C∞c (Mx˜)⋊Gx˜ and g ∈ Ux˜,1
ι∗(a)(g) =
{
a(ι−1x˜,1(g)), if g ∈ im ιx˜,
0, else.
Proof of the Lemma. For the proof of the claim we use the language of Hilsum-
Skandalis maps (i.e biprincipal bundles) and their associated Morita bimodules as
explained in [Mr]. As shown in [Mr, Sec. 1], the Morita equivalence ι : Gx˜⋉Mx˜ →֒
GUx˜ induces a principal Gx˜-G|Ux˜,1-bibundle 〈ι〉 as follows:
〈ι〉 = {(g, p) ∈ G1 ×Mx˜ | s(g) = p} ∼= {g ∈ G1 | s(g) ∈Mx˜},
G1 ×G0 〈ι〉 → 〈ι〉, (g
′, g) 7→ g′g,
〈ι〉 ×Mx˜ (Gx˜ ⋉Mx˜)→ 〈ι〉, (g, γ, p) 7→ g · ι(γ, p).
Then, by [Mr, Sec. 2], the locally convex topological vector space C∞c (〈ι〉) carries the
structure of a
(
C∞c (Ux,0) ⋊G|Ux,1
)
-
(
C∞c (Mx˜) ⋊Gx˜
)
-bimodule and forms a Morita
equivalence between these two algebras. Now, the chain map ι∗ is induced by
this Morita equivalence, as one checks by an immediate but somewhat tedious
computation (see [Lo, Sec. 1.2]). Hence, ι∗ is a quasi-isomorphism. ✷
Now we come back to the construction of the morphism of sheaf complexes Ξ.
Let U ⊂ X be open, and choose for every x ∈ U an open neighborhood Ux ⊂ U , a
point x˜ ∈ π−1(x) together with an open neighborhood Mx˜ ⊂ G0, an action of the
isotropy group Gx˜ on Mx˜ and, finally, a Morita equivalence of Lie groupoids
ιx˜ : Gx˜ ⋉Mx˜ → G|Ux,1 .
Then one has for every one of the Ux a sequence of natural chain maps:
K•(U) −→ K•(Ux)
q.i.
−→ K•Ux(Ux)
ι∗x˜−→ C•
(
C∞c (Mx˜ ⋊Gx˜), C
∞(Mx˜)⋊Gx˜
)
−→
−→ C•
(
C∞c (Mx˜), C
∞(Mx˜)⋊Gx˜
)
−→ Γ∞(Λ•TMx˜) −→
−→
⊕
γ∈Gx˜
⊕
Mγ
x˜,α
∈Comp(Mγ
x˜
)
Γ∞(Λ•−dimG+dimM
γ
x˜,αTMγx˜,α) −→
−→
⊕
<γ>∈ConjGx˜
⊕
Mγx˜,α∈Comp(M
γ
x˜ )
Γ∞(Λ•−dimG+dimM
γ
x˜,αTMγx˜,α)
Z(γ) ∼= H•(Ux),
(3.31)
where the arrow in the last line is the projection onto the invariant part obtained
by averaging over Gx˜. By naturality of all constructions involved one checks that
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for all x, y ∈ U the following diagram commutes:
K•(U) H•(Uy)
H•(Ux) H
•(Ux ∩ Uy).
❄
✲
❄
✲
Hence, by the sheaf property of H• one can glue together these maps to a chain
map Ξ(U) : K•(U)→ H•(U). By construction, the Ξ(U) commute with restriction
maps, hence one obtains a morphism of sheaf complexes Ξ : K• → H•. By the
above lemmas and Steps 3. and 4. it is clear that for every x ∈ U the chain map
Ξ(Ux) : K•(Ux) → H•(Ux) has to be a quasi-isomorphism. This finishes the last
part of the proof and thus entails the claim. 
4. Noncommutative Poisson homology
This section is divided into two parts. In the first part, we introduce a Poisson
homology for a noncommutative Poisson algebra. In the second part, we calculate
this homology for the Poisson algebra constructed from a Poisson structure on a
proper e´tale Lie groupoid (recall Sec. 2.7 for definitions).
4.1. Poisson homology. In [Br], Brylinski defined Poisson homology on a Poisson
manifold (M,Π) as the homology of the complex bΠ : Ω
•(P )→ Ω•−1(P ), where
bΠ(f0 df1 ∧ df2 ∧ · · · ∧ dfk) =
k∑
j=1
(−1)j−1d{f0, fj} df1 ∧ · · · ∧ d̂f j ∧ · · · ∧ dfk+
+
∑
i<j
(−1)i+j−1f0 d{fi, fj} ∧ df1 · · · ∧ d̂f i ∧ · · · ∧ d̂f j · · · ∧ dfk.
(4.1)
In the following, we define a noncommutative analog of this Poisson homology.
Like in the manifold case, we start from a Poisson structure [Π] ∈ HH2(A,A) of
the algebra A and let it act on HH•(A), the noncommutative analog of differential
forms. Before we introduce the precise definition, we first recall a well-known action
of the Hochschild cochains on Hochschild chains.
Definition 4.1. For an element ϕ ∈ Ck(A,A), define dϕ : Cn(A) → Cn−k+1(A)
by dϕ(a0 ⊗ a1 ⊗ · · · ⊗ an) :=
n−k+1∑
i=0
(−1)i(k−1)a0 ⊗ · · · ⊗ ϕ(ai ⊗ · · · ⊗ ai+k−1)⊗ · · · ⊗ an +
+
k∑
i=2
(−1)(n−k+i)(k−i+1)ϕ(an−k+i ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ai−2)⊗ · · · ⊗ an−k+i−1.
Theorem 4.2. For φ ∈ Ck(A,A), ψ ∈ Cl(A,A), we have
dφ ◦ dψ − (−1)
(k−1)(l−1)dψ ◦ dφ = d[φ,ψ].
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Proof. We prove this property on a0 ⊗ a1 ⊗ · · · ⊗ an.
(1) dφ ◦ dψ(a0 ⊗ a1 ⊗ · · · ⊗ an) =
=
∑n−l+1
i=0 (−1)
i(l−1)dφ
(
a0 ⊗ · · · ⊗ ψ(ai ⊗ ai+1 ⊗ · · · ⊗ ai+l−1)⊗ · · ·
)
+
+
∑l
i=2(−1)
(n−l+i)(l−i+1)
dφ
(
ψ(an−l+i ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ai−2)⊗ ai−1 ⊗ · · · ⊗ an−l+i−1
)
=
∑n−l+1
i=0 (−1)
i(l−1)
(∑i−k
j=0(−1)
j(k−1)(
a0 ⊗ · · · ⊗ φ(aj ⊗ · · · ⊗ aj+k−1)⊗ · · · ⊗ ψ(ai ⊗ · · · ⊗ ai+l−1)⊗ · · ·
)
+
+
∑i
j=i−k+1(−1)
j(k−1)(
a0 ⊗ · · · ⊗ aj−1 ⊗ φ(aj ⊗ · · · ⊗ ψ(ai ⊗ · · · ⊗ ai+l−1)⊗ · · · ⊗ ai+k+l−2)⊗ · · ·
)
+
+
∑n
i=j+k+l−1(−1)
(j−k+1)(l−1)(
a0 ⊗ · · · ⊗ ψ(aj ⊗ · · · ⊗ aj+l−1)⊗ · · · ⊗ φ(ai ⊗ · · · ⊗ ai+k−1)⊗ · · ·
))
+
+
∑l
i=2(−1)
(n−l+i)(l−i+1)((
φ(ψ(an−l+i ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ai−2)⊗ ai−1 ⊗ · · · ⊗ ai+k−2)⊗ ai+k−1 ⊗ · · ·
)
+
+
∑n−l+i−k
j=i−1 (−1)
(i−j)(k−1)(
ψ(an−l+i ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ ai−2)⊗ ai−1 ⊗ · · · ⊗ φ(aj ⊗ · · · ⊗ aj+k−1)⊗ · · ·
)
+
+
∑n−l+i−1
j=n−l+i−k+1(−1)
(n−l+i−j)(j−i+1)(
φ(aj ⊗ · · · ⊗ ψ(an−l+i ⊗ · · · ⊗ ai−2)⊗ · · · ⊗ aj+k+l−n−3)⊗ · · ·
))
.
(2) dψ ◦ dφ(a0 ⊗ a1 ⊗ · · · ⊗ an) =
=
∑n−k+1
j=0 (−1)
j(k−1)
(∑j−l
i=0(−1)
i(l−1)(
a0 ⊗ · · · ⊗ ψ(ai ⊗ · · · ⊗ ai+l−1)⊗ · · · ⊗ φ(aj ⊗ · · · ⊗ aj+k−1)⊗ · · ·
)
+
+
∑j
i=j−l+1(−1)
i(l−1)(
a0 ⊗ · · · ⊗ ai−1 ⊗ ψ(ai ⊗ · · · ⊗ φ(aj ⊗ · · · ⊗ aj+k−1)⊗ · · · ⊗ aj+l+k−2)⊗ · · ·
)
+
+
∑n
j=i+l+k−1(−1)
(i−l+1)(k−1)(
a0 ⊗ · · · ⊗ φ(ai ⊗ · · · ⊗ ai+k−1)⊗ · · · ⊗ ψ(aj ⊗ · · · ⊗ aj+l−1)⊗ · · ·
))
+
+
∑k
j=2(−1)
(n−k+j)(k−j+1)((
ψ(φ(an−k+j ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ aj−2)⊗ aj−1 ⊗ · · · ⊗ aj+l−2)⊗ aj+l−1 ⊗ · · ·
)
+
+
∑n−k+j−l
i=j−1 (−1)
(j−i)(l−1)(
φ(an−k+j ⊗ · · · ⊗ an ⊗ a0 ⊗ · · · ⊗ aj−2)⊗ aj−1 ⊗ · · · ⊗ ψ(ai ⊗ · · · ⊗ ai+l−1)⊗ · · ·
)
+
+
∑n−k+j−1
i=n−k+j−l+1(−1)
(n−k+j−i)(i−j+1)(
ψ(ai ⊗ · · · ⊗ φ(an−k+j ⊗ · · · ⊗ aj−2)⊗ · · · ⊗ ai+l+k−n−3)⊗ · · ·
))
.
(3) dφ ◦ dψ − (−1)(k−1)(l−1)dψ ◦ dφ.
Note that there are two types of terms:
(a)
(
· · · ⊗ φ(· · · )⊗ · · · ⊗ ψ(· · · )⊗ · · ·
)
or
(
· · · ⊗ ψ(· · · )⊗ · · · ⊗ φ(· · · )⊗ · · ·
)
.
(b)
(
· · · ⊗ φ(· · ·ψ(· · · ))⊗ · · ·
)
or
(
· · · ⊗ ψ(· · ·φ(· · · ))⊗ · · ·
)
.
For type (a), they appear in both dψ ◦ dφ and dφ ◦ dψ , and differ by the sign
(−1)(k−1)(l−1). Therefore, they get cancelled in the sum. For type (b), terms like(
· · · ⊗ φ(· · ·ψ(· · · ) · · · )⊗ · · ·
)
appear in dφ ◦ dψ, while terms like(
· · · ⊗ ψ(· · ·φ(· · · ) · · · )⊗ · · ·
)
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appear in dψ ◦ dφ. They come out in pairs. It is straightforward to check that their
signs match with those of d[φ,ψ]. Therefore, we conclude that
dφ ◦ dψ − (−1)
(k−1)(l−1)dψ ◦ dφ = d[φ,ψ].

Remark 4.3. Definition 4.1 is a special case of a general theory of Nest and Tsygan
[NeTs99] of operations on Hochschild and cyclic complexes. Moreover, Theorem 4.2
shows that by Definition 4.1 one obtains an L∞-module structure for the differential
graded Lie algebra (C•(A,A), β, [ , ]) and also a Lie module structure on HH•(A)
for the super Lie algebra (H•(A,A), [ , ]).
On an associative algebra A, there is a natural 2-cocycle m associated to the
multiplication defined by m(a1 ⊗ a2) = a1a2. It is easy to check that dm is the
Hochschild differential on C•(A), so we will simply write b instead of dm.
By taking φ = m, ψ = Π, where Π ∈ Z2(A,A) is a representative of the Poisson
structure π, Theorem 4.2 now gives
b ◦ dΠ + dΠ ◦ b = d[m,Π] = dβ(Π) = 0.
Therefore, dΠ descends to homology and gives rise to a mapHH•(A)→ HH•−1(A).
By taking φ = ψ = Π and using that [Π,Π] = β(Θ) for some Hochschild 1-cochain
Θ, we get
2dΠ ◦ dΠ = d[Π,Π] = dβ(Θ) = b ◦ dΘ + dΘ ◦ b.
This proves that d2Π = 0 in HH•(A). Finally, we obtain for φ = m, ψ = β(η)
b ◦ dη − dη ◦ b = d[m,η] = dβ(η) = dψ ,
which shows that two representatives of the Poisson structure define the same ho-
mology in HH•(A). In other words this means that noncommutative Poisson ho-
mology defined below depends only on the Poisson structure [Π] ∈ H2(A,A) and
not on the particular choice of a representative Π ∈ Z2(A,A).
Definition 4.4. For a noncommutative Poisson structure [Π] on an associative
algebra A, its Poisson homology is defined as the homology of the differential com-
plex dΠ : HH•(A) → HH•−1(A), where Π is a cocycle representing the Poisson
structure.
In the case of a Poisson manifold M , our definition of the Poisson homology on
the Hochschild homology of C∞c (M) is compatible with the one defined on differ-
ential forms by Brylinski.
Proposition 4.5. Let M be a Poisson manifold with Poisson bivector Π, and
Ac = C∞c (M) the algebra of compactly supported smooth functions together with
the noncommutative Poisson structure induced by Π. Then the following diagram
commutes:
HHk(Ac) Ωkc(M)
HHk−1(Ac) Ωk−1c (M),
❄
dΠ
✛ ǫk
❄
2(k−1)!bΠ
✲πk−1
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where bΠ is Brylinski’s Poisson differential, ǫk is the antisymmetrization map de-
fined as follows
ǫk(f0df1 ∧ · · · ∧ dfk) :=
∑
σ∈Sk
sgn(σ) f0 ⊗ fσ−1(1) ⊗ fσ−1(2) ⊗ · · · ⊗ fσ−1(k),
and πk−1 is the projection defined by
πk−1(f0 ⊗ f1 ⊗ · · · ⊗ fk−1) := f0df1 ∧ · · · ∧ dfk−1.
Since ǫk resp. πk gives rise to an isomorphism between HHk(Ac) and Ω
k
c(M), these
maps also induce an isomorphism between the Poisson homologies by the above
diagram.
Proof. See Theorem 3.1.1 in [Br] and also [BrGe]. 
Morita equivalence is an important notion in the study of algebras by methods
of noncommutative geometry. In the rest of this section, we will briefly look at
Morita invariance of Poisson homology. With respect to Poisson geometry, there
exists quite some work on the invariance of Poisson (co)homology under (weak)
Morita equivalences between Poisson manifolds (cf. [Xu]). In this paper we will now
consider algebraic versions of Morita invariance within noncommutative Poisson
homology.
It is well-known that Morita equivalent algebras have isomorphic Hochschild
(co)homologies (see [Lo] 1.2.4, 1.2.7 and 1.5.6).
Proposition 4.6. A Morita equivalence bimodule between algebras with local units
A and B defines an isomorphism between the sets of Poisson structures.
Proof. The Hochschild cohomology Hk(A,A) is isomorphic to ExtkAe(A,A). In
[Ke], Keller shows that for derived equivalent algebras (which is more general than
Morita equivalence), the canonical isomorphism defined by tensoring an extension
by the equivalent bimodule preserves the corresponding G-brackets. This result im-
plies that a Morita equivalence bimodule between A and B defines an isomorphism
between H•(A,A) and H•(B,B) as Lie algebras, which induces an isomorphism
on the sets of corresponding Maurer-Cartan elements. We know that in H•(A,A)
and H•(B,B) Maurer-Cartan elements are Poisson structures. Therefore, we have
isomorphic sets of Poisson structures. 
Proposition 4.7. Under the isomorphism between the Hochschild cohomologies of
Prop. 4.6, the corresponding noncommutative Poisson structures have isomorphic
Poisson homologies.
Proof. Consider the following diagram
HH•(A) HH•−1(A)
HH•(B) HH•−1(B)
✲d
A
Π
❄
✻
σ•
❄
✻
σ•−1
✲d
B
Π
where σ• is an isomorphism constructed by a Morita equivalence. The claim of the
proposition says that the above diagram commutes. The proof of this goes along
the same lines as the proof of [Lo](1.2.7). Instead of working out the general case,
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we will only look at the special case where B = Mn(A), the n× n matrix algebra
of A.
For A and Mn(A), following (1.2.4) of Loday [Lo], we define σk : HHk(A) →
HHk(Mn(A)) as follows (where E
a
11 denotes the matrix with a at the (1, 1) position
and 0 elsewhere)
σk(a0 ⊗ a1 ⊗ · · · ak) := E
a0
11 ⊗ E
a1
11 ⊗ · · · ⊗ E
ak
11 ,
and a generalized trace map tr : HHk(Mn(A))→ HHk(A) by
tr(a0 ⊗ a1 · · · ⊗ ak) := (a0)i0i1 ⊗ (a1)i1i2 ⊗ · · · ⊗ (ak)iki0 .
It is shown in (1.2.4) of [Lo] that both tr and σ• induce isomorphisms in
Hochschild homology, and that their dual versions give rise to isomorphisms in
cohomology. Under the corresponding isomorphisms in Hochschild cohomology, a
Poisson structure Π on A is transformed to Π˜, a Poisson structure on Mn(A), by
the following formula
Π˜ (a, b) =
(∑
l
Π
(
ail, blj
))
ij
.
One can easily show that Π˜ is a Poisson structure on Mn(A) indeed.
Since σ and tr are inverse to each other, the claim is proved, if one can show
that dΠ = tr ◦dΠ˜ ◦ σ. But this formula is obvious from the definition of Π˜. 
Remark 4.8. To prove Morita invariance for noncommutative Poisson structures
in general, one has to construct chain homotopies which entail the above diagram
to be commutative. The corresponding constructions are similar to those of (1.2.7)
in [Lo].
4.2. Poisson homology of the noncommutative Poisson algebra. Assume to
be given a proper e´tale Lie groupoid G together with an invariant Poisson bivector.
For A the G-sheaf of smooth functions we compute in this part the Poisson homol-
ogy of the induced Poisson structure on the convolution algebra A ⋊G defined in
the Preliminaries by Eq. (2.14). We start by introducing the following notion.
Definition 4.9. Let (X•, b, d) be a triple consisting of a graded vector space X• =⊕
k∈NXk and two homogeneous maps b : X• → X•±1, d : X• → X•±1, both either
of degree +1 or −1. Then (X•, b, d) is called an almost bicomplex, if the following
relations hold true for some h : X• → X•−1 (resp. some h : X• → X•+1):
b2 = 0, db+ bd = 0, d2 = bh+ hb.
An almost bicomplex (X•, b, d) gives rise to two complexes H
b
•(X) and H
d
• (X),
where Hb•(X) is defined by (X•, b), while H
d
• (X) is defined by (H
b
• , d).
Example 4.10. If A is an algebra with a Poisson structure induced by a Hochschild
cocycle Π, and dΠ is the differential of Poisson homology as defined above, then
the triple (C•(A), b, dΠ) is an almost bicomplex.
In the following computations, we will frequently use the next result.
Lemma 4.11. Assume to be given two almost bicomplexes (X i•, b
i, di), i = 1, 2 and
a quasiisomorphism Ψ between (X1• , b
1) and (X2• , b
2). If Ψ commutes with di on the
homologies H•(X
i
•, b
i), i.e. if Ψd2 = d1Ψ, then Ψ induces an isomorphism between
(Hb
1
• (X
1), d1) and (Hb
2
• (X
2), d2).
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Proof. The proof of this lemma is obvious, since Ψ is an isomorphism between the
homologies and commutes with the differentials di. 
Remark 4.12. Of course we can allow for more general morphisms between bi-
complexes to induce isomorphisms on Poisson homology. In particular, the quasi-
isomorphism Ψ in the lemma is allowed to “commute up to homotopy”, i.e., d1Ψ =
Ψd2 + b1H +Hb2, for some H : X1• → X
2
• . The main difficulty of the computation
below is to show that the “reduction to loops” morphism (2.11) which computes
the Hochschild homology of the convolution algebra is a morphism of this kind:
since the morphism does not preserve the Poisson differential, a homotopy as above
is required.
With the above preparations, we are now ready to determine the Poisson homol-
ogy on the convolution algebra of the proper e´tale groupoid G. Our strategy is to
track the change of the Poisson differential in the various steps of the computation.
Recall that HH•(A ⋊ G) is calculated by the Bar complex
(
(A ⋊ G)♮•, b
)
the
components of which are isomorphic to the vector spaces Γc(G
k+1; s∗k+1A
⊠(k+1)).
Under these isomorphisms, the Poisson differential on (A ⋊ G)♮• has the following
form:
dΠ :=
k∑
i=0
(−1)idiΠ, where
diΠ(a0, · · · , ak) :=
{
(a0 ⊗ · · · ⊗Π(ai, ai+1)⊗ · · · ⊗ ak), if 0 ≤ i ≤ k − 1,
(Π(ak, a0)⊗ a1 ⊗ · · · ⊗ ak−1), if i = k.
We now proceed in three major steps.
Step I. Reduction to loops. Recall from the Preliminaries (Sec. 2.6, Step I.) the
method of reduction to loops for the computation of Hochschild and cyclic homology
of an e´tale groupoid. This method shows that the cyclic vector space (A ⋊G)♮ is
quasi-isomorphic to ΓcΛ
♮A via the natural restriction p : (A⋊G)♮• → ΓcΛ
♮
•A. Now,
one observes that p naturally induces a Poisson differential dΛΠ on ΓcΛ
♮
•A by putting
dΛΠ(p(a)) := p(dΠ(a)) for all a ∈ (A⋊G)
♮
k.
Note that dΛΠ is well-defined indeed, since p(a) and p(dΠ(a)) are, respectively, the
germs of a and dΠ(a) on B
(k). Using Lemma 4.11, we now conclude that the
homology of dΛΠ on HH•(ΓcΛ
♮
•A) is equal to the homology of dΠ on HH•(A⋊G).
Step II. Homology of the cyclic groupoid. Recall from the proof of Prop. 2.10
in the Preliminaries that the ∞-cyclic vector spaces ΓcΛ
♮
•A and Γ•(ΛG, θ,A
♮
tw)
are isomorphic, with isomorphism over the stalk at (g0, · · · , gk) ∈ B(0) given by
Eq. (2.13). By this isomorphism, the Poisson differential dΛΠ gives rise to a noncom-
mutative Poisson differential dtwΠ on
(
A♮tw,•, btw
)
, by which we can define a Poisson
homology. The explicit formulas are (with (g0, g1, · · · , gk) ∈ ΛGk)
(dtwΠ )i
(
[a0 ⊗ · · · ⊗ ak](g0,g1,··· ,gk)
)
=
=

[{a0, a1}g1 ⊗ a2g1 ⊗ · · · ⊗ akg1](g−11 g0g1,g2,··· ,gk)
, for i = 0,
[a0 ⊗ · · · ⊗ {ai, ai+1} ⊗ · · · ⊗ ak](g0,g1,··· ,gigi+1,··· ,gk), for 1 ≤ i ≤ k − 1,
[{ak, a0} ⊗ a1 ⊗ · · · ⊗ ak−1](g0,g1,··· ,gk−1), for i = k,
where { , } is the Poisson bracket on G0.
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Since the above isomorphism is a local diffeomorphism which maps Poisson struc-
tures naturally, we conclude by Lemma 4.11 that
(
Γ•(ΛG, θ,A
♮
tw), btw, d
tw
Π
)
calcu-
lates the Poisson homology of A⋊G. We define the Poisson homology HΠ• (ΛG)tw
as the homology of dtwΠ on HH•(ΛG, θ,A
♮
tw) = H•
(
Γ•(ΛG, θ,A
♮
tw), btw
)
.
From the above considerations one can now immediately derive the following
localization property similarly to the corresponding one for Hochschild homology
(cf. [BrNi, Cr]):
Theorem 4.13. Let B(0) =
⋃
O∈Sec(G)O be the decomposition of B
(0) into sectors.
Then
HΠ• (A⋊G) =
⊕
O∈Sec(G)
HΠ• (A⋊G)O.
Step III. Inertia groupoid. Since the groupoid is proper, one knows that the
Poisson structure on G0 defines a natural invariant Poisson structure on B
(0),
which gives rise to an invariant Poisson bivector ΠN on NG0 (see [Ta04a] for
a detailed proof in the general case and Lemma 5.4 in the following section for
groupoids with a symplectic structure). Now, over an invariant open-closed sub-
set O of NG0, we consider C∞O , the sheaf of smooth functions, together with the
Hochschild differential bO and the Poisson differential dΠN defined by the Poisson
structure ΠN . It is straightforward to check that
(
(C∞O )
♮
•, bO, dΠN
)
forms an almost
bicomplex. We define the Poisson homology HΠ• (NG|O) to be the homology of
dΠN on HH•(NG, (C
∞
O )
♮). By Proposition 4.5 and Lemma 4.11, we conclude that(
(C∞O )
♮
•, bO, dΠN
)
is quasi-isomorphic (as an almost bicomplex) to the bicomplex
(Ω•O, 0, bΠN ), hence H
Π
• (NG|O) is given by the homology of bΠN on H•(NG,Ω
•
O),
which we will denote by HΠ• (NG)O.
Theorem 4.14. For an invariant open-closed subset O ⊂ B(0), one has
HΠ• (A⋊G)O = H
Π
• (NG|O) = H
Π
• (NG)O .
Proof. The second equality in the claim has been shown above, so it remains
to prove the first one. To this end recall first the twisted Hochschild–Kostant–
Rosenberg Theorem [Cr, Lem. 3.1.5] which entails that the natural restriction of
the germ of a smooth function to O induces a quasi-isomorphism ρ : (A♮O, btw) →
((C∞O )
♮, b). Below, we will show that via ρ one can pushforward dtwΠ to a Poisson
differential d′ΠN on HH•(NG, (C
∞
O )
♮), which then calculates the Poisson homology
of the convolution algebra A⋊G. Moreover, we will show that d′ΠN is equal to dΠN
on HH•(NG, (C∞O )
♮)). This will prove the claim. Note that the problem one has
to cover here is the fact that due to the existence of normal directions, ρ does not
induce a Poisson map from (A(O),Π) to (C∞O (O),ΠN ).
Let us now construct d′ΠN in detail. For all a ∈ Γ•(NG, (C
∞
O )
♮) with b(a) = 0
one can find an x ∈ Γ•(ΛG,A
♮
O) with ρ(x) = a and btw(x)|O = 0. We define d
′
ΠN
on a by
d′ΠN (a) := ρ
(
dtwΠ (x)
)
.
The following is a list of properties of d′ΠN .
(i) Since btw(x)|O = 0, we have that d
tw
Π (btw(x)) vanishes on O as well, hence
one has ρ(dtwΠ (btw(x))) = 0. This implies the following equality:
b(d′ΠN (a)) = b(ρ(d
tw
Π (x))) = ρ(btw(d
tw
Π (x))) = −ρ(d
tw
Π (btw(x))) = 0,
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where in the second equality we have used that ρ commutes with b, and in the third
one we have used that dtwΠ anti-commutes with btw.
(ii) Since ρ is an isomorphism on the Hochschild homology, we can choose for
any [a] ∈ HH•(NG, (C∞O )
♮) a representative a ∈ Γ•(NG, (C∞O )
♮) such that there is
x ∈ Γ•(ΛG,A
♮
O) satisfying ρ(x) = a and btw(x) = 0. Thus, we obtain
btw(d
tw
Π (x)) = −d
tw
Π (btw(x)) = 0.
Hence, by construction,
d′ΠN ◦ d
′
ΠN (a) = ρ(d
tw
Π (d
tw
Π (x))) = ρ
(
btw(h(x)) + h(btw(x))
)
= b(ρ(h(x))),
where h is the homotopy associated to (dtwΠ )
2. This shows that d′ΠN ◦ d
′
ΠN
= 0 in
HH•(NG, (C∞O )
♮).
(iii) To prove that d′ΠN is well defined, we need to show that our definition is
independent of the choices of a and x. We will use the following lemmas:
Lemma 4.15. Let y ∈ Γ•(ΛG,A
♮
O) with ρ(y) = 0 and btw(y) = 0. Then there
exists z ∈ Γ•(ΛG,A
♮
O) such that y = btw(z).
Proof of the Lemma. Since ρ is a quasi-isomorphism and ρ(y) = 0, y has to
be a boundary in Γ•(ΛG,A
♮
O). Therefore, there is a z ∈ Γ•(ΛG,A
♮
O) such that
y = btw(z). ✷
By the lemma one now concludes that for any x, y ∈ Γ•(ΛG,A
♮
O) with ρ(x) =
ρ(y) = a and btw(x) = btw(y) = 0 there exists z in Γ•(ΛG,A
♮
O) , such that x− y =
btw(z). Therefore,
ρ(dtwΠ (x)) = ρ(d
tw
Π (y)) + ρ(d
tw
Π (x− y))
= ρ(dtwΠ (y)) + ρ(d
tw
Π (btw(z)))
= ρ(dtwΠ (y)) + ρ(d
tw
Π (btw(z)))
= ρ(dtwΠ (y))− ρ(btw(d
tw
Π (z)))
= ρ(dtwΠ (y))− b(ρ(dΠ(z))).
Hence, the homology class of d′ΠN (a) is independent of the lift of a. To show that
it is also independent of the representative a in the homology class [a], we prove
the following proposition.
Lemma 4.16. d′ΠN is equal to the Poisson differential dΠN on HH•(NG, (C
∞
O )
♮).
Proof of the Lemma. For any a ∈ Γ•(NG, (C∞O )
♮) with b(a) = 0 we construct a
particular lift x in Γ•(ΛG, (A
♮
O)), such that btw(x)|O = 0. To achieve this, recall
that O is embedded in G(k+1) with normal bundle being the set of all nontrivial
representations of G on (TG(k+1))|O. By the tubular neighborhood theorem, one
can find a function x ∈ C∞c (G
(k+1)) which is equal to the pull back of a in a tubular
neighborhood of O. Hence, b(x) = 0 in the tubular neighborhood, and dtwΠ (x)|O is
equal to dΠN (a). Therefore, we have d
′
ΠN
(a) = dtwΠ (x)|O = dΠN (a). ✷
By Lemma 4.16 and the fact that dΠN is well-defined on HH•(NG, (C
∞
O )
♮), we
obtain that d′ΠN acts on HH•(NG, (C
∞
O )
♮) independent of the choice of representa-
tives a. In other words, d′ΠN is well-defined on HH•(NG, (C
∞
O )
♮) and equal to dΠN .
Altogether, this finishes the proof. 
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Remark 4.17. Lemma 4.11 now entails that we can use
(
Γ•(NG, (C∞O )
♮), b, dΠN
)
to calculate the Poisson homology of the localized convolution algebra A⋊GO.
5. Hochschild and cyclic homology of the quantized algebra
In this section we present the computation of Hochschild and cyclic homology of
a formal deformation quantization of the convolution algebra on a proper e´tale Lie
groupoid G representing a symplectic orbifold X . By ω we denote the symplectic
form on G0, and by A, as before, the G-sheaf of smooth functions on G0. The
deformation quantization is constructed as explained in Section 2.7. We choose a
G-invariant star product ⋆ on the sheaf A[[~]] of formal power series. Notice that
we can assume without loss of generality that this deformation is a Fedosov star
product associated to an invariant symplectic connection. This gives rise to the G-
sheaf A~ = (A[[~]], ⋆) and to the deformed global crossed product algebra A~ ⋊G
as in Eq. (2.6).
5.1. Periodic cyclic homology. The computation of the periodic cyclic homol-
ogy groups of A~ ⋊ G follows at once from the “classical” computations of the
periodic cyclic homology of e´tale groupoids in [BrNi, Cr] by the following rigidity
property [Ge], [NeTs95, Thm. A2.2]: For any formal deformation quantization
A~ := (A[[~]], ⋆) of an algebra A, one has an isomorphism
HP•(A
~) ∼= HP•(A) ⊗ C[[~]].
Therefore, one easily finds
Proposition 5.1. The periodic cyclic homology groups of A~ ⋊G are given by:
HP•(A
~ ⋊G) =
∏
k
H2k+•orb,c (X,C[[~]]).
A similar rigidity property of (algebraic) K-theory was proved in [Ro]. Recall
that the Chern–Connes character maps Kalg• (A ⋊ G) to HP•(A ⋊ G). The two
rigidity isomorphisms are compatible with this character map.
5.2. Computation of Hochschild homology. The computation of Hochschild
and cyclic homology is more involved. The main tools in the computation are:
1) The “quantum to classical” spectral sequence induced by the ~-adic filtration
introduced in [BrGe].
2) The “classical” computation of cyclic homology of e´tale groupoids of [BrNi,
Cr] using the language of sheaves. The computation exactly follows the steps of
these computations: we first “localize” to a sheaf cohomology computation on the
inertia groupoid, and then use the ~-filtration to reduce the outcome to orbifold
cohomology.
In the following, we will occasionally work over the field C((~)), so let us put
A((~)) := A~ ⊗C C[~−1]. Then one has A((~)) ∈ Sh(G) as well. For the following,
notice that when G has an invariant symplectic form ω, the pull-back β∗ω defines
an invariant symplectic structure on ΛG, which descends to NG, cf. also Prop. 5.4
below.
Theorem 5.2. Let G be a proper e´tale Lie groupoid representing a symplectic orb-
ifold X of dimension 2n. Then the Hochschild homology of the deformed convolution
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algebra A((~)) ⋊G is given by
HH•(A
((~)) ⋊G) ∼= H2n−•orb,c (X,C((~)))
Proof. Consider the spectral sequence induced by the ~-adic filtration on the Hoch-
schild complex of a formal deformation A~ = (A[[~]], ⋆) of a noncommutative Pois-
son algebra (A, [Π]) in the sense of Definition 2.13. Clearly, in degree zero one finds
the classical Hochschild complex of A and a straightforward computation shows
that the differential d1 : E1p,q → E
1
p−1,q is given by the noncommutative Poisson
differential dΠ : HHp+q(A) → HHp+q−1(A) of Definition 4.4. In our case, with
A~ = A~ ⋊G, A = C∞c (G), one finds
E1p,q = HHp+q(A)
∼= Ω
p+q
inv, c(NG).
The last isomorphism follows from the computations of [Cr]. For general e´tale
groupoids this also includes higher cohomology groups Hkc (NG,Ω
l), but these all
vanish here by the following argument. Using the projection π : G → X onto the
orbifold, one identifies π!Ω
• as the sheaf on X of invariant forms, which is fine, see
[Pf01], and vanishing of cohomology follows from (2.2).
As explained in Sec. 4, the differential d1 is nothing but Brylinski’s Poisson
differential (4.1) on the invariant differential forms on the groupoid NG, which is
well-defined because the induced symplectic form is invariant. Of course, this is the
image of the sheaf version of Brylinski’s complex (Ω•NG, dΠ) in Sh(NG), under the
functor Γinv,c. Using the fact that NG is symplectic, there is a quasi-isomorphism
between this sheaf complex and the de Rham complex, as in [Br]:
(Ω•O, dΠ)
∼= (ΩdimO−•O , ddRh).
Here, we restrict to a connected component of the inertia groupoid because the
components may have different dimensions, affecting the degree shift in the isomor-
phism. By the fact that Ω• is Γinv,c-acyclic, on therefore finds
E2p,q = H
2n−p−q
orb,c (X,C((~))).
As in the case of smooth manifolds, we claim that the spectral sequence degenerates
at this stage. When NG has a finite number of components, the argument is the
same as that of [NeTs95]: If the spectral sequence does not degenerate at this
stage, one has
dimC((~))HHi(A
~ ⋊G) < b2n−iorb,c (X),
where biorb, c(X) = dimH
i
orb,c(X). But this would imply that
dimC((~))HPi(A
~ ⋊G) <
∑
k
b2k+iorb,c (X),
contradicting Prop. 5.1. The last inequality hereby follows from the spectral se-
quence from Hochschild homology to cyclic homology obtained by filtering the
(b, B)-complex by columns. When X˜ however does have infinite many connected
components, one uses the decomposition of Hochschild homology induced by the
G-invariant decomposition (2.3) of NG:
HH•(A
~ ⋊G) =
⊕
O
HH•(A
~ ⋊G)O.
This decomposition can be deduced from the similar decomposition in Poisson ho-
mology, cf. Theorem 4.13, by the spectral sequence above. The star product is
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given in terms of local multidifferential operators on G0, and therefore the decom-
position is preserved by the higher differentials. By Proposition 5.1, the periodic
cyclic homology has a similar decomposition, and it is not too difficult to see that
both are compatible. Since G is proper, each O has a finite number of connected
components, and the above dimension argument, applied to each component sep-
arately, proves that the spectral sequence degenerates at the second stage. The
theorem follows. 
Remark 5.3. We expect a similar result to hold for Poisson structures, provided
one can prove the corresponding analogue of Prop. 5.4 below. In that case, it
follows by formality [Do04, Sh] that the Hochschild homology is given by the
Poisson homology of the groupoid NG.
5.3. Cyclic homology. Next, we proceed to compute the cyclic homology, anal-
ogously to the computations of [BrNi] and [Cr]. We begin with a detailed anal-
ysis of some natural sheaves on the space of loops B(0). Consider the morphism
β−1 : Sh(G) → Sh(ΛG). Applied to the quantum sheaf of algebras A~ on G, we
get a θ-cyclic sheaf β−1
(
(A~)♮
)
on ΛG. Again, its stalk at g ∈ B(0) is given by(
A~g
)♮
θg
, cf. [Cr, 3.4.1.] and Sec. 2.6.
Proposition 5.4. The inertia groupoid ΛG carries a natural symplectic structure
ω(0) := β
∗ω, which descends to NG. If A(0) denotes the sheaf of smooth functions
on B(0), then there is a Poisson morphism of sheaves on ΛG
φ0 : A(0) → β
−1A, (5.1)
where A(0) carries the Poisson structure induced by ω(0), and β
−1A inherits the
Poisson structure from ω. Moreover, the sheaf β−1(A~) ∈ Sh(ΛG) is isomorphic
to a formal deformation quantization with coefficients of the symplectic structure
β∗ω.
Proof. The first and last claim are essentially local statements and therefore we can
restrict to the case of a translation groupoid G = Γ ⋉M by the action of a finite
group. In this case one has a decomposition
B(0) =
∐
γ∈Γ
Mγ .
As shown in [Fe00, Sec. 5], the pull back of the symplectic form along the embed-
dingMγ →֒M for all γ ∈ Γ gives B(0) a symplectic structure and β−1A~ is a formal
deformation quantization of (ΛG,ω(0)) with coefficients in the normal bundle with
respect to this embedding.
For the construction of φ0 choose a G-invariant Riemannian metric on G0. Let
g ∈ B(0) and consider a germ [f ]g ∈ (A(0))g. Let Ug ⊂ B
(0) be an open neighbor-
hood of g on which f is defined and put Mg := s(Ug). Then Mg is a submanifold
of G0 and there is a projection πg : Tg → Mg from a tubular neighborhood Tg to
Mg along geodesics of the chosen G-invariant Riemannian metric. We now define
φ0([f ]g) as the germ [f ◦ s−1 ◦ πg]g. Since the normal bundle to Mg (with respect
to the above Riemannian metric) is a symplectic bundle by the symplectic slice
theorem, it is clear, that the thus defined sheaf morphism is Poisson. 
Remark 5.5. The morphism φ0 is a right inverse to the restriction map f 7→ f |B(0)
used by Brylinski–Nistor, which is a quasi-isomorphism on Hochschild homology,
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cf. [BrNi, Lemma 5.2.], but is not Poisson. As a right inverse, φ0 : (A
♮
k, b) →
(β−1A♮k, btw) is a quasi-isomorphism on the sheafified twisted Hochschild complexes
as well.
Next, we want to lift this Poisson morphism to a “quantum morphism” φ :
A~(0) → β
−1A~, whereA~(0) is some suitable deformation quantization of (B
(0), ω(0)).
Consider now the characteristic class [⋆] ∈ [ω]
~
+H2(G0,C[[~]]) of the star product
on A~, and let c ∈
[ω(0)]
~
+H2(B(0),C[[~]]) be the pullback class β∗[⋆]. Since ⋆ is
G-invariant, there exists a G-invariant Fedosov star product ⋆(0) on A(0) with char-
acteristic class given by [⋆(0)] = c. Denote the resulting deformed sheaf of algebras
by A~(0). By construction of ⋆(0) and Thm. 5.4 in [Bo], one now concludes that the
Poisson morphism φ0 : A(0) → β
−1A from Prop. 5.4 indeed can be extended to a
morphism of sheaves of algebras
φ =
∞∑
k=0
φk~
k : A~(0) → β
−1A~,
where each φk is a linear morphism of sheaves from A(0) to β
−1A. We now have:
Proposition 5.6. The morphism φ : A~(0) → β
−1A~ induces a quasi-isomorphism
φ∗ : (A
~
(0))
♮ → (A~)♮tw
of θ-cyclic sheaves on ΛG, where the left hand side carries the trivial cyclic struc-
ture.
Proof. Let us start with the Hochschild complex. Clearly, the map φ induces a
map on the (twisted) Hochschild homology. Consider now the spectral sequence
induced by the ~-adic filtration. Since the morphism φ induces an isomorphism at
level E1, see Remark 5.5, it must induce an isomorphism on the level of Hochschild
homology of the quantum sheaves by the spectral sequence comparison theorem,
cf. [We, Thm. 5.2.12]. As for cyclic homology, since the morphism of mixed
complexes induced by φ is a quasi-isomorphism on Hochschild homology, it must
induce an isomorphism on cyclic homology as well (cf. Prop. 2.5.15 in [Lo]). 
Next, we consider the “reduction to loops” map
p : (A~ ⋊G)♮k → Γc(B
(k), σ−1k+1(A
~)⊠(k+1)), (5.2)
restricting sections over Gk+1 to B(k). As explained in Section 2.6, the right hand
side equals the Bar complex computing the θ-twisted homology of the twisted cyclic
sheaf β−1A~ on ΛG. Now we are in a position to prove:
Proposition 5.7. Reduction to loops induces a quasi-isomorphism on Hochschild
and cyclic homology:
HH•
(
A((~)) ⋊G
)
∼= HH•
(
ΛG, θ,
(
A((~))
)♮
tw
)
,
HC•
(
A((~)) ⋊G
)
∼= HC•
(
ΛG, θ,
(
A((~))
)♮
tw
)
.
Proof. Again, we start with Hochschild homology. Using the quasi-isomorphism
of Prop. 5.6, the right hand side of the first equation above is isomorphic to the
homology of sheafified Hochschild complex associated to a formal deformation quan-
tization of the inertia groupoid (ΛG,ω(0)). But this sheaf homology is readily com-
puted, cf. Prop. 5.8 below, to give the orbifold cohomology as in Theorem 5.2. It is
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not difficult to show that in fact the isomorphism in Theorem 5.7 is equal to the map
induced by p in (5.2). Therefore we conclude that reduction to loops induces an iso-
morphism on Hochschild homology. However, given that it is a quasi-isomorphism
on Hochschild homology, it induces an isomorphism on cyclic homology as well. 
Having reduced the computation cyclic homology to sheaf cohomology, we can do
the computations locally for A(0) and then take cohomology. The local results are
given in the following proposition. For completeness, we also state the analogous
results for Hochschild homology.
Proposition 5.8. On a proper e`tale Lie groupoid with symplectic structure of di-
mension 2n there are quasi-isomorphisms of complexes of sheaves:
(C•(A
((~))), b) ∼= C((~))[2n],
(Tot•(B•,•(A
((~)))), b +B) ∼=
⊕
k∈N
C((~))[2n+ 2k].
Proof. There are obvious inclusions of the right hand side into the sheaf complexes
on the left hand side. To prove that these are quasi-isomorphisms, one needs to
prove that they induce isomorphisms of the stalk-wise cohomology, or, equivalently,
of the homology sheaves. However, locally the sheafA((~)) is isomorphic to the Weyl
algebra W
((~))
n of formal Laurent series on Cn. Its Hochschild and cyclic homology
are given as follows (see [NeTs95, Sec. 3.2]), where the second identity follows
from the first by the spectral sequence induced by filtering the (b, B)-complex by
columns.
HHk
(
W((~))n
)
=
{
C((~)), for k = 2n,
0, else,
HCk
(
W((~))n
)
=
{
C((~)), for k = 2n+ 2l,
0, else.
This proves that the canonical inclusion is a quasi-isomorphism. 
Theorem 5.9. Let G be a proper e`tale Lie groupoid and A~ like above. Then the
cyclic homology of A((~)) ⋊G is given by
HC•(A
((~)) ⋊G) =
⊕
k≥0
H2n+2k−•orb,c (X,C((~))).
Proof. By Propositions 5.4, 5.7 and 5.6, the cyclic homology of A((~)) ⋊ G equals
the hyperhomology of the total complex of the sheafified Connes’ (b, B)-complex
of a formal deformation of the sheaf of smooth functions on ΛG0. The preceding
Proposition then entails the claim. 
5.4. Cohomology. Having computed the Hochschild and cyclic homology, the
dual results may be computed analogously, as in [Cr]. Recall that the Hochschild
cohomology of an algebra is computed from the complex Ak♮ := Hom(A
⊗k+1,C)
dual to the Hochschild complex, with the corresponding differential. Of course, in
our case we use topological tensor products and consider only continuous function-
als. Again using the ~-adic filtration, one observes that the E1-term in the spectral
sequence is given by the complex of de Rham currents (Ω•, b
′
Π) on NG with the
dual Poisson differential. The isomorphism of [Br] dualizes on each component O
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to give (Ω•, b
′
Π)
∼= (ΩdimO−•, d′dRh)
∼= (Ω•, ddRh). As for homology, the spectral
sequence collapses at the second stage and one proves the first part of the following
Theorem 5.10. The Hochschild and cyclic cohomology of A~ ⋊G are given by
HH•(A((~)) ⋊G) ∼= H•orb(X,C((~))),
HC•(A((~)) ⋊G) ∼=
⊕
k≥0
H•−2korb (X,C((~))).
Furthermore, the pairing between homology and cohomology is given by Poincare´
duality for orbifolds.
Proof. Observe that the isomorphism in Hochschild cohomology described above is
induced by the maps dual to the “reduction to loops” from Eq. (5.2):
Γc(B
(k), σ−1k+1(A
((~)))⊠(k+1))′ → (A((~)) ⋊G)k♮ , (5.3)
where ( )′ denotes the topological dual. Notice that the sheaf of distributions A′
has the property that
Γ(X,A′) = Γc(X,A)
′.
Therefore, we can realize the left hand side of Eq. (5.2) as the space of sections over
B(k) of the pullback via σk+1 of the sheaf of distributional Laurent-series, dual to
A((~)). On a groupoid, the sheaf of distributions has a natural Gop-structure. This
property relates, as in [Cr] for the sheaf of smooth functions, the left hand side
of (5.2) to the twisted cyclic cohomology of (A((~)))′ on ΛG. Dualizing Prop. 5.6,
one obtains a quasi-isomorphism from
(
A((~))
)′
♮,tw
to
(
A
((~))
(0)
)′
♮
with the trivial θ-
cyclic structure. To compute the hypercohomology of the resulting sheaf com-
plex Tot• B•,•
(
A
((~))
(0)
)
dual to the Tot• B•,•
(
A
((~))
(0)
)
-complex, we use the following
quasi-isomorphism which is dual to the one of Prop. 5.8 and which is obtained by
computing the cyclic cohomology of the formal Weyl algebra of Cn with compact
support:
Tot•
(
B•,•
(
A
((~))
(0)
))
∼=
⊕
k∈N
C((~))[2k].
Taking the hypercohomology of this complex over ΛG gives the result. 
5.5. Examples. In this section we will give some examples of the computations
of the Hochschild and cyclic homology, as well as the noncommutative Poisson ho-
mology. All are related to so-called transformation groupoids, i.e., the groupoid
G = Γ⋉M ⇒M associated to a proper action of a discrete group Γ on a manifold
M . In this case the underlying orbifold is simply the quotient X = M/Γ. An
invariant Poisson structure on M leads, by equation (2.14), to a noncommutative
Poisson structure on C∞c (G) = Ac⋊Γ, where Ac = C
∞
c (M), already stated in [Xu].
As a special case of the quantization procedure for Poisson groupoids [Ta04b], a
Γ-invariant deformation quantization A~c of Ac defines a quantization of the non-
commutative Poisson algebra Ac ⋊ Γ by taking the crossed product A
~
c ⋊ Γ. We
discuss our computations in the following special cases:
Example 5.11. (Free action) Notice that in case of a free action Γ must be a
finite group, since the groupoid G is assumed to be proper. Trivially, we have that
B(0) = M and ΛG = Γ ⋉M , i.e., X˜ = X in this case. Using the computation of
the Hochschild homology of Ac⋊Γ in [BrNi, Cr], and the Leray spectral sequence
associated to the groupoid morphism π : Γ ⋉M → M/Γ sending a point of M
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to its image in the quotient space M/Γ, cf. (2.2), one obtains an isomorphism
π : HH•(Ac ⋊ G) → HH•(M/Γ). It is easy to check that under π, the Poisson
differential on HH•(Ac) is mapped to the Poisson differential on HH•(M/Γ), since
a section of a sheaf on M/Γ can be identified with an invariant section of the
corresponding G-sheaf on Γ ⋉M . Therefore, the Poisson homology of Ac ⋊ Γ is
equal to the Poisson homology of the quotient space M/Γ. When the Poisson
structure is in fact symplectic, the Poisson homology on M/Γ is dual to the de
Rham cohomology of M/Γ by Brylinski’s result in [Br].
Remark 5.12. We can also use Proposition 4.7 to obtain this result. We know
that Ac ⋊ Γ is Morita equivalent to C∞c (M/Γ) by the bimodule C
∞
c (M). As shown
in [Xu], under this Morita equivalence the Poisson structure Π on Ac⋊Γ is mapped
to the Poisson structure Π˜ on M/Γ coming from the projection π : M → M/Γ.
By Prop. 4.7, the Poisson homology of (Ac ⋊ Γ,Π) is isomorphic to the Poisson
homology of (C∞c (M/Γ), Π˜).
Next, we assume the Poisson structure to be symplectic, so thatM is a manifold
of dimension 2n. For a free action, the projection π :M →M/Γ = X gives rise to
a quasi-isomorphism π!ΩM ∼= ΩX ∈ Sh(X), where the right hand side is the sheaf
of de Rham forms. Then the computations of the Hochschild and cyclic homology
of the algebra A
((~))
c ⋊ Γ give:
HH•(A
((~))
c ⋊ Γ)
∼= H2n−•c (X,C)⊗ C((~)),
HC•(A
((~))
c ⋊ Γ)
∼=
⊕
k≥0
H2n+2k−•(X,C)⊗ C((~)).
As for the computation of the Poisson homology, this could have been deduced at
once by the observation that the quotientA~c/Γ gives a quantization of C
∞
c (X) which
is Morita equivalent to the crossed product A~c ⋊ Γ by the equivalence bimodule
A~c . Therefore, the Hochschild and cyclic homology may be computed from the
deformation quantization of C∞c (X), for which the computations in [NeTs95] give
the results above.
As can be seen from above, for a trivial group our computations reduce to the
well-known statements in [NeTs95]. We leave the statements about Hochschild
and cyclic cohomology to the reader. Finally, notice that the space of traces on
A~c ⋊ Γ, i.e., HC
0(A
((~))
c ⋊ Γ) or the dual of HH0(A
((~))
c ⋊ Γ), is one dimensional:
all traces are proportional to each other. (See section 6.)
Remark 5.13. It is easy to generalize this discussion to groupoids with trivial
isotropy groups, for example those obtained from a covering of a manifold. Again
by Morita invariance, the computations of Poisson, Hochschild and cyclic homology
reduce to the results of [NeTs95] on the underlying smooth manifold.
Example 5.14. (Proper action, cf. [BaCo] for the undeformed case) One easily
checks that for a proper action of a discrete group, the transformation groupoid
Γ⋉M ⇒M is proper and e´tale. Since we no longer assume the action to be free,
B(0) is usually bigger than M , more precisely one has B(0) = {(γ, x) ∈ Γ ⋉M |
γx = x}. Now, B(0) has the following decomposition into sectors
B(0) =
∐
〈γ〉∈Conj(Γ)
O〈γ〉,
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where 〈γ〉 denotes the conjugacy class of γ in Γ, and
O〈γ〉 :=
∐
γ′∈〈γ〉
Mγ
′
.
According to Theorem 4.13, we therefore get the decomposition:
HΠ• (Ac ⋊ Γ) =
⊕
〈γ〉∈Conj(Γ)
HΠ• (Ac ⋊ Γ)O〈γ〉 .
For γ ∈ Γ, we define Zγ := {γ′ ∈ Γ | γ′γ = γγ′} and Nγ = Zγ/〈γ〉. We have
Morita equivalences ΛGO〈γ〉 ≃ Zγ ⋉M
γ and NGO<γ> ≃ Nγ ⋉M
γ , which induce
isomorphisms between the corresponding Poisson homologies by a similar argument
as above for a free action. Therefore, we get
HΠ• (Ac ⋊ Γ) =
⊕
〈γ〉∈Conj(Γ)
HΠ• (Nγ ⋉M
γ),
and the right hand can be computed from the Poisson differential on the invariant
differential forms onMγ/Nγ . The decomposition of B
0 above into sectors, together
with the Morita equivalences, give a decomposition of the inertia orbifold X˜ of
X =M/Γ as
X˜ =
∐
〈γ〉∈Conj(Γ)
Mγ/Nγ .
Therefore, we have for the Hochschild homology
HH•(A
((~))
c ⋊ Γ)
∼=
⊕
〈γ〉∈Conj(Γ)
Hdim(M
γ)−•
c (M
γ/Nγ ,C)⊗ C((~)).
6. Traces on the deformed groupoid algebra
Traces on an algebra obtained by deformation quantization form an important
ingredient in index theory. Since such functionals are nothing but cyclic cocycles of
degree zero, Theorem 5.10 gives a complete classification of traces on the deformed
groupoid algebra A~ ⋊G, that means of maps tr : A~ ⋊G→ C((~)) such that
tr(a ⋆c b) = tr(b ⋆c a), for all a, b ∈ A
~ ⋊G. (6.1)
In this section, we will be concerned with the actual construction of all traces.
Our discussion somewhat parallels with the constructions in [FeSchTa], and also
uses in an essential way the paper [Fe00], however notice that [FeSchTa] is only
concerned with the subalgebra of A~ ⋊ G of invariant quantized functions on the
underlying orbifold X . The full algebra A~ ⋊ G contains more information which
we believe to be essential for index theory.
6.1. Traces on finite transformation groupoids. We work in the situation of
Sec. 5.5 and use the notation from there. Additionally, we assume (for notational
convenience only) that each fixed point manifold Mγ ⊂M with γ ∈ Γ has constant
dimension. We then consider the crossed product algebra (A~c ⋊ Γ, ⋆c), where the
star product ⋆ on Ac has been obtained by a Γ-invariant Fedosov construction.
As explained above, the cyclic cohomology group HC0
(
A
((~))
c ⋊ Γ
)
determines the
space of traces on A~c ⋊ Γ and is given as follows:
HC0
(
A((~))c ⋊ Γ
)
∼= H0orb(M/Γ,C) ((~)) =
⊕
〈γ〉∈Conj(Γ)
H0(Mγ/Nγ ,C) ((~)). (6.2)
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Hence, the space of traces has dimension
dimC((~))H
0
orb(M/Γ,C) ((~)) = #Comp(M˜/Γ),
the number of connected components of the inertia orbifold.
Let us now examine the space of traces on A~c ⋊ Γ in some more detail. To this
end we will use in the remainder of this section the following notation. Like in
Sec. 3, Eq. (3.5), we expand elements a ∈ Ac ⋊ Γ as sums
∑
γ∈Γ fγδγ with fγ ∈ Ac
and extend this decomposition to formal Laurent series a =
∑
k ak~
k ∈ A
((~))
c ⋊ Γ
with ak ∈ Ac ⋊ Γ as follows:
a =
∑
γ∈Γ
fγδγ , where fγ =
∑
k
fk,γ~
k and ak =
∑
γ∈Γ
fk,γδγ . (6.3)
Following [Fe00, Sec. 1] and [FeSchTa] we now consider a family (τγ)γ∈Γ of linear
forms on A
((~))
c with the following properties:
τγ(f ⋆ f
′) = τγ(f
′ ⋆ γf) for all γ ∈ Γ and f, f ′ ∈ Ac, (6.4)
τγ′(f) = τγγ′γ−1(γf) for all f ∈ Ac and γ, γ
′ ∈ Γ. (6.5)
The following result can now be verified by a straightforward computation.
Proposition 6.1. Under the assumptions stated above let (τγ)γ∈Γ be a family of
linear forms on A
((~))
c which satisfies the assumptions (6.4) and (6.5). Then the
functional
tr : A((~))c ⋊ Γ→ C((~)), a 7→
∑
γ∈Γ
τγ(fγ) (6.6)
is a trace on A
((~))
c ⋊ Γ. Vice versa, given a trace tr : A
((~))
c ⋊ Γ → C((~)), one
obtains a family (τγ)γ∈Γ satisfying the above conditions by defining
τγ(f) := tr(fδγ) for all f ∈ A
((~))
c . (6.7)
Finally, the trace corresponding to the so defined family of linear forms coincides
with the originally given one.
In order to construct all traces on the quantized convolution algebra we thus
have to find functionals (τγ)γ∈Γ satisfying the assumptions made above. In [Fe00]
Fedosov has explicitly constructed such functionals. Let us recall Fedosov’s con-
struction. To this end we restrict our assumptions further and assume thatM is an
open Γ-invariant convex neighborhood of the origin of some symplectic vector space
V . Then it is well-known that over M , the star product ⋆ on A~ is equivalent to
the Weyl star product ⋆W coming from V . Let S = 1+
∑∞
k=1 Sk~
k : C∞(M)[[~]]→
C∞(M)[[~]] be an equivalence from ⋆ to the Weyl star product ⋆W. Next choose a
Γ-invariant complex structure J on V , and consider the Hermitian product induced
by J on the symplectic vector space V . Since then, Γ acts unitarily on V , one has
for every γ ∈ Γ a decomposition V = V γ⊕V ⊥, where V γ is the fixed point subspace
of γ, and V ⊥ its orthogonal complement. Now, γ leaves V ⊥ invariant and acts on
V ⊥ via a matrix γ⊥. Finally, choose complex unitary coordinates zinv of V
γ , z⊥
of V ⊥, and put z = (zinv, z⊥). With these notations, one can define functionals
τWγ : C
∞(M)((~))→ C((~)) as follows (with integration induced by the real part of
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the Hermitian product):
τWγ (f) =
1
(2π~)k
∫
V γ
1
det(1− γ−1⊥ )
exp
(
~
∂
∂z⊥
1 + γ−1⊥
1− γ−1⊥
∂
∂z∗⊥
)
f
∣∣∣∣
z⊥=z⊥=0
dzinvdzinv.
(6.8)
According to Eq. (2.17) and Prop. 2.5 of [Fe00], the thus obtained family (τWγ )γ∈Γ
satisfies properties (6.4) and (6.5) above with respect to the Weyl star product. The
following result is essentially a reformulation of [Fe00, Prop. 2.5] and [FeSchTa,
Cor. 7.5].
Proposition 6.2. Let Γ, V , M ⊂ V and (A~, ⋆) as before, and choose S, J and
z = (zinv, z⊥) like above. Then the family (τ
F
γ )γ∈Γ of functionals on A
((~))
c defined
by
τFγ (f) := τ
W
γ (Sf) for all f ∈ Ac (6.9)
satisfies the conditions (6.4) and (6.5) above. Moreover, for every γ, the restriction
of the functional τFγ to the Γ-invariant elements of A
((~))
c does not depend on the
choice of J , z and S.
Now consider a family κ = (κ〈γ〉)〈γ〉∈Conj(Γ) of complex coefficients. Then the
functional
trκ : A
((~))
c ⋊ Γ→ C((~)), a =
∑
γ∈Γ
fγδγ 7→
∑
γ∈Γ
κ〈γ〉 τ
F
γ (fγ) (6.10)
has to be a trace on the deformed crossed product algebra by the preceding propo-
sitions, since the family (κ〈γ〉τ
F
γ )γ∈Γ satisfies conditions (6.4) and (6.5). One even
has more.
Corollary 6.3. With notations from above, the functionals trκ have the following
properties.
(1) Every trace on A
((~))
c ⋊ Γ is of the form trκ with a uniquely determined
family κ ∈ CConj(Γ).
(2) The traces trκ are invariant in the following sense. Let V
′ be another sym-
plectic vector space, Γ′ a finite group acting by linear symplectomorphisms
on V ′, and let ⋆′ be a Fedosov star product on V ′. Assume further that
F :M →֒ V ′ is an open embedding with the following properties:
(a) F is equivariant with respect to an injective homomorphism ι : Γ→ Γ′,
(b) F is symplectic,
(c) the pull-back via F induces a homomorphism of star product algebras
F ∗ :
(
C∞(V ′)[[~]], ⋆′
)
→ A~,
(d) the induced quotient map F : M/Γ→ V ′/Γ′ is an open embedding.
Then for every a =
∑
γ∈Γ fγδγ ∈ A
((~))
c ⋊ Γ the equality
trι∗κ(F∗a) = trκ(a) (6.11)
holds true, where F∗(a) =
∑
γ∈Γ(fγ ◦ F
−1) δι(γ) and ι∗κ is the family(
κ′〈γ′〉
)
〈γ′〉∈Conj(Γ′)
defined by
κ′〈γ′〉 =
{
κ〈γ〉, if γ
′ ∼ ι(γ) for some γ ∈ Γ,
0, else.
(6.12)
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Proof. Observe that by Eq. (6.10) the map CConj(Γ) → (A
((~))
c ⋊ Γ)′, κ 7→ trκ is
injective, since each τFγ is non-zero. Since the dimension of the space of traces is
#Conj(Γ), the first claim follows.
For the second claim note first that ι∗κ is well-defined indeed, since by the
assumption (d) on the equivariant embedding (F, ι), the induced map ι : Conj(Γ)→
Conj(Γ′) has to be injective. Next we conclude from [FeSchTa, Cor. 7.5] that
τFγ (f) = τ
F
ι(γ)(f ◦ F
−1)
holds for all Γ-invariant f ∈ A
((~))
c and all γ ∈ Γ. By the first claim and the
definition of ι∗κ, this entails Eq. (6.11). 
6.2. Traces in the general case. Let now G be an arbitrary proper e´tale Lie
groupoid with a symplectic structure and let ⋆ be an invariant star product on A.
We now want to construct all traces on the crossed product A((~)) ⋊ G. To this
end first fix a dense countable family (xi)i∈I of points of G0 and an open covering
U = (Ui)i∈I of G0 such that xi ∈ Ui for all i ∈ I and such that one has isomorphisms
G|Ui
∼= Γi ⋉Ui, where Γi is the isotropy group Gxi . By appropriate choices we can
even achieve, that each Ui is symplectomorphic to an open ball around the origin of
some symplectic Γi-representation space Vi, that xi corresponds to the origin under
this symplectomorphism, and that for every pair Ui, Uj with π(Ui)∩π(Uj) 6= ∅ there
exists an open connected subset Wij ⊂ G0 and a finite isotropy group Γij := Gxij
(with xij ∈Wij) acting symplectically onWij such that G|Wij
∼= Γij⋉Wij and such
that π(Ui), π(Uj) ⊂ π(Wij). Moreover, we can assume thatWij =Wji and thatWij
is an open invariant set of some symplectic Γij-representation space Vij . Finally,
we can choose the sets Ui so small such that for all i, j ∈ I with π(Ui) ∩ π(Uj) 6= ∅
there exist bisections sij : Ui → Wij with t ◦ sij(x) ∈ Wij for all x ∈ Ui. Now
put Fij := t ◦ sij . Using that the underlying groupoid is proper e´tale and the
assumptions on the covering (Ui)i∈I one then immediately checks the following
properties of the maps Fij :
(a) each Fij is an embedding and equivariant with respect to the monomor-
phism Γi → Γij induced by the composition on G1,
(b) each Fij is symplectic,
(c) since the star product on G0 is G-invariant, the pull-back via Fij induces
a homomorphism F ∗ij :
(
C∞(Wij)[[~]], ⋆
)
→
(
C∞(Ui)[[~]], ⋆
)
,
(d) the induced quotient map F ij : Ui/Γi → Wij/Γij is the natural inclusion
of open subsets of X .
Using Cor. 6.3 (2), these properties will later guarantee that one can glue together
local traces on A((~)) ⋊G.
Associated to the covering U is the groupoid GU with objects and morphisms
given by
(GU )0 =
∐
i∈I
Ui, (GU )1 =
∐
i,j∈I
s−1(Ui) ∩ t
−1(Uj). (6.13)
The obvious morphism GU → G then is a weak equivalence. The sheaf of quantum
algebras A((~)) restricts over every open subset Ui to define a sheaf, also denoted by
A((~)) and therefore defines a crossed product A((~))⋊GU . Let us write elements in
A((~)) ⋊GU as a = (aij)i,j∈I , etc. Denote by ⋆U the multiplication on A((~)) ⋊GU
obtained by combining the ⋆-product with the convolution product. This product
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then reads as follows (using germs in the notation):
[(a ⋆U b)ij ]g =
∑
k
∑
g1g2=g
s(g1)=t(g2)∈Uk
[aik]g1g2 ⋆ [bkj ]g2 , s(g) ∈ Ui, t(g) ∈ Uj . (6.14)
We will now construct an injective homomorphism A((~)) ⋊ G → A((~)) ⋊ GU .
Consider a partition of unity (ϕi)i∈I subordinate to U , satisfying
∑
i ϕ
2
i = 1. Define
the following formal power series on G0:
Φi =
(∑
k
ϕk ⋆ ϕk
)−1/2
⋆ ϕi, Ψi = ϕi ⋆
(∑
k
ϕk ⋆ ϕk
)−1/2
.
Notice that the inverse of the square root exists, since
∑
k ϕk ⋆ ϕk − 1 ∈ ~A
~(G0).
By construction, we have supp(Φi) ⊂ Ui, supp(Ψi) ⊂ Ui, and
∑
iΨi ⋆ Φi = 1.
From these properties it is easy to deduce that for the “convolution ⋆-product” in
A((~)) ⋊G we have ∑
i
(Ψi ⋆c Φi) = δu,
where the Ψi and Φi have been extended by 0 outside G0, and where δu is the “unit
in the convolution algebra” from Step 2., Sec. 3. By inspection of the multiplication
(6.14) it follows that the map
a 7→ (Φi ⋆c a ⋆c Ψj)ij
defines a homomorphism ΦU : A((~)) ⋊G → A((~)) ⋊ GU . With this notation, we
have the following final result.
Theorem 6.4. Let G,U ,A~ be like above and κ : B(0) → C a locally constant
G-invariant function. Then the restriction of κ to B(0) ∩ s−1(Ui) induces for every
i ∈ I a family κi ∈ CConj(Γi). Moreover, the formula
trκ(a) =
∑
i
trκi
(
Φi ⋆c a ⋆c Ψi
)
(6.15)
defines a trace on A((~)) ⋊G, and every trace on A((~)) ⋊G is equal to such a trκ
with unique κ.
Proof. The κi induce traces trκi on A
((~))
c,i ⋊ Γi, Ac,i := C
∞
c (Ui) by Cor. 6.3. Since
ΦU is a homomorphism of algebras, trκ is proved to be a trace, if the functional
trU : A
((~)) ⋊GU → C((~)), (aij) 7→
∑
i
trκi(aii) (6.16)
is a trace. To this end it suffices to show that for all (aij), (bij) ∈ A((~)) ⋊GU one
has
trκi(aij ⋆c bji) = trκj (bji ⋆c aij), (6.17)
if π(Ui) ∩ π(Uj) 6= ∅. For the proof of this equality we use the equivariant embed-
dings Fij : Ui →Wij constructed above and apply Cor. 6.3. More precisely, let trij
be the trace on A
((~))
c,ij ⋊ Γij , Ac,ij := C
∞
c (Wij) induced by the restriction of κ to
B(0) ∩ s−1(Wij). Cor. 6.3 (2) entails that the left hand side of Eq. (6.17) coincides
with trij(Fij∗aij ⋆c Fij∗bji), and the right hand side with trij(Fij∗bji ⋆c Fij∗aij).
By the trace property of trij , Eq. (6.17) follows, and trκ is a trace indeed.
Since the map κ 7→ trκ clearly is injective, the second claim now follows easily
from the fact that HC0(A((~)) ⋊ G,C) has dimension (over C((~))) equal to the
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number of components of the inertia orbifold, and the fact that the latter number
gives also the complex dimension of the space of locally constant invariant functions
from B(0) to C. 
6.3. On a conjecture of Fedosov, Schulze and Tarkhanov. Unlike in the
case of a (connected) symplectic manifold, where the space of traces on a deformed
algebra of compactly supported smooth functions is one dimensional, the space of
traces on A((~)) ⋊ G has dimension > 1, since by Theorem 5.10 this dimension
is given by the number of connected components of the inertia orbifold X˜. In
[FeSchTa], Fedosov, Schulze and Tarkhanov show that a certain abelian group
of isomorphism classes of line bundles on a symplectic orbifold acts nontrivially
on the space of traces of the deformed convolution algebra and conjecture that
“this ambiguity in traces is the only possible one”. In our framework such type of
questions can be answered naturally.
We start with a different view on orbifold cohomology. Consider the represen-
tation ring sheaf RC on X whose stalk at x ∈ X is given by the complexified
representation ring RC(Gx) = R(Gx)⊗ZC of the isotropy group Gx, a finite group.
As explained in [Mo, Sec. 6.4], the Leray spectral sequence associated to the mor-
phism of groupoids β : ΛG→ G yields an isomorphism
Hkorb(X,C)
∼= Hk(X,RC), (6.18)
where the right hand side is simply sheaf cohomology on the space X . Consider
now the abelian group PG := H
1(G,S1)/H1(X,S1). By Sec. 2.3, H1(G,S1) clas-
sifies the G-line bundles on G, whereas H1(X,S1) gives the set of isomorphism
classes of line bundles on X , which, by pull-back along the projection π : G→ X ,
identifies with the set of isomorphism classes of G-line bundles with trivial action
of the isotropy groups. Thus, PG is the Picard group as defined in [FeSchTa],
however we do not use this terminology here in view of the Picard group in Poisson
geometry (cf. [BuWe]) which is a completely different group. Now, there is a nat-
ural homomorphism from PG into the group of units of the ring H
0(X,RC). For its
construction observe that every G-line bundle gives rise to a representation of the
isotropy Gx for every x ∈ X , hence, by taking the character at every point, there
is a canonical map H1(G,S1) → H0(X,RC). As its kernel is given by H
1(X,S1),
the existence of the injection PG → H
0(X,RC) follows.
Since traces on an algebra are nothing but cyclic 0-cocycles, Theorem 5.10 entails
that the space of traces on A((~)) ⋊ G is isomorphic to H0orb(X,C) ⊗ C((~)). By
Eq. (6.18), the conjecture of [FeSchTa] can now be reformulated as the statement
that the image of PG in H
0(X,RC) forms a basis. But since irreducible representa-
tions of a finite group are necessarily one dimensional only if the underlying group
is abelian, the claim holds true in general, if and only if every isotropy group Gx is
abelian. Therefore, the conjecture in [FeSchTa] is true for G with abelian isotropy
groups, but not otherwise.
Strictly speaking, the paper [FeSchTa] is only concerned with the algebra
Γinv,c(A~) of invariant sections of A~, or in other words with the deformation quan-
tization of C∞c (X) constructed in [Pf03], cf. Sec. 2.7. However, the conclusion
above remains true also in this case in view of the following:
Proposition 6.5. In case the proper e´tale Lie groupoid G is reduced, i.e. if each
isotropy group Gx acts faithfully on a neighborhood of x ∈ G0 (cf. [Mo, Sec. 1.5]),
then the algebras A((~)) ⋊G and Γinv,c(A
((~))) are Morita equivalent.
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Sketch of Proof. The equivalence bimodule is given by A((~))(G0), the quantization
of the symplectic manifoldG0. To prove that this really defines a Morita equivalence
one first observes that it suffices to prove the claim locally. One can check this
for example by using the groupoid GU and the partition of unity associated to a
covering of G0. Using a covering by open subsets over which the restricted groupoid
is isomorphic to a translation groupoid by a faithful action of a finite group, the
claim is proved locally as in [DoEt] by the fact that the deformed algebraA((~))(M)
of a symplectic manifold is simple. The latter holds true since there are no nontrivial
Poisson ideals in the ring of smooth functions on a symplectic manifold. ✷
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