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Abstract
In order to make the process of material model development more systematic for energetic materials, we have developed a procedure 
that makes use of nonlinear optimization to derive optimal values of parameters in the material models.  A framework has been
developed that makes use of the optimization software package LS-OPT driving the hydrocode CTH (CTH is developed and 
maintained at Sandia National Laboratories, LS-OPT is developed by LSTC).  CTH was used to model a set of characterization 
experiments that were used as the basis for the calibration of a particular model; for example, the cylinder test was used to calibrate
the JWL equation of state, and the wedge test for the HVRB reactive burn model.  As a verification test of the framework, we have 
determined material model constants for PBX-9404 and compared them to values published in the literature as well as the equation of 
state library models in CTH.
© 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hypervelocity Impact Society.
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1. Introduction
Accurate modeling of the reaction and detonation of energetic materials is important to a large number of military and 
civilian applications.   An important component of this modeling problem is the availability of accurate material models. 
For modeling energetic processes, equations of state are required for the reactants and products, and a burn model is
needed to determine the conditions of evolution from reactants to products.  This simple description of energetic
processes is largely empirical, since it does not consider the details of chemical composition evolution during the
reaction process, but nevertheless has proven to be a powerful analysis method capable of simulating a wide range of 
reaction and detonation phenomena.
Calibration of material models for different energetic materials is, of course, an important part of the modeling
process.  Ideally, this would be accomplished by executing a set of simple experiments to directly derive the parameters
required in the model (for example
modulus for an elastic material).  However, most material models used in modeling energetic processes are far too
complicated to be characterized in this manner.  For example, the Jones-Wilkins-Lee (JWL) equation-of-state for 
detonation products contains six constants, and none of these can be determined explicitly from a simple experiment. 
Instead, it is necessary to rely on computer simulation of an experiment with continual
an acceptable result is achieved.  Not surprisingly, this process is both inefficient and inaccurate. 
In order to make the process of material model development more systematic for energetic materials, we have
developed a procedure that makes use of nonlinear optimization to derive optimal values of parameters in the material
* Corresponding author. Tel.: +1-205-975-5882; fax: +1-205-975-7244.
E-mail address: littlefield@uab.edu
Available online at www.sciencedirect.com
3 The Authors. Published by Els vier Ltd.
Selection and peer-review under responsibility of the Hypervelocity Impact Society
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
280   Kenneth Walls et al. /  Procedia Engineering  58 ( 2013 )  279 – 288 
models.  A framework has been developed that makes use of the optimization software package LS-OPT [1] driving the 
hydrocode CTH [2] (CTH is developed and maintained at Sandia National Laboratories, LS-OPT is commercially 
available from LSTC).  CTH was used to model a set of characterization experiments that were used as the basis for the 
calibration of a particular model; for example, the cylinder test was used to calibrate the JWL equation of state, and the 
wedge test and Large Scale Gap Test for the HVRB reactive burn model.  As a verification test of the framework, we 
have determined material model constants for PBX-9404 and compared them to values published in the literature as well 
as the existing CTH library equations of state. 
2.  Software 
Numerical simulations of the characterization experiments were carried out using the three-dimensional, multi-
material Eulerian hydrocode CTH.  CTH is a widely used analysis tool in the academic, government and industry 
communities for analyzing problems involving high strains and strain rates, large deformations, and strong shocks.  CTH 
uses the van Leer algorithm for second-order advection that has been generalized to account for a non-uniform and finite 
grid, and multiple materials; CTH also has an advanced material interface algorithm for the treatment of mixed cells.  
Several advanced equation-of-state and constitutive models are available in the code. 
The LS-OPT optimization software package was also used as a front-end to CTH to develop the objective functions 
necessary to carry out the minimization analysis for development of optimal material constant sets.  LS-OPT contains 
several methodologies to optimize a design environment.  One of the primary methods used by LS-OPT is the Successive 
Response Surface Methodology (SRSM), which is a statistical method for constructing smooth approximations to 
functions in a multi-dimensional space.  LS-OPT also has the ability to perform Monte Carlo based sampling; multi-
objective optimization with Pareto optimality; stochastic methods with either direct or surrogate-based design responses; 
and a variety of other response surface methodologies.  LS-OPT is also readily designed for implementation on high 
performance computing clusters and can be easily interfaced with a wide variety of solver codes using a scripting 
interface technique. 
3. Model Calibration 
The physical and chemical processes taking place during the reaction of energetic materials involves complex 
interactions that continually change the composition and thermodynamic state of the material as it reacts.  However, in 
many situations, it is sufficient to simplify these processes using a phenomenological approach that does not consider the 
details of the chemical reactions taking place or the rates at which they occur.  Instead, the reactants and products can be 
treated as single materials with a simple rate law describing the evolution of reactants to products.  This description is 
used in CTH and has been applied successfully to model a wide range of energetic material processes such as 
sympathetic detonation, detonation failure and critical diameter assessments. 
With this description reactive flow, it is necessary to specify models for the reactants and products equation of state, 
and a reactive burn model describing the evolution of reactants to products.  In this study the Mie-Grüneisen and Jones-
Wilkins-Lee (JWL) [3] equations of state were used for the reactants and products, respectively, and the History Variable 
Reactive Burn (HVRB) [4] model was used as the reactive burn model. 
3.1. JWL Calibration 
In 1968, Lee etal. [3] proposed an algebraic form for the equation of state of explosive products referred to as the 
Jones-Wilkins-Lee, or JWL, equation of state.  The equation of state is still in widespread use.  The JWL equation of 
state is based on a first order expansion of the principle isentrope, assumed to be of the form 
 
                                         (1) 
 
where p is the pressure,  the density,  the Grüneisen coefficient, and A, B, C, R1 and R2 are constants.  The subscripts s 
and 0 refer to values along the adiabat and reference condition, respectively.  Expansion of the adiabat is accomplished 
by using the isentropic identity and Grüneisen coefficient definition and yields the well-known relationship 
    
                      (2) 
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where e is the specific internal energy and e0 is a reference energy.  Since the most common use of JWL is to model 
states of detonation products, the adiabat passing through the Chapman-Jouget (C-J) point, also called the C-J adiabat, is 
usually the one selected. 
As mentioned previously, the empirical constants A, B, C, R1 and R2 and the Grüneisen coefficient  cannot be 
individually determined from simple characterization experiments.  Instead, the procedure usually followed to determine 
these constants is a single characterization experiment is simulated, and the constants are altered until an acceptable fit to 
experiment is achieved.  For the JWL equation of state, an experiment referred to as the cylinder test is typically used for 
the fit.  In the experiment, a thin-walled copper tube is filled with an explosive and ignited from one end.  The rate of 
expansion of the wall of the cylinder as the detonation wave propagates along its length uniquely characterizes the 
explosive and provides a basis for calibrating the equation of state.  At a location away from the ends of the cylinder, the 
expansion velocity depends primarily on the radial distance the wall of the cylinder has been displaced from its original 
position.  A distinct advantage to the use of this experiment for equation of state calibration is that it depends only on the 
detonation velocity and not the specifics of the reactive burn model; that is, if the detonation velocity is known, the time 
and spatial evolution of reactants to products is a geometric problem that can be analytically pre-determined (this simple 
model of detonation is usually referred to as the programmed burn model).  As such, calibration of the equation of state 
can be done independent of the burn model. 
Results from the simulation of a typical cylinder test are shown in Fig. 1.  The propagation of the detonation wave and 
expansion of the cylinder wall by the high pressure explosive products are clearly evident. 
In order to make use of the LS-OPT toolkit to determine an optimal fit to the cylinder test, it is necessary to develop 
an objective function.  Using a series of scripts and post-processing codes we developed, the velocity of the cylinder wall 
was monitored at 10 locations along the length of the cylinder.  Expansion velocities were then determined at 10 
different positions of lateral expansion once the wall had been displaced from its original position.  The RMS error 
between the experimentally measured velocities and the calculated values was the objective function passed to LS-OPT.  
LS-OPT LS-OPT together.  A 
template CTH input deck is modified by a scripting package called APREPRO that inserts the parameters assigned by 
LS-OPT during each iteration.  The iterations continue until either an acceptable tolerance for the minimum in the 
objective function is met or the maximum number of iterations is achieved. 
A number of failsafe measures were also incorporated to ensure results from inadmissible calculations did not distort 
the objective function.  For example, certain combinations of empirical constants in the JWL model can result in a 
negative specific heat.  We monitored for this condition and removed the results when it was achieved.  Other 
combinations can result in a negative reference energy e0, which is inadmissible in CTH.  Likewise, we monitored for 
this condition and removed results when it was achieved. 
Results from the JWL calibration are shown in Fig. 2, where the expansion velocity is shown as a function of position 
for the optimal data set determined from the LS-OPT run.  Fig. 2(a) shows a comparison of the optimized parameters 
with experimental 1-inch cylinder test data along with the existing CTH library JWL fit for PBX-9404.  Fig. 2(b) shows 
the same information for the 2-inch cylinder test. The experimental data used in the calibration was obtained from the 
LASL Explosive Property Data [5], as well as a technical report by Kerley [7], and fit using the global curve fit option in 
SigmaPlot.  As is evident, the calculations agree extremely well with the experiments and show good improvement over 
the existing CTH library JWL model for PBX-9404.  The optimization required 1 day, 23 hours, and 43 minutes of 
compute time on the 40,320 core Cray XE6 (Garnet) located at the Army Engineering Research and Development Center 
(ERDC) in Vicksburg, Mississippi. A total of 34 iterations of LS-OPT were required to obtain these results. Each 
iteration of LS-OPT ran the solver script 83 times with the parameter space being refined after each iteration.  The 1-inch 
and 2-inch calibrations were both performed during each run of the solver script, resulting in a single set of parameters 
for PBX-9404 JWL model. The parameters for PBX-9404 that were found using LS-OPT are given in Table 1 (the 
constant C does not appear because it is necessary to determine it only when the isentrope is needed).   
 
Table 1.  Optimal values of the JWL constants A, B, R1, R2 and  
 
A (dynes/cm2) B (dynes/cm2) R1 (--) R2 (--) (--) 
5.35863x1012 1.51239 x1012 5.02649481 2.75269528 0.46486841 
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Fig. 1.  Simulation of a cylinder test. 
 
  
(a)          (b)  
Fig. 2.  Expansion velocity versus position. 
 
The numerical value of the objective function obtained with these values was 0.022126.  By comparison, the existing 
CTH JWL library model yielded a RMS error of 0.0325187. In our LS-OPT calculation the detonation velocity was 
changed slightly from the value used to obtain the published JWL parameters given above; this was done to match the 
detonation velocity given in the experimental data, which was 8.762 km/s. 
 
3.2. Mie-Grüneisen Calibration 
 
The Mie-Grüneisen approximation as it is implemented in CTH offers a quick and simple way to construct an 
equation of state model from experimental data without using EOS modelling codes.  It makes the assumption that the 
Grüneisen  is a function of density only  0 0 .  This leads to a linear 
relationship between pressure and energy at constant density, given by the equations 
 
      (3) 
 
where PH and EH are the pressure and energy along the Hugoniot.  When temperature is required the Mie-Grüneisen 
approximation also assumes the constant-volume specific heat CV )V is a constant, which gives 
 
             (4) 
 
where TH is the Hugoniot temperature. 
CTH offers two options for representing the Hugoniot.  For the purposes of this paper we will consider only the first 
option, which is given as a quadratic relation between the shock velocity US and particle velocity uP: 
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where CS, S1, and S2 are constants. As is the case for many solids, the US-uP relation is seen experimentally to be
approximately linear, therefore we have neglected the 2nd order terms in this work and have restricted our calibration to
only the CS and S1 terms.  
In order to calibrate the Mie-Grüneisen model US values at five different input pressures were fit.  These input 
pressures correspond to the wedge test input pressures used to calibrate the HVRB model described in section 3.3 of this
paper. Parameters were determined by impacting a 50 cm thick slab of unreacted PBX-9404 against a symmetry 
boundary at x = 0 and measuring the velocity of the shock wave as it propagates through the material. 
It was also necessary to calibrate the impact velocity of the impacting slab of material in order to obtain input 
pressures that correspond to the experimental values. This was accomplished by implementing a bisection algorithm into
the solver script.  This bisection scheme starts with an initial velocity and then adjusts the impact velocity until the
experimental input pressure is achieved.  Once the correct impact velocities have been established it is then possible to
determine the value for US that corresponds to the input pressure.  With this procedure, the optimized solution will not 
only result in a well-calibrated Mie-Grüneisen fit for PBX-9404, but will also produce correct impact velocities for use in
the wedge test calculations for the HVRB calibration.
An objective function must be specified in order for LS-OPT to determine an optimal fit for the parameters in the
model to the experimental US data.  A procedure similar to the one used for the cylinder test was used here.  The shock 
velocity was monitored from five CTH calculations run at different impact velocities, corresponding to five different
impact pressures.  The RMS error between the experimentally measured US and the calculated values at these five
pressures was the objective function passed to LS-OPT.  Iterations from LS-OPT continue until either an acceptable
tolerance for the minimum in the objective function is met or the maximum number of iterations is achieved.
Results from the Mie-Grüneisen calibration are shown in Fig. 3, where shock velocity, US, is plotted as a function of 
input pressure for the optimal data set determined from the LS-OPT run.  The experimental data used in the calibration
was obtained from the LASL Explosive Property Data [5].  As is evident, the calculations agree very well with the
experiments and showed improvement over the existing CTH library model for PBX-9404. The optimization required 3
days and 1 minute of compute time on the 40,320 core Cray XE6 (Garnet) located at the Army Engineering Research and 
Development Center (ERDC) in Vicksburg, Mississippi. A total of 42 iterations of LS-OPT were required to obtain these 
results. Each iteration of LS-OPT ran the solver script 63 times with the parameter space being refined after each
iteration.  Each run of the solver also performed the bisection calibration described above for each input pressure to 
determine the corresponding impact velocity.  A simulation at this impact velocity was then used to determine the value
of US at the desired pressure. The numerical value of the objective function obtained using these constants was
0.0132886.  On the other hand, using CTH library Mie-Grüneisen fit produced an objective function of 0.0520336.  As 
such, the fit we have obtained using the optimization procedure appears to be more accurate.  The model constants 
determined from the LS-OPT run are given in Table 2.
Table 2.  Optimal values of the Mie-Grüneisen constants C0 and S1.
C0 (cm/s) S1 (--)
2.537183x 105 2.11659339
Fig. 3. Input pressure versus US.
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3.3. HVRB Calibration 
The History Variable Reactive Burn (HVRB) model describes the initiation and propagation of detonations in 
heterogeneous explosives.   The HVRB rate law incorporates two features that are necessary to model shock initiation 
behavior in heterogeneous explosives a pressure-dependent rate law, and a time delay before initiation of rapid 
reaction. The rate equation is written in integral form 
 
                                                            (6) 
 
where  is the extent of reaction and   is an integral over time of the pressure at a mass point given by 
 
 .                                                         (7) 
 
The parameters PR and z determine the pressure dependence of time and distance to detonation an
wedge test experiments. M controls the time delay to pressure buildup behind the shock front. X determines the rate at 
which the reaction goes to completion. PI is the threshold pressure for initiation. o is used to make  dimensionless and 
is not an independent constant.  
Parameters in the HVRB model are determined by calibration to data obtained from an experiment called the wedge 
test.  In the wedge test, a thin slab of explosive is impacted to establish a one-dimensional planar shock.  At sufficiently 
high impact velocities, a detonation is obtained in the slab, and the build-up to detonation is recorded along a wedge cut 
into one edge of the slab.  The interior angle of this wedge is made sufficiently small to prevent release waves emanating 
from the corner of the slab from interfering with the planar shock.  Thus, true one-dimensional conditions are assured 
and, at the same time, a surface is provided for imaging the propagation and transition to detonation of the shock wave.  
Results from the wedge test are usually presented in the form of impact pressure versus run distance (the distance from 
the impact plane to the initiation of detonation) called a POP Plot.  Results from a typical simulation of a wedge test for 
PBX-9404 are shown in Fig. 4, where the pressure is shown as a function of distance at 3 s after impact.  The impact of 
two identical 50 cm thick slabs occurs at x = 0 and has built up to detonation at this time (the use of two identical slabs 
allows for easy analytical computation of the impact pressure used in the ordinate on the POP Plot).  It also allows 
symmetry conditions to be used in the calculation so that only half the problem needs to be run.  The detonation wave 
located 17 mm from the impact location at x = 0 is clearly evident in this simulation.  The detonation exhibits a high 
pressure spike (usually referred to as the von Neumann spike) where the explosive shocks up to a high pressure along its 
unreacted Hugoniot.  The reaction proceeds immediately behind the spike and the pressure is reduced to its value on the 
products Hugoniot (the Chapman-Jouget or C-J pressure).  Beyond this point the pressure is reduced further by 
rarefaction waves emanating from the rear edge of the detonation wave. 
In addition to the wedge test, a second series of tests, known as the Large Scale Gap Test (LSGT) is also performed in 
order to fit the reactive flow model to low-pressure response.  The LSGT is commonly used to measure the sensitivity of 
an explosive.  The test  
confined cylinder of the reacting material of interest.  A steel witness plate is typically placed below the test setup and 
detonation is determined by the depth of 
until a 50% reactivity range is developed.  Sensitivity is measured in the number of cards required to reach the 
GO/NOGO threshold, where 1 card = 0.01 inches.  In order to determine the simulated 50% reactivity range, a bisection 
scheme similar to that used in the Mie-Grüneisen calibration was implemented in the solver script.  The bisections 
continued until an exact card gap for 50% reactivity was determined.  For the purposes of this optimization, detonation 
was determined by searching for the presence of a von Neumann spike condition in the calculation.  An example of the 
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Fig. 4.  Simulation of a wedge test.
Fig. 5.  Simulation of the Large Scale Gap Test.
The objective function development for the HVRB calibration proved to be more complicated than for the JWL and
Mie-Grüneisen calibrations.  Wedge tests simulations were performed to fit to the moderate to high pressure response
and the LSGT was used to fit the low pressure response.  Additionally, our previous work [9] had shown that it is
possible to obtain a good fit to the POP plot while failing to yield an appropriate detonation velocity. Therefore, a multi-
objective framework was developed that included optimized fits to the POP plot, detonation velocity, and 50% reactivity
range on the LSGT.  An important aspect of the multi-objective approach that was also revealed in our previous work [9]
is that embedded gauge history data can also be matched reasonably well if the detonation velocity is included as an
objective in the fit.  Because of this, it is not necessary to include a fit to pressure history data as a separate objective,
which would add an additional layer of complexity to the optimization.  Although embedded gauge history data was not 
available in this work, the results in [9] suggest that our multi-objective approach may be successful in matching it when
it becomes available without resorting to a more complex optimization.
Each objective function was once again developed in a procedure similar to the one used previously for the JWL and 
Mie-Grüneisen calibrations.  For the wedge test calculation, the run distance was monitored from five CTH calculations 
run at different impact velocities (using the velocities obtained from the optimized Mie-Grüneisen calibration)
corresponding to five different impact pressures.  The RMS error between the experimentally measured run distance and 
the calculated value at these five pressures was used as the first objective function and passed to LS-OPT.  Likewise, the
detonation velocity was monitored in a manner similar to the US determination from the Mie-Grüneisen calibration.  The
RMS error between the experimental and the measured detonation velocity for each of the five runs was determined and 
passed to LS-OPT as the second objective function.  Finally, the RMS error between the experimental and measured 
50% reactivity was determined and used as the third objective function. A set of weights was applied to each of these
objective functions in order obtain the best possible combination of minimized objective functions. Assignment of the 
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weights was based on numerical experiments, we found that acceptable results were obtained using weights of W =1 for 
the LSGT objective, W = 2 for the detonation velocity objective, and W = 4 for the POP plot objective.  Iterations from 
LS-OPT continue until either an acceptable tolerance for the minimum in the objective function is met or the maximum 
number of iterations is achieved. 
A complication that occurs in the development the objective function for the wedge test was to devise a way to 
automate the determination of run distance.  It was necessary to develop a robust criterion to signal the activation of a 
detonation wave in the calculation.  Many conventional indicators of detonation proved to be inadequate; for example, 
we determined that the C-J pressure was not always a reliable indicator of detonation.  After conducting a large number 
of numerical experiments, we determined that the most reliable criterion for indication of detonation was the presence of 
the von Neumann spike pressure in the shock wave.  We required not only that the pressure reach this value in the 
calculation, but that it also occur as a single, sharp discontinuity.  The von Neumann spike pressure is given by the 
intersection of the Rayleigh line passing through the C-J point and the reactants Hugoniot, and can be calculated 
analytically once the reactants and products equations of state are known.  For the case at hand, the reactants Hugoniot is 
given by 
 
      (8) 
 
where P is the pressure, c0 the bulk sound speed, v the specific volume, v0 the reference specific volume, and s the slope 
the shock velocity vs. particle velocity curve.  The equation for the Rayleigh line passing through the C-J point is given 
by 
 
,      (9) 
 
where DCJ is the detonation velocity at the C-J condition.  The intersection of these two curves yields the von Neumann 
pressure PVN given by: 
 
 .     (10) 
 
For PBX-9404 with v0 = 0.54259 cm3/g, DCJ = 8.762 km/s, c0 = 2.537183 km/s and s = 2.11659, this gives PVN = 4.749 x 
1011 dynes/cm2. 
As in the JWL calibration, it was also necessary for incorporate a number of failsafe measures to insure admissible 
results from the calculations.  For example, if the von Neumann pressure was not reached or if it did not occur as a sharp 
discontinuity, the results from the calculation were flagged as inadmissible and not included in the objective function 
determination. 
Results from the HVRB calibration are shown in Fig. 6, where impact pressure is plotted as a function of run distance 
(the POP Plot) for the optimal data set determined from the LS-OPT run.  The experimental data used in the calibration 
was obtained from the LASL Explosive Property Data [5].  As is evident, the calculations agree very well with the 
experiments and show marked improvement over the existing CTH library fit for PBX-9404.  The optimization required 
3 days, 22 hours, and 38 minutes of compute time on the 40,320 core Cray XE6 (Garnet) located at the Army 
Engineering Research and Development Center (ERDC) in Vicksburg, Mississippi. A total of 33 iterations of LS-OPT 
were required to obtain these results. Each iteration of LS-OPT ran the solver script 63 times with the parameter space 
being refined after each iteration.  Each run of the solver performed bisection calibrations for the LSGT to determine the 
corresponding card gap for 50% reactivity. The numerical values of the objective functions obtained using these 
constants were 0.056953996 for the POP plot objective, 0.0017114 for the detonation velocity objective, and 0.0 for the 
LSGT objective.  On the other hand, using CTH library HVRB parameters for PBX-9404 the value of the POP plot 
objective function is 0.5395316, the detonation velocity objective is 0.018329199, and the LSGT objective is 0.013379.  
As such, the fit we have obtained using the optimization procedure appears to be considerably more accurate, especially 
at the 22.05 GPa input pressure, where the CTH library fit produced a run distance of 0 and is not shown on the POP plot 
in Fig. 6.  Plots of the GO/NOGO threshold of the LSGT are shown in Fig. 7 for the optimized set of HVRB parameters.  
Table 3 lists the HVRB parameters PR, z, M, and PI returned from the calibration.  Table 4 shows a comparison between 
the experimental values, and the optimized and CTH library fits for the LSGT 50% reactivity measurement and 
detonation velocity. 
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Table 3.  Optimal values of the HVRB constants PR, z, M and PI.
PR (dynes/cm2) z (--) M (--) PI (dynes/cm2)
8.86575 x 1010 2.65693358 1.06439785 1.1405292x109
Fig. 6.  Pressure versus run distance.
(a) (b)
Fig. 7. Result of the LSGT for the optimized set of HVRB parameters for (a) 224 cards (GO) and (b) 225 cards (NOGO).
Table 4. Comparison of experimental data with optimized and CTH library fits
Experimental LSGT Gap 224 Cards
Optimized LSGT Gap 224 Cards
CTH Library LSGT Gap 227 Cards
Experimental Detonation Velocity 8.762x105 cm/s
Optimized Detonation Velocity 8.7535x105 cm/s
CTH Library Detonation Velocity 8.9228x105 cm/s
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4. Conclusions 
We have developed a procedure that makes use of nonlinear optimization to derive optimal values of parameters in 
material models.  A framework has been developed that makes use of the optimization software package LS-OPT driving 
the hydrocode CTH (CTH is developed and maintained at Sandia National Laboratories, LS-OPT is commercially 
available from LSTC).  CTH was used to model a set of characterization experiments that were used as the basis for the 
calibration of a particular model; for example, the cylinder test was used to calibrate the JWL equation of state, and the 
wedge test and Large Scale Gap Test for the HVRB reactive burn model.  As an illustration of application of this 
framework, we have calibrated equations of state and reactive burn models for PBX-9404.  Comparisons of results from 
the optimized material models to experimental data were excellent and illustrate the validity of our approach. 
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