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Abstract
Freeze-drying is considered to be an attractive dehydration method of pre-
serving the quality of high value foods products. Unfortunately, it is an ex-
pensive operation, which calls for efficient tools capable of minimizing time
and/or energy while preserving product quality.
In this work, time-scale analysis has been applied to a detailed first-
principle based model. From such analysis a simplified model, capable of
describing freeze-drying at the time scales relevant to quality, has been pro-
posed. The model has been solved by the Finite Element method, showing
good agreement with the results in literature. Likewise, the efforts associated
with the computation of optimal operation policies have been reduced.
In this regard, different operational scenarios that take into account shelf
temperature (TL) and chamber pressure (Pc) have been considered on a sim-
ulation basis. In all cases the resulting optimal control profiles obtained led
to significant reductions of cycle time while ensuring product quality.
Keywords: Freeze-drying dymamics, Time-scale separation, Mathematical
modelling, Optimal control, Minimum process time
1. Introduction1
Freeze-drying (lyophilisation) is a dehydration process well known in food2
industries as it is an operation which preserves the biological activity of ther-3
mosensitive components, as well as the organoleptic and nutritional proper-4
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ties of the material. It must be also mentioned that freeze-drying extends5
products shelf life, while making goods easier to transport and to store.6
However, the slow drying rates and the working conditions (close to low7
absolute) constitute the main disadvantage of lyophilisation. This translates8
into an expensive process in terms of time and energy, and so economics.9
Thus, industrial uses of freeze-drying have been restricted to dehydration of10
high value products (Litchfield & Liapis, 1979; Pikal et al., 1983; Pikal, 2000;11
Trelea et al., 2007).12
Three stages can be identified in the complete freeze-drying process (Song13
et al., 2002; Trelea et al., 2007), during which different physical phenomena14
take place, as depicted in Figure 1:15
1. The first stage (freezing) involves a quick decrease of the sample tem-16
perature (reaching values below water triple point) in order to control17
the ice crystals size growth and to avoid possible damage to the material18
can be caused.19
2. The second step, the so called primary drying, consists of heating of20
the sample under partial vacuum conditions (always below the triple21
point) to force ice sublimation. This leads to an interconnected porous22
structure which can be later rehydrated very effectively while preserving23
the organoleptic and nutritional properties of the product. During this24
stage (the longest one of the cycle), which conditions most of the quality25
properties of the product, almost all frozen water is sublimated.26
3. Finally, the last step, the secondary drying, is an ordinary drying pro-27
cess where the water still bounded to the porous matrix is desorbed by28
increasing the temperature. Typical figures for final moisture levels in29
the product are around 0.5% w/w.30
The efficiency of the freeze-drying process in terms of productivity and31
product quality (obtaining of the highest quality in the shortest cycle time),32
is defined by various process variables (Trelea et al., 2007), being the product33
temperature the most determinant one. Although sublimation phenomenon34
is faster when temperature is increased, an overheating of the product could35
result into the collapse of the pore structure (Pikal & Shah, 1990) and the36
loss of the quality properties. This collapse phenomenon is usually associated37
with the glass transition temperature of the maximally freeze-concentrated38
phase. Thus, the proper handling of the product temperature will allow not39
only the maintenance of quality under market standard requirements but40
also to reduce process cycle time.41
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In this framework, theoretical modelling has been revealed as a very useful42
tool to achieve a better understanding of process dynamics and their influence43
on cycle time and product temperature history.44
Classical freeze-drying references (Litchfield & Liapis, 1979; Millman et al.,45
1984; Pikal et al., 1983) offer an exhaustive description of the process dynam-46
ics, involving a high number of parameters. Still accurate, these models and47
their subsequent improvements e.g. (Boss et al., 2004; Bruttini et al., 1991;48
Mascarenhas et al., 1997), are computationally involved and time consuming,49
so unsuitable for on-line/real time control purposes. More recent publications50
echoed the need of developing simplified and control-oriented models. (Trelea51
et al., 2007) proprosed a lumped model for optimizing process performance.52
The inherent loss of dynamical information, which could affect the quality53
requirements of the final product, might be the main disadvantage of this54
model. The same motivation appears in (Velardi & Barresi, 2008), where55
two simplified models are developed for on-line applications. Although both56
models are based on the separation of slow and fast dynamics of the sys-57
tem in order to obtain the desired simplifications, no theoretical basis, and58
therefore systematics, is provided.59
The present work is aimed at going one step further. A first principle-60
based model, describing primary and secondary drying dynamics, is pre-61
sented. By considering the corresponding thermophysical properties of the62
material, different characteristic times for freeze-drying dynamics are defined.63
Associated to these, the diverse time scales in which the involved physical64
phenomena take place are also revealed. From this rigorous time-scale anal-65
ysis, a simplified distributed model is launched as a suitable tool not only to66
provide an accurate description of the freeze-drying dynamics but also to be67
used as the core for computing optimal operation policies.68
Aiming the establishment of such optimal operations conditions, a num-69
ber of methodologies have been describe in literature. The objective is to70
determine the operating conditions over the control variables, namely, the71
shelf temperature and the chamber pressure, which are the most intuitive72
controls. The purpose of these contributions is minimizing the drying time73
while satisfying the glass transition constraint (Gan et al., 2004; Rene et al.,74
1993). The suitable shelf temperature and chamber pressure conditions are75
frequently established on a trial-and-error basis (Alves & Roos, 2006). Thus,76
considering constant values for these variables arises as the simplest approach77
to determine optimal operation policies. Such approach normally results into78
non-optimal conditions for the primary drying (Liapis et al., 1996).79
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Since significant advantages can be obtained if shelf temperature and80
chamber pressure are varied during the process time (Pisano et al., 2010),81
the definition of a procedure to optimally determine time-varying operat-82
ing profiles has become one of the scopes of recent research on freeze-drying83
(Pisano et al., 2010; Boss et al., 2004; Velardi & Barresi, 2008). The aim84
of the approach presented in this paper is to easily and systematically de-85
termine optimal operation policies for freeze-drying processes, while trying86
to overcome disadvantages presented in previous literature. Drawbacks are87
mainly related, as previously mentioned, to the use of computationally ex-88
pensive dynamics models, parameter uncertainty (Litchfield & Liapis, 1982)89
or policies established on case-by-case basis (Alves & Roos, 2006; Sadikoglu90
et al., 1998).91
In this work, the optimal control problem associated to the complete92
freeze-drying process is simultaneously solved for primary and secondary dry-93
ing stages. The time-scale based model here proposed is defined as the core94
of the stated problem. It must be considered that if the mathematical model95
is not properly defined, this could lead once again to non-optimal process op-96
eration, which could result in a loss of product quality (Sadikoglu et al., 1998;97
Sadikoglu, 2005). Thus, the importance of a low dimensional control-oriented98
model, as the one here proposed by the authors.99
Finally, it must be mentioned that, in order to obtain a low dimensional100
non linear programming (NLP) problem, a Control Vector Parameterzation101
(CVP) approach is employed. The resulting NLP problem is then efficiently102
solved by using a novel optimization tool based on scatter-search (SSm).103
The paper is organized as follows: In Section 2, the time-scale analysis104
is introduced, and the resulting first principle based model describing freeze-105
drying dynamics is presented. The dynamic validation of the proposed di-106
mensional reduced model is presented in Section 3. Finally, in Section 4, this107
novel time-scale based model will be employed to compute optimal policies108
for freeze-drying process.109
2. Materials and Methods110
Porous media are defined as a permeated material constituted by an inter-111
connected network of pores throughout which the vapour flux can circulate112
(Roth, 2007). Its importance is well known in many mass transfer appli-113
cations, including freeze-drying of foods, where the process depends on the114
vapour water transport through a porous layer of dried solids (Bird et al.,115
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2007). As a consequence, heat and mass transfer mechanisms will be consid-116
ered in order to obtain a dynamic description of the freeze-drying process.117
In this paper, skim milk is selected as reference material. The physical pa-118
rameters used to define the different work cases developed in this paper have119
been taken from literature (Liapis & Bruttini, 1994; Mascarenhas et al., 1997;120
Millman et al., 1984).121
122
2.1. Assumptions123
For modelling purposes the following standard assumptions are made124
(Mascarenhas et al., 1997; Millman et al., 1985; Trelea et al., 2007):125
1. The frozen region has uniform heat and mass transfer properties.126
2. There is a continuous interface (sublimation front) between the dried127
and the frozen region, with infinitesimal thickness.128
3. At the interface, the concentration of water vapour is in equilibrium129
with ice.130
4. The structure of the porous matrix is rigid provided that its tempera-131
ture is below that of glass transition.132
5. The solid matrix is permeable, thus allowing the circulation of vapour133
fluxes.134
2.2. Geometry135
In this work, we approximate a generic system to be freeze-dried, as the136
one depicted in Figure 2, by a 1D slab. Initially, the thickness of the dried137
region (and therefore the position of the front) is considered to be the 2%138
of the total length (Mascarenhas et al., 1997). The porous dried media and139
a frozen region coexist separated by the sublimation front. Note that the140
existence of both regions will be needed for the boundary conditions to hold,141
avoiding discontinuities at x = 0 instants after the heat begins to be supplied.142
2.3. Time scale approach to model simplification143
As commented in Section 1, freeze-drying dynamics has been extensively144
analyzed in literature (Bruttini et al., 1991; Litchfield & Liapis, 1979; Mas-145
carenhas et al., 1997; Millman et al., 1985; Pikal et al., 2005; Ratti, 2001;146
Sadikoglu & Liapis, 1997). Relying on these references, a first principle based147
model describing the primary drying (stage which determines the product148
quality) and secondary drying is here presented. The main difference with149
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respect to those other models is related to the treatment of the heat transfer150
phenomena in the dried layer. It must be remarked that separated energy151
transfer mechanisms for vapour and porous matrix in the dried region are152
considered. In order to both achieve a better comprehension of the process as153
well as to identify its leading roles, the coupled mass and energy balances are154
described by taking into account the inherent thermophysical properties of155
the system. Thermal diffusivities, desorption rate and the mass flux velocity,156
define a set of characteristic times in which the different physical phenom-157
ena take place (see Table 1). Please, check Appendix A for more detailed158
information on the time-scale approach.159
Based on this time scale analysis, a simplification of the governing equa-160
tions is performed. This approach will allow us to focus just on the phe-161
nomenon of interest and to neglect mechanisms occurring at different time162
scales. For the freeze-drying case, the relevant time scale is the one related163
to the temperature distribution within the porous matrix. This will define164
a model we will refer to as the matrix scale model. For the 1D case it is165
described as follows.166
2.3.1. Heat transfer equations167
Heat transfer is governed by Fourier’s equation in both regions:168
∂TI
∂t
(x, t) = αI
∂2TI
∂x2
(x, t), ∀x ∈ (0, S(t)) (1)
∂TII
∂t
(x, t) = αII
∂2TII
∂x2
(x, t), ∀x ∈ (S(t), L) (2)
where TI and TII are the temperatures of the dried and the frozen layer,169
respectively, and S(t) denotes the position of the sublimation front. Over170
the product top (x = 0), radiation is the main heat transfer mechanism171
while at the bottom (x = L) convection must be considered (Bruttini et al.,172
1991). This leads to the following Neumann-type boundary conditions:173
kI
∂TI
∂x
(x, t) = σepfp
(
T 4c − T
4
I
)
, x = 0 (3)
174
kII
∂TII
∂x
(x, t) = hL (TL − TII) , x = L (4)
where TL is the shelf temperature and the convective heat transfer coefficient,175
hL, depends on the chamber pressure Pc (Bruttini et al., 1991; Sadikoglu &176
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Liapis, 1997) as:177
hL = 1.5358Pc (5)
Continuity of temperature across the front is also imposed:178
TI = TII = Ts, x = S(t) (6)
It must be noted that the sublimation front constitutes a moving boundary,179
which calls for an extra boundary condition, the Stefan condition (Crank,180
1984) at x = S(t), of the form:181
kII
∂TII
∂x
(x, t)− kI
∂TI
∂x
(x, t) = ∆Hs(ρII − ρI)
∂S(t)
∂t
(7)
2.3.2. Mass transfer equations182
Due to the fact that heat and mass transfer mechanisms are strongly183
coupled, the continuity equation must be also defined in the dried region.184
For porous materials, the vapour velocity will be computed by Darcy’s law:185
∂
∂x
(
−ρv(x, t)
Km
µ
∂Pv
∂x
(x, t)
)
= 0, ∀x ∈ (0, S(t)) (8)
where Pv is the vapour pressure and ρv its density, which is assumed to obey186
the Ideal Gas condition. In this way, vapour density can be calculated from187
Pv and TI data directly. The other two parameters associated to Darcy’s188
equation are the matrix permeability, Km, and the vapour viscosity, µ.189
Pressure value is fixed in the freeze-dryer chamber, while the sublimation190
phenomena origins a vapour flux from the front. This translates into the191
following Dirichlet and Neumann boundary conditions defined at x = 0 and192
x = S(t), respectively:193
Pv = Pc, x = 0 (9)
194
−ρv(x, t)
Km
µ
∂Pv
∂x
(x, t) =
∂S(t)
∂t
(ρII − ρI) , x = S(t) (10)
Since ice and vapour are in equilibrium at the moving front, once Ts is195
obtained by solving Equations (1)-(7), the Clausius-Clapeyron equation is196
employed to obtain Pv(S(t)), what closes the coupled mass transport prob-197
lem. It should be remarked proportionality between gradient pressure and198
vapour flux in Equation (10), from which it is easy to see that, the driving199
force of the sublimation rate, and therefore drying, is the gradient pressure.200
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Despite the fact that the classical definition of freeze-drying distinguishes201
between primary and secondary drying as two consecutive stages, bounded202
water begins to be desorbed locally when the sublimation front passes by,203
creating a new portion of dried layer (Bruttini et al., 1991), what results into204
a coupled phenomenon. The evolution of water desorption in the product205
can be obtained from the vapour pressure in the dried region by solving206
the following Initial Value Problem (IVP), being the time dependence of the207
moisture content of the form (Mascarenhas et al., 1997; Millman et al., 1985;208
Pikal et al., 2005):209
dCb
dt
(t) = Kg
(
Cbeq − Cb(t)
)
, ∀x ∈ [0, S(t)) (11)
210
Cbini = Cb (x, 0) (12)
where Cb represents the product water content (in kg water/kg solids) while211
Cbeq and Cbini are the equilibrium and initial water contents of the sample,212
respectively. The equilibrium concentration for the sorbed water, Cbeq , is213
given by the GAB equation (van den Berg & Bruin, 1981):214
Cbeq =
mmawCGKGAB
(1− awKGAB) [1 + (Cg − 1) awKGAB]
(13)
The water content of the monolayer capacity mm is expressed in grams of215
water per 100 grams of solid. The water activity aw is here defined as the216
quotient between the vapour pressure in the dried layer, Pv, and the equilib-217
rium vapour pressure at the considered temperature, given by the Clasius-218
Clapeyron equation, Pveq . The values mm, KGAB and CG for the skim milk219
are taken from (Furmaniak et al., 2009).220
3. Results and Discussion221
3.1. Validation and numerical simulation of the matrix scale model222
In order to verify the goodness of the simplified matrix scale model, a case223
study has been defined, consisting of the freeze-drying of a 3 mm and a 6 mm224
thickness skim-milk slabs. The governing equations for the matrix time scale225
were implemented in the commercial software COMSOL Multiphysics c© and226
solved by the Finite Element method (FEM) together with an Arbitrary227
Lagrangian-Eulerian method (ALE) (Donea et al., 2004) in order to track228
the moving front (Mascarenhas et al., 1997). The results obtained for the 3229
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mm thickness slab are presented in Figure 3, where trends for the product230
temperature distribution along the sample for the sublimation stage show231
good agreement with those reported in (Mascarenhas et al., 1997) when the232
same boundary conditions are chosen. Differences might be attributed to233
the unalike initial conditions employed and to the use of inert gas in the234
literature case. In addition, final times for primary drying for both sample235
longitudes are compare in Table 3 to those reported in (Mascarenhas et al.,236
1997; Millman et al., 1985), showing also good agreement with literature.237
Once stated the proper dynamic response of the developed matrix-scale238
model, it has been used to analyze the freeze-drying process of a 10 mm239
thick sample. For this new case, both sublimation and secondary drying240
stages have been simulated. The drying stage starts at the end of the sub-241
limation phenomena. During this stage the whole sample can be considered242
dried. This new scenario is entirely governed by the heat transfer mechanism243
corresponding to the dried material, so it can be described by Equation (1)244
and boundary conditions defined by Equations (3)-(4). The same numeri-245
cal procedure employed in the validation case has been used to solve the 10246
mm sample thickness case study, by using the data and parameters shown in247
Table 2.248
The product temperature profiles at different times can be seen in Figure249
4. Both regions (dried and frozen) are well defined in the plot, being the250
lowest temperature point the one corresponding to the sublimation front.251
During the first 5-6 hours of the process a quick rise of temperature is de-252
tected, while a softer evolution follows next. Under conditions defined for253
this case (Table 2), the time needed to complete the primary drying was254
around 23.9 hours, being the secondary drying time of 6 hours.255
Figure 5 shows the evolution in time for the temperature and position of256
the sublimation front during the primary drying stage. The behavior of the257
front temperature follows the same trend as the whole product: an initial258
high increase, followed by a smooth evolution. The water content profiles259
for different sample positions during the complete freeze-drying cycle are260
depicted in Figure 6.261
As reported in (Furmaniak et al., 2009; Jouppila & Roos, 1994; Joup-262
pila et al., 1997), Equation (13) is limited to a certain range of aw values.263
Numerically, this requires the adjustment of the water activities also in the264
simulations. From the results obtained, it is possible to determine the re-265
quired freeze-drying cycle time required to fulfill a given quality specification266
for the product. In this case, an average moisture content (Caveb ) below 0.02267
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kg water/kg solids at the end of the process has been selected, which cor-268
responds to an average of 2% of water content. To attain such a product269
quality requirement, the process takes about 30 hours.270
3.2. Optimal Control271
Based on the matrix scale model previously developed, different scenarios272
have been devised (i.e. different pressure and temperature configurations in273
the equipment). These alternatives can be evaluated as a function of the274
moisture content in the product.275
Such assessment has been formulated as a dynamic optimization problem.276
The aim is to minimize the freeze-drying cycle time tf , while satisfying both277
product stability specifications (Caveb ) as well as process dynamics. Stabil-278
ity conditions are related to the product temperature (T ), which must be279
lower than the glass transition temperature (Tg) at any point of the sample280
during the whole freeze-drying cycle. Process dynamics is that described281
by equations (1)-(13) discussed in Section 2 which we formally represent as282
f (x˙, x, u, p, t) = 0. Mathematically, the problem can be stated as follows:283
min
u
tf (14)
subject to:284
f (z˙, z, u, p, t) = 0 (15)
285
Caveb (tf) = 0.02 kg water/kg solid (16)
286
T (x, t) ≤ Tg (17)
287
223K ≤ TL ≤ 323K (18)
288
10 Pa ≤ Pc ≤ 60 Pa (19)
where z ∈ Rα are the states, z˙ are their derivatives, u ∈ Rnu is the control289
vector that includes shelf temperature TL and chamber pressure Pc, and p290
∈ Rnp are a given set of parameters. The target average moisture content291
(Caveb ) is considered as an end point constraint while the quality requirements292
(T ≤ Tg) are taken into account as path constraints. As such, the latter will293
be introduced as penalties in the objective function. The upper and lower294
bounds for the considered controls have been chosen based on operational295
limitations of freeze-drying equipments.296
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It must be mentioned that the values of Tg during the complete cycle were297
obtained by using the Gordon-Taylor equation (Gordon & Taylor, 1952):298
Tg =
w1Tg1 + kGTw2Tg2
w1 + kGTw2
(20)
Here, Tg is the glass transition temperature of the sample, w1 = 1 − Cb and299
w2 = Cb are the weight fractions of matrix and water respectively. Tg1 and300
Tg2 are the glass transition temperatures of skim milk and water, and kGT301
is a constant1. Parameter values corresponding to skim milk are taken from302
(Jouppila et al., 1997). For this system a constant shelf temperature and303
chamber pressure profile which leads to a cycle time (tf ) = 29.888 h and sat-304
isfies a final average moisture content not larger than 0.02 kg water/kg solids305
is presented in Figure 7. For this case, it is shown that at the beginning of the306
secondary drying, the product temperature is above that of glass transition.307
Such dynamic behavior could lead to a collapsing phenomenon of the dried308
porous matrix and therefore, to rejection of the batch.309
In order to overcome the drawbacks related to operate close to or over the310
collapse conditions, we propose the optimal control problem (14-19). As a311
first approximation, we consider the case of solving a simple NLP problem to312
determine optimal constant profiles along the whole operation time horizon313
for the decision variables (TL and Pc). Mathematically, this scenario is anal-314
ogous to Problem (14-19), with u = [TL, Pc] and Tchamb = 298 K. For this315
case, the value obtained for the optimal freeze-drying cycle time is tf = 38.45316
h. This value is a 28.6% higher than the base case considered with TL and317
Pc defined by the values referred to in Table 2. Such significant increase in318
operation time is the price to pay to avoid any violation of the temperature319
constraint (17) at any point of the sample and at any time. This behavior is320
shown in Figure 8, where the product and the glass transition temperature321
evolutions are represented at different sample positions. As a result, quality322
requirements for the final product are ensured but through penalizing the to-323
tal process time. For this operational scenario, the associated water contents324
at different sample positions are depicted in Figure 9.325
Next, variable control profiles will be considered to reduce the process326
time needed while preserving product stability and quality. A Control Vector327
Parameterzation approach (Vassiliadis, 1993; Vassiliadis et al., 1994) has been328
1The temperature in this equation must be given in degrees Celsius
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employed to transform (14-19) into a non-linear optimization problem (NLP)329
of low dimension. To that purpose, the selected operation time horizon is330
divided into ρ time intervals and, the controls (TL, Pc) are approximated331
by piece-wise constant functions in each interval. Practical considerations332
regarding the operation of freeze-dryers on real food and biotechnological333
processing plants suggest such a kind of approximation.334
Different optimization algorithms can be used to solve the resulting NLP335
problem. Based on previous work developed by the Process Engineering336
Group of IIM-CSIC (Egea et al., 2007, 2009), eSS-SSm Enhanced Scatter337
Search solver (Egea et al., 2009) has been selected. This method, recently338
developed for solving nonlinear dynamic optimization problems, shares some339
features of the scatter search meta-heuristic. This algorithm is simpler and340
quite effective in helping to overcome typical difficulties of nonlinear dynamic341
systems optimization such as noise, flat areas, non-smoothness, and/or dis-342
continuities. It provides a good balance between robustness and efficiency343
between the global and local search, outperforming other state-of-the-art344
methods.345
3.2.1. One Control Variable Optimization (shelf temperature TL)346
In this subsection, the same scenario analyzed in previous works on freeze-347
drying optimization (Trelea et al., 2007) is considered. The aim is to solve the348
NLP problem (14-19) when only one control variable (shelf temperature, TL)349
is taken into account. Moreover, the operation time horizon is now unfixed,350
becoming the duration of the sublimation and drying stages two new decision351
variables. The associated optimization problem is defined as follows:352
min
u
tf(≡ tsub + tdry) (21)
subject to:353
f (z˙, z, u, p, t) = 0 (22)
354
Caveb (tf) = 0.02 kg water/kg solid (23)
355
T (x, t) ≤ Tg (24)
356
223K ≤ TL ≤ 323K (25)
where now u = [TL, tsub, tdry] ∈ R
2ρ+2and Pc = 10 Pa and Tchamb = 298 K357
are constant along the five intervals (ρ = 5) in which the sublimation and358
drying time horizons have been divided. In this case, the value obtained for359
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the optimal cycle time is tf = 31.64 h, which supposes a decrease of up to360
17.71% when compared to the one attained for the optimal constant control361
variables case (tf = 38.45 h). Note that no violations of the temperature362
constraint were detected (as shown in Figure 10), fulfilling the desired quality363
properties of the final product.364
The water content evolutions at different sample positions and the optimal365
control profile for TL are presented in Figure 11 and Figure 12, respectively.366
It must be noted that an increase of control discretization (ρ) would improve367
the freeze-drying operation time. However, such refinement could lead to368
a significant increase of the computational requirements to solve the prob-369
lem. Consequently, a compromise between ρ and computation costs must be370
achieved. In this work, and based on several tests performed, it was con-371
cluded that the selected level of discretization ρ = 5 is enough to clearly372
improve process time without the need of intensive computational efforts.373
3.2.2. Two Control Variables Optimization (TL and Pc)374
The influence of changes in chamber pressure over the freeze-drying cycle375
and its duration is analyzed next. To that purpose, two control variables, TL376
and Pc, are considered. The NLP problem (14-19) is now defined as:377
min
u
tf(≡ tsub + tdry) (26)
subject to:378
f (z˙, z, u, p, t) = 0 (27)
379
Caveb (tf) = 0.02 kg water/kg solid (28)
380
T (x, t) ≤ Tg (29)
381
223K ≤ TL ≤ 323K (30)
382
10 Pa ≤ Pc ≤ 60 Pa (31)
where u = [TL, Pc, tsub, tdry] ∈ R
4ρ+2.383
Practical considerations regarding the operation of freeze-dryers on real384
food and biotechnological processing plants suggest to use step changes (piece-385
wise constant intervals for control discretization) over the chamber pressure386
(Pc). By comparing the water contents of the sample at different positions for387
the current case (Figure 13) with the ones obtained for the optimal constant388
controls (TL=251.75 K and Pc=25.398 Pa) scenario (Figure 9), a notable389
gain is obtained in terms of operation time. The cycle time for this optimal390
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two control variables scenario is tf = 28.667 h, which represents a significant391
reduction of 9.783 h (≈ 25.5 %) and 2.973 h (≈ 9.40 %) when compared to op-392
timal constant profiles and one control variable (TL) cases, respectively. Shelf393
temperature profile (Figure 14) diminished due to self-cooling effect (Trelea394
et al., 2007) since ice sublimation rate decreases when the mass transfer resis-395
tance through the dry layer increases. During secondary drying, the moisture396
content of the product reduces, thus increasing the glass transition tempera-397
ture in the product. As a consequence of those combined effects, the risk of398
collapse disappears since product temperature will be below Tg, leading to399
the possibility of increasing significantly the shelf temperature. As expected,400
the profiles shown in Figure 14 and Figure 15 are quite smooth during the401
primary drying, as compared with the secondary drying stage. This results402
into an easier implementation of those profiles into freeze-dryers. Regarding403
temperature constraint violations no problems have been detected as shown404
in Figure 16. As a consequence, the porous structure and, therefore, quality405
of the final product is ensured while drastically reducing process time.406
4. Conclusions407
A novel low-dimensional model based on a time-scale simplification ap-408
proach (the matrix-scale model) has been presented and its performance con-409
fronted with literature data. This model constitutes the core of the proposed410
optimal control approach, which defines the operation conditions for mini-411
mizing freeze-drying cycle time while preserving product quality (final water412
content) through the solution of a dynamic NLP.413
For the case study considered, various control scenarios have been ana-414
lyzed. First, constant optimal control profiles for TL and Pc along the process415
time horizon were considered, overcoming temperature constraint violations416
that could lead to collapse of the product porous structure. For this scenario,417
final product quality is ensured at the expenses of an increase of about the418
29% of the cycle time as compared with a standard non-optimal constant419
profile (TL = 263 K and Pc = 10 Pa). After that, variable control profiles420
were proved to be successful in reducing process time while satisfying product421
quality standards. The resulting optimal profiles for (TL, Pc) led to reduc-422
tions of up to an 17.71% (one control variable case - TL) and 25.5% (two423
control variable case - TL and Pc) of the cycle time when compared with the424
case under optimal constant controls (TL = 251.75 K and Pc = 25.398 Pa).425
14
The implementation on a freeze-drying pilot plant of the optimal profiles426
obtained is the purpose of future work to be performed by authors. As it427
might be expected such optimal operation practices will ensure product qual-428
ity with a significant reduction of process time.429
430
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Appendix A. Time-scale analysis for model reduction439
Mass transfer equations440
The evolution of water desorption in the product is obtained from the va-441
por pressure in the dried region by solving the following Initial Value Problem442
(IVP):443
dCb
dt
(t) = Kg
(
Cbeq − Cb(t)
)
, ∀x ∈ [0, S(t)) (A.1)
Cbeq =
mmCGKGABaw
(1− awKGAB) [1 + (Cg − 1) awKGAB]
(A.2)
Cbini = Cb (x, 0) (A.3)
Mass vapor transport through the dried region is described by a modified444
continuity equation which includes a desorption term. This is written as fol-445
lows:446
447
ε
∂ρv
∂t
= −ε
∂ (ρvϑ)
∂x
− ρM
dCb
dt
, ∀x ∈ (0, S(t)) (A.4)
where ε is the void volume fraction in the dried layer. Darcy’s law is used to448
compute the vapour flux velocity:449
ϑ = −
Km
µ
(
∂Pv
∂x
)
(A.5)
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Substituting (A.5) into (A.4) we get:450
ε
∂ρv
∂t
= −ε
∂
∂x
(
−ρv
Km
µ
∂Pv
∂x
)
+ ρm
dCb
dt
, ∀x ∈ (0, S(t)) (A.6)
This equation describes the motion of the vapor in the porous matrix.451
452
Heat transfer equations in the dried region453
For the porous material, transfer mechanisms comprise heat conduction,454
bounded water sublimation heat and heat transfer between solid matrix and455
vapor:456
∂TM
∂t
= αM
∂2TM
∂x2
+
∆Hs
CpM
dCb
dt
−
hmvSmv
ρMCpM
(TM − TV ) , ∀x ∈ (0, S(t)) (A.7)
with TM being the temperature of the porous matrix and hmv the heat trans-457
fer coefficient. Denoting the characteristic diameter by dp, the contact surface458
between matrix and vapor can be defined as Smv =
6(1−ε)
dp
(Mhimid et al.,459
2000).460
For the vapor flux, heat transfer comprises conduction, advection, bounded461
water sublimation heat, and heat transfer between solid matrix and vapor:462
ε
∂TV
∂t
+ εϑ
∂
∂x
(TV ) = εαv
∂2TV
∂x2
+
εhmvSmv
Cpvρv
(TM − TV )− (A.8)
−
ρMfD∆Hs
Cpvρv
+
ρMfDTv
ρv
, ∀x ∈ (0, S(t))
with TV being the vapor temperature.463
For the frozen region, heat is assumed to be transferred only by conduc-464
tion from the bottom shelf, so that:465
∂TII
∂t
= αII
∂2TII
∂x2
, ∀x ∈ (S(t), L) (A.9)
466
467
Time-scale analysis of freeze-drying468
The analysis makes use of dimensionless field variables (Table A.2), char-469
acteristic times and time-scales (Table A.1) and a dimensionless space vari-470
able:471
16
ξ =
x
L
(A.10)
At the relevant time scale of the process (ΘM =
tαM
L2
), which is in the order472
of the characteristic time corresponding to the porous material, and after473
assuming local thermal equilibrium (LTE), the process dynamics reduces to474
the following equations:475
dCˆb
dΘM
= −
KgL
2
αM
(
Cˆbeq − Cˆb
)
(A.11)
∂ρˆv
∂ΘM
=
−Lϑref
εαM
∂
∂ξ
(
ρˆvϑˆ
)
−
KgL
2ρMC
ref
b
αMερ
ref
v
(
Cˆbeq − Cˆb
)
(A.12)
∂TˆII
∂ΘM
=
αII
αM
∂2TˆII
∂ξ2
(A.13)
∂TˆM
∂ΘM
=
∂2TˆM
∂ξ2
−
Crefb KgL
2∆Hs
αMCpM (Tini − TL)
(
ˆCbeq − Cˆb
)
(A.14)
where the dimensionless vapour flux velocity is defined as:476
ϑˆ =
−P refv Km
ϑrefLµ
∂Pˆv
∂ξ
(A.15)
For the reference values given in Table A.3, some of the terms in the477
RHS of Equations A.11-A.14 can be neglected, what leads to the following478
simplified description:479
dCˆb
dΘM
' 0
∂(ρˆvϑˆ)
∂ξ
' 0 (A.16)
∂TˆII
∂ΘM
'
αII
αM
∂2TˆII
∂ξ2
∂TˆM
∂ΘM
'
∂2TˆM
∂ξ2
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System A.16 (together with the corresponding boundary conditions), when480
re-written back in the original variables, is the model we referred to as the481
matrix scale model in Section 2.482
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Nomenclature
αI Dried layer thermal diffusivity [m
2/s]
αII Frozen layer thermal diffusivity [m
2/s]
αv Vapour thermal diffusivity [m
2/s]
kI Dried layer heat conductivity [W/mK]
kII Frozen layer heat conductivity [W/mK]
ρI Dried layer density [kg/m
3]
ρII Frozen layer density [kg/m
3]
ρv Vapour density [kg/m
3]
Km Dried material permeability [m
2]
µ Vapour viscosity [Pa s]
vref Vapour reference velocity [m/s]
σ Stefan-Boltzmann constant [W/m2K4]
ep Vapour chamber emissivity
fp View factor for the shelf radiation flux
hL Convective heat coefficient [W/m
2K]
∆Hs Sublimation enthalpy [J/kg]
L Sample length [m]
Kg Desorption coefficient [1/s]
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Phenomena Characteristic Order
times of magnitude
Desorption τb =
1
Kg
hours
Heat transfer in the porous dried matrix τI =
L2
αI
minutes
Heat transfer in the frozen region τII =
L2
αII
seconds
Heat transfer in the vapour phase τvα =
L2
αv
milliseconds
Mass transfer in the vapour phase τvc =
L
vref
milliseconds
Table 1:
42
Parameter Value Reference
CpI 2595 (Mascarenhas et al., 1997)
ρI 145 (Mascarenhas et al., 1997)
CpII 1967.8 (Mascarenhas et al., 1997)
ρII 1058 (Mascarenhas et al., 1997)
kI 8.826× 10
−5Pv
+2.706× 10−2 (Mascarenhas et al., 1997)
kII 2.4 (Mascarenhas et al., 1997)
Kg 11.08× 10
−5 (Mascarenhas et al., 1997)
Km 3.62× 10
−10 (Liapis & Bruttini, 1994)
µ 8.36× 10−6 (Wang & Chen, 2005)
fp 0.99 (Pikal, 2000)
ep 0.94 (Pikal et al., 1983)
∆Hs 2.79× 10
6 (Mascarenhas et al., 1997)
mm(%) 5.123 (Furmaniak et al., 2009)
KGAB 0.9394 (Furmaniak et al., 2009)
CG 5.512 (Furmaniak et al., 2009)
Tg1 370 (Jouppila et al., 1997)
Tg2 138 (Jouppila et al., 1997)
kGT 6.7 (Jouppila et al., 1997)
σ 5.6704× 10−8
Tini 227
Tc 298
TL 263 (PD)
283 (SD)
Pc 10
Table 2:
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Sample length Authors Mascarenhas et al. (1997) Millman et al. (1985)
L = 3 mm 13.66 min 13.77 min 13.47 min
L = 6 mm 54.83 min 55.26 min 54.07 min
Table 3:
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Phenomena Characteristic Dimensionless
Times Time Scale
Desorption τb =
1
Kg
Θb = tKg
Heat transfer in the porous dried matrix τM =
L2
αI
ΘM =
tαM
L2
Heat transfer in the frozen region τII =
L2
αII
ΘII =
tαII
L2
Heat transfer in the vapor phase τvα =
L2
αv
Θvα =
tαv
L2
Mass transfer in the vapor phase τvc =
L
vref
Θvc =
tv
L
Table A.1:
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Variables Dimensionless fields
Temperature in the frozen region TˆII =
TII−Tini
TL−Tini
Temperature of the water vapour Tˆv =
Tv−Tini
TL−Tini
Temperature of the porous matrix TˆM =
TM−Tini
TL−Tini
Temperature of the sublimation front Tˆs =
Ts−Tini
TL−Tini
Density of the vapour ρˆv =
ρv
ρ
ref
v
Thermal conductivity of the vapor kˆv =
kv
k
ref
v
Heat capacity of the vapour Cˆpv =
Cpv
C
ref
pv
Concentration of bounded water Cˆb =
Cb
Cb
ref
Vapour flux velocity ϑˆ = ϑ
ϑref
Front position Xˆ = X
L
Vapour pressure Pˆv =
Pv
P
ref
v
Table A.2:
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Parameters of reference Values
Crefpv 1674.7 [J/kgK]
ρrefv 1.54e
−3 [kg/m3]
krefv 0.016 [W/mK]
Crefb 0.22 [kg water/kg solids]
ϑref 2.05 [m/s]
L 3[mm]
Table A.3:
693
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