There is an apparent gap between the prominence of present theoretical frameworks involving ecological thresholds and regime shifts, and the paucity of efforts to conduct simple tests and quantitative inferences on the actual appearance of such phenomena in ecological data. There is a wide range of statistical methods and analytical techniques now available that render these questions tractable, some of them even dating half a century back. Yet, their application has been sparse and confined within a narrow subset of cases of ecological regime shifts. Our objective is to raise awareness on the range of techniques available, and to their principles and limitations, in order to promote a more operational approach to the analysis of ecological thresholds and regime shifts. The observation that managed ecosystems often fail to respond smoothly to changing pressures has generated perplexity and eventually lead researchers to draw parallels between the behaviour of ecological systems and other complex systems with non-linear dynamics, such as the global climate, the human immune system, and the world economy (cf.
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Here, after exploring research efforts in several fields we provide a review of methods for regime shift and threshold detection relevant to ecosystems, including both informal EXPLORATORY DATA ANALYSIS and formal HYPOTHESIS TESTING approaches, with the aim of encouraging a more quantitative approach to the study of these phenomena. Finally, we provide an operational summary of available software that can be useful for investigating abrupt changes in ecological data sets. As some of the terms are used differently among different research traditions, a glossary is provided. Figure 1 shows that there are at least three ways by which an ecological system might exhibit abrupt changes over time; two which are reversible in response to changes in environmental drivers, while a third ( Figure 1C ) and most undesirable one is not [14] . Thus the existence of an abrupt CHANGE-POINT is a necessary but not sufficient condition for demonstrating BISTABILITY and HYSTERESIS (Box 1) , as it might actually derive from sudden changes in the main drivers of the systems. It should also be kept in mind that while most ecological regime shifts are inferred from abrupt changes over time, time itself is never the actual underlying driver. Identification of the environmental driver(s) is complicated by the general interrelatedness of different social and environmental factors, and often also by the lack of data. Identification of a change-point in time is therefore the natural first step towards identifying a potential driver, which again is the first step towards identifying a regime shift mechanism that might eventually be relevant for policy-making.
Detecting thresholds and regime shifts in ecological data
There is an abundance of methods for identifying abrupt changes in time series, most of them developed in scientific fields other than ecology. The basic change-point problem, i.e. detecting a step change in the mean value in a sequence of random variables, has a long history in statistical inference (Box 2) . The general scientific literature contains a bewildering diversity of methods that in a widest sense correspond to change-point detection, either in time or space (Box 3) . In this review we contend that terms like regime shift [10, 14] 
Exploratory data analysis
A substantial part of the literature on ecological thresholds and regime shifts follows an explorative approach where data are pre-processed in various ways that render the presence of thresholds or jumps more evident to heuristic inspection, but usually without any statistical The conclusions drawn from a PCA can be strengthened by combining it with other independent approaches to multivariate time series analysis, such as CHRONOLOGICAL CLUSTERING [29, 30] (Box 4). For example, PCA and chronological clustering were found to yield comparable regime shift patterns in 78 time series from the North and Wadden Seas [31] .
PCA methods have well known limitations [27] , such as the inability to capture relationships that are not linear, and the possibility of the reduced variables being distorted by the requirement of linear independence. Variants of non-linear dimensionality reduction [32] have been developed independently and also partly based on very different underlying concepts, in for example cognitive psychology [33] and oceanography [34] . The ARTIFICIAL NEURAL NETWORK-based approach [34] is claimed to be able to reveal multimodality, which in principle would be very relevant for detecting regime shift mechanisms related to bistability and hysteresis loops. Unfortunately, it has also been shown that this approach [34] is prone to false positives, as it is reported to find multimodality even in data sets generated from a multivariate normal distribution [35] , which, by definition, cannot be MULTIMODAL. Our opinion of the current state of this field is that non-linear dimensionality reduction methods should primarily be used if simpler methods such as PCA and chronological clustering have been documented to be incapable of capturing important variations in a data set. Conclusions will also in this case be strengthened if there is a general agreement between several independent methods.
Inferential statistics and hypothesis testing
In the search for ecological regime shifts there is always a risk for thresholds being detected in what is actually just random fluctuation. Statistical hypothesis testing aims at limiting this possibility to a predetermined fixed value, typically a significance level of 5%. If the time of the threshold event is known (e.g. introduction of an invasive species, change in management practice, deforestation event) the significance probability of the regime shift under a null hypothesis of no change can be analyzed using intervention methods from standard statistical textbooks [36] . While originally aimed at testing for a shift in a time series following a particular action, INTERVENTION ANALYSIS has also been applied to data where the changepoint was not known a priori, but hypothesized following exploratory data analysis [37] .
Classical intervention analysis cannot be used for situations with the change-point occurring at an a priori unknown time. This calls for sequential tests where the existence of a regime shift is tested for at every point in time, and which must be characterized by higher critical values of the test statistic than in classical statistical methods (cf. Box 2) The most commonly investigated regime shift hypothesis is a step change in mean level using parametric [40, 42, 43] or non-parametric [44] methods. Regime shift detection methods involving changing variance, shift in the frequencies of fluctuations, or even simultaneous interrelated shifts in several ecosystem components at a particular point have also been proposed [45] , but their application to practical data analysis has so far been limited. The computational burden increases exponentially with the number of change-points in the data set [17] . While methods intended for identifying only single thresholds can also be employed to the individual subsets separated by a significant change-point in a hierarchical fashion [46] , this will normally be less efficient than a DYNAMIC PROGRAMMING approach [39] . As the goodness of fit will generally increase with the number of change-points, model selection procedures involving penalties for the number of model parameters are to be recommended [47] .
One problem associated with the classical statistical framework for investigating regime shifts against a null hypothesis with no regime shift is the lack of STATISTICAL TEST POWER for robust inferences. Ecological time series displaying regime shifts are generally much shorter (typically 20-40 time steps, usually years) than the typical time series that has driven the development of threshold detection methods in econometrics and climate research (often > 100 time steps). As change-points occurring at the extremes of a time series do not lend much power to hypothesis testing, it is only those change-points located near the middle of the time series that can be detected with confidence. Moreover, since ecological data are typically also noisier than climatic or economic data, a null hypothesis of no change-point is unlikely to be rejected within a classical statistical testing framework.
Testing the existence of hysteresis poses a statistical challenge even greater than threshold identification, because modelling hysteresis requires a memory effect to be included into the model formulation such that the present regime becomes dependent on previous states.
Statistical inference must therefore be based on comparing the observations with the output of a dynamical model. In THRESHOLD AUTOREGRESSIVE (TAR) models the dynamics can switch between different linear autoregressive models depending on a linear function of the previous state relative to a threshold value [48] . The classical Canadian lynx population data could be modelled with a TAR model having two regimes, representing the increasing and declining phases of the lynx population cycle [49] . Otherwise, quantitative statistical studies of regime shifts with hysteresis in ecology are remarkably few. Needless to say, data requirements are high, as several transitions are needed to identify hysteresis effects (e.g. typically >10
transitions in the Canadian lynx data sets [49] ). Additional complications caused by to missing values, measurement errors, and non-stationarity could also contribute to the paucity of applications of these analyses.
Although most of the threshold testing procedures described in the literature are univariate, they can naturally be expanded to include multiple variables. The advantage of multivariate analyses is that the power of testing increases provided that all variables show similar trends and have interactions that can be accounted for in the analysis. However, if only a subset of the variables shows a threshold response, the power of the test decreases and the outcome can become less clear. Simultaneous estimation of changes in the community interaction matrix (i.e. the density-dependent effects of a population both on itself and on other populations) has been suggested [50] , but this approach will usually inflate the number of parameters such that the data requirements will be beyond what is realistic for ecological time series.
Consequently, parsimonious consideration of the variables to be included in a multivariate test is recommended.
Available software for analysing regime shifts
Most of the statistical methods discussed in this review are implemented in available software packages (Table 1) . Table 1 is not an exhaustive list of relevant software, but rather a selection of possible starting points for scientists interested exploring different approaches to quantitative regime shift detection. The list contains both tools requiring little background knowledge, such as standalone products or Excel add-ins, as well as toolboxes or packages for some of the major statistical computing environments such as R, Matlab, and O-matrix. The emphasis in Table 1 is on inferential tools for hypothesis testing, but some of the software listed also implements exploratory analysis methods.
Conclusions and future perspectives
The remarkable paucity of inferential analyses of ecological regime shifts and thresholds in the literature is at odds with the vigorous growth of this research direction, and could be attributable to the perception that these techniques are so data-demanding that only exceptionally few long-term ecological data sets would meet the requirements. However, the impressive impetus to the development and implementation of observational platforms across has already and will continue to deliver a wealth of data sets that could meet the requirements of even the more demanding of the techniques available. Lack of awareness on available techniques or misperceived data requirements should not keep ecologists from applying statistical techniques for threshold detection.
As human pressures on ecosystems continue to increase worldwide, the need for analytical approaches allowing the detection of ecological thresholds and regime shifts becomes a matter of urgency. Particularly, the impacts of climate change on biodiversity and ecosystems are currently assumed to be smooth, involving a continuous increase in impacts and extinctions as global temperature rises [51] . Well-documented fisheries statistics have shown that even relatively smooth climatic changes might lead to strong regime shifts in ocean ecosystems [13] , increasing the likelihood of more prevalent and abrupt regime shifts as the planet warms beyond ecological thresholds for a growing fraction of species and ecosystems.
Ecologists should increasingly contribute quantitative evidence of ecological thresholds for the future environmental policy making.
This review has documented a diversity of approaches, differing in complexity, power and requirements, which we hope will stimulate the transition from a phenomenological assessment of ecological regime shifts and thresholds to an operational one. All of the exploratory and inferential techniques covered here require that the threshold has to be crossed in order to be detected, which means that they cannot directly be used to prevent abrupt changes in ecosystems [1] . However, the accumulation of a broad empirical basis on the presence of ecological threshold and regime shifts in response to key pressures, such as An abrupt jump in a system indicator when changing continuously a driver is an example of the class of phenomena known as bifurcations. In general, a BIFURCATION is a qualitative change in system state, including appearance and disappearance of available regimes or alteration of their stability, as drivers exceed specific threshold values. Bifurcation theory [52] is the branch of mathematics which studies them, identifying a broad catalogue of possible types of transitions: from steady to cyclic regimes, to irregular (chaotic) fluctuations, etc.
Ecological analyses have been restricted mainly to transitions between two steady states. In the typical case there is a range of driver values for which two steady stable states are possible (for example high and low internal phosphorus (P) loading in a lake at the same rate of external P supply [53] , as illustrated in panel A). This phenomenon, known as bistability, makes the actual system state depend on a hysteresis loop of past history (panel B; see also Regime shifts and bifurcations occur even in rather simple ecosystems; for example, models of food chains with only 3 trophic levels can display virtually any of the known bifurcation types [54] . Attaining reliable predictive power from realistic complex models, however, faces the difficulty of constraining model parameters from the relatively short and noisy time series typically available in ecology. As a consequence mechanistic models can rarely be used to predict accurately non-linear phenomena in ecological systems, but they can still give qualitative predictions that could be useful to interpret observations. For example, simplified models of grazing interactions [5] or of desertification [7] allow understanding the availability of multiple stable states for ecosystems in terms of the classical image of a marble rolling down a rugged landscape [5] , for which the final rest state varies with the initial condition.
They also reveal that system indicators will tend to change more slowly when approaching a regime change (this is called "critical slowing down" [52] ). This and other features have led to propose indicators that should in principle enable detection of an approaching threshold before crossing it: rising variance [55] , spectrum reddening (i.e. the relative increase of fluctuations of low frequency) [56] , increasing return time from perturbations [57, 58], growing skewness [59] . Unfortunately, all these methods are very data demanding, and thus of restricted applicability to the analysis of real ecological time series. finding the index value k that maximizes a LIKELIHOOD RATIO, which in the case of normally distributed variables corresponds to the ratio of the residual sum of squares for the alternative hypothesis (a change-point at k with α ≠ 0) to that of the null hypothesis (no change-point, α = 0). As this likelihood ratio would be F-distributed in the normal case, Quandt's test statistic would be the maximum or supremum of F (sup(F)). Still, it was evident that a test for the existence of a change-point could not be made from critical values of the F statistic, due to the well-known inflation of p-values in multiple tests (n-1 in this case, since an F value can in theory be computed for every 1 ≤ k < n). The asymptotic distribution of Sup(F) under the null hypothesis of α = 0 was not worked out until 16 years later when MacNeill [60] showed that it could be constructed from moments of a BROWNIAN BRIDGE process. Extensions of these results are used for computation of confidence limits of Sup(F) and for general change-point hypothesis testing in software products such as the strucchange package for R [39] (Table 1) 1979 to 1984 (red shaded area). This step change was interpreted as a consequence of the first major hypoxia event in the region, leading to a major restructuring of the zoobenthos community with repercussions on the system's susceptibility to new hypoxia events [61] . The literature is enriched with a diversity of statistical methods for detecting thresholds, originating from other disciplines than ecology. Ecologists should adopt these methods rather than re-inventing new ways for analysing regime shifts.
The goal of statistical process control, dating back to the 1930s [62] , is to detect systematic deviations in the mean value of a time series of some quality measure, for example the yield of an industrial process. Parameter estimates of the process or specific statistic, such as the cumulative sums of scaled residuals (CUSUM), are updated, in a RECURSIVE fashion, as new observations arrive. These tools could be applied to ecosystem monitoring programs as early warning indicators of a potential regime shift.
Econometry deals with time series that can be rich in abrupt changes due to both external interventions (e.g. policy options) and internal dynamics (e.g. consumer behaviour or different phases of economic cycles). Econometricians have developed a range of tools for detecting step changes in linear time series models, typically called structural changes or breaks in the econometric literature (see [63] for a recent review). These methods could be readily employed in ecology to obtain statistical evidence of regime shifts.
Climatologists also have a long tradition of investigating regime shift phenomena [12, 40, 41] , however, with the concern that some sudden step changes in climate time series might be artefacts of the measurement system, for example due to a change in the measurement method or a relocation of a meteorological station. Therefore, climatologists have developed so-called homogenization methods to account for measurement artefacts [20, 64] , and embedded this approach into general procedures for simultaneous detection of climate change and observational bias [65] . Techniques developed in climatology appear particularly suitable for ecological research, due to the similarities in both the studied phenomena and in the observational problems.
Vegetation ecologists have a range of methods for detecting change-points or discontinuities in the spatial extent of plant communities (reviewed in [66] and [67] , among others). Such spatial discontinuities, called ECOTONES, are detected in multivariate data ordered in one dimension through comparisons of DISSIMILARITY MEASURES computed between the two halves of all sequential groups of samples [68] . The vegetation analysis approach is inherently multivariate, but otherwise displays similarities to the sliding window methods used for univariate time series by e.g. econometricians and climatologists. The potential of these methods for detecting regime shifts in multivariate ecological time series [69] deserves to be explored further. Column B) Regime shift in ecosystem state after driver exceeds a threshold. This is manifested through a jump in the time series of the ecosystem state. Column C) The hysteresis loop linking the ecosystem state to the environmental driver results in jumps between two alternative states when the driver is first slowly increased and then decreased again. Figure inspired by [70] .
