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We propose a setup to realize time-reversal invariant topological superconductors in quantum
wires, proximity coupled to conventional superconductors. We consider a model of quantum wire
with strong spin-orbit coupling and proximity coupling to two s-wave superconductors. When the
relative phase between the two superconductors is φ = π a Kramers’ pair of Majorana zero modes
appears at each edge of the wire. We study the robustness of the phase in presence of both time-
reversal invariant and time-reversal breaking perturbations. In addition, we show that the system
forms a natural realization of a fermion parity pump, switching the local fermion parity of both
edges when the relative phase between the superconductors is changed adiabatically by 2π.
Introduction.−Over the last few decades, it has been
realized that there is a deep and unexpected relation be-
tween the properties of matter and topology. At zero
temperature, there exist phases of matter that are distin-
guished by an underlying topological structure encoded
in their ground-state wave functions. These phases are
often characterized by a finite energy gap in their bulk,
and protected gapless edge states with unusual proper-
ties. The bulk can either be insulating, as in the case of
the recently discovered topological insulators (TI)[1, 2],
or superconducting[3–5]. Phases of the latter type,
known as “topological superconductors” (TSC), support
anomalous zero-energy Andreev edge states which are ro-
bust as long as the bulk quasi-particle gap remains open.
These edge states have attracted much attention due to
their possible future applications for topologically pro-
tected quantum information processing[6]. Recently, it
has been predicted that the one-dimensional variant of
a TSC can be realized by proximity-coupling a semicon-
ducting quantum wire to a superconductor (SC)[7–11].
The resulting TSC phase has particle-hole symmetric
modes at zero energy, localized at the edges of the wire,
known as Majorana zero modes[12]. Signatures of such
zero modes have been observed in recent experiments[13–
15].
In the presence of time-reversal invariance (TRI), dif-
ferent types of TSC can arise[16, 17]. These phases are
solid-state analogues of the B phase of superfluid 3He[18,
19]. The alloys CuxBi2Se3[20–25] and Sn1−xInxTe[26]
are possible candidates for these phases. In addition, it
has been proposed that proximity-coupling an unconven-
tional superconductor to a quantum wire can stabilize
a one dimensional TSC phase which supports a Kramers
pair of Majorana zero modes at its edge[27–29], protected
by TRI. This edge modes are characterized by an anoma-
lous relation between the fermion parity of the edge and
time-reversal symmetry[16].
In this Letter, we propose a different setup to real-
ize TRI TSC in quantum wires. The setup is shown
schematically in Fig. 1a. A quantum wire with strong
spin-orbit coupling is proximity coupled to two s-wave
superconductors from either side[30]. We assume that
the relative phase φ between the two superconductors
can be controlled externally, e.g. by connecting the two
superconducting leads and threading a flux Φ through
the resulting superconducting loop. The relative phase
is then φ = 2πΦ/Φ0, where Φ0 = hc/2e is the super-
conducting flux quantum. We assume that the flux is
applied far away from the wire, such that the magnetic
field in the region of the wire is zero. The system has
TRI for φ = 0 and φ = π. For φ = 0, we expect the
induced SC state in the wire to be topologically trivial.
In contrast, for φ = π we show that a TRI TSC state is
formed in the wire under a broad range of circumstances,
and a Kramers’ pair of Majorana states appears at each
edge of the wire. This follows from a general criterion for
TRI TSC in centrosymmetric systems[21, 31], which we
extend to one-dimensional systems below.
Unlike the previous proposals[27–29], the setup we
present requires only coupling to conventional supercon-
ductors, and may thus be easier to realize. The key for
achieving TRI TSC in our system is that the induced
pairing potential in the quantum wire is odd under spa-
tial parity, due to the π phase difference between the two
external superconductors.
In addition, we consider the effect of time-reversal
breaking perturbations, such as a deviation of the relative
phase from π or a Zeeman field. These perturbations split
the degeneracy of the edge states. Surprisingly, however,
we find that the topological character of the system is
not completely lost. Instead, the system forms a natural
realization of a fermion parity pump, switching the local
fermion parity as well as flipping the local spin density at
both edges when φ is changed adiabatically by 2π. This
is a generalization of the adiabatic charge pump proposed
by Thouless[32].
Conditions for TRI TSC.−We consider a system which
has TRI and particle-hole symmetry, such that T 2 = −1,
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Figure 1: (a) The general setup proposed for the realization
of a TRI TSC. The TRI topological phase is obtained for
φ = π. (b) Specific model considered for the nanowire. The
spin orbit coupling on the two chains comprising the wire has
an opposite sign as indicated by the energy dispersion curves.
A finite tunneling amplitude t⊥ between the two chains opens
a gap at the crossing points.
C2 = 1, where T , C are the time reversal and particle-
hole operators, respectively (class DIII[33]). The phases
in such systems are classified by a Z2 invariant in spatial
dimensions d = 1, 2 and by a Z (integer) invariant in d =
3. A sufficient condition for TRI TSC in centrosymmetric
systems in d = 2 and 3 was derived in Refs. [21, 31, 34].
The condition states that if (1) the pairing is odd under
inversion and opens a full SC gap and (2) the number
of TRI momenta enclosed by the Fermi surface in the
normal (non-SC) state is odd, then the system is in a TSC
state. We have extended the condition to 1D systems
[35], for which (2) above is replaced by the requirement
that in the normal state the number of (spin-degenerate)
Fermi points between k = 0 and k = π is odd. In 1D
centrosymmetric systems, the condition is both sufficient
and necessary.
Applying this condition to the setup of Fig. 1a, we
see that for φ = π the induced pairing is odd under a
spatial inversion ~r → −~r, which interchanges the two
superconductors. Suppose that the wire is made of a
material with a centrosymmetric crystal structure. Then,
if the number of spin-degenerate bands crossing the Fermi
level of the wire is odd, and if the bulk of the wire is fully
gapped by the proximity effect, then the resulting state
is necessarily a TRI TSC.
Note that, although our condition makes no reference
to the necessity of spin-orbit coupling (SOC) in the wire,
SOC is essential to realize a TSC [35]. Therefore, we ex-
pect that in the absence of SOC the bulk remains gapless
for φ = π, invalidating one of the requirements for TSC.
Model.−As an illustration, we consider a simple model
of a centrosymmetric quantum wire with SOC. Our
model consists of two coupled chains, with a SOC term
originating from Rashba nearest neighbor hopping and
consistent with inversion symmetry. The Hamiltonian is
given by
H =
∑
k
ψ†kHkψk. (1)
Here, ψ†k =
(
c†k,−isyc−k
)
is a spinor in Nambu space,
where cTk = (c1↑k, c1,↓,k, c2,↑,k, c2,↓,k), and c
†
lsk creates an
electron with momentum k and spin s at chain l = 1, 2.
We use ~s to denote Pauli matrices in spin space and σz =
±1 for the upper/lower chain, respectively; see Fig. 1b.
The Hamiltonian matrix is written as Hk = H0kτz +
H∆τx, where ~τ are Pauli matrices that act on the Nambu
(particle-hole) space, and the matricesH0k, H∆ are given
by
H0k = ξk + λkszσz − t⊥σx, (2)
H∆ = ∆σz , (3)
where ξk = 2t (1− cos k) − µ and λk = 2λ sin k. The
parameters t and t⊥ are nearest neighbour hopping am-
plitudes along the chains and between the chains respec-
tively, λ is the SOC strength, and µ is the chemical poten-
tial. H∆ describes the proximity coupling to two super-
conductors with opposite phases. Inversion symmetry is
implemented by the operator P = σx, that interchanges
the two chains, followed by k → −k.
The Hamiltonian (1) can be diagonalized by a Bogoli-
ubov transformation. The spectrum is given by
E (k) = ±
[
ξ2k + λ
2
k + t
2
⊥ +∆
2 ± 2
√
ξ2kt
2
⊥ + ξ
2
kλ
2
k + t
2
⊥∆2
]1/2
.
(4)
Each band is doubly degenerate, as expected from the
symmetry of the system under time reversal and in-
version. For |t⊥| > |µ| and ∆ = 0, there is a sin-
gle spin-degenerate band crossing the Fermi level. For
0 < |∆| ≪ t⊥, the spectrum becomes fully gapped with
a minimum gap ∆min ≈ |∆| |λkF |/
√
t2⊥ + λ
2
kF
at the
Fermi points. (kF is the Fermi momentum.) In this
case, the condition above is satisfied, and the system is
in the TRI TSC phase. The gap remains open as long as
t2⊥ > µ
2 +∆2. For λ = 0 the system remains gapless.
At the edge of a system in the TRI TSC phase, we
expect to find a single Kramers’ pair of Majorana zero
modes. To see that this is indeed the case, we note that
the model (1) can be thought of as two copies of the
model considered in Refs.[8, 10],
H˜k =
(
ξk + λ˜kσz
)
τz −Bσx +∆τx, (5)
describing a semi-conducting wire with Rashba spin-orbit
coupling in an external magnetic field given by B = t⊥.
Note that in (1), sz is conserved, and can be replaced
by its eigenvalue ±1. Then, the unitary transformation
U = ei
pi
4
(1−σz)(1−τz) maps Hk to H˜k with λ˜k = szλk.
The model (5) has been shown[8, 10] to support a single
Majorana zero mode at the edge for t2⊥ > µ
2+∆2. Hence,
the two-chain model (1) has a pair of zero modes at the
edge, one for each value of sz . These zero modes form
a single Kramers’ pair. We have verified this explicitly
(see Fig. 2a).
3Non-centrosymmetric perturbations.−If inversion sym-
metry of the quantum wire is broken, one expects the
TSC phase to be robust over a finite range of parameters
as long as the system remains TRI. As an example for
such a perturbation we consider Rashba type spin orbit
coupling in a direction perpendicular to the plane of the
wire, given by δH = λRsyτz sin k. It turns out that when
λR reaches a critical value of the order of∆ the supercon-
ducting gap closes. As we show[35] this is due to the fact
that the pairing potential does not couple time-reversed
states in this case, but states related by inversion symme-
try. Therefore a critical value of the pairing potential is
required to open a gap at the Fermi energy once inversion
symmetry is broken.
We conclude that in order to obtain the TSC phase, it
is necessary that the crystalline structure of the wire ma-
terial is centrosymmetric. In addition, the setup has to
have an approximate inversion center, such that Rashba-
type spin orbit coupling is small.
Another question we address is what happens if the
magnitude of the pairing potential on the two sides of the
wire is not exactly equal. The SC pairing can then be
decomposed into odd (∆o) and even (∆e) spatial compo-
nents, such that the pairing gaps on the upper and lower
chains are ∆1,2 = ∆e ± ∆o, respectively. Once ∆e is
non-zero, the condition for TSC formulated above is no
longer satisfied. However, for small enough ∆e we expect
the gap to remain finite and therefore the system remains
in the topological phase. Using the lattice Hamiltonian
(1) and computing the phase diagram explicitly[35] we
find that as we increase ∆e the gap remains open up to
values of the order of a half of ∆o. We thus conclude that
our setup does not rely on the strength of the proximity
coupling to the two superconductors being equal.
Effect of TR breaking.−Once time-reversal symmetry
is broken the two Majorana modes on each edge are no
longer protected, and we expect them to split from zero
energy. In the suggested setup, TRI can be broken either
by changing the phase difference φ away from π, or by
applying a magnetic (Zeeman) field ~B in the quantum
wire. The Zeeman field is modelled by adding a term
− ~B · ~s to the Hamiltonian Hk. The low energy effective
Hamiltonian on the edge can be written in terms of the
local Majorana operators γ1, γ2. Denoting by λ( ~B, φ)
the coupling between the two Majoranas due to broken
TRI, and demanding the Hamiltonian to be Hermitian we
conclude the coupling term must be of the form λiγ1γ2.
Note that under time reversal T iγ1γ2T
−1 = −iγ1γ2. Ex-
panding λ around ~B = 0, φ = π to lowest order in both
parameters, we see that the coupling must be of the form
λ( ~B, φ) ∝ ~B · nˆ+ α(φ − π), where nˆ is some unit vector
(note that all even orders in the expansion must vanish
due to TRI). This suggests that only a single component
of the magnetic field (parallel to nˆ) couples between the
Majorana modes. Moreover, for a given magnetic field
we can vary the flux and bring the coupling back to zero.
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Figure 2: Energy spectrum of a finite nanowire as a function
of the relative phase between the two superconductors for
(a) zero and (b) non zero magnetic field. The length of the
nanowire is Nx = 200. The lattice model parameters are
t⊥ = 2.5, t = 1, λ = 1. The chemical potential is set to
µ = 0 and the magnitude of the SC pairing is ∆ = 0.4. (a)
For φ = π the system is TRI and in the topological phase as
can be seen from the presence of zero-energy states. (b) Here
B = 0.05 in the z direction. Energy levels plotted in red,
green correspond to edge states on the opposite edges of the
wire. At φ = π the two Majorana modes on each edge split.
The crossing at zero energy does not disappear, but is shifted
away from φ = π.
Using the lattice model (1) and calculating numerically
the BdG spectrum of a finite system, we have confirmed
these results. We find that to linear order in the magnetic
field, only the z component of the field leads to shifting
of the edge energy levels away from zero at φ = π. For
non-zero Bz we vary the relative phase φ between the
SC pairings on the two opposite sides of the nanowire
and plot the energy spectrum obtained (see Fig. 2b). It
is clearly seen that when Bz 6= 0 the zero crossings are
shifted away from φ = π.
Adiabatic pumping.−One can now consider an adia-
batic cycle in parameter space where the phase φ changes
by 2π. From the arguments above, we expect a single
level crossing to occur at each edge for some value of φ
which depends on Bz [36]. The two states that cross differ
by their local fermion parity, and therefore they cannot
mix. We argue that such a cycle falls into the non-trivial
class of adiabatic cycles in 1D particle-hole symmetric
Hamiltonians (class D), discussed in Refs. [37, 38], and
serves as a fermion parity pump. Indeed, one can define
the parity of the right (left) edge as PR,L =
∏
i
(−1)ni ,
where ni = c
†
ici is the occupation of site i, letting i run
over all the sites in the right (left) half of the wire. An
adiabatic sweep through the cycle changes the fermion
parity at each edge, i.e. takes the expectation value
〈PR,L〉 to −〈PR,L〉 respectively. One can construct an
explicit Z2 topological invariant characterizing the pump-
ing process and show that it is non-zero for the cycle
considered[35].
In situations in which one component of the total spin
is conserved, e.g. Sz, the cycle also pumps a quantum
of spin angular momentum Sz = 1/2 between the two
edges. Repeating this cycle twice is equivalent to the Z2
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Figure 3: (a) 2D QSH model with finite tunneling probability
between the edges. (b) A closed path in parameters space en-
circling the gapless region (cones) corresponding to a fermion
parity pump. The path is not contractible due to the persis-
tence of the gapless region for B 6= 0.
spin pump discussed in Ref. [39, 40]. The spin pumping
property can be used as an experimental signature of the
anomalous edge states. At φ = π each edge supports two
degenerate (many-body) states with an opposite expec-
tation value of Sz. Since the two states differ by adding a
single electron or hole, they must have 〈Sz〉 = ±1/4 [35].
When φ is changed adiabatically by 2π, the local spin of
the edge switches. If Sz is not conserved, the unit of spin
transferred between the edges during the adiabatic cycle
is not quantized; however, we still expect 〈Sz〉 of each
edge to flip its sign over one cycle.
The pumping property becomes particularly transpar-
ent if one considers an alternative model, illustrated in
Fig. 3a. Consider a strip of a 2D quantum spin Hall
(QSH) material with 1D helical edge states. If the width
of the strip is finite, the tunneling amplitude t⊥ between
the edge states is non-zero. The opposite sides of the
strip are proximity-coupled to two s-wave SCs with a
phase difference of φ.
In absence of a magnetic field and in the t⊥ → 0 limit,
a cycle in which φ changes by 2π can be realized by pass-
ing a superconducting vortex through the QSH strip (be-
tween the two SCs), along the x direction. Such a vortex
induces a voltage along the y direction, which in its turn
will lead to a spin current along the x direction. The
total spin transferred between the ends of the QSH strip
in this process is 1/2, corresponding to a single fermion.
Hence, such a cycle exactly serves as a fermion parity
pump. Note that the use of a QSH is not essential for
the pumping phenomena. In the QSH model, however,
the origin of the pumping is evident.
Denoting the two edges of the QSH state by σz = ±1,
we can write the following low energy effective Hamilto-
nian:
H = (vkszσz − t⊥σx − µ) τz+Bsz+∆cos φ
2
τx+∆sin
φ
2
σzτy.
(6)
Here, v is the velocity of the edge modes, µ is their chem-
ical potential, B is an applied Zeeman field, and ∆ is the
induced pairing potential. We examine the phase dia-
gram of the system in the parameter space spanned by
∆, φ and B, Fig. 3b. For B = 0 and φ = 0, π, the system
is TRI. For µ > t⊥, the gapless point ∆ = 0 separates
between the trivial and the topological phases. When a
magnetic field is turned on, the gapless point does not
disappear but turns into a finite region |∆| ≤ |B|. As we
change φ by 2π, the path in parameter space encircles
a gapless region and can not be contracted to a point
without crossing it. This is a consequence of the fermion
parity pumping property of this cycle[41].
Discussion.−We have presented a general setup to re-
alize a time reversal invariant TSC by proximity cou-
pling a quantum wire with strong SOC to conventional
superconductors. The TSC phase can be identified by
the presence of a pair of zero-energy Majorana bound
states at each edge, protected by time-reversal symme-
try. Thus, we expect a zero-bias peak to appear in the
tunneling conductance into the edge of the system when
the phase difference between the two superconductors is
φ = π. Intriguingly, varying φ adiabatically by 2π pumps
both fermion parity and spin between the edges.
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Supplementary Material
I. OBTAINING A TRI TSC PHASE
A. Conditions for a centrosymmetric system to be in the topological phase
We show that a centrosymmetric time-reversal invariant 1D system is necessarily in the topological phase if it
satisfies the conditions stated in the main text, i.e. (1) odd-parity pairing with full superconducting gap and (2) the
number of (spin-degenerate) pairs of Fermi points between k = 0 and k = π in the normal state is odd. This was
proved in Ref. [21] for 2D and 3D systems.
A Fermi surface invariant for one-dimensional TRI topological superconductors was derived by Qi et. al. [17],
assuming that each Fermi point is singly degenerate. The invariant is then equal to the product of the signs of the
pairing potential on each Fermi point. However, in TRI systems with centrosymmetry each Fermi point is at least
6doubly degenerate. This is due to the fact that the operator PT (time-reversal followed by parity) commutes with the
normal state Hamiltonian hk and that (PT )
2
= −1. Hence, by Kramers’ theorem, for each eigenstate |ΨkF ,1〉 of hk,
|ΨkF ,2〉 = PT |ΨkF ,1〉 is an orthogonal eigenstate with the same energy. We therefore first generalize the formulation
of the invariant given in [17] for the case of degenerate Fermi points and then use it to prove the criterion stated
above.
Recall that in the presence of particle-hole and time-reversal symmetry, a BdG Hamiltonian H =
(
hk ∆k
∆†k −h∗−k
)
can be brought to the form H =
(
0 Qk
Q†k 0
)
where Qk = hk + iT˜∆k (T˜ = isy is the unitary part of the time-reversal
operator) [4].
Denote the eigenstates of hk by |n, k, α〉 where n denotes the energy bands and α distinguishes between different
degenerate eigenstates. In the weak pairing limit ∆ couples only degenerate eigenstates of hk, and Qk can be
approximated as
Qk ≃
∑
n,k,α,α′
[
ǫnkδα,α′ + i
(
T˜∆k
)
α,α′
]
|Ψn,k,α〉 〈Ψn,k,α′ | , (7)
where
(
T˜∆k
)
α,α′
= 〈Ψn,k,α| T˜∆k |Ψn,k,α′〉 is a Hermitian matrix.
One can diagonalize it and write
Qk ≃
∑
n,k,β
[ǫnk + iδnkβ ] |ψn,k,β〉 〈ψn,k,β | , (8)
where δn,k,β are the eigenvalues of the matrix T˜∆k, and |ψn,k,β〉 are its eigenstates. The topological invariant for 1D
TRI TSC is now
∏
j,β
sgn
(
δnj ,kF,j ,β
)
where the product runs over all the Fermi points between 0 and π (labeled by j),
and nj , kF,j are the band index and Fermi momentum of the jth Fermi point, respectively.
We now prove that for odd-parity pairing, i.e. P∆kP = −∆−k, if the chemical potential crosses an odd number of
(doubly degenerate) bands, the topological invariant is −1 and the system is in the topological phase.
As was already mentioned, in a centrosymmetric system the eigenstates of hk come in pairs: |ΨkF ,1〉, |ΨkF ,2〉 =
PT |ΨkF ,1〉. Therefore, the dimension of the matrix T˜∆k at each Fermi point is even. Note also that(
T˜∆k
)
(PT ) = − (PT )
(
T˜∆k
)
. (9)
This means that 〈Ψk,1| T˜∆k |Ψk,1〉 = −〈Ψk,2| T˜∆k |Ψk,2〉, i.e. the matrix T˜∆k is traceless. Therefore, the eigenvalues
δn,k,β come in pairs, δn,k,β = ±λ, and for an odd number of pairs of Fermi points between 0 and π, the product∏
j,α
sgn
(
δnj ,kF,j ,β
)
is equal to −1.
7B. Spin-orbit coupling
Spin-orbit coupling is not mentioned explicitly in the conditions discussed in section IA above. However, we argue
that it is an essential ingredient for the realization of a TRI TSC phase. Indeed, consider a system with no spin-orbit
interaction. As the system is also TRI, we must have full spin rotational symmetry. It is enough however to assume that
only two spin components, e.g. sy and sz , are conserved. A particle-hole symmetric system satisfies CHC
−1 = −H
where H is the BdG Hamiltonian in Nambu spinor basis and C = syτyK is the particle-hole transformation operator
(here K denotes complex conjugation). For spin singlet SC pairing, conservation of sy allows one to define an operator
C˜ = syC = τyK which also anti-commutes with the Hamiltonian but satisfies C˜
2 = −1. Assume the system has a
zero-energy edge state H |Ψ〉 = 0. Since [H, sz] = 0 one can choose |Ψ〉 to be an eigenstate of sz, say with spin up.
The state C˜ |Ψ〉 is also a zero-energy eigenstate, orthogonal to |Ψ〉. Moreover, C˜ is an operator that is local and does
not flip the spin of the state. Hence, we obtained two zero-energy states on the same edge with the same spin. There
is no symmetry that protects the states from splitting and they will generically be shifted away from zero energy.
This proves that a spin conserving system must be in the trivial phase.
C. Breaking inversion symmetry
1. Non-cenotrsymmetric nanowire
In the main text we discuss what happens if a perturbation that breaks inversion symmetry of the non-
superconducting part of the Hamiltonian is present. Since parity symmetry is not necessary for the appearance
of the TRI TSC phase, we expect the system to remain in the topological state as long as the perturbation is small
and the system remains gapped. We then ask how big does the perturbation have to be to drive the system out of the
topological phase. As an example for such a perturbation we consider Rashba type spin orbit coupling in a direction
perpendicular to the plane of the wire given by δH = λRsyτz sink. It turns out that the superconducting gap closes
when λR reaches a critical value of the order of ∆. This happens due to the fact that the pairing potential cannot
couple time-reversed states in this case but only states related by inversion as we show below. Therefore a critical
value of the pairing potential is required to open a gap at the Fermi energy once inversion symmetry is broken.
To see which states can the SC pairing couple, note that the system possesses mirror symmetry w.r.t. the y axis:
My = syσx, i.e. [H0k,My] = 0. The SC pairing ∆ is odd under this symmetry, i.e. {H∆,My} = 0. Consider an
eigenstate |Ψ+〉 ofH0k at the Fermi momentum with anMy eigenvalue of+1. When parity symmetry is broken, there is
generically no additional degenerate state at the same energy and momentum. The SC pairing can only couple between
a particle state |Ψ+〉 and its time-reversed hole state with an opposite momentum, whose wavefunction is τy |Ψ+〉.
Note that the mirror eigenvalue of τy |Ψ+〉 is the same as that of |Ψ+〉. As a result, the matrix element corresponding to
the SC pairing part of Hk, i.e. H∆τx, between these states vanishes: 〈Ψ+| τyH∆τx |Ψ+〉 = 〈Ψ+| τyMyH∆τxMy |Ψ+〉 =
−〈Ψ+| τyH∆τx |Ψ+〉. If parity symmetry is present, however, there is another degenerate eigenstate at the Fermi
momentum given by |Ψ−〉 = PT |Ψ+〉 = σxisyK|Ψ+〉. Note that the mirror eigenvalues of the two degenerate states
are opposite. The superconducting pairing between different My eigenvalue states 〈Ψ−| τyH∆τx |Ψ+〉 is generically
non-zero and a superconducting gap opens even for small ∆.
2. Unequal superconducting pairing
Another question we address is what happens if the pairing potential has a component which is even under inversion.
The pairing part of the Hamiltonian is then replaced by H ′∆ = ∆e +∆oσz , where ∆e and ∆o are the even and odd
components respectively. Once∆e is non-zero, the condition for TSC formulated above is no longer satisfied. However,
for small enough ∆e we expect the gap to remain finite and therefore the system remains in the topological phase.
The phase diagram obtained by varying µ and ∆e for fixed ∆o is shown in Fig. 4. For ∆e = 0 and µ below the
lowest (doubly degenerate) energy band we start in the trivial phase, but as we increase µ and cross the bottom of
the lowest band the gap closes and re-opens. In this region, we observe the zero-energy edge states mentioned earlier,
and therefore the system is in the topological phase. As we increase ∆e the gap remains open, up to values of the
order of a half of ∆o. In this entire region the system remains in the topological phase.
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Figure 4: (a) Phase diagram of the system letting the chemical potential µ and the ratio between even and odd pairing
components ∆e/∆o vary. Along the blue line the superconducting gap closes and the system undergoes a transition between
the topological and the trivial phases. (b) Energy bands of the system. For ∆e = 0 a phase transition to the topological phase
occurs as the chemical potential crosses the bottom of each band. For both plots, the nanowire is taken to be infinite in the x
direction with lattice model parameters t⊥ = 2.5, t = 1, λ = 1, and odd pairing ∆o = 0.4.
II. EXPECTATION VALUE OF THE SPIN ON THE EDGE OF A SYSTEM IN THE TSC PHASE
We would like to show that a system in the topological TRI phase can have a non-zero spin expectation value at
the edges. This is most clearly seen for a spin conserving system (we will assume that the z component of the spin is
conserved). In this case, the expectation value of the spin at each edge is 1/2 of an electron spin, 〈Sz〉 = ±1/4.
To see this recall that the edge of a system hosts two Majorana zero modes γ1, γ2. These two Majoranas form a
single Fermionic degree of freedom Ψ = γ1 + iγ2. Creation, or annihilation, of this Fermionic excitation transfers the
system between the two degenerate ground states of the edge. Since Sz is a good quantum number, we can assign a well
defined spin to this Fermionic mode, say ↑, and denote it Ψ↑. We therefore see that the expectation value of the spin
in the two ground states |GS1〉 and |GS2〉 = Ψ†↑ |GS1〉 must differ by spin of a single fermion, 〈Sz〉GS2 − 〈Sz〉GS1 = 12 .
Furthermore, the two ground states are related by time-reversal symmetry, and should therefore have opposite spin
expectation values 〈Sz〉GS2 = −〈Sz〉GS1 . Combining the two, we get that at the edge, 〈Sz〉 = ±1/4 for the two ground
states.
The non-zero spin expectation value at the edge of a system is a direct consequence of the time-reversal anomaly
discussed by Chung et al. [42]. For a system in the TRI topological phase, time-reversal operation changes the local
fermion parity at its edge (note that the parity of the whole system remains unchanged). However, while the parity
of an edge is not an easy observable to measure, the expectation value of the local spin density on the edge suggests
a more practical way to observe the anomaly.
III. PARITY PUMP Z2 INVARIANT
In the main text we argued that a process in which the relative phase between the two superconductors on the
two sides of the 1D wire is varied φ : 0 → 2π, falls into the non-trivial class of adiabatic cycles in 1D particle-hole
symmetric Hamiltonians (class D). We now construct an explicit bulk Z2 topological invariant characterizing the
process and show that it is non-zero for the cycle considered. For this purpose we use the model of a centrosymmetric
wire with spin orbit coupling considered in the main text. It should be noted that the constructed invariant requires
a continuous single valued gauge choice for the eigenstates on the half torus k ∈ [0, π] , φ ∈ [0, 2π].
We first formulate the invariant and show that it is unchanged by a unitary transformation that mixes between the
negative energy bands. We then give an explicit way of calculating the invariant and demonstrate it on the system
considered in the main text.
A. Formulation of the invariant
Given a many-body Hamiltonian H, particle-hole symmetry implies the existence of an anti-unitary operator C,
such that CHC−1 = −H. For a non-interacting periodic system the Hamiltonian is given by H = ∑Ψ†kH (k)Ψk .
Particle-hole symmetry can then be expressed in terms of the Bloch Hamiltonian H (k) as CH (−k)C−1 = −H (k),
where C is an antiunitary operator acting in the single particle basis. Note that it can be written as a composition
of a unitary operator and the complex conjugation operation that we denote by K.
9For a BdG Hamiltonian in the Nambu spinor basis Ψ†k =
(
c†k,−isyc−k
)
one can show that the particle-hole operator
is given by C = syτyK, where sy and τy are Pauli matrices in the spin and particle-hole subspaces respectively. A
unitary transformation U = ei
pi
4
(1−syτy) transforms C to C˜ = UCU † = K and H (k) to H˜ (k) = UH (k)U †. In the
new basis, particle-hole symmetry implies that C˜H˜ (−k) C˜−1 = H˜∗ (−k) = −H˜ (k). At the TRI momenta k = 0, π
we have H˜0,pi = −H˜∗0,pi, meaning that H˜ can be written as H˜0,pi = iA0,pi where A0,pi are real anti-symmetric matrices.
Note that at k = 0, π the transformation U is simply a transformation to the Majorana basis.
The dimension of the BdG Hamiltonian (and hence also of A) is even and we denote it by 2n. Any real anti-
symmetric matrix of even dimension can be brought to the canonical, block-diagonal, form
A˜ =


0 E1
−E1 0
...
...
0 En
−En 0


by an orthogonal transformation V ∈ O (2n), where {±Ei}i=1..n is the set of eigenenergies of H , with {Ei}i=1..n > 0.
Denoting the columns of V0,pi by
{
u0,pii , v
0,pi
i
}
i=1..n
the negative energy eigenstates of H0,pi are given by{
Ψ0,pii = u
0,pi
i − iv0,pii
}
i=1..n
.
Now consider an adiabatic cycle parametrized by φ : 0→ 2π (in the cycle considered in the main text φ is the relative
phase between the superconductors). The BdG Hamiltonian at each k varies with φ. At k = 0, π the Hamiltonian can
still be written as H˜0,pi (φ) = iA0,pi (φ) where A0,pi (φ) are real matrices for all φ and can be brought to the canonical
form mentioned above by V0,pi (φ) ∈ O (2n). We assume that V0,pi (φ) can be chosen to be continuous in φ (this is
equivalent to requiring a continuous gauge choice for the eigenstates Ψ0,pii (φ)).
Denoting W0,pi (φ) = V0,pi (φ = 0)
−1
V0,pi (φ) ∈ SO (2n) we find that the adiabatic cycle φ : 0 → 2π corresponds
to a closed path in SO (2n). Since the homotopy group π1 (SO (N)), for N ≥ 3, is isomorphic to Z2 we can assign
to W0,pi (φ) a Z2 index, ν. We argue that the difference between the indices corresponding to the paths W0 (φ) and
Wpi (φ) , ∆ν = νpi − ν0, is the invariant characterizing the parity pumping process.
B. Unitary transformations in the negative energy subspace
Since all topological invariants should be independent of the spectrum of the Hamiltonian as long as it remains
gapped, we can flatten the energy bands (such that all Ei = 1) as long as we keep the eigenstates unmodified. We then
expect ∆ν to be invariant under a unitary transformation in the subspace of negative energy states {Ψi (k, φ)}i=1..n.
We now show that this is indeed the case.
Consider a transformation Ψ˜ (k, φ) = R (k, φ)Ψ (k, φ) where Ψ(k, φ) is an n-dimensional vector and R (k, φ) ∈ U (n)
is continuous for all k ∈ [0, π] , φ ∈ [0, 2π]. At k = 0, π a transformation of Ψ corresponds to a transformation
of V (recall that the columns of V are simply the real and imaginary parts of the eigenstates {ui, vi}i=1..n). To
find an explicit form for this transformation consider Vord (φ) = B (φ) V (φ)B
T (φ) where B (φ) is an orthogonal
transformation that changes the order of columns of V (φ), such that Vord (φ) =

 | |ui=1..n vi=1..n
| |

. As we argue in
section IIID below, such a transformation does not change the Z2 index of the closed path. Now decompose R (k, φ)
into its real and imaginary parts R (k, φ) = R1 (k, φ)+ iR2 (k, φ). Then the transformation at k = 0, π can be written
as V˜ord = VordM with M =
(
R1 R2
−R2 R1
)
. Note that even though V and Vord are defined only for k = 0, π, the
matrix M is well defined and continuous for all k ∈ [0, π] , φ ∈ [0, 2π]. One can also check that unitarity of R (k, φ)
leads to orthogonality of M (k, φ).
Overall, we have
V˜ (φ) ∼ V˜ord (φ) = Vord (φ)M (φ) ∼ V (φ)M (φ) , (10)
where the equivalence relation denoted by ∼ means that the two paths are homotopic and therefore belong to the
same element of π1 (SO (2n)) (have the same Z2 index).
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W˜0,pi (φ) = V˜0,pi (φ = 0)
−1 V˜0,pi (φ) ∼W0,pi (φ)M0,pi (φ) . (11)
As we show in IIID, given two paths O1 (φ) , O2 (φ) in SO(N) with Z2 indices ν1, ν2 respectively, the path
O (φ) = O1 (φ)O2 (φ) has Z2 index ν = ν1+ν2. Applying this to W˜k=0,pi we find that its Z2 index is ν˜0,pi = ν0,pi+νM0,pi
for k = 0, π respectively, where νK0,pi is the index corresponding to M0,pi (φ). As was already mentioned, M (k, φ) is
continuous for all k ∈ [0, π], which means that the two paths M0 (φ) and Mpi (φ) can be continuously deformed into
each other. Therefore, their corresponding Z2 index νM is the same for k = 0, π. Hence, even though the indices ν0,pi
can change due to the transformation, their difference remains invariant ν˜pi − ν˜0 = νpi − ν0.
It might be instructive to consider an example in which νM 6= 0 and as a result each of the indices ν0,pi is changed
during the transformation. Consider one of the negative energy eigenstates Ψi (φ) = ui (φ) − ivi (φ). The wave
function is defined up to a phase, which we require to be continuous in φ. The transformation Ψ˜i = e
iφ (ui − ivi), in
which the phase of the eigenstate winds once with φ, is thus a valid one. As will become clear in section III C, such a
transformation corresponds to a path M (φ) with non-zero Z2 index.
C. Explicit way of calculating the invariant
We show below that the Z2 index of a path given by the 2n× 2n orthogonal matrix W (φ) can be obtained from its
eigenvalues. Recall that the eigenvalues of an orthogonal matrix of an even dimension are of the form eiϕ and come
in complex conjugate pairs. The invariant ν is given by the parity of the winding number of ϕ (φ) ≡
n∑
i=1
ϕi (φ). This
is equivalent to plotting all the phases ±ϕi vs φ and counting the number of crossings at ϕ = π. The parity of the
number of crossings gives the invariant ν of W (φ).
To see this recall that any orthogonal matrix W ∈ SO(2n) can be brought, by an orthogonal transformation, to
the canonical form which we denote by D. The matrix D is block diagonal, each block being a 2× 2 rotation matrix
di =
(
cosϕi sinϕi
− sinϕi cosϕi
)
and i, the index of the block, runs from 1 to n. Note, that further transformation by a
unitary matrix is required to bring each block to the diagonal form
(
eiϕi 0
0 e−iϕi
)
.
Now consider a path W (φ) ∈ SO(2n). Assuming it can be brought to the canonical form in a continuous way,
W (φ) = P (φ)D (φ)P (φ)T , and using IIID, we find that W (φ) is homotopic to D (φ). It is therefore enough to
calculate the Z2 index of D (φ).
Denote by Di (φ) the unity matrix with its i’th 2× 2 block replaced by di (φ). Then we can write D (φ) as D (φ) =∏
i
Di (φ). We would like to show that D (φ) can be continuously deformed into D˜1 (φ) with ϕ˜1 (φ) =
∑
i
ϕi (φ) = ϕ (φ).
This can be achieved by a sequence of continuous deformations: at each step we gradually rotate the (i+ 1)’th plane
of rotation onto the i’th one. This corresponds to the transformation Di (φ)P (t)Di+1 (φ)P (t)
T
with t ∈ [0, 1] where
P (t = 0) = I and P (t = 1) is a rotation of the axis x2i+1, x2i+2 onto the axis x2i−1, x2i respectively. At the end of
the deformation we can rewrite Di (φ)P (t = 1)Di+1 (φ)P (t = 1)
T
= D˜iD˜i+1 where now D˜i+1 = I and the i’th block
of D˜i is d˜i = didi+1 =
(
cos ϕ˜i (φ) sin ϕ˜i (φ)
− sin ϕ˜i (φ) cos ϕ˜i (φ)
)
with ϕ˜i = ϕi + ϕi+1.
It can be shown that the path D (φ) describes a non-contractible path in SO(2n) if and only if D3 (φ) =
 cosϕ (φ) sinϕ (φ) 0− sinϕ (φ) cosϕ (φ) 0
0 0 1

 ∈ SO(3) describes a non-contractible path in SO(3).In SO (3) the latter path is not-
contractible if ϕ (φ) performs an odd number of windings as φ is varied from 0 to 2π. We therefore deduce that the
Z2 index is given by the parity of the winding number of ϕ (φ) =
∑
i
ϕi (φ) as stated in the beginning of the section.
D. Multiplication of paths
Consider two paths O1 (φ) , O2 (φ) in SO(N) with Z2 indices ν1, ν2 respectively. Then, the path O (φ) =
O1 (φ)O2 (φ) has Z2 index ν = ν1 + ν2. Indeed, assume first that one of the paths is contractible (without loss
of generality choose it to be O1) while the other one is not. Then there exists a continuous deformation O1 (φ, t), with
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t ∈ [0, 1] such that O1 (φ, t = 0) = O1 (φ) and O1 (φ, t = 1) = I. Then O (φ, t) = O1 (φ, t)O2 (φ) defines a continuous
deformation of O (φ) into O2 (φ) and thus the two must be of the same homotopy class. Next, assume that both
paths are contractible. Then, similarly, one can define a continuous deformation which takes O (φ) into I, meaning
that O (φ) is contractible. If both paths are not contractible, then both of them can be deformed into the same
non-contractible path that we denote by N (φ). An explicit choice of such path can be


cosφ sinφ
− sinφ cosφ
1
...
1

.
Note however that N (φ)
2
is contractible, and therefore so is O (φ).
E. Calculation of the Z2 invariant for a specific model
We now use the model of a centrosymmetric wire with spin orbit coupling considered in the main text (Eq. 2).
H0 = ξk + t⊥σx + λkszσz , (12)
where ξk = 2t (1− cos k) − µ, λk = 2λ sink and calculate the Z2 invariant for the cycle in which the relative phase
between the superconductors on the two sides of the wire vary by 2π one with respect to the other.
The pairing potential is
H∆ =
(1 + σz)
2
(1− β)∆τx + (1− σz)
2
∆ (cosφτx − sinφτy) . (13)
The phase φ is varied from 0 to 2π, and β parametrizes the difference in the magnitude of the gap on the two sides
of the wire. We take β ≪ 1, but non zero, to avoid discontinuities in the eigenstates of the system.
At the first step, we need to find the negative energy eigenstates of this BdG Hamiltonian.
First, notice that sz is a good quantum number. Fixing sz = ±1 leaves us with two decoupled copies of a
4×4 Hamiltonian with spin-orbit coupling ±λ respectively. Since H is both particle-hole symmetric and inversion
symmetric, the bands of H2 are doubly degenerate. We thus first diagonalize H2 and find the doubly degenerate
subspaces. Note also that the subspaces are orthogonal to each other since they are eigenstates of H2 with different
eigenvalues . Then, we calculate H in each subspace of H2 found previously, and find its eigenstates.
In the β → 0 limit:
H2 = 2 (ξkt⊥, −t⊥ (∆ sinφτx −∆((1− β)− cosφ) τy) , ξkλk) · ~σ + (diagonal part) . (14)
By diagonalizing first the τ subspace and then the σ subspace, we obtain the two doubly degenerate subspaces of
H2.
The first is spanned by
Ψ1 = |+u〉τ ⊗ |−~v+〉σ Ψ2 = |−u〉τ ⊗ |−~v−〉σ (15)
where the index σ/τ of the states denotes the corresponding subspace and the eigenvectors are |±u〉 = 1√
2
( ±1
eiγ
)
with eiγ = (sinφ−i((1−β)−cosφ))√
2(1−β)(1−cosφ)+β2 and |−~v±〉 =
( −be∓iα
a
)
with a = 1√
2
(
1 + ξkλk√
t2(ξ2k+∆21)+ξ2kλ2k
)1/2
, b =
√
1− a2,
eiα = ξk−i∆1|ξk−i∆1| .
Note that a non-zero β guarantees that ∆1 ≡ ∆2
√
2 (1− β) (1− cosφ) + β2 > 0 for all φ. Thus, both eiα and eiγ
are well defined in the entire parameters space we are interested in.
The other, orthogonal subspace is spanned by
Ψ3 = |+u〉τ ⊗ |~v+〉σ Ψ4 = |−u〉τ ⊗ |~v−〉σ (16)
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where |~v±〉 =
(
a
be±iα
)
are the states orthogonal to |−~v±〉.
Calculating H in the subspace spanned by {Ψ1,Ψ2} we obtain the following Hamiltonian:
H1,2 =
[
λk − ξk
(
1− t
2
r2 + ξkλk
[
1 +
1
2
∆2
r2
β
])]
ρx −∆1
(
1− t
2
r2 + ξkλk
+
1
2
∆2
∆21
β
)
ρy +
∆2
2∆1
sinφρz ≡ ~n · ~ρ, (17)
where r2 =
√
t2 (ξ2k +∆
2
1) + ξ
2
kλ
2
k and ρx,y,z are now Pauli matrices in {Ψ1,Ψ2} subspace.
We now assume that ξk > 0 for all k ∈ [0, π] ( i..e µ < 0). Otherwise, for the case of λ < 0, it will be impossible to
define single valued eigenstates which are continuous in the half torus φ ∈ [0, 2π] , k ∈ [0, π]. Note however that as
long as µ > −t⊥ we are still in the topological phase.
For λ > 0 (sz = +1), the lower energy eigenstate can be written simply as |−~nλ>0〉 =
( −v1
u1e
iϕ
)
where u1 =
1√
2
(
1 + nz|n|
)1/2
, v1 =
√
1− u21, eiϕ1 = nx+iny|nx+iny . The phase ϕ1 is well defined for the region in parameter space we
are considering.
For λ < 0 (sz = −1), to choose a single valued gauge on the half torus we are interested in one has to rotate H1,2 by
U = ei
pi
4
ρy . This transforms H1,2 = ~n · ~ρ to H˜1,2 = ~˜n · ~ρ with ~˜n = (nz, ny, −nx). The occupied eigenstate of H˜1,2 can
be chosen as
∣∣∣−~˜n〉 = ( −v2e−iϕ2
u2
)
where u2 =
1√
2
(
1− nx|n|
)1/2
, v2 =
√
1− u22, eiϕ2 = nz+iny|nz+iny . This choice of gauge
guarantees the eigenstate is single valued. Rotating the eigenstate back, we obtain |−~nλ<0〉 = eipi4 ρy
( −v2e−iϕ2
u2
)
.
Calculating H also in the subspace spanned by {Ψ3,Ψ4} we obtain
H3,4 =
[
−λk − ξk
(
1 +
t2
r2 + ξkλk
[
1 +
1
2
∆2
r2
β
])]
ρx +∆1
(
1 +
t2
r2 + ξkλk
− 1
2
∆2
∆21
β
)
ρy +
∆2
2∆1
sinφρz ≡ ~n′ · ~ρ (18)
The eigenstates can be simply taken as
∣∣∣−~n′〉 = ( −v′
u′eiϕ
′
)
where u′ = 1√
2
(
1 +
n′z
|n′|
)1/2
, v′ =
√
1− u′2, eiϕ′ =
n′x+in
′
y
|n′x+in′y . Note that there is no problem with choosing a gauge both for λ > 0 and λ < 0, since n
′
x < 0 on the half
torus φ ∈ [0, 2π] , k ∈ [0, π]..
Now we have to write the four negative energy eigenstates we found in the original basis of s⊗σ⊗ τ , and transform
them to the basis in which particle-hole operator is C˜ = K, by U = ei
pi
4
(1−syτy).
Constructing the matrices W0,pi (φ) and calculating their eigenvalues numerically, we obtain Fig. 5. As one can
clearly see, the number of crossings at ϕ = π for k = 0 is three (odd), while the number of crossings for k = π is zero
(even). The difference corresponds to a non zero Z2 index, and thus the considered cycle is non-trivial.
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Figure 5: Eigenvalues of the matrices (a) Wk=0 (φ) and (b) Wk=pi (φ). The lattice model parameters are taken to be t⊥ =
2.5, t = 1, λ = 1, and the chemical potential is set to µ = −0.1. The magnitude of the SC pairing is ∆ = 0.4, and the
relative difference in the magnitude between the two sides of the wire is β = 0.01. For k = 0 there are three crossings at ϕ = π
(indicated in red), while for k = π the eigenvalues do not cross the ϕ = π line at all.
