Abstract Linear multistep methods (LMMs) applied to approximate the solution of initial value problems-typically arising from method-of-lines semidiscretizations of partial differential equations-are often required to have certain monotonicity or boundedness properties (e.g., strong-stability-preserving, total-variation-diminishing or total-variation-boundedness properties). These properties can be guaranteed by imposing step-size restrictions on the methods. To qualitatively describe the stepsize restrictions, one introduces the concept of step-size coefficient for monotonicity (SCM, also referred to as the strong-stability-preserving (SSP) coefficient) or its generalization, the step-size coefficient for boundedness (SCB). An LMM with larger SCM or SCB is more efficient, and the computation of the maximum SCM for a particular LMM is now straightforward. However, it is more challenging to decide whether a positive SCB exists, or determine if a given positive number is a SCB. Theorems involving sign conditions on certain linear recursions associated to the LMM have been proposed in the literature that allow us to answer the above questions: the difficulty with these theorems is that there are in general infinitely many sign conditions to be verified. In this work, we present methods to rigorously check the sign conditions. As an illustration, we confirm some recent numerical investigations concerning the existence of positive SCBs in the BDF and in the extrapolated BDF (EBDF) families. As a stronger result, we determine the optimal values of the SCBs
as exact algebraic numbers in the BDF family (with 1 ≤ k ≤ 6 steps) and in the
Introduction
Let us consider an initial value problem u (t) = F (u(t)) for t ≥ 0, with u(0) = u 0 ,
where F : V → V is a given function, u 0 ∈ V is a given initial value in some vector space V, and u denotes the unknown function. In applications, it is often crucial for the numerical solution u n to satisfy certain monotonicity or boundedness properties.
Example 1.1 Many important partial differential equations have the property that they preserve (i) the interval containing the initial data; (ii) or, as a special case, non-negativity of the initial data.
For example, if one considers a scalar hyperbolic conservation law with initial condition U(x, t 0 ) ∈ [U min , U max ] with some constants U min ≤ U max for x ∈ R, then it is known that the solution satisfies U(x, t) ∈ [U min , U max ] for x ∈ R and t ≥ t 0 .
To approximate the solution U of this partial differential equation, one often uses a method-of-lines semidiscretization in space, and obtains a system of ordinary differential equations (1). For many semidiscretizations, the initial value problem (1) also preserves (i) or (ii). Finally, one typically uses a Runge-Kutta method or a linear multistep method to discretize (1): in this setting it is natural to require that the time discretization u n should also preserve (i) or (ii).
In situations when the numerical method is a linear multistep method (LMM) approximating the solution of (1), the boundedness property can be expressed as:
where the constant μ ≥ 1 is independent of n, the starting vectors u j (0 ≤ j ≤ k− 1) and the problem (1); μ is determined only by the LMM. The monotonicity property, or strong-stability-preserving (SSP) property, is recovered if (2) holds with μ = 1. Common choices for the seminorm · on V in applications include the supremum norm or the total variation seminorm. For LMMs, a more detailed exposition of the above topics together with references can be found, for example, in [16, Section 1] . For Runge-Kutta methods, analogous questions have been analyzed thoroughly and solved satisfactorily in [8] . In what follows, we focus on LMMs.
In the literature, a considerable amount of work has been done on developing conditions that guarantee (2) . One possibility is to impose some restrictions on the step-size t of the LMM. These restrictions lead to the concepts of step-size coefficient for monotonicity (SCM) and step-size coefficient for boundedness (SCB)-see Definitions 1.4 and 1.5 below. Depending on the context, the SCM is also referred to as the strong-stability-preserving (SSP) coefficient. The SCB is a generalization of the SCM: for many practically important LMMs, there is no positive SCM, while a positive SCB still exists. It is thus natural to ask whether a positive step-size coefficient (SCM or SCB) exists for a particular LMM, or determine if a given positive number is a step-size coefficient. Since a LMM with larger step-size coefficient is more efficient, one is also interested in the maximum value of the SCM or SCB. Conditions that are easy to check and are necessary and sufficient for the existence of a positive SCM, or for a given positive number to be a SCM have already been devised, see [16, Section 1.1] .
However, even for a single LMM, it seems more difficult (i) to decide whether a positive SCB exists;
(ii) to determine if a given positive number is a SCB; (iii) to compute the maximum SCB.
In the rest of the paper, we pursue these goals. The theoretical framework we use is presented in [9, 16] , while the computational techniques we apply show many similarities with those of [10] . All computations in this work have been performed by using Mathematica 10. The structure of our paper is as follows. In Section 1.1, we present some definitions and notation. In Sections 1.2 and 1.3, we review the main results of [9] and [16] concerning (ii) and (i) above, respectively. Section 2 contains our theorems for three families of multistep methods:
• for the extrapolated BDF (EBDF) methods we answer (i);
• for the BDF methods (as implicit methods) we answer (iii);
• for the Adams-Bashforth (AB) methods (as explicit methods), we answer (iii).
The proofs are described in Section 3. [11] [12] [13] [14] .
Preliminaries and notation
A LMM has the form
where k ≥ 1, the step number of the LMM, is a fixed integer, and the coefficients a j , b j ∈ R determine the method. The step-size of the method t > 0 is assumed to be fixed, and we suppose that the starting values for the LMM, u 0 (appearing in (1)) and u j (1 ≤ j ≤ k − 1), are also given. The quantity u n approximates the exact solution value u(n t). The generating polynomials associated with the LMM are denoted by
A non-constant univariate polynomial is said to satisfy the root condition, if all of its roots have absolute value ≤ 1, and any root with absolute value = 1 has multiplicity one. As in [16] , the LMMs in this work are also required to satisfy the following basic assumptions.
1.
2. The polynomial ρ satisfies the root condition (zero-stability). 3. The polynomials ρ and σ have no common root (irreducibility).
All well-known methods used in practice satisfy the four conditions in (5) .
The stability region of the LMM, denoted by S, is defined as a j x j with a j ∈ Z, a n = 0 and n ≥ 3 will be represented simply by its coefficient list {a n , a n−1 , . . . , a 0 }.
Now we recall the definition of the step-size coefficient for boundedness and monotonicity, respectively, corresponding to a given linear multistep method.
Definition 1.4 Suppose that the method coefficients
• for any t ∈ (0, γ τ ], • and for any starting vectors u j ∈ V (0 ≤ j ≤ k − 1), the sequence u n generated by (3) has the property u n ≤ μ · max 0≤j ≤k−1 u j for all n ≥ k. Given a LMM, the following abbreviations will be used throughout this work:
• ∃ SCM > 0 and SCM > 0 to indicate that there is a positive / there is no positive step-size coefficient for monotonicity, respectively; • ∃ SCB > 0 and SCB > 0 to indicate that there is a positive / there is no positive step-size coefficient for boundedness, respectively.
It is clear from Definitions 1.4-1.5 that for a given LMM
If ∃ SCB > 0, then we define
When a family of k-step LMMs is given, sometimes we will use the symbol γ sup,k instead.
1.2 A necessary and sufficient condition for γ > 0 to be a SCB Let us fix a particular LMM. For a given γ ∈ R, we define an auxiliary sequence μ n (γ ) (n ∈ Z) as in [16, (2.10) ] by
The following characterization appears in [16 
The above theorem is based on the material developed in [9] . In [9, Section 6], the authors numerically determine the maximum SCB values for members of several parametric families of LMMs by repeatedly applying the following test. For a particular LMM and given γ > 0, they check if γ is a SCB by choosing a large N ∈ N, and verifying μ n (γ ) ≥ 0 for all 1 ≤ n ≤ N. However, as the authors point out in [9] , it is not obvious (neither a priori nor a posteriori) how large N one should choose to conclude-with high certainty-that μ n (γ ) ≥ 0 for all n ∈ N + . They typically use N ≈ 10 3 ; as a comparison, see our Remark 3.4.
The existence of a SCB
For a fixed LMM and given γ > 0, Theorem 1.6 provides a necessary and sufficient condition for γ to be a SCB. But to decide-with the help of this theorem-whether SCB > 0, one should check condition (8) for infinitely many γ > 0 values, and for each γ , there are infinitely many sign conditions μ n (γ ) ≥ 0 to be verified.
To overcome this difficulty, [16, Theorem 3.1] combines Theorem 1.6 with the results of [1] to present some simpler conditions that are almost necessary and sufficient for ∃ SCB > 0. "Almost" in the previous sentence means that the conditions in [16, Theorem 3.1] are necessary and sufficient for ∃ SCB > 0 (not in the full, but) in a slightly restricted class of LMMs; and "simpler" means that these conditions do not involve the parametric recursion μ n (γ ) in (7), rather, a non-parametric recursion τ n determined by the method coefficients as
Since we will not work with [16 
Corollary 1.7 Suppose the LMM satisfies (5). We define
(i) If τ n > 0 for all n ≥ n 0 , and the only root of the polynomial ρ appearing in
The index n 0 defined above can be shown to exist due to consistency and zerostability of the LMM.
As These investigations confirm and extend some earlier results [5] [6] [7] 9] concerning the existence of step-size coefficients for monotonicity or step-size coefficients for boundedness. The results of [16, Section 5] have the following form.
Consider a discrete family of LMMs from the previous paragraph, parametrized by the step number k ∈ N. Let 1 ≤ k min ≤ k max ≤ +∞ denote some fixed bounds on k coming from practical considerations (e.g., zero-stability of the LMM), that is, we consider the step numbers k min ≤ k ≤ k max . Then there exist two integers 0 ≤ k mon ≤ k bdd such that
It is to be understood that if 1 ≤ k ≤ 2 with 1 > 2 in any of the inequalities above, then the corresponding case does not occur. Some examples from [16, Section 5] are provided in the table below.
LMM family
Out of the several LMMs investigated in [16, Section 5] , there are however two families-the BDF methods with 3 ≤ k ≤ 6 steps, and the EBDF methods with 3 ≤ k ≤ 5 steps-for which the corresponding inequalities τ n > 0 for n ≥ n 0 (11) appearing in Corollary 1.7 are not verified completely. More precisely, (11) is verified only up to a finite value n 0 ≤ n ≤ N (for example, up to N = 500), and it is observed that, for these large n values, τ n is already close enough to lim n→+∞ τ n = 1 to conclude ("we have no formal proof . . . , but convincing numerical evidence instead") the validity of (11) Then the sequence τ n satisfies τ n > 0 for n ≥ n 0 = 1 (see (9) and (10)).
The above theorem completes and verifies the numerical proof of [16, Conclusion 5.4] regarding the EBDF methods with k ∈ {3, 4, 5} steps. In the proof of Theorem 2.1, given in Sections 3.1 and 3.4, we explicitly represent τ n as a linear combination of powers of algebraic numbers to estimate this sequence from below and hence prove its positivity.
As a combination of [16, Conclusion 5.4] and our Theorem 2.1 we obtain the following result.
Corollary 2.2 In the EBDF family
• ∃ SCM > 0 for the 1-step EBDF method; • SCM > 0 but ∃ SCB > 0 for the k-step EBDF method with k ∈ {2, 3, 4, 5}; • SCB > 0 for the 6-step EBDF method.
Exact optimal SCB values in the BDF family
We complete the numerical proof of [16, Conclusion 5.3] concerning the existence of SCB for the BDF methods with 3 ≤ k ≤ 6 steps. However, instead of just proving the positivity of the corresponding sequences τ n , we directly determine the exact and optimal values of the SCB constants for 2 ≤ k ≤ 6. For the sake of completeness, the k = 1 case (the implicit Euler method) is also included. The approximate numerical values of γ sup,k below have been rounded down. The polynomial coefficients-see (6) for the notation-corresponding to the cases k = 5 and k = 6 have been aligned for easier readability (and they are to be read in the usual way, horizontally from left to right).
Theorem 2.3
The optimal values of the step-size coefficients for boundedness γ sup,k in the BDF family are given by the following exact algebraic numbers: The proofs of the above results are given in Sections 3.2 and 3.5. From a technical point of view, the proof of the k = 3 case is different from the other cases, see Remark 3.5.
Exact optimal SCB values in the Adams-Bashforth family
To further illustrate our techniques, we have computed the largest SCB values for an explicit LMM family as well; we chose the Adams-Bashforth methods with 1 ≤ k ≤ 4 steps. 
Theorem 2.4
The optimal values of the step-size coefficients for boundedness in the Adams-Bashforth family are given by the rational numbers below:
•
Proofs

Summary of the proof techniques for the EBDF methods
The proofs in Section 3.4 for the EBDF methods use the following argument. Since τ n in (9) is a solution of a linear recursion, it is represented as
where the quantities j ∈ C are the roots of the corresponding characteristic polynomial (without multiple roots for each EBDF method), and the constants c j ∈ C are determined by the starting values. By bounding |c j | and | j |, we prove the inequality τ n > 0 for all n ≥ 1.
Summary of the proof techniques for the BDF methods
The proofs in Section 3.5 for the BDF methods are based on the following. For any given γ > 0, the linear recursion (7) takes the form
where the coefficients c j (γ ) (0 ≤ j ≤ k) and the starting values μ j (γ ) (0 ≤ j ≤ k − 1) are determined by the LMM. The corresponding characteristic polynomial is denoted by
We apply the characterization in Theorem 1.6 together with Observations 1-4 presented below. Lemmas 3.1 and 3.2 will be used to bound γ sup from above for the k-step BDF methods with k = 3 and k ∈ {2, 4, 5, 6}, respectively. Then, by using representations similar to (12) and Observation 4, we show in each case that the proposed upper bound for γ sup is sharp.
• Observation 1 For a k-step BDF method (1 ≤ k ≤ 6), it is known [4] that −γ ∈ int(S) for any γ > 0. Therefore, the condition (8) in Theorem 1.6 reduces to μ n (γ ) ≥ 0 (n ∈ N + ).
• Observation 2
It is easily seen from Definition 1.4 that if γ 0 > 0 is a SCB, then each number from the interval (0, γ 0 ] is also a SCB; thus, by (8), we also have μ n (γ ) ≥ 0 for all n ∈ N + and γ ∈ (0, γ 0 ]. Since the function γ → μ n (γ ) (clearly being a rational function for any fixed n ∈ N due to the form of the linear recursion (7)) cannot be non-negative in a neighborhood of a simple zero, we immediately obtain the following upper bound on γ sup (in the lemma, μ n denotes the derivative of the function μ n (·)).
Lemma 3.1
Suppose there exist some n ∈ N + and γ * > 0 such that μ n (γ * ) = 0 and μ n (γ * ) ∈ R \ {0}. Then γ sup ≤ γ * .
• Observation 3
The following lemma will be applied to bound γ sup from above when the characteristic polynomial has a unique pair of complex conjugate roots that are dominant.
Lemma 3.2
Suppose that z ∈ C \ R with |z| = 1, w ∈ C \ {0}, and a real sequence ν n → 0 (n → +∞) are given. Then wz n +w(z) n + ν n < 0 for infinitely many n ∈ N.
Proof We introduce ϕ, ψ ∈ [0, 2π) via the relations z = exp(iϕ) and w = |w| exp(iψ). Due to symmetry, we can suppose that ϕ ∈ (0, π), so there is a δ ∈ (0, π/2) such that δ < ϕ < π − δ. Then
We show that cos (nϕ + ψ) ≤ cos(π/2 + δ/2) for infinitely many n.
Indeed, the inequality in (16) holds if and only if n ∈ N and k ∈ Z are chosen such that
But RHS − LHS = (π − δ)/ϕ > 1, so, by taking k ∈ N larger and larger, we see that there are infinitely many n ∈ N satisfying (17). Finally, by using |w| = 0, (16), cos(π/2 + δ/2) < 0 and ν n → 0, we get that (15) is also negative for infinitely many n indices.
• Observation 4
By taking into account the first sentence of Observation 2, we get the following lower bound. 
Summary of the proof techniques for the Adams-Bashforth methods
Since these LMMs are explicit, we have b 0 = 0 in (3), so from (7) we see that for any n ∈ N the function γ → μ n (γ ) is a polynomial and μ 0 (γ ) = 0. For 1 ≤ k ≤ 3, we study the roots of these polynomials μ n (·) for small n to conjecture the value of γ sup,k . Of course, Observation 1 from the previous section cannot be applied now, because we have to take into account the condition −γ ∈ int(S) in (8) as well. So we use Lemma 3.1 together with
to verify that the conjectured γ sup is indeed the optimal SCB. (14) is positive real for γ = γ sup,k , so in these cases a result similar to Lemma 3.2 is not applicable.
Remark 3.6 For 2 ≤ k ≤ 3, it turns out that the dominant root of the characteristic polynomial P k (·, γ ) in
Proofs for the EBDF methods
The coefficients for the EBDF methods are listed, for example, in [15] .
The EBDF3 method
For this method, the recursion (9) takes the form
with τ 1 = 18/11, τ 2 = 126/121, τ 3 = 1212/1331.
We have τ 0 = 0 and n 0 = 1, hence it is enough to prove τ n > 0 for all n ≥ 1. One root of the characteristic polynomial corresponding to (20) is 1, so we get the representation
But for n ≥ 1 we have
n/2 ≤ 9/10, and the positivity of τ n > 0 follows.
The EBDF4 method
The recursion (9) now reads
with τ 1 = 48/25, τ 2 = 504/625, τ 3 = 10992/15625, τ 4 = 366516/390625.
We again have τ 0 = 0 and n 0 = 1. The explicit form of the sequence is
where 1 ∈ R and 2,3 ∈ C \ R are the three roots of the cubic polynomial {25, −23, 13, −3}. This time we have for n ≥ 3 that
proving τ n > 0 for n ≥ 1.
The EBDF5 method
For this method, the recursion (9) 
Proofs for the BDF methods
The coefficients for the BDF methods are listed, for example, in [4] .
The BDF1 method
We include this method here for the sake of completeness. The recursion (13) now has the form
The explicit solution is μ n (γ ) = 1/(γ + 1) n+1 > 0, so, due to Theorem 1.6, we have that γ is a SCB for any γ > 0.
The BDF2 method
The recursion (13) takes the form
Its characteristic polynomial P 2 (·, γ ) is quadratic for γ > 0. This polynomial has
• two distinct real roots for 0 < γ < 1/2; • a double real root for γ = 1/2; • a pair of complex conjugate roots for γ > 1/2.
For any fixed γ > 1/2 we thus have
with a suitable c 1 (γ ) ∈ C \ {0} and 1 (γ ) ∈ C \ R. Due to Lemma 3.2 with ν n ≡ 0, the expression in [. . .] is negative for infinitely many n. Hence, by Theorem 1.6, 1/2 + ε is not a SCB for any ε > 0, implying γ sup,2 < 1/2 + ε.
Conversely, by verifying μ n (1/2) = 2 −n−1 (n + 1) ≥ 0 for all n ∈ N and taking into account (18), we see that γ sup,2 ≥ 1/2, so the proof is complete.
The BDF3 method
The recursion (13) is
Let us consider the term
The polynomial {5184, −539352, 4277340, −7093698, 3248425} in the numerator has 4 real roots; let γ * ≈ 0.831264 denote its smallest root (the other three zeros are located at ≈ 1.22747, ≈ 6.42689, and ≈ 95.556). Then, due to Lemma 3.1, we have γ sup,3 ≤ γ * .
To complete the proof, we show that μ n (γ * ) ≥ 0 (∀ n ∈ N), meaning that γ sup,3 ≥ γ * by (18). Indeed, for γ = γ * , the explicit form of the recursion is • c 2 ≈ − 0.0631319 − 0.270418i is the root of P BDF32 with the smallest real part.
Remark 3.7
The 12th-degree algebraic numbers 1,2 are of course roots of the cubic characteristic polynomial (14) , with γ replaced by the fourth-degree algebraic number γ * ; that is, for n ≥ 93, therefore μ n (γ * ) > 0 for n ≥ 93. Finally, one checks that μ n (γ * ) > 0 for n ∈ {0, 1, . . . , 92} \ {6} (recall that μ 6 (γ * ) = 0), so the proof is complete.
Remark 3.9
We have μ 92 (γ * ) ≈ 1.585176 · 10 −28 .
The BDF4 method
For γ > 0, the characteristic polynomial of the recursion, P 4 (·, γ ), has multiple roots if and only if γ = 7/12 ≈ 0.5833. In the rest of the proof, it will be sufficient to focus on the interval 0 < γ < 7/12. For any 0 < γ < 7/12, let us denote the four distinct roots of P 4 (·, γ ) by 1,2,3,4 (γ ). Then 0 < 2 (γ ) < 1 (γ ) < 1 and 3,4 (γ ) ∈ C \ R. Let us denote by
the fifth-degree algebraic number listed in the row of γ sup,4 in Theorem 2.3. By separating the real and imaginary parts of P 4 (x + iy, γ ), then setting up and solving the appropriate system of polynomial equations over the reals, we can prove that
. In other words, the positive real root 1 (γ ) is no longer dominant for γ > γ * .
First we prove γ sup,4 ≥ γ * by proving μ n (γ * ) > 0 (∀ n ∈ N), see (18). For γ = γ * we have the representation
where having the smallest real part.
Remark 3.10 Here again we have converted polynomials whose coefficients are algebraic numbers to higher-degree polynomials with integer coefficients (cf. Remark 3.7).
By rewriting μ n (γ * ) (n ∈ N) as
and noticing that
we see that μ n (γ * ) > 0 for all n ∈ N. Thus we have proved γ sup,4 ≥ γ * .
To prove the converse inequality, γ sup,4 ≤ γ * , we apply Lemma 3.2. We set γ = γ * + ε with some sufficiently small, but arbitrary ε > 0. Then for n ∈ N we have
Due to the properties of the numbers j (γ ) listed in the paragraph of (21), we know that R ν n → 0 as n → +∞. Moreover, since the functions 3 (·) and c 3 (·) are continuous (also) at γ * , we have z ∈ C \ R, |z| = 1 and w ∈ C \ {0}, for ε > 0 small enough. Lemma 3.2 then shows that μ n (γ ) cannot be non-negative for all n ∈ N, so by Theorem 1.6 we obtain that γ sup,4 < γ * + ε.
The BDF5 method
see Fig. 1 . The characteristic polynomial of the recursion P 5 (·, γ ) has no multiple roots for γ > 0. We denote the five distinct roots of P 5 (·, γ ) by 1,2,3,4,5 (γ ) and let γ * ≈ 0.30421 denote the tenth-degree algebraic number listed in the row of γ sup,5 in Theorem 2.3. Then for any γ ∈ (0, 1) we can prove that
For γ = γ * and n ≥ 0 we have μ n (γ * ) = 
so μ n (γ * ) > 0 (n ∈ N), and hence γ sup,5 ≥ γ * by (18). The proof of the converse inequality, γ sup,5 ≤ γ * , is again based on Lemma 3.2, and is completely analogous to the one presented in Section 3.5.4.
The BDF6 method
Let us consider any 0 ≤ γ < 37/60 ≈ 0.6167. Then one checks by using the discriminant that the 6 roots of P 6 (·, γ ) = 0 are distinct.
Let γ * ≈ 0.13136 denote the 18th-degree algebraic number listed in the row of γ sup,6 in Theorem 2.3. This constant has been obtained after some non-trivial computation and simplification. The roots j (γ ) (1 ≤ j ≤ 6) are distributed as follows:
For γ = γ * and n ≥ 0, one has the representation μ n (γ * ) = The roots of P 6 (·, γ sup,6 ) corresponding to the BDF6 case yields μ n (γ * ) > 0, see Fig. 3 . This proves that γ sup,6 ≥ γ * by (18). As before, a final application of Lemma 3.2 shows that γ sup,6 ≤ γ * , completing the proof.
Proofs for the Adams-Bashforth methods
The coefficients for the Adams-Bashforth methods are listed, for example, in [3] .
The AB1 method
It is easily seen that the recursion (7) now has the form μ n (γ ) = (1 − γ )μ n−1 (γ ) (n ≥ 2) with μ 1 (γ ) = 1, so any γ > 1 violates the non-negativity of μ n (γ ) in (8) . Hence γ sup,1 ≤ 1. But μ n (1) ≥ 0 for all n ∈ N, and it is known [4] that −1 ∈ int(S), so (19) finishes the proof.
The AB2 method
For this method, the recursion (7) and −4/9 ∈ int(S) (see [4] ), so the proof is complete due to (19).
respectively. Since for n ≥ 3, and μ n (84/529) ≥ 0 for 1 ≤ n ≤ 2, the proof is complete.
The AB4 method
The starting terms of the recursion (7) satisfy μ 1 (γ ) = 55 24 , μ 2 (γ ) = − 3025γ 576 − 1 6 , so the non-negativity condition in (8) for n = 2 is violated for any γ > 0, hence SCB > 0.
Conclusions
The step-size coefficient for boundedness (SCB) of a linear multistep method (LMM) is a generalization of the strong-stability-preserving (SSP) coefficient of the LMM. The SCB appears in conditions that ensure monotonicity or boundedness properties of the LMM, and a method is more efficient if it possesses a larger SCB. In [9, 16] , a necessary and sufficient condition has been given for a number γ > 0 to be a SCB of a LMM. This condition involves checking the non-negativity of an auxiliary sequence μ n (γ ) that satisfies a linear recurrence relation in n ∈ N. For fixed n, the function μ n (·) is a rational function.
The main goal of the present work is to determine the maximum SCB, γ sup for a given linear multistep method. For each k-step BDF method (2 ≤ k ≤ 6) and each k-step Adams-Bashforth method (1 ≤ k ≤ 3), we determine the exact value of γ sup by finding the largest γ > 0 that satisfies μ n (γ ) ≥ 0 for all non-negative n.
We have identified two types of conditions that characterize γ sup in these multistep families:
(i) a positive real dominant root of the characteristic polynomial corresponding to the recursion μ n (γ ) loses its dominant property at γ = γ sup , or
(ii) there is an index n 0 ∈ N such that γ sup is a simple root of the function μ n 0 (·). It turns out that γ sup is determined
• by condition (i) for the BDF methods with k ∈ {2, 4, 5, 6} steps;
• by condition (ii) with n 0 = 6 for the 3-step BDF method;
• by condition (ii) with n 0 = 2 for the Adams-Bashforth methods with k ∈ {1, 2, 3} steps.
