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Kumpulan tiedekirjasto
Tutkielman tarkoituksena on esitellä Markovin ketju Monte Carlo -menetelmistä (MCMC) tun-
netuin eli Metropolis-Hastings algoritmi. Menetelmää sovelletaan geometrisia muotoja sisältävien
kuvien terävöittämisessä.
Luku kolme esittelee tilastolliset inversio-ongelmat. Inversio-ongelma on käänteinen ongelma, jossa
on saatu data ja halutaan tietää mistä data on peräisin. Tiedetään myös miten data on saatu, mutta
data sisältää aina mittausvirhettä, joten lähtötilannetta ei voi laskea suoraan saadusta datasta.
Usein alkutilanteesta tiedetään kuitenkin jotain. Tutkielmassa datana on käytetty sumennettua
valokuvaa, jossa mustalla taustalla on valkoinen suorakaide. Lähtötilanteesta siis tiedetään, että
kyseessä on yksivärinen tausta ja siinä on yksivärinen suorakaide.
Neljännessä luvussa esitellään Markovin ketjut ja käydään läpi niiden tärkeimmät ominaisuudet,
joita tarvitaan ketjujen konvergointiin. Viides luku esittelee MCMC-menetelmät. Ne perustuvat
Markovin ketjujen konvergointiin tasapainojakaumaansa kohti ja suurten lukujen lakiin. Tarkoi-
tus on löytää tiedetylle tasapainojakaumalle sopiva Markovin ketju ja ottaa ketjusta näytejono.
Näytejonon keskiarvo suppenee kohti oikeaa tulosta näytejonon kasvaessa.
MCMC-teorian mukaan näytejonon ensimmäisen arvon valinnalla ei ole väliä, joten se arvotaan
lähtötilanteesta tietämämme perusteella. Tämän jälkeen tehdään alkuarvoon satunnainen muutos.
Alkuarvo ja sen muunnos mallinnetaan samalla tavalla, kun tiedämme datan saadun. Mallinnuk-
sista verrataan kumpi on lähempänä saatua dataa. Jos muunnos on lähempänä, se hyväksytään
varmasti seuraavalle kierrokselle. Satunnaisella todennäköisyydellä se hyväksytään huononpanakin
vaihtoehtona. Seuraava muunnos tehdään aina viimeisimmästä hyväksytystä muunnoksesta. Joka
yrityksestä näytejonoon lisätään seuraavalle kierrokselle jatkanut arvo. Lopulta näytejonosta laske-
taan keskiarvo, joka on haluttu tulos.
Toteutus esitellään kuudennessa luvussa. Toteus on tehty Matlab-ohjelmalla. Toteutusta ajetaan eri
arvoilla ja tuloksia vertaillaan vähentämällä oikean kuvan pikselien arvoista saadun kuvan pikselien
arvot. Toteutusta on testattu valokuvilla, joissa on yksi tai useampi suorakaide.
Menetelmällä on testattu useita eri parametreja toteutukselle ja tuloksissa etsillään luvussa seitse-
män. Luvussa kahdeksan käydään läpi johtopäätöksiä.
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Luku 1
Johdanto
Tämän tutkielman tarkoituksena on esitellä, mitenMarkovin ketju Monte Carlo -menetelmien
(engl. Markov Chain Monte Carlo -method) eli MCMC-menetelmien Metropolis-Hastings
-algoritmia (MH) voidaan käyttää geometrisiä muotoja sisältävien kuvien terävöittämi-
sessä. Kuvan terävöittäminen on inversio-ongelma eli ongelma, jossa havainnosta, eli ko-
hinaisesta ja epätarkasta kuvasta, pitäisi päätellä lähtötilanne eli tarkka kuva. Tilastolli-
nen lähestymistapa on yksi mahdollisuus inversio-ongelmien ratkaisussa. Kohinaista ku-
vaa käsitellään mittaustuloksena ja MH-MCMC -menetelmän avulla yritetään mallintaa
kohinaton kuva.
Inversio-ongelmat ovat usein huonosti määriteltyjä (engl. ill-posed problems), sillä ne
eivät täytä hyvinmääritellyn ongelman ehtoja. Jacques Hadamardin (1865-1963) ehdot
hyvinmääritellylle ongelmalle (engl. well-posed problems) ovat:
H1: Olemassaolo: Ongelmalla on olemassa vähintään yksi ratkaisu.
H2: Yksikäsitteisyys: Ongelmalla on olemassa korkeintaan yksi ratkaisu.
H3: Stabiilisuus: Ratkaisu on jatkuvasti riippuvainen datasta.
Tilastollisella inversio-ongelma saattaa olla useampi ratkaisu, sillä mittaushäiriö sisältää
satunnaisuutta. Myöskään ratkaisun jatkuvuudesta ei ole takuuta.
MCMC-menetelmiä on käytetty jo useamman vuosikymmenen ajan ja ne saavuttavat
uusia aluevaltauksia ja tehostuvat koko ajan. Metropolis-Hastings menetelmä on MCMC-
menetelmistä tunnetuin ja siitä on myös suuri osa muista MCMC-menetelmistä varioitu.
Lukijan oletetaan tuntevan hiukan todennäköisyyslaskentaa. Luvussa kaksi esitellään
tärkeimmät pohjatiedot tutkielman lukua varten. Myös mittateorian tunteminen auttaa
ymmärtämisessä.
Tutkielman luvussa kolme esitellään bayesilainen tilastollinen inversio-ongelma. Baye-
silaisen ﬁlosoﬁan mukaan inversio-ongelmat ratkaistaan ehdollisen todennäköisyyden avul-
la. Kun mittausdata on saatu, lasketaan ehdollinen todennäköisyys etsitylle alkutilanteel-
le. Todellisessa tilanteessa ongelmanratkaisun tekee haastavaksi se, ettei mittaustulos ole
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koskaan täysin häiriötön. Tämän seurauksena lähtötilannetta ei voi saada selville varma-
na tapahtumana. Ratkaisua haettaessa ei siis kysytä mikä on alkutilanne X, vaan mitä
voidaan tietää alkutilanteesta X.
Luvussa neljä tutustutaan Markovin ketjuihin, joihin MCMC-menetelmät perustu-
vat. Markovin ketju on jono satunnaismuuttujia, joiden jakaumat riippuvat vain edellisen
satunnaismuuttujan saamasta arvosta. Markovin ketjuihin liittyy olennaisesti siirtymäto-
dennäköisyysydin ja tasapainomitta, jotka ovat Markovin ketjujen konvergoinnin ja sitä
myötä MCMC-menetelmien taustalla.
Viidennessä luvussa esitellään MCMC-menetelmistä Metropolis-Hastings -algoritmi.
Markovin ketju Monte Carlo -menetelmät ovat yksi tapa selvittää tilastollisen inversio-
ongelman ratkaisu. KäsittelemämmeMetropolis-Hastings -algoritmi hyödyntää tietoa mal-
linnuksesta ja mittaustuloksesta sekä ennakkotietoa halutusta ratkaisusta. Ensin luodaan
näiden tietojen perusteella yksi mahdollinen ratkaisu, pidetään sitä ketjun ensimmäisenä
tilana ja sitten luodaan siitä Markovin ketju.
Ketjua luodessa lähtötilanteesta mallinnetaan mittaustulosta vastaava tulos. Lähtö-
tilannetta muutetaan hieman ja mallinnetaan myös saadusta kandidaatista tulos. Näitä
tuloksia verrataan varsinaiseen mittaustulokseen ja paremmin mittaustulosta vastaava
hyväksytään uudeksi tilaksi ketjuun. Satunnaisella todennäköisyydellä saatetaan valita
sittenkin huonompi tulos. Uusi kandidaatti tehdään aina viimeisimmästä ketjun tilasta
ja kaikki aiemmat hyväksytyt ketjun tilat pidetään tallessa ketjussa. Menetelmän toimi-
vuus perustuu suurten lukujen lakiin, jonka mukaan otoskoon kasvaessa hyväksyttyjen
näytteiden keskiarvo lähestyy jakauman odotusarvoa.
Luvussa kuusi käydään läpi menetelmät, joilla tutkielmaan liittyvä toteutus on luo-
tu. Toteutus on tehty Matlab-ohjelmalla ja toteutuksessa tutkitaan perinteisestä A4-
tulostuspaperista leikatuista suorakaiteista otettuja valokuvia. Valokuvia on sumennet-
tu ja näitä sumennettuja kuvia käytetään mittaustuloksina. MCMC-menetelmien avul-
la kuvia yritetään terävöittää arvioimalla mikä voisi olla tarkka kuva ja vertaamalla eri
arvioista saatuja mallinnuksia. Yritetään löytää tarkka kuva, joka olisi mahdollisimman
lähellä alkuperäistä valokuvaa.
Tulokset ja johtopäätökset käsitellään luvuissa seitsemän ja kahdeksan. Tutkittuja
kuvia on erilaisia ja niistä on saatu eri tuloksia. Tuloksia tarkastellaan vertaamalla kuvia
sekä silmämääräisesti että koneella ja tutkimalla menetelmän hyväksymissuhdetta. Luku
seitsemän sisältää paljon kivoja värikuvia.
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Luku 2
Taustatietoja
Tässä luvussa esitellään määritelmiä ja lauseita, joita tarvitaan myöhempien tutkielman
osien pohjana, sekä sovitaan merkinnöistä. Lukijan oletetaan tuntevan hieman todennä-
köisyyslaskentaa samoin kuin matriisilaskentaakin.
Satunnaismuuttujien tiheysfunktiota merkitään tässä tutkielmassa pi:llä tai µ:llä, pe-
rinteinen todennäköisyys kirjoitetaan P:llä ja odotusarvo E:llä. Markovin ketjut määri-
tellään siirtymäytimen avulla, joka on kuvaus Rn:stä Borel-joukkojen perheeseen. Borel-
joukkoihin kuuluvat mm. kaikki avoimet, suljetut ja kompaktit joukot. Borel-joukot mää-
ritellään σ-algebran ja perheen avulla.
Määritelmä 2.1. Olkoon Ω mielivaltainen epätyhjä joukko ja P(Ω) = {A : A ∈ Ω} Ω:n
potenssijoukko. Perhe F ⊂ F(Ω) on Ω:n σ-algebra, jos:
i) ∅ ∈ F ;
ii) A ∈ F ⇒ A{ ∈ F ;
iii) Ai ∈ F , i ∈ N⇒
⋃
i∈NAi ∈ F .
Määritelmä 2.2. Borel-joukkojen perhe B on pienin Rn:n σ-algebra, joka sisältää suljetut
joukot. Merkitään:
B =
⋂
{F : F on Rn:n σ-algebra, F sisältää suljetut joukot} .(2.1)
Todennäköisyysmitta on isossa osassa MCMC-menetelmiä. Ollakseen mitta, kuvauk-
sen täytyy toteuttaa kaksi ehtoa.
Määritelmä 2.3. Olkoon F Ω:n σ-algebra. Kuvaus µ : F → [0,∞] on mitta Ω:ssa, jos
i) µ(∅) = 0;
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ii) Ai ∈ F , i ∈ N, erillisiä ⇒ µ(
⋃
i∈NAi) =
∑
i∈N µ(Ai).
Kuvaus on todennäköisyysmitta, jos lisäksi
µ(Ω) = 1.(2.2)
Kolmikkoa (Ω,F , µ) kutsutaan todennäköisyysavaruudeksi.
Perinteisen Lebesgue-integraalin
∫
f(x)dx lisäksi tutkielmassa esiintyy mittaintegraa-
li todennäköisyysmitan µ suhteen, joka määritellään yksinkertaisten funktioiden ja tn-
avaruuden (Ω,F , µ) avulla.
Määritelmä 2.4. Karaktiristinen funktio χA määritellään kaavalla
(2.3) χA (x) =
{
1 kun x ∈ A
0 kun x /∈ A.
Määritelmä 2.5. Kuvaus g : Ω→ R on yksinkertainen (engl. simple function), jos
(2.4) g =
k∑
i=1
aiχAi ,
missä a1, a2, . . . , ak ≥ 0 ja joukot A1, A2, . . . , Ak ∈ F ovat perusjoukon X ositus.
Yksinkertaisen funktion g integraali mitan µ:n suhteen on
I(g, µ) =
k∑
i=1
aiµ(Ai)
Määritelmä 2.6. Olkoon f : Ω→ [0,∞] µ-mitallinen kuvaus. Tällöin f :n integraali on
(2.5)
∫
Ω
f(x)dµ(x) = sup{I (g, µ) | g on yksinkertainen kuvaus Ω→ R ja g ≤ f}.
Kuvia käsitellään tutkielmassa matriiseina, ja niiden blurraamiseen eli sumentamiseen
käytetään konvoluutiota. Kaksiulotteinen diskreetti konvoluutio matriiseille määritellään
summan avulla seuraavasti.
Määritelmä 2.7. Olkoon A ∈ Ram×an ja B ∈ Rbm×bn, missä B on konvoluutioydin.
Tällöin konvoluutio (engl. convolution) määritellään seuraavasti:
(2.6) (A ∗B) (x, y) =
bm∑
i=1
bn∑
j=1
A(i, j)B(x− i, y − j).
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Konvoluutioytimenä käytetään itsensä kanssa kuudesti konvoloitua matriisia
(2.7) psf =
[
1 1
1 1
]
,
jonka ensimmäinen konvoluutio näyttää seuraavalta:
(2.8) psf ∗ psf =
1 2 12 4 2
1 2 1
 ,
Joka kierroksella konvoloidaan edellisen kierroksen tulosta itsensä kanssa ja matriisi kasvaa
nopeasti. Kuudesti konvoloitu matriisi on 65 × 65 alkion kokoinen, keskimmäisenä ja
suurimpana alkionaan 3, 3585× 1036.
Saatuja tuloksia vertaillaan ottamalla normi tuloksen ja alkuperäisen kuvan erotuk-
sesta. Normin laskemista varten on erotusmatriisi muutettu Matlabissa ensin vektoriksi.
Matlabin funktio A(:) muuntaa matriisin
A =
1 2 34 5 6
7 8 9

matriisiksi
A(:) =
[
1 4 7 2 5 8 3 6 9
]T
.
Tämän jälkeen lasketaan perinteinen euklidinen normi
‖ x ‖=
√√√√ n∑
i=1
(xi)2.
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Luku 3
Tilastollinen inversio-ongelma
Bayesilaisittain
Tutkielmassa inversio-ongelmia lähestytään tilastollisen inversioteorian keinoin. Tässä lu-
vussa esitellään mikä on tilastollinen inversio-ongelma ja miten bayesilainen ajatusmaa-
ilma näkyy siinä. Bayesilainen todennäköisyyslaskenta perustuu vajavaiseen tietoon ja
Bayesin kaavan soveltamiseen. Havainto tunnetaan, joten sitä voidaan pitää kiinteänä.
Todellisuus on tuntematon ja siihen liittyy epävarmuutta. Tutkielman kohteena oleva
Markovin ketju Monte Carlo -menetelmä on yksi tapa ratkaista tilastollisen inversioteo-
rian antamasta jakaumasta varsinainen tulos.
Perinteisissä inversio-ongelmissa on muuttujat x ∈ Rn, joka on tuntematon, ja y ∈ Rm,
joka on mittaustulos. Mittaustulos on saatu tuntemattomasta mallinnuksen avulla. Tar-
koitus on löytää lähtötilanne x mittaustuloksen y avulla kun mallinnus tunnetaan. Mal-
linnus voi olla epätarkka tai siinä saattaa olla tuntemattomia tekijöitä. Lisäksi mittaus-
tulos y sisältää aina häiriötä. Epätarkkuutta ja kohinaa merkitään muuttujalla e ∈ Rk.
Inversio-ongelma merkitään yleensä muodossa
(3.1) y = f(x, e)
missä f : Rn × Rk → Rm on mallinnus.
Tilastollisessa inversio-teoriassa kaikkia parametrejä käsitellään satunnaismuuttuji-
na. Olemme kiinnostuneita satunnaismuuttujanX ehdollisesta todennäköisyysjakaumasta
pi(x | ydata), kun on havaittu data Y = ydata. Aiempi kaava (3.1) muuttuu muotoon
(3.2) Y = f(X,E).
Oletamme tutkielmassa kaikki satunnaismuuttujat jatkuviksi, jolloin ne voidaan yk-
sikäsitteisesti ilmaista tiheysfunktioiden avulla. Kutsumme satunnaismuuttujaa X tunte-
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mattomaksi ja satunnaismuuttujaa Y havainnoksi. Havainnon toteumaa Y = ydata kut-
summe dataksi. Loppuja muuttujia, jotka eivät ole havaittavissa tai muuten kiinnostuksen
kohteena, kutsumme kohinaksi ja merkitsemme niitä satunnaismuuttujalla E.
Ennen varsinaista mittausta saatamme tietää jotain muuttujasta X. Bayesilaisessa
teoriassa oletetaan, että tämä tieto voidaan ilmaista prioritiheysfunktion (engl. prior pro-
bability function) pipr avulla. Prioritodennäköisyysfunktion määrittely on usein vaikein osa
tilastollisten inversio-ongelmien ratkaisuissa. Ennakkotieto tuntemattomasta on yleensä
konkreettista tietoa, jonka ilmaiseminen jakauman avulla vaatii kekseliäisyyttä. Päätavoi-
te on löytää jakauma, jolla odotettujen tapahtumien joukko N tapahtuu todennäköisem-
min kuin odottamattomien tapahtumien joukko U . Usein valitaan gaussinen jakauma nii-
den helpon käsiteltävyyden vuoksi. Lisäksi suurella riippumattomalla otoskoolla gaussiset
jakaumat approksimoivat yllättävän hyvin myös ei-gaussisia jakaumia [7].
Oletetaan sitten, että mittausasetusten ja kaiken muuttujista saatavan tiedon perus-
teella voimme muodostaa yhteistiheysfunktion (engl. joint probability function) pi(x, y).
Tällöin tuntemattoman satunnaismuuttujan X reunatiheysfunktion (engl. marginal den-
sity function) täytyy olla
(3.3)
∫
Rm
pi(x, y)dy = pipr(x).
Toisaalta, jos tietäisimme tuntemattoman arvon, eli jos X = x, saisimme havainnon
Y ehdollisen todennäköisyyden kaavasta
pi(y | x) = pi(x, y)
pipr(x)
,(3.4)
kunhan pipr(x) 6= 0. Tätä kutsutaan uskottavuusfunktioksi (engl. likelihood function), sillä
se ilmaisee Y :n arvojen todennäköisyydet kullekin annetulle lähtötilanteelle X = x.
Oletetaan lopulta, että on saatu havaintodata Y = ydata. Tästä saamme satunnais-
muuttujalle X ehdollisen todennäköisyysjakauman
pi(x | yhav) = pi(x, ydata)
pi(ydata)
,(3.5)
kunhan pi(ydata) =
∫
Rn pi(x, ydata)dx 6= 0. Ehdollista todennäköisyyttä kutsutaan X:n pos-
teriorijakaumaksi (engl. posterior distribution). Posteriorijakauma kertoo siis mitä tie-
dämme X:stä, kun olemme havainneet datan Y = ydata. Kirjoitetaan tämä vielä määri-
telmäksi.
Määritelmä 3.1. Oletetaan, että satunnaismuuttujalla X ∈ Rn on tunnettu prioriti-
heysfunktio pipr ja että on saatu data ydata satunnaismuuttujan Y ∈ Rm arvona siten,
9
että pi(ydata) > 0. Tällöin X:n posterioritiheysfunktio annetulla havainnolla ydata saadaan
Bayesin kaavasta
(3.6) pipost(x) = pi(x | ydata) = pipr(x)pi(ydata | x)
pi(ydata)
.
Posteriorijakauma löydetään siis prioritiheysfunktion, uskottavuusfunktion ja reunati-
heysfunktion
pi(ydata) =
∫
Rn
pi(x | ydata)dx =
∫
Rn
pi(ydata | x)pipr(x)dx
avulla. Posteriorijakauman löytymisen jälkeen halutaan usein vielä saada siitä konkreet-
tisia arvoja.
3.1 Dimension kirous
Posteriorijakauman estimointiin on monenlaisia menetelmiä, mutta moni menetelmä vai-
keutuu, kun n kasvaa. Tunnettu estimaatti on esimerkiksi maksimiposteriori (MAP, engl.
maximum a posteriori)
xMAP = argmax
x∈Rn
pi (x | y) .
MAPin ongelmana on, ettei voida taata yksikäsitteisyyttä tai ettei maksimia välttämättä
ole olemassa. Toinen tunnettu estimaatti on ehdollinen keskiarvo (CM, engl. conditional
mean)
xCM = E {x | y} =
∫
Rn
xpi (x | y) dx,
jonka ongelmaksi muodostuu integraalin laskeminen, kun n kasvaa.
Dimension kasvaessa alkaa vaikuttaa niin sanottu dimension kirous (engl. curse of
dimensionality). Dimension kirous on Richard E. Bellmanin keksimä termi ja sillä kuva-
taan dimensioiden määrän aiheuttamaa eksponentiaalisesti kasvavaa haastetta. Ulottu-
vuuksien määrän kasvaessa avaruuden tilavuus kasvaa kiihtyvällä tahdilla ja vaikeuttaa
sen tutkimista.
Jos datamäärä pysyy samana ja ulottuvuuksia tulee lisää, on data avaruudessa har-
vemmassa. Esimerkiksi 10 datapistettä viiden yksikkövälin suoralla on keskimäärin 2 da-
tapistettä per yksikköväli. Jos kyseessä olisikin alue, olisi siinä 5× 5 = 25 yksikköaluetta
ja jokaisella on keskimäärin 0,4 datapistettä. Jos haluttaisiin näytedatan täyttävän 10%
kokonaispinta-alasta, kasvaa näytedatan koko vauhdilla 10n, missä n on ulottuvuuksien
lukumäärä.
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Dimension kiroukseen kuuluu, että alkuun saattaa näyttää dimensioiden lisäämisen
parantavan datan jäsenneltävyyttä. Tämä on harhaa ja muutaman dimension lisäyksen
jälkeen datan jäsenneltävyys heikkenee huomattavasti. MCMC-menetelmät ovat tapa kier-
tää dimension kirouksen ongelmia.
3.2 Mittaushäiriö
Myös mittaushäiriön laatu vaikuttaa posteriorijakauman tutkimiseen. Tässä tutkielmassa
oletamme mittaushäiriön olevan additiivista, jolloin saamamme stokastinen malli on
Y = f(X) + E,
missä X, Y ja E ovat riippumattomia, X ∈ Rn ja Y,E ∈ Rm. Oletamme lisäksi, että
tunnemme kohinan E jakauman ja se on
µE(B) = P{E ∈ B} =
∫
B
pikohina(e)de.
Koska E ja X ovat riippumattomia, pysyy E:n jakauma samana vaikka kiinnittäi-
simme X = x. Tästä seuraa, että Y ehdolla X = x on jakautunut samoin kuin E ja
uskottavuusfunktio voidaan esittää kaavalla
pi(y | x) = pikohina(y − f(x)).
Lisäksi koska satunnaismuuttujan X prioritiheysfunktio on pipr, saadaan Bayesin kaavaan
3.6 sijoittamalla posteriorijakaumaksi
(3.7) pi(x | y) ∝ pipr(x)pikohina(y − f(x)).
Posteriorijakauma voidaan siis ilmaista tarvittaessa myös priorijakauman ja virheja-
kauman tulona.
11
Luku 4
Markovin ketjut
Tässä luvussa käymme läpi lyhyestiMarkovin ketjujen (engl.Markov chain) perusominai-
suuksia. Nimensä mukaisesti Markovin ketju Monte Carlo -menetelmät perustuvat Mar-
kovin ketjujen käyttöön.
Markovin ketjut ovat jonoja satunnaismuuttujia, jotka linkittyvät toisiinsa siirtymäto-
dennäköisyysytimen avulla. Siirtymätodennäköisyysydin kertoo todennäköisyyden siirtyä
tilasta toiseen. Ensin määritellään Markovin ketjut sekä niiden ominaisuuksia ja luvun
lopussa tarkoituksena on todistaa Markovin ketjujen konvergointi.
Yksinkertaisimmillaan Markovin ketju on satunnaiskulku. Satunnaiskulku on myös
Monte Carlo -menetelmissä useimmiten käytetty Markovin ketju. Tutkielman toteutuk-
sessa satunnaiskulku on symmetrinen.
Määritelmä 4.1. Jono satunnaismuuttujia (Xn) on satunnaiskulku (engl. random walk),
jos
Xn+1 = Xn + εn,
missä εn ⊥ Xn, Xn−1, . . .. Jos jakauma ε on symmetrinen nollan suhteen, on kyseessä
symmetrinen satunnaiskulku (engl symmetric random walk).
Siirtymätodennäköisyysydin P (x,B) = P(Xn+1 ∈ B|Xn = x) kuvaa todennäköisyyt-
tä sille, että Markovin ketju (Xn)
∞
n=0 siirtyy tilasta x tilajoukkoon B. Tilajoukon, ja sitä
myöten jakaumien, ollessa jatkuva olisi mieletöntä tutkia todennäköisyyttä siirtyä yksit-
täiseen tilapisteeseen. Sen todennäköisyys olisi aina nolla. Myös siirtymätodennäköisyy-
sydin määritellään tällöin jatkuvana. Siirtymätodennäköisyysydintä tarvitaan Markovin
ketjujen määrittelemiseen.
Määritelmä 4.2. Olkoon B = B(Rn) Borel-joukkojen perhe Rn:ssä. Kuvaus P : Rn×B →
[0, 1] on siirtymätodennäköisyysydin (engl. probability transition kernel), jos
i) kuvaus P1 : Rn → [0, 1], x 7→ P (x,B) on mitallinen funktio kaikilla B ∈ B ja
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ii) kuvaus P2 : B → [0, 1], B 7→ P (x,B) on todennäköisyysjakauma kaikilla x ∈ Rn.
Siirtymätodennäköisyysydin P on funktio, joka antaa jokaiselle pisteelle oman toden-
näköisyysjakaumansa. P toteuttaa todennäköisyysjakauman ehdot eli
0 ≤ P (x,B) ≤ 1
sekä kokonaismassan ehdon ∫
Rn
P (x, y)dy = 1.
Markovin ketjut ovat aikaan sidottuja satunnaismuuttujia. MCMC menetelmissä ai-
kaa pidetään diskreettinä ja kahden ajanhetken välissä ei tapahdu mitään. Joukkoa Rn
pidetään tilajoukkona ja kaikista x ∈ Rn puhutaan tiloina.
Määritelmä 4.3. Jono (Xn) ajanhetkillä n = 0, 1, 2, . . . indeksoituja satunnaismuut-
tujia Xn todennäköisyysavaruudesta (Ω,F , P ) tila-avaruuteen Rn on diskreettiaikainen
stokastinen prosessi (engl. stochastic process).
Määritelmä 4.4. Stokastinen prosessi (Xn) on Markovin ketju siirtymäytimellä P , jos
kaikilla ajanhetkillä i, j ∈ N ja tiloilla xi sekä tilajoukoilla Bi pätee
P(Xi+1 ∈ Bi+1 | X0 = x0, X1 = x1, . . . , Xi = xi) = P(Xi+1 ∈ Bi+1 | Xi = xi)(4.1)
= P (xi, Bi+1)
ja
P(Xi+1 ∈ B | Xi = x) = P(Xj+1 ∈ B | Xj = x)(4.2)
Markovin ketju on siis jono aikaan sidottuja satunnaismuuttujia, joiden todennäköi-
syys päästä tiettyyn tilaan riippuu aina vain edellisen satunnaismuuttujan tilasta. Ehdol-
linen todennäköisyys P(Xi+1 ∈ B | Xi = x) kuvaa todennäköisyyttä sille, että satunnais-
muuttuja Xi+1 päätyy tilajoukkoon B kun tiedetään, että edellinen satunnaismuuttuja
Xi on tilassa x.
Yhtälö (4.2) kertoo ajan olevan homogeeninen, eli että satunnaismuuttujan riippuvuus
edellisestä tilasta on sama ajanhetkestä riippumatta.
Siirtymätodennäköisyysydin voidaan laajentaa myös tilanteeseen, jossa liikutaan k as-
kelta ajassa eteenpäin ajanhetkestä i ajanhetkeen i + k ja emme ole kiinnostuneita mitä
välillä tapahtuu. Siirtymätodennäköisyyttä, kun k ≥ 2, merkitään induktiivisesti
(4.3) P (k)(xi, Bi+k) =
∫
Rn
P (xi+k−1, Bi+k)P k−1(xi, dxi+k−1).
Alkuperäisen määritelmän tilanne k = 1 on tässä yleistetty merkinnällä P (xi, Bi+1) =
P (1)(xi, Bi+1). Kaava (4.3) on yleistetty Markov-ominaisuus. Voi siis sanoa, että kun läh-
tötila on tiedossa, voidaan koko ketju konstruoida siirtymätodennäköisyysytimen avulla.
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4.1 Markovin ketjun ominaisuuksia
Tasapainojakauma on oleellinen Markovin ketjujen ominaisuus. Tasapainojakaumaa nou-
dattavan ketjun tilajakaumat eivät muutu ajan kuluessa. Jakauman merkintä µ(B) kuvaa
satunnaismuuttujan todennäköisyyttä päästä tilajoukkoon B.
Määritelmä 4.5. Todennäköisyysjakauma µ on Markovin ketjun (Xn), jolla on ydin P ,
tasapainomitta (engl. invariant measure), jos
(4.4)
∫
Rn
P (x, y)µ(y)dy = µ(x), kaikilla x ∈ Rn.
Määritelmä voidaan kirjoittaa myös
µP = µ.
Markovin ketjua (Xn), jolla on siirtymätodennäköisyysydin P ja tasapainomitta µ mer-
kitään (Xn) ∼Markov(µ, P ).
Markovin ketjuilla voidaan myös mitata aikaa päästä tiettyyn tilaan ja käyntien lu-
kumääriä. Ensimmäinen päätymishetki merkitsee aikaa, jolloin Markovin ketju saavuttaa
ensimmäisen kerran tietyn tilan.
Määritelmä 4.6. Ensimmäinen päätymishetki (engl. ﬁrst stopping time) τA, missä A ⊆ B
määritellään
τA = inf {n ∈ N : Xn ∈ A} .(4.5)
Todennäköisyyttä sille, että tilasta x päädytään joskus tilajoukkoon A ⊆ B merkitään
Px(τA <∞). Voidaan myös merkitä
ηA =
∞∑
n=1
1A(Xn),
jolla tarkoitetaan tilassa A käyntien lukumäärää. Keskimääräinen käyntien lukumäärä on
tällöin E(ηA).
Todistetaan seuraavaksi lemma, jota tarvitsemme lauseen 4.15 todistamiseen. Lemman
mukaan, jos on olemassa tilajoukko, johon alkutilasta riippumatta on mahdollista päätyä,
niin lähes kaikkialta varmasti päädytään tilaan.
Lemma 4.7. Olkoon (Xn) ∼Markov(µ, P ). Jos on olemassa A ∈ B siten, että Px(τA <
∞) > 0 kaikilla x ∈ B, niin melkein kaikilla x ∈ B pätee Px(τA < ∞) = 1 mitan µ
suhteen.
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Todistus. Tehdään vastaoletus. Tällöin on olemassa 0-mittaista joukkoa suurempi joukko,
josta A:han päätyminen ei ole varmaa eli
µ {x ∈ B : Px(τA =∞) > 0} > 0.(4.6)
Oletuksesta seuraa, että voimme löytää vakion δ1 > 0 ja osajoukon B1 ⊆ B, µ(B1) > 0,
joilla Px(τA < ∞) ≤ 1 − δ1 kaikilla x ∈ B1. Toisaalta, koska Px(τA < ∞) > 0 kaikilla
x ∈ B, niin löydämme myös vakiot l0 ∈ N ja δ2 > 0 sekä osajoukon B2 ⊆ B1, µ(B2) > 0,
jolla P l0(x,A) ≥ δ2 kaikilla x ∈ B2.
Jos asetamme m = # {k ≥ 1: Xkl0 ∈ B2}, niin kaikilla r ∈ N ja x ∈ B saamme
Px(τA <∞,m = r) ≤ (1− δ2)r ja Px(τA =∞,m =∞) = 0. Tämän seurauksena kaikilla
x ∈ B2 pätee
Px(τA =∞,m <∞) = 1−Px(τA =∞,m =∞)−Px(τA <∞)(4.7)
≥ 1− 0 + (1− δ1) = δ1.
Tästä edelleen seuraa, että on olemassa vakiot l ∈ N ja δ > 0 sekä osajoukko B ⊆ B2,
µ(B) > 0, siten että
Px(τA =∞, sup {k ≥ 1: Xkl0 ∈ B2} < l) ≥ δ, kun x ∈ B.(4.8)
Nyt, koska B ⊆ B2, saamme sup {k ≥ 1: Xkl0 ∈ B2} ≥ sup {k ≥ 1: Xkl0 ∈ B} eli
Px(τA =∞, sup {k ≥ 1: Xkl0 ∈ B} < l) ≥ δ, kun x ∈ B.(4.9)
Olkoon sitten L = ll0 ja S = sup {k ≥ 1: XkL ∈ B}. Sovitaan, että jos joukko on
tyhjä, niin S = −∞. Käyttämällä tasapainojakaumaa ja yhtälöä (4.9) saadaan kaikilla
1 ≤ s ≤ j ∫
x∈B
µ(dx)Px(S = s,XjL /∈ A)(4.10)
=
∫
x∈B
µ(dx)
∫
y∈B
P rL(x, dy)Py(S = −∞, X(j−r)L /∈ A)
=
∫
y∈B
∫
x∈B
µ(dx)P rL(x, dy)Py(S = −∞, X(j−r)L /∈ A)
=
∫
y∈B
µ(dy)Py(S = −∞, X(j−r)L /∈ A)
≥
∫
y∈B
µ(dy)δ
= µ(B)δ.
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Kun oletetaan, että (4.10) pätee, voimme mille tahansa j ∈ N saada tasapainojakau-
man ehdon mukaisesti
µ(AC) =
∫
x∈B
µ(dx)P jL(x,AC)(4.11)
=
∫
x∈B
µ(dx)Px(XjL /∈ A)
≥
j∑
r=1
∫
x∈B
µ(dx)Px(S = s,XjL /∈ A)
≥
j∑
r=1
µ(B)δ
= jµ(B)δ
Nyt luvuilla j > 1
µ(B)δ
saadaan µ(AC) > 1, mikä on ristiriita. Vastaoletus on siis väärä ja
lause pätee.
Markovin ketjun konvergointia ja Monte Carlo -menetelmiä varten määritellään vielä
pelkistymättömyys, epäjaksollisuus ja palautuvuus.
Määritelmä 4.8. Siirtymätodennäköisyysydin P on pelkistymätön (engl. irreducible), jos
kaikilla x ∈ Rn ja B ∈ B, joilla µ(B) > 0, pätee
Px(τA <∞) > 0.
Toisin sanoen pelkistymätön siirtymätodennäkösyysydin tarkoittaa, että riippumat-
ta tämän hetken tilanteesta, Markovin ketjun (Xn) päätyminen lopulta mihin tahansa
epätyhjään joukkoon tapahtuu positiivisella todennäköisyydellä. Ei siis ole tilaa, johon
on mahdotonta päästä ja lemman 4.7 mukaan on varmaa, että melkein kaikkiin tiloihin
päädytään joskus.
Määritelmä 4.9. Olkoon P pelkistymätön siirtymätodennäköisyysydin. P on jaksollinen
(engl. periodic), jos jollainm ≥ 2 on olemassa pistevieras epätyhjä joukko {E1, . . . , Em} ⊂
Rn siten, että kaikilla j = 1, . . . ,m ja kaikilla tiloilla x ∈ Ej pätee P (x,Ej+1(mod m)) = 1.
Jaksollinen siirtymätodennäköisyysydin saa aikaan Markovin ketjun, jossa on silmuk-
ka. Ketjun tilan ollessa pistejoukossa Ej päästään seuraavalla askeleella varmasti tilajouk-
koon Ej+1. Tilajoukon Em pisteistä päädytään tilajoukkoon E1. Jokaisessa tilajoukossa
Ej käydään siis vuorotellen. Jos siirtymätodennäköisyysydin ei ole jaksollinen, se on epä-
jaksollinen (engl. aperiodic).
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Määritelmä 4.10. Tilajoukko A on palautuva (engl. recurrent), jos E(ηA) =∞ kaikilla
x ∈ A. Markovin ketju (Xn) on palautuva, jos
i) on olemassa mitta µ, jonka suhteen (Xn) on pelkistymätön ja
ii) kaikilla A ∈ B(Rn), joilla µ(A) > 0, pätee E(ηA) =∞.
Palautuvuus siis takaa jokaisessa tilassa käytävän äärettömän monta kertaa. Määri-
telmä vahvennetaan Harris-palautuvuuteen, jolloin vaaditaan lisäksi jokaisella Markovin
ketjun polulla vierailtavan äärettömän monta kertaa.
Määritelmä 4.11. TilajoukkoA onHarris-palautuva (engl. Harris recurrent), josP(ηA =
∞) = 1. Markovin ketju (Xn) on Harris-palautuva, jos on olemassa mitta µ, jonka suhteen
(Xn) on pelkistymätön ja kaikilla A, joilla µ(A) > 0, A on Harris-palautuva.
4.2 Markovin ketjun konvergointi
Konvergointilauseen mukaan siirtymien askelten määrän kasvaessa rajatta lähestytään
tasapainomittaa. Vaikka Markovin ketju on riippuvainen aina edellisestä tilastaan tai
kaavan (4.3) mukaan vain alkupisteestään X0 ja luvusta n, niin tietyillä ehdoilla jono
unohtaa lopulta alkupisteensä ja konvergoi vain yksikäsitteistä tasapainojakaumaansa µ
kohti. Tällöin ketju ei ole enää riippuvainen n:stä tai X0:sta.
Lause todistetaan käyttämällä Markovin ketjujen yhteenrakentamismallia, jolloin to-
distus on vähemmän tekninen kuin useammat muut todistukset. Lauseen todistusta var-
ten tarvitsemme muutaman määritelmän ja lemman, jotka käydään läpi ennen lauseen
esittelyä. Määritellään ensin pieni joukko.
Määritelmä 4.12. Osajoukko C ⊆ B on pieni (engl. small), tai (n0, ε, ν)-pieni, jos on
olemassa kokonaisluku n0 ≥ 1, luku ε > 0 ja todennäköisyysmitta ν B:ssä siten, että
minimointiehto (engl. minorization condition)
P n0(x,B) ≥ εν(B), x ∈ C(4.12)
pätee kaikilla B ∈ B.
Markovin ketjujen yhteenrakentamismalli perustuu yhdistymisepäyhtälöön (engl. coupling
inequality), jossa verrataan kahden samassa avaruudessa määritellyn satunnaismuuttujan
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variaatioetäisyyttä. Merkitään satunnaismuuttujien X ja Y jakaumia pi(X) ja pi(Y ). Täl-
löin variaatioetäisyys voidaan kirjoittaa
‖ pi(X)− pi(Y ) ‖ = sup
B
|P(X ∈ B)−P(Y ∈ B)|(4.13)
= sup
B
|P(X ∈ B,X = Y ) +P(X ∈ B,X 6= Y )
−P(Y ∈ B, Y = X)−P(Y ∈ B, Y 6= X)|
= sup
B
|P(X ∈ B,X 6= Y )−P(Y ∈ B, Y 6= X)|
≤ P(X 6= Y ).
Kahden Markovin ketjun yhteenrakennus toteutetaan ajamalla rinnakkain kahta ket-
jua (Xn) ja (X
′
n). Ketjuilla on sama siirtymätodennäköisyysydin P . Olkoon C ∈ B
(n0, ε, ν)-pieni joukko. C:ssä on mahdollisimman korkea todennäköisyys, että ketjut al-
kavat samaa jakaumaa. Lisäksi toisella ketjulla on alkujakaumanaan tasapainojakauma.
Yhteenrakennusmallissa toistetaan samaa jos-lausetta loputtomasti. Mallin periaate on
seuraava:
Ensin valitaan X0 = x ja X
′
0 ∼ pi sekä asetetaan n = 0. Sitten toistetaan seuraavaa
ehtoa n:n kasvaessa rajatta.
1. Jos Xn = X
′
n, niin valitse Xn+1 = X
′
n+1 ∼ P (Xn) ja kasvata n→ n+ 1.
2. Ellei edellinen päde, niin jos (Xn, X
′
n) ∈ C × C, niin
(a) todennäköisyydellä ε valitse Xn+n0 = X
′
n+n0
∼ ν tai
(b) todennäköisyydellä 1 − ε valitse ehdollisella riippumattomalla todennäköisyy-
dellä
Xn+n0 ∼
1
1− ε(P
n0(Xn)− εν)
ja
X ′n+n0 ∼
1
1− ε(P
n0(X ′n)− εν).
Jos n0 > 1, niin konstruoi lisäksi sopiva ketju Xn+1, . . . , Xn+n0−1 ketjun ehdollises-
ta jakaumasta annetuilla Xn ja Xn+n0 . Samoin konstruoi ketju X
′
n+1, . . . , X
′
n+n0−1
ehdollisesta jakaumasta annetuilla X ′n ja X
′
n+n0
. Kasvata n→ n+ n0.
3. Jos kumpikaan edellisistä ei päde, niin valitse ehdolliset ja riippumattomat Xn+1 ∼
P (Xn) ja X
′
n+1 ∼ P (X ′n). Kasvata n→ n+ 1.
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Molemmat ketjut siis noudattavat siirtymätodennäköisyysytimen P mukaista jakau-
maa, jolloin P(Xn ∈ B) = P n(x,B) ja P(X ′n ∈ B) = pi(B). Ketjut siirtyvät itsenäisesti,
kunnes molemmat ketjut saapuvat pieneen joukkoon C. Tällöin jakaumat siirtyvät toisen
ehdon mukaisesti, joka on välttämätön numeroitumattomilla joukoilla yhdistymisen ta-
kaamiseksi. Yhdistymisepäyhtälön (4.13) mukaan nyt ‖P n(x,B)−pi(B)‖ ≤ P(Xn 6= X ′n).
Kun ketjut pääsevät samaan tilaan, jatkavat ne yhtenevinä.
Seuraava lemma takaa, että Markovin ketjun tilajoukosta löytyy vaadittava pieni jouk-
ko. Lemman todistus sivuutetaan. Todistus löytyy lähteestä [10].
Lemma 4.13. Jokaisella ketjulla (Xn) ∼ Markov(µ, P ), jolla µ on pelkistymätön, on
tilajoukossaan B pieni joukko C ∈ B, jolle µ(C) > 0. Oikeastaan jokainen B ∈ B, jolla
µ(B) > 0, sisältää pienen joukon C ⊆ B, jolla µ(C) > 0.
Myös seuraavan lemman todistus sivuutetaan. Lemman todistus löytyy lähteestä [15].
Lemma 4.14. Olkoon (Xn) ∼ Markov(µ, P ) epäjaksollinen. Olkoon ν todennäköisyys-
mitta Rn:ssä, jolle pätee ν(B) pi(B), B ∈ B. Oletetaan, että kaikilla x ∈ Rn on olemas-
sa nx ∈ N ja δx > 0 siten, että P nx(x,B) ≥ δnxν(B). Tälläinen ν on esimerkiksi mini-
mointimitta pienelle joukolle, joka on saavutettavissa kaikkialta tilajoukosta. Olkoon vielä
T =
{
nx ≥ 1 | ∃δnx > 0s.e.
∫
ν(dx)P nx(x,B) ≥ δnxν(B)
}
. Oletetaan, että T on epätyhjä.
Tällöin on olemassa n∗ ∈ N, jolle pätee {n∗, n∗ + 1, n∗ + 2, . . .} ⊆ T .
Näiden lemmojen avulla voimme todistaa seuraavan lauseen. Tarkoitus on tutkia kah-
ta Markovin ketjua, joilla on sama siirtymätodennäköisyysydin ja joista toinen noudattaa
tasapainojakaumaa. Kun todistamme, että pari (Xn, X
′
n) osuu tilajoukkoon C × C, mis-
sä C on pieni joukko, äärettömän usein, on parilla äärettömän monta tilaisuutta yhtyä
todennäköisyydellä ε > 0. Tällöin todennäköisyys sille, että yhtyminen lopulta onnistuu,
on 1 ja satunnaismuuttujat alkavat varmasti noudattaa samaa jakaumaa.
Lause 4.15. Olkoon (Xn) ∼ Markov(µ, P ) ja olkoon P pelkistymätön ja epäjaksollinen.
Tällöin melkein kaikilla x ∈ Rn pätee
lim
n→∞
‖ P (n)(x,B)− µ(B) ‖= 0,(4.14)
kaikilla B ∈ B. Toisin sanoen pätee limn→∞ P (n)(x,B) = µ(B) kaikilla B ∈ B.
Todistus. Olkoon C ⊆ B pieni joukko ja G ⊆ B×B joukko kahden ketjun tiloja pareittain
(x, y), joilla pätee P(x,y)(∃n ≥ 1: Xn = Yn) = 1. Yhteenrakentamismallista saadaan, että
jos (X0, X
′
0) ≡ (x,X ′0) ∈ G, niin limn→∞P(Xn, X ′n) = 1, jolloin myös limn→∞ ‖P n(x,B)−
µ(B)‖ = 0. Nyt lauseen todistamiseksi riittää näyttää, että mitan µ suhteen melkein
kaikilla x ∈ B pätee P((x,X ′0) ∈ G) = 1.
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Olkoon Gx = {y ∈ B : (x, y) ∈ G} kun x ∈ B ja olkoon G¯ = {x ∈ B : µ(Gx) = 1}.
Koska lemman 4.13 mukaan ν(C) > 0, seuraa lemmasta 4.14, että minkä tahansa parin
(x, y) ∈ B × B yhdistyneellä ketjuparilla on positiivinen todennäköisyys osua joukkoon
C ×C. Lemmasta 4.7 seuraa, että yhdistynyt ketjupari päätyy joukkoon C ×C todennä-
köisyydellä 1 melkein kaikista tiloista (x, y) /∈ C×C. Vaikka ketjupari poistuisi tilajoukos-
ta yhtymättä, palaa se sinne äärettömän monta kertaa, edelleen lemman 4.7 perusteella.
Koska jokaisella kerralla ketjujen yhtymisen todennäköisyys on ε > 0, pakottaa yhteenra-
kennusmalli ketjut lopulta tilanteeseen Xn = X
′
n. Tästä seuraa, että (µ× µ)(G) = 1.
Nyt jos olisi µ(G¯) < 1, saataisiin
(µ× µ)(G{) =
∫
B
µ(dx)µ(G{x) =
∫
G¯{
µ(dx)(1− µ(Gx)) > 0,
mikä on ristiriidassa aiemman tiedon (µ×µ)(G) = 1 kanssa. Täten siis µ(G¯) = 1 ja lause
pätee.
Seuraava lause on Monte Carlo -menetelmien perusta. Todistus on haastava jatkuvassa
tapauksessa ja se sivuutetaan tässä.
Lause 4.16. Olkoon (Xn), P ja µ kuten lauseessa 4.15. Nyt kaikilla f ∈ L1(µ(dx)) pätee
melkein varmasti mitan µ suhteen ergodia-ominaisuus (engl. ergodicity property)
(4.15) lim
N→∞
1
N
N∑
j=1
f(Xj) =
∫
Rn
f(x)µ(dx).
Ergodia-ominaisuus kertoo keskiarvon lähestyvän f :n integraalia Rn:n yli mitan µ
suhteen. Tämän perusteella posteriorijakaumaa voidaan tutkia konstruoimalla epäjaksol-
linen ja pelkistymätön tasapainomitta µ ytimelle P ja ottamalla siitä jono näytepistei-
tä. Lasketaan siis Markovin ketjun realisaatio ja sen keskiarvo. Lähteissä [10] ja [13] on
todistettu Ergodia teoreemasta (engl. Ergodic Theorem) versio, joka käyttää hyväkseen
Harris-palautuvuutta.
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Luku 5
Markovin ketju Monte Carlo
-menetelmät
Tässä luvussa tutustumme Markovin ketju Monte Carlo -menetelmistä (MCMC) tunne-
tuimpaan eli Metropolis-Hastingsiin (MH-MCMC). MCMC-menetelmät perustuvat Mar-
kovin ketjujen ergodisuuteen ja suureen otoskokoon. Ne ovat vaihtoehtoinen ja tehokas
tapa tutkia posteriorijakaumaa. Nyt ei yritetä arvioida tiheysfunktiota annetuissa data-
pisteissä, vaan annetaan tiheysfunktion määritellä otos jakauman mukaisia näytepisteitä
ja otetaan niistä keskiarvo.
Normaalisti Markovin ketjuja analysoidessa tiedetään ketjun siirtymätodennäköisyys-
funktio ja halutaan selvittää sen tasapainomitta. Monte Carlo -menetelmissä haetaan
päinvastaista. Meillä on tiedossa tasapainomitta µ ja tavoitteena on konstruoida Marko-
vin ketju, jonka siirtymätodennäköisyysytimellä on tämä tasapainomitta.
Olkoon µ todennäköisyysmitta Rn:n yli ja f skalaari- tai vektoriarvoinen mitallinen
funktio, joka on integroituva Rn:n yli mitan µ suhteen eli f ∈ L1(µ(dx)). Jos löydämme
jakauman µ mukaisen satunnaismuuttujan X, niin voimme muodostaa jonon funktion
kantajajoukon pisteistä {x1, x2, . . . , xn} ⊂ Rn. Pisteiden ja ergodia-ominaisuuden avulla
voimme etsiä f :n integraalin approksimaatiota
(5.1)
∫
Rn
f(x)µ(dx) = E[f(X)] ≈ 1
N
N∑
j=1
f(Xj) = fN .
Tätä kutsutaan Monte Carlo-integroinniksi.
Suurten lukujen lain mukaan riittävän pitkä jono riippumattomia näytteitä takaa lä-
hes varmasti keskiarvon fN approksimoinnin odotusarvoa kohti. Jos f
2:lla on äärellinen
odotusarvo µ:n suhteen, voidaan arvioida myös fN :n konvergoinnin nopeutta, sillä va-
21
rianssia
(5.2) var(fN) =
1
N
∫
Rn
(f(x)− E[f(X)])2µ(x)dx
voidaan estimoida näytteestä (X1, . . . , XN) tuloksen
(5.3) vN =
1
N2
N∑
j=1
[f(xj)− fN ]2
avulla. Kun N kasvaa, on tulos
fN − E(f(X)√
vN
jakautunut suurin piirtein N (0, 1) -jakautuneen muuttujan tavoin. Tällöin voidaan tutkia
suppenemista ja löytää luottamusvälit approksimaatiolle E[f(X)].
MCMC-menetelmissä on tarkoitus estimoida integraalia (5.1) satunnaismuuttujajo-
non (Xn) avulla. Riippumattoman näytejonon konstruointi µ:stä ei ole mahdollista. On
silti mahdollista löytää riittävät ehdot µ:lle, jotka täyttäessään saadaan sen avulla muo-
dostettua sopiva näytejono. Tämä voidaan tehdä esimerkiksi Markovin ketjujen avulla,
jolloin µ on ketjun tasapainojakauma. Tälläistä menetelmää kutsutaan Markovin ketju
Monte Carlo -menetelmäksi.
5.1 Otoskoko
Riittävää otoskokoa on vaikea arvioida. Otoksen on oltava tarpeesi iso, jotta keskiarvo on
luotettava. Yksi tapa määritellä otoskoon N riittävyys on ajaa toteutus useasti samalla
otoskoolla ja eri aloituspisteillä, jonka jälkeen verrataan ajojen tuloksia f . Jos tuloksissa
on liikaa eroa, kasvatetaan N :ää. Otoskoko voidaan määritellä myös joustavasti niin, että
toteutuksen ajo loppuu, kun näytejono konvergoi tarpeeksi.
Joissain tapauksissa otetaan monta lyhyempää Markovin ketjua yhden ison otoskoon
sijaan, jolloin laskentaa voidaan tehostaa ajamalla ketjut rinnakkain. Tällöin voidaan
lisäksi välttää ketjun karkaaminen väärään suuntaan. Tässä tutkielmassa on kuitenkin
käytössä yksi pitkä ketju.
Burn-in tarkoittaa Markovin ketju Monte Carlo -menetelmissä ensimmäisten näytejo-
non alkioiden konvergoimattomuutta. Kuvaajissa, joissa on hyväksyttyjen kandidaattien
parametrit, näkyy burn-in 'häntänä', joka ei vielä konvergoi tasapainojakaumaa kohti,
mutta lähestyy oikeita ja haluttuja arvoja. Kuvassa 5.1 burn-in näkyy vasemmassa ku-
vaajassa selvästi 200 näytteen jälkeen, mutta oikeassa kuvaajassa konvergointia ei vielä
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Kuva 5.1: Muuttujien käyttäytyminen näytejonon alussa. Sijainnin ja koon muuttujat va-
semmanpuoleisessa kuvassa konvergoivat nopeammin kuin kierron muuttuja oikeanpuo-
leisessa kuvassa. Tässä φ = (0,02; 0,02; 0,02; 0,02; 2,1) ja σ = 0,07. Otoskoko oli 500 ja
hyväksymissuhde s = 23,4.
ole tapahtunut. Burn-in jakso on näytejonosta se joukko, jota ei lasketa mukaan keskiar-
voon. Lähteen [5] mukaan burn-in pätkän pituudeksi riittää useimmissa tapauksissa 1%
tai 2% otoskoosta.
Jos burn-in pituudeksi ollaan valittu m < N , missä N on näytteiden lukumäärä, niin
menetelmän avulla saadusta näytejonosta lasketaan keskiarvo∫
Rn
f(x)µ(dx) ≈ 1
N −m
N∑
j=m
f(Xj) = f.(5.4)
Keskiarvoa kutsutaan ergodia keskiarvoksi (engl. ergodic average).
Burn-inin tarpeellisuudesta ollaan montaa mieltä. Suurella otoskoolla burn-inin vai-
kutus jää helposti olemattomaksi keskiarvoa laskettaessa. Joissain lähteissä alkupisteeksi
merkitään burn-in jakson jälkeen ensimmäinen alkio. Tässä tutkielmassa burn-in jakso
huomioidaan ja sen pituus lasketaan ennen keskiarvon laskemista. Burn-in jaksona pide-
tään 2% näytejonosta.
5.2 Metropolis-Hastings -algoritmi
MH-MCMC -algoritmi perustuu Markovin ketjujen ergodia-ominaisuuteen, jonka seurauk-
sena otoskoon kasvaessa näytejonon keskiarvo lähestyy oikeaa tulosta. Ensimmäisellä kan-
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didaatilla ei ole väliä, sillä teorian mukaan ketju lähestyy tasapainojakaumaa lähtöpaikasta
riippumatta.
Oletamme kaikki käsittelemämme jakaumat jatkuviksi. Merkitään µ:lla tietämäämme
todennäköisyysjakaumaa Rn:ssä. Oletetaan µ:n olevan kaikkialla jatkuva Lebesgue-mitan
suhteen ja merkitään µ(dx) = pi(x)dx. Tarkoitus on löytää sellainen Markovin ketju (Xn)
ja sen siirtymätodennäköisyysydin P (x,B), että µ on ketjun tasapainomitta.
Olkoon P mielivaltainen siirtymätodennäköisyysydin. Kiinnitetyllä x ∈ Rn ydin kuvaa
todennäköisyyttä sille, että x siirtyy tilaan y ∈ Rn, y 6= x, tai pysyy tilassa x. Voimme
jakaa ytimen kahteen osaan
(5.5) P (x,B) =
∫
B
K(x, y)dy + r(x)χB(x).
Ajattelemme tiheysfunktiot K(x, y) ≥ 0 ja r(x) ≥ 0 todennäköisyyksinä. r(x) on toden-
näköisyys, että x pysyy tilassa x. Joukon B ∈ B karakteristinen funktio χB tarvitaan,
sillä jos x /∈ B, niin x ei voi samaan aikaan siirtyä tilajoukkoon B ja pysyä tilassa x.
K(x, y)dy on todennäköisyys, että x siirtyy äärettömän pieneen tilajoukkoon dy jossa y
sijaitsee.
Jos tiheysfunktioK(x, y) toteuttaa täydellisen tasapainoyhtälön (engl. detailed balance
equation)
(5.6) pi(x)K(x, y) = pi(y)K(y, x)
kaikilla x ja y, niin pi on siirtymäytimen P tasapainomitta. Todetaksemme tämän, tutkim-
me yhtälön (5.5) oikeaa puolta. Kokonaistodennäköisyyden ehdosta P (x,Rn) = 1 saamme
yhtälön
(5.7)
∫
Rn
K(x, y)dy = 1− r(x).
Näistä edelleen seuraa, että kaikille B ∈ B
µP (B) =
∫
Rn
P (x,B)µ(dx)(5.8)
=
∫
Rn
(∫
B
K(x, y)dy + r(x)χB(x)
)
pi(x)dx
=
∫
Rn
(∫
B
K(x, y)dy
)
pi(x)dx+
∫
Rn
r(x)χB(x)pi(x)dx
=
∫
B
∫
Rn
K(x, y)pi(x)dxdy +
∫
B
r(x)pi(x)dx
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=∫
B
∫
Rn
K(y, x)pi(y)dxdy +
∫
B
r(x)pi(x)dx
=
∫
B
(1− r(y))pi(y)dy +
∫
B
r(x)pi(x)dx
=
∫
B
pi(y)dy.
Eli kaikilla B ∈ B pätee µP = µ ja µ on tasapainomitta.
Metropolis-Hastings algoritmin tavoite on konstruoida täydellisen tasapainoyhtälön
(5.6) toteuttava siirtymätodennäköisyysydin K.
Olkoon q : Rn × Rn → R+ annettu funktio, joka toteuttaa yhtälön
∫
q(x, y)dy = 1.
Kutsutaan funktiota q kandidaattijakaumaksi (engl. candidate-generating kernel). Kandi-
daattijakauma q määrittelee siirtymätodennäköisyysytimen Q seuraavasti:
(5.9) Q(x,A) =
∫
A
q(x, y)dy.
Markovin ketjun ollessa tilassa Xn = x jakauma Q(x, Y ) generoi kandidaattiarvon Y
seuraavalle tilalle Xx+1.
Jos q toteuttaa suoraan täydellisen tasapainoyhtälön (5.6), niin valitsemme K(x, y) =
q(x, y) ja r(x) = 0 ja olemme valmiit.
Jos täydellinen tasapainoyhtälö ei toteudu, niin on olemassa x, y ∈ Rn, joilla
(5.10) pi(y)q(y, x) < pi(x)q(x, y).
Tämä tarkoittaa, että siirtyminen pisteestä x pisteeseen y on liian todennäköistä ja pis-
teestä y pisteeseen x liian epätodennäköistä. Tämän korjataksemme muodostamme kor-
jaustermin eli siirtymäytimen α, jolla
(5.11) K(x, y) = α(x, y)q(x, y).
Haluamme siis löytää α:n, joka toteuttaa yhtälön
(5.12) pi(y)α(y, x)q(y, x) = pi(x)α(x, y)q(x, y).
Haluttu tulos, jolla yhtälössä (5.11) määritelty K toteuttaa yhtälön (5.6), saadaan, kun
valitaan
(5.13) α(x, y) = min
(
1,
pi(y)q(y, x)
pi(x)q(x, y)
)
.
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Vastaavasti valitaan α(y, x) = min
(
1,
pi(x)q(x, y)
pi(y)q(y, x)
)
. Tätä siirtymätodennäköisyysydintä
α kutsutaanMetropolis-Hastings ytimeksi (engl.Metropolis-Hastings kernel). Jakaumasta
Q generoitu kandidaatti y hyväksytään todennäköisyydellä α(x, y).
Jos kandidaattijakauma q on symmetrinen, eli q(x, y) = q(y, x) kaikilla x, y ∈ Rn, niin
α yksinkertaistuu muotoon
(5.14) α(x, y) = min
(
1,
pi(y)
pi(x)
)
.
Näistä tuloksista voimme muodostaa Metropolis-Hastings -algoritmin. Algoritmi tois-
taa seuraavia askeleita ennalta määrätyn otoskoon N verran:
1. Valitaan priorijakaumasta ensimmäinen arvo x1 ∈ Rn, asetetaan k = 1 ja x = x1.
Valitaan myös otoskoko N .
2. Lasketaan y ∈ Rn kandidaattijakaumasta q(x, y) ja lasketaan Metropolis-Hastings
-ytimestä hyväksymisaste
α(x, y) = min
(
1,
pi(y)q(y, x)
pi(x)q(x, y)
)
.
3. Otetaan t ∈ [0, 1] tasajakaumasta U ∼ Tas(0, 1).
4. Jos α(x, y) ≥ t, asetetaan ensin x = y ja sitten xk = x, muuten asetetaan vain
xk = x. Jos k = N , siirrytään kohtaan 5. ja muuten kasvatetaan k:ta yhdellä
k → k + 1 ja palataan kohtaan 2.
5. Palautetaan metodista pisteet {x1, x2, . . . , xN} ja lasketaan näiden avulla odotusar-
vo
1
N
N∑
j=1
f(xj).
Luomme siis kandidaattipisteen edellisen pisteen avulla. Vertaamme näiden pisteiden
mallinnuksia mittaustulokseen. Jos uusi mallinnus on vanhaa parempi, pidämme sen seu-
raavaa kierrosta varten. Satunnaisella todennäköisyydellä pidämme uuden mallinnuksen,
vaikka se olisikin huonompi. Lopuksi laskemme keskiarvon, joka on lopullinen haluttu
tulos.
Jos kandidaattifunktio on symmetrinen, niin uuden kandidaatin ollessa todennäköi-
sempi kuin vanha, se hyväksytään varmasti. Kandidaattijakauma on symmetrinen, jos
jollain parillisella epänegatiivisella funktiolla g : Rn → R+, jolla g(x) = g(−x), pätee
q(x, y) = g(x− y).
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5.3 Hyväksymissuhde
Hyväksymissuhde kertoo, kuinka monta prosenttia yrityksistä hyväksytään, eli mikä on
hyväksyttyjen näytteiden ja otoskoon välinen suhde. MCMC-menetelmiä pyörittäessä sii-
hen kannattaa kiinnittää huomiota, sillä se vaikuttaa paljon menetelmän tehokkuuteen.
Hyväksymissuhteeseen vaikuttaa algoritmin ja jakaumien tyypit sekä hyväksymisaste α.
Jos sekä tasapainojakauma että kandidaattijakauma ovat normaalijakautuneita, niin
yksiulotteisen Markovin ketjun optimaalinen hyväksymissuhde on noin 45%. Dimension
kasvaessa optimaalinen suhde pienenee kohti lukua 23,4% [14]. Jo kuusiulotteisella ketjulla
luku on 25%. Lisäksi vaaditaan, että Markovin ketjun satunnaismuuttujien komponentit
ovat riippumattomia ja samoin jakautuneita.
Hyväksymissuhteeseen käyttäjä vaikuttaa kandidaattifunktion parametrien avulla. Jos
keskihajonta on liian pieni, Markovin ketju lähestyy tasapainojakaumaa hitaasti askelten
ollessa pieniä. Kandidaatit jäävät pyörimään samalle alueelle ja menetelmä on epätehokas.
Toisaalta keskihajonnan ollessa liian iso, Metropolis-Hastings algoritmi hylkää suuren osan
ehdotuksista, jolloin itse algoritmi on tehoton.
Keskihajonnan valintaan on kehitetty ohjeita, mutta usein parhaiten löydetään sopiva
keskihajonta kokeilemalla. Kaikille löydetyille hyville keskihajonnoille ei aina löydy teo-
reettista perustetta. Normaalijakautuneen hyväksymisasteen keskihajontaa kasvattaessa
hyväksymissuhde pienenee.
Moniulotteisessa jakaumassa hyväksymistä voidaan tutkia myös vain yhden muuttujan
osalta kerrallaan. Eli niin, että hyväksymisaste lasketaan jokaiselle muuttujalle erikseen
ja jokainen hyväksytään tai hylätään sen perusteella. Tässä tutkielmassa on yksi yhteinen
hyväksymisaste kaikille muuttujille ja hyväksytään tai hylätään aina kaikki muuttujat
kerralla.
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Luku 6
Materiaalit ja toteutus
Tämän tutkielman toteutuksen tarkoituksena on tarkentaa epätarkka valokuva. Tutkitta-
vat kuvat on otettu Canon EOS 5D Mark II -kameralla. Linssinä oli Makro Planar 2/50
ZE. Kuvat on otettu seuraavin säädöin:
Kuvattavan alueen koko: 18 cm × 18 cm
Polttoväli: 50mm
Linssin aukko: F8.0
Herkkyys: ISO-6400
Valotusaika: 1/6400 sekuntia
Kuvattava kohde on musta kangasliina ja sen päällä on valkoisesta tulostuspaperista
käsin leikattuja suorakaiteita. Käsinleikkauksesta johtuen suorakaiteet eivät ole täysin
symmetrisiä.
Toteutus on tehty Matlab-ohjelmalla. Matlab käsittelee kaiken matriiseina, jolloin ku-
van pikseli vastaa yhtä matriisin alkiota.
Toteutuksessa käyttäjän täytyy kertoa toteutukselle suorakaiteiden lukumäärä. Lisäksi
käyttäjä päättää Markovin ketju Monte Carlo -menetelmän otoskoon sekä keskihajonnat
uskottavuusfunktiolle, josta lasketaan hyväksymisaste, ja kandidaattifunktiolle. Käyttäjä
voi kertoa toteutukselle myös, etteivät suorakaiteet ole toistensa päällä.
6.1 Kuvien muokkaus
Alkuperäisiä kuvia on muokattu Adobe Photoshop 7.0 -ohjelmalla. Ensin kuvien reunois-
ta leikattiin pois metodin kannalta epäolennaisia osia siten, että kuvien korkeus ja leveys
saatiin täsmäämään keskenään. Kuvien pikselimäärä pienennettiin 500 × 500 pikseliin,
jotta toteutuksen suoritus ei olisi liian raskas. Tämä tekee kuvasta hieman epätarkem-
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Kuva 6.1: Ylärivissä on alkuperäiset kuvat ja alarivissä vastaavat kuvat vähemmillä pik-
seleillä.
man, mutta se ei ole toteutuksen kannalta oleellista. Toteutus muodostaa kuvan, jolla
on sama pikselimäärä, joten se on yhtä epätarkka. Kuvassa 6.1 näkyy neljä esimerkkiä
alkuperäisistä kuvista ja kuvista muokkauksen jälkeen.
Muokkauksen jälkeen kuva haetaan Matlabiin. Matlabissa kuvaa käsitellään matriisi-
na, joissa vaaleat pikselit ovat tummia pikseleitä arvoltaan suurempia. Matlab-toteutuksella
tutkitaan vain vihreää värikanavaa. Värikanavan valinnalla ei ole merkitystä suorituksen
kannalta. Yhden värikanavan tutkiminen kolmen sijaan yksinkertaistaa toteutusta. Kuvan
pikselit skaalataan [0, 1] välille kaavalla
M(i, j) =
A(i, j)−mina,b=1,...500 {A(a, b)}
maxa,b=1,...500 {A(a, b)} −mina,b=1,...500 {A(a, b)} ,(6.1)
jossa A ∈ R500×500 on alkuperäinen kuvamatriisi jaM ∈ R500×500 skaalatun kuvan matriisi.
Tummimmat pikselit saavat siis arvon 0 ja vaaleimmat arvon 1.
Tämän jälkeen otetaan riveittäin pieniarvoisten (≤ 0,5) pikselien keskiarvot ja vähen-
netään keskiarvo kaikista pieniarvoisista, alle nollan menevät arvot kuitenkin pidetään
nollina. Samoin lasketaan suuriarvoisten (> 0,5) pikseleiden keskiarvo, joka lisätään kaik-
kiin suuriarvoisiin ja maksimina pidetään ykköstä. Haluttu matriisi N ∈ R500×500 saadaan
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Kuva 6.2: Ylärivissä on kuvat ennen skaalausta ja alarivissä skaalauksen jälkeen.
kaavalla
N(i, j) =

max
{
0,M(i, j)−
∑
b∈{1,...500},M(i,b)≤0,5(i, b)
l
}
, jos M(i, j) ≤ 0,5
min
{
1,M(i, j)−
∑
b∈{1,...500},M(i,b)>0,5(i, b)
k
}
, jos M(i, j) > 0,5
,(6.2)
missä M on kaavasta (6.1) saatu matriisi, l kyseisellä rivillä pienten alkioiden lukumäärä
ja k kyseisellä rivillä olevien suurten alkioiden lukumäärä. Kuvassa 6.2 näkyy neljä kuvaa
ennen ja jälkeen skaalauksen.
Lopuksi kuvat on vielä sumennettu Matlabin conv2-funktiolla toteutuksen suorittami-
sen aloittamisen yhteydessä. Blurraus esittää mittauskohinaa.
Konvoluutioydintä luodessa on ensin tehty 2×2 ykkösmatriisi I. Ykkösmatriisi on kon-
voloitu itsensä kanssa conv2-funktiolla. Tuloksena saatu matriisi konvoloidaan edelleen it-
sensä kanssa vielä viisi kertaa. 65×65 alkion kokoinen konvoluutiomatriisi skaalataan [0, 1]
-välille kaavalla I = I/sum(I(:)), jolloin alkioiden summaksi tulee 1. ja lopuksi konvoloi-
daan aiemmin saatu kuvamatriisi N konvoluutiomatriisin kanssa. Tuloksesta leikataan
pois reunimmaiset alkiot siten, että matriisi jää 500× 500 alkion kokoiseksi. Kuvassa 6.3
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Kuva 6.3: Alarivissä olevat kuvat on blurrattu Matlabin conv2-funktiolla ylärivin kuvista,
konvoluutioytimenä itsensä kanssa konvoloitu ykkösmatriisi.
näkyy neljä eri blurrattua kuvaa.
Nämä blurratut kuvat esittävät mittaustulosta, jota käytetään MCMC-menetelmissä
saatuna datana. Tarkoitus on siis löytää tuntematon alkukuva, joka sumentaessa samalla
tavalla on mahdollisimman lähellä mittaustulosta.
Menetelmällä saatuja tuloksia verrattaessa alkuperäisenä kuvana pidetään [0, 1] -välille
skaalattua kuvaa eli kuvan 6.2 alarivin kuvia.
6.2 Matriisien käsittely
Toteutusta ajaessa, ei testattavia arvoja talleteta kuvan kokoisina matriiseina, sillä se
veisi valtavasti muistia. Kandidaatteja käsitellään v ∈ Rn×5 matriiseina, missä n on suo-
rakaiteiden lukumäärä. Joka rivillä
vi = (xi, yi, li, ki, γi) ,
i = 1, . . . , n, pidetään tallessa yhden suorakaiteen keskikohta (x, y) alueella [0, 1]× [0, 1],
leveys l, korkeus k ja kiertokulma x-akselin suhteen γ. Luvut ovat väliltä [0, 1], paitsi
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kiertokulma, joka on väliltä [0, 90]. Hyväksytyt kandidaatit tallennetaan yhteen kolmiu-
lotteiseen matriisiin.
Kuvaa esittävä matriisi luodaan näistä tiedoista tekemällä ensin 500 × 500 -pikselin
kokoinen nollamatriisi, jonka jälkeen lasketaan kunkin suorakaiteen tietojen avulla suo-
rakaiteiden reunat. Reunojen väliin jäävät matriisin alkiot muutetaan ykkösiksi. Kuvaa
käsitellään kuin se olisi tason R2 alue [0, 1]× [0, 1].
Kuvamatriisi pidetään tallessa aina seuraavaa kierrosta ja kuvan vertailua varten, mut-
ta aiemmista hyväksytyistä arvoista tallessa pidetään vain vektorit v.
6.3 Priorijakauma ja alkuarvo
Kuvista tiedetään etukäteen, että niissä esiintyy mustalla taustalla valkoinen yksi tai
useampi suorakaide. Priorijakauman luomisessa käytetään tätä tietoa. Tarkoitus on saada
jakauma, jolla Matlabin avulla voidaan luoda valkoisen suorakaiteen sisältävä kuva.
Toteutuksessa on valittu tasajakauma gaussisen jakauman sijaan sillä suorakaiteen si-
jainti on yhtä todennäköinen kuvan laidalla kuin keskelläkin. Samoin suorakaiteen koolle
tai kierrolle ei ole tiedossa keskiarvoja. MCMC-menetelmien mukaan ensimmäisellä arvo-
tulla kandidaatilla ei ole vaikutusta lopputulokseen.
Priorijakaumaksi on valittu moniulotteinen diskreetti tasajakauma. Alkuarvot arvo-
taan satunnaisvektorista Xn = (X1, X2, X3, X4, X5)n, missä Xi:t, i = 1, . . . , 5, ovat riip-
pumattomia ja n on suorakaiteiden lukumäärä. Jakaumat ovat X1, X2 ∼ Tasd(1, 9)/10,
X3, X4 ∼ Tasd(1, 8)/10 sekä X5 ∼ Tasd(1, 90).
Alkuarvo muodostetaan priorijakaumasta suorakaide kerrallaan. Suorakaiteiden kes-
kinäisellä järjestyksellä ei ole väliä. Arvot on saatu arpomalla satunnaislukuja Matlabin
unidrnd(n)-funktion avulla. Unidrnd(n) arpoo kokonaisluvun väliltä [1, n] eli kuvaa sa-
tunnaismuuttujaa, jolla on diskreetti tasajakauma Tasd(1, n).
Jokaista suorakaidetta kohti arvotaan siis sijainti eli suorakaiteen keskikohta (x, y)
unidrnd(9)-funktion avulla, leveys l ja korkeus k unidrnd(8)-funktion avulla sekä kierto-
kulma γ unidrnd(90)-funktion avulla.
Suorakaiteita arvotaan niin monta, kuin käyttäjä on kertonut niitä olevan. Riippuen
siitä, onko käyttäjä sanonut useamman suorakaiteen olevan erilliset vai ei, tarkistetaan
niiden erillisyys. Jos erillisten suorakaiteiden tapauksessa on arvottu edes osittain pääl-
lekkäin meneviä suorakaiteita, arvotaan kaikki suorakaiteet uudestaan.
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6.4 Kandidaatin muodostaminen
Toteutuksessa käytetään gaussista jakaumaa Metropolis-Hastingsin kandidaattijakauma-
na, jolloin
q(v,w) ∝ 1√
2piφ2
exp
{ −1
2φ2n
‖ v −w ‖2
}
.(6.3)
Kandidaattijakauma on symmetrinen, sillä selvästi q(v,w) = q(w,v). Tässä tapauk-
sessa siis hyväksymisaste α ei riipu q:sta vaan on pelkästään pi:n funktio.
Kandidaattivektori w ∈ Rn×5 on satunnaisvektorin Y n arvo, kun Y n = (Y1, . . . , Yn) ja
jokainen Yi, i = 1, . . . , n, on gaussinen jakauma Yi ∼ N (vi, φ2I5). Tässä φ = (σx, σy, σl, σk, σγ),
φ ∈ R5, on käyttäjän antamat keskihajonnat sijainnille (x, y), leveydelle l, korkeudelle k
ja kiertokulmalle γ. I5 on yksikkömatriisi.
Toteutuksessa uusi kandidaatti w ∈ Rn×5 muodostetaan lisäämällä viimeisimmän hy-
väksytyn näytejonon alkion v jokaiseen arvoon normaalijakaumasta arvottu luku. Jakau-
man odotusarvo on aina nolla ja keskihajonnat saadaan φ:stä. Matlabissa käytetään kaa-
vaa randn(σi), joka arpoo luvun normaalijakaumasta odotusarvolla 0 ja keskihajonnalla
σi.
Ennen hyväksymisasteen laskua tarkistetaan vielä, että kandidaattikuva on järkevä.
Jos yhdenkään suorakaiteen sijainnin parametri x tai y ovat alle 0,05 tai yli 0,95, niin
kandidaatti hylätään suoraan ja vk+1 = vk. Samoin kandidaatti hylätään, jos leveyden
parametri l tai korkeuden parametri k on alle 0,1 tai yli 0,8. Kiertokulmalla γ ei ole rajoja,
sillä se lasketaan mod (90).
Jos toteutukselle on kerrottu, etteivät suorakaiteet mene toistensa päälle, tarkiste-
taan myös niiden erillisyys ennen kuin jatketaan pidemmälle. Osin päällekkäisten suora-
kaiteiden tapauksessa kandidaatti hylätään suoraan ja seuraavalle kierrokselle jatketaan
vanhalla arvolla vk+1 = vk.
6.5 Kandidaatin hyväksyminen
Uskottavuutta tutkitaan vertaamalla vektoreista v ja w muodostettujen kuvien blurrat-
tuja versioita v′ ja w′ mittaustulokseen. Tarkoitus on laskea hyväksymisaste
α(v,w) =
pi(w)
pi(v)
=
1√
2piσ2
exp
{
−‖M −w
′ ‖2
2σ2
}
1√
2piσ2
exp
{
−‖M − v
′ ‖2
2σ2
} = exp{‖M − v′ ‖2 − ‖M −w′ ‖2
2σ2
}
,
(6.4)
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missä M kuvastaa mittaustulosta.
Kuvamatriisit blurrataan ensin samalla menetelmällä kuin alkuperäinenkin kuva on
blurrattu. Blurrauksen jälkeen kumpaakin kuvamatriisia verrataan mittaustulokseen vä-
hentämällä matriisi mittaustuloksesta ja ottamalla saadusta matriisista normi. Normit
vähennetään keskenään ja tulos jaetaan luvulla 2σ2.
Merkitään mittaustulosmatriisia I:llä, v:stä saadun kuvamatriisin blurrattua versiota
Iv:llä ja w:stä saatua blurrausta Iw. Tällöin
IEv = I − Iv(6.5)
ja
IEw = I − Iw,(6.6)
missä matriisit IEv ja IEw ovat kuvamatriisien erotukset ja eksponentti lasketaan
exp =
‖IEv‖2 − ‖IEw‖2
2σ2
.(6.7)
Koska eksponentista tulisi valtava, ei lasketa eksponenttifunktiota, vaan otetaan ta-
sajakaumasta U ∼ Tas(0, 1) arvotusta hyväksymisrajasta t logaritmi. Kandidaatti w
hyväksytään, jos exp ≥ log(t).
6.6 Tuloksen laskeminen
Menetelmä kerää talteen näytejonon kolmiulotteisena matriisina A ∈ Rn×5×K , missä n
on suorakaiteiden lukumäärä ja K on otoskoko. Jokainen v ∈ Rn×5 matriisi on kuten
aliluvun 6.2. alussa on esitelty. Toteutusta ajaessa näytejonoon lisätään joka kierroksella
joko uusi tai vanha kandidaatti sen mukaan, hyväksyttiinkö vai hylättiinkö uusi.
Kun toteutus on testannut otoskoon verran kandidaatteja, lasketaan saadusta näyte-
jonosta arvojen keskiarvot. Keskiarvot lasketaan matriisin A kaksiulotteisista osamatrii-
seista
Aij =
1
K
K∑
k=1
Aijk,(6.8)
missä i = 1, . . . , n ja j = 1, . . . , 5.
Lopullinen tuloskuva muodostetaan keskiarvomatriisista A ∈ Rn×5 kuten aliluvussa
6.2. Tuloskuvasta lasketaan vertailuluku
r =‖ I − Imcmc ‖,(6.9)
missä I on alkuperäinen kuva ja Imcmc on matriisista A saatu kuva. Normin laskemista
varten erotusmatriisista on ensin tehty pystyvektori Matlabin funktiolla A(:).
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Luku 7
Tulokset
Menetelmää sovellettiin erilaisiin kuviin. Kuvissa eroja löytyi suorakaiteiden lukumääräs-
tä ja asettelusta sekä siitä, sijaitsivatko ne erillään vai osin päällekkäin. Intuition mukai-
sesti, mitä vähemmän suorakaiteita oli löydettävänä, sitä paremmin Metropolis-Hastings
-algoritmi toimi. Suorakaiteiden lukumäärä vaikutti myös suoritukseen. Mitä useampi
suorakaide kuvassa oli, sitä kauemmin toteutuksen ajossa kesti. Tästä johtuen useamman
suorakaiteen testejä on ajettu vähemmän.
Koska MCMC-menetelmien optimaalisten parametrien laskemiselle ei ole löydetty kei-
noa, on toteutuksen testien tekeminen aloitettu kokeilemalla useita eri parametreja pie-
nemmillä otosko'oilla. Näin saatiin suljettua ulos täysin väärät parametrit, joilla toteu-
tuksen ajo olisi ollut turhaa. Näitä täysin vääriä parametrejä ei ole esitelty tuloksissa.
Tuloksia on tulkittu laskemalla normi alkuperäisen kuvan ja MCMC-menetelmällä
saadun keskiarvokuvan erotuksesta. Tätä normia kutsutaan tutkielmassa vertailuluvuksi
ja merkitään kirjaimella r. Myös tutkimalla hyväksymissuhdetta s, näytejonon muuttujien
kehitystä sekä silmämääräisesti erotuskuvaa, on saatu tietoa testien onnistumisesta. Tässä
yhteydessä alkuperäinen kuva on valokuvasta 500×500 -pikselin kokoiseksi muutettu kuva,
jonka arvot on skaalattu [0, 1] -välille.
Alkuperäisiä kuvia ottaessa suorakaiteet olivat silmämääräisesti symmetriset, mutta
toteutusta käyttäessä pienten epäsymmetrisyyksien vaikutuksen huomasi. Epäsymmetri-
syyksistä johtuen erotuskuvaan, jossa verrataan alkuperäistä kuvaa ja menetelmällä saa-
tua kuvaa näytepisteiden keskiarvosta, jää näkyviin pikseleitä laidoille. Punertavat ku-
vaavat pikseleitä, joissa alkuperäisessä kuvassa on suorakaide, mutta saadussa kuvassa ei
ja sinertävät päinvastoin.
Nämä reunapisteet vaikuttavat vertailukuun. Vertailulukuun vaikuttaa myös se, että
alkuperäinen kuva sisältää paljon muitakin pikseleitä kuin arvolla 0 tai 1 olevia. Tästä
johtuen vertailuluvuksi on mahdotonta saada nollaa. Menetelmällä on tarkoitus löytää
alkuperäisen kuvan suorakaidetta lähin mahdollinen suorakaide ja saada siis mahdollisim-
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Kuva 7.1: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 2) ja σ = 0,03, otoskoko: 50 000, vertai-
luluku: r = 101,954 ja hyväksymissuhde: s = 52,182%.
man pieni vertailuluku.
Käyttäjän valittavia parametreja on monta ja eri valinnoilla saadaan erilaisia tuloksia.
Käyttäjä valitsee hyväksymisasteen keskihajonnan σ, eli parametrin jolla Matlab laskee
hyväksymisasteen normaalijakaumasta. Käyttäjä valitsee keskihajonnan myös normaali-
jakautuneille satunnaismuuttujille, joiden avulla lasketaan uudet kandidaatit. Näitä kes-
kihajontoja merkitään yhteisellä muuttujalla φ.
Luotettava otoskoko on suuri MCMC-menetelmillä. Esimerkiksi kuvasta 7.1 näkee, et-
tei otoskoko 50 000 ole riittävä. Tutkielmassa on testattu eri otoskokoja alkaen 50 000:sta.
Tuloskuvissa on vasemmalla ylärivissä alkuperäinen kuva ja seuraavana mittaustu-
loksena käytetty sumennettu kuva. Kolmantena on priorifunktion arpomista näytejonon
ensimmäisistä muuttujista muodostettu kuva nimellä 'Alkuarvaus'. Oikeanpuoleisena on
näytejonoon saadut kierron muuttujien arvot. Alarivissä vasemmalla on saadun näytejo-
non pisteiden keskiarvoista muodostettu kuva ja seuraavana alkuperäisen kuvan ja kes-
kiarvosta muodostetun kuvan erotus otsikolla 'Alkuper vs Ka'. Viimeisessä kuvassa on
sijainnin (x,y), leveyden (lev) ja korkeuden (kork) muuttujien arvot eri kierroksilla. Nu-
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Kuva 7.2: Parametrit: φ = (0,005; 0,005; 0,005; 0,005; 1) ja σ = 0,15, otoskoko: 200 000,
vertailuluku: r = 150,786 ja hyväksymissuhde: s = 27,260%.
mero muuttujien perässä kertoo, mistä suorakaiteesta on kysymys, jos niitä on useampia.
Muuttujien arvojen kuvaajissa on mukana kaikkien kandidaattien arvot, myös burn-
in jakso. Burn-in pätkä poistetaan ennen keskiarvon laskemista, jotta kuvaajissa näkyvät
alkupään suuret poikkeamat eivät vaikuttaisi keskiarvoon. Toteutuksessa ei ole laskettu
konvergoinnin alkamiskohtaa, vaan burn-in jakson pituudeksi on laskettu 2% näytejonos-
ta. Kaikissa tapauksissa konvergointi ei ole vielä alkanut burn-in jakson loputtua. Jos näy-
tejonossa on pitkä pätkä selvästi vääriä arvoja, vaikuttaa se lopputulokseen eli muuttujien
keskiarvoista piirrettävään kuvaan merkittävästi. Näin on käynyt esimerkiksi kuvassa 7.2.
Muuttujien arvojen kuvaajissa saattaa näyttää siltä, että osa kuvaajasta puuttuu ala-
tai ylälaidasta. Tämä johtuu muuttujien rajoituksista. Kierron muuttuja on rajoitettu
välille [0, 90] ja lasketaan mod (90). Sijainnin muuttujat x ja y ovat rajoitettu välille
[0,05, 0,95] ja leveyden lev ja korkeuden kork [0,1, 0,8].
Yleisesti muiden parametrien pysyessä samana hyväksymissuhde pieneni σ:aa kasvatet-
taessa. Otoskoko ei vaikuttanut hyväksymissuhteeseen vaan otoskoon kasvaessa hyväksy-
missuhde pysyi käytännössä samana. Liian pieni σ näkyy muuttujien hurjana vaihteluna.
Esimerkiksi kuvassa 7.1 kierron muuttujat käyvät läpi kaikkia arvoja, jolloin keskiarvon
konvergointi on hidasta.
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Kuva 7.3: Parametrit: φ = (0,01; 0,01; 0,01; 0,01; 1) ja σ = 0,07, otoskoko: 300 000, vertai-
luluku: r = 170,771 ja hyväksymissuhde: s = 21,456%.
Hyväksymisasteen keskihajonnan lisäksi hyväksymissuhteeseen vaikutti käyttäjän an-
tamista parametreista sijainnin ja koon keskihajonnat, mutta kierron keskihajonnan vai-
kutus oli pieni. Sijainnin ja koon keskihajonnan pienentäminen kasvatti hyväksymissuh-
detta.
Liian suuri σ vaikuttaa hyväksymissuhteeseen siten, että samoilla parametreilla testat-
taessa hyväksymissuhde vaihteli useita prosenttiyksiköitä. Liian iso σ sai usein myös muut-
tujien burn-in jakson kasvamaan huomattavasti. Joissain tapauksissa näytejonon muut-
tujien arvot heittelivät jopa koko otoksen pituudelta. Ison σ:n vaikutus näkyy esimerkiksi
kuvissa 7.2 ja 7.3. Useamman suorakaiteen kuvilla testattaessa saattoi näytejonossa tois-
ta suorakaidetta edustavat muuttujat löytää paikkansa paljon ennen toisen vastaavia, ku-
ten kuvassa 7.3 on alempi suorakaide löytynyt ylempää paljon aiemmin. Suorakaiteen 1
muuttujien keskiarvoihin on vaikuttanut pitkä burn-in pätkä.
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Kuva 7.4: Paras tulos yhden suorakaiteen kuvalla saatiin parametreilla: φ =
(0,02; 0,02; 0,02; 0,02; 1), σ = 0,1, otoskoko: 100 000, vertailuluku: r = 15,500 ja hyväksy-
missuhde: s = 5,744%.
7.1 Yksi suorakaide
Toteutusta testattiin yhden suorakaiteen kuvilla useita kertoja eri parametreilla. Tau-
lukossa 7.1 näkyy tuloksia eri otosko'oilla. Tuloksia verrataan vertailuluvulla r, joka on
alkuperäisen kuvan ja saadun kuvan erotuksen normi. s on testin hyväksymissuhde. Yh-
den suorakaiteen kuvissa keskihajonnan parametreina kokeiltiin sekä sijainnille (x, y) että
leveydelle l ja korkeudelle k lukuja 0,005, 0,01 ja 0,02. Kierron γ parametrina kokeiltiin
lukuja 1 ja 2. Taulukossa on merkitty sinisellä värillä vertailuluvuksi alle 16 saaneet testit.
Kuvassa 7.4 parhaan vertailuluvun 15,500 saanut ajo. Paras tulos saatiin hyväksymi-
sasteen keskihajonnalla 0,1, sijainnin ja koon parametreilla 0,02 sekä kierron parametrina
1. Hyväksymissuhde oli 5,744%.
Joissain tapauksissa näytejonon muuttujien asettuminen vei pidempään. Tällöin muut-
tujat ovat kaukana halutusta vielä burn-in jakson päätyttyäkin. Näin on käynyt esimer-
kiksi kuvan 7.5 tapauksessa, jossa otoskokona on ollut 200 000. Taulukosta näkee, että
muuten samoilla parametreilla on saatu testien parhaita tuloksia.
Pieni σ muihin parametreihin nähden aiheuttaa hyväksymissuhteen kasvamisen ja käy
kuten kuvassa 7.6, jossa parametreilla σ = 0,04 ja φ = (0,02; 0,02; 0,02; 0,02; 2) saadun
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1 suorakaide
Otoskoko
50 000 100 000 200 000 300 000 400 000
σ = 0,04 r = 154,790 r = 56,425 r = 44,367 r = 31,715 r = 42,014
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 71,156 s = 75,435 s = 75,582 s = 74,928 s = 75,363
σ = 0,04 r = 43,047 r = 35,192 r = 38,280 r = 41,758 r = 35,690
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 55,26 s = 55,086 s = 54,058 s = 54,885 s = 54,566
σ = 0,04 r = 38,352 r = 44,803 r = 35,011 r = 37,343 r = 36,856
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 53,942 s = 55,099 s = 54,086 s = 54,297 s = 54,380
σ = 0,05 r = 35,162 r = 27,713 r = 54,720 r = 25,615 r = 27,241
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 41,886 s = 38,416 s = 39,332 s = 39,096 s = 39,376
σ = 0,06 r = 65,282 r = 20,269 r = 34,943 r = 21,808 r = 20,356
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 26,552 s = 25,941 s = 26,480 s = 27,283 s = 26,552
σ = 0,062 r = 23,417 r = 21,347 r = 78,337 r = 47,587 r = 18,641
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 51,318 s = 51,345 s = 50,554 s = 50,307 s = 51,060
σ = 0,062 r = 57,056 r = 23,575 r = 26,879 r = 26,669 r = 19,228
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 24,596 s = 24,41 s = 24,542 s = 24,258 s = 24,365
σ = 0,062 r = 19,719 r = 105,102 r = 19,297 r = 19,482 r = 19,094
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 24,394 s = 24,822 s = 24,591 s = 24,04 s = 24,21
σ = 0,07 r = 46,562 r = 142,437 r = 192,26 r = 66,069 r = 35,261
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 43,644 s = 44,442 s = 43,409 s = 43,201 s = 43,318
σ = 0,07 r = 18,580 r = 153,353 r = 17,050 r = 16,991 r = 85,274
φ = (0,01; 0,01; 0,02; 0,02; 1) s = 32,466 s = 29,55 s = 32,422 s = 32,767 s = 31,654
σ = 0,07 r = 18,190 r = 53,135 r = 67,898 r = 17,485 r = 25,281
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 17,066 s = 18,815 s = 18,011 s = 17,538 s = 17,600
σ = 0,1 r = 15,923 r = 15,941 r = 145,495 r = 15,841 r = 15,622
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 23,97 s = 24,207 s = 24,081 s = 23,718 s = 23,749
σ = 0,1 r = 37,135 r = 60,297 r = 15,705 r = 40,807 r = 15,982
φ = (0,01; 0,01; 0,02; 0,02; 1) s = 15,224 s = 14,391 s = 14,481 s = 14,430 s = 13,795
σ = 0,1 r = 16,276 r = 90,724 r = 67,100 r = 78,129 r = 34,856
φ = (0,02; 0,02; 0,01; 0,01; 1) s = 9,396 s = 10,979 s = 9,227 s = 9,126 s = 9,618
σ = 0,1 r = 159,927 r = 15,925 r = 59,072 r = 15,866 r = 51,726
φ = (0,01; 0,01; 0,01; 0,01; 2) s = 23,708 s = 22,775 s = 22,649 s = 22,570 s = 22,782
σ = 0,1 r = 155,442 r = 15,500 r = 68,614 r = 16,423 r = 53,259
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 4,976 s = 5,744 s = 6,076 s = 5,847 s = 5,807
σ = 0,1 r = 16,161 r = 55,171 r = 19,647 r = 44,252 r = 34,555
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 5,538 s = 5,705 s = 5,928 s = 5,7387 s = 5,633
σ = 0,12 r = 71,334 r = 15,641 r = 45,071 r = 15,835 r = 26,808
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 16,602 s = 16,107 s = 17,047 s = 16,277 s = 16,294
σ = 0,15 r = 136,492 r = 133,856 r = 150,786 r = 69,398 r = 15,613
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 23,668 s = 24,58 s = 27,260 s = 30,370 s = 31,137
σ = 0,15 r = 161,513 r = 139,078 r = 15,865 r = 122,532 r = 21,722
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 9,398 s = 9,684 s = 9,35 s = 9,478 s = 9,738
Taulukko 7.1: Yhden suorakaiteen kuvien testiajoja eri parametreilla ja otosko'oilla. s on
hyväksymissuhde ja r on vertailuluku eli alkuperäisen ja saadun kuvan erotuksen normi.
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Kuva 7.5: Parametrit: φ = (0,01; 0,01; 0,01; 0,01; 1) ja σ = 0,1, otoskoko: 200 000, vertai-
luluku: r = 145,495 ja hyväksymissuhde: s = 24,081%.
Kuva 7.6: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 2) ja σ = 0,04, otoskoko: 300 000, vertai-
luluku: r = 37,343 ja hyväksymissuhde: s = 54,297%.
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Kuva 7.7: Parametrit: φ = (0,005; 0,005; 0,005; 0,005; 1) ja σ = 0,15, otoskoko: 400 000,
vertailuluku: r = 15,613 ja hyväksymissuhde: s = 31,137%.
näytejonon kiertoa edustava muuttuja ei konvergoi vaan käy läpi kaikkia arvoja ja kes-
kiarvon konvergoimiseen vaaditaan iso otoskoko.
Hyväksymisasteen keskihajonnan ollessa maksimissaan 0,05 saatiin vertailuluvuksi ai-
na yli 25, kun otoskoko oli maksimissaan 400 000. σ:n arvolla 0,04 saatiin hyväksymis-
suhteeksi jopa 75%, jos sijainnin ja koon parametrit olivat 0,01. Liian moni kandidaatti
hyväksyttiin ja tuloksien vertailuluvut jäivät yli kolmenkymmenen. Myös sijainnin ja koon
parametreilla 0,02 hyväksymissuhde jäi turhan suureksi ollen yli 50%.
σ:n ollessa alle 0,1, saatiin näissä testeissä parhaat tulokset arvolla 0,062 muiden pa-
rametrien ollessa (0,02; 0,02; 0,02; 0,02; 2). Hyväksymissuhteeksi saatiin tällöin noin 24%
ja vertailuluvuksi alle 20.
Kun σ oli 0,1 saatiin sijainnin ja koon parametreilla 0,02 hyväksymissuhteeksi vain noin
6%. Tähän ei vaikuttanut kierron parametri. Tulokset vaihtelivat suuresti ja otoskoko ei
tuntunut riittävän. Kun sijainnin keskihajonta laskettiin lukuun 0,01, nousi hyväksymi-
saste 10 prosenttiyksiköllä. Koon keskihajonnan vastaava nostaminen nosti hyväksymisas-
tetta noin 5 prosenttiyksikköä. Tulokset paranivat molempien ollessa 0,01, jolloin testien
parhaat vertailuluvut saatiin kierron parametrin ollessa 1. Tällöin myös hyväksymissuhde
oli tavoiteltu hiukan päälle 23%.
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Kuva 7.8: Toteutuksen ajon kehitys. Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 1) ja σ = 0,062.
Otoskokona 1 000 000, kuvat väleiltä 10 000, 50 000, 100 000, 200 000, 400 000, 600 000
ja 800 000 ja jokaisesta laskettu vertailuluku r. Lopullinen hyväksymissuhde oli 24,202%
σ:n ollessa yli 0,1 alkoi ongelmaksi muodostua burn-in pätkän kasvaminen. Muuttujat
eivät lähde kohti haluttua tulosta ja tämä vaikuttaa tietysti tulokseen. Näin kävi esimer-
kiksi kuvan 7.2 tapauksessa. Hyviäkin tuloksia saatiin, kuten kuvassa 7.7 parametreilla
σ = 0,15 ja φ = 0,005; 0,005; 0,005; 0,005; 1 tehty testi. Kuvan tapauksessa saatiin toiseksi
paras tulos r = 15,613, vaikka kierron muuttujalla on suhteellisen suuri vaihtelevuus.
Toteutusta testattiin pari kertaa myös otoskoolla 1 000 000. Tällöin tutkittiin tuloksen
kehitystä ja tulokset laskettiin myös testin keskeltä näytejonon ollessa 10 000, 50 000,
100 000, 200 000, 400 000, 600 000 tai 800 000 mittainen. Kuvassa 7.8 näkyy testauksen
tulos σ:n arvolla 0,062 kun muut parametrit olivat φ = (0,02; 0,02; 0,02; 0,02; 1). Joka
mittauspisteelle on laskettu oma vertailulukunsa.
Otoskoolla 1 000 000 saatiin lopulta vertailuluvuksi 18,976, mikä on silti huonompi
kuin kuvan 7.4 vertailuluku 15,500. Kehityksestä näkee, kuinka vielä näytejonon olles-
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sa 200 000, on keskiarvo huonontunut edellisestä mittauspisteestä. Näytejonon kasvaessa
edelleen keskiarvona saadun kuvan vertailuluku kuitenkin pienenee.
Samoilla parametreilla tehtiin toinenkin testiajo, jonka tulokset olivat lähes identtiset
aiemman kanssa. Lopullinen vertailuluku toiselle testille oli 18,803 ja hyväksymissuhde
24,397%.
1 000 000 otoskoolla toteutusta testattiin myös parametreilla φ = (0,01; 0,01; 0,01; 0,01; 1)
hyväksymisasteen keskihajonnan ollessa 0,1. Tällöin taulukon 7.1 tuloksista poiketen saa-
tiinkin huonompia tuloksia kuin kuvan 7.8 parametreilla. Kahdella ajolla saatiin lopulli-
siksi otoskoon 1 000 000 tuloksiksi r = 36,344 ja s = 23,787 sekä r = 36,549 ja s = 23,486.
Molemmissa σ:n arvoilla 0,1 tehdyissä testeissä otoskoolla 1 000 000 vertailuluku para-
ni joka välipisteellä ollen jo 400 000 näytteen kohdalla lähes identtisesti r = 57, 600 000
kohdalla r = 47 ja 800 000 kohdalla r = 41.
7.2 Usea erillinen suorakaide
Jos kuvassa on useampi erillinen suorakaide, kerrottiin toteutukselle niiden lukumäärä.
Lisäksi voitiin myös kertoa, että suorakaiteet ovat erilliset. Tällöin toteutus ei koskaan hy-
väksy näytejonoon kandidaatteja, jonka muuttujista piirretyt suorakaiteet menevät edes
osin päällekkäin. Näytejonosta laskettavasta keskiarvossa saattaa silti esiintyä päällekkäi-
syyttä, kuten kuvan 7.9 tapauksessa on käynyt.
Toteutusta testattiin kahden ja kolmen suorakaiteen kuvilla otoskokojen ollessa vähin-
tään 100 000. Erillisten suorakaiteiden tapauksessa testattiin hyväksymisasteen keskiha-
jonnaksi eri lukuja luvusta 0,03 alkaen. Sijainnin ja koon keskihajontana testattiin lukuja
0,005, 0,01 sekä 0,02 ja kierrolle lukuja 0,5, 1 ja 2.
Taulukossa 7.2 näkyy vertailulukuja ja hyväksymissuhteita kahden suorakaiteen kuvil-
la tehdyistä testeistä ja taulukossa 7.3 kolmen suorakaiteen kuvilla. Taulukoissa on mer-
kitty parhaat vertailuluvut saaneet tulokset sinisellä, kahden suorakaiteen tapauksessa
vertailuluvun rajana 25 ja kolmen suorakaiteen tapauksessa 50.
Jostain syystä pienillä σ:n arvoilla saattoi toteutus hetkellisesti hylätä kaikki kandi-
daatit, kuten on käynyt kuvissa 7.9 ja 7.10. Kolmella suorakaiteella kaikki σ:n arvoilla 0,03
tehdyt testit sisältävät tälläisen hylkäysjakson. Hylkäysjakso näkyy myös normaalia pie-
nempänä hyväksymissuhteena samoilla parametreilla tehtyjä testejä vertaillessa. Isommil-
lakin σ:lla saattoi esiintyä hylkäysjaksoja, kuten on taulukon 7.3 perusteella on käynyt kol-
men suorakaiteen testissä, missä σ = 0,05, muut parametrit φ = (0,02; 0,02; 0,02; 0,02, 2)
ja otoskokona 200 000.
Useamman suorakaiteen tapauksessa oli myös mahdollista, että kaksi näytejonon muut-
tujista muodostettavaa suorakaidetta edustavat yhdessä yhtä alkuperäisen kuvan suora-
kaiteista. Tällöin toinen alkuperäisen kuvan suorakaiteista jää löytymättä. Näin kävi esi-
44
Kaksi erillistä suorakaidetta
Otoskoko
100 000 200 000 300 000 400 000 600 000
σ = 0,03 r = 172,542 r = 104,186 r = 187,986 r = 209,139 r = 185,624
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 7,305 s = 52,553 s = 29,206 s = 42,203 s = 51,752
σ = 0,05 r = 68,587 r = 85,900 r = 62,979 r = 59,338 r = 58,491
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 46,468 s = 45,506 s = 46,336 s = 46,452 s = 45,773
σ = 0,05 r = 63,898 r = 60,93 r = 54,000 r = 60,786 r = 85,645
φ = (0,02; 0,02; 0,01; 0,01; 1) s = 23,071 s = 22,520 s = 21,806 s = 22,615 s = 21,888
σ = 0,05 r = 51,686 r = 62,187 r = 60,530 r = 69,979 r = 57,054
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 16,831 s = 18,029 s = 17,680 s = 17,809 s = 17,851
σ = 0,05 r = 69,208 r = 73,454 r = 59,849 r = 65,836 r = 62,797
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 18,32 s = 17,952 s = 17,601 s = 17,237 s = 17,996
σ = 0,062 r = 124,197 r = 37,545 r = 58,107 r = 31,536 r = 50,783
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 6,956 s = 7,044 s = 6,804 s = 7,008 s = 7,076
σ = 0,07 r = 186,593 r = 127,236 r = 170,771 r = 53,278 r = 22,887
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 21,338 s = 21,91 s = 21,457 s = 22,643 s = 22,397
σ = 0,07 r = 73,575 r = 161,115 r = 26,706 r = 112,106 r = 22,569
φ = (0,01; 0,01; 0,02; 0,02; 1) s = 12,289 s = 7,609 s = 13,233 s = 12,204 s = 12,780
σ = 0,07 r = 27,711 r = 26,485 r = 26,997 r = 22,707 r = 34,584
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 3,76 s = 3,809 s = 3,746 s = 3,705 s = 3,679
σ = 0,09 r = 18,905 r = 107,668 r = 145,727 r = 24,752 r = 37,420
φ = (0,005; 0,005; 0,005; 0,005; 0,5) s = 37,056 s = 37,303 s = 23,116 s = 37,492 s = 37,186
σ = 0,09 r = 35,757 r = 170,651 r = 182,315 r = 121,622 r = 19,706
φ = (0,005; 0,005; 0,01; 0,01; 0,5) s = 26,457 s = 23,366 s = 22,922 s = 24,895 s = 26,186
σ = 0,09 r = 54,232 r = 37,091 r = 22,970 r = 37,598 r = 121,217
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 10,268 s = 10,296 s = 10,384 s = 10,260 s = 10,163
σ = 0,09 r = 76,337 r = 80,072 r = 20,457 r = 153,257 r = 33,512
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 1,153 s = 0,745 s = 0,809 s = 1,390 s = 0,827
σ = 0,1 r = 77,394 r = 49,553 r = 91,990 r = 145,693 r = 18,617
φ = (0,005; 0,005; 0,005; 0,005; 0,5) s = 31,228 s = 31,541 s = 31,236 s = 31,188 s = 31,313
σ = 0,1 r = 240,015 r = 184,519 r = 139,998 r = 36,580 r = 20,856
φ = (0,005; 0,005; 0,01; 0,01; 1) s = 14,671 s = 16,83 s = 18,718 s = 19,856 s = 19,889
σ = 0,1 r = 149,972 r = 27,220 r = 210,430 r = 34,791 r = 18,416
φ = (0,01; 0,01; 0,01; 0,01; 0,5) s = 4,122 s = 7,39 s = 5,036 s = 7,385 s = 7,288
Taulukko 7.2: Kahden suorakaiteen ajoja eri parametreilla ja otosko'oilla. s on hyväksy-
missuhde ja r on vertailuluku eli alkuperäisen ja saadun kuvan erotuksen normi.
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Kolme erillistä suorakaidetta
Otoskoko
100 000 200 000 400 000 600 000 800 000
σ = 0,03 r = 181,244 r = 231,742 r = 173,626 r = 230,121 r = 236,987
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 19,666 s = 14,12 s = 16,876 s = 26,314 s = 35,102
σ = 0,05 r = 110,533 r = 158,08 r = 73,580 r = 90,117 r = 226,660
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 33,004 s = 4,225 s = 33,502 s = 33,005 s = 0,055
σ = 0,05 r = 131,758 r = 185,770 r = 155,502 r = 78,294 r = 118,917
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 8,647 s = 7,953 s = 8,994 s = 9,313 s = 8,976
σ = 0,05 r = 167,736 r = 164,862 r = 122,369 r = 129,097 r = 157,776
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 6,026 s = 1,242 s = 7,767 s = 7,867 s = 0,990
σ = 0,06 r = 181,171 r = 105,413 r = 46,168 r = 54,351 r = 49,456
φ = (0,008; 0,008; 0,01; 0,01; 1) s = 9,759 s = 25,81 s = 27,040 s = 27,021 s = 26,841
σ = 0,06 r = 163,443 r = 189,997 r = 164,071 r = 48,689 r = 53,530
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 14,803 s = 1,256 s = 1,358 s = 20,748 s = 20,250
σ = 0,06 r = 73,809 r = 145,294 r = 172,210 r = 66,815 r = 56,584
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 2,862 s = 2,361 s = 2,384 s = 2,674 s = 2,516
σ = 0,1 r = 141,600 r = 114,587 r = 122,558 r = 296,346 r = 42,075
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 14,995 s = 13,488 s = 18,442 s = 0,006 s = 15,550
σ = 0,1 r = 59,309 r = 40,208 r = 151,053 r = 132,840 r = 29,658
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 2,478 s = 2,103 s = 3,812 s = 2,299 s = 2,378
Taulukko 7.3: Tulokset on saatu testaamalla toteutusta kolmen erillisen suorakaiteen ku-
villa. s on hyväksymissuhde ja r on vertailuluku eli alkuperäisen ja saadun kuvan erotuk-
sen normi.
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Kuva 7.9: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 2) ja σ = 0,03, otoskoko: 400 000, ver-
tailuluku: r = 209,139 ja hyväksymissuhde: s = 42,206%. Toteutus tietää suorakaiteiden
erillisyyden.
merkiksi kuvan 7.11 tapauksessa, jossa σ:n ollessa 0,09 saatiin pienellä hyväksymissuh-
teella kuvaan vain alempi suorakaide alkuperäisistä.
Suorakaiteiden lukumäärä vaikutti myös hyväksymissuhteeseen. Samoilla parametreil-
la testattaessa suuremmalla suorakaiteiden määrällä hyväksymissuhde oli pienempi. Esi-
merkiksi hyväksymisasteella 0,05 ja parametreilla φ = (0,02; 0,02; 0,02; 0,02, 1) saatiin hy-
väksymissuhteeksi yhdellä suorakaiteella noin 39%, kahdella suorakaiteella noin 17% ja
kolmella noin 9%.
Myös kahden suorakaiteen kuvalle kokeiltiin pidempää otoskoon 1 000 000 testiä para-
metreilla σ = 0,07 ja φ = (0,01; 0,01; 0,01; 0,01; 1), joilla lopulliseksi vertailuluvuksi saatiin
23,530. Hyväksymissuhteeksi saatiin lähes optimaalinen 22,304. Kuvasta 7.14 näkee, kuin-
ka keskiarvoista muodostettu kuva paranee koko ajan otoskoon kasvaessa. Otoksen olles-
sa 600 000 vertailuluku on kuitenkin jo lähes yhtä pieni kuin valmiin testin vertailuluku.
Samoin kuin yhden suorakaiteen tapauksessa, jäätiin tässäkin parhaasta vertailuluvusta.
Parhaat tulokset testeistä kahden ja kolmen suorakaiteen kuvilla on esitelty kuvissa
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Kuva 7.10: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 1) ja σ = 0,03, otoskoko: 200 000,
vertailuluku: r = 231,742 ja hyväksymissuhde: s = 14,12%. Toteutus tietää suorakaiteiden
erillisyyden.
Kuva 7.11: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 2) ja σ = 0,09, otoskoko: 400 000,
vertailuluku: r = 153,257 ja hyväksymissuhde: s = 1,390%. Toteutus tietää suorakaiteiden
erillisyyden. 48
Kuva 7.12: Paras tulos kahden suorakaiteen kuvalla tuli parametrein: φ =
(0,01; 0,01; 0,01; 0,01; 0,5) ja σ = 0,1, otoskoko: 600 000. Vertailulukuna: r = 18,416 ja
hyväksymissuhde: s = 7,288%.
Kuva 7.13: Paras tulos kolmen suorakaiteen kuvalla. Parametrit: φ =
(0,01; 0,01; 0,01; 0,01; 1) ja σ = 0,1, otoskoko: 800 000, vertailuluku: r = 29,658 ja
hyväksymissuhde: s = 2,378%. 49
Kuva 7.14: Toteutuksen ajon kehitys kahden suorakaiteen kuvalla. Parametrit: φ =
(0,01; 0,01; 0,01; 0,01; 1) ja σ = 0,07. Otoskokona 1 000 000, kuvat väleiltä 10 000, 50
000, 100 000, 200 000, 400 000, 600 000 ja 800 000 ja jokaisesta laskettu vertailuluku r.
Lopullinen hyväksymissuhde oli 22,304%.
7.12 ja 7.13. Kummassakin tapauksessa hyväksymissuhde on jäänyt matalaksi eikä tulos
luultavasti ole toistettavissa.
7.3 Usea erillinen suorakaide, kun erillisyyttä ei kerrota
Toteutusta testattiin kahdella erillisellä suorakaiteella myös ilman, että toteutukselle ker-
rottiin niiden olevan erilliset. Taulukossa 7.4 on eri parametreilla saatuja tuloksia, kun
toteutus on ajettu kahden suorakaiteen kuvilla. Sinisellä on merkitty testit, joiden vertai-
luluvuksi on saatu alle 25.
Koska näissä testeissä ei suorakaiteiden päällekkäisyys ollut hylkäysperuste, saatiin sa-
moilla parametreilla jopa viisi prosenttiyksikköä suuremmat hyväksymissuhteet kuin vas-
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Kaksi suorakaidetta ilman erillisyysvaatimusta
Otoskoko
100 000 200 000 300 000 400 000 600 000
σ = 0,03 r = 191,503 r = 171,385 r = 197,232 r = 204,775 r = 203,061
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 53,407 s = 53,462 s = 53,930 s = 53,696 s = 53,529
σ = 0,05 r = 141,789 r = 51,047 r = 47,439 r = 83,9162 r = 96,359
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 60,556 s = 50,283 s = 49,610 s = 50,869 s = 51,6275
σ = 0,05 r = 47,290 r = 52,548 r = 63,152 r = 48,182 r = 46,269
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 21,299 s = 21,242 s = 21,877 s = 20,957 s = 21,344
σ = 0,05 r = 152,072 r = 48,771 r = 82,369 r = 44,050 r = 44,135
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 31,64 s = 21,495 s = 22,657 s = 21,165 s = 20,999
σ = 0,06 r = 141,886 r = 154,919 r = 30,066 r = 28,813 r = 31,671
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 50,76 s = 52,140 s = 35,872 s = 30,168 s = 36,157
σ = 0,06 r = 197,816 r = 142,302 r = 27,801 r = 35,527 r = 27,699
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 17,904 s = 24,384 s = 10,594 s = 10,671 s = 10,640
σ = 0,06 r = 146,873 r = 142,557 r = 143,808 r = 24,436 r = 28,216
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 24,485 s = 24,271 s = 24,025 s = 10,142 s = 10,319
σ = 0,09 r = 55,373 r = 42,694 r = 18,594 r = 17,531 r = 146,283
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 12,662 s = 12,745 s = 12,315 s = 12,251 s = 28,562
σ = 0,09 r = 143,234 r = 19,048 r = 160,301 r = 146,010 r = 145,298
φ = (0,02; 0,02; 0,02; 0,02; 2) s = 7,34 s = 1,292 s = 0,615 s = 7,228 s = 6,593
σ = 0,1 r = 141,107 r = 142,481 r = 142,692 r = 143,591 r = 30,856
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 49,055 s = 48,747 s = 48,347 s = 49,087 s = 33,288
σ = 0,1 r = 115,660 r = 139,840 r = 16,419 r = 146,019 r = 20,331
φ = (0,005; 0,005; 0,01; 0,01; 1) s = 21,279 s = 35,150 s = 22,37 s = 38,103 s = 22,542
σ = 0,1 r = 210,436 r = 48,848 r = 37,195 r = 20,794 r = 31,584
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 6,141 s = 9,190 s = 8,821 s = 8,618 s = 8,903
σ = 0,15 r = 129,298 r = 116,370 r = 44,278 r = 139,086 r = 138,843
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 16,983 s = 13,290 s = 13,642 s = 28,555 s = 12,811
Taulukko 7.4: Tuloksia kahdella suorakaiteella, kun toteutus on ajettu ilman, että toteu-
tukselle on kerrottu niiden olevan erilliset. s on hyväksymissuhde ja r on vertailuluku eli
alkuperäisen ja saadun kuvan erotuksen normi.
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Kuva 7.15: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 2) ja σ = 0,03, otoskoko: 300 000,
vertailuluku: r = 197,232 ja hyväksymissuhde: s = 53,929%.
taavilla erillisyystarkistuksen kanssa. Lisäksi usein kaksi näytejonon keskiarvoista muo-
dostettua suorakaidetta edustivat samaa alkuperäisen kuvan suorakaidetta.
Kaikki tulokset hyväksymisasteen keskihajonnalla 0,03 saivat aikaan kuvan 7.15 kal-
taisen tilanteen, jossa muuttujien keskiarvoista muodostetut suorakaiteet ovat päällekkäin
keskellä kuvaa. Tämä johtuu liian pienestä σ:sta, joka sallii muuttujien liiallisen vaihte-
lun. Tällöin näytejonossa olevista muuttujista muodostuvat suorakaiteet saattavat vaihtaa
paikkoja keskenään.
Kun σ oli isompi, saattoi toteutus löytää suorakaiteista vain toisen. Esimerkiksi ku-
vassa 7.16 on otoskoolla 100 000 saatu kaksi suorakaidetta päällekkäin toisen alkuperäisen
kuvan suorakaiteista päälle. Näin saattoi tapahtua riippumatta σ:sta. Tuloksissa tämä
näkyy isona vertailulukuna. Jos vertailuluvuksi on saatu yli 100, voi olettaa, että tulos-
kuvassa näkyy vain yksi suorakaide.
Edellä mainittu vain toisen suorakaiteen löytyminen vaikutti selvästi myös hyväksy-
missuhteeseen. Hyväksymissuhde oli jopa 15 prosenttiyksikköä suurempi, jos näytejonon
suorakaiteista muodostui kuva, jossa oli päällekkäiset suorakaiteet yhden alkuperäisen
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Kuva 7.16: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 2) ja σ = 0,09, otoskoko: 100 000,
vertailuluku: r = 143,234 ja hyväksymissuhde: s = 7,34%.
Kuva 7.17: Paras tulos ilman erillisyystarkistusta saatiin parametreilla: φ =
(0,005; 0,005; 0,01; 0,01; 1) ja σ = 0,1, otoskoko: 300 000, vertailuluku: r = 16,419 ja
hyväksymissuhde: s = 22,37%.
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Kuva 7.18: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 1) ja σ = 0,05, otoskoko: 300 000,
vertailuluku: r = 119,191 ja hyväksymissuhde: s = 30,519%.
suorakaiteen päällä.
Paras vertailuluku 16,4191 saatiin, kun σ oli 0,1, otoskokona 300 000 ja kun sijain-
nin parametreina oli 0,005, koon parametreina 0,01 sekä kierron parametrina 1. Paras
tulos näkyy kuvassa 7.17. Hyväksymissuhteeksi saatiin tässä 22,37%, mikä on lähellä op-
timaalista. Samoilla parametreilla on saatu toinenkin hyvä tulos, mutta muut ovat testit
lähteneet väärään suuntaan ja päätyneet tuloskuvaan, jossa molemmat keskiarvon muo-
dostamat suorakaiteet ovat saman alkuperäisen suorakaiteen päällä.
7.4 Osin päällekkäin menevät suorakaiteet
Jos alkuperäisessä kuvassa suorakaiteet ovat osin päällekkäin, muodostuu alla olevan suo-
rakaiteen päälle varjo päällimmäisenä olevasta. Tämä varjo näkyy myös mittaustulok-
sessa vaaleana suikaleena, mutta se ei häirinnyt toteutuksen testejä. Koska suorakaiteet
menevät päällekkäin, ei tietenkään toteutukseltakaan vaadita muuttujista muodostuvien
suorakaiteiden erillisyyttä.
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Kuva 7.19: Parametrit: φ = (0,02; 0,02; 0,02; 0,02; 1) ja σ = 0,07, otoskoko: 400 000,
vertailuluku: r = 113,924 ja hyväksymissuhde: s = 9,038%.
Menetelmää on testattu osin päällekkäisten suorakaiteiden kuvilla hyväksymisasteen
keskihajonnan σ ollessa vähintään 0,04 ja otoskokoon ollessa vähintään 100 000. Sijainnin
ja koon parametreja vaihdeltiin alkaen luvusta 0,005 ja kierron alkaen ykkösestä. Tau-
lukossa 7.5 näkyvät vertailuluvut ja hyväksymissuhteet tapauksissa, jossa suorakaiteet
olivat päällekkäiset. Sinisellä on merkitty vertailuluvut, jotka ovat alle 25.
Päällekkäisyydestä johtuen liian pienellä σ:lla menetelmä saa aikaan kaksi täysin pääl-
lekkäistä suorakaidetta alkuperäisen kuvan suorakaiteiden keskikohdalle. Tällöin menetel-
mä on hyväksynyt suuremmat muutokset kandidaateissa ja käytännössä kaksi kandidaatin
esittämää suorakaidetta esittävät vuoroin kumpaakin mittaustuloksessa olevaa suorakai-
detta.
σ:n arvolla 0,07 saatiin muuttujien keskiarvoista täysin päällekkäiset suorakaiteet osal-
la testeistä ja tätä pienemmillä σ:lla joka kerta. Kuvassa 7.18 on esimerkki mainitusta ti-
lanteesta, kun σ = 0,05. Tässä kuvassa hyväksymissuhde on yli 30% ja näytejonon muut-
tujista saatavat suorakaidekuvat ovat vaihdelleet paikkoja jatkuvasti. Kuvan 7.19 tapauk-
sessa taas σ oli 0,07, ja hyväksymissuhde paljon haluttua pienempi. Silti näytejonon ku-
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Kaksi osin päällekkäin olevaa suorakaidetta
Otoskoko
100 000 200 000 300 000 400 000 600 000
σ = 0,04 r = 118,376 r = 121,774 r = 119,356 r = 118,496 r = 120,848
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 44,634 s = 44,565 s = 44,767 s = 44,650 s = 44,878
σ = 0,05 r = 116,527 r = 117,116 r = 119,191 r = 120,256 r = 118,463
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 32,079 s = 31,551 s = 30,519 s = 31,350 s = 31,556
σ = 0,07 r = 46,040 r = 45,398 r = 79,019 r = 89,878 r = 99,614
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 32,314 s = 32,157 s = 32,891 s = 32,850 s = 32,688
σ = 0,07 r = 101,461 r = 96,963 r = 47,414 r = 113,924 r = 114,390
φ = (0,02; 0,02; 0,02; 0,02; 1) s = 7,56 s = 9,224 s = 8,657 s = 9,038 s = 9,226
σ = 0,1 r = 79,644 r = 51,766 r = 24,851 r = 103,652 r = 22,734
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 38,028 s = 38,084 s = 38,400 s = 36,529 s = 38,038
σ = 0,1 r = 68,972 r = 39,337 r = 25,527 r = 45,701 r = 25,559
φ = (0,005; 0,005; 0,01; 0,01; 1) s = 27,395 s = 28,097 s = 28,229 s = 27,544 s = 28,037
σ = 0,1 r = 60,089 r = 75,712 r = 107,441 r = 36,611 r = 27,794
φ = (0,008; 0,008; 0,005; 0,005; 1) s = 24,076 s = 24,003 s = 21,162 s = 23,476 s = 23,235
σ = 0,1 r = 126,521 r = 203,198 r = 36,150 r = 28,936 r = 26,931
φ = (0,008; 0,008; 0,01; 0,01; 1) s = 16,819 s = 12,260 s = 17,769 s = 17,403 s = 17,461
σ = 0,1 r = 108,900 r = 42,805 r = 123,667 r = 27,076 r = 26,013
φ = (0,01; 0,01; 0,005; 0,005; 1) s = 17,744 s = 16,962 s = 6,821 s = 16,513 s = 16,469
σ = 0,1 r = 48,664 r = 49,698 r = 23,910 r = 27,159 r = 31,563
φ = (0,01; 0,01; 0,01; 0,01; 1) s = 13,119 s = 12,976 s = 12,532 s = 12,497 s = 12,804
σ = 0,15 r = 120,168 r = 123,112 r = 106,616 r = 60,936 r = 146,131
φ = (0,001; 0,001; 0,001; 0,001; 1) s = 52,963 s = 59,951 s = 58,493 s = 62,938 s = 62,126
σ = 0,15 r = 118,305 r = 125,217 r = 21,641 r = 26,547 r = 94,383
φ = (0,001; 0,001; 0,005; 0,005; 1) s = 22,468 s = 18,891 s = 43,903 s = 43,217 s = 38,009
σ = 0,15 r = 82,005 r = 77,319 r = 125,012 r = 30,041 r = 21,470
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 17,098 s = 17,093 s = 16,727 s = 17,640 s = 17,813
σ = 0,2 r = 41,998 r = 92,161 r = 155,498 r = 43,541 r = 81,307
φ = (0,005; 0,005; 0,005; 0,005; 1) s = 8,434 s = 7,134 s = 6,456 s = 8,537 s = 7,800
Taulukko 7.5: Taulukossa on tulokset, kun toteutusta on testattu kuvalla, jossa kaksi suo-
rakaidetta on osin päällekkäin. s on hyväksymissuhde ja r on vertailuluku eli alkuperäisen
ja saadun kuvan erotuksen normi.
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Kuva 7.20: Parametrit: φ = (0,01; 0,01; 0,005; 0,005; 1) ja σ = 0,1, otoskoko: 300 000,
vertailuluku: r = 123,667 ja hyväksymissuhde: s = 6,821%.
vien suorakaiteet ovat onnistuneet vaihtamaan paikkaa pari kertaa ja saavat muuttujien
keskiarvoista muodostetun kuvan vääristymään.
Mitä suurempi σ oli, sitä herkemmin ongelmaksi tuli pitkä burn-in. Esimerkiksi kuvan
7.23 tapauksessa burn-in näyttää olevan jopa 50 000, mikä on todella iso osa näytejonon
pituudesta 300 000. Pitkä burn-in on selvästi vaikuttanut saatuun vertailulukuun. Muut
ajot samoilla parametreilla σ = 0,15 ja φ = (0,005; 0,005; 0,005; 0,005; 1) ovat saaneet
kohtuullisia tuloksia.
Jos arvotussa lähtötilassa muuttujista muodostuu kuva, jossa toinen suorakaide on ai-
van laidassa, saattaa toteutus lähteä väärään suuntaan. Näin kävi esimerkiksi kuvan 7.20
tapauksessa, jossa σ oli 0,1, otoskoko 300 000 ja muut parametrit φ = (0,01; 0,01; 0,005; 0,005).
Vertailuluvuksi jäi isohko 123,667, sillä muuttujista piirrettävistä suorakaiteista toinen on
jumittunut nurkkaan kun toinen taas yrittää peittää molemmat alkuperäisessä kuvassa ol-
leet suorakaiteet. Tämä on vaikuttanut myös hyväksymissuhteeseen, joka on paljon muita
samoilla parametreilla tehtyjen testien hyväksymissuhdetta pienempi.
Paras toteutuksen tulos kuvalle, jossa suorakaiteet olivat osin päällekkäin, saatiin pa-
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Kuva 7.21: Tuloksen kehittyminen osin päällekkäisten suorakaiteiden kuvalla. Parametrit:
φ = (0,006; 0,006; 0,01; 0,01; 1) ja σ = 0,1, otoskoko: 1 000 000, vertailuluku: r = 29,601
ja hyväksymissuhde: s = 23,984%.
rametreilla σ = 0,1 ja φ = (0,005; 0,005; 0,005; 0,005; 1), kun otoskokona oli 600 000. Ver-
tailuluvuksi saatiin 21,470 hyväksymissuhteen pysyessä kohtuullisena 17,813%. Kuvassa
7.22 on esitelty tulos.
Kahdella otoskoon 1 000 000 testiajolla saatiin paremmaksi lopulliseksi tulokseksi r =
29,601, kun parametrit olivat σ = 0,1 ja φ = (0,006; 0,006; 0,01; 0,01; 1). Kuvassa 7.21
näkyy ajon kehitys. Vaikka hyväksymissuhde on optimaalinen, on vertailuluku tässäkin
suuren otoskoon tapauksessa huonompi, kuin parhaat tulokset pienemmillä otoksilla.
Toisen testin kehittyminen alkoi paremmin saaden vielä otoskoolla 400 000 paremman
vertailuluvun 40,427. Tästä kehittyminen jatkui kuitenkin hitaammin. Otoskoolla 600 000
saatiin vertailuluvuksi 36,516 ja otoskoolla 800 000 saatiin 35,265.
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Kuva 7.22: Paras tulos kahdella osin päällekkäisellä suorakaiteella saatiin parametreillä:
φ = (0,005; 0,005; 0,005; 0,005; 1) ja σ = 0,1, otoskoko: 600 000, vertailuluku: r = 21,470
ja hyväksymissuhde: s = 17,813%.
Kuva 7.23: Parametrit: φ = (0,005; 0,005; 0,005; 0,005; 1) ja σ = 0,15, otoskoko: 300 000,
vertailuluku: r = 125,012 ja hyväksymissuhde: s = 16,727%.
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Luku 8
Johtopäätökset
Tutkielman tarkoitus oli perehtyä Markovin ketju Monte Carlo -menetelmään ja terävöit-
tää sen avulla yksinkertaisia geometrisia kuvia. Terävöittäminen tehtiin Matlab ohjelmal-
la, jossa kuvia käsitellään matriiseina.
Koska MCMC-menetelmät perustuvat todennäköisyyksiin ja uusien kandidaattien ar-
pomiseen gaussisen jakauman avulla, saatiin samoilla parametreillä erilaisia tuloksia. Tä-
män huomasi jo yksinkertaisimmilla kuvilla, joissa mukana oli vain yksi suorakaide. Täl-
löin ensimmäisistä arvotuista näytejonon arvoista riippumatta saattoi menetelmä löytää
alkuperäisen kuvan jopa otoskokonaan vain 10 000. Toisaalta samoilla alkuarvoilla ei vält-
tämättä riittänyt otoskokona edes 400 000.
Jos kuvassa oli useampi erillinen suorakaide, saattoi menetelmä löytää näistä vain yh-
den. Tällöin MCMC:n löytämässä kuvassa suorakaiteet olivat joko täysin päällekkäin tai
samaa alkuperäisen kuvan suorakaidetta peitti useampi näytejonon muuttujista muodos-
tettu vierekkäinen suorakaide.
Ensimmäiseen ongelmaan auttoi, kun menetelmälle kertoi, etteivät suorakaiteet mene
päällekkäin. Kandidaattien hylkäyksiä tapahtui enemmän, mutta todennäköisyys kaikkien
suorakaiteiden löytymiselle kasvoi. Toista ongelmaa ei voinut ehkäistä.
Samoilla parametreilla hyväksymissuhde pysyi suunnilleen samana otoskoosta riippu-
matta, kunhan testi sujui ongelmitta. Jos näytejono lähti väärään suuntaan ja löysikin
kahden suorakaiteen sijaan yhden, oli hyväksymissuhde usein paljon onnistunutta testiä
suurempi.
Liian pieni hyväksymissuhde tekee menetelmästä tehottoman. Koska kyseessä on to-
dennäköisyyksiin perustuva menetelmä, saattaa pienellä hyväksymissuhteella saada hy-
viäkin tuloksia. Kuitenkin suurella kandidaattien hylkäysmäärällä näytejonoon tallentuu
samat muuttujan arvot useasti ja se vaikuttaa keskiarvoon. Keskiarvo etenee hitaasti kohti
oikeaa tulosta.
Parhaat tulokset näyttivät tulevan pienillä hyväksymissuhteilla, mutta tämä on toden-
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näköisyyksistä johtuvaa hyvää arpaonnea. Samoilla parametreilla ajettuna saatiin myös
huonoja tuloksia.
Sopivilla parametreilla otoskoot näyttivät olevan tarpeeksi suuret. Näytejonon muut-
tujien lähtemistä väärään suuntaan ei aina voinut välttää, mutta näitä tuloksia ei ole
aina mielekästä pitää vertailukelpoisina. Väärillä parametreilla hyviä tuloksia ei saatu
toistettua, joten otoskokoa olisi pitänyt kasvattaa tulosten laadun varmistamiseksi.
8.1 Yksi suorakaide
Yhden suorakaiteen löytyminen on luonnollisesti helpompaa kuin useamman. Hyvä otos-
koko näytti olevan vain 300 000. Hyväksymissuhteen olleessa optimaalinen, on otoskokoa
tästä kasvattaessa vertailuluku pysynyt suurin piirtein samana.
Optimaalinen hyväksymissuhde voitiin saavuttaa eri parametriyhdistelmillä. Vaikka
hyväksymissuhteeksi saatiin optimaalista 23,4% lähellä oleva luku, ei se silti aina taannut
hyvää tulosta. Kun katsoo taulukosta 7.1 eri otoskoon tuloksia hyväksymisasteen keskiha-
jonnalla 0,1, sijainnin ja koon parametreilla 0,01 ja kierron parametrilla 2, olivat hyväk-
symissuhteet noin 22%. Silti joka toinen testiajo on antanut huonomman tuloksen. Toi-
saalta, jos kierron parametri muutetaan ykköseksi, kasvaa hyväksymissuhde noin yhdellä
prosenttiyksiköllä ja saadaan varmemmin hyviä tuloksia. Tuloskuvia katsellessa kierto
näytti olevan molemmissa tapauksissa sopiva, mutta sijainti ja koko hiukan heittelehtivät.
Parhaan tuloksen hyväksymissuhde on niin pieni, ettei menetelmä ole testatuilla pa-
rametreilla tehokas. Samoilla parametreilla saatiin eri otosko'oilla myös huonoja tuloksia,
joten otoskokoa pitäisi kasvattaa paljon. Kuvasta 7.4 voi päätellä, että näytejonon en-
simmäisen alkion sijainti on varmasti vaikuttanut ja hyvä tulos on vain satunnaisuudesta
johtuvaa hyvää tuuria.
Pienellä σ:lla tuloksena saadussa kuvassa suorakaide näyttää olevan oikealla kohdalla,
mutta usein koko tai kierto on hiukan väärin ja kasvattaa vertailulukua. Kierron para-
metrin muuttaminen ei pienillä σ:lla vaikuttanut tulokseen käytännössä ollenkaan, mutta
sijainnin ja koon parametrien pienentäminen puoleen kasvatti hyväksymissuhdetta yh-
teensä lähes parilla kymmenellä prosenttiyksiköllä.
Myös turhan iso hyväksymissuhde tekee tuloksesta epäluotettavan. Tämän näkee tau-
lukon 7.1 ensimmäisiltä riveiltä, joissa vertailuluku saattaa kasvaa otoskoon kasvaessa.
Otoskokoa pitäisi kasvattaa valtavasti näin isoilla hyväksymissuhteilla. Hyväksymissuh-
detta voisi pienentää kasvattamalla muita parametreja, mutta näytejonon muuttujien
käydessä jo nyt koko aluetta läpi, ei tuntunut mielekkäältä kasvattaa näiden keskiha-
jontaa.
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8.2 Usea erillinen suorakaide
Kun kyseessä on useampi erillinen suorakaide, vaikuttaa tulokseen suorakaiteiden sijain-
nit toisiinsa nähden sekä se, että ovatko ne erilliset ja tietääkö toteutus erillisyyttä. To-
teutus saattaa lähteä väärään suuntaan, kuten kuvassa 7.11 on käynyt. Teorian mukaan
lopulta saadaan oikea tulos, mutta se voi vaatia todella pitkän näytejonon, jos ketju on
päätynyt väärään tilaan. Väärästä tilasta oikeaan suuntaan pääsy voi vaatia ensin mon-
ta pientä muutosta menetelmän mielestä huonompaan suuntaan ja tämä vaatii sopivan
hyväksymisasteen sekä hyvää tuuria.
Vaikka toteutukselle kerrotaan, että suorakaiteet ovat erilliset, voi ne saadussa tulos-
kuvassa mennä päällekkäin. Tuloskuva muodostetaan näytejonojen muuttujien keskiar-
voista, jolloin saadut keskiarvot voivat aiheuttaa päällekkäiset kuvat. Varsinkin pienellä
hyväksymisasteen keskihajonnalla, jolla hyväksymissuhde on suuri, voidaan saada pääl-
lekkäisiä kuvia, jos näytejonon muuttujista muodostettavat suorakaiteet ovat vaihtaneet
paikkoja keskenään.
Kun σ on alle 0,05, on se liian pieni eikä voida saada hyvää tulosta. Liian pieni σ antaa
menetelmälle luvan hyväksyä suuremman määrän kandidaatteja. Kun hyväksymissuhde
kasvaa, hyväksytään isompia muutoksia sisältäviä kandidaatteja ja keskiarvon konvergoi-
mista ei tapahdu.
Lisäksi pienellä σ:lla tapahtui osalla testeistä hetkellinen hylkäysjakso, jolloin menetel-
mä ei hyväksynyt yhtään uutta kandidaattia. Näissä tapauksissa muuttujien keskiarvoista
muodostetuissa kuvissa näytti siltä, että kaksi suorakaidetta ovat sivut vastakkain kiinni
toisissaan. Koska hylkäysjaksoja tuli vain silloin, kun toteutus tiesi suorakaiteiden olevan
erilliset, on hylkäys kenties johtunut siitä, ettei menetelmä ole saanut arvottua muuttujia,
joilla suorakaiteet olisivat erilliset. Tätä tukee myös se, että pieni hyväksymisaste on usein
yhdistetty suurempiin muuttujien keskihajontoihin.
Hylkäysjaksoja ei voida estää. Silti on kyseenalaista, onko hylkäysjakson sisältäviä
tuloksia mielekästä pitää vertailukelpoisina. Millään tietyillä parametreillä ei huomattu
saatavan hylkäysjaksoja herkemmin kuin toisilla.
Useamman suorakaiteen kuvan terävöittäminen vaatii siis suuremman σ:n kuin yhden
suorakaiteen kuvan. Tällöin muita parametreja pitää pienentää, jotta hyväksymissuhde
saadaan pysymään optimaalisena. Muiden parametrien pienentäminen johtaa myös niiden
pienempään vaihteluun ja siksi useampi kandidaatti hyväksytään.
Kahden suorakaiteen kuvilla saatiin hyviä tuloksia kun σ oli 0,07 ja muut parametrit
(0,02; 0,02; 0,02; 0,02; 1), mutta tällöin ongelma oli todella pieni hyväksymissuhde. Kun
muita parametreja pienennettiin hyväksymisasteen kasvattamiseksi, niin tuloksen laatu
heikkeni. Parhaat tulokset saatiin silti σ:n ollessa vähintään tuo 0,07.
Kolmen suorakaiteen kuvilla saatiin niin vaihtelevia tuloksia, ettei hyviä parametreja
tuntunut löytyvän. Liian usein näytejonon muuttujista piirtyvät suorakaiteet eivät koh-
62
danneet alkuperäisessä kuvassa olevia. Sekä vertailuluku että hyväksymissuhde vaihtelivat
liikaa kunnollisen johtopäätöksen tekemiseen.
8.3 Usea erillinen suorakaide, kun erillisyyttä ei kerrota
Kahden suorakaiteen kuvilla testattiin toteutusta myös ilman, että suorakaiteilta vaadit-
tiin erillisyyttä. Tämä johti helposti siihen, että näytejonosta muodostetussa kuvassa kaksi
suorakaidetta olivat päällekkäin. Näin saattoi käydä täysin riippumatta parametreista tai
toteutuksen arpomista ensimmäisistä muuttujista.
On vaikea uskoa, että otoskokoa kasvattamalla, kuvan 7.15 suorakaiteet löytyisivät.
Parametreista johtuen muuttujista muodostettavien suorakaiteiden paikan vaihtelu voi
jatkua äärettömyyksiin. Jos toteutukselle olisi kerrottu suorakaiteiden erillisyys, eivät ne
pääsisi vaihtamaan paikkoja niin helposti. Nyt koska kumpikaan muuttujista saatavista
suorakaiteista ei näytä asettuvan paikalleen, ei lopussa laskettavasta keskiarvosta voi saada
kunnollista tulosta.
Kuvan 7.16 tapauksessa otoskoon kasvattaminen luultavasti auttaisi, sillä jossain koh-
taa toinen muuttujista muodostettava suorakaide siirtyy alkuperäisen kuvan mukaises-
ti toiseen kohtaan. Koska lopullinen tulos lasketaan keskiarvosta, ja nämä ensimmäiset
väärät muuttujan arvot vaikuttavat myös siihen, vaadittaisiin hyvän tuloksen saamiseen
todella suuri otoskoko.
Jos toteutukselle ei kerro suorakaiteiden olevan erilliset, ei mikään takaa hyvää tulosta.
Tästä on helppo havaita prioritietojen tärkeys. Mitä vähemmän tietoa menetelmälle an-
taa, sitä epäluotettavampia tulokset ovat. Teorian mukaan alkutila ei vaikuta menetelmän
toimintaan. Myöskään kuvia tarkastellessa ei alkutilanteen huomattu vaikuttavan loppu-
tulokseen. Ei edes siihen, olivatko keskiarvoista muodostetussa tuloskuvassa suorakaiteet
päällekkäin.
8.4 Osin päällekkäin menevät suorakaiteet
Tapauksessa, jossa alkuperäisessä kuvassa on kaksi suorakaidetta osin päällekkäin, vaikutti
parametrien valinta samalla tavoin kuin muissakin tapauksissa. Parhaat tulokset saatiin
suuremmilla σ:n arvoilla, mutta tällöin hyväksymissuhde helposti tippui alle optimaalisen.
Suurimmassa osassa osin päällekkäisten suorakaiteiden testiajojen kuvista toisen suo-
rakaiteen leveys tai korkeus näyttää vaihdelleen reilusti koko näytejonon pituudelta. Esi-
merkiksi kuvassa 7.22 näyttää toisen suorakaiteen leveys-muuttuja etsineen paikkaansa.
Kuvan testi on kuitenkin saanut parhaan vertailuluvun. Paikkaansa etsinyt suorakaide
on siis kuvassa päällimmäisenä ollut suorakaide. Kyse on alkuperäisessä kuvassa päällim-
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mäisenä olleesta suorakaiteesta. Koska suorakaide menee toisen päälle, voi sen pituus tai
leveys muuttua vaikuttamatta tulokseen.
Jos σ on liian pieni, hyväksytään näytejonon muuttujista muodostuvien suorakaitei-
den paikan vaihtelu alkuperäiseen kuvaan nähden ja tätä tapahtuu loputtomasti. Kuvien
7.18 ja 7.19 kaltaisissa tapauksissa ei otoskoon kasvattaminen luultavasti auttaisi. Hyväk-
symissuhde pitäisi saada pienemmäksi, mutta muita parametreja kasvattamalla vaihtelu
lisääntyy entisestään.
Suuremmilla σ:n arvoilla paikanvaihto-ongelma ei vaivannut lähes ollenkaan. σ:n olles-
sa vähintään 0,1 saatiin selvästi parempia vertailulukuja. Hyväksymissuhteiden vaihtelu
ei näyttänyt vaikuttavan tulosten laatuun.
Silti σ:n ollessa suurempi, muodostui ongelmaksi pitkä burn-in. Tämä vaikutti selvästi
vertailulukuun heikentävästi. Kun hyväksymisasteen keskihajonta on iso, pitäisi burn-in
jakson pituutta kasvattaa. Edelleen ongelma on, että burn-inin pituudesta ei ole takeita,
joten burn-in jakson pituuden riittävyyttä ei voida taata.
8.5 Yhteenveto
Käyttäjän antamat parametrit vaikuttivat tuloksiin paljon. Silti hyväksymisasteen keski-
hajonnalle ja kandidaattijakauman keskihajonnoille oli vaikeaa löytää optimaaliset arvot.
Kun hyväksymisasteen keskihajontaa kasvatti, piti samalla pienentää kandidaattijakau-
man keskihajontoja. Hyvilläkin arvoilla testi saattoi epäonnistua eikä optimaalinen hy-
väksymisaste taannut hyvää tulosta.
Kuvien terävöittämiseen MCMC-menetelmien avulla vaadittaisiin paremmat priori-
tiedot kuvasta, kuin tutkielmassa on ollut. Pelkkä kuvioiden lukumäärä tai kuvioiden
erillisyys ei ole riittävä tieto. Esimerkiksi kuvioiden sijaintia, kokoa tai kulmaa x-akselin
suhteen voitaisiin rajata enemmän.
Menetelmää olisi mielenkiintoista kokeilla myös muilla kuvioilla. Esimerkiksi ympy-
rällä, joka olisi suorakaidetta yksinkertaisempi muoto, saatettaisiin saada täysin erilaisia
tuloksia. Monikulmioiden kanssa menetelmä olisi haastavampi ja myös mielekästä tutkia.
Rakenteeltaan monimutkaisempiin kuviin menetelmä saattaa olla liian tehoton. Prio-
ritietoa kuvista pitäisi olla valtavasti ja se pitäisi saada ilmaistua jakaumin. Oikeiden pa-
rametrien löytämiseen menee aikaa, joten mitä enemmän parametreja, sitä hankalampaa
löytyminen on.
Suorakaiteita sisältävät kuvat olivat suhteellisen yksinkertaiset vain viidellä muuttujal-
la (sijainti x-akselin ja y-akselin suhteen, leveys, korkeus ja kiertokulma). Silti menetelmä
olisi kaivannut lisää testejä ja suurempia otoskokoja. Tutkielmassa esitellyistä testeistä
suurin osa sai huonoja tuloksia. Parhaat tulokset saaneita pitäisi testata vielä lisää.
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