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We show theoretically that a lattice of exciton-polaritons can behave as a life-like cellular automa-
ton when simultaneously excited by a continuous wave coherent field and a time-periodic sequence
of non-resonant pulses. This provides a mechanism of realizing a range of highly sought spatiotem-
poral structures under the same conditions, including: discrete solitons, oscillating solitons, rotating
solitons, breathers, soliton trains, guns, and choatic behaviour. These structures can survive in the
system indefinitely, despite the presence of dissipation, and allow universal computation.
Exciton-polaritons are quasiparticles typically formed
in microcavities where light hybridizes with excitons con-
tained in quantum wells. As a result of this hybridization,
(exciton)-polaritons have been used to study a variety
of fundamental nonlinear effects, with a general motiva-
tion of reaching optoelectronic devices [1]. To give a few
examples, a large body of work was focused on the cre-
ation and control of polariton solitons [2–7], which were
conjectured to play a role in devices [8–10] with some
soliton logic gates constructed [11]. In parallel, polari-
tons were found to form spatial patterns [12–16], where
topologically stable structures were considered as a mem-
ory [17, 18] and pattern transitions could effectively com-
pose switches [19]. There has also been a growing interest
in studying polaritons in periodic potentials [20], which
have allowed the routing of polaritons [21, 22], gap and
lattice solitons [23–25], and the formation of spin-ordered
patterns [26] for information processing.
While the aforementioned works are promising for po-
laritonic devices in principle, a complication in apply-
ing the aforementioned phenomena is that they have
been found under different conditions in different param-
eter ranges. Here, we consider whether solitons, stable
structures, and evolving patterns can co-exist under the
same conditions, together with the analogues of a vari-
ety of other soliton-related structures studied separately
in the literature, including: oscillating solitons and pat-
terns [27–29]; guns [30] and soliton trains [6, 8, 9]; soli-
ton explosions [31]; and backward radiation emitting soli-
tons [32]. We also aim for polariton solitons and related
structures to exist indefinitely [33] [17], beyond the finite
polariton lifetime, and survive the presence of noise and
disorder. To reach these aims, we attempt to associate a
polariton lattice to a cellular automaton.
Cellular automata emerged as one of the first defini-
tions of artificial life [34], where they showed how remark-
ably complex behaviour associated to living organisms
such as movement, growth, and replication can appear
from apparently simple update rules applied on a lattice.
The most commonly studied versions operate with square
lattices, with each lattice site existing in one of two states
typically referred to as “alive” or “dead”. An update rule
is applied repeatedly, where the state of each lattice site
is updated depending on its own state and the state of
its neighbours. The update rule defines the complex-
ity of the corresponding automaton, which is typically
associated to one of four classes of increasing complex-
ity. Sufficiently complex automata are known for form-
ing spatial patterns, self-localized structures (i.e., soli-
tons), gliders or spaceships (i.e., propagating solitons),
breathers (i.e., oscillating solitons) and guns (that gener-
ate soliton trains). Cellular automata have applications
in image processing (e.g., restoration and edge detection)
and those belonging to the most complex class (class 4)
are typically universally (Turing) complete. Life-like au-
tomata are defined as those where the update rule is
based on the number of neighbouring alive states, in-
dependent of their relative position. Famous examples
include Conway’s life and “Life without death”, which
are universally complete class 4 automatons.
There are reasons to expect that polaritons could op-
erate as life-like automata. First, they can be confined
in square lattices [24, 35, 36]. Second, under continu-
ous near-resonant coherent excitation, polaritons exhibit
bistability [6, 37], such that each site in a lattice would
be in a high intensity (i.e., “alive”) or low intensity (i.e.,
“dead”) state for as long as the resonant excitation is
maintained [38]. Furthermore the nonlinearity of polari-
tons suggests a potential for non-trivial behaviour, as the
aforementioned works have demonstrated, however, it is
a highly non-trivial question as to whether the nonlin-
earity can result in any complex automaton rules.
In addition to continuous near-resonant excitation,
we consider the effect of non-resonant pulses applied
to the system. As far as we know, such dual near-
resonant/non-resonant excitation was not considered be-
fore, while near-resonant excitation at multiple frequen-
cies was studied (e.g., for switching processes [39]). Re-
markably, each pulse is found to initiate one update
according to a life-like automaton rule, making use
also of the spin-dependent interactions between polari-
tons [40] and recently realized spin-orbit coupling in lat-
tices [41, 42]. This provides a platform for merging many
of the separately studied soliton-related polariton phe-
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FIG. 1: (a) Schematic diagram of a square lattice formed
by coupled cells, which each support two kinds of polariza-
tions (σ±). (b) Each cell interacts with eight neighbours
(corresponding to its Moore neighborhood), which provide
an effective driving, Feff . This field depends on how many
neighbours are alive and on the constant field F−. (c) Single
cell stationary solutions (given by Eq. 2) with and without
the influence of ψ−. Note that a non-zero population of σ−
particles raises the threshold intensity for reaching the higher
ψ+ state. Parameters: ∆ = 3. The vertical grey line shows
the fixed continuous driving for which there are two stable
solutions (dashed curves correspond to unstable states). (d)
Neighbour dependent values of the ψ− field caused by the ef-
fective driving, Feff , with and without the driving field F−.
We consider here a cell initially in the lower intensity (dead)
ψ+ state. Colours represent different numbers of neighbours
in the higher intensity (alive) ψ+ state. Parameters: J = 0.01,
α2 = −1.
nomena in microcavities and such combination shows
most clearly their prospects for information processing:
we find that polariton solitons are universally complete.
Scheme.— Figure 1(a) shows a schematic illustration
of a square lattice of polariton resonators (e.g., micropil-
lars [20]), which we will call “cells”. Each cell supports
one of two polariton spin components (σ±), represented
by the wavefunction ψn±, which evolves according to the
driven-dissipative nonlinear Schro¨dinger equation:
i
∂ψn±
∂t
=
(
−∆ + |ψn±|2 + α2|ψn∓|2 + iP±(t)− i
2
)
ψn±
+ J
∑
〈m〉
ψm,∓ + F± (1)
Here ∆ represents an energy detuning between a driving
laser field, with circularly polarized components F±, and
the resonant polariton energy. Spin-dependent interac-
tions are accounted for, where the interaction strength
between polaritons of parallel spin is scaled to unity
(through appropriate choice of scale of ψn±) and α2 rep-
resents the relative strength of interactions between po-
laritons with antiparallel spin. P±(t) represents a gain
in the system, which may be generated through a non-
resonant pulse with different spin components. The term
−i/2 accounts for polariton dissipation (the strength of
which is accounted for in choosing the units of time as
the inverse dissipation rate).
We assume that each cell is coupled to its eight nearest
neighbours (i.e., its Moore neighbourhood; see Fig. 1(b))
through a spin-orbit coupling. In principle the spin-orbit
coupling can be tuned through the design of the mi-
crocavity structure in the intermediate region between
cells [41, 42]. We assume an equivalent coupling for all
neighbours (which requires that the effective potential for
diagonal connections is engineered differently for horizon-
tal/vertical connections) and that the coupling is such
that neighbours couple through opposite spin states.
It is instructive to consider first the single cell be-
haviour (J = 0). In the stationary limit (with no pulse;
P±(t)=0), the stationary states of Eq. 1 excited by a
purely σ+ circular polarized field (F− = 0) show a well-
known S-shaped dependence [37](see Fig. 1(c)) of the po-
lariton intensity |ψ+|2 on the driving field intensity |F+|2,
given by:[
(−∆ + n+ + α2n−)2 + 1/4
]
n+ = |F+|2 (2)
where n± = |ψ±|2. We fix F+ throughout so as to remain
in the bistable regime, where each cell must adopt either
a high intensity (“alive”) or low intensity (“dead”) state
in the stationary limit. It is notable that the shape of
the S-shaped curve depends on the detuning, ∆, which
is effectively renormalized by the implantation of a pop-
ulation of σ− polarized polaritons via the α2 dependent
term in Eq. 1 (see Fig. 1(c)).
In the limit of finite but small coupling between cells
(J  1), the coupling can be considered as a perturba-
tion. It enters as an effective driving for σ− polarized po-
laritons, where the field ψn− is driven by J
∑
〈m〉 ψm,+,
according to Eq. 1. It is important that this field de-
pends on the state of neighbouring cells, such that each
cell is influenced based on how many of its neighbours are
dead or alive (see Fig. 1(b)). In the perturbative limit,
stationary states of σ− polarized polaritons are given by:
ψm− =
Feff
∆− |ψn+|2 − α2|ψn−|2 + i2
(3)
where Feff = J
∑
〈m〉 ψm+ + F−. We focus first on real-
izing the Life without death cellular automaton, which
is characterized by the behaviour that a dead cell be-
comes alive if and only if it has three alive neighbours.
All alive cells remain alive always, such that any pat-
tern developing in this automaton remains fixed. Life
3without death is less complex than Conway’s life, but it
is nevertheless sufficient for universal computation. Fig-
ure 1(d) (lower points) shows the stationary states of
ψn− for the case where a cell is initially dead and has
different numbers of alive neighbours. Choosing now a
finite F− will shift the stationary states and we choose
F− = −J (3ψalive + 5ψdead), where ψalive and ψdead rep-
resent the expected amplitudes of alive and dead neigh-
bouring cells. This driving field, which will be fixed
throughout, shifts the intensity of σ− polarized polari-
tons to zero when a given cell has exactly three neigh-
bours alive and otherwise leaves a finite intensity as
shown in Fig. 1(d). Recalling Fig. 1(c), the S-shaped
curve describing stationary states of σ+ polarized polari-
tons should now be shifted if a cell has any number of
neighbours alive other than three.
Having modified the stationary states of a cell in a
neighbour-dependent way, we now consider the action
of a non-resonant pulse applied to the system, P±(t) =
P±e−ΓRt. Physically, the pulse excites an exciton reser-
voir (with two different spin components) and we take
the pulse as a decaying exponential to represent decay of
the reservoir (with decay rate ΓR). The two spin com-
ponents of the pulse serve different purposes. The σ−
component amplifies the up until now weak population
of σ− polaritons, so that their neighbour dependent in-
tensity has a more significant effect. At the same time,
the σ+ component attempts to switch the state of σ+ po-
larized polaritons to the alive state by adding σ+ polar-
ized polaritons to the system. Remarkably, we find that
(for well-chosen parameters) such switching is only pos-
sible when a cell has three alive neighbours, as shown in
Fig. 2. For any number of neighbours different to three,
the shift in the S-shaped curve has raised the threshold
population needed to switch to the higher intensity state,
such that the non-resonant pulse is insufficient.
While our scheme may appear complicated, involving
different components of the coherent driving field F+ and
F− as well as components of the non-resonant pulse P+
and P−, we note that these just correspond to continuous
excitation of the system with an elliptically polarized con-
tinuous wave laser and the application of an elliptically
polarized pulse. Indeed such pulse induced switching of
a system driven by a continuous wave driving field is well
within the limits of current technology [26, 38, 39, 43, 44].
Conway’s life and other cellular automata.— We
varied the parameters P+ and P− and found that differ-
ent automata rules were possible. For example, the rule
where a cell is born if it has three neighbours and sur-
vives if and only if it has less than seven neighbours alive
was possible (see the supplemental material). This spe-
cific rule has not appeared in the literature although we
found that it is also universally complete. More impor-
tantly, the presence of this rule shows that it is possible to
realize the behaviour of overpopulation, where a cell dies
if too many of its neighbours are alive (seven or eight in
(b)(a)
FIG. 2: (a) Time evolution of ψ+ after the application of a
non-resonant pulse. The upper solid line (violet color) repre-
sents the higher intensity stable state and the lower solid line
(violet color) represents the lower intensity state. The dotted
line represents the unstable intermediate intensity state. The
figure shows a switching to the higher intensity state if a cell
has three neighbours alive, while otherwise it remains in the
lower intensity state. (b) Plot of the σ+ intensity vs the de-
caying non-resonant pulse intensity for different numbers of
alive neighbours. Parameters: ΓR = 1.
the present case). This is a behaviour associated to more
complex automata.
Conway’s life requires that a cell is born if it has three
neighbours and survives if and only if it has two or three
neighbours alive. Fig. 3 shows the numerically calculated
probability for a cell to be born or to survive if it has a
specific number of neighbours alive, where we have ad-
justed the field F− to F− = −J (2.8ψalive + 5.2ψdead).
This gives a slight bias to allow the cell with two alive
neighbours to survive and we find that for larger pulse
intensity Conway’s life is obtained (see, e.g., the red
marker in Fig. 3). Fig. 4 shows the dynamics under a
non-resonant pulsed excitation for different numbers of
neighbours, confirming that Conway’s life is attained in
the system.
Solitons & Patterns.— Having established the pres-
ence of complex cellular automata, we show a few exam-
ples of the structures that can be formed in the system.
The rule corresponding to Conway’s life is known to sup-
port stable self-localized states (Fig. 5(a)) in analogy to
the solitons considered in Ref. [25]. As we operate on a
lattice, these can be considered as discrete solitons [45],
which are also dissipative [33]. These solitons are perma-
nent in the system so long as the near-resonant driving
field is applied; they do not decay even accounting for
the finite polariton lifetime. Another simple example is
shown in Fig.5(bi,bii), which illustrates a rotating soliton
(upon each automaton update a line of 3 cells alternates
from lying horizontal and vertical).
Conway’s life also supports propagating oscillating soli-
tons, known as gliders or spaceships (see Fig. 5(ci-cv)),
which can be generated in a train using a glider gun
(Fig. 5(di,dii)). Collisions between gliders give rise to
the formation of a very wide variety of intricate struc-
tures, such as exploding patterns (Fig. 5(ei,eii), cf. [31]),
4FIG. 3: Variation of automaton rules with P+ and P−. Each
plot shows the probability for a cell that is initially dead (up-
per nine plots) or initially alive (lower nine plots) to finish
in an alive state after the application of a pulse for different
numbers of neighbouring (initially) alive cells (given by the
labels in the top-right corners of each plot). White corre-
sponds to parameters (P+, P−) for which a cell finishes in the
alive state, while grey corresponds to parameters for which a
cell finishes in the dead state. The red spot indicates a pa-
rameter choice for which Conway’s life appears. Parameters:
F− = −J(2.8ψalive + 5.2ψdead).
puffer trains (Fig. 5(fi,fii), cf. [32]), and the possibility
of ordered or chaotic patterns (see the supplemental ma-
terial, c.f. [29]). The proof of universal completeness of
cellular automata can be established considering signals
(b)(a)
FIG. 4: Dynamics of |ψ+|2 under pulsed excitation for a cell
initially dead (a) or alive (b). The different coloured curves
correspond to different numbers of neighbours (initially) alive.
Note that only configurations where a cell has three alive
nieghbours, or where a cell was initially alive and has two
alive neighbours results in the cell being alive at the end of
the pulse. Parameters were chosen according to the red spot
in Fig. 3.
carried by “ladders” as shown in the supplemental mate-
rial.
Disorder.— Polariton solitons should be affected by
disorder, which is inevitably present in real systems, and
in principle this limits the time or distance over which
a moving soliton can propagate. While the stationary
states plotted in Fig. 1(c) can be shifted in the presence of
disorder, it is notable that bistability survives over some
range of detunings, ∆. Furthermore, introducing a distri-
bution of values of ∆ varying from site-to-site we found
that cellular automaton rules could persist provided that
the strength of disorder is below a finite threshold (see
the supplemental material).
Conclusion.— We have shown theoretically that
when a particular stimulus is applied to a polariton lat-
tice, namely a series of non-resonant excitation pulses,
artificial life appears in the form of a cellular automa-
ton. This allows the realization of a variety of fundamen-
tal nonlinear optical structures under the same condi-
tions, such as solitons, oscillating solitons, breathers, and
various patterns. The complexity that arises from the
combination of these phenomena is encapsulated within
the simple update rules of the automaton. This further
shows that (discrete) polariton solitons are universally
complete, even in the presence of dissipation.
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