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Clebsch variational principles in field theories and
singular solutions of covariant EPDiff equations
Franc¸ois Gay-Balmaz1
Abstract
This paper introduces and studies a field theoretic analogue of the Clebsch
variational principle of classical mechanics. This principle yields an alternative
derivation of the covariant Euler-Poincare´ equations that naturally includes co-
variant Clebsch variables via multisymplectic momentum maps. In the case of
diffeomorphism groups, this approach gives a new interpretation of recently de-
rived singular peakon solutions of Diff(R)-strand equations, and allows for the
construction of singular solutions (such as filaments or sheets) for a more general
class of equations, called covariant EPDiff equations. The relation between the
covariant Clebsch principle and other variational principles arising in mechanics
and field theories, such as Hamilton-Pontryagin principles, is explained through
the introduction of a class of covariant Pontryagin variational principles in field
theories.
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1 Introduction
Variational principles are of central importance in mechanics and field theories, as il-
lustrated by Hamilton’s principle of critical action, stating that the Euler-Lagrange
equations are obtained by computing the critical curves, or the critical sections, of the
action functional. On the Hamiltonian side, the canonical Hamilton equations of clas-
sical mechanics can also be obtained via a variational principle, the so called Hamilton
phase space principle. This principle extends to the field theoretic context in a natural
way since the multisymplectic Hamilton equations can be characterized as the critical
sections of an action functional defined with the help of the Hamiltonian density and
the Cartan form.
Variational principles also arise naturally in optimal control theory, via the Pontrya-
gin maximum principle. Under some assumptions, one can characterize the extremals
of optimal control problems as the critical points of a functional obtained from the La-
grange multipliers theorem, e.g. [2]. Such a functional is obtained by adding to the cost
function of the problem, the control equation constraint multiplied by a costate vari-
able. This variational principle generalizes naturally to the case of nonlinear optimal
control problems whose control function takes value in a fiber bundle, e.g. [29]. It will
be referred to as the Pontryagin variational principle.
Based on earlier works on geometric optimal control theory such as, e.g., [9], [4],
[3], [6], [8], [30], [17], a particular class of optimal control problems and variational
principles associated to group actions was introduced and studied in [24], under the
name of Clebsch optimal control problem. The main feature of this class of problems
is that the control function takes values in the Lie algebra of the acting Lie group
and that the constraint ODE consists in imposing the state of the system to evolve
according to the infinitesimal action of the control function. The variational principle
associated to this class of problems, called Clebsch variational principle, provides an
alternative derivation of the Euler-Poincare´ equations of classical mechanics based on
Clebsch variables (as defined by [37]). Moreover, this approach unifies and generalizes a
wide range of examples appearing in the literature such as the symmetric formulation of
N -dimensional rigid body, optimal control for ideal flow using the back-to-labels map,
double bracket equations associated to symmetric spaces, and optimal control problems
in imaging science.
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In a similar way with the Pontryagin variational principle arising in optimal control
problems, the Hamilton-Pontryagin principle of classical mechanics is a modification
of Hamilton’s principle that includes the Legendre transform as a constraint in the
action functional, see [39]. This principle combines variables from both the Lagrangian
and Hamiltonian formulations and is especially appropriate to deal with degenerate
Lagrangians. Using similar ideas, a field theoretic version of this principle has been
recently formulated in [40].
The first goal of the present paper is to introduce and study a new class of varia-
tional principles for field theories, called covariant Clebsch variational principle and to
illustrate the applicability of this principle to a wide range of examples both in the finite
or infinite dimensional situation. A main example, inspired by the recent work [32],
being given by the construction of singular solutions for the covariant Euler-Poincare´
equations on diffeomorphism groups. The second goal of the paper is to present the
unifying geometric framework underlying all the variational principles mentioned above
(Hamilton phase space principle, Hamilton-Pontryagin principle, Pontryagin principle,
Clebsch principle) both in the context of classical mechanics and for field theories.
Plan of the paper. In Section 2 we present some background material needed for the
rest of the paper. We first review the definition and the main properties of the Clebsch
variational principle in mechanics. In particular, we explain how the Euler-Poincare´
equations are obtained from the stationarity conditions and mention the occurrence of
Clebsch variables and collective Hamiltonian. Then we present basic facts about classical
field theory, such as jet bundles, covariant Euler-Lagrange and Hamilton equations, and
covariant momentum maps. Finally, we recall the process of covariant Euler-Poincare´
reduction on a trivial principal bundle and relate the spacetime decomposition of these
equations with the G-strand equations of [32]. In Section 3 we introduce the covariant
Clebsch variational principle and study its main properties. In particular, we present
the stationarity conditions, explain their covariant Hamiltonian formulation through
the introduction of a collective Hamiltonian via the covariant momentum map, and
show that they yield the covariant Euler-Poincare´ equations. In Section 4 we apply
the covariant Clebsch variational principle to various particular cases of special interests
such as the case of a trivial fiber bundle, the case of group translations, and the case
of a linear action. In the case of diffeomorphism groups, this approach gives a new
interpretation of recently derived singular peakon solutions of Diff(R)-strand equations,
and allows for the construction of singular solutions for a more general class of equations,
called covariant EPDiff equations. We also consider the covariant version of the Euler
equations for perfect fluids, called covariant EPDiffvol equations and provide covariant
Clebsch variables for these equations. Finally, in Section 5 we present a class of covariant
variational principles for field theories that underlies the covariant Clebsch variational
principle and other known principles such as the Hamilton phase space principle and
the Hamilton-Pontryagin principle, both in their classical and covariant form.
3
2 Preliminaries
In this section we review some needed facts concerning the Clebsch variational principle
in mechanics and the multisymplectic geometry of classical fields.
2.1 The Clebsch variational principle in mechanics
Recently, a particular class of geometric optimal control problems associated to Lie
group actions has been considered and studied in [24], see also [17], in relation with
variational principles and Clebsch variables in mechanics. The main feature of this class
of problems is that the control function takes values in the Lie algebra of the acting
Lie group and that the constraint ODE consists in imposing the state of the system to
evolve according to the infinitesimal action of the control function. It was shown that the
necessary condition for an optimal solution, obtained via the Pontryagin maximum prin-
ciple, naturally encodes a Clebsch representation of the momentum variable conjugate
to the control. The associated variational principle is therefore naturally referred to as
the Clebsch variational principle. It is reminiscent of the Hamilton-Pontryagin principle
which incorporates, instead of a Clebsch representation, the Legendre transformation,
and enables one to treat degenerate Lagrangian systems, see [39] and references therein.
Both variational principles can be seen as particular instances of the variational principle
for optimal control problems provided in [29] in connection with Pontryagin maximum
principle. This latter variational approach will be adapted to the covariant field theoretic
context in the last section of the present paper.
Various optimal control formulations of mechanical systems were shown in [24] to
arise as particular instances of Clebsch optimal control problems, obtained by an ap-
propriate choice of the Lie group action on the state manifold. Such examples include
various double bracket equations and systems on Lie algebras and symmetric spaces ([9],
[4], [3]); optimal control problems for fluids ([5], [30], [17]); the symmetric representa-
tion of the rigid body and its generalizations ([4], [6], [8], [7]). A particularly relevant
Clebsch representation for the present paper is the one provided by the singular solution
of the Camassa-Holm equations and its higher dimensional extensions ([34], [17]). We
now recall the definition of the Clebsch optimal control problem.
The Clebsch optimal control problem. Let Φ : G × Q → Q, (g, q) 7→ Φg(q) be
a left action of a Lie group G on a manifold Q. Let us denote by g the Lie algebra of
the Lie group G and by X(Q) the space of all smooth vector fields on the manifold Q.
Given a Lie algebra element ξ ∈ g, the associated infinitesimal generator ξQ ∈ X(Q) is
defined by
ξQ(q) :=
d
dt
∣∣∣∣
t=0
Φexp(tξ)(q), q ∈ Q,
where exp : g→ G is the exponential map of G. Given a cost function ℓ : g→ R, a real
number T > 0, and two elements q0, qT ∈ Q belonging to the same G-orbit, the Clebsch
optimal control problem associated to the action Φ consists in minimizing the integral∫ T
0
ℓ(ξ(t))dt (2.1)
4
subject to the following conditions:
(A) q˙(t) = ξ(t)Q(q(t));
(B) q(0) = q0 and q(T ) = qT .
From the Pontryagin maximum principle, it follows that an extremal solution (q(t), ξ(t))
of (2.1) is necessarily a solution of the Clebsch variational principle
δ
∫ T
0
(〈α, q˙ − ξQ(q)〉+ ℓ(ξ)) dt = 0 (2.2)
over curves ξ(t) ∈ g and α(t) ∈ T ∗Q, where α(t) is a curve covering q(t) ∈ Q with fixed
endpoints q0 and qT . This principle yields the stationarity conditions
δℓ
δξ
= J(α),
d
dt
α = ξT ∗Q(α) (2.3)
(see [24]), where J : T ∗Q→ g∗ is the momentum map associated to the cotangent lifted
action of G on T ∗Q, and ξT ∗Q ∈ X(T
∗Q) is the infinitesimal generator of this cotangent
lifted action. Recall that J is given by 〈J(αq), ξ〉 := 〈αq, ξQ(q)〉, for all ξ ∈ g, αq ∈ T
∗Q.
Recall also that the cotangent lifted action of Φ, denoted by ΦT
∗
, is defined by
ΦT
∗
: G× T ∗Q→ T ∗Q, ΦT
∗
g (αq) := T
∗Φg−1(αq), for all αq ∈ T
∗Q,
where T ∗Φg−1 : T
∗Q→ T ∗Q is the dual of the tangent map TΦg−1 : TQ→ TQ.
Recovering the Euler-Poincare´ equations. A solution of the second equation in
(2.3) is necessarily of the form α(t) = ΦT
∗
g(t)(α(0)), where g˙(t)g(t)
−1 = ξ(t). Using the first
equation in (2.3), we obtain that the control ξ(t) satisfies the Euler-Poincare´ equations
d
dt
δℓ
δξ
+ ad∗ξ
δℓ
δξ
= 0,
where δℓ/δξ ∈ g∗ denotes the functional derivative of ℓ and
〈
ad∗ξ µ, η
〉
= 〈µ, [ξ, η]〉, with
ξ, η ∈ g and µ ∈ g∗, is the infinitesimal coadjoint action. Recall that the Euler-Poincare´
equations can be obtained by Lagrangian reduction of the Euler-Lagrange equations
associated to a Lagrangian L : TG → R defined on the tangent bundle of G and G-
invariant under the tangent lift of right translations. A curve g(t) ∈ G is a solution of the
Euler-Lagrange equations for L = L(g, g˙) if and only if the curve ξ(t) = g˙(t)g(t)−1 ∈ g is
a solution of the Euler-Poincare´ equations for the reduced Lagrangian ℓ := L|g : g→ R.
The same procedure on the Hamiltonian side leads to the so called Lie-Poisson equations
µ˙+ ad∗δh
δµ
µ = 0 (2.4)
associated to a given Hamiltonian h : g∗ → R. These equations can be obtained by
Poisson reduction of canonical Hamilton’s equations for the right invariant Hamiltonian
H on T ∗G with h = H|g. If ξ 7→
δℓ
δξ
is a diffeomorphism, then Euler-Poincare´ and
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Lie-Poisson equations are equivalent, since one can pass from one to the other by the
Legendre transformation
h(µ) = 〈µ, ξ〉 − ℓ(ξ), µ =
δℓ
δξ
. (2.5)
Let us recall that the equations (2.4) are Hamiltonian relative to the Lie-Poisson bracket
{f, g}(µ) =
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
, µ ∈ g∗ (2.6)
on functions f, g : g∗ → R. We refer to [36] for a detailed account about Euler-Poincare´
and Lie-Poisson reductions.
Collective Hamiltonian and Clebsch variables. The Pontryagin Hamiltonian as-
sociated to the Clebsch optimal control problem (2.1) reads
Hˆ(αq, ξ) = 〈α, ξQ(q)〉 − ℓ(ξ). (2.7)
Assume that ξ 7→ δℓ
δξ
is a diffeomorphism and denote by ξ⋆(αq) the optimal control
uniquely determined by the condition δℓ/δξ = J(αq). The optimal Hamiltonian of the
problem, defined by H(αq) := Hˆ(αq, ξ
⋆(α)), is thus given by
H(αq) =
〈
δℓ
δξ
, ξ
〉
− ℓ(ξ) = h
(
δℓ
δξ
)
= h(J(αq)), (2.8)
where h : g∗ → R is the Hamiltonian associated to ℓ via the Legendre transformation
ξ 7→ δℓ/δξ, see (2.5). Therefore, in the case of Clebsch optimal control problems, the
optimal Hamiltonian coincides with the so called collective Hamiltonian associated to
Lie-Poisson Hamiltonian h and the momentum map J : T ∗Q→ g∗, (see [28], [36]).
We now recall from [37] the abstract notion of Clebsch variables. Let P be a Poisson
manifold, thought of as the phase space of a physical system. By Clebsch variables (or
symplectic variables) for this system, we mean a symplectic manifold R and a Poisson
map
Ψ : R→ P. (2.9)
Classical examples of such Clebsch variables are the Cayley-Klein parameters for the free
rigid body, the Kustaanheimo-Stiefel coordinates in quantum mechanics, and, of course,
the classical Clebsch variables in various fluid dynamical models (homogeneous incom-
pressible, isentropic, MHD, etc), see [33]. Since the momentum map J : T ∗Q→ g∗ is a
Poisson map with respect to the canonical symplectic structure on T ∗Q and the (non-
canonical) Lie-Poisson structure (2.6) on g∗, the optimal control condition δℓ/δξ = J(αq),
naturally defines a Clebsch representation for the momentum δℓ/δξ. More precisely,
the noncanonical Hamiltonian motion of the control is found to arise from canonical
Hamilton’s equations for the collective Hamiltonian, via a momentum map. Such an
observation is particularly relevant for the dynamics of the singular solutions of the
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Camassa-Holm equations and their generalizations (called EPDiff), which arise from
the momentum map
(Q,P) ∈ T ∗Emb(S,M) 7→m =
∫
S
P(s)δ(x−Q(s))ds ∈ X(M)∗,
([34]) as we will recall later. This expression of m in terms of (Q,P) is a Clebsch repre-
sentation which yields a singular solution of the EPDiff equations in terms of canonical
variables that obey canonical Hamilton’s equations on the cotangent bundle of the space
Emb(S,M) of all embeddings Q : S →M .
2.2 The geometry of jet bundles and classical field theory
In this section, we recall some basic facts about the geometry of classical field theory.
This includes the notion of jet bundles, dual jet bundles, canonical multisymplectic
forms, covariant momentum maps, covariant Euler-Lagrange and Hamilton equations.
For detailed informations, the reader can consult e.g. [26], [27], [18], [11] and references
therein.
Jet bundles. Let πX,Y : Y → X be a fiber bundle which we call the covariant con-
figuration bundle. The fiber at x ∈ X is denoted Yx = π
−1
X,Y (x). The physical fields are
sections of this bundle, that is, smooth maps φ : X → Y such that π ◦ φ = idX . We
suppose that dimX = n+1 and dimY = n+N +1. Coordinates on X are denoted xµ,
µ = 0, ..., n, and fiber coordinates on Y are denoted yA, A = 1, ..., N , so that a section
reads locally φ(xµ) = (xµ, yA(xµ)).
The first jet first bundle πY,J1Y : J
1Y → Y is the affine bundle over Y whose fiber
at y ∈ Yx is
J1yY := {γy ∈ L(TxX, TyY ) | TπX,Y ◦ γy = idTxX} ,
where L(TxX, TyY ) denotes the space of linear maps TxX → TyY . It is the covariant
analogue of the tangent bundle in classical mechanics. Given a section φ of πX,Y : Y →
X , the map x 7→ j1φ(x) := Txφ defines a section of the fiber bundle πX,J1Y : J
1Y → X .
This section is called the first jet prolongation of φ and reads locally
xµ 7→ (xµ, yA(xµ), ∂νy
A(xµ)).
Dual jet bundles. The field-theoretic analogue of the cotangent bundle or phase
space of classical mechanics, is given by the dual jet bundle πY,J1Y ⋆ : J
1Y ⋆ → Y , defined
as the vector bundle over Y whose fiber at y ∈ Yx is the space
J1yY
⋆ = Aff(J1yY,Λ
n+1
x X) (2.10)
of all affine maps J1yY → Λ
n+1
x X , where Λ
n+1X is vector bundle of (n + 1) forms on
X , supposed to be an orientable manifold. Any affine map from J1yY to Λ
n+1
x X can be
locally written as
vAµ 7→ (π + p
µ
Av
A
µ )d
n+1x,
where dn+1x = dx0∧dx1∧...∧dxn, so that coordinates on J1Y ⋆ are given by (xµ, yA, pµA, π).
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The dual jet bundle πY,J1Y ⋆ : J
1Y ⋆ → Y is canonically isomorphic to the vector
bundle πY,Z : Z → Y , whose fiber at y ∈ Y is given by
Zy =
{
zy ∈ Λ
n+1
y Y | iviwzy = 0, for all v, w ∈ VyY
}
, (2.11)
where iv denotes the interior multiplication by v and VyY := ker(TyπX,Y ) ⊂ TyY is the
vertical subspace. The canonical isomorphism is provided by the vector bundle map
Φ : Z → J1Y ⋆, 〈Φ(zy), γy〉 := γ
∗
yz, for all zy ∈ Zy and γy ∈ J
1
yY .
Locally the inverse of this isomorphism reads(
π + pµA∂µ ⊗ dy
A
)
dn+1x 7→ πdn+1 + pµAdy
A ∧ dnxµ,
where dnxµ := i∂µd
n+1x.
The restricted dual jet bundle πY Π : Π→ Y is, by definition, the vector bundle over
Y whose fiber at y is
Πy := L(L(TxX, VyY ),Λ
n+1
x X). (2.12)
The total space Π can be seen as the quotient of J1yY
⋆ by constant affine transformations
along the fibers of πY,J1Y , so that coordinates on Π are given by (x
µ, yA, pµA) and the
quotient map µ : J1Y ⋆ → Π reads locally
µ(xµ, yA, pµA, π) = (x
µ, yA, pµA).
Note that µ : J1Y ⋆ → Π is a line bundle, the fiber being isomorphic to Λn+1x X .
Canonical multisymplectic Forms. Analogous to the canonical forms Θcan = pAdq
A
and Ωcan = dq
A ∧ dpA on a cotangent bundle, there are canonical forms on the dual jet
bundle J1Y ⋆ ≃ Z. The canonical (n+ 1)-form Θ ∈ Ωn+1(Z) is defined by
Θ(z)(u0, ..., un) := z(TπY,J1Y ⋆(u0), ..., TπY,J1Y ⋆(un)) = (π
∗
Y,J1Y ⋆z)(u0, ..., un)
and the canonical multisymplectic form Θ ∈ Ωn+2(Z) is defined by
Ω := −dΘ.
These forms are locally given by
Θ = pµAdy
A ∧ dnxµ + πd
n+1x and Ω = dyA ∧ dpµA ∧ d
nxµ − dπ ∧ d
n+1x. (2.13)
Lagrangian formalism. Assume that X is an oriented manifold. A Lagrangian den-
sity is a smooth map L : J1Y → Λn+1X covering the identity on X . In local coordinates,
we can write
L(xµ, yA, vAµ ) = L(x
µ, yA, vAµ )d
n+1x.
Let U ⊂ X be an open subset whose closure U¯ is compact. Throughout the paper,
we will assume that the boundary ∂U is regular enough to enable the use of Stokes’
theorem. Recall that a local section φ : U¯ ⊂ X → Y of πX,Y is, by definition, smooth
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if for every point x ∈ U¯ there is an open neighborhood Ux of x and a smooth section
φx : Ux → Y extending φ. A critical section of the action functional defined by L is a
smooth local section φ : U¯ ⊂ X → Y that satisfies
d
dε
∣∣∣∣
ε=0
∫
U
L(j1φε) = 0, (2.14)
for all smooth variations φε : U¯ ⊂ X → Y such that φ0 = φ and φε|∂U = φ|∂U .
It is well-known that a section is critical if and only if it verifies the covariant Euler-
Lagrange equations
∂L
∂yA
(j1φ)−
∂
∂xµ
(
∂L
∂vAµ
(j1φ)
)
= 0
in local coordinates.
Hamiltonian formalism. There are two equivalent field-theoretic analogues of the
Hamiltonian function of classical mechanics: the Hamiltonian density and the Hamilto-
nian section.
For the approach using the Hamiltonian density, we follow the formulation given in
[11] (see in particular the Appendix), which is independent of the choice of an Ehresmann
connection on πX,Y : Y → X or a volume form on X . By definition, a Hamiltonian
density is a smooth map H : J1Y ⋆ → Λn+1X covering the identity on X such that
iX(dH + Ω) = 0, for all X ∈ X
V (J1Y ⋆), (2.15)
where XV (J1Y ⋆) = {X ∈ X(J1Y ⋆) | Tµ ◦ X = 0} is the space of all µ-vertical vector
fields on the dual jet bundle. From the condition (2.15) we obtain that a Hamiltonian
density is locally given by
H(xµ, yA, pµA, π) = (π + hloc(x
µ, yA, pµA))d
n+1x.
A Hamiltonian section is, by definition (see [26]), a smooth section h : Π→ J1Y ⋆ of
the line bundle µ : J1Y ⋆ → Π. It is therefore locally written as
h(xµ, yA, pµA) = (x
µ, yA, pµA,−hloc(x
µ, yA, pµA)).
As the local expressions suggest, there is a bijective correspondence between Hamil-
tonian densities and Hamiltonian sections. This correspondence being given by
im h = H−1(0).
The Cartan (n+1)-form and (n+2) forms associated to a Hamiltonian section h are
defined by
Θh := h
∗Θ ∈ Ωn+1(Π) and Ωh := h
∗Ω ∈ Ωn+2(Π)
and we have the relations
µ∗Θh = Θ−H and µ
∗Ωh = Ω + dH.
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On the Hamiltonian side, the physical fields of the theory are represented by local
smooth sections ω : U¯ ⊂ X → Π of the restricted dual jet bundle πX,Π : Π → X . The
covariant analogue of the classical Hamilton’s phase space variational principle reads
d
dε
∣∣∣∣
ε=0
∫
U
ω∗εΘh = 0, (2.16)
for all smooth variations ωε : U¯ ⊂ X → Π of a given section ω : U¯ → Π, such that
ω0 = ω and φε|∂U = φ|∂U , where φε := πY,Π ◦ ωε : U¯ ⊂ X → Y . A section ω is critical if
and only if it verifies the covariant Hamilton equations
ω∗(iVΩh) = 0, for every πX,Π-vertical vector fields V on Π.
In local coordinates, these equations take the standard form
∂ωA
∂xµ
=
∂hloc
∂ωµA
(ω),
∂ωµA
∂xµ
= −
∂hloc
∂ωA
(ω). (2.17)
The Legendre transformations. Given a Lagrangian density L : J1Y → Λn+1X ,
the associated covariant Legendre transformation is defined by
FL : J1Y → J1Y ⋆, 〈FL(γ), γ′〉 := L(γ) +
d
dε
∣∣∣∣
ε=0
L(γ + ε(γ − γ′)),
where γ, γ′ ∈ J1yY for some y ∈ Y . The reduced covariant Legendre transformation is,
by definition,
F̂L : J1Y → Π, F̂L := µ ◦ FL.
In local coordinates, they read
FL(xµ, yA, vAµ ) =
(
xµ, yA,
∂L
∂vAµ
, L−
∂L
∂vAµ
vAµ
)
and F̂L(xµ, yA, vAµ ) =
(
xµ, yA,
∂L
∂vAµ
)
.
The Lagrangian density is said to be hyperregular when F̂L : J1Y → Π is a diffeo-
morphism. In this case, it is possible to define the Hamiltonian section associated to L
as
hL := FL ◦ F̂L
−1
: Π→ J1Y ⋆.
It is locally given by
hL(x
µ, yA, pµA) = (x
µ, yA, pµA, L(x
µ, yA, vAµ )− p
µ
Av
A
µ ),
where, by the hyperregularity hypothesis, vAµ is uniquely determined from the other
variables by the condition ∂L
∂vAµ
= pµA. The associated Hamiltonian density HL : J
1Y ⋆ →
Λn+1X is given locally by the expression
HL(x
µ, yA, pµA, π) = (π + p
µ
Av
A
µ − L(x
µ, yA, vAµ ))d
n+1x.
In the hyperregular case, one checks that the covariant Euler-Lagrange and covariant
Hamilton equations are equivalent.
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Covariant momentum maps. Let G be a Lie group acting by bundle automorphisms
on the left on the configuration bundle πX,Y : Y → X . Let us denote by ψ : G ×Y → Y
this action and by ψX : G × X → X the induced action on X . This action naturally
induces G-actions on J1Y and J1Y ⋆. They are respectively given by
ψJ
1Y
g : J
1Y → J1Y, ψJ
1Y
g (γy) := Tψg ◦ γy ◦ ψ
X
g−1
and
ψJ
1Y ⋆
g : J
1Y ⋆ → J1Y ⋆, ψJ
1Y ⋆
g (zy) := (ψg−1)
∗zy,
where we identified J1Y ⋆ with Z. The lifted action on the dual jet bundle is a special
covariant canonical transformation in the sense that its preserves the canonical (n+ 1)-
form Θ and, therefore, the multisymplectic form Ω:
(ψJ
1Y ⋆
g )
∗Θ = Θ and (ψJ
1Y ⋆
g )
∗Ω = Ω, for all g ∈ G.
Recall ([27]) that the covariant momentum map associated to the lifted action ψJ
1Y ⋆
g
is given by
J : J1Y ⋆ → L(g,ΛnJ1Y ⋆), J(z)(ξ) = π∗Y,ZiξY z, (2.18)
where ξY ∈ X(Y ) is the infinitesimal generator associated to the action of G. It is locally
given by
J(z)(ξ) = (pµAξ
A + πξµ)dnxµ − p
µ
Aξ
νdyA ∧ dn−1xµν , (2.19)
where dn−1xµν := i∂ν i∂µd
n+1x and (ξµ, ξA) is the local expression of ξY . The map J
verifies the momentum map condition
dJξ = iξJ1Y ⋆Ω, for all ξ ∈ g,
where ξJ1Y ⋆ is the infinitesimal generator of the lifted action on J
1Y ⋆ and Jξ ∈ Ω
n+1(J1Y ⋆)
is the (n+ 1)-form defined by Jξ(z) := J(z)(ξ).
2.3 Covariant Euler-Poincare´ reduction and G-strands
In this paragraph, we first recall the process of covariant Euler-Poincare´ reduction on a
trivial principal bundle. It extends the Euler-Poincare´ theory recalled above in §2.1, to
the field theoretic context. Covariant Euler-Poincare´ reduction for principal bundle field
theories has been developed by [14], and was then extended to more general situations in
[13] and [19]. In the second part of this paragraph, we relate the spacetime decomposition
of these equations with the continuum spin chain or G-strand equations considered in
[31], [32].
Covariant Euler-Poincare´ reduction. Suppose that the covariant configuration
bundle is a trivial right principal bundle πX,P : P = X × G → X . Since the bun-
dle is trivial, the fiber J1P(x,g) of the first jet bundle can be canonically identified with
the vector space L(TxX, TgG). Sections φ of this bundle are identified with smooth maps
g : X → G, via the relation φ(x) = (x, g(x)).
Let L : J1P → Λn+1X be a Lagrangian density supposed to be rightG-invariant, that
is L(TRh ◦ v(x,g)) = L(v(x,g)), for all h ∈ G, v(x,g) ∈ L(TxX, TgG), where TRh : TG →
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TG denotes the tangent map to right translation Rh by h on G. Since the quotient
vector bundle J1P/G → X can be identified with the vector bundle L(TX, g) → X ,
the map L induces a reduced Lagrangian density ℓ : L(TX, g) → Λn+1X defined by
ℓ(TRg−1 ◦ v(g,x)) = L(v(x,g)). The relation between the field g : X → G of the theory
and its reduced expression σ is σ = TRg−1 ◦ dg, where dg : TX → TG is the tangent
map to g. We will use the simpler notation σ = dgg−1. Hamilton’s variational principle
(2.14) for L induces the following constrained variational principle for ℓ:
δ
∫
U
ℓ(σ) = 0, for all δσ = dζ + adζ σ, (2.20)
where σ : U¯ ⊂ X → L(TX, g) is a local section and ζ : U¯ ⊂ X → g is an arbitrary
smooth map such that ζ |∂U¯ = 0. The stationarity condition yields the covariant Euler-
Poincare´ equations
div
δℓ
δσ
+ ad∗σ
δℓ
δσ
= 0, (2.21)
where δℓ
δσ
∈ L(L(TX, g),Λn+1X) is the functional derivative of ℓ. In addition to the
covariant Euler-Poincare´ equation, the reduced field σ also satisfies the zero curvature
condition
dσ = [σ, σ]. (2.22)
Conversely, in order to reconstruct from (2.21) a solution g : U¯ ⊂ X → G of the
covariant Euler-Lagrange equations for L, one has to assume the zero curvature condition
(2.22).
We refer to [14] for the detailed derivation of these equations together with the full
treatment on arbitrary principal bundles.
Spacetime decomposition and G-strand equations. In the special case when the
base manifold decomposes as X = R ×M ∋ (t,m), we can write the reduced field as
σ(t,m) = ν(t,m)dt + γ(t,m), where ν(t,m) ∈ g and γ(t,m) ∈ L(TmM, g). Note that
the relation σ = dgg−1 between the initial field g and its reduced expression yields the
equalities
ν = ∂tgg
−1 and γ = dMgg
−1,
where dMg : TM → TG denotes the partial derivative with respect to the variable
m ∈ M . By writing explicitly the covariant Euler-Poincare´ variational principle (2.20)
in this case, we get
δ
∫
U
ℓ(ν, γ) = 0, for all δν = ∂tζ + adζ ν and δγ = dMζ + adξ γ, (2.23)
where we choose U =]t1, t2[×V with V an open subset inM and ζ : U¯ → g is an arbitrary
map with ζ |U¯ = 0. The covariant Euler-Poincare´ (2.21) can thus be equivalently written
as
∂
∂t
δℓ
δν
+ ad∗ν
δℓ
δν
+ divM
δℓ
δγ
+ ad∗γ
δℓ
δγ
= 0, (2.24)
and the zero curvature condition becomes
∂tγ − dMν = [ν, γ] and dMγ = [γ, γ], (2.25)
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see [23].
In the case M = R, the equations (2.24), together with the variational principle
(2.23), coincide with the ones considered in [31] (see §10) in connection with the dynamics
of a continuum spin chain. These equations, also calledG-strands, were further studied in
[32] for several remarkable choices for the group G, in connection with integrable classical
chiral models. The case G = Diff(R), where Diff(R) denotes the diffeomorphism group
of the real line, is especially important. Indeed, [32] show that when the Sobolev H1
metric is used in the Lagrangian, the Diff(R)-strands equations admit peakon solutions
in a similar way as the Camassa-Holm equations. We will recall this fact in detail
later (in §4.4) and extend the peakon solution to sheets and filaments. Moreover, we
will provide a covariant momentum map interpretation of these singular solutions, and
prove that they undergo canonical covariant Hamiltonian dynamics.
Note that in the case of G-strands, denoting R ×M = R × R ∋ (t, s), equations
(2.24) and the first equation in (2.25) reduce to
∂
∂t
δℓ
δν
+ ad∗ν
δℓ
δν
+
∂
∂s
δℓ
δγ
+ ad∗γ
δℓ
δγ
= 0, ∂tγ − ∂sν = [ν, γ], (2.26)
whereas the second equation in (2.25) vanishes.
Remark 2.1 (A classical Lagrangian reduction approach) Remarkably, the covari-
ant Euler-Poincare´ equations (2.23) can also be obtained via a classical (as opposed to
covariant) Lagrangian reduction approach in the sense that the field
g : X = R×M → G, (t,m) 7→ g(t,m)
is interpreted as a curve g : t ∈ R → g(t) ∈ F(M,G) in the infinite dimensional
Lie group F(M,G) rather than a section (t,m) ∈ R × M → (t,m, g(t,m)) ∈ R ×
M × G of the principal bundle. This approach (developed in [23]) makes use of the
process of affine Euler-Poincare´ reduction for the Lie group F(M,G) acting by affine
representation on the space Ω1(M, g) ∋ γ. In this case, the first equation in (2.25)
becomes an advection equation, while the second equation is a consequence of the initial
value (zero, for instance) chosen for the variable γ and can be generalized to include
nontrivial dynamic of the curvature B = dγ − [γ, γ]. We refer to [22] for a detailed
treatment of affine Euler-Poincare´ reduction, and to [23] for its application to covariant
Euler-Poincare´ reduction.
3 The covariant Clebsch variational principle
3.1 Covariant formulation of the standard Clebsch principle
In this section we formulate the classical Clebsch variational principle reviewed in §2.1,
by using the geometric tools of covariant field theories recalled in §2.2. This will be
crucial to introduce the covariant Clebsch variational principle in the next paragraph.
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Recall from §2.1 that, for a given Lie group action Φ : G×Q→ Q and a Lagrangian
ℓ : g→ R, the Clebsch variational principle is
δ
∫ T
0
(ℓ(ξ) + 〈α, q˙ − ξQ(q)〉) dt = 0 (3.1)
over the space of smooth curves (ξ, α) : [0, T ] → g × T ∗Q, such that q(0) = q0 and
q(T ) = qT , where q(t) ∈ Q is the curve induced by α(t) ∈ T
∗Q on Q. We now rewrite
the integrand in a covariant form suitable for the extension from R to an arbitrary base
manifold X . Defining the function e(αq, t, ξ) := 〈J(αq), ξ〉 − ℓ(ξ), we can write
(ℓ(ξ) + 〈αq, q˙ − ξQ(q)〉)dt = (ℓ(ξ)− 〈J(αq), ξ〉+ 〈αq, q˙〉) dt
= −e(αq, t, ξ)dt+ 〈α, q˙〉 dt
= ψ∗e∗Θ(t),
where the map ψ, defined by ψ(t) := (α(t), t, ξ(t)) is interpreted as a section of the
trivial bundle
T ∗Q× R× g→ R, (αq, t, ξ) 7→ t;
the function e, defined by e(αq, t, ξ) := (αq, t,−e(t, αq, ξ), ξ) is interpreted as a section
of the trivial bundle
T ∗(Q× R)× g→ T ∗Q× R× g, (αq, t, π, ξ) 7→ (αq, t, ξ);
and the one-form Θ on T ∗(Q×R)× g is defined by Θ(αq, t, π) = πdt+Θcan(αq), where
Θcan ∈ Ω
1(T ∗Q) is the canonical one-form on T ∗Q.
At this point one recognizes that for the covariant configuration bundle of classical
mechanics, namely
Y = R×Q→ R, (t, q)→ t,
we have (from (2.10) (2.12))
J1Y ⋆ = T ∗(Q× R) ∋ (αq, t, π) and Π = T
∗Q× R ∋ (αq, t).
We now incorporate the Lie algebra g in each Y -fiber by considering the bundles
J1Y ⋆g := J
1Y ⋆ ×Y g and Πg := Π×Y g (3.2)
over Y = Q × R, so that ψ and e can be seen, respectively, as sections of the bundles
Πg → R and J
1Y ⋆g → R. The variational principle (3.1) can thus be rewritten as
δ
∫ T
0
ψ∗e∗Θ = 0.
It is this geometric formulation that we will use to define the covariant Clebsch varia-
tional principle in the next paragraph.
Note also that the action of G on Q naturally induces an action by bundle automor-
phisms on Y = Q×R obtained by acting trivially on R. The covariant momentum map
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J associated to this action recovers the usual momentum map J on T ∗Q since, from
formula (2.19), we get
J(αq, t, π) = J(αq).
Therefore, the section e can be expressed in terms of the covariant momentum map as
follows
e(αq, t, ξ) := (αq, t,−e(t, αq, ξ), ξ), e(t, αq, ξ) = 〈J(αq, t, π), ξ〉 − ℓ(ξ). (3.3)
3.2 The covariant Clebsch variational principle and its proper-
ties
3.2.1 Definition of the covariant Clebsch variational principle
In order to define the covariant Clebsch variational principle, we fix a fiber bundle
πX,Y : Y → X and an action ψg : Y → Y of a Lie group G. We suppose that ψg covers
the identity on X , that is πX,Y ◦ ψg = πX,Y . The coordinates of a Lie algebra element
ξ ∈ g will be denoted by ξα and the coordinates of the associated infinitesimal generator
ξY by (ξ
µ, ξA).
Let L(TX, g) → X be the vector bundle whose fiber at x consists of linear maps
σx ∈ L(TxX, g), where g is the Lie algebra of G, and fix a map ℓ : L(TX, g) → Λ
n+1X
covering the identity on X .
Such a map can be obtained by reduction of a G-invariant Lagrangian density L :
J1P → Λn+1X , defined on the first jet bundle of the trivial principal bundle P :=
X × G → X , as recalled in the last paragraph of §2.2.
As in (3.2), we need to extend the line bundle µ : J1Y ⋆ → Π in order to incorporate
the vector bundle L(TX, g)→ X . This is done by considering the line bundle
µg : J
1Y ⋆g → Πg, where J
1Y ⋆g := J
1Y ⋆ ×Y π
∗
X,YL(TX, g)
Πg := Π×Y π
∗
X,Y L(TX, g)
µg(z, σ) := (µ(z), σ).
In order to formulate the variational principle, one needs to define a section e of this line
bundle which appropriately generalizes the expression (3.3). We will use the following
reformulation of the covariant momentum map of the G-action, namely, we define the
map
J : J1Y ⋆ → L(g,ΛnY ), J (z)(ξ) := iξY z. (3.4)
We thus have the relation J(z)(ξ) = π∗Y,J1Y ⋆(J (z)(ξ)), where J : J
1Y ⋆ → L(g,ΛnJ1Y ⋆)
is the covariant momentum map as defined in (2.18).
The construction of the section e will use the following lemma.
Lemma 3.1 Let G be a Lie group acting on πX,Y : Y → X by bundle automorphisms.
Then, for all σx ∈ L(TxX, g) and zy ∈ Zy ≃ J
1
yY
⋆, where πX,Y (y) = x, we have
π∗X,Y (σx) ∧ J (zy) ∈ J
1
yY
⋆,
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where, by definition, the wedge product involves a contraction of the Lie algebra indices.
We thus obtain a well defined bilinear bundle map
j˜ : J1Y ⋆g = J
1Y ⋆ ×Y π
∗
X,Y L(TX, g)→ J
1Y ⋆, j˜(zy, σx) = π
∗
X,Y (σx) ∧ J (z)
covering the identity on Y .
When the G-action covers the identity on X, this map induces a well defined bilinear
bundle map
j : Πg = Π×Y π
∗
X,Y L(TX, g)→ J
1Y ⋆ (3.5)
such that j ◦ µ = j˜.
Proof. Since π∗X,Y (σx) ∈ L(TyY, g) and J (z) ∈ L(g,Λ
n
yY ), we have π
∗
X,Y (σx) ∧ J (z) ∈
Λn+1Y . So, to prove that this is an element in the subspace Zy ⊂ Λ
n+1
y Y , we need
to check that it verifies the definition (2.11). This is trivially the case as the one-form
π∗X,Y (σx) annihilates vertical vectors.
If the action covers the identity on X , the infinitesimal vector field ξY is vertical.
Thus, from the local expression of the momentum map (2.19), it follows that J does
not depend on the coordinates π in any local charts. This proves that the expression J
only depends on the projection µ(z) ∈ Π of z. We thus obtain the desired result. 
In order to define the section e, we need to fix an Ehresmann connection on the fiber
bundle πX,Y : Y → X , that is, a smooth subbundle HY of TY called the horizontal
subbundle such that TY = HY ⊕V Y . This is equivalent to the choice of a smooth V Y -
valued one-form γ ∈ Ω1(Y, V Y ) such that γ|V Y = idV Y . In coordinates, the evaluation
of γ on a tangent vector to Y , namely (vµ, vA) is written as (0, vA+ γAµ v
µ). As shown in
[26], such a connection defines a linear section sγ of the line bundle µ : J1Y ⋆ → Π given
by
s
γ : Π = L(L(TX, V Y ),Λn+1X)→ J1Y ⋆, sγ(v ⊗ α⊗ µ) := γ∗α ∧ ivµ,
where α ∈ V Y ∗, µ ∈ Λn+1X , and v ∈ TX . Locally, the section reads
s
γ(xµ, yA, pµA) = (x
µ, yA, pµA, p
µ
Aγ
A
µ ).
By assuming that the G-action covers the identity on X , we can now define the map
e as
e(ω, σ) :=
(
s
γ(ω)− j(ω, σ) + π∗X,Y ℓ(σ), σ
)
(3.6)
and we have the following result.
Lemma 3.2 The map e is a section of the vector bundle
µg : J
1Y ⋆g → Πg.
It is locally given by
e(xµ, yA, pµA, σ
α
µ) = (x
µ, yA, pµA,−p
µ
A(σ
A
µ − γ
A
µ ) + l(σ
α
µ ), σ
α
µ), (3.7)
where l is the local expression of ℓ defined by ℓ(σαµ) = l(σ
α
µ )d
n+1x.
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Proof. It suffices to show that µg ◦ e = idΠg. We have
µg(e(ω, σ)) = (µ(s
γ(ω)− j(ω, σ) + π∗X,Y ℓ(σ)), σ)
= (µ(sγ(ω))− µ(j(ω, σ)) + µ(π∗X,Y ℓ(σ)), σ)
= (ω, σ),
where we used µ(sγ(ω)) = ω which follows from the fact that sγ is a section of the line
bundle µ : J1Y ⋆ → Π, and the equalities µ(j(ω, σ)) = 0, µ(π∗X,Y ℓ(σ))) = 0 which both
follow from the property µ|π∗X,Y Λn+1X = 0. To see that j(ω, σ) is the pull back by πX,Y
of a (n + 1)-form on X , we use local coordinates. We have, locally,
j(ω, σ) = σα ∧ J (z)α = σ
α
µdx
µ ∧ J (z)α = dx
µ ∧ J (z)(σµ)
= dxµ ∧ pνAσ
A
µ d
nxν = p
µ
Aσ
A
µ d
n+1x,
which yields the desired result.
The local expression (3.7) follows from the local expression of each term. 
Making use of the above considerations we can now state the main definition of this
section.
Definition 3.3 (Covariant Clebsch variational principle) Let πX,Y : Y → X be a
fiber bundle endowed with an Ehresmann connection γ, let G be a Lie group acting on Y
and covering the identity on X, and let ℓ : L(TX, g)→ Λn+1X be a Lagrangian density.
Define the (n+ 1) form
Θe := e
∗π∗J1Y ⋆,J1Y ⋆g Θ ∈ Ω
n+1(J1Y ⋆g ),
where e is the section associate to ℓ and γ defined in (3.6). Let U ⊂ X be an open
subset whose closure U¯ is compact, and let ψ : U¯ ⊂ X → Πg be a local smooth section
of πX,Πg : Πg → X. The covariant Clebsch variational principle is
δ
∫
U
ψ∗Θe = 0, (3.8)
for all variations ψε : U¯ ⊂ X → Π×Y L(TX, g) of ψ (among smooth sections) such that
ψ0 = ψ and φε|∂U = φ|∂U , where φε is the section of πX,Y : Y → X induced from ψε.
3.2.2 Stationarity conditions
In this paragraph we compute the equations characterizing the critical points of the
variational principle (3.8). We present the computations both in global formulation and
in local coordinates.
Proposition 3.4 A smooth section ψ : U¯ ⊂ X → Πg is a critical point of the covariant
Clebsch variational principle if and only if it satisfies
ψ∗(iVΩe) = 0, for any πX,Πg-vertical vector fields V on Πg, (3.9)
where Ωe := −dΘe.
17
Proof. Since
δψ(x) :=
d
dε
∣∣∣∣
ε=0
ψε(x) ∈ Vψ(x)Πg := ker(Tψ(x)πX,Πg) and δψ|∂U = 0,
one may assume without loss of generality that ψε = ηε ◦ ψ, where ηε is the flow of a
πX,Πg-vertical vector field V ∈ X(J
1Y ⋆g ) such that V (ψ(x)) = 0 for all x ∈ ∂U . Let
us denote by £V α the Lie derivative of a k-form α. Recall that it verifies the Cartan’s
magic formula £V α = iV dα + diV α. It follows that
δ
∫
U
ψ∗Θe =
d
dε
∣∣∣∣
ε=0
∫
U
ψ∗εΘe =
∫
U
ψ∗£VΘe
=
∫
U
ψ∗ (−iVΩe + d(iVΘe))
= −
∫
U
ψ∗iVΩe +
∫
∂U
ψi∗VΘe = −
∫
U
ψ∗iVΩe,
for all V , where we utilized Stokes’ theorem and V (ψ(x)) = 0 for all x ∈ ∂U . Thus ψ is
a critical point if and only if (3.9) holds. 
We now compute the stationary condition in local coordinates.
Lemma 3.5 The stationary condition (3.9) reads locally
∂ψµA
∂xµ
= ψνB(γ
B
ν − σ
B
ν ),A,
∂ψA
∂xµ
= σAµ − γ
A
µ ,
δℓ
δσαµ
= dxµ ∧ J (z)α, (3.10)
where we denoted by ψ(xµ) = (xµ, ψA(xµ), ψνA(x
µ), σαν (x
µ)) the section ψ in local coordi-
nates.
Proof. Using the local expression of the multisymplectic form Ω, see (2.13), we get
Ωe = dy
A ∧ dpµA ∧ d
nxµ +
(
∂eloc
∂yA
dyA +
∂eloc
∂pµA
dpµA +
∂eloc
∂σαµ
dσαµ
)
∧ dn+1x,
where eloc(x
µ, yA, pµA, σ
α
µ) = p
µ
A(σ
A
µ − γ
A
µ )− l(σ
α
µ ). Note that a πX,Πg-vertical vector field
on Πg reads locally V = (V
µ = 0, V A, V µA , V
α
µ ). We thus have
iVΩe = V
AdpµA ∧ d
nxµ − V
µ
A dy
A ∧ dnxµ +
(
∂eloc
∂yA
V A +
∂eloc
∂pµA
V µA +
∂eloc
∂σαµ
V αµ
)
dn+1x,
and, therefore,
ψ∗(iVΩ) = V
A
(
∂ψµA
∂xµ
+
∂eloc
∂yA
)
+ V µA
(
−
∂ψA
∂xµ
+
∂eloc
∂pµA
)
+ V αµ
∂eloc
∂σαµ
= 0.
Since the vector field V is arbitrary, we get the conditions
∂ψµA
∂xµ
= −
∂eloc
∂yA
,
∂ψA
∂xµ
=
∂eloc
∂pµA
,
∂eloc
∂σαµ
= 0. (3.11)
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Using the expression of eloc and the equality p
µ
Aσ
A
µ d
n+1x = dxν ∧ J (z)ασ
α
ν , the previous
conditions read
∂ψµA
∂xµ
= ψνB(γ
B
ν − σ
B
ν ),A,
∂ψA
∂xµ
= σAµ − γ
A
µ ,
δℓ
δσαµ
= dxµ ∧ J (z)α.
This proves the lemma. 
Derivation in local coordinates. It is also instructive to carry out the variational
principle directly in local coordinates. Using the local expressions of Θ and e, see (2.13)
and (3.7), we obtain
Θe = (l(σ
α
µ )− p
µ
A(σ
A
µ − γ
A
µ ))d
n+1x+ pµAdy
A ∧ dnxµ,
so that, writing locally ψ(xµ) = (xµ, ψA(xµ), ψAν (x
µ), σαν (x
µ)), we get
ψ∗Θe = (l(σ
α
µ )− ψ
µ
A(σ
A
µ − γ
A
µ ))d
n+1x+ ψµA
∂ψA
∂xν
dxν ∧ dnxµ
=
(
ψµA
(
∂ψA
∂xµ
+ γAµ − σ
A
µ
)
+ l(σαµ )
)
dn+1x.
Applying the variational principle in local coordinates yields
δ
∫
U
(
ψµA
(
∂ψA
∂xµ
+ γAµ − σ
A
µ
)
+ l(σαµ)
)
dn+1x
=
∫
U
δψµA
(
∂ψA
∂xµ
+ γAµ − σ
A
µ
)
dn+1x+ δσαµ
(
−dxµ ∧ J (z)α +
δl
δσαµ
dn+1x
)
+ ψµA
(
∂δψA
∂xµ
+ (γAµ − σ
A
µ ),Bδψ
B
)
=
∫
U
δψµA
(
∂ψA
∂xµ
+ γAµ − σ
A
µ
)
dn+1x+ δσαµ
(
−dxµ ∧ J (z)α +
δl
δσαµ
dn+1x
)
+ δψA
(
(γBµ − σ
B
µ ),Aψ
µ
B −
∂ψµA
∂xµ
)
dn+1x+
∫
U
∂
∂xµ
(ψµAδψ
A)dn+1x.
Therefore, since the last term vanishes, we get the conditions
δℓ
δσαµ
= dxµ ∧ J (z)α,
∂ψA
∂xµ
= σAµ − γ
A
µ ,
∂ψµA
∂xµ
= ψνB(γ
B
ν − σ
B
ν ),A,
which consistently recover the conditions (3.10) obtained by writing the condition (3.9)
in local coordinates.
The following Theorem summarizes the results obtained in this paragraph.
Theorem 3.6 The following statements for a smooth section ψ : U¯ ⊂ X → Πg are
equivalent:
(1) ψ is a critical point of the covariant Clebsch variational principle (3.8).
(2) ψ∗(iVΩe) = 0, for all πX,Πg-vertical vector fields on Πg.
(3) ψ satisfies the equations (3.10).
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3.2.3 Hamiltonian formulation
Recall that, under the hypothesis that ℓ is hyperregular, the critical curve q(t) of the
classical (as opposed to covariant) Clebsch variational principle (2.2), is necessarily the
projection to Q of the canonical Hamiltonian flow on T ∗Q associated to the optimal
Hamiltonian H(αq) = Hˆ(αq, ξ
⋆(αq)), see (2.7). This is a particular instance of a well-
known result in optimal control theory based on the Pontryagin maximum principle,
see e.g. [1]. As already mentioned earlier, for the Clebsch optimal control problem, the
optimal Hamiltonian coincides with the collective Hamiltonian h ◦ J associated to the
Lie-Poisson Hamiltonian h obtained from the cost function Lagrangian ℓ by Legendre
transformation.
We shall show that the same situation arises in the covariant case, namely, that
the stationarity condition obtained from the covariant Clebsch variational principle ad-
mits, in the hyperregular case, a canonical covariant Hamiltonian formulation with re-
spect to a Hamiltonian section h : Π → J1Y ⋆. This section is obtained from the
section e by inserting the momentum map relation obtained from one of the station-
arity condition. This Hamiltonian section naturally involves the Hamiltonian density
h : L(L(TX, g),Λn+1X)→ Λn+1X associated to ℓ by Legendre transformation, i.e.
h(νµα) = ν
µ
ασ
µ
αd
n+1x− ℓ(σµα), ν
µ
α =
δℓ
δσµα
. (3.12)
To make clear the distinction with the Hamiltonian density h, we call h the covariant
Lie-Poisson Hamiltonian. This terminology is justified by the fact that, from (3.12),
the covariant Euler-Poincare´ equations (2.21) for ℓ are equivalent to the covariant Lie-
Poisson equations for h given by
div ν + ad∗δh
δν
ν = 0. (3.13)
It will be convenient to define the following map, which is yet another formulation
of the covariant momentum map. We define
j : Π→ L(L(TX, g),Λn+1X), j(ω)µα := dx
µ ∧ J (z)α, (3.14)
where z ∈ J1Y ⋆ is such that µ(z) = ω. Note that j verifies
π∗X,Y 〈j(ω), σ〉 = j(ω, σ), for all σ ∈ L(TX, g),
where j is the bilinear bundle map defined in (3.5).
Theorem 3.7 Suppose that the Lagrangian density ℓ is hyperregular, and define the
associated Hamiltonian density h : L(L(TX, g),Λn+1) → Λn+1X by Legendre transfor-
mation.
Then, a section ψ = (ω, σ) : U¯ ⊂ X → Πg is a critical point of the Clebsch variational
principle if and only if the section ω is a solution of covariant Hamilton’s equations
ω∗(iVΩh) = 0, for all V ∈ X
V (Π),
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i.e., in local coordinates
∂ωA
∂xµ
=
∂hloc
∂ωµA
(ω),
∂ωµA
∂xµ
= −
∂hloc
∂ωA
(ω),
relative to the Hamiltonian section h : Π→ J1Y ⋆ defined by
h(ω) = sγ(ω)− π∗X,Y h(j(ω)). (3.15)
Proof. We first check that inserting one of the stationary condition, namely δℓ
δσαµ
=
dxµ ∧ J (z)α = j(ω)
µ
α, in the section e defined in (3.6) yields the desired expression h in
(3.15). This is the covariant analogue of the passage from the Pontryagin Hamiltonian
Hˆ to the optimal Hamiltonian H , recalled in (2.7)-(2.8). We have
e(ω, σ) = (sγ(ω)− j(ω, σ) + π∗X,Y ℓ(σ), σ)
= (sγ(ω)− π∗X,Y (〈j(ω), σ〉 − ℓ(σ)), σ)
=
(
s
γ(ω)− π∗X,Y
(〈
δℓ
δσ
, σ
〉
− ℓ(σ)
)
, σ
)
= sγ(ω)− π∗X,Y h(j(ω)),
which recovers the Hamiltonian section (3.15). Locally, it reads
h(xµ, yA, pµA) = ((x
µ, yA, pµA,−hloc(x
µ, yA, pµA))
with hloc(x
µ, yA, pµA) = h(j(x
µ, yA, pµA)
ν
α)−p
µ
Aγ
A
µ = h(p
µ
A(∂α)
A)−pµAγ
A
µ , where ∂α denote a
basis of the Lie algebra g. We now compute the covariant Hamilton equations. Denoting
by νµα the variable of h, and using the notation σ
α
µ :=
∂h
∂νµα
for the functional derivative
of h, we have
∂hloc
∂pµA
=
∂h
∂νµα
(∂α)
A − γAµ = σ
α
µ(∂α)
A − γAµ = σ
A
µ − γ
A
µ
∂hloc
∂yB
=
∂h
∂νµα
pµA(∂α)
A
,B − p
µ
A(γ
A
µ ),B = p
µ
A(σ
α
µ (∂α)
A
,B − (γ
A
µ ),B) = p
µ
A(σ
A
µ − γ
A
µ ),B.
From this we obtain that the canonical covariant Hamilton equations
∂ωA
∂xµ
=
∂hloc
∂ωµA
(ω),
∂ωµA
∂xµ
= −
∂hloc
∂ωA
(ω)
coincide with the first two equations in (3.10). To check complete equivalence with the
stationarity condition (3.10), it remains to check that the definition we took for σαµ in
the present proof coincides with the third equation for σαµ in (3.10). This follows by
using the Legendre transformation relation between h and ℓ:
h(νµα) = ν
µ
ασ
µ
αd
n+1x− ℓ(σαµ ), with ν
µ
α =
∂ℓ
∂σαµ
. 
The Hamiltonian section h in (3.15) will be referred to as the covariant collective
Hamiltonian, since the relation (3.15) is the extension of the relationH = h◦J to the field
theoretic context. Note that, in general, an Ehresmann connection is needed to obtain
a globally defined Hamiltonian section h from the covariant Lie-Poisson Hamiltonian h.
21
3.2.4 Clebsch variables and the covariant Euler-Poincare´ equations
Recall from §2.1 that the classical Clebsch variational principle reproduces the Euler-
Poincare´ equations for the cost function Lagrangian ℓ(ξ). We now prove a similar state-
ment in the covariant case. To obtain this result, we need to assume that the open
subset U on which the sections ψ are defined is sufficiently small in order to allow the
choice of the local trivial connection on U , which is simply the natural projection whose
action in coordinates is (0, vA), i.e., the components γ
A
µ = 0.
Theorem 3.8 Let ψ = (ω, σ) : U¯ ⊂ X → Πg be a critical point of the covariant Clebsch
variational principle
δ
∫
U
ψ∗Θe = 0.
Then the section σ : U¯ ⊂ X → L(TX, g) is a solution of the covariant Euler-Poincare´
equations
div
δℓ
δσ
+ ad∗σ
δℓ
δσ
= 0. (3.16)
Proof. The proof follows from a computation in local coordinates. Let ξ : U¯ ⊂ X → g
be an arbitrary smooth function. Using the stationarity conditions (3.10) and the fact
that we chose the locally trivial connection γAµ = 0, we have〈
∂µ
δℓ
δσµ
, ξ
〉
= ∂µ
(
δℓ
δσαµ
ξα
)
−
δℓ
δσαµ
∂µξ
α = ∂µ(ψ
µ
Aξ
A)dn+1x− ψµAξ
A
,µd
n+1x
=
(
∂µψ
µ
Aξ
A + ψµA
(
ξA,µ + ξ
A
,B
∂ψB
∂xµ
)
− ψµAξ
A
,µ
)
dn+1x
= ψµA(ξ
A
,Bσ
B
µ − σ
B
µ,Aξ
A)dn+1x
= ψµA[σµ, ξ]
A
JLd
n+1x = −dxµ ∧ J (z)α[σµ, ξ]
α
= −
δℓ
δσαµ
[σµ, ξ]
α = −
〈
ad∗σµ
δℓ
δσµ
, ξ
〉
,
which proves the result. In the fifth equality we used the local expression of the Jacobi-
Lie bracket of vertical vector fields on Y . In the sixth equality, we used the formula
[ξY , ηY ]JL = −[ξ, η]Y for a left Lie algebra representation (see e.g. §9.3 in [36]) together
with the definition of the mapping J . 
Canonical VS noncanonical structures. Recall that, in classical mechanics, Hamil-
ton’s equations are sometimes called noncanonical when their underlying Poisson struc-
ture is not associated to a symplectic form. A lot of effort has been devoted to recast
noncanonical Hamilton’s equations into a canonical (i.e. symplectic) form by introducing
auxiliary variables, like the well-known Clebsch variables in fluid mechanics, [15], [16],
[37], [33]. They represent a first attempt to understand these equations as Hamiltonian
system, before the introduction of Poisson manifolds.
In the covariant case, and in order to emphasize the analogy with classical mechanics,
we will use the same terminology to characterize the covariant Hamilton’s equations
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arising in this paper: the covariant Lie-Poisson equations (3.13) will be referred to as
noncanonical as opposed to the canonical covariant Hamilton equations (2.17) associated
to the canonical multisymplectic form.
Curvature condition. It is important to mention that the covariant Clebsch vari-
ational principle only yields the covariant Euler-Poincare´ equations and that the zero
curvature condition (2.22) may not be satisfied in general. In the Lemma below we make
this statement more precise.
Lemma 3.9 Assume that Y is a trivial bundle, Y = X × Q and let ψ = (ω, σ) be a
critical point of the covariant Clebsch variational principle. Then the following relation
is satisfied
(dσ − [σ, σ])Q(q) = 0 (3.17)
as a skew-symmetric linear map TxX × TxX → TqQ.
This condition is weaker than the zero curvature condition (2.22). In the particular
situation when the G-action on Q is free, then (3.17) and (2.22) are equivalent.
When dimX = 1, then both conditions are always satisfied.
Proof. Let ∇ be a torsion free connection on Q and let (t, s) ∈ R2 → x(s, t) ∈ X be a
smooth function. We have the relation
D∇
Ds
∣∣∣∣
s=0
d
dt
∣∣∣∣
t=0
q(x(s, t))−
D∇
Dt
∣∣∣∣
t=0
d
ds
∣∣∣∣
s=0
q(x(s, t)) = 0, (3.18)
where D∇/Ds denotes the covariant derivative associated to ∇. Using the notations
x(s) = x(s, 0), x(t) = x(0, t), δx(t) := d
ds
∣∣
s=0
x(s, t), ∆x(s) = d
dt
∣∣
t=0
x(s, t), and the
relation dq(x) = σQ(q(x)), we compute
D∇
Ds
∣∣∣∣
s=0
d
dt
∣∣∣∣
t=0
q(x(s, t)) =
D∇
Ds
∣∣∣∣
s=0
dq(x(s)) · δx(s) =
D∇
Ds
∣∣∣∣
s=0
(
σ(x(s)) · δx(s)
)
Q
(q(x(s))
= ∇dq(x)·∆x
(
σ(x)(δx)
)
Q
(q(x)) +
(
d
ds
∣∣∣∣
s=0
σ(x(s)) · δx(s)
)
Q
(q(x))
so that the relation (3.18) reads
0 = ∇(
σ(x)·∆x
)
Q
(q(x))
(
σ(x)(δx)
)
Q
(q(x))−∇(
σ(x)·δx
)
Q
(q(x))
(
σ(x)(∆x)
)
Q
(q(x))
+
(
d
ds
∣∣∣∣
s=0
σ(x(s)) · δx(s)−
d
dt
∣∣∣∣
t=0
σ(x(t)) ·∆x(t)
)
Q
(q(x))
=
[(
σ(x) ·∆x
)
Q
,
(
σ(x) · δx
)
Q
]
JL
(q(x)) +
(
dσ(x) · (∆x, δx)
)
Q
(q(x))
= (−[σ, σ] + dσ)Q(q(x)) · (∆x, δx),
where we used the property [ξQ, ηQ] = −[ξ, η]Q for the infinitesimal generators of left ac-
tion associated to Lie algebra elements ξ, η ∈ g, and a property of the exterior differential
of a one-form. Since δx,∆x ∈ TxX are arbitrary, the result follows. 
23
Covariant Clebsch variables. From Theorem 3.7 we know that if (ω, σ) is a critical
point of the covariant Clebsch variational principle, then ω is necessarily a solution of the
canonical covariant Hamilton equations for the collective Hamiltonian section. Further-
more, from Theorem 3.8 we know that σ verifies the covariant Euler-Poincare´ equations
and therefore, by Legendre transformation, ν = j(ω) is solution of the noncanonical
covariant Lie-Poisson equations (3.13).
This means that ω is a Clebsch variable for the covariant Lie-Poisson equation system,
the relation between the canonical and noncanonical equations being given by the map
ω ∈ Π 7→ j(ω) ∈ L(L(TX, g),Λn+1X).
Recall that this map is nothing else than a reformulation of the covariant momentum
map associated to an action of the Lie group G on the total space Y of the fiber bundle.
Note finally that given a Lie group G and a manifold X , any fiber bundle πX,Y : Y →
X on which G acts (with trivial action on X) provide Clebsch variables for the covariant
Lie-Poisson equations on L(TX, g), by means of the covariant momentum map.
The situation is summarized in the next theorem.
Theorem 3.10 (Clebsch variables for the covariant Lie-Poisson equations)
Consider a manifold X and a Lie group G. Let ℓ : L(TX, g)→ Λn+1X be an hyperregular
Lagrangian density and denote by h the associated Hamiltonian density.
Let πX,Y : Y → X be a fiber bundle over X and suppose that G acts on Y and induces
the trivial action on X. Let h be the collective Hamiltonian section (3.15) defined locally
with the help of the trivial connection, that is, we have
h(xµ, yA, pµA) = (x
µ, yA, pµA,−h(j(x
µ, yA, pµA))).
If ω : U¯ ⊂ X → Π is a solution of the (canonical) covariant Hamilton’s equations
for h, then j(ω) ∈ L(L(TX, g),Λn+1X) is solution of the covariant (noncanonical) Lie-
Poisson equations for h.
4 Examples
In this section we apply the covariant Clebsch variational principle (VP) to various
particular cases of special interest. First we consider the case given by a trivial fiber
bundle Y = X×Q and a Lie group action of G on Q. Then we present the special cases
when Q is a vector space on which G acts by representation and the case when Q is a
group on which G acts by translation. This approach allows us to develop the covariant
analog of several Clebsch variational formulations of the Euler-Poincare´ equations in
mechanics ([24]), such as the symmetric formulation of rigid bodies, the coupled double
bracket equations, the Clebsch variables for perfect fluids, and the singular solutions of
EPDiff equations. The approach developed here applies to any equations admitting a
covariant Euler-Poincare´ formulation, such as the G-strand equations for various choice
of Lie groups G and Lagrangian ℓ, [32]. We consider in details the cases G = Diff(M)
and G = Diffvol(M), the associated covariant momentum maps and covariant Euler-
Poincare´ equations (called covariant EPDiff and covariant EPDiffvol). In the first case,
our approach allows for the construction of singular solutions (filaments, sheets, etc.) of
the equations.
24
4.1 Covariant Clebsch VP on trivial fiber bundles
We now consider in detail the case when the bundle πX,Y : Y → X is trivial. We
will denote by Q the fiber so that we have Y = X × Q. Note that a smooth section
φ : U¯ ⊂ X → Y is of the form φ(x) = (x, q(x)), where q : U¯ ⊂ X → Q.
Recall that the fiber of the first jet bundle is an affine space. In the case of a
trivial bundle it reads J1(X × Q)(x,q) = idTxX × L(TxX, TqQ) so it can be canonically
identified with the vector space L(TxX, TqQ). This corresponds to the isomorphism
j1φ(x) 7→ dq(x) for a section φ(x) = (x, q(x)).
The dual jet bundle and restricted dual jet bundle are given by
J1(X ×Q)⋆ = L(L(TX, TQ),Λn+1X)× Λn+1X and Π = L(L(TX, TQ),Λn+1X)
= (TX ⊗ T ∗Q⊗ Λn+1X)× Λn+1X = (TX ⊗ T ∗Q⊗ Λn+1X)
so that the line bundle µ : J1(X×Q)⋆ → Π is trivial, and therefore Hamiltonian sections
can be identified with maps h : Π→ Λn+1X covering the identity on X .
Covariant momentum maps. Recall that in the field theoretic context, covariant
momentum maps are defined on the dual jet bundle and take values in the bundle
L(g,ΛnJ1(X ×Q)⋆).
In the special case of lifted actions we have seen in (2.18) that the value of the
covariant momentum map is the pull-back of an expression in L(g,Λn(X × Q)). This
was the motivation for the definition of the map J : J1(X × Q)⋆ → L(g,Λn(X × Q))
in (3.4). In the more special case of a group action on Y covering the identity on X ,
further simplifications arise in the expression of J . In view of the its occurrence in the
stationarity condition of the Clebsch variational principle, it was natural to reformulate
the covariant momentum map in this case as a map
j : L(L(TX, TQ),Λn+1X)→ L(L(TX, g),Λn+1X),
see (3.14). In the case of a trivial bundle, the G-action on Y = X×Q is the one naturally
induced by a given G-action Φ on Q. We know check that the map j has a very simple
expression in terms of the momentum map J : T ∗Q→ g∗ of the cotangent lifted action
ΦT
∗
: G × T ∗Q→ T ∗Q of Φ. Indeed, using (3.4) and (3.14), we have
〈j(ω), σ〉 = j(ω)µασ
α
µ = dx
µ ∧ J (z)(σµ) = dx
µ ∧ P νAσ
A
µ d
nxν = P
µ
Aσ
A
µ d
n+1x.
So, for ω = vx ⊗ αq ⊗ µx and σx ∈ L(TX, g), we get
〈j(vx ⊗ αq ⊗ µx), σx〉 = 〈α, σx(vx)Q〉µ = 〈J(αq), σx(vx)〉µx = 〈vx ⊗ J(αq)⊗ µx, σx〉 .
Therefore, we have the formula
j(vx ⊗ αq ⊗ µx) = vx ⊗ J(αq)⊗ µx.
It will be also useful to write j in coordinates as follows
j(ω) = j(ωµA∂µ ⊗ dy
A ⊗ dn+1x) = ωµA∂µ ⊗ J(dy
A)⊗ dn+1x
= ∂µ ⊗ J(ω
µ
Ady
A)⊗ dn+1x = ∂µ ⊗ J(ω
µ)⊗ dn+1x. (4.1)
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The covariant Clebsch variational principle. In the trivial bundle case, the vector
bundle Πg reads
Πg = L(L(TX, TQ),Λ
n+1X)×X×Q L(TX, g),
and we will denote by ψ = (ω, σ) : U¯ ⊂ X → Πg the smooth sections of this bundle.
Note that such section naturally encodes a smooth map q : U¯ ⊂ X → Q, given by the
projection of ω on Q. In other words, we have ω(x) ∈ L(L(TxX, Tq(x)Q),Λ
n+1
x X).
Using these notations, one easily verifies that the covariant Clebsch variational prin-
ciple (3.8) reads
δ
∫
U
ℓ(σ) + 〈ω,dq − σQ(q)〉 = 0,
over the space of smooth sections ψ = (ω, σ) : U¯ ⊂ X → Πg.
A detailed explanation of the formula appearing under the integral is in order. The
symbol dq denotes the differential of the map q : U¯ ⊂ X → Q induced by ω, therefore
dq(x) ∈ L(TxX, Tq(x)Q). We have σ(x) ∈ L(TxX, g) and the notation σQ(q) denotes
the function U¯ ⊂ X → L(TX, TQ) sending x ∈ U¯ to the linear map vx ∈ TxX 7→
(σ(vx))Q(q) ∈ Tq(x)Q. The duality pairing denotes the natural duality between the
spaces L(TxX, TqQ) and L(L(TxX, TqQ),Λ
n+1
x X). In local coordinates, we thus have
δ
∫
U
ℓ(σαµ) + ω
µ
A(∂µq
A − σAµ )d
n+1x = 0.
A direct computation or an application of Lemma 3.5 yields the stationarity conditions
∂ωµA
∂xµ
= −ωνB(σ
B
ν ),A,
∂qA
∂xµ
= σAµ ,
δℓ
δσ
= j(ω). (4.2)
Thanks to the expression (4.1), the last condition can be rewritten as
δℓ
δσµ
= J(ωµ)dn+1x.
We now derive these conditions by using a global geometric formulation. To achieve
this goal we need to fix a covariant derivative ∇ on Q. For simplicity, we assume that
∇ has no torsion. This covariant derivative induces a differential operator, denoted ∇˜,
acting on smooth functions f : X → TQ and defined by
∇˜vxf(x) :=
D∇
Dε
∣∣∣∣
ε=0
f(c(ε)),
where c(ε) ∈ X is a curve such that d
dε
∣∣
ε=0
c(ε) = vx and D
∇/Dε is the covariant
derivative associated to ∇ of the curve ε 7→ f(c(ε)) in TQ. Note that ∇˜vxf(x) ∈ Tq(x)Q,
where q : X → Q is the map induced by f . Given a variation ψε = (ωε, σε) of the section
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ψ = (ω, σ), we compute
d
dε
∣∣∣∣
ε=0
∫
U
ℓ(σ) + 〈ω,dq − σQ(q)〉
=
∫
U
〈
δℓ
δσ
, δσ
〉
+
d
dε
∣∣∣∣
ε=0
〈ωε,dqε − (σε)Q(qε)〉
=
∫
U
〈
δℓ
δσ
, δσ
〉
+
〈
D∇
Dε
∣∣∣∣
ε=0
ωε,dq − σQ(q)
〉
+
〈
ω,
D∇
Dε
∣∣∣∣
ε=0
dqε − (σε)Q(qε)
〉
=
∫
U
〈
δℓ
δσ
, δσ
〉
+
〈
δ∇ω,dq − σQ(q)
〉
+
〈
ω, ∇˜δq − (δσ)Q(q)−∇δqσQ
〉
=
∫
U
〈
δℓ
δσ
− j(ω), δσ
〉
+
〈
δ∇ω,dq − σQ(q)
〉
−
〈
d˜iv
∇
(ω) + 〈ω,∇σQ〉 , δq
〉
. (4.3)
In the second equality we used the general formula
d
dε
〈σε, eε〉 =
〈
D∇
E∗
Dε
σε, eε
〉
+
〈
σε,
D∇
E
Dε
eε
〉
,
where e(ε) ∈ E is a curve in the total space of a given vector bundle E → X endowed
with the covariant derivative ∇E , and σ(ε) ∈ E∗ is a curve in the total space of the
dual vector bundle E∗ → X endowed with the induced covariant derivative ∇E
∗
. The
curves e(ε) and σ(ε) are assumed to cover the same curve x(ε) ∈ X . In the present case,
the vector bundle is E = L(TX, TQ) → X ×Q and the covariant derivative is the one
induced from the covariant derivative ∇ on Q and a covariant derivative ∇X on X . One
checks that our expressions do not depend on ∇X . For simplicity, we thus also denote
by ∇ the covariant derivatives on L(TX, TQ) and its dual.
In the third equality we defined δ∇ω := D
∇
Dε
∣∣∣
ε=0
ωε and we use the following formulas.
D∇
Dε
∣∣∣∣
ε=0
dqε(x) · vx =
D∇
Dε
∣∣∣∣
ε=0
d
dt
∣∣∣∣
t=0
qε(x(t)) =
D∇
Dt
∣∣∣∣
t=0
d
dε
∣∣∣∣
ε=0
qε(x(t))
=
D∇
Dt
∣∣∣∣
t=0
δq(x(t)) = ∇˜vxδq(x)
D∇
Dε
∣∣∣∣
ε=0
(σε)Q(qε)(x) · vx =
D∇
Dε
∣∣∣∣
ε=0
(σε(x) · vx)Q(qε(x))
= (δσ(x) · vx)Q(q(x)) +∇δq(σ(x) · vx)Q(q(x))
=
(
(δσ)Q(q) +∇δq(σ)Q(q)
)
(x) · vx,
where the last equality shows how one applies the section (δσ)Q(q) +∇δq(σ)Q(q) to vx.
In the fourth equality, we used Stokes theorem together with the definition of the
covariant divergence d˜iv associated to ∇˜ and the fact that variations vanish at the
boundary. We refer to [19] for more details about the operators ∇˜ and d˜iv
∇
.
From (4.3) we thus obtain the intrinsic formulation of the stationarity conditions
(4.2):
d˜iv
∇
(ω) = −〈ω,∇σQ〉 , dq = σQ(q),
δℓ
δσ
= j(ω). (4.4)
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Clebsch variables and collective Hamiltonian. We first compute the collective
Hamiltonian of the covariant Clebsch principle. Since the bundle is trivial, we can
choose the trivial connection, i.e. the one given by the horizontal subbundle H(X×Q) =
TX × {0} ⊂ T (X ×Q). Recall also that the line bundle µ : J1(X ×Q)⋆ → Π is trivial,
and therefore Hamiltonian section h : Π→ J1Y ⋆ = Π×X Λ
n+1X can be globally written
as h(ω) = (ω,−H(ω)), where H : Π→ Λn+1X is a smooth map covering the identity on
X . With this identification, we obtain that the relation (3.15) is equivalently written as
H(ω) = h(j(ω)) ∈ Λn+1X.
We recognize clearly here the generalization of the collective Hamiltonian relation
H(α) = h(J(α))
to the covariant case.
From the expression of j in the case of a trivial bundle, we obtain that the covariant
Clebsch variables for the noncanonical covariant Lie-Poisson equations for h are provided
by the variables ωµA through the mapping
ω = ωµA∂µ ⊗ dq
A ⊗ dn+1x 7→ j(ω) = ∂µ ⊗ J(ω
µ)⊗ dn+1x.
The variables ωµA evolve according to the canonical covariant Hamilton equations for h.
For completeness, we present here a global formulation of these equations. A convenient
way is to use the covariant Hamilton’s phase space principle
δ
∫
U
ω∗h∗Θ = 0.
In our case, since h(ω) = (ω,−H(ω)), we have ω∗h∗Θ = ω · dq − H(ω), so that the
covariant Hamilton’s phase space principle reads
δ
∫
U
ω · dq − H(ω) = 0.
Similar computations as the ones used in (4.3) yield the equations
dq =
∂H
∂ω
, d˜iv
∇
ω = −
∂∇H
∂q
, (4.5)
where a covariant derivative ∇ has been fixed on Q. Here ∂H/∂ω is the fiber derivative
of H and ∂∇H/∂q is the partial derivative of H relative to the connection ∇.
When H(ω) = h(j(ω)), we get
∂H
∂ω
=
(
δh
δν
)
Q
∂∇H
∂q
=
〈
ω,∇
(
δh
δν
)
Q
〉
,
where ν = j(ω). In this case (4.5) consistently recovers (4.4).
The properties of the covariant Clebsch variational principle in the trivial bundle
case are summarized in the following proposition.
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Proposition 4.1 (Covariant Clebsch variational principle on trivial bundles)
Let G be a Lie group acting on a manifold Q and let X be a manifold of dimension n+1.
Let ℓ : L(TX, g) → Λn+1X be a Lagrangian density. Then we have the following state-
ments.
(1) The covariant Clebsch variational principle for a section ψ = (ω, σ) : U ⊂ X → Πg
is
δ
∫
U
ℓ(σ)− 〈ω,dq − σQ(q)〉 = 0.
(2) The section ψ = (ω, σ) is a critical section of the covariant Clebsch variational
principle if and only if it verifies
d˜iv
∇
(ω) = −〈ω,∇σQ〉 , dq = σQ(q),
δℓ
δσ
= j(ω), (4.6)
where ∇ is a covariant derivative on Q with vanishing torsion.
(3) The section σ : U¯ ⊂ X → L(TX, g) is a solution of the covariant Euler-Poincare´
equations
div
δℓ
δσ
+ ad∗σ
δℓ
δσ
= 0 (4.7)
and verifies the compatibility condition (dσ − [σ, σ])Q(q) = 0.
(4) Suppose that ℓ is hyperregular and define the associated Hamiltonian h : L(TX, g)∗ →
Λn+1X. Let H : Π → Λn+1X be the collective covariant Hamiltonian defined by
H = h ◦ j. Then (ω, σ) is a solution of (4.6) if and only if ω is a solution of the
covariant canonical Hamilton’s equations
dq =
∂H
∂ω
, d˜iv
∇
ω = −
∂∇H
∂q
. (4.8)
4.2 Covariant Clebsch VP for linear actions
We now suppose that the Lie group G acts by representation on a vector space V . We
denote by v 7→ gv this action. The infinitesimal generator is denoted by ξV (v) = ξv and
the cotangent bundle momentum J : T ∗V → g∗, is denoted by J(v, p) = v ⋄ p.
Let X be a (n + 1)-dimensional manifold. Since T ∗V = V × V ∗, a section of the
restricted dual jet bundle Π → X can be written as a couple (v, ω), where v : X → V
and ω : X → TX⊗V ∗⊗Λn+1X . Writing ω = ∂µ⊗ω
µ⊗dxn+1, the covariant momentum
map is given by j(v, ω) = ∂µ ⊗ v ⋄ ω
µ ⊗ dxn+1 ∈ TX ⊗ g∗ ⊗ Λn+1X .
The covariant Clebsch variational principle reads
δ
∫
U
ℓ(σ) + 〈ω,dv − σv〉 = 0
for maps σ : U ⊂ X → T ∗X⊗g, v : U ⊂ X → V , and ω : U ⊂ X → TX⊗V ∗⊗Λn+1X .
It yields the stationarity conditions
δℓ
δσ
= j(v, ω), dv − σv = 0, div ω − σµω
µ = 0
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which imply the covariant Euler-Poincare´ equations for ℓ, together with the compatibility
condition
(dσ − [σ, σ])v = 0.
Assuming that the Lagrangian ℓ is hyperregular, with associate Hamiltonian h, the
collective Hamiltonian is H(v, ω) = h(∂µ ⊗ v ⋄ ω
µ ⊗ dn+1x) and the covariant canonical
Hamilton’s equations are
dv =
∂H
∂ω
, div ω = −
∂H
∂v
,
or, in terms of h,
dv =
δh
δν
v, div ω =
δh
δνµ
ωµ, with ν = j(v, ω).
The case of G-strands. When X = R2 ∋ (t, s), we write σ = ξdt+γds, ω = (∂t⊗m+
∂s⊗ n)dt∧ ds, ν = (∂t⊗ γ + ∂s ⊗ λ)dt∧ ds, with ξ(t, s), γ(t, s) ∈ g, m(t, s), n(t, s) ∈ V
∗,
γ(t, s), λ(t, s) ∈ g∗. The covariant Clebsch VP becomes
δ
∫
U
ℓ(ξ, γ) + 〈m, ∂tv − ξv〉 dtds+ 〈n, ∂sv − γv〉 dtds = 0,
and yields the stationarity conditions
δℓ
δξ
= (v ⋄m)dt ∧ ds,
δℓ
δγ
= (v ⋄ n)dt ∧ ds
∂tv = ξv, ∂sv = γv, ∂tm+ ∂sn = ξm+ γn,
so that ξ, γ verify the G-strand equations
∂t
δℓ
δξ
+ ad∗ξ
δℓ
δξ
+ ∂s
δℓ
δγ
+ ad∗γ
δℓ
δγ
= 0.
The compatibility condition is (∂tγ−∂sξ− [ξ, γ])v = 0 and the Hamilton equations read
∂tv =
δh
δγ
v, ∂sv =
δh
δλ
v, ∂tm+ ∂sn =
δh
δγ
m+
δh
δλ
n.
Adjoint action and covariant coupled double bracket equations. A particularly
interesting example is the case of the adjoint action, that is, we take V = g and gm =
Adgm for g ∈ G and m ∈ g. Note that the infinitesimal generator is ξg(m) = adξm =
[ξ,m], and the cotangent bundle momentum map is J(m, p) = m ⋄ p = − ad∗m p. In
this case, the classical Clebsch variational principle yields the coupled double bracket
equations
m˙ = [m, [p,m]], p˙ = [p, [p,m]] (4.9)
of [4], as shown in [24], for an appropriate choice of the Lagrangian. We now present
the covariant analogue of this system.
Given a (n+ 1)-dimensional manifold X , the covariant Clebsch variational principle
reads
δ
∫
U
ℓ(σ) + 〈ω,dm− [σ,m]〉 = 0
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for maps σ : U ⊂ X → T ∗X ⊗ g, m : U ⊂ X → g, and ω : U ⊂ X → TX ⊗ g∗ ⊗
Λn+1X , and where [σ,m] ∈ L(TX, g) is defined by [σ,m](vx) := [σ(vx), m]. It yields the
stationarity conditions
δℓ
δσ
= j(m,ω), ∂µm− [σµ, m] = 0, ∂µω
µ + ad∗σµ ω
µ = 0, (4.10)
where j(m,ω) = −∂µ ⊗ ad
∗
m ω
µ ⊗ dn+1x, together with the compatibility condition
[dσ − [σ, σ], m] = 0.
Remarkably, the last two equations in (4.10) can be rewritten as
dσm = 0, divσ ω = 0,
where we interpret σ as a connection on the (left) trivial principal bundle X ×G→ G,
and where dσ and divσ denote, respectively, the covariant differential and covariant
divergence associated to σ.
In the hyperregular case, these equations can be written with the help of the Hamil-
tonian h as
dδh/δνm = 0, divδh/δν ω = 0, where ν = j(m,ω).
Suppose that g is endowed with an Ad-invariant inner product γ and fix a Riemannian
metric g on X . In this case, one can naturally identify the dual L(L(TX, g),Λn+1X)
of L(TX, g) with L(TX, g) by using the duality pairing 〈〈σ, η〉〉 := gµνγabσ
a
µη
b
ν . The
stationarity conditions are
δℓ
δσ
= [m,ω], dm− [σ,m] = 0, divgγ ω − Trg[σ, ω] = 0,
where the functional derivative δℓ/δσ ∈ L(TX, g) is associated to the pairing 〈〈 , 〉〉,
divgγ : Γ(L(TX, g)) → F(X, g) is the divergence associated to g and γ, and Trg is the
trace relative to g. If, moreover, the reduced Lagrangian is ℓ(σ) = 1
2
‖σ‖2, where ‖ ‖ is
the vector bundle norm associated to g and γ on L(TX, g), then we have
[m,ωµ] = σµ,
so that, inserting this in the equations above, we get
dm− [[m,ω], m] = 0, divgγ ω − Trg[[m,ω], ω].
These are the covariant coupled double bracket equations which extend (4.9) to the
covariant case. They can also be written using covariant differential operators as
d [m,ω]m = 0, div [m,ω]gγ ω = 0.
Note that the associated covariant Euler-Poincare´ equations read
divgγ
δℓ
δσ
− Trg
[
σ,
δℓ
δσ
]
= 0.
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For the choice ℓ(σ) = 1
2
‖σ‖2, the second term vanishes and therefore the covariant
coupled double bracket equations imply
divgγ σ = 0.
The results obtained in this paragraph, which extend those of [4] and [24] (see esp.
equation (31)) to the covariant case, are summarized in the next proposition.
Proposition 4.2 (Coupled double bracket formulation of covariant EP equations)
Let ℓ : L(TX, g) → Λn+1X be a Lagrangian density assumed to be hyperregular, and
consider the associated Hamiltonian density h. Assume that m : U ⊂ X → g, and
ω : U ⊂ X → TX ⊗ g∗ ⊗ Λn+1X verify the canonical covariant Hamilton equations
dm−
[
δh
δ[m,ω]
, m
]
= 0, divgγ ω − Trg
[
δh
δ[m,ω]
, ω
]
.
Then σ, given by δℓ
δσ
= j(m,ω), verifies the covariant Euler-Poincare´ equations, together
with the compatibility condition [dσ − [σ, σ], m] = 0.
4.3 Covariant Clebsch VP for Lie group translations
Recall that in the special case when a Lie group G acts on itself by left translation,
the cotangent bundle momentum map is given by right translation at the identity:
J : T ∗G→ g∗, J(αg) = αgg
−1, [36].
The covariant analogue is obtained by taking Y = X ×G and letting G act on itself
by left translation. We have ξG(g) = TRg(ξ) = ξg and j : Π→ L(L(TX, g),Λ
n+1) reads
j(vx ⊗ αg ⊗ µx) = vx ⊗ αgg
−1 ⊗ µx.
A section ω of the restricted dual jet bundle Π→ X induces a map g : X → G such
that ω(x) ∈ L(L(TxX, Tg(x)G),Λ
n+1X).
The covariant Clebsch variational principle reads
δ
∫
U
ℓ(σ) + 〈ω,dg − σg〉 = 0, (4.11)
for sections ω : U ⊂ X → L(L(TX, TG),Λn+1X) and σ : U ⊂ X → L(TX, g), and
where dg(x) ∈ L(TxX, Tg(x)G) denotes the tangent map to g : X → G and (σg)(x) ∈
L(TxX, Tg(x)G) is defined by (σg)(vx) = (σ(vx))g(x) = TRg(x)(σ(vx)).
One can obtain the stationary conditions together with the Hamiltonian formulation
by applying Proposition 4.1 and fixing a covariant derivative on G. We will however
take the advantage of having a Lie group to trivialize the variational principle, by using
the trivialized section ν := ωg−1 : U ⊂ X → L(L(TX, g),Λn+1X). Using this section,
the variational principle (4.11) can be rewritten as
δ
∫
U
ℓ(σ) +
〈
ν, (dg)g−1 − σ
〉
= 0.
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A direct computation yields
δ
∫
U
ℓ(σ) +
〈
ν, (dg)g−1 − σ
〉
=
∫
U
〈
δℓ
δσ
, δσ
〉
+
〈
δµ, (dg)g−1 − σ
〉
+
〈
ν, (dδg)g−1 − dgg−1δgg−1 − δσ
〉
=
∫
U
〈
δℓ
δσ
− ν, δσ
〉
+
〈
δν, (dg)g−1 − σ
〉
+
〈
ν,d(δgg−1) + [δgg−1,dgg−1]
〉
and we get the stationarity conditions
δℓ
δσ
= ν, dg − σg = 0, div(ν) + ad∗dgg−1 ν = 0,
where ν = ωg−1. Note that from this expression of the stationarity conditions, it is clear
that they imply the covariant Euler-Poincare´ equations, by simply inserting in the third
equation, the expression for σ and ν given from the first two equations.
Since the action is transitive, the compatibility condition coincides with the zero
curvature condition (2.22), see Lemma 3.9.
In the hyperregular case, the collective Hamiltonian is H(ω) = h(ωg−1) and the
process of passing from the covariant canonical Hamilton’s equation for H to the covariant
Lie-Poisson equations for h, coincides with the covariant Lie-Poisson reduction process,
see [12].
The next proposition summarizes the properties obtained so far.
Proposition 4.3 Let ℓ : L(TX, g)→ Λn+1X be a Lagrangian density and suppose that
G acts on Q = G by left translation. Then the associated covariant Clebsch variational
principle can be written as
δ
∫
U
ℓ(σ) +
〈
ν, (dg)g−1 − σ
〉
= 0, (4.12)
where σ : U ⊂ X → L(TX, g), g : U ⊂ X → G, and ν : U ⊂ X → L(L(TX, g),Λn+1X).
The stationarity conditions are
δℓ
δσ
= ν, dg − σg = 0, div(ν) + ad∗dgg−1 ν = 0,
and imply the covariant Euler-Poincare´ equations for ℓ together with the zero curvature
condition (2.22).
Example: convective strand dynamics. When the base manifold is X = R2 ∋
(t, s) and the Lie group is the special Euclidean group G = SE(3) ∋ (Λ, r), we can write
σ = (ω, γ)dt+ (Ω,Γ)ds and ν = (∂t ⊗ (m,n) + ∂s ⊗ (M,N))dt ∧ ds, where
(ω, γ), (Ω,Γ) : R2 → se(3) and (m,n), (M,N) : R2 → se(3)∗.
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In this case the covariant Clebsch variational principle (4.12) reads
δ
∫
ℓ(ω, γ,Ω,Γ) +
〈
(m,n), (Λ, r)−1(∂tΛ, ∂tr)− (ω, γ)
〉
dtds
+
〈
(M,N), (Λ, r)−1(∂sΛ, ∂sr)− (Ω,Γ)
〉
dtds = 0.
For an appropriate choice of ℓ, this principle yields the equations of motion for strand
dynamics in convective representation ([38]), and recovers the variational principle de-
veloped in [19]. The variable σ = (ω, γ)dt + (Ω,Γ)ds involves the convective angular
and linear velocities (ω, γ) and the convective angular and linear strains (Ω,Γ), whereas
ν = (∂t ⊗ (m,n) + ∂s ⊗ (M,N))dt ∧ ds involves the corresponding convective momenta
(m,n) and (M,N). We refer to [19] for the detailed derivation and alternative variational
formulations of convective strand dynamics.
Example: the covariant version of the symmetric rigid body equations. The
so called symmetric rigid body equations
Q˙ = QU, P˙ = PU, U ∈ so(N), (4.13)
are an alternative formulation of N -dimensional rigid body dynamics, associated to an
optimal control problem [4], [6], [24]. Given an hyperregular Lagrangian ℓ : so(N)→ R,
for example the N -dimensional rigid body Lagrangian, one observes that if U is defined
by δℓ/δU = 1
2
(QTP − P TQ), then U is a solution of the Euler-Poincare´ equations for ℓ
on so(N). We shall now present the covariant analogue of this statement.
Consider the right action of SO(N) on the trivial bundle X × GL(N) → X by
translation on GL(N). The covariant Clebsch variational principle is
δ
∫
U
ℓ(υ) + 〈ω,dQ−Qυ〉 = 0,
for sections ω : U ⊂ X → L(L(TX, TGL(N)),Λn+1X) and υ : U ⊂ X → L(TX, so(N)),
and yields the stationarity conditions
δℓ
δυµ
= j(Q, ω)µ =
1
2
(QTωµ − (ωµ)TQ), dQ = Qυ, div ω = ωυ.
The last two equations are the covariant analogues of the symmetric equations (4.13)
and imply the covariant Euler-Poincare´ equations on so(N)
div
δℓ
δυ
+
[
υµ,
δℓ
δυµ
]
= 0.
This applies in particular to the SO(N)-strand equations if X = R2 ∋ (t, s). In this
case, using the notations υ = Udt + V ds, and ω = (∂t ⊗ M + ∂s ⊗ N)dt ∧ ds, with
U(t, s), V (t, s) ∈ so(N) and M(t, s), N(t, s) ∈ TQ(t,s)GL(N), the stationarity conditions
are
δℓ
δU
=
1
2
(QTM −MTQ)dt ∧ ds,
δℓ
δV
=
1
2
(QTN −NTQ)dt ∧ ds
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∂tQ = QU, ∂sQ = QV, ∂tM + ∂sN =MU +NV
and imply the SO(N)-strand equations
∂t
δℓ
δU
+ ∂s
δℓ
δV
+
[
U,
δℓ
δU
]
+
[
V,
δℓ
δV
]
= 0.
The particular case N = 3 is relevant for chiral models, in which case the Lagrangian
density is ℓ(U, V ) = (1
2
|U |2 − 1
2
|V |2)dt ∧ ds, see [32] and references therein.
4.4 The covariant EPDiff equations and singular solutions
The covariant EPDiff equations. These equations are, by definition, the covariant
Euler-Poincare´ equations in the special case when the Lie group is the diffeomorphism
group Diff(M) of some manifold M . The terminology that we use comes from the same
denomination (EPDiff) for the Euler-Poincare´ equations on the diffeomorphism group,
[34]. The introduction of this class of partial differential equations, the covariant EPDiff
equations, was motivated by the recent paper [32].
Given a (n + 1)-dimensional manifold X we get from the general expression (2.21)
of the covariant Euler-Poincare´ equations, the covariant EPDiff equations
divX
δℓ
δσ
+ ad∗
σµ
δℓ
δσµ
= 0, (4.14)
where ad∗um = ∇m · u + ∇u
T · m + m divu is the infinitesimal coadjoint operator
associated to the Lie algebra g = X(M) of vector fields on M , where we identified g∗
with g using the L2-duality pairing. In (4.14), divX denotes the divergence of the X(M)
∗-
valued vector field density δℓ
δσ
∈ TX ⊗ X(M)∗ ⊗ Λn+1X . Note that in these equations,
σ is a smooth section σ : U ⊂ X → L(TX,X(M)). This implies that, given x ∈ X and
m ∈ M , we have σ(x,m) := σ(x)(m) ∈ L(TxX, TmM). The zero curvature conditions
read
dXσ = [σ,σ], (4.15)
where we used the notation dX to make clear that it means the exterior derivative relative
to the variable x, that is, the exterior derivative of the one-form σ ∈ Ω1(X,X(M)). Note
that (4.15) is an equality in Ω2(X,X(M)).
In the case X = R2 ∋ (t, s) and M = R, the covariant EPDiff equations recover
the Diff(R)-strand equations studied in [32]. Using the notation σ(t, s) = ν(t, s)dt +
γ(s, t)ds ∈ X(M), we get from (4.14) the Diff(R)-strand equations
∂t
δℓ
δν
+ ∂s
δℓ
δγ
+ ad∗
ν
δℓ
δν
+ ad∗
γ
δℓ
δγ
= 0,
where ad∗u v = v
′u + 2vu′ is the infinitesimal coadjoint operator on X(R)∗. The zero
curvature condition (4.15) reduces to
∂tγ − ∂sν = [ν,γ] = γ∂mν − ν∂mγ.
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In [34] a pair of momentum maps has been defined in the context of the (classical)
EPDiff equations. These momentum maps are associated to the two natural diffeomor-
phism actions on the space Emb(S,M) of embeddings of a k-dimensional manifold S into
M . The left action of the diffeomorphism group Diff(M) yields the cotangent bundle
momentum map JL : T
∗ Emb(S,M)→ X(M)∗ given by
JL(Q,P) =
∫
S
P(s)δ(m−Q(s))dks.
This momentum map provides the expression for singular solutions of the EPDiff equa-
tions. They may, for example, be supported on sets of points (vector peakons, dimS =
0), one-dimensional filaments (strings, dimS = 1), or two-dimensional surfaces (sheets,
dimS = 2) when dimM = 3. The right action of the diffeomorphism group Diff(S) on
Emb(S,M) yields the cotangent momentum map
JR(Q,P) = P · ∇Q ∈ X(S)
∗
which provides Clebsch variables for the EPDiff equations on X(S). Two Clebsch vari-
ational principles can be naturally associated to these actions, [24].
We shall now present the covariant analogue of this setting and obtain singular
solutions of the covariant EPDiff equations via covariant momentum maps.
Covariant Clebsch variational principle I: singular solutions. We take the fiber
bundle Y = X × Emb(S,M) and the principal bundle P = X × Diff(M), and consider
the left action of Diff(M) on Emb(S,M) by composition. The restricted dual jet bundle
is Π = TX ⊗ T ∗ Emb(S,M) ⊗ Λn+1X . Using our general formula (4.1), we obtain the
covariant momentum map jL : Π→ TX ⊗ X(M)
∗ ⊗ Λn+1X ,
jL(Q,ω) = ∂µ ⊗ J(Q,ω
µ)⊗ dn+1x = ∂µ ⊗
∫
S
ω
µ(s)δ(m−Q(s))dks⊗ dn+1x.
From Proposition 4.1, the covariant Clebsch variational principle reads
δ
∫
U
ℓ(σ) + 〈ω,dXQ− σEmb(Q)〉 = 0, (4.16)
over sections σ : U ⊂ X → L(TX,X(M)) and ω : U ⊂ U → Π. As before,
Q : U ⊂ X → Emb(S,M) is the map induced by ω, that is, we have ω(x) ∈
L(L(TxX, TQ(x) Emb(S,M)),Λ
n+1X). We will use the notations Q(x, s) := Q(x)(s) and
ω(x, s) := ω(x)(s). In the variational principle (4.16), dXQ denotes the derivative of the
map Q : U ⊂ X → Emb(S,M), and the expression σEmb(Q) ∈ L(TX, T Emb(S,M)) is
given by σEmb(Q)(vx)(s) = (σ(vx))(Q(x, s)) ∈ TQ(x,s)M . The variational principle can
be written as
δ
∫
U
ℓ(σ(x)) + 〈ωµ(x), ∂µQ(x)− (σµ(x))Emb(Q(x))〉 = 0
or, writing explicitly the duality pairing between T Emb(S,M) and its dual,
δ
∫
U
[
ℓ(σ(x)) +
∫
S
〈ωµ(x, s), ∂µQ(x, s)− σµ(x,Q(x, s))〉 d
ks
]
= 0. (4.17)
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The stationarity conditions read
δℓ
δσµ
=
∫
S
ω
µ(s)δ(m−Q(s))dks ∂µQ(x, s) = σµ(x,Q(x, s))
divX ω = −((∇σµ)
T ◦Q) · ωµ.
In the hyperregular case, eliminating the variable σ, these equations are equivalent
to canonical covariant Hamilton’s equations for the collective Hamiltonian H(Q,ω) =
h(jL(Q,ω)) and read
dQ =
∂H
∂ω
, divX ω = −
∂H
∂Q
on the restricted dual jet bundle Π. Of course, one has to assume that the Hamiltonian
h converges on the value of the covariant momentum map jL, that is, the collective
Hamiltonian H = h ◦ jL is well-defined.
In this case, it follows from Proposition 4.1 that σ is a solution of (4.15) and satisfy
the compatibility conditions (dXσ − [σ,σ])Emb (Q) = 0, which can be written more
explicitly
(dXσ(ux, vx) + [σ(ux),σ(vx)]) ◦Q(x) = 0, for all ux, vx ∈ TxX, (4.18)
as an equality in TQ(x) Emb(S,M).
The covariant Clebsch variational principle generalizes easily to the case when the
bundle is
Y = X × Emb(S,M)N ∋ (x,Qa), a = 1, ..., N,
in which case the covariant momentum map is
jL(Q
a,ωa) =
N∑
a=1
∂µ ⊗
∫
S
ω
µ
a(s)δ(m−Q
a(s))dks⊗ dn+1x. (4.19)
In the Proposition below, we consider the case of a H1 Lagrangian density, which is
the natural generalization of the higher dimensional Camassa-Holm equations to the
covariant case.
Proposition 4.4 (Singular momentum map solutions of H1 covariant EPDiff)
Consider the Lagrangian density ℓ : L(TX,X(M))→ Λn+1X given by
ℓ(σ) =
(
1
2
‖σ0‖
2
H1 −
1
2
n∑
i=1
‖σi‖
2
H1
)
dn+1x,
where ‖u‖2H1 = ‖u‖
2
L2 + α
2‖∇u‖2L2, α > 0. Then the corresponding covariant EPDiff
equation is
∂µν
µ +∇νµ · σµ +∇σ
T
µ · ν
µ + νµ divσµ = 0,
with ν0 = (1− α2∆)σ0 and ν
i = −(1− α2∆)σi, i = 1, ..., n.
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This equation admits the singular solutions σ = σµdx
µ given by
σ0(x,m) =
N∑
a=1
∫
S
ω
0
a(x, s)G(m,Q
a(x, s))dks
σi(x,m) = −
N∑
a=1
∫
S
ω
i
a(x, s)G(m,Q
a(x, s))dks, i = 1, ..., n,
where G is the Green’s function for the linear operator (1−α2∆) and where (Qa,ωa), a =
1, ..., N verify the canonical covariant Hamilton’s equations
dQa =
∂H
∂ωa
, divX ωa = −
∂H
∂Qa
, a = 1, ..., N, (4.20)
for the collective Hamiltonian
H((Qa,ωa)
N
a=1) =
N∑
µ=0
N∑
a,b=1
1
2
∫∫
S
ω
µ
a(x, s)G (Qa(x, s),Qb(x, s
′))ωµb (x, s
′)dks dks′
on the restricted dual jet bundle Π = TX ⊗ T ∗ Emb(S,M)N ⊗ Λn+1X.
Proof. These results follows from the discussion before the proposition. In particular,
the expression for σ0 and σi follows by inverting the operator (1− α
2∆) and using the
associated Green’s function. The expression for the collective Hamiltonian is obtained
by using the formula H = h ◦ jL and noting that the covariant Lie-Poisson Hamiltonian
h associated to ℓ reads
h(ν) =
n∑
µ=0
1
2
∫∫
M
ν
µ(m)G(m,n)νµ(n)dm dn. 
Remark 4.5 (1) Note that any covariant EPDiff equations whose Lagrangian density ℓ
is such that the collective Hamiltonian H = h◦jL is well-defined, admits these momentum
map singular solutions.
(2) Note also that these singular solutions do not satisfy the zero curvature condition
(4.15) but only the compatibility conditions (4.18), see Proposition 4.1. Therefore,
one cannot reconstruct the dynamics of the sections x ∈ U ⊂ X 7→ (x, ϕ(x)) ∈ X ×
Diff(M) of the bundle X × Diff(M) → X . The dynamics of these singular solutions
takes naturally place on the restricted dual jet bundle Π = TX ⊗ T ∗ Emb(S,M)ν ⊗
Λn+1X ∋ (Qa,ωa) and is given by the canonical covariant Hamilton equations for H.
This remark holds in general for covariant Euler-Poincare´ equations obtained through
covariant Clebsch variational principles, see Proposition 4.1.
(3) When dimM = 3, for example, the components of the singular solutions may be
supported on sets of points (vector peakons, dimS = 0), one-dimensional filaments
(strings, dimS = 1), or two-dimensional surfaces (sheets, dimS = 2).
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The case of Diff(R)-strands. When X = R2 ∋ (t, s) and M = R, we recover the
results of [32]. In this case, the manifold Emb(S,M) is replaced by R (the manifold S
is reduced to a point). We use the notations
σ = νdt+ γds and ωa = (∂t ⊗Ma + ∂s ⊗Na)dt ∧ ds,
where σ(t, s),γ(t, s) ∈ X(R) and Ma(t, s), Na(t, s) ∈ T
∗
Qa(t,s)R. The covariant momen-
tum map (4.19) is therefore given by
jL((Q
a, ωa)
N
a=1) =
N∑
a=1
(∂t ⊗Ma δ(m−Q
a) + ∂s ⊗Na δ(m−Q
a)) dt ∧ ds
and recovers the peakon solutions
ν(t, s,m) =
N∑
a=1
MaG(m,Q
a(t, s)), γ(t, s,m) = −
N∑
a=1
NaG(m,Q
a(t, s))
of the Diff(R)-strand equations found in [32]. In particular, our approach yields a natural
interpretation of the equations governing the dynamics of these singular solutions. In-
deed, from (4.20), the fields Qa, Na,Ma obey the canonical covariant Hamilton equations
for the collective Hamiltonian H given by
H((Qa, Na,Ma)
N
a=1) =
1
2
N∑
a,b=1
NaG(Qa, Qb)Nb +
1
2
N∑
a,b=1
MaG(Qa, Qb)Mb
on the restricted dual jet bundle Π = TR2 ⊗ T ∗R⊗ Λ2R2. These equations are
∂tQa(t, s) = ν(t, s, Qa(t, s)), ∂sQa(t, s) = γ(t, s, Qa(t, s)),
∂tMa + ∂sNa = −
N∑
b=1
(NaNb +MaMb)
∂G
∂Qa
(Qa, Qb).
They coincide with the equations derived in [32], interpreted there as a constrained
classical Hamiltonian system, rather than an unconstrained covariant Hamiltonian sys-
tem.
The compatibility conditions (4.18) reduce to (∂tγ − ∂sν − γ∂mν + ν∂mγ) (Q
a(t, s)) =
0, for all a = 1, ..., N and yield
N∑
b=1
(∂tNb + ∂sMb)G(Qa, Qb)
+
N∑
b,c=1
(MbNc −NbMc)
(
∂G
∂Qa
(Qa, Qb)G(Qa, Qc) +
∂G
∂Qb
(Qa, Qb)G(Qb, Qc)
)
= 0,
for a = 1, ..., N . The same condition can be derived by writing ∂tsQa = ∂stQa.
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For completeness, we rewrite now the covariant Clebsch variational principle (4.17)
in the particular case of Diff(R)-strands. It reads
δ
∫
U
ℓ(ν(t, s), γ(t, s)) +
N∑
a=1
Ma(t, s)(∂tQ
a(t, s)− ν(t, s, Qa(t, s))dtds
+
N∑
a=1
Na(t, s)(∂sQ
a(t, s)− γ(t, s, Qa(t, s))dtds = 0.
Covariant Clebsch variational principle II: covariant Clebsch variables. In
order to implement the second covariant variational principle, we take the same fiber
bundle Y = X × Emb(S,M) as before, and consider the principal bundle P = X ×
Diff(S), where Diff(S) acts on Emb(S,M) by composition on the right. From our general
formula (4.1), we obtain the covariant momentum map jR : Π→ TX ⊗X(S)
∗⊗Λn+1X ,
jR(Q,ω) = ∂µ ⊗ J(Q,ω
µ)⊗ dn+1x = ∂µ ⊗ ω
µ · ∇Q⊗ dn+1x.
The covariant Clebsch variational principle reads
δ
∫
U
ℓ(σ) + 〈ω,dXQ+∇Q · σ〉 = 0, (4.21)
over sections σ : U ⊂ X → L(TX,X(S)) and ω : U ⊂ X → Π, where Q : U ⊂
X → Emb(S,M) is the map induced by ω. In the variational principle, ∇Q denote
the derivative of Q(x, s) relative to s, and ∇Q · σ ∈ L(TX, T Emb(S,M)) is given by
(∇Q · σ)(vx) = ∇Q · (σ(vx)) ∈ TQ(x) Emb(S,M). The variational principle can be
written as
δ
∫
U
ℓ(σ(x)) + 〈ωµ(x), ∂µQ(x) +∇Q · σµ(x))〉 = 0
or, more explicitly,
δ
∫
U
[
ℓ(σ(x)) +
∫
S
〈ωµ(x, s), ∂µQ(x, s) +∇Q(x, s) · σµ(x, s))〉 d
ks
]
= 0.
As above, in the hyperregular case the critical sections (Q,ω) of this principle satisfy the
covariant Hamilton equations for the collective Hamiltonian H = h◦jR and σ satisfies the
covariant Euler-Poincare´ equations for ℓ on L(TX,X(S)), as well as the compatibility
conditions (3.17) given here by
∇Q · (dXσ − [σ,σ]) = 0.
The detailed computations are left to the reader and are obtained by extending those
of [24, §4] to the covariant case. The sections (Q,ω) are interpreted here as covariant
Clebsch variables for the covariant EPDiff equations, through the relation
δℓ
δσ
= −jR(Q,ω) = −∂µ ⊗ ω
µ · ∇Q⊗ dn+1x.
Note that (4.21) differs from the variational principle of Proposition 4.1 by a change
of sign in front of the infinitesimal generator. This change of sign is due to the use of a
right action whereas Proposition 4.1 is formulated for left actions.
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A pair of covariant momentum maps. The left and right actions of the diffeomor-
phism groups on X × Emb(S,M) induce a pair of covariant momentum maps on the
restricted dual jet bundle Π:
Π
jL jR
TX ⊗ X(M)∗ ⊗ Λn+1X TX ⊗ X(S)∗ ⊗ Λn+1X,
 
 
 
 ✠
❅
❅
❅
❅❘
similar to the dual pair of momentum map considered in [34] and further studied in [25],
the left leg being associated to singular solutions and the right leg to covariant Clebsch
variables.
4.5 The covariant EPDiffvol equations
The covariant EPDiffvol equations. We now consider the incompressible version of
the covariant EPDiff equation studied above, that is, the case of the Lie group Diffvol(M)
of volume preserving diffeomorphisms of a Riemannian manifold M (assumed to be
compact and without boundary, for simplicity). The Lie algebra of this group is given
by the space Xvol(M) of divergence free vector fields on M . Making the identification
Xvol(M)
∗ = Xvol(M) and using the L
2 pairing associated to the Riemannian metric
on M , we have the expression ad∗um = P(∇um + ∇u
T ·m), for all u,m ∈ Xvol(M),
where P : X(M) → Xvol(M) denotes the orthogonal Hodge projector onto divergence
free vector fields.
Given a (n+ 1)-dimensional manifold X we get from (2.21), the following covariant
Euler-Poincare´ equations on Diffvol(M):
divX
δℓ
δσ
+∇σµ
δℓ
δσµ
+∇σTµ ·
δℓ
δσµ
= grad p, (4.22)
where σ is a smooth section σ : U ⊂ X → L(TX,X(M)) and p : X ×M → R. The
symbol ∇ and grad denotes, respectively, the Levi-Civita covariant derivative and the
gradient on M , both computed relative to the Riemannian metric on M . If the first
cohomology H1(M) of M is trivial, we can alternatively identify the dual Lie algebra
with the space of exact two-forms on M , that is, Xvol(M)
∗ = Ω2ex(M). In this case, the
equations take the vorticity form
divX
δℓ
δσ
+£σµ
δℓ
δσµ
= 0, (4.23)
where £σµδℓ/δσµ denotes the Lie derivative of δℓ/δσµ ∈ TX ⊗ Ω
2
ex(M)⊗ Λ
n+1X with
respect to M , along the vector field σµ.
In the 2D case, on can define a covariant stream section ψ : U ⊂ X → L(TX,F(M))
for σ and rewrite the equations as
divX
δℓ
δψ
+
{
δℓ
δψµ
, ψµ
}
= 0, (4.24)
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where { , } denotes the Poisson bracket associated with the volume form on M , viewed
as a symplectic form.
Covariant Clebsch variational principle and Clebsch variables. Recall that
the classical Clebsch variables for perfect fluids arise from the momentum map J :
T ∗F(M) → X(M)∗ = Ω2ex(M), J(λ, µ) = dλ ∧ dµ associated to the cotangent lifted
action the right composition by Diff(M) on F(M), [37].
In the covariant case, we take the bundle Y = X ×F(M), and we get the restricted
dual jet bundle Π = TX ⊗ T ∗F(M)⊗ Λn+1X ∋ (λ, ω). The covariant momentum map
is j(λ, ω) = ∂µ⊗dλ∧dω
µ⊗ dn+1x and the covariant Clebsch variational principle reads
δ
∫
U
ℓ(σ) + 〈ω,dXλ+ dλ · σ〉 = 0,
over sections σ : U ⊂ X → L(TX,Xvol(M)) and (λ,ω) : U ⊂ U → Π, where dXλ
denotes the derivative of the map λ : U ⊂ X → F(M). The stationarity conditions are
δℓ
δσ
= j(λ, ω), dXλ+ dλ · σ = 0, divX ω + Tr(dω · σ) = 0.
In the hyperregular case, the first relation can be written as σ = δh
δj(λ,ω)
. The last two
equations can be written as a covariant canonical Hamiltonian system
dXλ =
∂H
∂ω
, divX ω = −
∂H
∂λ
,
for the collective Hamiltonian H = h ◦ j on Π, and yields the covariant EPDiffvol equa-
tions (4.23), together with the compatibility condition dλ · (dXσ − [σ,σ]) = 0. The
sections (λ, ω) are thus interpreted as covariant Clebsch variables since they obey canon-
ical covariant Hamilton’s equations and yields the noncanonical covariant Lie-Poisson
equations for h, in a similar way with the classical Clebsch variables (λ, µ).
For example, with the L2 Lagrangian density ℓ(σ) =
∑n
µ=0
1
2
‖σµ‖
2
L2 we have
δℓ
δσµ
=
dσ♭µ and the covariant Hamilton’s equations for Clebsch variables become
dXλ+ dλ · d
−1(dλ ∧ ω) = 0, divX ω + Tr(dω · d
−1(dλ ∧ ω)) = 0,
where d−1 denotes the inverse of the exterior differential seen as an isomorphism d :
Ω1vol(M)→ Ω
2
ex(M). In the two-dimensional case, see (4.24), these equations are
∂µλ+ {λ, {λ, ωµ}} = 0 (no sum on µ), ∂µω
µ + {ωµ{λ, ωµ}} = 0 (sum on µ)
and yield a covariant coupled double bracket formulation of the two-dimensional EPDiffvol
equations. They are reminiscent of the coupled double bracket formulation obtained in
Proposition 4.2 in the context of adjoint actions, and extend to the covariant case the
coupled double bracket formulation of perfect 2D fluids obtained in [24, §6].
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5 The covariant Pontryagin variational principle
In this section we develop a general covariant variational principle that generalizes the
covariant Clebsch variational principle and reproduces, as general case, the classical
and covariant Hamilton-Pontryagin variational principles of [39] and [40], respectively,
together with variational principles arising in geometric optimal control problems, e.g.
[29].
Given a fiber bundle πX,Y : Y → X , we consider another fiber bundle πY,B : B → Y
over Y with local coordinates (xµ, yA, bα), and define the bundles
Z := J1Y ⋆ ×Y B → Y and P = Π×Y B → Y, (5.1)
referred to as the generalized Pontryagin bundle and restricted generalized Pontryagin
bundle, respectively.
The line bundle µ : J1Y ⋆ → Π induces naturally a line bundle m : Z → P, locally
given by (xµ, yA, π, pµA, b
α)→ (xµ, yA, pµA, b
α). The canonical forms Θ ∈ Ωn+1(J1Y ⋆) and
Ω ∈ Ωn+1(J1Y ⋆) induce the forms ΘZ := π
∗
J1Y ⋆,ZΘ ∈ Ω
n+1(Z) and ΩZ := π
∗
J1Y ⋆,ZΩ ∈
Ωn+2(Z).
The variational principle that we define is associated to a smooth section e : P→ Z
called a generalized energy section, written locally as
(xµ, yA, pµA, b
α) 7→ (xµ, yA,−eloc(x
µ, yA, pµA, b
α), pµA, b
α).
By definition, a generalized energy density is a smooth map E : Z → Λn+1X covering
the identity on X and such that
iX(dE + ΩZ) = 0, for all X ∈ X
V (Z), (5.2)
where XV (Z) = {X ∈ X(Z) | Tm ◦X = 0} is the space of all m-vertical vector fields on
the generalized covariant Pontryagin bundle. From the condition (5.2) we obtain that a
generalized energy density is locally given by
E(xµ, yA, pµA, π, b
α) = (π + eloc(x
µ, yA, pµA, b
α))dn+1x.
This definition of generalized energy density is the natural extension of the definition
(2.15) of Hamiltonian densities. Similarly to this case, there is a bijective correspondence
between generalized energy densities and generalized energy sections. This correspon-
dence being given by
im e = E−1(0).
The Cartan (n+1)-form and (n+2) forms associated to a generalized energy section
e are defined by
Θe := e
∗ΘZ ∈ Ω
n+1(P) and Ωe := e
∗ΩZ ∈ Ω
n+2(P)
and we have the relations
m∗Θe = ΘZ − E and m
∗Ωe = ΩZ + dE .
One verifies the first equality by checking that both terms are locally given by
−eloc(x
µ, yA, pµA, b
α)dn+1x+ pµAdy
A ∧ dnxµ.
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Definition 5.1 (The covariant Pontryagin variational principle) Let πX,Y : Y →
X be a fiber bundle and fix a fiber bundle πY,B : B → Y and a generalized energy sec-
tion e : P → Z. Let U ⊂ X be an open subset whose closure U¯ is compact, and let
ψ : U¯ ⊂ X → P be a local smooth section of πX,P : P→ X.
The covariant Pontryagin variational principle is
δ
∫
U
ψ∗Θe = 0, (5.3)
for all variations ψε : U¯ ⊂ X → P of ψ (among smooth sections) such that ψ0 = ψ and
φε|∂U = φ|∂U , where φε is the section of πX,Y : Y → X induced from ψε.
Locally, the variational principle (5.3) reads
δ
∫
U
(
ψµA
∂ψA
∂xµ
− eloc(x
µ, ψA, ψµA, ψ
α)
)
dn+1x = 0,
where we denoted locally the section as ψ(xµ) = (xµ, ψA(xµ), ψνA(x
µ), ψα(xµ))
Remark 5.2 (Formulation on Z) The variational principle (5.3) can also be formu-
lated on sections ψ¯ : U ⊂ X → Z of the generalized Pontryagin bundle as
δ
∫
U
ψ¯∗(ΘZ − E) = 0,
since we have ψ¯∗(ΘZ−E) = ψ¯
∗m∗Θe = (m◦ ψ¯)
∗Θe = ψ
∗Θe, where we defined the section
ψ := m ◦ ψ¯ of P. Of course, the associated stationarity conditions only involve the
projection ψ := m ◦ ψ¯ of ψ¯ and the section ψ¯ is reconstructed from ψ by imposing the
zero energy constraint
E ◦ ψ¯ = 0.
In coordinates, the section ψ¯ is thus given by
ψ¯(xµ) =
(
xµ, ψA(xµ), ψνA(x
µ),−eloc(x
µ, ψA(xµ), ψµA(x
µ), ψα(xµ)), ψα(xµ)
)
.
In the same way as in Theorem 3.6, we can prove the following result.
Theorem 5.3 The following statements for a smooth section ψ : U¯ ⊂ X → P are
equivalent:
(1) ψ is a critical point of the covariant Pontryagin principle (5.3).
(2) ψ∗(iVΩe) = 0, for all πX,P-vertical vector fields on P.
(3) ψ satisfies the following equations in local coordinates
∂ψA
∂xµ
=
∂eloc
∂ψµA
,
∂ψµA
∂xµ
= −
∂eloc
∂ψA
,
∂eloc
∂ψα
= 0. (5.4)
We now show that this covariant principle unifies several known variational principles
in field theories and classical mechanics, including the covariant Clebsch variational
principle developed in this paper and the Hamilton-Pontryagin principle.
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Recovering the covariant Hamilton-Pontryagin principle. Let L : J1Y →
Λn+1X be a Lagrangian density and consider the fiber bundle B := J1Y → Y . The gen-
eralized Pontryagin bundle is thus given by P = J1Y ⋆ ×Y J
1Y . Define the generalized
energy density E : J1Y ⋆ ×Y J
1Y → Λn+1X by
E(z, γ) = 〈z, γ〉 − L(γ).
Since it is locally given by E(xµ, yA, pµA, v
A
µ ) =
(
π + pµAv
A
µ − L(x
µ, yA, vAµ )
)
dn+1x, it ver-
ifies the condition (5.2). In this case, (5.3) recovers the covariant Hamilton-Pontryagin
variational principle developed in [40]. Since eloc = p
µ
Av
A
µ −L(x
µ, yA, vAµ ), the stationarity
conditions (5.4) read
∂ψA
∂xµ
= ψAµ ,
∂ψµA
∂xµ
=
∂L
∂ψA
, ψµA −
∂L
∂ψAµ
= 0
and consistently recover the Euler-Lagrange equations in implicit form.
Recovering the covariant Clebsch variational principle. Let G ⊂ Aut(Y ) be a
Lie group acting on Y by bundle automorphisms covering the identity. Let J : J1Y ⋆ →
L(g,ΛnY ) be the covariant momentum map and consider the bundle B := L(TX, g)→
Y . Given an Ehresmann connection γ, we consider the energy section defined by
e(ω, σ) :=
(
s
γ(ω)− j(ω, σ) + π∗X,Y ℓ(σ), σ
)
,
see (3.6). Then the covariant Pontryagin principle (5.3) recovers the covariant Clebsch
variational principle of Definition 3.3. Since eloc = p
µ
A(σ
A
µ −γ
A
µ )− l(σ
α
µ ), one verifies that
the stationarity conditions (5.4) agree with (3.10).
Recovering the covariant Hamilton phase space principle. Given a Hamiltonian
density H : J1Y ⋆ → Λn+1X , we consider the case when the bundle B → Y is absent,
i.e., Z = J1Y ⋆, and we take E := H, so that e = h. In this case the covariant Pontryagin
principle (5.3) recovers the covariant Hamilton phase space principle recalled in (2.16).
The stationarity conditions (5.4) yield the covariant Hamilton equations (2.17).
Recovering classical Pontryagin principles in optimal control and mechanics.
In order to particularize the variational principle (5.3) to classical mechanics, we choose
X := R, Y := R × Q → R, and the bundle B := R × C → R × Q, (t, cq) 7→ (t, q),
where C → Q is a fiber bundle over Q. In this case, the generalized Pontryagin bundle
and restricted Pontryagin bundle defined in (5.1) are Z = T ∗(R×Q)×(R×Q) ×(R × C)
and P = (T ∗Q× R)×(R×Q) ×(R× C). A generalized energy section reads e(αq, t, cq) =
(αq, t,−e(t, αq, cq), cq) and a local section of P → X reads ψ(t) = (α(t), t, c(t)). With
these notations, the variational principle (5.3) becomes
δ
∫ T
0
ψ∗Θe = δ
∫ T
0
(〈α(t), q˙(t)〉 − e(t, α(t), c(t))) dt = 0. (5.5)
By choosing e(t, αq, cq) := 〈αq,Γ(cq)〉 − L(cq), where L : C → R and Γ is a fiber bundle
map Γ : C → TQ covering the identity on Q, (5.5) recovers the variational principle
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associated to geometric nonlinear optimal control problems via the Pontryagin maximum
principle, see e.g. [29]. In this case C is the control bundle, L is the cost function of the
problem, e is the Pontryagin Hamiltonian, and q˙(t) = Γ(c(t)) is the differential equation
constraint.
When C = TQ and e(t, αq, vq) = 〈αq, vq〉−L(vq), (i.e., Γ = idTQ) then (5.5) recovers
the Hamilton-Pontryagin variational principle ([39]); when C = Q × g and e(t, αq, ξ) =
〈αq, ξQ(q)〉 − ℓ(ξ), (i.e. Γ(q, ξ) = ξQ(q)), then (5.5) recovers the Clebsch variational
principle ([24]); finally, when C is absent and e(t, αq) = H(αq), then (5.5) recovers the
classical Hamilton phase space variational principle.
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