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Abstract
In this paper, a multidimensional nonisentropic hydrodynamic model for semiconductors with the non-
constant lattice temperature is studied. The model is self-consistent in the sense that the electric field, which
forms a forcing term in the momentum equation, is determined by the coupled Poisson equation. Global ex-
istence to the Cauchy problem for the multidimensional nonisentropic hydrodynamic semiconductor model
with the small perturbed initial data is established, and the asymptotic behavior of these smooth solutions
is investigated, namely, that the solutions converge to the general steady-state solution exponentially fast as
t → +∞ is obtained. Moreover, the existence and uniqueness of the stationary solutions are investigated.
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1. Introduction
In this paper, we are interested in the global existence and asymptotic behavior of the solutions
to multidimensional nonisentropic hydrodynamic model for semiconductors. After appropriate
scaling, our model equations are given by
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⎪⎪⎪⎩
nt + ∇ · (nu) = 0,
ut + (u · ∇)u + 1n∇(nT ) = ∇Φ − uτp ,
Tt + u · ∇T + 23T∇ · u − 23n∇ · (κ∇T ) = 2τw−τp3τpτw |u|2 − T−TL(x)τw ,
ΔΦ = n− b(x)
(1.1)
for (x, t) ∈ Rd ×[0,+∞), d = 2,3. The above scaled variables n,u, T and Φ denote the electron
density, the electron velocity, the carrier temperature and the electrostatic potential, respectively.
The coefficients κ , τp and τw are thermal conductivity coefficient, the momentum relaxation time
and energy relaxation time, respectively. In general, these physical constants may depend on n,T
and TL(x). As the first step to investigate the global existence and asymptotic behavior of solution
for (1.1), we only discuss the case that κ , τp and τw are positive constants in the present paper.
The more general case will be studied in the future. The function TL(x) is the ambient device
temperature. The function b(x) stands for the prescribed density of positive charged background
ions (doping profile).
The model (1.1) is a full (nonisentropic) hydrodynamic model for semiconductors, which de-
scribes electron flow when transport of energy in the semiconductor devices plays a crucial role,
as in submicron devices or in the occurrence of high field phenomena, whereas the correspond-
ing drift–diffusion model works very well under the assumptions of low carrier densities and
small electronic fields. Often the energy equation (1.1)3 is replaced by a pressure–density rela-
tion p(n) = knr , k > 0, r  1, the corresponding model is referred to as the unipolar isentropic
hydrodynamic model for semiconductors. Furthermore, if there are both electron and hole in the
presence, we regard the model as the bipolar isentropic (or nonisentropic) hydrodynamic model
for semiconductors. For more discussion on these models in physics and engineering, and their
derivation from kinetic transport models by the momentums method, we refer to [16,22].
Since Luo, Natalini and Xin [17] firstly investigated the global solutions and the asymptotic
behavior of the smooth solution to the Cauchy problem for the one-dimensional isentropic hy-
drodynamic model, Hsiao and Yang [14] discussed the corresponding initial boundary value
problem, Guo [10] studied the smooth irrotational fluids in R3+1, and Hsiao, Markowich and
Wang [12] investigated the multidimensional isentropic hydrodynamic model case. In additional,
Hsiao and Wang [13], and Hsiao, Jiang and Zhang [11] discussed the large time behavior of
the solutions for the one-dimensional and the multidimensional nonisentropic Euler–Poisson
equation for semiconductors with the constant doping profile and the constant lattice temper-
ature, respectively, while Ali, Bini and Rionero [2], and Ali [1] investigated the one-dimensional
and the multidimensional nonisentropic case with the zero-thermoconductivity coefficient and
the constant lattice temperature. Moreover, Zhu and Hattori [29] studied the stability of the
steady-state solutions for the one-dimensional unipolar nonisentropic hydrodynamic semicon-
ductor models. Regarding other topics, there have been many results, such as the steady-state
solution (see [3,5,7,8,21,27]), weak solution and relaxation limits (refer to [4,6,9,15,18,20,24,
28]). Recently, we started a program to investigate the more general and more accurate hy-
drodynamic model with the heat source in a realistic semiconductor device. In this paper, we
investigate the global existence and asymptotic behavior of the solutions for the Cauchy problem
for a multidimensional nonisentropic hydrodynamic semiconductor model with the nonconstant
lattice temperature.
For the sake of simplicity, we can assume that the constants κ , τp and τw are 1, but this does
not affect the subsequent analysis. Moreover, introducing the electric field e by e = ∇Φ , we can
rewrite the system (1.1)
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⎪⎪⎩
nt + ∇ · (nu) = 0,
ut + (u · ∇)u + 1n∇(nT ) = e − u,
Tt + u · ∇T + 23T∇ · u − 23nΔT = 13 |u|2 − (T − TL(x)),
∇ · e = n− b(x).
(1.2)
We consider the Cauchy problem of (1.2), namely, (1.2) is supplemented with the following
initial data
(
n(x,0),u(x,0), T (x,0)
)= (n0(x),u0(x), T0(x)), x ∈ Rd, d = 2,3. (1.3)
Using the Green’s formulation, it follows from (1.2) and (1.3) that
e(x, t) = ∇Φ = ∇Δ−1(n0 − b(x))− ∇Δ−1∇ ·
t∫
0
(nu)(x, s) ds. (1.4)
Moreover, our assumptions on b(x) are
lim|x|→∞b(x) = b¯ > 0, b(x) > 0, 0 < infx∈Rd b(x) b(x) supx∈Rd
b(x), (1.5)
and
b(x) ∈ C6(Rd), ∇b(x) ∈ H 5(Rd), (1.6)
while TL(x) satisfies
lim|x|→∞TL(x) = T
(0) > 0, TL(x) > 0, 0 < inf
x∈Rd
TL(x) TL(x) sup
x∈Rd
TL(x), (1.7)
and
TL(x) ∈ C6
(
R
d
)
, ∇TL(x) ∈ H 5
(
R
d
)
. (1.8)
Now let us consider the steady-state equation when the velocity u = 0 (total thermodynamic
equilibrium state), namely, we can investigate the stationary solution (N, T̂ ,E) of the system
⎧⎨
⎩
∇(NT̂ ) = NE,
2
3N ΔT̂ = T̂ − TL(x),
∇ ·E = N − b(x)
(1.9)
under the assumption of
N − b(x) ∈ H 5(Rd), T̂ − TL(x) ∈ H 5(Rd). (1.10)
In Section 2, we shall investigate the existence and uniqueness result for (1.9), (1.10), that is, we
obtain the following theorem.
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assume that ‖∇b(x)‖H 5(Rd ) + ‖∇TL(x)‖H 5(Rd ) is sufficiently small, then there exists a unique
pair (N, T̂ ,E), which is a solution of (1.9), (1.10).
The main purpose of this paper is to deal with the global existence and asymptotic behavior
of the global smooth solution to the Cauchy problem for (1.2), (1.3). This is done in Section 3.
Now we state our main result on the global existence and asymptotic behavior of the solution as
follows:
Theorem 1.2. Let (N, T̂ ,E) be the solution of (1.9), (1.10). Assume that b(x) satisfies (1.5),
(1.6), TL(x) satisfies (1.7), (1.8), and (n0 − N,u0, e0 − E) ∈ H 3(Rd), T0 − TL(x) ∈ H 4(Rd).
Then there exists a positive number δ such that if
∥∥(n0 −N,u0, e0 −E)∥∥H 3(Rd ) + ∥∥T0 − TL(x)∥∥H 4(Rd ) + ∥∥(nt ,ut , et , Tt )(x,0)∥∥H 2(Rd )
+ ∥∥∇b(x)∥∥
H 5(Rd ) +
∥∥∇TL(x)∥∥H 5(Rd )  δ,
then the Cauchy problem (1.2), (1.3) admits a unique smooth solution (n,u, T , e) for all t > 0.
Moreover,
∥∥(n −N,u, e − E)∥∥2
H 3(Rd ) +
∥∥T − TL(x)∥∥2H 4(Rd ) + ∥∥(nt ,ut , et , Tt )∥∥2H 2(Rd )
C
(∥∥(n0 − N,u0, e0 −E)∥∥2H 3(Rd ) + ∥∥T0 − TL(x)∥∥2H 4(Rd )
+ ∥∥(nt ,ut , et , Tt )(x,0)∥∥2H 2(Rd ))e−αt , (1.11)
for some positive constant α and C, where e0 = e(x,0) can be computed by (1.4) and
(nt ,ut , et , Tt )(x,0) is defined through (1.2), (1.3).
Remark 1.3. In [1,2], κ = 0 means that the semiconductor model system is a hyperbolic–elliptic
system, which is equivalent to a symmetric hyperbolic system with a nonlocal source term, for
the hydrodynamic variables and the electric field, so that we can employ the positive definiteness
of some functional of Liapunov type to obtain the crucial a priori estimate. But, when κ = 0, the
full hydrodynamic model for semiconductor is a hyperbolic–parabolic–elliptic coupled system,
then we need to make more careful energy estimate for the moment conserved equation and the
energy equation, respectively, in order that we can cancel certain terms which do not contain
the factor with small behavior in L∞-norm. Meanwhile, due to the general stationary solutions,
there are not only the coupled terms among u, T − T̂ and ϕ like [13], there are also the coupled
terms among n−N,T − T̂ and N, T̂ , we have to overcome these difficulties. At the same time,
we should notice the obstacle induced by the multidimensional case.
Remark 1.4. Due to the general doping profile and the general lattice device temperature, we
need to make a severe assumption that ‖∇b(x)‖H 5(Rd ) +‖∇TL(x)‖H 5(Rd ) is sufficiently small in
order that we can derive the unique existence of the general stationary solutions, and establish the
global existence and exponentially decay behavior for the smooth solutions for the multidimen-
sional nonisentropic hydrodynamic model for semiconductors with the heat source. Moreover,
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itly our results to the subsonic case. Under transonic and supersonic flow conditions, the issue
of global existence for the full hydrodynamic model remains essentially an open problem, since
smooth solutions only exist in finite time [4].
Remark 1.5. Finally, it is worthwhile to notice that the analysis of this note proceeds without
changes in 2 and 3 dimensions.
Notation. Hs(Rd), d ∈ Z+, denotes the usual Sobolev space of order s equipped with the norm
‖g‖Hs(Rd ) =
∑
0|α|s ‖∂αx g‖, where ‖·‖ = ‖·‖L2(Rd ) and ∂αx = ∂α11 ∂α22 . . . ∂αdd with
∑d
i=1qαi =
α and ∂i = ∂xi . For a vector valued function f = (f1, f2, . . . , fk) and a normed space X scalar
functions with the norm  ·, f ∈ X means that each component of f is in X, we put f :=
f1 + f2 +· · · +fk and ∂f = ∂xf = (∂ifj )d×k , ∂kxf = ∂x(∂k−1x f ).
Repeated indices mean summation from 1 to d . The Euclidean norm and inner product for Rd
are denoted by | · | and a · b for a, b ∈ Rd , respectively. C always stands for a generic constants,
C(·) means that C depends on ·, 
 denotes an arbitrary positive constant which comes from the
Young inequality.
∫ ·dx always represents ∫
Rd
·dx.
Moreover, in order to make a more convenient presentation in Sections 2, 3, we also give two
useful inequalities which are used repeatedly in this paper.
Young’s inequality: Let a, b, ε be positive constants an p0, q0  1, 1p0 + 1q0 = 1. Then
ab 

p0ap0
p0
+ b
q0

q0q0
, (1.12)
specially, if p0 + q0 = 2, we have the Cauchy–Schwartz inequality
|ab| 
a2 + b
2
4

, (1.13)
and Gagliardo–Nirenberg’s inequality [25]:
‖u‖Lq  C(d, q)‖u‖
d
q
− d2 +1‖Du‖ d2 − dq , (1.14)
for u ∈ H 1(Rd), q  2 when d = 2 and q ∈ [2,6] when d = 3, while for u ∈ H 2(Rd)
‖u‖L∞  C(d)‖u‖ 4−d4
∥∥D2u∥∥ d4 . (1.15)
2. The existence and uniqueness of the stationary solutions
In this section, our goal is to prove Theorem 1.1. The proof is based on the crucial a priori
estimates, namely:
Lemma 2.1. Let b(x) satisfies (1.5), (1.6) and TL(x) satisfies (1.7), (1.8). Moreover, we assume
that ‖∇b(x)‖H 5(Rd ) + ‖∇TL(x)‖H 5(Rd ) is sufficiently small. Then, if (N, T̂ ,E) is a solution
of (1.9), (1.10), then the following estimates hold:
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x∈Rd
b(x)N(x) sup
x∈Rd
b(x), (2.1)
inf
x∈Rd
TL(x) T̂ (x) sup
x∈Rd
TL(x), (2.2)
∥∥(N − b(x), T̂ − TL(x))∥∥H 6(Rd ) C(∥∥∇b(x)∥∥H 5(Rd ),∥∥∇TL(x)∥∥H 5(Rd )), (2.3)∥∥(∇N,∇T̂ )∥∥
H 5(Rd )  C
(∥∥∇b(x)∥∥
H 5(Rd ),
∥∥∇TL(x)∥∥H 5(Rd )). (2.4)
Proof. From (1.9)1 and (1.9)3, we have
div
(∇(NT̂ )
N
)
= N − b(x). (2.5)
Since lim|x|→∞ N(x) = lim|x|→∞ b(x) = b¯ and lim|x|→∞ T̂ (x) = lim|x|→∞ TL(x) = T (0), by
the maximal principle, we get
inf
x∈Rd
b(x)N(x) sup
x∈Rd
b(x) and inf
x∈Rd
TL(x) T̂ (x) sup
x∈Rd
TL(x).
We multiply (1.9)2 by T̂ − TL(x), and integrate the resultant equation over Rd , to have∫
ΔT̂
(
T̂ − TL(x)
)
dx =
∫ 3N
2
(
T̂ − TL(x)
)2
dx,
using the Cauchy–Schwartz inequality, we see that
∫ ((
T̂ − TL(x)
)2 + ∣∣∇(T̂ − TL(x))∣∣2)dx C ∫ ∣∣∇TL(x)∣∣2 dx. (2.6)
We multiply (2.5) by N − b(x), and integrate the resultant equation over Rd , to lead to
∫
div
(∇(NT̂ )
N
)(
N − b(x))dx = ∫ (N − b(x))2 dx,
which implies
∫ ((
N − b(x))2 + ∣∣∇(N − b(x))∣∣2)dx  C ∫ (∣∣∇b(x)∣∣2 + ∣∣∇TL(x)∣∣2)dx. (2.7)
Next, we take ∇ on the both sides of (1.9)2, multiply it by ∇(T̂ − TL(x)), and integrate the
resultant equation over Rd , to discover
∫
∇ΔT̂∇(T̂ − TL(x))dx = ∫ ∇(3N2 (T̂ − TL(x))
)
∇(T̂ − TL(x))dx,
using the Cauchy–Schwartz inequality and (2.6), (2.7), we find
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∫ (∣∣∇(T̂ − TL(x))∣∣2 + ∣∣∇2(T̂ − TL(x))∣∣2)dx
 C
∫ (∣∣∇b(x)∣∣2 + ∣∣∇TL(x)∣∣2 + ∣∣∇2TL(x)∣∣2)dx. (2.8)
We take ∇ on the both sides of (2.5), multiply it by ∇(N − b(x)), and integrate the resultant
equation over Rd to lead to
∫
div∇
(∇(NT̂ )
N
)
∇(N − b(x))dx = ∫ ∣∣∇(N − b(x))∣∣2 dx,
which implies
∫ (∣∣∇(N − b(x))∣∣2 + ∣∣∇2(N − b(x))∣∣2)dx
C
∫ (∣∣∇2b(x)∣∣2 + ∣∣∇2T̂ ∣∣2 + |∇N |4 + ∣∣∇T̂ ∣∣4)dx, (2.9)
on the other hand, by means of (1.12) and (1.13), we can deduce
∫
|∇N |4 dx  sup|∇N |2
∫
|∇N |2 dx  C
(∫
|∇N |2 dx
) 8−d
4
(∫ ∣∣∇3N ∣∣2 dx) d4
 

∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ |∇N |2 dx) 8−d4−d (2.10)
and
∫ ∣∣∇T̂ ∣∣4 dx  sup∣∣∇T̂ ∣∣2 ∫ ∣∣∇T̂ ∣∣2 dx  C(∫ ∣∣∇T̂ ∣∣2 dx) 8−d4 (∫ ∣∣∇3T̂ ∣∣2 dx) d4
 

∫ ∣∣∇3T̂ ∣∣2 dx +C(
)(∫ ∣∣∇T̂ ∣∣2 dx) 8−d4−d . (2.11)
Combining (2.9) and (2.10), (2.11), with the help of the smallness behavior of ‖∇b(x)‖H 5(Rd ) +
‖∇TL(x)‖H 5(Rd ), we obtain
∫ (∣∣∇(N − b(x))∣∣2 + ∣∣∇2(N − b(x))∣∣2)dx
 C
∫ (∣∣∇b(x)∣∣2 + ∣∣∇2b(x)∣∣2 + ∣∣∇TL(x)∣∣2 + ∣∣∇2TL(x)∣∣2)dx + 
 ∫ ∣∣∇3N ∣∣2 dx
+ 

∫ ∣∣∇3T̂ ∣∣2 dx + C(
)(∫ (∣∣∇b(x)∣∣2 + ∣∣∇TL(x)∣∣2)dx)
8−d
4−d
. (2.12)
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resultant equation over Rd to have
∫
∇2ΔT̂∇2(T̂ − TL(x))dx = ∫ ∇2(3N2 (T̂ − TL(x))
)
∇2(T̂ − TL(x))dx,
which implies
∫ (∣∣∇2(T̂ − TL(x))∣∣2 + ∣∣∇3(T̂ − TL(x))∣∣2)dx
 C
∫ (∣∣∇b(x)∣∣2 + ∣∣∇2b(x)∣∣2 + ∣∣∇TL(x)∣∣2 + ∣∣∇2TL(x)∣∣2 + ∣∣∇3TL(x)∣∣2)dx
+ 

∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ (|∇N |2 + ∣∣∇TL(x)∣∣2)dx)
8−d
4−d
, (2.13)
with the aid of (2.10) and
∫ ∣∣∇(T̂ − TL(x))∣∣4 dx
 sup
∣∣∇(T̂ − TL(x))∣∣2 ∫ ∣∣∇(T̂ − TL(x))∣∣2 dx
 C
(∫ ∣∣∇(T̂ − TL(x))∣∣2 dx)
8−d
4
(∫ ∣∣∇3(T̂ − TL(x))∣∣2 dx)
d
4
 

∫ ∣∣∇3(T̂ − TL(x))∣∣2 dx + C(
)(∫ ∣∣∇(T̂ − TL(x))∣∣2 dx)
8−d
4−d
. (2.14)
Then, taking ∇2 to (2.5), multiplying it by ∇2(N − b(x)) and integrating the resultant equation
over Rd , we have
∫
div∇2
(∇(NT̂ )
N
)
∇(N − b(x))dx = ∫ ∣∣∇2(N − b(x))∣∣2 dx,
similar to (2.9), we can deduce that
∫ (∣∣∇2(N − b(x))∣∣2 + ∣∣∇3(N − b(x))∣∣2)dx
 C
∫ (∣∣∇3b(x)∣∣2 + ∣∣∇3T̂ ∣∣2)dx + ∫ ((∣∣∇2N∇T̂ ∣∣+ ∣∣∇N∇2T̂ ∣∣+ ∣∣∇N∇2N ∣∣
+ ∣∣(∇N)2∇T̂ ∣∣+ |∇N |3)∣∣∇3(N − b(x))∣∣)dx, (2.15)
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∫ ∣∣∇T̂∇2N∇3(N − b(x))∣∣ sup∣∣∇T̂ ∣∣ ∫ ∣∣∇2N∇3(N − b(x))∣∣dx

(


∫ ∣∣∇3T̂ ∣∣2 dx +C(
)(∫ ∣∣∇T̂ ∣∣2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇2N ∣∣2 dx + 1
2
∫ ∣∣∇3(N − b(x))∣∣2 dx),
∫ ∣∣∇N∇2T̂∇3(N − b(x))∣∣ sup|∇N |∫ ∣∣∇2T̂∇3(N − b(x))∣∣dx

(


∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ |∇N |2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇2T̂ ∣∣2 dx + 1
2
∫ ∣∣∇3(N − b(x))∣∣2 dx),
∫ ∣∣∇N∇2N∇3(N − b(x))∣∣ sup|∇N |∫ ∣∣∇2N∇3(N − b(x))∣∣dx

(


∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ |∇N |2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇2N ∣∣2 dx + 1
2
∫ ∣∣∇3(N − b(x))∣∣2 dx),
∫ ∣∣∇T̂ (∇N)2∇3(N − b(x))∣∣
 sup|∇N |2
∫ ∣∣∇T̂∇3(N − b(x))∣∣dx

(


∫ ∣∣∇3N ∣∣2 dx +C(
)∫ |∇N |2 dx)(1
2
∫ ∣∣∇T̂ ∣∣2 dx + 1
2
∫ ∣∣∇3(N − b(x))∣∣2 dx),
and
∫ ∣∣(∇N)3∇3(N − b(x))∣∣
 sup|∇N |2
∫ ∣∣∇N∇3(N − b(x))∣∣dx

(


∫ ∣∣∇3N ∣∣2 dx +C(
)∫ |∇N |2 dx)(1
2
∫
|∇N |2 dx + 1
2
∫ ∣∣∇3(N − b(x))∣∣2 dx).
Inserting the above five inequalities into (2.15), adding the resultant inequality and (2.12), (2.13),
and noticing the sufficient small of ‖∇b(x)‖H 5(Rd ) + ‖∇TL(x)‖H 5(Rd ), we obtain
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∫ (∣∣∇2(N − b(x))∣∣2 + ∣∣∇3(N − b(x))∣∣2 + ∣∣∇2(T̂ − TL(x))∣∣2 + ∣∣∇3(T̂ − TL(x))∣∣2)dx
 C
(∥∥∇b(x)∥∥2
H 2(Rd ),
∥∥∇TL(x)∥∥2H 2(Rd )). (2.16)
Now, it is time to turn to the estimates for the more derivatives of N and T̂ . We take ∇3 on the
both sides of (1.9)2, multiply it by ∇3(T̂ − TL(x)), and integrate the resultant equation over Rd
to have ∫
∇3ΔT̂∇3(T̂ − TL(x))dx = ∫ ∇3(3N2 (T̂ − TL(x))
)
∇3(T̂ − TL(x))dx,
which implies ∫ (∣∣∇3(T̂ − TL(x))∣∣2 + ∣∣∇4(T̂ − TL(x))∣∣2)dx
 C
∫ (∣∣∇3N ∣∣2 + ∣∣∇4TL(x)∣∣2 + (∣∣∇2N∇(T̂ − TL(x))∣∣
+ ∣∣∇N∇2(T̂ − TL(x))∣∣)∣∣∇3(T̂ − TL(x))∣∣)dx, (2.17)
on the other hand, employing the previous techniques and arguments, we also have∫ ∣∣∇(T̂ − TL(x))∇2N∇3(T̂ − TL(x))∣∣dx
 sup
∣∣∇(T̂ − TL(x))∣∣ ∫ ∣∣∇2N∇3(T̂ − TL(x))∣∣dx

(


∫ ∣∣∇3(T̂ − TL(x))∣∣2 dx + C(
)(∫ ∣∣∇(T̂ − TL(x))∣∣2 dx)
4−d
8−d )
×
(
1
2
∫ ∣∣∇2N ∣∣2 dx + 1
2
∫ ∣∣∇3(T̂ − TL(x))∣∣2 dx), and (2.18)∫ ∣∣∇2(T̂ − TL(x))∇N∇3(T̂ − TL(x))∣∣
 sup|∇N |
∫ ∣∣∇2(T̂ − TL(x))∇3(T̂ − TL(x))∣∣dx

(


∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ |∇N |2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇2(T̂ − TL(x))∣∣2 dx + 12
∫ ∣∣∇3(T̂ − TL(x))∣∣2 dx). (2.19)
So, we obtain∫ (∣∣∇3(T̂ − TL(x))∣∣2 + ∣∣∇4(T̂ − TL(x))∣∣2)dx  C(∥∥∇b(x)∥∥2H 2(Rd ),∥∥∇TL(x)∥∥2H 3(Rd )).
(2.20)
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over Rd , we have
∫
div∇3
(∇(NT̂ )
N
)
∇(N − b(x))dx = ∫ ∣∣∇3(N − b(x))∣∣2 dx,
similar to (2.9), we can deduce that∫ (∣∣∇3(N − b(x))∣∣2 + ∣∣∇4(N − b(x))∣∣2)dx
 C
∫ (∣∣∇4b(x)∣∣2 + ∣∣∇4T̂ ∣∣2)dx + ∫ ((∣∣∇3N∇T̂ ∣∣+ ∣∣∇N∇3T̂ ∣∣+ ∣∣∇N∇3N ∣∣
+ ∣∣∇2N(∇N)2∣∣+ ∣∣∇N∇T̂∇2N ∣∣+ ∣∣(∇N)2∇2T̂ ∣∣+ |∇T̂ ||∇N |3)∣∣∇4(N − b(x))∣∣)dx
+
∫ (∣∣∇2T̂ ∣∣4 + ∣∣∇2N ∣∣4 + |∇N |8)dx, (2.21)
for the last two integral terms in the right-hand side of (2.21), by means of (1.12)–(1.15), we can
estimate as follows:∫ (∣∣∇T̂∇3N ∣∣+ ∣∣∇N∇3T̂ ∣∣+ ∣∣∇N∇3N ∣∣)∣∣∇4(N − b(x))∣∣dx
 sup
∣∣∇T̂ ∣∣ ∫ ∣∣∇3N∇4(N − b(x))∣∣dx + sup|∇N |∫ ∣∣∇3T̂ ∇4(N − b(x))∣∣dx
+ sup|∇N |
∫ ∣∣∇3N∇4(N − b(x))∣∣dx

(


∫ ∣∣∇3T̂ ∣∣2 dx +C(
)(∫ ∣∣∇T̂ ∣∣2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇3N ∣∣2 dx + 1
2
∫ ∣∣∇4(N − b(x))∣∣2 dx)
+
(


∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ |∇N |2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇3N ∣∣2 dx + 1
2
∫ ∣∣∇4(N − b(x))∣∣2 dx)
+
(


∫ ∣∣∇3N ∣∣2 dx +C(
)(∫ |∇N |2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇3T̂ ∣∣2 dx + 1
2
∫ ∣∣∇4(N − b(x))∣∣2 dx),
∫ (∣∣∇T̂∇N∇2N ∣∣+ ∣∣(∇N)2∇2T̂ ∣∣)∣∣∇4(N − b(x))∣∣dx
 sup
∣∣∇T̂ ∣∣ sup|∇N |∫ ∣∣∇2N∇4(N − b(x))∣∣dx + sup(∇N)2 ∫ ∣∣∇2T̂ ∣∣∣∣∇4(N − b(x))∣∣dx
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(


∫ ∣∣∇3T̂ ∣∣2 dx +C(
)(∫ |∇T̂ |2 dx) 4−d8−d )(
 ∫ ∣∣∇3N ∣∣2 dx + C(
)(∫ |∇N |2 dx) 4−d8−d )
×
(
1
2
∫ ∣∣∇2N ∣∣2 dx + 1
2
∫ ∣∣∇4(N − b(x))∣∣2 dx)
+
(


∫ ∣∣∇3N ∣∣2 dx + C(
)∫ |∇N |2 dx)
×
(
1
2
∫ ∣∣∇2T̂ ∣∣2 dx + 1
2
∫ ∣∣∇4(N − b(x))∣∣2 dx)
and∫ (∣∣∇T̂ (∇N)3∣∣+ ∣∣(∇N)2∇2N ∣∣)∣∣∇4(N − b(x))∣∣dx
 sup
∣∣∇T̂ ∣∣ ∫ ∣∣(∇N)3∇4(N − b(x))∣∣dx + sup∣∣∇2N ∣∣ ∫ ∣∣(∇N)2∇4(N − b(x))∣∣dx

(


∫ ∣∣∇3T̂ ∣∣2 dx +C(
)(∫ ∣∣∇T̂ ∣∣2 dx) 4−d8−d )
×
(
C(
)
∫
|∇N |6 dx + 

∫ ∣∣∇4(N − b(x))∣∣2 dx)
+
(


∫ ∣∣∇3N ∣∣2 dx + C(
)∫ |∇N |2 dx)(1
2
∫ ∣∣∇2N ∣∣2 dx + 1
2
∫ ∣∣∇4(N − b(x))∣∣2 dx).
In additional, analogous to (2.10), (2.11), we have
∫ ∣∣∇2N ∣∣4 dx  sup∣∣∇2N ∣∣2 ∫ ∣∣∇2N ∣∣2 dx C(∫ ∣∣∇2N ∣∣2 dx) 8−d4 (∫ ∣∣∇4N ∣∣2 dx) d4
 

∫ ∣∣∇4N ∣∣2 dx +C(
)(∫ ∣∣∇2N ∣∣2 dx) 8−d4−d
and
∫ ∣∣∇2T̂ ∣∣4 dx  sup∣∣∇2T̂ ∣∣2 ∫ ∣∣∇2T̂ ∣∣2 dx  C(∫ ∣∣∇2T̂ ∣∣2 dx) 8−d4 (∫ ∣∣∇4T̂ ∣∣2 dx) d4
 

∫ ∣∣∇4T̂ ∣∣2 dx + C(
)(∫ ∣∣∇2T̂ ∣∣2 dx) 8−d4−d ,
while directly employing (1.14), we get
∫
|∇N |6 dx C
(∫
|∇N |2 dx
)3−d(∫ ∣∣∇2N ∣∣2 dx)d
and
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∫
|∇N |8 dx  sup|∇N |2
∫ ∣∣∇2N ∣∣6 dx
 C
(∫
|∇N |2 dx
) 16−5d
4
(∫ ∣∣∇2N ∣∣2 dx)d(∫ ∣∣∇3N ∣∣2 dx) d4 .
Hence, inserting the above seven inequalities into (2.21), we can obtain
∫ (∣∣∇3(N − b(x))∣∣2 + ∣∣∇4(N − b(x))∣∣2)dx C(∥∥∇b(x)∥∥2
H 3(Rd ),
∥∥∇TL(x)∥∥2H 3(Rd )).
(2.22)
Repeated the above arguments and techniques, we may get
∫ (∣∣∇4(T̂ − TL(x))∣∣2 + ∣∣∇5(T̂ − TL(x))∣∣2 + ∣∣∇6(T̂ − TL(x))∣∣2)dx
C
(∥∥∇b(x)∥∥2
H 5(Rd ),
∥∥∇TL(x)∥∥2H 5(Rd )) (2.23)
and ∫ (∣∣∇4(N − b(x))∣∣2 + ∣∣∇5(N − b(x))∣∣2 + ∣∣∇6(N − b(x))∣∣2)dx
 C
(∥∥∇b(x)∥∥2
H 5(Rd ),
∥∥∇TL(x)∥∥2H 5(Rd )). (2.24)
From the above estimates, we complete the proofs of (2.3) and (2.4). 
Proof of Theorem 1.1. Based on Lemma 2.1, the standard iteration technique and fixed point
principle can be used to prove the existence of stationary solution of (1.9), (1.10) as in [17], we
can omit the details here. In the following, we are going to show the uniqueness of (N, T̂ ,E). Let
us assume that both (N1, T̂1,E1) and (N2, T̂2,E2) are solutions of (1.9), moreover, N1 − b(x),
N2 − b(x) ∈ H 5(Rd), and T̂1 − TL(x), T̂2 − TL(x) ∈ H 5(Rd). Then, on one hand, taking
the difference of equations (1.9)1 by (N1, T̂1,E1) and (N2, T̂2,E2), and using lnN1 − lnN2
as the test function in the weak formulation of the difference equation, integration by parts
leads to ∫ (
T̂1∇ lnN1 + ∇T̂1 −
(
T̂2∇ lnN2 + ∇T̂2
))
(∇ lnN1 − ∇ lnN2) dx
= −
∫
(N1 − N2)(lnN1 − lnN2) dx
which implies
∫ (∇ lnN1 − ∇ lnN2)2 dx + ∫ (N1 −N2)(lnN1 − lnN2) dx
 C
∫ ((
T̂1 − T̂2
)2 + (∇T̂1 − ∇T̂2)2)dx. (2.25)
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∫ ((
T̂1 − T̂2
)2 + (∇T̂1 − ∇T̂2)2)dx
 C
(∥∥∇b(x)∥∥
H 5,
∥∥∇TL(x)∥∥H 5)
∫
(N1 −N2)2 dx. (2.26)
From (2.25) and (2.26), we have
∫ ((
T̂1 − T̂2
)2 + (∇T̂1 − ∇T̂2)2)dx
C
(∥∥∇b(x)∥∥
H 5,
∥∥∇TL(x)∥∥H 5)
∫
(N1 −N2)2 dx
C
(∥∥∇b(x)∥∥
H 5,
∥∥∇TL(x)∥∥H 5)
∫
(N1 −N2)(lnN1 − lnN2) dx
C
(∥∥∇b(x)∥∥
H 5,
∥∥∇TL(x)∥∥H 5)
∫ ((
T̂1 − T̂2
)2 + (∇T̂1 − ∇T̂2)2)dx.
Taking into account the smallness of ‖∇b(x)‖H 5 + ‖∇TL(x)‖H 5 , we obtain T̂1 = T̂2. Subse-
quently, N1 = N2,E1 = E2. This completes the proof Theorem 1.1. 
3. Global existence and asymptotic behavior of the solutions for the nonisentropic
hydrodynamic models
In this section we shall prove Theorem 1.2, namely, we investigate the global existence for
the smooth solutions and large time behavior of these solutions. Let (N, T̂ ,E) be the solution
to (1.9) and (1.10), and introduce
⎧⎪⎨
⎪⎩
n = N +m,
u = u,
T = T̂ + y,
e = E + ϕ,
then (m,u, y,ϕ) satisfies the following system
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
mt + ∇ · ((N +m)u) = 0,
ut + (u · ∇)u + T̂+yN+m∇m+ Ny−T̂ mN(N+m)∇N + ∇y = ϕ − u,
yt + u · ∇(T̂ + y)+ 23 (T̂ + y)∇ · u − 23(N+m)Δy + 2ΔT̂3N(N+m)m− 13 |u|2 + y = 0,∇ · ϕ = m
(3.1)
with the corresponding initial data
{
(m(x,0),u(x,0), y(x,0)) = (n0 − N,u0, T0 − T̂ ) =: (m0,u0, y0),
−1 (3.2)ϕ(x,0) = e(x,0)−E = ∇Δ (n0 − b)−E =: ϕ0.
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reduced to the corresponding problem for (3.1), (3.2). Now, we can restate our main results with
respect to (m,u, y,ϕ) as follows:
Theorem 3.1. Assume that all the conditions in Theorem 1.2 are met. Then there exists a unique
smooth solution (m,u, y,ϕ) to (3.1), (3.2) for all t > 0. Moreover,
∥∥(m,u, ϕ)(· , t)∥∥2
H 3(Rd ) +
∥∥y(· , t)∥∥2
H 2(Rd ) +
∥∥(mt ,ut , yt , ϕt )(· , t)∥∥2H 2(Rd )
 C
(∥∥(m0,u0, ϕ0)∥∥2H 3(Rd ) + ‖y0‖2H 2(Rd ) + ∥∥(mt ,ut , yt , ϕt )(· ,0)∥∥2H 2(Rd ))e−αt . (3.3)
It is clear that Theorem 3.1 is equivalent to Theorem 1.2. So we need only to prove The-
orem 3.1. Before we prove Theorem 3.1, we first give the local existence of smooth solution
for (3.1), (3.2). Noticing
ϕ = ∇Δ−1(m0)− ∇Δ−1∇ ·
t∫
0
(N + m)u(x, s) ds,
and the nonlocal term ∇Δ−1∇ · ∫ t0 (N +m)u(x, s) ds is a sum of products of Riesz transform of∫ t
0 (N + m)u(x, s) ds, we have, by the L2 boundedness of the Riesz transform, see [26],
∥∥∥∥∥∇Δ−1∇ ·
t∫
0
(N +m)u(x, s) ds
∥∥∥∥∥
H 3(Rd )
 C
∥∥∥∥∥
t∫
0
(N +m)u(x, s) ds
∥∥∥∥∥
H 3(Rd )
,
for some constant C > 0. Employing this crucial fact, we can obtain the following local existence
from the symmetric hyperbolic–parabolic system, see [19,23].
Lemma 3.2. Assume that (m0,u0, ϕ0) ∈ H 3(Rd), y0 ∈ H 4(Rd), then there exists a unique
smooth solution (m,u, ϕ) ∈ C([0, Tmax), H 3(Rd))3 ∩C1([0, Tmax),H 2(Rd))3, y ∈ C([0, Tmax),
H 3(Rd))∩C1([0, Tmax),H 2(Rd))∩L2([0, Tmax),H 4(Rd)) of (3.1) and (3.2), defined on a max-
imal interval existence [0, Tmax). Moreover, if Tmax < ∞, then
∥∥(m,u, ϕ)(· , t)∥∥2
H 3(Rd ) +
∥∥y(· , t)∥∥2
H 4(Rd ) +
∥∥(mt ,ut , ϕt , yt )(· , t)∥∥2H 2(Rd )
+
t∫
0
(∥∥(m,u, y,ϕ)(· , t)∥∥2
H 3(Rd ) +
∥∥(mt ,ut , yt , ϕt )(· , t)∥∥2H 2(Rd ))dt → ∞,
as t → Tmax.
Further, from the standard continuation arguments, we only need a priori estimate on
(m,u, y,ϕ), namely, we can extend the local solution in Lemma 3.2 to global existence from
the a priori estimate which can be given in the following Lemma 3.3. This method is a modifica-
tion of a method previously introduced in [23] for the compressible Navier–Stokes equations.
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then there exist some positive constants δ1, α and C depending only on b(x), N(x) and TL(x),
such that for any 0 < S < Tmax, if
sup
0tS
(∥∥(m,u, ϕ)∥∥2
H 3(Rd ) + ‖y‖2H 2(Rd ) +
∥∥(mt ,ut , ϕt , yt )∥∥2H 2(Rd ))+ δ2  δ21, (3.4)
then the estimate (3.3) holds for any t ∈ (0, S].
Due to the friction terms u, the diffusion terms 23(N+ϕx)y and the fact that N(x) > 0, we
can deduce Lemma 3.3 by the elementary energy method in the following. Obviously, from
Lemma 2.1, we have
sup
x∈Rd
∣∣(∂xN, ∂2xN, ∂3xN, ∂4xN, ∂xT̂ , ∂2x T̂ , ∂3x T̂ , ∂4x T̂ )∣∣ Cδ1, (3.5)
while using a priori assumption (3.4) and Sobolev’s imbedding theorem, we have
sup
x∈Rd
∣∣(m, ∂xm,mt ,u, ∂xu,ut , ϕ, ∂xϕ,ϕt , y, yt )∣∣ Cδ1, (3.6)
moreover, we can assume that δ1 is chosen so small that, for some b0 and some 
T (0),
b0
2
N + m 2b0,

T (0)
2
 T̂ + y  2
T (0).
Now we can rewrite (3.1)3 as
Δy = 3(N + m)
2
f (x, t), (3.7)
where
f (x, t) = yt + u · ∇
(
T̂ + y)+ 2
3
(
T̂ + y)div u + y − 1
3
|u|2 + 2ΔT̂
3N(N +m)m.
Then, we have, with the help of (3.5), (3.6) and the standard L2-theory of the elliptic operators,
that
∥∥∂3xy∥∥2  C(‖f ‖2 + ‖∂xf ‖2) Cδ21,
and
‖y‖2
H 4(Rd )  Cδ
2
1,
which imply, by Sobolev’s inequality, that
∥∥(∂xy, ∂2xy)∥∥ ∞  Cδ1. (3.8)L
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∥∥∂ixmt∥∥C i+1∑
k=0
(∥∥∂kxu∥∥+ ∥∥∂kxm∥∥). (3.9)
Moreover, taking ∂jx , j = 1,2,3, on the both sides of (3.1)4 and multiplying the resulting
equation by ∂jxΦ and then integrating it over Rd , integration by parts gives∫
∂
j
x ϕ∂
j
x (ϕ +E)dx =
∫
∂
j−1
x m∂
j
x (ϕ +E)dx,
namely,
∥∥∂jx ϕ∥∥ C∥∥∂j−1x m∥∥. (3.10)
Analogously, we can deduce
∥∥∂kxϕt∥∥ C k∑
i=0
(∥∥∂kxu∥∥+ ∥∥∂kxm∥∥), k = 0,1,2. (3.11)
Now, we are going to prove Lemma 3.3 by the following Lemmas 3.4–3.6.
Lemma 3.4. Under the assumptions of Lemma 3.3, it holds that
d
dt
∫ (
|u|2 + |ut |2 + T̂ + y
(N +m)2
(
m2 +m2t
)+ 1
N
(|ϕ|2 + |ϕt |2)+ λ1|∇ϕ|2
+ η1
(
|∇u|2 + 1
N
m2 + T̂ + y
(N +m)2 |∇m|
2
)
+ 3
2(T̂ + y)
(|y|2 + |yt |2))dx
+ C∥∥(m,mt ,∇m,u,ut ,∇u, ϕ,ϕt ,∇ϕ,y, yt ,∇y,∇yt )∥∥2  0, (3.12)
for some appropriate positive constant λ1 and η1, only depending on N(x).
Proof. We first take ∂lt (l = 0,1) on the both sides of (3.1)2 to give
∂lt ut + ∂lt
(
(u · ∇)u)+ ∂lt
(
T̂ + y
N +m∇m+
Ny − T̂ m
N(N +m)∇N + ∇y
)
= ∂lt ϕ − ∂lt u, (3.13)
we multiply (3.13) by N∂lt u with l = 0,1 and integrate the resulting equality over Rd , then we
see
1
2
d
dt
∫
N
∣∣∂lt u∣∣2 dx +
∫
N
∣∣∂lt u∣∣2 dx +
∫
∂lt
(
T̂ + y
N +m∇m−
Ny − T̂ m
N(N + m)∇N + ∇y
)
· N∂lt udx
+
∫
∂lt
(
(u · ∇)u)N∂lt udx −
∫
∂lt ϕN∂
l
t udx = 0. (3.14)
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help of (3.5), (3.6) and (3.8), it follows that
∫ (
T̂ + y
N + m∇m ·Nu +
Ny − T̂ m
N(N +m)∇N · Nu
)
dx
= −
∫
N(T̂ + y)
N +m mdiv udx +
∫
(Ny − T̂ m)∇N
N(N +m) · Nudx
−
∫
m
(
(N +m)∇(T̂ + y)− (T̂ + y)∇(N +m)
(N + m)2 · Nu +
T̂ + y
N + m∇N · u
)
dx

∫
N(T̂ + y)
N +m m
mt + ∇(N +m) · u
N +m dx −Cδ1
∥∥(m,∇m,u, y)∥∥2
 1
2
d
dt
∫
N(T̂ + y)
(N + m)2 m
2 dx −Cδ1
∥∥(m,∇m,u, y)∥∥2. (3.15)
Noticing that in (3.15), we apply the formulation of div u, i.e., div u = −mt+∇(N+m)·u
N+m to estimate
the nonlinear pressure term. Moreover, div u = −mt+div(mu)+∇N ·u
N
will also be employed to deal
with the electric field terms in the sequel. They will be repeatedly used in the subsequent analysis,
and their advantages will be reflected in establishing higher order energy estimates. Similarly,
∫
∂t
(
T̂ + y
N + m∇m+
Ny − T̂ m
N(N +m)∇N
)
· N∂tudx
= −
∫
T̂ + y
N +mmt div(N∂tu) dx −
∫
mt∇
(
T̂ + y
N + m
)
·N∂tudx
+
∫
∂t
(
T̂ + y
N + m
)
∇m ·N∂tudx +
∫
∂t
(
Ny − T̂ m
N(N + m)
)
∇N ·N∂tudx

∫
N(T̂ + y)
N + m mt∂t
(
mt + ∇(N +m) · u
N +m
)
dx −Cδ1
∥∥(mt ,∇m,ut , yt )∥∥2
 1
2
d
dt
∫
N(T̂ + y)
(N +m)2 m
2
t dx −Cδ1
∥∥(mt ,∇m,ut , yt )∥∥2. (3.16)
On the other hand, direct computation and (1.13), (3.5), (3.6), (3.8) can lead to∫
∂lt
(
(u · ∇)u)N∂lt udx −Cδ1
∫ (∣∣∂lt u∣∣2 + |∇u|2)dx, l = 0,1, (3.17)
and∫
N(∇y · u + ∇yt · ∂tu) dx = −
∫
(y∇N · u +Ny div u + yt∇N · ut +Nyt div ut ) dx
−
∫
N(y divu+ yt div ut ) dx − Cδ1
∥∥(u,ut , y, yt )∥∥2. (3.18)
By (3.1)1, (3.1)4 and (1.12), one have
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∫
ϕ ·Nudx = −
∫
Φ
(
divϕt + div(mu)
)
dx +
∫
ENudx
=
∫
ϕ(ϕt + mu) dx +
∫
E
(
ϕt + (m +N)u
)
dx
 1
2
d
dt
∫
|ϕ|2 dx −Cδ1
∥∥(u, ϕ)∥∥2 (3.19)
and
−
∫
ϕt · ∂t (Nu) dx = −
∫
∂tΦ∂t
(
divϕt + div(mu)
)
dx =
∫
∂tϕ
(
∂tϕt + ∂t (mu)
)
dx
 1
2
d
dt
∫
|ϕt |2 dx −Cδ1
∥∥(ut , ϕt )∥∥2, (3.20)
where we have used ∫
∂ixE∂
i
x
(
ϕt + (N +m)u
)= 0, i = 0,1,2,3. (3.21)
Indeed, from (3.1)1 and (3.1)4, we can get
∂ix div
(
ϕt + (N +m)u
)= 0,
multiplying the above equality by ∂i−1x (
∇(T̂ N)
N
) and using the relation ∂ix(
∇(T̂ N)
N
) = ∂ixE, we can
immediately get (3.21) by integration by parts.
Thus, (3.14), together with (3.15)–(3.20), implies that
1
2
d
dt
∫ (
N
(|u|2 + |ut |2)+ N(T̂ + y)
(N +m)2
(
m2 + m2t
)+ |ϕ|2 + |ϕt |2)dx +C∥∥(u,ut )∥∥2
 Cδ1
∥∥(m,mt ,∇m,∇u, ϕ,ϕt , y, yt )∥∥2 + ∫ N(y div u + yt div ut ) dx. (3.22)
While we take ∂lt (l = 0,1) on the both sides of (3.1)3, multiply the resulting equation by
3N∂lt y
2(T̂+y) , and integrate it over R
d
, to get
1
2
d
dt
∫ 3N
2(T̂ + y)y
2 dx +
∫ 3N
2(T̂ + y)y
2 dx +
∫
Ny div udx
+
∫ (
u · ∇(T̂ + y)− 1
3
|u|2
)
3Ny
2(T̂ + y) dx −
∫ ( 3N
4(T̂ + y)
)
t
y2 dx
−
∫
Ny
(N +m)(T̂ + y)Δy dx +
∫
ΔT̂
(N +m)(T̂ + y)my dx = 0 (3.23)
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1
2
d
dt
∫ 3Ny2t
2(T̂ + y) dx +
∫ 3Ny2t
2(T̂ + y) dx +
∫
Nyt div ut dx −
∫ ( 3N
4(T̂ + y)
)
t
y2t dx
+
∫
∂t
(
u · ∇(T̂ + y)− 1
3
|u|2
)
3Nyt
2(T̂ + y) dx +
∫
N
T̂ + y y
2
t div udx
−
∫
∂t
(
Δy
N + m −
mΔT̂
N(N +m)
)
Nyt
T̂ + y dx = 0. (3.24)
It is easily to verify that
∫ ((
u · ∇(T̂ + y)− 1
3
|u|2
)
3Ny
2(T̂ + y) −
(
3N
4(T̂ + y)
)
t
y2
)
dx  Cδ1
∥∥(u, y,∇y)∥∥2 (3.25)
and
∫ (
∂t
(
u · ∇(T̂ + y)− 1
3
|u|2
)
3Nyt
2(T̂ + y) +
N
T̂ + y y
2
t div u −
(
3N
4(T̂ + y)
)
t
y2t
)
dx
 Cδ1
∥∥(ut , yt ,∇yt )∥∥2. (3.26)
For the last integral on the left-hand side of (3.23), (3.24), using (3.5), (3.6), (3.8) and (1.13), we
can estimate as follows:
−
∫ (
Δy
N + m −
mΔT̂
N(N +m)
)
Ny
T̂ + y dx
=
∫ (
∇y · ∇(Ny)(N +m)(T̂ + y)− Ny∇((N +m)(T̂ + y))
(N +m)2(T̂ + y)2 +
myΔT̂
(N +m)(T̂ + y)
)
dx

∫
N
(N +m)(T̂ + y) |∇y|
2 dx −Cδ1
∥∥(m,y,∇y)∥∥2 (3.27)
and
−
∫
∂t
(
Δy
N +m −
mΔT̂
N(N +m)
)
Nyt
T̂ + y dx
=
∫ (
∇yt · ∇(Nyt )(N +m)(T̂ + y)− Nyt∇((N +m)(T̂ + y))
(N +m)2(y + T̂ )2 +
NytΔymt
(N + m)2(T̂ + y)
+ NmtytΔT̂
N(N + m)(T̂ + y) −
NmmtytΔT̂
N(N +m)2(T̂ + y)
)
dx

∫
N
(N + m)(T̂ + y) |∇yt |
2 dx −Cδ1
∥∥(mt , yt ,∇yt )∥∥2. (3.28)
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1
2
d
dt
∫ 3N
2(T̂ + y)
(
y2 + y2t
)
dx +C∥∥(y, yt ,∇y,∇yt )∥∥2 + ∫ N(y div u + yt div ut ) dx
 Cδ1
∥∥(m,mt ,u,ut )∥∥2. (3.29)
Combining (3.22) and (3.29), we have
1
2
d
dt
∫ (
N
(|u|2 + |ut |2)+ N(T̂ + y)
(N +m)2
(
m2 +m2t
)+ |ϕ|2 + |ϕt |2 + 3N2(T̂ + y)
(
y2 + y2t
))
dx
+C∥∥(u,ut , y, yt ,∇y,∇yt )∥∥2 Cδ1∥∥(m,mt ,∇m,∇u, ϕ,ϕt )∥∥2. (3.30)
Next, we can reduce the estimate of ‖∇u‖ to those of ‖div u‖ and ‖curl u‖. That is, we take
div on the both sides of (3.1)2 and multiply the resulting equation by div u, then integrate it
over Rd . Integration by parts leads to
1
2
d
dt
∫
|div u|2 dx +
∫
|div u|2 dx
= −
∫
div
(
T̂ + y
N +m∇m+ ∇y +
Ny − T̂ m
N(N +m)∇N
)
div udx +
∫
divϕ div udx
−
∫
div
(
(u · ∇)u)div udx. (3.31)
Using (3.1)1, (1.13), (3.5), (3.6), (3.8) and integration by parts, we have
−
∫
div
(
T̂ + y
N + m∇m+ ∇y +
Ny − T̂ m
N(N + m)∇N
)
div udx
=
∫
T̂ + y
N +m∇m∇ div udx −
∫
Δy div udx −
∫
div
(
Ny − T̂ m
N(N +m)∇N
)
div udx
= −
∫
T̂ + y
N +m∇m∇
(
mt + ∇(N +m) · u
N +m
)
dx −
∫
div
(
Ny − T̂ m
N(N +m)∇N
)
div udx
−
∫ 3(N +m)
2
(
yt + u · ∇
(
T̂ + y)+ 2
3
(
T̂ + y)div u + y − 1
3
|u|2
)
div udx
−1
2
∫
T̂ + y
(N + m)2 |∇m|
2 dx −
∫ (
T̂ + y)(N + m)|div u|2 dx
+ 
‖div u‖2 +Cδ1
∥∥(m,∇m,u,∇u, y,∇y)∥∥2 + C(
)∥∥(y, yt )∥∥2. (3.32)
Similar to (3.17) and (3.20), we have
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∫
div
(
(u · ∇)u)div udx = −∫ ∂i(uj ∂jui)∂kuk dx
= −
∫
∂iu
j ∂ju
i div udx +
∫ 1
2
(div u)3 dx
 Cδ1
∫
|∇u|2 dx (3.33)
and ∫
divϕ div udx = −
∫
m
(
mt + div(mu)+ ∇N · u
N
)
dx
−1
2
d
dt
∫ 1
N
m2 dx + Cδ1
∥∥(m,∇m,u)∥∥2. (3.34)
Therefore, (3.31)–(3.34) lead to
1
2
d
dt
∫ (
|div u|2 + 1
N
m2 + T̂ + y
(N + m)2 |∇m|
2
)
dx +C‖div u‖2
 Cδ1
∥∥(m,∇m,u,∇u, y,∇y)∥∥2 +C(
)∥∥(y, yt )∥∥2. (3.35)
Meanwhile, we take curl to (3.1)2 and multiply the resulting equation by curl u in L2(Rd) to get
1
2
d
dt
∫
|curl u|2 dx +
∫
|curl u|2 dx = −
∫
curl
(
T̂ + y
N +m∇m+
Ny − T̂ m
N(N + m)∇N
)
curl udx
−
∫
curl
(
(u · ∇)u) curl udx. (3.36)
The direct computations give
−
∫
curl
(
T̂ + y
N +m∇m
)
curl udx −
∫
curl
(
Ny − T̂ m
N(N +m)∇N
)
curl udx
= −1
2
∫ (
∂k
(
T̂ + y
N +m
)
∂im− ∂i
(
T̂ + y
N +m
)
∂km
)(
∂ku
i − ∂iuk
)
dx
− 1
2
∫ (
∂k
(
Ny − T̂ m
N(N + m)
)
∂iN − ∂i
(
Ny − T̂ m
N(N + m)
)
∂kN
)(
∂ku
i − ∂iuk
)
dx
 Cδ1
∥∥(m,∇m,∇u, y,∇y)∥∥2, (3.37)
and
−
∫
curl
(
(u · ∇)u) curl udx
= −1
∫ (
∂k
(
uj ∂ju
i
)− ∂i(uj ∂juk))(∂kui − ∂iuk)dx2
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2
∫ (
∂ku
j ∂ju
i − ∂iuj ∂juk
)(
∂ku
i − ∂iuk
)
dx − 1
2
∫
uj ∂j
(
(curl u)2
2
)
dx
 Cδ1‖∇u‖2. (3.38)
So, (3.36), together with (3.37), (3.38), implies
1
2
d
dt
∫
|curl u|2 dx +C
∫
|curl u|2 dx  Cδ1
∥∥(y,m,∇m,∇u,∇y)∥∥2. (3.39)
Combining (3.35) and (3.39), we have
1
2
d
dt
∫ (
|∇u|2 + 1
N
m2 + T̂ + y
(N +m)2 |∇m|
2
)
dx + C|∇u|2
 Cδ1
∥∥(m,∇m,u, y,∇y)∥∥2 +C(
)∥∥(y, yt )∥∥2. (3.40)
Now, we should also deduce the estimates of m,∇m,ϕ and ∇ϕ. Multiplying (3.1)2 by ∇m
in L2(Rd), we get
∫
T̂ + y
N +m |∇m|
2 dx =
∫ (
ϕ −
(
ut + u + ∇y + (u · ∇)u + Ny − T̂ m
N(N +m)∇N
))
· ∇mdx
−‖m‖2 +C∥∥(u,ut ,∇y)∥∥2 + 
‖∇m‖2 +Cδ1∥∥(m,∇m,∇u, y)∥∥2,
which implies
∥∥(m,∇m)∥∥2  C∥∥(u,ut ,∇u, y,∇y)∥∥2. (3.41)
Combining (3.30), (3.40), (3.41), (3.9) with i = 0 and (3.11) with k = 0, we obtain
d
dt
∫ (
|u|2 + |ut |2 + T̂ + y
(N +m)2
(
m2 + m2t
)+ 1
N
(|ϕ|2 + |ϕt |2)
+ η1
(
|∇u|2 + 1
N
m2 + T̂ + y
(N +m)2 |∇m|
2
)
+ 3
2(T̂ + y)
(
y2 + y2t
))
dx
+C∥∥(m,mt ,∇m,u,ut ,∇u, ϕt , y, yt ,∇y,∇yt )∥∥2  0. (3.42)
By (3.1)2, we have
ϕ = ut + (u · ∇)u + T̂ + y
N +m∇m+
Ny − T̂ m
N(N + m)∇N + ∇y + u,
which leads to
‖ϕ‖2 C∥∥(m,∇m,mt ,u,ut ,∇u, y,∇y)∥∥2. (3.43)
Analogous to (3.19), we have
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∫
∂xϕ∂x(Nu) dx
= −
∫
∂xΦ∂x divϕt dx −
∫
∂xΦ∂x div(mu) dx +
∫
∂xE∂x(mu + Nu) dx,
which implies
1
2
d
dt
∫
|ϕx |2  C
∥∥(∇m,∇u,∇ϕ)∥∥2. (3.44)
Hence, (3.42) together with (3.43), (3.44) and (3.10) with j = 1, we obtain (3.12). This com-
plete the proof of Lemma 3.4. 
Next, we establish the estimates for the second order derivatives for (m,u, y,ϕ). Similar
to (3.22), (3.29) and (3.41), repeating the above arguments and techniques, through treating∫
∂2x (3.1)2∂2x (Nu) dx,
∫
∂x∂t (3.1)2∂x∂t (Nu) dx and
∫
∂x(3.1)2∂x∇mdx, respectively, with the
help of (3.5), (3.6), (3.8) and (1.13), we obtain
d
dt
∫ (∣∣∂2xu∣∣2 dx + 2N (∂iN∂2xu∂ju + · · · + u∂2xN∂2xu)+ T̂ + y(N + m)2
∣∣∂2xm∣∣2 + 1N
∣∣∂2xϕ∣∣2
)
dx
+C∥∥∂2xu∥∥2 +
∫
N
(
T̂ + y)(N + m)|∇ div u|2 dx
 C(
)
∥∥(∇y,∇yt )∥∥2 +Cδ1∥∥(mt, ∂xmt ,ut , ∂xut , yt , ∂xyt , ∂2xϕ)∥∥2
+Cδ1
(∥∥(m,y)∥∥2
H 2(Rd ) + ‖u‖2H 1(Rd )
)
, (3.45)
1
2
d
dt
∫ (
N |∂xut |2 + 2∂xN∂xutut + N(T̂ + y)
(N + m)2 |∂xmt |
2 + |∂xϕt |2
)
dx +C∥∥(∂xut , ∂xϕt )∥∥2
 C
∥∥(m,u)∥∥2
H 1(Rd ) +
∫
N∂xyt∂x div ut dx
+Cδ1
∥∥(mt, ∂xmt , ∂2xm,ut , ∂2xu, ϕt , yt , yx,∇yt)∥∥2, (3.46)
and ∥∥(∂xm, ∂2xm)∥∥2 C∥∥(m,∂xm,∂xu, ∂xut , ∂2xu, y, ∂xy, ∂2xy)∥∥2. (3.47)
While dealing with
∫
(∂x(3.1)3 3N∂xy2(T̂+y) + ∂x∂t (3.1)3
3N∂x∂t y
2(T̂+y) ) dx, we have
1
2
d
dt
∫ 3N
2(T̂ + y)
(|∂xy|2 + |∂xyt |2)dx +C∥∥(∂xy, ∂2xy, ∂2xyt , ∂xyt)∥∥2 +
∫
N∂xyt∂x div ut dx
 Cδ1
∥∥(m,mt , ∂xut , ∂2xu)∥∥2 +C(
)‖∂xu‖2. (3.48)
Summing up (3.45)–(3.48), (3.9) with i = 1, (3.10) with j = 2 and (3.11) with k = 1, we have
the following result.
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d
dt
∫ [
η2
(∣∣∂2xu∣∣2 + 1N
∣∣∂2xϕ∣∣2 + T̂ + y(N +m)2
∣∣∂2xm∣∣2 + 2N (∂iN∂ju∂2xu + · · · + u∂2xN∂2xu)
)
+ |∂xut |2 + 2
N
∂xNut ∂xut + T̂ + y
(N +m)2 |∂xmt |
2 + 1
N
|∂xϕt |2
+ 3
2(T̂ + y)
(|∂xy|2 + |∂xyt |2)]dx
+ C∥∥(∂xmt , ∂2xm, ∂xut , ∂2xu, ∂xϕt , ∂2xϕ, ∂xy, ∂xyt , ∂2xy, ∂2xyt)∥∥2
 C
(∥∥(m,u, ϕ)∥∥2
H 1(Rd ) + ‖y‖2
)+Cδ1∥∥(mt ,ut , ϕt , yt )∥∥2, (3.49)
for some positive constant η2, only depending on N(x).
Finally, let us turn to the estimates of the third derivatives.
Lemma 3.6. Under all assumptions of Lemma 3.3, it holds that
d
dt
∫ (∣∣∂3xu∣∣2 + T̂ + y(N + m)2
∣∣∂3xm∣∣2 + 2N (∂h∂iN∂ju∂3xu + · · · + ∂hN∂3xu∂i∂ju
+ · · · + u∂3xN∂3xu
)+ ∣∣∂2xut ∣∣2 + 2N (∂iN∂jut ∂2xut + · · · + ut ∂2xN∂2xut)
+ T̂ + y
(N +m)2
∣∣∂2xmt ∣∣2 + 1N (
∣∣∂3xϕ∣∣2 + ∣∣∂2xϕt ∣∣2)+ 32(T̂ + y)
(∣∣∂2xy∣∣2 + ∣∣∂2xyt ∣∣2)
)
dx
+ C∥∥(∂2xmt , ∂3xm, ∂2xut , ∂3xu, ∂2xϕt , ∂3xϕ, ∂2xy, ∂2xyt , ∂3xy, ∂3xyt)∥∥2
 C
∥∥(m,u, y,ϕ)∥∥2
H 2(Rd ) +C
(∥∥(mt ,ut , yt , ϕt )∥∥2H 1(Rd ) + ∥∥∂2xyt∥∥2). (3.50)
Remark 3.7. Noticing that in obtaining the estimates on the first and the second derivatives, we
have used the smallness of |(m, ∂xm,u, ∂xu, ϕ, ∂xϕ, y, ∂xy, ∂2xy)| and |(mt ,ut , yt , ϕt )|, which
are guaranteed by (3.5), (3.6), (3.8) and the smallness of δ1. However, the above arguments do not
work for the third derivatives because we do not know the smallness of |(∂2xm, ∂2xu, ∂2xϕ, ∂3xy)|
and |(∂xmt , ∂xut , ∂xϕt , ∂xyt )|. Hence, to devote to the estimates for the third derivative, we must
apply some technique inequalities (1.12)–(1.15) and give a detailed analysis.
Proof of Lemma 3.6. Let us differentiate (3.1)2 with respective to x third and multiply by
∂3x (Nu) and integrate the resulting equation over Rd , we have∫
∂3xut ∂
3
x (Nu) dx +
∫
∂3xu∂
3
x (Nu) dx
+
∫
∂3x
(
T̂ + y
N +m∇m+
Ny − T̂ m
N(N + m)∇N + ∇y
)
∂3x (Nu) dx
+
∫
∂3x
(
(u · ∇)u)∂3x (Nu) dx −
∫
∂3xϕ∂
3
x (Nu) dx = 0. (3.51)
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∂3xut ∂
3
x (Nu) dx +
∫
∂3xu∂
3
x (Nu) dx
=
∫ (
∂3xut + ∂3xu
)(
N∂3xu + ∂hN∂i∂ju + · · · + ∂h∂iN∂ju + · · · + u∂3xN
)
dx
 d
dt
∫ (
N
2
∣∣∂3xu∣∣2 + ∂h∂iN∂ju∂3xu + · · · + ∂hN∂i∂ju∂3xu + · · · + u∂3xN∂3xu
)
dx
+
∫
N
∣∣∂3xu∣∣2 dx −Cδ1∥∥(u, ∂xu, ∂2xu,ut , ∂xut , ∂2xut , ∂3xu)∥∥2. (3.52)
Here and in the following we use · · · to denote those terms whose structures are similar to the
term ahead of them. For the third term of (3.51), by using (3.1)1, (3.5), (3.6), (3.8) and some
tedious but straightforward calculations, we have
∫
∂3x
(
T̂ + y
N +m∇m+
Ny − T̂ m
N(N + m)∇N
)
∂3x (Nu) dx
=
∫ (
T̂ + y
N +m∂h∂i∂j∇m+ ∂h
(
T̂ + y
N + m
)
∂i∂j∇m+ · · · + ∂i∂j
(
T̂ + y
N + m
)
∂h∇m+ · · ·
+ ∂h∂i∂j
(
T̂ + y
N +m
)
∇m
)
∂3x (Nu) dx +
∫
∂h∂i∂j
(
Ny − T̂ m
N(N +m)∇N
)
∂3x (Nu) dx

∫
T̂ + y
N +m∂
3
x∇m∂3x (Nu) dx − Cδ1
∥∥(m,u, y)∥∥2
H 3(Rd ) −C(
)
∫ ∣∣∂2xm∣∣4 dx, (3.53)
however,
∫
T̂ + y
N +m∂
3
x∇m∂3x (Nu) dx
=
∫ (
T̂ + y
N + mN∂
3
xm∂
3
x
(
mt + ∇(N +m) · u
N +m
)
− ∇
(
T̂ + y
N +m
)
∂3xm∂
3
x (Nu)
)
dx
−
∫
T̂ + y
N +m∂h∂i∂jm(u∂h∂i∂j∇N + ∂hu∂i∂j∇N + · · · + ∂i∂ju∂h∇N + · · ·
+ ∂h∂i∂ju∇N + div u∂h∂i∂jN + ∂h div u∂i∂jN + · · · + ∂i∂j div u∂hN + · · ·) dx

∫
N(T̂ + y)
N +m ∂
3
xm
(
1
N +m
(
∂3xmt + u · ∇∂h∂i∂j (N + m)+ ∂hu · ∇∂i∂j (N +m) + · · ·
+ ∂h∂iu · ∇∂j (N +m)+ · · · + ∂h∂i∂ju · ∇(N + m)
)
− ∂h(N + m)
(N + m)2
(
∂i∂jmt + u · ∇∂i∂j (N +m)+ ∂iu · ∇∂j (N +m)+ · · ·
+ ∂i∂ju · ∇(N +m)
)
− · · · −
(
∂h∂i(N +m)
2 −
2∂h(N +m)∂i(N + m)
3
)(
∂jmt + u · ∇∂j (N + m)(N + m) (N +m)
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)− · · · −(∂h∂i∂j (N +m)
(N +m)2 −
2∂h∂i(N +m)∂j (N +m) + · · ·
(N + m)3
+ 6∂h(N + m)∂i(N + m)∂j (N +m)
(N + m)4
)(
mt + u · ∇(N +m)
))
dx −Cδ1
∥∥(m,u)∥∥2
H 3
 1
2
d
dt
∫
N(T̂ + y)
(N +m)2
∣∣∂3xm∣∣2 dx −Cδ1∥∥(m,u)∥∥2H 3(Rd ) −Cδ1∥∥(mt, ∂xmt , ∂2xmt)∥∥2
−C(
)
∫ (|∂xmt |4 + ∣∣∂2xm∣∣4 + ∣∣∂2xu∣∣4)dx. (3.54)
Moreover,
∫
∂3x∇y∂3x (Nu) dx =
∫
∂x∇Δy∂3x (Nu) dx =
∫
∂x∇
(
3(N +m)
2
f
)
∂3x (Nu) dx
= 3
2
∫ (
∂x∇(N + m) · f + ∇(N +m)∂xf + ∂x(N + m)∇f + (N +m)∂x∇f
)
∂3x (Nu) dx

∫
N
(
T̂ + y)(N +m)|∂x∇ div u|2 −C(
)∥∥(∂2xyt , ∂2xy)∥∥2
−Cδ1
∥∥(∂xm, ∂2xm,u, ∂xu, ∂2xu, ∂3xu, y, yt , ∂xy, ∂xyt , ∂2xy, ∂2xyt , ∂3xy)∥∥2. (3.55)
Analogous to (3.33) and (3.34), we can obtain
∫
∂3x
(
(u · ∇)u)∂3x (Nu) dx
=
∫
(∂h∂i∂ju∇u + ∂h∂iu∂j∇u + · · · + ∂hu∂i∂j∇u + · · · + u∂h∂i∂j∇u)∂3x (Nu) dx
−Cδ1
∥∥(u, ∂xu, ∂2xu, ∂3xu)∥∥2 − 
∥∥∂3xu∥∥2 −C(
)
∫ ∣∣∂2xu∣∣4 dx, (3.56)
and
−
∫
∂3xϕ∂
3
x (Nu) dx =
∫
∂3xΦ∂
3
x div(Nu) dx +
∫
∂3xE∂
3
x (Nu) dx
=
∫
∂3xϕ
(
∂3xϕt + ∂3x (mu)
)
dx +
∫
∂3xE∂
3
x (ϕt +mu +Nu) dx
 1
2
d
dt
∫ ∣∣∂3xϕ∣∣2 dx −Cδ1∥∥(∂2xm, ∂3xm, ∂2xu, ∂3xu, ∂3xϕ)∥∥2. (3.57)
On the other hand, using (3.5), (3.6), (3.8), (1.12)–(1.15) and (3.4), one have∫ (∣∣∂2xu∣∣4 + ∣∣∂2xm∣∣4 + |∂xmt |4)dx
 C
∫ (∣∣∂2xu∣∣4 + ∣∣∂2xm∣∣4)dx +Cδ1∥∥(∂xm, ∂2xm, ∂xu, ∂2xu)∥∥2
 C
∥∥∂2xu∥∥4−d∥∥∂x∂2xu∥∥d +C∥∥∂2xm∥∥4−d∥∥∂x∂2xm∥∥d + Cδ1∥∥(∂xm, ∂2xm, ∂xu, ∂2xu)∥∥2
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(∥∥∂2xu∥∥4−d∥∥∂x∂2xu∥∥d−2∥∥∂x∂2xu∥∥2)+C(∥∥∂2xm∥∥4−d∥∥∂x∂2xm∥∥d−2∥∥∂x∂2xm∥∥2)
+Cδ1
∥∥(∂xm, ∂2xm, ∂xu, ∂2xu)∥∥2
 Cδ1
∥∥(∂xm, ∂2xm, ∂3xm, ∂xu, ∂2xu, ∂3xu)∥∥2. (3.58)
So (3.51), together with (3.52)–(3.58), implies
d
dt
∫ (∣∣∂3xu∣∣2 dx + 2N (u∂3xN∂3xu + ∂hN∂3xu∂i∂ju + · · · + ∂h∂iN∂3xu∂ju + · · ·)
+ T̂ + y
(N +m)2
∣∣∂3xm∣∣2 + 1N
∣∣∂3xϕ∣∣2
)
dx +C∥∥∂3xu∥∥2 +
∫
N(T̂ + y)(N +m)|∂x∇ div u|2 dx
 C(
)
∥∥(∂2xy, ∂2xyt)∥∥2 +Cδ1(∥∥(m,y)∥∥2H 3(Rd ) + ‖u‖2H 2(Rd ))
+ Cδ1
∥∥(mt, ∂xmt , ∂2xmt , ∂3xϕ, yt , ∂xyt)∥∥2. (3.59)
In order to get the estimate of ∇3m, we can take ∇2 on the both sides of (3.1)2 and multiply
the resultant equation by ∇3m in L2(Rd), to discover
∫
T̂ + y
N +m
∣∣∇3m∣∣2 dx + ∫ (∇2( T̂ + y
N + m
)
∇m+ ∂i
(
T̂ + y
N + m
)
∂j∇m+ · · ·
)
∇3mdx
=
∫
∇2
(
ϕ −
(
ut + u + ∇y + (u · ∇)u + Ny − T̂ m
N(N +m)∇N
))
· ∇3mdx,
as in (3.47), which implies
∥∥(∂3xm, ∂2xm)∥∥2  C∥∥(m,∂xm,∂2xu, ∂2xut , ∂3xu, y, ∂xy, ∂2xy, ∂3xy)∥∥2. (3.60)
While we take ∂2x ∂t on the both sides of (3.2)2 and multiply the resulting equation by
∂2x ∂t (Nu), then integrate it over Rd , to get∫
∂2x ∂tut ∂
2
x ∂t (Nu) dx +
∫
∂2x ∂tu∂
2
x ∂t (Nu) dx
+
∫
∂2x ∂t
(
T̂ + y
N +m∇m+ ∇y +
Ny − T̂ m
N(N +m)∇N
)
∂2x ∂t (Nu) dx
+
∫ (
∂2x ∂t
(
(u · ∇)u)∂2x ∂tϕ)∂2x ∂t (Nu) dx = 0. (3.61)
Let us treat the terms appearing in (3.61). First, we have
∫
∂2x ∂tut ∂
2
x ∂t (Nu) dx +
∫
∂2x ∂tu∂
2
x ∂t (Nu) dx
=
∫ (
∂2x ∂tut + ∂2x ∂tu
)(
N∂2x ∂tu + ∂iN∂jut + · · · + ∂2xNut
)
dx
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dt
∫ (
N
2
∣∣∂2xut ∣∣2 + ∂iN∂2xut ∂jut + · · · + ∂2xN∂2xutut
)
dx +
∫
N
∣∣∂2xut ∣∣2 dx
−Cδ1
∥∥(ut , ∂xut , ∂2xut , ∂2xut , ∂xut t ,ut t)∥∥2, (3.62)
where
∫ |ut t |2 dx + ∫ |∂xut t |2 dx can be easily controlled by C‖(mt , ∂xm, ∂xmt , ∂2xm, ∂2xmt ,
u, ∂xu,ut , ∂xut , ∂
2
xu, ϕt , ∂xϕt , yx, yt , ∂xyt , ∂
2
xyt )‖2 from (3.1)2. By some tedious but straight-
forward calculations, we can obtain
∫
∂2x ∂t
(
T̂ + y
N + m∇m+
Ny − T̂ m
N(N +m)∇N
)
∂2x ∂t (Nu) dx
=
∫
N(T̂ + y)
N +m ∂
2
x∇mt∂2xut dx +
∫
∂2x ∂t
(
Ny − T̂ m
N(N +m)∇N
)
∂2x ∂t (Nu) dx
+
∫ (
∂2x ∂t
(
T̂ + y
N +m
)
∇m+ ∂i
(
T̂ + y
N + m
)
t
∂j∇m+ · · · +
(
T̂ + y
N +m
)
t
∂2x∇m
+ ∂2x
(
T̂ + y
N +m
)
∇mt + ∂i
(
T̂ + y
N + m
)
∂j∇mt + · · ·
)
∂2x ∂t (Nu) dx
+
∫
N(T̂ + y)
N + m ∂
2
x∇mt
(
∂iN∂jut + · · · + ∂2xNut
)
dx

∫
N(T̂ + y)
N +m ∂
2
xmt∂
2
x
(
mt + ∇(N +m) · u
N +m
)
t
dx
−Cδ1
∥∥(∂3xm, ∂2xmt , ∂2xm, ∂xut , ∂2xut , ∂xu, ∂2xu, ∂3xu, ∂2xϕt , yt , ∂xyt , ∂2xyt)∥∥2
 1
2
d
dt
∫
N(T̂ + y)
(N +m)2
∣∣∂2xmt ∣∣2 dx − 
∥∥∂2xut∥∥2
−Cδ1
∥∥(∂2xm, ∂2xmt , ∂3xm, ∂xu, ∂xut , ∂2xu, ∂2xut , ∂3xu, ∂2xϕt , yt , ∂xyt , ∂2xyt)∥∥2 (3.63)
and ∫
∂2x ∂t∇y∂2x (Nut ) dx
= −
∫
∂2x ∂t∇y
(
N∂2x ∂tu + ∂iN∂jut + · · · + ∂2xNut
)
dx
−
∫
N∂2xyt ∂
2
x div ut dx −
∫
∇N∂2xyt ∂2xut dx −Cδ1
∥∥(ut , ∂xut , ∂2xut , ∂2xyt)∥∥2
−
∫
N∂2xyt ∂
2
x div ut dx −Cδ1
∥∥(ut , ∂xut , ∂2xut , ∂2xyt)∥∥2. (3.64)
Similar to (3.33) and (3.34), one easily obtain
∫
∂2x ∂t
(
(u · ∇)u)∂2x (Nut ) dx −Cδ1∥∥(ut , ∂xu, ∂xut , ∂2xu, ∂2xut)∥∥2 and (3.65)
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∫
∂2x ∂tϕ∂
2
x (Nut ) dx 
1
2
d
dt
∫ ∣∣∂2xϕt ∣∣2 dx −Cδ1∥∥(∂2xm, ∂2xmt , ∂xut , ∂2xu, ∂2xut , ∂2xϕt)∥∥2.
(3.66)
Thus (3.61), together with (3.62)–(3.66) and (3.11) with k = 2, implies
1
2
d
dt
∫ (
N
∣∣∂2xut ∣∣2 + 2(∂iN∂2xut ∂jut + · · · + ∂2xN∂2xutut)+ N(T̂ + y)(N +m)2
∣∣∂2xmt ∣∣2 + ∣∣∂2xϕt ∣∣2
)
dx
+C∥∥(∂2xut , ∂2xϕt)∥∥2 −
∫
N∂2xyt ∂
2
x div ut dx
C
∥∥(m,u)∥∥2
H 2(Rd ) +Cδ1
∥∥(mt, ∂xmt , ∂2xmt , ∂3xm,ut , ∂xut , ϕt , ∂xϕt , yt , ∂xyt , ∂2xyt)∥∥2.
(3.67)
Finally, take ∂2x , ∂2x ∂t on the both sides of (3.1)3 and multiply the resulting equation by
3N∂2x y
2(T̂+y) ,
3N∂2x ∂t y
2(T̂+y) , then integrate it over R
d
. Using integration by parts, we have
1
2
d
dt
∫ 3N
2(T̂ + y)
∣∣∂2xy∣∣2 dx +
∫ 3N
2(T̂ + y)
∣∣∂2xy∣∣2 dx +
∫
N∂2xy∂
2
x div udx
+
∫ ((
∂2x
(
u · ∇(T̂ + y)− 1
3
|u|2
)
+ 2
3
(
∂2x
(
T̂ + y)div u + ∂i(T̂ + y)∂j div u + · · ·))N∂2xy
T̂ + y
−
(
3N
4(T̂ + y)
)
t
∣∣∂2xy∣∣2
)
dx −
∫
∂2x
(
Δy
N + m −
mΔT̂
N(N +m)
)
N∂2xy
T̂ + y dx = 0 (3.68)
and
1
2
d
dt
∫ 3N
2(T̂ + y)
∣∣∂2xyt ∣∣2 dx +
∫ 3N
2(T̂ + y)
∣∣∂2xyt ∣∣2 dx +
∫
N∂2xyt ∂
2
x div ut dx
+
∫ ((
∂2x ∂t
(
u · ∇(T̂ + y)− 1
3
|u|2
)
+ 2
3
(
∂2x (yt div u)+ ∂2x (T̂ + y)div ut
+ ∂i(T̂ + y)∂j div ut + · · ·
))N∂2xyt
T̂ + y −
(
3N
4(T̂ + y)
)
t
∣∣∂2xyt ∣∣2
)
dx
−
∫
∂2x ∂t
(
Δy
N +m −
mΔT̂
N(N + m)
)
N∂2xyt
T̂ + y dx = 0. (3.69)
Similar to (3.62), we can easily verify that
∫
N∂2xy∂
2
x div udx +
∫ ((
∂2x
(
u · ∇(T̂ + y)− 1
3
|u|2
)
+ 2
3
(
∂2x
(
T̂ + y)div u
+ ∂i
(
T̂ + y)∂j div u + · · ·))N∂2xŷ −
(
3N̂
) ∣∣∂2xy∣∣2
)
dxT + y 4(T + y) t
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∫
NΔyΔdiv udx +
∫
∂iN∂i div u∂j ∂j y dx + · · · −
∫
∂jN∂i div u∂j ∂iy dx − · · ·
−Cδ1
∥∥(∂xu, ∂2xu, ∂xy, ∂2xy, ∂3xy)∥∥2
−
∫ (
f∇(N + m)+ (N + m)∇f +Δy∇N)Δudx −Cδ1∥∥(∂xu, ∂2xu, ∂xy, ∂2xy, ∂3xy)∥∥2
−C∥∥(m,u, y)∥∥2
H 2(Rd ) −Cδ1
∥∥(∂xyt , ∂3xy)∥∥2. (3.70)
For the last term in (3.68), using (3.5), (3.6), (3.8), (1.13) and integration by parts, we have
−
∫
∂2x
(
Δy
N +m −
mΔT̂
N(N +m)
)
N∂2xy
T̂ + y dx
=
∫
∇
(
∂2xy
N +m
)(
N
y + T̂ ∇∂
2
xy + ∇
(
N
y + T̂
)
∂2xy∇N
)
dx
+
∫ ( 1
(N +m)2
(
∂j (N +m)Δ∂i
(
y + T̂ )+ · · ·)N∂2xy
T̂ + y
+
(
∂j ∂i(N + m)
(N + m)2 −
2∂j (N + m)∂i(N + m)
(N + m)3
)
Δ
(
y + T̂ )N∂2xy
T̂ + y
)
dx
+
∫ (
∂2xmΔT̂ + ∂im∂jΔT̂ + · · · +m∂2xΔT̂
N(N +m) −
∂i(mΔT̂ )∂j (N(N +m))
N2(N +m)2
− · · · + 2mΔT̂ ∂i(N(N +m))∂j (N(N +m))
N2(N +m)2
)
N∂2xy
T̂ + y dx

∫
N |∇∂2xy|2
(N + m)(T̂ + y) dx − Cδ1
∥∥(∂xm, ∂2xm, ∂2xy,∇∂2xy)∥∥2. (3.71)
Analogously, we easily obtain
∫ ((
∂2x ∂t
(
u · ∇(T̂ + y)− 1
3
|u|2
)
+ 2
3
(
∂2x (yt div u)+ ∂2x
(
T̂ + y)div ut
+ ∂i
(
T̂ + y)∂j div ut + · · ·))N∂2xyt
T̂ + y −
(
3N
4(T̂ + y)
)
t
∣∣∂2xyt ∣∣2
)
dx
−Cδ1
∥∥(∂xu, ∂xut , ∂2xu, ∂2xut , ∂xyt , ∂2xy, ∂2xyt , ∂3xyt)∥∥2 (3.72)
and
−
∫
∂2x ∂t
(
ΔT̂
N +m −
mΔT̂
N(N +m)
)
N∂2xyt
T̂ + y dx
= −
∫ (
Δ∂2xyt
N + m −
∂i(N +m)∂jΔyt + · · · + ∂2x (N +m)Δyt
(N +m)2
+ 2∂i(N +m)∂j (N + m)3 Δyt −
∂2xmtΔy + ∂imt∂jΔy + · · · + mt∂2xΔy
2(N + m) (N +m)
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(N +m)3 + · · · +
2∂2x (N +m)mtΔy
(N +m)3
− 6∂i(N +m)∂j (N + m)mtΔy
(N +m)4
N∂2xyt
TL(x)+ y
)
dx −
∫ (
∂xmtΔT̂ +mt∂xΔT̂
N(N +m)
− mmtΔT̂ ∂x(N(N +m))
N2(N +m)2
)(
∂xN∂
2
xyt +N∂3xyt
T̂ + y −
N∂2xyt ∂x(T̂ + y)
(T̂ + y)2
)
dx

∫
N
(N +m)(T̂ + y)
∣∣∇∂2xyt ∣∣2 dx −Cδ1∥∥(mt, ∂xmt , ∂2xm, ∂2xmt , ∂2xy, ∂2xyt , ∂3xy, ∂3xyt)∥∥2
+
∫ 1
(N +m)2
(
∂2xmΔyt + ∂jmt∂iΔy + · · · +mt∂2xΔy
)N∂2xyt
T̂ + y dx. (3.73)
However,
∫ 1
(N + m)2
(
∂2xmΔyt + ∂jmt∂iΔy + · · · + mt∂2xΔy
)N∂2xyt
T̂ + y dx
= −
∫
∂jΔy∂i
(
mt
(N + m)2(T̂ + y)N∂j ∂iyt
)
dx
−
∫
Δy∂i
(
∂jmt
(N +m)2(T̂ + y)N∂j ∂iyt
)
dx − · · ·
−
∫
∂im∂j
(
Δyt
(N + m)2(T̂ + y)N∂j ∂iyt
)
dx
−Cδ1
∥∥(∂xmt , ∂2xmt , ∂2xyt , ∂3xy, ∂3xyt)∥∥2. (3.74)
Furthermore, (3.68)–(3.74) show that
1
2
d
dt
∫ 3N
2(T̂ + y)
(∣∣∂2xy∣∣2 + ∣∣∂2xyt ∣∣2)dx + C∥∥(∂3xy, ∂3xyt)∥∥2 +
∫
N∂2xyt ∂
2
x div ut dx
C
∥∥(m,u, y)∥∥2
H 2(Rd ) + C‖∂xyt‖2 +Cδ1
∥∥(mt, ∂xmt , ∂2xmt , ∂xut , ∂2xut , ∂2xyt)∥∥2. (3.75)
Combining (3.67) and (3.75), one have
d
dt
∫ (∣∣∂2xut ∣∣2 + 2N (∂iN∂jut ∂2xut + · · · + ∂2xN∂2xutut)+ T̂ + y(N + m)2
∣∣∂2xmt ∣∣2
+ 1
N
∣∣∂2xϕt ∣∣2 + 32(T̂ + y)
(∣∣∂2xy∣∣2 + ∣∣∂2xyt ∣∣2)
)
dx + C∥∥(∂2xut , ∂2xϕt , ∂3xy, ∂3xyt)∥∥2
 C
(∥∥(m,u, ϕ)∥∥2
H 2(Rd ) + ‖y‖2H 1(Rd )
)+C‖∂xyt‖2
+Cδ1
∥∥(mt, ∂xmt , ∂2xmt , ∂3xm,ut , ∂xut , ∂3xu, ϕt , ∂xϕt , ∂2xϕt , ∂3xϕ, ∂2xyt)∥∥2. (3.76)
Hence, combining (3.59), (3.60), (3.76), (3.9) with i = 2 and (3.10) with j = 3, we accomplish
the proof of Lemma 3.6. 
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d
dt
∫
Gdx + C∥∥(m,u, ϕ, y)∥∥2
H 3 +C
∥∥(mt ,ut , yt , ϕt )∥∥2H 2(Rd )  0, (3.77)
where
G = A2
{
A1
[
|u|2 + |ut |2 + T̂ + y
(N +m)2
(
m2 +m2t
)+ 1
N
(|ϕ|2 + |ϕt |2)+ λ1|∇ϕ|2
+ η1
(
|∇u|2 + 1
N
m2 + T̂ + y
(N + m)2 |∇m|
2
)
+ 3
2(T̂ + y)
(
y2 + y2t
)]
+ η2
(∣∣∂2xu∣∣2 + 2N (u∂2xN∂2xu + ∂iN∂ju∂2xu + · · ·)+ 1N
∣∣∂2xϕ∣∣2 + T̂ + y(N +m)2
∣∣∂2xm∣∣2
)
+ |∂xut |2 + T̂ + y
(N + m)2 |∂xmt |
2 + 1
N
|∂xϕt |2 + 2
N
ut ∂xN∂xut
+ 3
2(T̂ + y)
(|∂xy|2 + |∂xyt |2)}+ ∣∣∂3xu∣∣2 + ∣∣∂2xut ∣∣2 + 1N (
∣∣∂3xϕ∣∣2 + ∣∣∂2xϕt ∣∣2)
+ T̂ + y
(N +m)2
(∣∣∂3xm∣∣2 + ∣∣∂2xmt ∣∣2)+ 2N (u∂3xN∂3xu + ∂h∂iN∂ju∂3xu + · · ·
+ ∂hN∂i∂ju∂3xu + · · · + ∂iN∂jut ∂2xut + · · · + ∂2xNut ∂2xut
)+ 3
2(T̂ + y)
(∣∣∂2xy∣∣2 + ∣∣∂2xyt ∣∣2),
for some positive constants A1 and A2.
On the other hand, it is easy to verify that G satisfies
a
(∥∥(m,u, ϕ)∥∥2
H 3(Rd ) + ‖y‖2H 2(Rd ) +
∥∥(mt ,ut , ϕt , yt )∥∥2H 2(Rd ))

∫
Gdx  b
(∥∥(m,u, ϕ)∥∥2
H 3(Rd ) + ‖y‖2H 2 +
∥∥(mt ,ut , ϕt , yt )∥∥2H 2(Rd )), (3.78)
for some positive constants b > a > 0 and A1,A2 > 0.
Hence, using Gronwall’s inequality, (3.77) and (3.78) implies (3.3) for any t ∈ (0, S], and
Lemma 3.3 is proved. 
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