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その要因となる物理量の関数としてとらえるアプローチは?従来の研究~， 4， 23， 26， 29， 35， 13， ~ではあまり議論さ
れてこなかった.
以下?まず2.でFO依存多次元正規分布を提案しうこの分布を依定した場合の識別関数をベイズ決定規則に基づい

























処理の流れ 3 1.3. 
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55 110 220 440 880 
Fundamental Frequency [Hz] 
つl..:
27.5 110 440 1760 
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?? 、logp(xl凶 ;f). gi( x; f) 
またヲ FO依存多次ここでうパラメータ fは入力パターン zの基本周波数で?本研究で新たに導入されたものである.
附;ゴf)=附 〈一一 4(X，μi (f)) ~ 
元正規分布の確率密度関数は
で与えられる.ここで，dは音色空間の次元数，Dはマハラノピス距離であり，その定義は
D2(X，μi(f)) = (xー μi(f))'.E;1 (xー μi(f)) 
で与えられる('は転置).この式を式(1)に代入すると次の識別関数gi(x; f)が得られる:
??っ ??。?? ? ? ?
?
?品川



































回~図発音開始直後t秒間のパワー包絡線の微分係数の中央値 (t= 0町民 ぅ0.95)，













図~困 k次のメル周波数ケプストラム係数 (MFCC)の時間変化の振幅 (k=口，...，13)，
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Table 1.1:使用した楽器音データベースの内訳
楽器 楽器名 楽器 音域 強 アー
番号 (楽器記号) 個体 さ 法 タ数本
01 ピアノ (PF) 3 AO-C8 508 
09 クラシックギター (CG) 3 E2-E5 696 
10 ウクレレ (UK) 3 F3-A5 295 
11 アコースティックギター (AG) 3 E2-E5 そ 666 
15 バイオリン (VN) 3 G3-E7 れ 528 
16 ビオラ (VL) 3 C3-F6 ぞ、 472 
17 チェロ (VC) 3 C2-F5 れ 通 558 
21 トランベット (TR) 2 E3-A~6 強 同吊日. 151 
22 トロンボーン (T8) 3 A~1-F~5 の 262 
25 ソプラノサックス (55) 3 G~3-E6 中 奏 169 
26 アルトサックス (A5) 3 C~3-A5 法 282 
27 テナーサックス (T5) 3 G~2-E5 ~~ の 153 
28 バリトンサックス (85) 3 C2-A4 の み 215 
29 オーボエ (08) 2 A~3-G6 3 151 
30 ファゴット (FG) 3 Ati1-D~5 種 312 
31 クラリネット (CL) 3 D3-F6 ま賞 263 
32 ピッコロ (PC) 3 D5-C8 245 
33 フルート (FL) 2 C4-C7 134 
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注 iヌlの横!I自は， 3.2の 129例の特徴量に対応し， I火|中の (1)~(4) は， 3.2 の特徴量の説明における (1) ~ (4)に対応する.
Figure 1.2:主成分分析による各主成分の重み値




















-0.2578)ぅ園(発音開始夜後 150ms間のパワー包絡線の微分係数の中央値)の重みが第 10軸で -0.3200，園~困













オシレー タによりパワー の時間変化を作り1'1¥している [43ト
2たとえば?安藤は?非調波成分を「雑背的成分の混在jと称し， r楽器背のそれらしさを構成する煮要なl祥子jと述べている
[1]. 
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Table 1.3:実験結果(通常の多次元正規分布の場合の認識率と FO依存多次元正規分布の場合の認識率)
楽器 個々の楽器レベル カテゴリーレベル
記号 Normal FO“dpt 差 Normal FO-dpt 
PF 74.21% 83.27% 十9.06% 74.21% 83.27% 十9.06%
CG 90.23% 90.23% 土0.00% 97.27% 97.13% -0.14% 
UK 97.97% 97.97% 土0.00% 97.97% 98.31% 十0.34%
AG 81.23% 83.93% +2.70% 94.89% 95.65% 十0.76%
VI¥i 69.70% 73.67% 十3.97% 98.86% 99.05% +0.19% 
Vし 73.94% 76.27% 十2.33% 93.22% 94.92% 十1.70%
VC 73.48% 78.67% 十5.19% 95.16% 96.24% 十1.08%
TR 73.51% 82.12% 十8.61% 76.82% 85.43% +8.61% 
TB 76.72% 84.35% 十7.63% 85.50% 89.69% 十4.19%
55 56.80% 65.89% +9.09% 73.96% 80.47% 十6.51%
A5 41.49% 47.87% 十6.38% 73.76% 77.66% +3.90% 
T5 64.71% 66.01% 十1.30% 90.20% 92.16% 十1.96%
B5 66.05% 73.95% 十7.90% 81.40% 86.05% 十4.65%
OB 71.52% 72.19% 十0.67% 75.50% 74.83% -0.67% 
FG 59.61% 68.59% 十8.98% 64.74% 71.15% +6.41% 
CL 90.69% 92.07% 十1.38% 90.69% 92.07% 十1.38%
PC 77.56% 81.63% 十4.07% 89.39% 90.20% 十0.81%
FL 81.34% 85.07% 十3.73% 82.09% 85.82% 十3.73%
RC 91.88% 91.25% -0.63% 92.50% 91.25% -1.25% 
平均 75.73% 79.73% +4.00% 88.20% 90.65% 十2.45%
Normal:通常の多次元正規分布を仮定した場合
FO-dpt: FO依存多次元正規分布を仮定した場合(提案手法)
1.6. おわりに 13 
Table 1.4:特徴空間変形における基底ベクトルの一部
第l軸 固(0.2701)，自 (0.3220)，固 (0.3926)，固(-0.3204)，図 (0.2559)
第2軸 回(-0.2721)，固 (0.4425)，困 (0.3554)，園(-0.2771)， 
第3軸 囲(0.5977)，[Qg (0.2607) 
第4軸 困(-0.2578)，固(-0.2917)ぅ函(0.2944)
第5軸 困(0.4286)ぅ閤 (0.3219)，~ (0問。)
第6軸 回(-0.2755)，極(-0.4529) 
第7軸 困(0.3974)，自(-0.4576) 
第8軸 固(0.3378)，園 (0.2似)，~ (-0.4541) 
第9軸 図(0.3586)，固(-0.2783)，闘 (0.4525)
第10軸 回(0.2887)，国 (-0.3200)，~ (-0.3292)，函(0.4508)
第11軸 園(0.43側?図 (-0問 7)，函(-0.2732) 
第12軸 園(0.2794)，困 (0.3174)，図 (0.2704)
第13軸 回(伶0.3お521凡図(←一0.2522)
第14軸 困(-0.3484)，回 (0.4201) 
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Table 1.5: 5.の実験結果 (k-NN法とベイズ決定規則との認識率の比較;個々の楽器レベルの認識率のみ)
k-NN法(k
PCA1 PCA2 LDA 
PF 53.94% 46.46% 63.39% 
CG 79.74% 77.16% 75.72% 
UK 94.58% 92.54% 97.63% 
AG 95.05% 92.79% 97.00% 
VN 47.73% 46.02% 45.83% 
VL 55.93% 54.24% 61.86% 
VC 86.20% 85.84% 84.23% 
TR 36.42% 38.41% 47.02% 
TB 70.99% 54.58% 77.86% 
55 23.08% 14.20% 24.85% 
A5 37.59% 29.79% 40.43% 
T5 62.09% 66.01% 68.63% 
B5 68.84% 67.91% 66.98% 
OB 47.68% 48.34% 49.01% 
FG 64.10% 65.06% 74.36% 
CL 93.45% 87.93% 93.10% 
PC 84.08% 84.90% 84.08% 
Fし 88.06% 72.39% 94.03% 
RC 97.50% 93.75% 97.50% 




PCA1 PCA2 LDA 
55.91% 59.06% 83.27% 
98.28% 97.27% 90.23% 
67.12% 80.00% 97.97% 
19.97% 44.14% 83.93% 
89.58% 84.47% 73.67% 
71.19% 79.24% 76.27% 
45.16% 30.82% 78.67% 
41.72% 72.85% 82.12% 
75.19% 78.24% 84.35% 
48.52% 66.86% 65.89% 
72.70% 41.84% 47.84% 
30.07% 61.44% 66.01% 
55.35% 54.42% 73.95% 
43.71% 81.46% 72.19% 
40.38% 30.12% 68.59% 
95.51% 93.45% 92.07% 
63.27% 58.37% 81.63% 
35.82% 84.33% 85.07% 
85.00% 96.25% 91.25% 




VC I 86.20% I 85.84% I 84.23% I 77.60% I 79.21% I 73.48% I 92.83% I 92.83% 
TR I 36.42% I 38.41% I 47.02% I 2.65% I 50.99% I 73.51% I 47.68% 1 45.03% 
TB I 70.99% I 54.58% I 77.86% I 53.82% I 68.32% I 76.72% I 70.99% I 54.58% 
SS I 23.08% I 14.20% I 24.85% I 2.969るI24.26% I 56.80% I 51.48% I 50.30% 
AS I 37.59% I 29.79% I 40.43% I 71.63% I 56.38% I 41.49% I 64.89% I 63.12% 
TS I 62.09% I 66.01% I 68.63% I 15.69% I 42.48% I 64.71% I 75.82% I 82.35% 
BS I 68.84% I 67.91% I 66.98% I 53.95% I 72.56% 1 66.05% I 71.16% I 71.63% 
OB 1 47.68% I 48.34% I 49.01% I 2.65% I 35.10% I 71.52% I 58.94% I 60.93% 
FG I 64.10% I 65.06% I 74.36% I 91.35% I 89.74% I 59.61% I 65.38% I 66.99% 
CL I 93.45% I 87.93% I 93.10% I 51.38% I 53.10% I 90.69% I 93.45% I 87.93% 
PC I 84.08% I 84.90% I 84.08% I 90.61% I 86.12% I 77.56% I 95.10筑 I93.88% 
札 I88.06% I 72.39% I 94.03% I 0.74% I 9.70% I 81.34% I 94.78% I 88.06% 
RC I 97.50%I 93.75% I 97.50% I 5.63% I 17.50% I 91.88% I 99.38% I 97.50% 
70.27% I 66.98% I 72.53% I 62.94% I 62.37% T'7~.73% I 79.88% I 81.37% 
15 
93.91% I 93.73% I 88.35% I 95.16% 
64.90% I 3.97% I 51.66% I 76.82% 
78.63% I 53.82% I 70.23% I 85.50% 
63.31% I 61.54% I 71.60% I 73.96% 
71.28% I 78.37% I 76.95% I 73.76% 
88.24% I 86.93% I 91.50% I 90.20% 
73.02% I 68.37% I 83.72% I 81.40% 
67.55% I 2.65% I 75.50% I 75.50% 
75.96% I 91.35% I 89.74% I 64.74% 
93.10% I 51.38% I 53.10% I 90.69% 
94.29% I 90.61% I 86.12% 1 89.39% 
97.01 % I 33.58% I 27.61% I 82.09% 
99.38% I 6.25% I 20.00% I 92.50% 
87.55% I 68.74% T 74.10% I 88.20% 
第 2章
Systematic Generation of Musical Sound Ontology by 
Pitch-dependent Musical Instrument Identification 
Musical sound ontologies are essential in annotation of musical instruments in musical sound archives and their 
retrieval by specifying musical instruments， because perceptual categorization of musical instruments is not 
based on sound features. 
Musical instrument ontologies are essential for annotation and retrieval of musical sound archives by speci同
fying musical instruments. However systematic classi五cationof musical instrument sounds is not easy， because 
taxonomic classi五cationmay differ from perceptual classification at some frequency regions. Therefore， ontolo由
gies for musical sounds are required to resolve ambiguities caused by such differences. In this paper， we present 
systematic construction of musical instrument ontology by musical instrument identification that exploits the 
pitch dependency of timbre， which has not been fully exploited so far. This dependency is represented by the 
FO-dependent multivαバαtenormal distribution， whose mean is represented by a cubic polynomial of fundamen同
tal frequency (FO). The FO-depe吋 entmean function represents the pitch dependency， while the FO-normalized 
covariance represents the norトpitchdependency. Musical sounds are first analyzed by the FO-dependent multi-
variate normal distribution， and then identified by the Bayes decision rule. Experimental results of identifying 
6う247solo tones of 19 musical instruments by 1仏foldcross validation showed that the proposed method im-
proved the recognition rate at individual-instrument level from 75.73% to 79.73%， and the recognition rate at 
category level from 88.20% to 90.65%. Based on these results， musical sound ontology is constructed by using 
the C5.0 decision tree program. 
2.1 Introduction 
Musical instrument ontologies are essential for annotation and retrieval of musical sound archives or mul時
timedia database by specifying musical instruments. The approaches to musical instrument classification can 
be classified into two ways [16]. One is perceptual clαssiβcαtio叫 whichmay be obtained by psychoacoustical 
studies of perceptual s白1I凶
be obtained by judgments of sounding mechanisms and types of musical instruments done by skilled people. 
The problem of systematic classi五cationis that perceptual and taxonomic classification may differ at frequency 
regions. To bridge this kind of difference， ontologies for musical instrument sounds are required. 
The way of constructing musical instrument ontologies should be consistent with musical instrument iden-
17 
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tification， because this identification is an important subtask for many applications including computational 
auditory scene analysis [4] and multimedia retrieval as well as for reducing ambiguities in systematic music 
transcription. Musical sound ontology has been usually given in advance [35， 38]， and its systematic construc-
tion has not been reported yet. 
A1tho時 hthere are considerable works on musical instrument identification [20]， its difficulties reside in 
the fact that some features are affected by individual instruments and pitch. In particularヲtimbresof musical 
instruments are obviously affected by the pitch due to their wide range of pitchうe.g・， seven octaves covered by 
piano. In addition， database from which musical instrument ontology is constructed should include more than 
one individual for each instrument， because each individual instrument， for example， for pianos， Steinway & 
SonsぅBechsteinうBosendるrfer，Yamaha， and Kawai sounds quite different. 
To attain high performance of musical instrument identification， itis indispensable to cope with this pitch 
dependency of timbre. Most studies on musical instrument identi五cation，however， have not dealt with the 
pitch dependency [5， 11， 13， 26ぅ35].Martin used 31 features including spectral and temporal features with 
hierarchical classi五cationand attained about 70% of identification by the benchmark of 1，023 solo tones of 14 
instruments. He pointed out the importance of the pitch depende明ら butleft it as future work [35]. Eronen 
et al. used spectral and temporal features as well as cepstral coe茄cie山 usedby Brown [5] and attained about 
80% of identi五cationby the benchmark of 1，498 solo tones of 30 instruments [1]. They treated the pitch as one 
element of feature vectors， but did not cope with the pitch dependency. Kashino et al. also treated the pitch 
similarly in the automatic music transcription system [26]. They also coped with the difference of individual 
instruments， but did not deal with the pitch dependency [27]. 
To capture the pitch dependency of timbre in musical instrument identification， abasic vector of features is 
represented by an FO-dependent multivαriate normal distribution， the mean of which is represented by a function 
of fundamental frequency (FO) [3]. This FO-dependent meαn function represents the pitch dependency of each 
feature， while the FOィwrmαlizedcovαriance represents the non-pitch depe 
2.2 FかdependentM ultivariate N ormal Distribution 
2.2.1 Pitch and N on四pitchDependencies 
The distribution of tone features in the feature space is represented by an F仏dependentmultivαrzαteηormal 
distribution with two parameters: the FO-dependent mean function and FO-normalized covαrzαnce. The reason 
why the mean of the distribution is approximated as a function of FO， that is， an FO-dependent mean function 
is that tone features at different pitches have different positions (means) of distributions in the feature space. 
In this paper， the FO-dependent mean function for each musical instrument Wi，μi(f)， isapproximated as a 
cubic polynomial by using the least squares method. For exampleぅpiano'sfourth basic vector of features and 
celloうsfirst basic vector are depicted in Figure 2.1 (a) and (b)， respectively. 
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(b) Cello's first. basic vector of features. (a) Piano's 4th basic vector of features. 
Figure 2.1: Examples of FO-dependent mea:q functions. 
On the other hand， the non-pitch dependency of each feature is represented by the FOィwrmαlizedco-
vαパαnce.Since the FO-dependent mean function represents the mean of features， the covariance obtained by 
subtracting the mean from each feature eliminates the pitch dependency of features. For each musical instru-
mentωi， the FO-normalized covariance I:i isdefined as follows: I:i オiL:aExi (a一的(fa))(a一向(fa))'，
where I is the transposition operatorぅχiand ni are the set of the training data of the instrument Wi and its 
total number， respectively. fa denotes the FO of the data a. 
Features for Musical Instrument Identification 2.2.2 
We used spectral， temporalうandmodulation features as well as norトharmoniccomponent feature resulting 
The features except the non-harmonic component features are 
determined by consulting the literatures [35， 11， 25]. The non-harmonic component features are original and 
have not been used in the literature. We incorporated features as many as possible， since the feature space is 
in 129 features in total listed in Table 2.1. 
transformed to a lower-dimensional space. 
Each musical instrument sound sampled by 44.1 kHz with 16 bits are五rstanalyzed by STFT (short time 
Fourier transform) with Hanni時 windows(4096 points) for every 10 ms， and spectral peaks are extracted from 
the power spectrum. Then， the FO and the harmonic structure are obtained from these peaks. 
The number of dimensions of the feature space is reduced by principal component analysis (PCA): the 
129申dimensionalspace is reduced to a 79-dimensional space with the proportion value of 99%. It is further 
reduced to the minimum dimension by linear discriminant analysis (LDA). In this paper， the space is reduced 
to an 1ふdimensionalspace， since we deal with 19 instruments. 
A Discriminant Function based on the Bayes Decision Rule 2.3 
Once pitch and non-pitch dependencies of feature vectors are represented， the Bayes decision rule is applied 
to identify the musical Instrument or category of instruments. The discriminant function gi (a; f) for the musical 
instrumentωi is de五nedby 
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Table 2.1: Overview of 129 features. 
(1) Spectral features (40 features) 
e.g・， Spectral centroid， Relative power of the fundamental componentうRelativepower in odd and 
even components 
(2) T，'emporal features (35 features) 
e.g.， Gradient of a straight line approximating power envelope， Average differential of power envか
lope during onset 
(3) Modulation features (32 features) 
e.g.， Amplitude and frequency of AM， FM， modulation of spectral centroid and modulation of 
MFCC 
(4) Non帽harmo凶ccomponent features (22 features) 
e.g・， Temporal mean of kurtosis of spectral peaks of each harmonic component (Their values become 
lower as sounds contain more non-harmonic components.) 
gi(♂ ; f) = logp(xlωi; f)十 logp(凶 ;f)， (2.1) 
where x is an input data， P(XIWi; f) is a probability density function (PDF) of this distribution and P(Wi; f) is 
a priori probability of the instrument ω1・
The PDF of this distribution is defined by 
1 r 1 _<)， ， _，， 1 
p(♂|州;f)z exp{--D2(Z?μi(f)) ~ (2π)d/21~iI1/2 ~.Ly l 2~ \~， r't¥J 11 J (2.2) 
where d isthe number of dimensions of the feature space and D2 is the squared Mahalanobis distance defined 
by 
D2(X，μi(f)) (x ー μi(f))/~i1(X -μi(f)). 
Substituting equation (2) into equa上ion(1)ヲthus，generates the discriminant function gi(X; f) as follows: 
-jD2(Mω-jlog|引
ふゅ十lり川)
The name of the instrument that maximizes this function， that is 同 satisfyingk argmaxi gi (♂; f)， is
gi(X; f) 
determined as the result of musical instrument identification. 
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2.4 Musical Instrument Identification 
2.4.1 Experimental Conditions 
Musical instrument identification is performed not only at individual instrument level but also at category 
level to evaluate the improvement of recognition rates by the proposed method based on the FO-dependent 
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Table 2.2: Categorization of 19 instruments. 
CATEGORY Instruments (abbreviation) 
PIANO Piano (PF) 
GUITARS Classical Guitar (CG)， Ukulele (UK)， Acoustic Guitar (AG) 
STRINGS Violin (VN)， Viola (VL)， Cello (VC) 
BRASS Trumpet (了R)，Trombone (TB) 
SAX Soprano Sax (55)， Alto Sax (A5)， Tenor Sax (T5)， Baritone Sax (85) 
DOUBLE REEDS Oboe (OB)， Faggoto (FG) 
CLARINET Clarinet (Cし)
AIR REEDS Piccolo (PC)， Flute (FL)， Recorder (RC) 
multivariate normal distribution. The recognition rate was obtained by 10-fold cross validation. We compared 
the results by the method using usual ml山ivariatenormal distribution (called bαseline) with those by the 
method using the proposed FO-dependent multivariate normal distribution (called proposed). 
The benchmark used for evaluation is a subset of the large musical instrument sound database RWC-MDB-
I-2001 developed by the former RWC [15]. This subset summarized in Table 2.3 was selected by the quality 
of the recorded sounds and consists of 6，247 solo tones of 19 orchestral instruments. All data are sampled by 
44.1 kHz with 16 bits. 
The categories of musical instruments summarized in Table 2.2 are determined based on our musical 
instrument ontology obtained by C5.0， which is described later. This categorization is quite similar to that of 
existing studies [35， 11]. 
The category of instruments is useful for some applications including music retrieval. For example， when 
a user tries to find a piece of piano solo on a music retrieval system， the system can reject pieces containing 
instruments of different categories， which can be judged without identifying individual instrument names. 
2.4.2 Resu1ts of Musical Instrument Identification 
Table 2.4 summarizes the recognition rates by both the bαseline and proposed methods. The proposed 
Fかdependentmethod improved the recognition rates at individual-instrument level from 75.73% to 79.73% 
and at category level from 88.20% to 90.65% in average. It also reduced recognition errors by 16.48% and 
20.67% in average at individual-instrument and category levels， respectively. 
The observation of these experimental results is summarized below: 
Improvement by the pitch dependency 
The recognition rates of six instruments (Piano (PF)， Trumpet (TR)， Trombone (TB)， Soprano Sax (55)， 
Basitone Sax (B5)， and Faggoto (FG)) were improved by more than 7%. In particularぅtherecognition rate for 
pianos was improved by 9.06%， and its recognition errors were reduced by 35.13%. This big improvement was 
attained， since their pitch dependency is salient due to their wide range of pitch. 
Improvement by the category level ident泊cation
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Table 2.3: Contents of the database used in this paper. 
Instrument name Abbrev. pitch range # of tones # of individuals Intensity Articulation 
Piano PF AO-C8 508 
Classical Guitar CG E2-E5 696 
Ukulele UK F3-A5 295 
Acoustic Guitar AG 日2-E5 666 3 
Violin VN G3-E7 528 Forteう
Viola Vし C3-F6 472 
Cello VC C2-F5 558 
Trumpet TR E3-Aij6 151 2 normal 
Trombone TB AU-FU5 262 normal， 
Soprano Sax 55 GU3-E6 169 
Alto Sax A5 CU3-A5 282 3 only 
Tenor Sax T5 GU2-E5 153 & 
Baritone Sax B5 C2-A4 215 
Oboe OB AU3-G6 151 2 
Faggoto FG AU1-DU5 312 pmno 
Clarinet CL D3-F6 263 3 
Piccolo PC D5-C8 245 
Flute FL C4-C7 134 2 
Recorder RC C4-B6 160 3 
The recognition rates of the four types of saxophones at individual叩instrumentlevel (47-73%) were lower 
than those at category level (77-92%). This is because sounds of those saxophones were quite similar. In fact， 
Martin reported that sounds of various saxophoI 
Ef宵fectivenessof the茸atcategorization 
Since we adopt the flat (∞n-hierarchical) categrization， the the recognition rates at category level depend 
on the category. The recognition rates of GUITARS and STRINGS at category level were more than 94%う
while those OfBRASS， SAX， DOUBLE REEDS， CLARINET and AIR REEDS were about 70-90%. A conventional 
categorization has a hierarchy of musical instruments; categories such as brass and sax are sub-categories of 
"wind instruments.円 Ourpreliminary studies showed that the indenti五cationat category level did not improve 
the recognition rates at individual-instrument level， which is simlar to Ero問、 results[1]. 
2.5 Evaluation of the Bayes Decision Rule 
The effect of the Bayes decision rule in musical instrument identificaton was evaluated by comparing with 
the k-NN rule (k-nearest neighbor rule; k 3 in this paper) withjwitho凶 LDA.Three variations of the 
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dimension reduction are examined; 
(a) Reduction to 79 dimension by PCA， 
(b) reduction to 18 dimension by PCA， and 
(c) reduction to 18 dimension by PCA and LDA. 
The last one is adopted in the proposed system. 
The experimental results listed in Table 2.5 showed that the proposed Bayes decision rule performed better 
in average than the 3-NN rule . Some observations are as follows: 
(1) The Bayes decision rule with 79-dimension showed poor performance for Acoustic Guitar (AG)， Trumpet 
(TR)， Soprano Sax (55)， Tenor Sax (T5)， Oboe (08)， and Flute (Fし)， since the training data is not enough 
for estimating parameters of a 7仏dimensionalnormal distribution. For small traning sets with 7仏dimension，
k-NN is superior to the Bayes decision rule. 
(2) LDA with the Bayes decision rule improved the accuracy of musical instrument ident述cationfrom 
66.50% to 79.73% in average. Although it seemed that PCA with 7仏dimensionperformed better than LDA for 
Classical Guitar (CG)， Violin (VN)， and Alto Sax (A5)ヲthecumulative performance of LDA for the categories 
of strings and sax is better than that of PCA. 
2.6 M usical Instrument Ontology 
Usually， musical sound ontology are borrowed from the classification of musical instruments specified in 
musical literatureぅandhas been constructed manually [35， 38]. In this section， we use the pitch-dependent 
features to construct musical instrument ontologies by using the C5.0 decision tree program， a successor of 
C4.5 program [40] and by using agglomerative hierarchical clustering. 
2.6.1 Musical instrument ontology by C5.0 
From the naive decision tree obtained by applying the C5.0 to al the notes listed in Table 1.1， the hierarchy 
ofFigure 2.2 is formed. The top level category of musical sound ontology consists of Decayed instruments and 
Sustained instruments and the latter consists of Strings and Wind instruments. This categorization is 
reasonable because it matches that of musical instrument classification.日oweverぅbut the lower level categories 
are not the case. For example， the classification of Winds consists of 9 subcategories based on the features 
of the gradient of a straight line approximating power envelop by LSM ([41]) and amplitude of Amplitude 
Modulation (AM) ([78]). 
The observations of the systematic construction of musical sound ontology by the C5.0 decision tree program 
with the proposed Fふdependentfeatures are summarized below: 
(a) Wind instruments can be classified Recorder and NOIトRecorder.This discrimination matches the 
known fact that Recorder is different from other winds instrument. 
(b) The categorization of Wind instruments except Recorder differs from that of musical1iterature. In 
particular， Brass， Sax， Faggoto are classi五edin the same category due to the pitch range， although 
their sounding mechanisms are different. 
The top level category of musical sound ontology consists of Decayed instruments and Sustained 
instruments and the latter consists of Strings and Wind instruments. This categorization is reasonable 
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because it matches that of musical instrument classi五cation.However， but the lower level catagories are not the 
case. For example， the classification of Winds consists of 9 subcategories based on the features of thegradient 
of a straight line approximating power envelop by L8M ([41J) and amplitude of Amplitude Modulation (AM) 
([78J， which is shown in Table2.6 
The observations of the systematic generation of musical sound ontology by the C5.0 decision tree program 
with the proposed FO-dependent features are summarized below: 
(a) Wind instruments can be classified Recorder and Non四Recorder.This des似C口r出i出立mina抗tion白叩 matches the 
known fact that Recorder is different from other winds instrument. 
(b) The categorization of Wind instruments except Recorder differs from that of musicalliterature. In 
particular， Brass， Sax， Faggoto are classified in the same category due to the pitch range， although 
their sounding mechanisms are different. 
(c) Musical sound ontology needs plural aspects of sound features， inparticular， sounding mechanism and 
pitch. 
2.6.2 Pitch四 dependencyin musical sound ontology by agglomerative hierarchical clus-
tering 
In order to investigate the pitch dependency of musical instrument ontologies， one variant of agglomerative 
hierarchical clustering， group average agglomerative clustering [17] is used to obtain a dendrogram as an 
ontology. We focus on A2 (110Hz， the pitch mainly used for bases)， A3 (220Hz， the pitch mainly used for 
accompaniment)， and A4 (440Hz， the pitch mainly used for melody). Two kinds of sample data are used; 
One includes al the individuals of each instrument and the Mahalanobis distance based on the FO-dependent 
multivariate normal distribution is used. The other includes the data of one individual of each instrument and 
Euclidean distance is used. The resulting dendrograms obtained by group average agglomerative clustering are 
shown in Figures 2.4 and 2.5. 
Observations concerning pitch-d 
(a) The top level of dendrograms in Figure 2.4 classifies Decayed instruments and Sustained instru-
ments， which is consistent with musical instrument ontology obtained by C5.0. This result is also 
consistent with judgments of human subjectives [34]. 
(b) The top level of dendrogram in Figure 2.5 (c) is consistent with the above res1.出う butnot in (a) and (b). 
(c) Clarinet (CL) is isolated from Wind instruments in Figure 2.4 (b)， partially because the fact that the 
powers of overtones of even order， inparticular， 2nd and 4thうaresmall compared with other overtones 
in clarinet affects features at lower pitches. 
(d) From A4 to A2うWindinstruments group is gradually breaking; at A3 or (b)ぅclarinet(CL) is ou t of 
the gro叩ぅ andat A2 or (a)， tenar sax (T8) and trombone (TB) are out of the group. 
We think that the Fふdependentmultivariate normal distribution succeeds in capturing the continuous 
change of timbre according to pitch. This observation is also consistent with the one that human subjects 
may not notice the change of timbre between one octave. 
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2.7 Conclusion 
In this paperぅwepresented a method for musical instrument identification using the Fιdependent mul-
tivαnαte normal distribution which takes into consideration the pitch dependency of timbre. The method 
improved the recognition rates at individual“instrument level from 75.73% to 79.73%， and at category level 
from 88.20% to 90.65% in average， respectively. Based on the Fふdependentmultivariate normal distribution， 
musical instrument ontology is constructed by using C5.0. It showed that top level categorization matches 
the conventional hierarchy of musical instruments. However， the categorization of wind instruments differs 
much from the conventional one. Musical instrument ontology based on the FO-dependent multivariate normal 
distribution is also validated by comparing with dendrograms obtained from sample data consisting of only 
one individual of each instrument. 
Future works include evaluation of the method with different styles of playing， evaluation of the robustness 
of each feature against mixture of sounds， application of musical instrument ontology as annotation for MPEG-
7， and automatic music transcription. 
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Table 2.4: Accuracy by usual distribution (baseline) and FO-dependent distribution (proposed). 
Indiv.-Instr. level (%) Category level (%) 
βαsel. Prop. Irnprov. Bαsel. 
PF 74.21 83.27 十9.06 74.21 
CG 90.23 90.23 土0.00 97.27 
UK 97.97 97.97 土0.00 97.97 
AG 81.23 83.93 十2.70 94.89 
VN 69.70 73.67 十3.97 98.86 
VL 73.94 76.27 +2.33 93.22 
VC 73.48 78.67 十5.19 95.16 
TR 73.51 82.12 十8.61 76.82 
TB 76.72 84.35 +7.63 85.50 
SS 56.80 65.89 十9.09 73.96 
AS 41.49 47.87 十6.38 73.76 
TS 64.71 66.01 十1.30 90.20 
BS 66.05 73.95 +7.90 81.40 
OB 71.52 γ2.19 十0.67 75.50 
FG 59.61 68.59 +8.98 64.74 
CL 90.69 92.07 十1.38 90.69 
PC 77.56 81.63 十4.07 89.39 
FL 81.34 85.07 +3.73 82.09 
RC 91.88 91.25 -0.63 92.50 
Ave 75.73 79.73 十4.00 88.20 
Bαseline: U sual (Fふindependent)distribution 























Table 2.5: Accuracy by k-NN rule and the Bayes decision rule 
ιNN rule (k = 3) Bayes decision rule 
(a) (b) (c) (a) (b) (c) 
79噂Dim. 18-Dim. 79-Dim. lふDim.
PCA PCA&LDA PCA 
PF 53.94% 46.46% 63.39% 55.91% 
CG 79.74% 77.16% 75.72% 98.28% 
UIく 94.58% 92.54% 97.63% 67.12% 
AG 95.05% 92.79% 97.00% 19.97% 
VI¥i 47.73% 46.02% 45.83% 89.58% 
VL 55.93% 54.24% 61.86% 71.19% 
VC 86.20% 85.84% 84.23% 45.16% 
TR 36.42% 38.41% 47.02% 41.72% 
丁B 70.99% 54.58% 77.86% 75.19% 
55 23.08% 14.20% 24.85% 48.52% 
A5 37.59% 29.79% 40.43% 72.70% 
T5 62.09% 66.01% 68.63% 30.07% 
B5 68.84% 67.91% 66.98% 55.35% 
OB 47.68% 48.34% 49.01% 43.71% 
FG 64.10% 65.06% 74.36% 40.38% 
CL 93.45% 87.93% 93.10% 95.51% 
PC 84.08% 84.90% 84.08% 63.27% 
Fし 88.06% 72.39% 94.03% 35.82% 
RC 97.50% 93.75% 97.50% 85.00% 
Average 70.27% 66.98% 72.53% 62.11% 
(a) Dimensionality reduction to 79 dim. using PCA only 
















































Figure 2.2: Top level category of musical instrument ontology obtained by C5.0 
. . [74J > 5.621357 
:... [61J > -4.37589 
・.• . -1. 35449く [41J く=一0.666931and [78J > 0.746687 
=> Decayed(O) Strings(150) Winds(48) 
. .else 
=> Decayed(46) Strings(157) Winds(2131) 
. . [61J く= -4.37589 
・...[82J > 1.521393 
=> Decayed(O) S七rings(2) Winds(59) 
. . [82J く 1.521393
=> Decayed(10) S七rings(1156) Winds(139) 
: . . . [74J く -5.621357
一[41J くロー0.625842and [78J > 0.936492 
=> Decayed(2) Strings(55) Winds(5) 
・.. . [41J く=一0.625842叩 d [78J く 0.936492and [82J > 0.91987 
ロ>Decayed(O) Strings(3) Winds(26) 
. .else 
=> Decayed(1913) S七rings(141) Winds(53) 
Where the features of sounds specified by a pair of bracket are summarized below: 
[41] I Gradient of a straight line approximating power envelop by LSM 
[61] I Ratio of the maximum power and power of 0.20 sec after onset. 
[74] I Ratio of the maximum power and power of 0.90 sec after onset. 
[78] I Amplitude of AM (Amplitude Modulation) 
[82] I Amplitude of the first coe伍cientof MFCC modulation 
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M usical instrument ontology constructed based on FO-dependent multivariate normal Figure 2.4: 
distribution. Instruments out叩ofωpitch-rangeare removed. The y-axis is Mahalanobis distance. 
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Figure 2.5: Musical instrument ontology constructed with only one individual of each instrument. 
Instruments ouιof-pitch-range are removed. The y-axis is Euclidean distance. 
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[78] 
+ー 甲山一ー 叩ー 叩ーー +由時ー 一四ー 一町田一+ + 0.746687 
(ii) (v) 
+叩ー 一四ー 一四日一時+一一時ー 由ー同一四+一四叩一一叩ー 四ー時+一0.249723
(i) (iii) (iv) (vi) (vii) (viii) 
+ー 叩ー 申ー叩ー 叩ーー +叩甲ー 白山ー 四叩-+叩ー 一四一ー 白山一四+ー 0.011483
+ー 一四ー ーー 叩---+ー 四ーー 叩ーー 問ー問+ (ix) + 0.001704 
町一ー 叩---叩ー +山町ー 四叩ー --叩ー 叩ーー 一時間ー --ー +ーー ーー 叩ー 回ー目ー 一+ー 一時甲一四時ー 四+ー 一四一一叩四一四一+由一ー > [41] 
-1.35 -0.90773 -0.666931 -0.340488 -0.215598 I 0 
Nine categories is de:fi如nedby each corresponding rule. For example， rule (i) speci五esSax， while rule (i) checks 
whether the instrument is Oboe or not. 

































































































































一、/Re[Sp(l)2十1m[Sp(l)2 11D = 、/Re[Sp(γ))2十1m[Sp(r))2
1700Hz未満の腐波数成分に対し，位相差を求める.
-1 (1m[Sp(l)]¥ L__1(1m[Sp(γ)] 





































(2) その結果得られた確率値からうあるサンプル Z が~，Jの2クラスの対判別分析でクラスI1iに属する確率の最小
値を求める.






















OPTIMAでは「蛍の光J (Flute， ClarinetぅPianoの3重奏) [23，24]，三輪らはヴイヴアルデイの四季 f春J(Vト
。lin，CelloぅContrabassの3重奏)の第 1楽章の最初の4小節 [36]を用いて実験を行っている. 「パッヘルベルのカ
ノンJは4声部からなる楽曲である.また?ある単音の基本波が他の単音の倍音構造と重なっている場合が大部分を
占める.音源分離同定を行うには難易度の高い曲だと える.テスト曲中に現れる 32分音符は本システムでは対象外















































り?クラス 1では 90%，クラス 2では 68%以上の音源分離同定精度はあり得ない.
音色情報のみを利用した場合では大きく再現率が低下しているのに対しう音色情報と定位情報を利用することで
再現率低下を防ぐことができた.
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Table 3.2:単音データベース NTTMSA-P1




音域 Piano: CO-C7， Violin: G2-C6， I訪問自主l
Trumpet: E2-C5， Flute: B2-D6， Clarinet: D2-G5 
Piano 96 % 
強さ フォルテ，ノーマル?ピアノ
Violin 95 % 
備考 通常の奏法(全楽器)
Trumpet 86 % 
ピブラート奏法 (ViolinぅFlute)
Flute 88 % 
各楽器に対して 2種類の個体(例 Piano:ヤマハ製?






(利用情報¥単音形成 1 再現率!適合率 l
諦波構造のみ
調波構造と定位情報
T'able 3.7: 4重奏単音形成結果(クラス 1)














































鳴楽器類として BassDrum， Snare Drum， Low Tom， Middle Tom，High Tomの5種類，体鳴楽器類として Crash
Cymbal， Hihat Open，日ihatCloseの3種類である.体鳴楽器の学習用データは MIDI音源1種類で合計80サンプ
ル作成した.膜鳴楽器の音源同定には学習用データは必要ない.評価用データは学留用データ作成に用いた MIDI
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Table 4.1:実験に用いられたデータとその分類
Super-category Basic-level Sub-category 
Membranes (380) Bass (115) Bass (115) 
Snare (150) Snare (150) 
Tom (115) Low (42) 
Medium (44) 
High (29) 
Plates (263) Hihat (142) Open (70) 
Closed (72) 





S u per-category 99.3% CDA CDA 
Basic-level 97.4% K* ReliefF 


































































Bass Drum (BD)， Snare Drum (SD)， Low Tom (LT)， Middle Tom 
(MT)， High Tom (HT) 






本研究では識別すべき対象として， Ride Cymbalは除外する.現段階で， Ride Cymbalを扱うほど十分なデータ




















な場合は少ない.また， CR (Crash Cymbal)と五C(Hihat Close)が同時発音したとしても，この認識は人間にとっ
ても非常に国難であり，本研究ではこのような場合は対象としない.(2)に関して，例えば BD(BωsDrum)とCR，
























膜鳴楽器の認識では?入力音響信号に図 3.2左の低域通過フィルタを適用した後， (1)発音時刻検出， (2)教師なしクラ
スタリングの!績に処理を行い，膜鳴楽器名を出力する.体鳴楽器の認識ではう入力音響信号に図 3.2右の高域通過フィ
ルタを適用した後， (1)発音時刻検出， (2) k-NN法による識別を行った後ぅその結果をもとに (3)認識誤りパターンを
利用した補正を行し?体鳴楽器名を出力する.








周波数軸を区切りう各区間内の最大パワーをその区間の代表値とする.(fc = 80[Cent]， 130[Hz]とした)計算された
パワー分布形状の時刻t，周波数fにおけるパワーをそれぞれPん(t，f)とする.(k = Cent， Hz)こうして得られたパ
ワー分布形状から，発音時刻を検出する.これはうパワー分布形状の時間方向の 1次微分値が大きい値をとる時五IJを発
音時刻とするものである.立ち上がりの度合い Qdtぅf)算出とう発音持刻検出の手順を以下に示す.
(1) t l -1ぅ lうl十 1の各時刻において連続して
δPk(t， f)、ハ
θt 





(3) Sk(t)に対し， SavitzkyとGolayの方法による平滑化と微分 [46]を用い?極大値を与える時刻を検出する.SCent (t) 
から求めた時刻を膜鳴楽器の発音時刻jとし，SHz(t)から求めた時刻を体鳴楽器の発音時刻とする.
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% Low Pass Filter % High Pass Filter 
100 
。1.0 5.0 kHz 。1.0 5.0 kHz 
Figure 4.3:低域通過フィルタと高域通過フィルタ
Low Pass Function High Pass Function 
Fcenlf) 








代表パワー分布形状 VCe叫 (f)に対し， k-means法を利用して教師なしクラスタリングを行う.膜鳴楽器識別に用
いられる全ての音響信号は低域通過フィルタ処理されているためヲ低域のみのパワー分布を考えるだけでよい.ここで





































(1) Iスペクトルの定常的特徴 (3個:FT1 -FT3) 
現波数重心，最大パワー周波数?最大から NTH番目までのパワーを持つ周波数の時間方向の平均
(叩4 次モーメントに関する特徴 (3偲:FT4 -FT6) 
パワーの分散，歪度?尖度の時間方向の平均
件)Iアタ yク区間に関する特徴 (8個:FT7 -FT14) 
発音から最大パワーフレームまでの時間とその対数7パワーの時間方向の平均値，パワー包絡の面積とその割
合，ゼロクロスの割合，時間方向の重心とアタック時間に対する割合
(叶ヂィケイ聞に関する特徴 (6個:FT15 -FT20) 
ゼロクロスの割合，周波数重心の時間方向の平均値と分散?パワーの分散?歪度?尖度などの時間方向の平均
(引残響成分に関する特徴 (2個:FT21 -FT22) 
















(3) A →Bと誤認識する認識誤りパターンの補正法としてうクラス Bに属する特徴量と Sを識別する決定木を決
定木学習法 C5.0により構成する.例えば， [1]の認識誤りに対する補正法学習の場合には，AニHC，B=CRで
あり， 5とは SDと百Cとの混合音から抽出した特徴量の集合である.














を導入する. CMが低いものは?認識誤りを起こしている可能性が高い. よって， CMを用いた適当なヒューリイス
テイクスを与えることで，補正法を適用すべき個所を判定可能である.まず?抽出した特徴量ベクトルに対する CMを
次の 2つの値の積として定義する.





• CM2 : 0.5 < CMのCR検出後，特徴量の信頼性は時間経過で上昇すると仮定し，モデル化した催である(図
4.6右).残響の非常に大きい CRの後では認識誤りが起きやすく，特別に考慮する必要がある.
信頼度ClVlはう
CA;J 二二 CM1 *CM2 







上で避けられない誤りであるので， [I1] ， [1V]に対する誤り補正よりも優先して考慮しなければならない.そのため?
[1]， [I]に当てはまるかどうかを [1I]， [1V]に当てはまるかどうかよりも先に判定する.
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if CRと識別&&ClVlcR < D1 
if SDが同時発音 then αpply(決定木 T1 ) 
elseif CR検出後0.5s以内 then αpply(決定木 TII ) 
else α.pply(決定木 TIII) fi 
elseif HCと識別&&CMHC くら < CMHO 














うな条件に適合する典型的な 8ビートのドラム演奏でありヲ 4小節の演奏を 2セット作成した(以降，本稿では評価用
データをそれぞれSC1ぅSC2，MU1， MU2と呼ぶことにする).この評価用データのスコアを図 4.8に示す.またうド
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CR テストデー タ!






HO.HC 、:，1門司 HO. HC v ち「 、〆

















テストデータ l テストデータ 2 合計
SCω88VL 100.0% / 100.0% 100.0% / 96.6% 100.0% / 98.3% 
MU時2000 100.0% / 100.0% 100.0% / 100.0% 100.0% / 100.0% 

































却 100 150 2.1∞2.50 300 :350 .:1∞ '150 5∞ 












同じ音源、を用いて作成した SC1とSC2のクラスタリング結果を比較する.大まかに言えば， SC1で、は)BD， LT 


































BD SD LT MT HT 合計
テストデータ l 19 9 1 。1 30 
テストデータ 2 13 9 1 2 1 26 
市販CD 16 10 。。O 26 
Table 4.8:膜鳴楽器の音源問定結果
各楽器の正解数
音源、同定率 BD SD LT MT HT 
SC1 90.0% (27/30) 17 8 1 。1 
SC2 92.3% (24/26) 11 9 1 2 1 
MU1 90.0% (27/30) 17 8 1 。1 
MU2 88.5% (23/26) 12 7 1 2 1 
市販CD 100.0% (26/26) 16 10 。。。
し………
とによる.しかしヲ認識誤り補正法の適用により， MU1，MU2ともに2個所で誤りを増加させている.この誤り増加










BD札口 1 I BD山 D1， LT 1， MT 2 
BD 2， SD 8， HT 1 I BD 2， SD 8， HT 1 
MU1 MU2 
印紙 SD8， LT 1 I BD 8ヲSD1，日 1ぅMT2




CR HO HC 合計
テストデータ 1 2 3 24 29 
テストデータ 2 2 5 21 28 
市販CD 。6 23 29 
Table 4.11:体鳴楽器の音源問定結果
補正前 補正後 認識誤り削減率
SC1 79.3% (23/29) 86.2% (25/29) 33.3% (2/7) 
SC2 78.6% (22/28) 96.4% (27/28) 83.3% (5/6) 
MU1 55.2% (16/29) 79.3% (23/29) 53.8% (7/13) 
MU2 50.0% (14/28) 75.0% (21/28) 50.0% (7/14) 






SC1 83.3% (5/6) 71.4% (5/7) 
SC1 
SC2 100.0% (5/5) 100.0% (5/5) 
SC2 
MU1 100.0% (13/13) 66.7% (13/18) 
MU1 
MU2 100.0% (14/14) 77.8% (14/18) I 













言われる SVM(Support Vector Machine)やその他の統計的識別手法を採用することができる.特徴量ベクトル全
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Table 4.14:適用された認識誤り補正法の内訳
[1] [I] [I1] [1V] 合計
SC1 0/0 (0/0) 1/0 (1/0) 。/2(0/0) 1/3 (1/0) 2/5 (2/0) 
SC2 。/0(0/0) 1/0 (1/0) 0/0 (0/0) 4/0 (4/0) 5/0 (5/0) 
MU1 6/0 (6/0) 0/3 (0/0) 3/0 (3/0) 2/4 (0/2) 11/7 (9/2) 
MU2 6/0 (5/0) 0/2 (0/0) 6/0 (4/0) 2/2 (0/2) 14/4 (9/2) 




[1] 0.499> FT21 CR→HC 
[I] 1826892 < FT4 CR→HC 
[1I] 5299> FT17 CR→HO 













SC-88VL [I]， [1V] 







MU1 55.2% (16/29) 79.3% (23/29) 86.2% (25/29) 
MU2 50.0% (14/28) 75.0% (21/28) 82.1 % (23/28) 
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ABSTRACT 
The pitch dependency of timbres has not been fully ex-
ploited in musIcal instrument identification. In this paper， 
we present a method using an F仏dependentmultivariate 
normal distribution ofwhich mean is represented by a func-
tion of fundamental frequency (FO). This FO幽dependent
mean function represents the pitch dependency of each fea-
ture， while the Fかnormalizedcovariance represents the 
nonωpitch dependency. Muslcal instrument sounds are自rst
analyzed by the FO幽dependentmultivariate normal distribト
tion， and then identified by using the discriminant function 
based on the Bayes decision rule. Experimental results of 
identifying 6，247 solo tones of 19 musical instruments by 
10-fold cross validation showed that the proposed method 
improved the recognition rate at individual-instrument level 
from 75.73% to 79.73%， and the recognition rate at categorγ 
level from 88.20% to 90.65%. 
1. INTRODUCTION 
Musical instrument identification is an important subtask 
for many applications including auditory scene analysis and 
multimedia retrieval as well as for reducing ambiguities in 
automatic music tI加scription.The difficulties in musical 
instrument identification reside in the fact that some fea-
tures depend on pitch and individual instruments. In partic-
ular， timbres of musical instruments are obviously affected 
by the pitch due to their wide range of pitch. For example， 
the pitch range of the piano covers over seven octaves. 
To attain high performance of musical instrument iden拍
tification， itis indispensable to cope with this pitch depen-
dency of timbre. Most studies on musical instrument iden幽
tification， however， have not dea1t with the pitch deperト
dency [1 ]-[ 6]. Martin used 31 features including spectral 
and temporal features with hierarchical classification and 
attained about 70% 0f identification by the benchmark of 
This research was partially supported by恥1EXT，Grant“irトAidfor 
Scientific Research (B)， No.12480090， and Infonnatics Research Center 
for Development of Knowledge Society Infrastructure (COE program of 
恥1EXT，Japan) 
1，023 solo tones of 14 instruments. He pointed out the 
importance of the pitch dependency， but left it as future 
work [1]. Eronen et al. used spectral and temporal fea-
tures as well as cepstral coefficients used by Brown [2] and 
attained about 80% of identification by the benchmark of 
1，498 solo tones of 30 instruments [3]. They treated the 
pitch as one element of feature vectorsラbutdid not cope 
with the pitch dependency. Kashino et al. also treated the 
pitch similar1y in their automatic music transcription sys-
tem [4]. They also coped with the difference of individual 
instruments， but did not deal with the pitch dependency [5]. 
In this paper， totake into consideration the pitch de-
pendency of timbre in musical instrument identification， 
each feature or basic vector of features is represented by 
an FO-dependent mu/tivαriate normal distribution of which 
mean is represented by a function of fundamental frequency 
(FO). This FO-dependent meanfunction represents the pitch 
dependency of each feature， while the FO引 ormαlizedco“ 
ναriαnce represents the non-pitch dependency. Musical 
instrument identification is performed both at individual-
instrument level and at non-tree category level by a discrim側
inant function based on the Bayes decision rule. 
The rest of this paper is organized as follows: Section 2 
proposes the FO-dependent multivariate normal distribution， 
and Section 3 describes the features and the discriminant 
function used in this paper. Sections 4 and 5 report the ex-
perimental results， and finally Section 6 conc1udes this pa-
per. 
2. FかDEPENDENTMULTIVARIATE NORMAL 
DISTRIBUTION 
The distribution of tone features in the feature space is rep-
resented by an FOωdependent multivariate normal distribu-
tion with two parameters: the FO-dependent mηzeαnj戸i訟ω初m舵lCtiO仰n 1
and FO-引.
Oぱft出hedistribution is approximated as a function of FO， that 
is an FO-dependent mean functiOl人isthat tone features at 
different pitches have different positions (means) of distri暢
butions in the feature space. In this paper， the FO-dependent 
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T'able 1. Overview of 129 features. 
Spectral features (40 features) 
e.g.， Spectral centroid， Relative power of the fundamental 
component， Relative power in odd and even components 
T'emporal features (35 fea匂res)
e.g.， Gradient of a straight line approximating power enve-
iope， Average differential of power envelope during onset 
Modulation features (32 features) 
e.g.， Amplitude and frequency of AM， FM， modulation of 
spectral centroid and modulation of MFCC 
N01トharmoniccomponent features (22 fea回res)
e.g.， Temporal mean of kurtosis of spectral peaks of 
each harmonic component (Their values become lower as 
sounds contain more non-harmonic 




In this paper， the space is reduced to an 18鴫dimensional
space， since we deal with 19 Instruments. 
3.2. A Discriminant Function for the Fかdependent
Multivariate Normal Distribution 
Once parameters of the F仏dependentmultivariate normal 
distribution are estimated， the Bayes decision rule is ap-
plied to identify the musical instrument or category of in幽
struments. The discriminant function gi (x; f) for the musi-
cal instrument凶 isdefined by 
gi(X; f) = logp(xJ凶 ;f)十 logp(凶 ;f)う
Fig. 1. Examples of FO-dependent mean functions. 
mean function for each musical instrument ωi，的(f)，is叩 m
proximated as a cubic polynomial by using the least squares 
method. For example， piano's fourth basic vector of feか
tures and cello's first basic vector are depicted in Fig. 1 (a) 
and (b)， respectively. 
On the other hand， the norトpitchdependency of each 
feature is represented by the F仏normalizedcoναriance. 
Since the FO-dependent mean function represents the mean 
of features， the covariance obtained by subtracting the mean 
from each feature eliminates the pitch dependency of fea-
tures. For each musical instrumentωi， the FO働normalized
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where x isan input data， p(x J凶 ;f) is a probability density 
function (PDF) of this distribution and p(凶 ;f) is a priori 
probability of the instrument ωゎ
The PDF of this distribution is defined by 
12叫{_~D2(X'Þi川ぅ(2π)d/2JI:iJl/2 ~..Y l 2~ \~， r~\J JJ  
(2) 
where d isthe number of dimensions of the feature space 
and D2 is the squared Mahalanobis distance de自nedby 
D2(ιμi(1)) = (x -μ，Jf))'I:i1(x -μi (f). 
Substituting equation (2) into equation (1)， thus， generates 






where' is the transposition operator， Xi and ni are the set of 
the training data of the instrument 凶 andits total number， 
respectively. fx denotes the FO ofthe data x. 




The name of the instrument that maximizes this function， 
that isωk satisfying k = argmaxi gi(X; f)ラisdetermined 
as the result of musical instrument identification. 
The a priori probability p(凶;1) represents whether the 
pitch range of the instrumentωi inc1udes f， that is， 
J 1/c (if f εRi) p(ωi; f) = ~ l 0 (if f t/.Ri) 
where Ri is the pitch range of the instrumentωi， and c is
the normalizi時 factorto剖 isfy乞ip(凶 ;f) = 1. 
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3.1. Features for Musical Instrument Identification 
We used spectral， temporal， and modulation features as well 
as non-harmonic component features resulting in 129 fea-
tures in totallisted in Table 1. The features except the non-
harmonic component features are determined by consulting 
the literatures [1， 3， 4]. The norトhannoniccomponent fea-
tures are original and have not been used in the literature. 
We incorporated features as many as possibleラsincethe fea-
ture space is transformed to a lower-dimensional space. 
Each musical instrument sound sampled by 44.1 kHz 
with 16 bits are first analyzed by STFT (short time Fourier 
transform) with Hanning windows (4096 points) for every 
10 ms， and spectral peaks are extracted from the power 
spectrum. Then， the FO and the harmonic structure is ob-
tained from these peaks. 
The number of dimensions of the feature space is re蜘
duced by principal component analysis (PCA): the 129-
dimensional space is reduced to a 79-dimensional space 
with the proportion value of99%. It is further reduced to the 
minimum dimension by linear discriminant analysis (LDA). 
???
? ?
Table 2. Contents ofthe database used in this paper. 
Instrument I Piano (PF)， Classical Guitar (CG)， 
names I Ukulele (UK)， Acoustic Guitar (AG)， 
Violin (VN) ! $ Viola (VL)， Cello (VC)， 
Trumpet (TR)， Trombone (TB)， 
Soprano Sax (SS)， Alto Sax (AS)， 
Tenor Sax (丁S)，Baritone Sax (BS) ! $ 
Oboe (OB)， Fagotto (FG)， Clarinet (CL)， 
Piccolo (PC)， Flute (FL)， Recorder (RC) 
lndividuals I 3 individuals except TR， OB， FL. 





Forte， normal， piano. 
Normal articulation style only. 
PF: 508， CG: 696， UK: 295， AG: 666， VN: 528， 
VC: 558， TR: 151， TB: 262， SS: 169， AS: 282， 
TS: 153， BS:215， OB: 151， FG:312， Cし:263， 
PC: 245， FL: 134， RC: 160. 
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of piano solo on a music retrieval system， the system can 
reject pieces containing instruments of different categories， 
which can be judged without identifying individual instru-
ment names. 
4.2. Results of Musical Instrument Ident描cation
Table 4 summarizes the recognition rates by both the base-
line and proposed methods. The proposed FO-dependent 
method improved the recognition rate at individual-
instrument level from 75.73% to 79.73% and reduced 
recognition errors by 16.48% in average. At category 
level， the proposed method improved the recognition rate 
from 88.20% to 90.65% and reduced recognition errors by 
20.67%. The observation of these experimental results is 
summarized below: 
Improvement by the pitch dependency 
The recognition rates of six instruments (PF， TR， TB， SS， 
BS， and FG) were improved by more than 7%. In particular， 
the recognition rate for pianos was improved by 9.06%， and 
its recognition errors were reduced by 35.13%. This big 
improvement was attained， since their pitch dependency is 
salient due to their wide range of pitch. 
Difference between accuracy at two levels 
The recognition rates of the four types of saxophones at 
individual-instrument level (47-73 %) were lower than those 
at category level (77-92%). This is because sounds ofthose 
saxophones were quite similar. In fact， Martin reported that 
sounds of various saxophones are very difficult for the h怯
man to discriminate [り.
Instrument幽dependentdi錨cultyof identification 
Since we adopt the flat (non-hierarchical) categoriza-
tio凡 therecognition rates at category level depend on the 
category. The recognition rates of guitars and strings at cat-
egory level were more than 94%， while those of brasses， 
saxophones， double reeds， clarinet and air reeds were about 
70-90%. This is because instruments of these categories 
have similar sounding mechanism: these categories are sub-
categories of“wind instruments" in conventional hierarchi-
cal categorization. 
5. EVALUATION OF THE BAYES DECISION RULE 
The effect of the Bayes decision rule in musical instru欄
ment identification was evaluated by comparing with the 3-
NN rule (3-nearest neighbor rule) with/without LDA. Three 
variations of the dimension reduction are examined: 
(a) reduction to 79 dimension by PCAラ
(b) reduction to 18 dimension by PCA， and 
(c) reduction to 18 dimension by PCA and LDA. 
The last one is adopted in the proposed method. 
The experimental resu1ts listed in Table 5 showed that 
the Bayes decision rule performed better in average than the 
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4. EXPERIMENTS AND RESULTS 
4.1.五xperimentalConditions 
Musical instrument identification is performed not only at 
individual-instrument level but also at category level to eval-
uate the improvement of recognition rates by the proposed 
method based on the FO-dependent mu1tivariate normal dis-
tribution. The recognition rate was obtained by 1かfold
cross validation. We compared the resu1ts by the method us-
ing usual multivariate normal distribution (called baseline) 
with those by the method using the proposed FO“dependent 
multivariate normal distribution (called proposed). 
The benchmark used for evaluation is a subset of the 
large musical instrument sound database RWC-MDB↓2001 
developed by Goto et al. [7， 8]. This subset summarized in 
Table 2 was selected by the quality of recorded sounds and 
consists of 6，247 solo tones of 19 orchestral instruments. 
All data are sampled by 44.1 kHz with 16 bits. 
The categories of musical instruments summarized in 
Table 3 are determined based on the sounding mechanism 
of instruments and existing studies [1， 3]. The category of 
instruments is useful for some applications including music 
retrieval. For exampleラ whena user wants to find a piece 
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τ'able 4. Accuracy by usual distribution (baseline) and FO-
dependent distribution (proposed). 
lndividual開instrumentlevel Category level 
Usual FO-dpt diff. Usual FO-dpt 
PF 74.21% 83.27% 十9.06% 74.21 % 83.27% 
CG 90.23% 90.23% 二七0.00% 97.27% 97.13% 
UIく 97.97% 97.97% 土0.00% 97.97% 98.31% 
AG 81.23% 83.93% +2.70% 94.89% 95.65% 
VN 69.70% 73.67% +3.97% 98.86% 99.05% 
Vし 73.94% 76.27% 十2.33% 93.22% 94.92% 
VC 73.48% 78.67% +5.19% 95.16% 96.24% 
TR 73.51% 82.12% +8.61% 76.82% 85.43% 
T8 76.72% 84.35% 十7.63% 85.50% 89.69% 
SS 56.80% 65.89% 十9.09% 73.96% 80.47% 
AS 4l.49% 47.87% 十6.38% 73.76% 77.66% 
TS 64.71% 66.01 % 十1.30% 90.20% 92.16% 
8S 66.05% 73.95% +7.90% 81.40% 86.05% 
08 71.52% 72.19% +0.67% 75.50% 74.83% 
FG 59.61% 68.59% 十8.98% 64.74% 71.15% 
CL 90.69% 92.07% +1.38% 90.69% 92.07% 
PC 77.56% 81.63% 十4.07% 89.39% 90.20% 
FL 81.34% 85.07% +3.73% 82.09% 85.82% 
RC 91.88% 9l.25% -0.63% 92.50% 91.25% 
Ave. 75.73% 79.73% 十4.00% 88.20% 90.65% 
Usual: Usual (FO-independent) distribution (baseline) 






















(1) The Bayes decision rule with 79聞dimensionshowed 
poor performance for AG，γR， SS， TS， 08 and Fし since
the number of their training data is not enough for estimat-
ing parameters of a 79-dimensional normal distribution. F or 
such small training sets with 79幽dimension，3-NN is supe-
rior to the Bayes decision rule. 
(2) LDA with the Bayes decision rule improved the ac-
curacy of musical instrument identification from 66.50% to 
79.73% in average. A1though it seemed that PCA with 79欄
dimension performed better than LDA for CG， VN and AS， 
the cumulative performance of LDA for the categories of 
strings and saxophones is better than that of PCA. 
6. CONCLUSIONS 
In this paper， we presented a method for musical instrument 
identification using the FO-dependent multiναriαte normαl 
distribution which takes into consideration the pitch depen-
dency oftimbre. The method improved the recognition rates 
at individualイnstrumentlevel from 75.73% to 79.73%， and 
at category level from 88.20% to 90.65% in average， respec繍
tively. The Bayes decision rule wIth dimension reduction by 
PCA and LDA also performed better than the 3-NN method. 
Future works include evaluation of the method with 
different styles of playing， evaluation of the robustness of 
each feature against mixture of sounds， and automatic mlト
SlC transcriptlOn. 
Table 5. Accuracy by 3-NN rule and the Bayes decision rule. 
3-NN rule Bayes decision rule 
(a) (b) (c) (a) (b) 
PF 53.94% 46.46% 63.39% 55.91% 59.06% 
CG 79.74% 77.16% 75.72% 98.28% 97.27% 
UK 94.58% 92.54% 97.63% 67.12% 80.00% 
AG 95.05% 92.79% 97.00% 19.97% 44.14% 
VN 47.73% 46.02% 45.83% 89.58% 84.47% 
VL 55.93% 54.24% 61.86% 71.19% 79.24% 
VC 86.20% 85.84% 84.23% 45.16% 30.82% 
TR 36.42% 38.41 % 47.02% 41.72% 72.85% 
T8 70.99% 54.58% 77.86% 75.19% 78.24% 
SS 23.08% 14.20% 24.85% 48.52% 66.86% 
AS 37.59% 29.79% 40.43% 72.70% 4l.84% 
TS 62.09% 66.01% 68.63% 30.07% 6l.44% 
BS 68.84% 67.91% 66.98% 55.35% 54.42% 
OB 47.68% 48.34% 49.01 % 43.71% 81.46% 
FG 64.10% 65.06% 74.36% 40.38% 30.12% 
CL 93.45% 87.93% 93.10% 95.51% 93.45% 
PC 84.08% 84.90% 84.08% 63.27% 58.37% 
FL 88.06% 72.39% 94.03% 35.82% 84.33% 
RC 97.50% 93.75% 97.50% 85.00% 96.25% 
Ave. 70.27% 66.98% 72.53% 62.11 % 66.50% 
(a) Dimensionality reduction to 79 dim. using PCA only 






















(c) Dimensionality reduction to 18 dim. using both PCA and LDA 
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