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The center of the Milky Way is offering one of the most striking mystery in Astroparticle Physics.
An excess of γ rays (GCE) has been measured by several groups in the data collected by the
Fermi Large Area Telescope (LAT) towards the Galactic center region. The spectrum and spatial
morphology of the GCE have been claimed by some groups to be compatible with a signal from
the Galactic halo of dark matter (DM). Instead, other analyses have demonstrated that the GCE
properties, e.g., its energy spectrum, highly depend on the choice of the Galactic interstellar emission
(IEM) model source catalogs and analysis techniques.
In this paper we investigate the sensitivity of Fermi-LAT to detect the characteristics of the GCE.
In particular we simulate the GCE as given by DM and we verify that, with a perfect knowledge
of the background components, its energy spectrum, position, spatial morphology and symmetry
is properly measured. We also inspect two more realist cases for which there are imperfections in
the IEM model. In the first we have an un-modeled γ-ray source, constituted by the low-latitude
component of the Fermi bubbles. In the second we simulate the data with one IEM template and
analyze the data with an other. We verify that a mismodeling of the IEM introduces a systematics
of about 10−15% in the GCE energy spectrum between 1-10 GeV and about 5% in the value of the
slope for a NFW DM density profile, which is used to fit the GCE spatial morphology. Finally, we
show how the GCE would be detected in case of alternative processes such as γ-ray emission from
a bulge population of pulsars or from electrons and positrons or protons injected from the Galactic
center. We demonstrate that for each of these cases there is a distinctive smoking gun signature
that would help to identify the real mechanism behind the origin of the GCE.
PACS numbers:
I. INTRODUCTION
The center of the Milky Way is one of the most in-
triguing regions for γ-ray Astrophysics. The γ-ray emis-
sion from the Galactic center is mainly produced by the
Galactic interstellar emission (IEM), which is due to the
interactions of cosmic rays with the interstellar medium
and radiation fields, and by individual sources, mainly
supernova remnants and pulsar wind nebulae. This re-
gion is also theorized to be the brightest for a putative
γ-ray signal from dark matter (DM) particle interactions
(see, e.g., [1]). DM is modeled in N-body simulations
to have a main Galactic halo, of the size of about hun-
dreds of kpc, and smaller subhalos distributed allover in
the Galaxy. The same structure should also be present
in other galaxies. Therefore, the Galactic center is the
direction with the predicted highest γ-ray emission from
DM.
Several groups have detected an excess of γ rays in
Fermi-LAT data measured from the Galactic center re-
gion (see, e.g., [2–13]). We will label in the rest of the
paper this excess as the Galactic center excess (GCE).
The GCE has a peak, in the flux calculated as E2dN/dE,
at around a few GeV, where E is the γ-ray energy and
dN/dE is the flux in units of MeV−1 cm−1 s−1. More-
∗Electronic address: dimauro.mattia@gmail.com
over, it has been detected as significant with respect to
several choices for the IEM models, source catalogs, data
selections and analysis techniques.
The GCE has been described by some groups (see, e.g.,
[9]) to be spherically symmetric and centered around the
Galactic center. Moreover, the flux would be compatible
with DM particles annihilating through hadronic chan-
nels (for example into bb¯) with a thermal annihilation
cross section which provides a density of DM compatible
with the observations [14]. This makes the existence of
the GCE very appealing for DM and in general for new
Physics searches.
Instead, Refs. [11–13] have tested several IEM mod-
els and source catalogs and shown that the properties of
the GCE, in particular its spectrum, are too uncertain to
conclude that it is of DM origin. Moreover, other regions
along the Galactic plane, where a DM signal is not ex-
pected to contribute, show excesses of similar amplitude
relative to the local background [11, 13]. These results
cast serious doubts on the DM interpretation of the GCE.
Refs. [15, 16] have published compelling evidences for
the existence of a faint population of sources located
in the Galactic center region and with properties that
can explain the GCE. These results have been derived
using two techniques, called wavelet analysis and non-
Poissonian template fitting, which inspect the possible
presence of sources shining under the Fermi-LAT detec-
tion threshold. These faint sources could be interpreted
as a population of millisecond pulsars located in the bulge
of the Milky Way. Very recently references [17, 18] have
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2casted doubts on the robustness of the results presented
in [16], and as a consequence on the fact that the GCE
is due to a population of pulsars. They have shown that
the non-Poissonian template fitting method can misat-
tribute, to point sources or DM unmodeled point sources,
imperfections in the modeling of Fermi-LAT data. On
the other hand, the authors of [19] have used the latest
4FGL catalog released by the Fermi-LAT Collaboration
and found that the excess is still present. However, when
they apply a wavelet method to the Galactic center re-
gion, similarly to what done in [15], they do not find any
evidence for the existence of a faint population of un-
modeled sources which can be attributed to the GCE.
An alternative interpretation for the GCE is associated
to cosmic rays produced from the Galactic center during
recent outbursts. γ rays are produced via neutral pion
(pi0) production (mainly from protons interacting with
interstellar medium atoms) [20] or through electrons and
positrons inverse Compton scattering on the interstellar
radiation fields [21, 22]. However, the hadronic scenario
(i.e., protons) predicts a γ-ray signal that is significantly
extended along the Galactic plane since the pi0 produc-
tion is correlated with the distribution of gas present in
the Milky Way. This spatial shape is incompatible with
the observed characteristics of the GCE [22]. On the
other hand, the case of a leptonic outburst leads to a
signal that is more smoothly distributed and spherically
symmetric. However, it requires a complicated scenario
with at least two outbursts to explain the morphology
and the intensity of the excess with the older outbursts
injecting more-energetic electrons.
The puzzle of the GCE origin is thus far from being
solved and recent publications (see, e.g, [17–19]) have
questioned recent claims that it is due to a population
of pulsars in the Galactic bulge. The main difficulty in
finding a robust interpretation is due to model precisely
a complicated region as the Galactic center.
In this paper we investigate, for the first time using
simulations, the sensitivity of Fermi-LAT to detect the
GCE. We first assume that the GCE is due to DM and we
consider the ideal case for which the astrophysical back-
grounds, i.e., point and extended sources and the IEM,
are perfectly modeled. We demonstrate that, in this case,
we are able to reconstruct properly all the GCE proper-
ties, i.e., flux, spatial morphology and position. In partic-
ular we show that, using a technique that is independent
by the specific choice of the GCE spatial template, we
are able to derive with high precision its spatial mor-
phology. Then, we consider, in a more realistic scenario,
that there are imperfections in the IEM model we use to
analyze the data with respect to the one used to generate
the simulations. This is inspected in two ways. First, we
simulate the data including also the low-latitude compo-
nent of the Fermi bubbles and then we do not include it
when we analyze the data. This circumstances is compa-
rable to the case of a missing component in the data that
could be degenerate with the GCE. Second we simulate
the data using one IEM model and then we analyze them
with a different model. In both cases, we demonstrate
how imperfections of the IEM model or the presence of
an un-modeled component produce systematic uncertain-
ties in the measured flux and spatial morphology of the
GCE which are much larger than the statistical errors.
Finally, we generate simulations where the GCE is given
by the γ-ray emission from a bulge population of pulsars
or from cosmic-ray electrons and positrons or protons in-
jected from the Galactic center. We will calculate the
properties of the GCE for each of this case and present a
distinctive smoking gun signature for each of them that
could help to identify the real origin of the GCE.
The paper is organized as follows: in Sec. II we explain
the data selection and the IEM models and source catalog
we choose for the analysis. We also present our analy-
sis technique and simulation setup. Then, in Sec. III we
apply our analysis to the idea case where all the γ-ray
components are perfectly modeled. In Sec. IV we present
a more realistic case for which we do not have a perfect
modellization of the background components and show
how the GCE properties are reconstructed. Finally, in
Sec. V we will consider other origins for the GCE and
present the flux and spatial morphology would be mea-
sured in these cases.
II. ANALYSIS FRAMEWORK
A. Galactic interstellar emission models and data
selection
The main components of the γ-ray IEM are due to
inelastic hadron collisions and subsequent decay of pi0
particles, inverse Compton scattering of electrons and
positrons on the Galactic interstellar radiation fields and,
at energies lower than 10 GeV, bremsstrahlung emission
from electrons and positrons interacting with interstellar
gas.
The templates we use for the IEM have been produced
with the GALPROP code1 [23–25] which calculates the
propagation and interactions of cosmic rays in the Galaxy
by numerically solving the transport equations given a
model for the cosmic-ray source distribution, injection
spectrum, and interaction targets. We follow Ref. [13] for
the choice of the IEM models. We recall here the main
properties and refer to [13] for a complete description.
The reference model we use is labelled as Baseline
and it is taken from one of the models in [26]. It assumes
a cosmic-ray source distribution traced by the measured
distribution of pulsars from [27], the cosmic-ray confine-
ment volume with a height of 10 kpc and a radius of 20
kpc. This model assumes HI column densities derived
from the 21-cm line intensities for a spin temperature of
150 K. The dust reddening map of [28] is used to correct
1 http://galprop.stanford.edu
3the HI maps to account for the presence of dark neutral
gas not traced by the combination of HI and CO surveys
[26]. Furthermore, this model includes a unique inverse
Compton component derived from the interstellar radia-
tion field model reported in [29] and takes into account
the emission due to the CMB, dust infrared emission,
and starlight. The model also contains the Loop I, Sun,
Moon and Fermi bubbles emissions. For the latter we
include two components: the low-latitude, closer to the
Galactic center, and the high-latitude part.
We also employ other 6 IEM models which make differ-
ent assumptions on the source distribution, gas compo-
nent or inverse Compton template. Each of these models
modify only one of the ingredients written above with
respect to the Baseline model. In order to account for
different tracers of cosmic rays we use different source dis-
tributions: an alternative pulsar distribution ([30], here-
after referred to as Yusifov), the distribution of super-
nova remnants [31] (labelled as SNR), and the distribution
of OB stars [32] (Obstars). We also test more freedom
for the inverse Compton emission separating the tem-
plate into the three components of the interstellar radi-
ation field (ICSsplit). In order to account for different
gas models we use templates generated by information
from starlight extinction due to interstellar dust (labelled
as SLext) and using the high-resolution maps from the
the GASS survey [33] and the dust extinction map from
extinction map from [34] that is built using IRAS and
Planck data (labelled as PlanckGASS). As presented in
[13], these models provide different results for the GCE
flux and they provide an appropriate framework, even
if not exhaustive, to bracket the effect of the choice of
different IEM models in the measured GCE properties.
In our simulations we select a time range of 11 years,
from 2008 August 4 to 2019 August 4, and we simu-
late γ-ray events in the energy range E = [0.1, 1000]
GeV, passing standard data quality selection criteria2.
We also select in some parts of the simulations smaller
energy bins between E = [0.1, 1000] GeV to test a possi-
ble energy dependence in the results. In other parts we
consider energies between 1 − 10 GeV where the GCE
is more significant and the LAT energy and spatial res-
olution is better than at lower energies3. We use a re-
gion of interest (ROI) which is 30◦×30◦ centered around
the Galactic center and we include in the model all the
sources detected in the 4FGL Fermi-LAT catalog [35]
with an angular distance less than 18◦ from the Galactic
center. The ROI size we select is motivated by the fact
that within 10◦ from the center of the Milky Way it is
contained more than 90% the GCE (see, e.g., [11, 13]).
We consider events belonging to the Pass 8 SOURCEVETO
2 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data_Exploration/Data_
preparation.html
3 https://www.slac.stanford.edu/exp/glast/groups/canda/
lat_Performance.htm
class, and use the corresponding instrument response
functions P8R3 SOURCEVETO V2 which has the same back-
ground rate than the SOURCE class background rate up to
10 GeV but, above 50 GeV, its background rate is the
same as the ULTRACLEANVETO one while having 15% more
acceptance4. We bin the data assume 8 energy bins per
decade and pixels with size 0.08◦.
B. Analysis Method
We have implemented an analysis pipeline based on
FermiPy5, a Python package that automates analyses
with the Fermitools6 [36]. FermiPy includes tools that
generate simulations of the γ-ray sky, detect sources, cal-
culate SED, find the extension of sources and much more.
We employ the version 18.0.0 of Fermipy and 1.1.7 of
the Fermitools.
The model we use to fit the ROI includes: the IEM,
point and extended sources, isotropic template, the Sun,
Moon and Loop I components, the Fermi bubbles divided
into low and high-latitude parts and the DM template.
The template for all the components, except for the DM
one, are modeled as explained in Sec. II A and we remind
are taken from Ref. [13].
Instead, the DM flux is calculated as:
dN
dE
= J × dNγ
dE
, (1)
where J is the geometrical factor and represents the in-
tegral performed along the line of sight (l.o.s., s) of the
squared DM density distribution ρ:
J =
∫
l.o.s.
ρ2ds. (2)
We parametrize ρ with a generalized NFW DM density
function [37]:
ρNFW =
ρ0(
r
rs
)
)γ (
1 + rrs
)3−γ , (3)
with index γ = 1.2 and scaling radius rs = 20 kpc.
dNγ/dE is the photon spectrum that is usually mod-
eled with a specific particle physics theory ruling the an-
nihilation process. The measured spectrum of the GCE
(see, e.g., [13]) has a peak at a few GeV and a low en-
ergy and high energy cutoff. Therefore, by choosing the
SED measured for the GCE we would not be able to test
the detectability of the GCE below 1 GeV and above 10
4 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
documentation/Cicerone/Cicerone_Data/LAT_DP.html#
PhotonClassification.
5 See http://fermipy.readthedocs.io/en/latest/
6 The Fermitools are the official Fermi Science Tools https://
fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/
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FIG. 1: Left Panel: Count map for one specific simulation generated with the Baseline IEM model and considering the energy
range between 1-10 GeV. The color bar represents the logarithm in base 10 of the number of counts. Right Panel: Normalized
histogram of the TS values in the ROI derived after running the fitting procedure explained in Sec. II. We use in this simulation
the Baseline IEM model and we consider the energy range between 1-10 GeV. We also show the normalized χ21/2 distribution
for comparison.
GeV. Moreover, we are not interested to test specific DM
particle physics models. We rather prefer to use a simple
DM spectrum which covers all the energy range consid-
ered in our analysis. Therefore, we assume, otherwise
differently stated, a power-law shape with a spectral in-
dex of Γ = 2.0 normalized at 1 GeV to 7× 10−7 MeV−1
cm−2 s−1, which is compatible with the GCE spectrum
at the same energy7.
In order to produce simulations that are compatible
with the real sky, we configure our model from the re-
sults of the analysis in [13]. Then we simulate the ROI
using the tool gta.simulate roi which takes the current
best-fit model and replace the data counts cube with the
simulated data. The simulation is created by generating
an array of Poisson random numbers with expectation
values drawn from the model cube of the binned analysis
instance, i.e., from the source map. In the left panel of
Fig. 1 we show the count map of one simulation generated
with the Baseline IEM model between 1-10 GeV.
We analyze the simulated data using the following
pipeline. We first run the gta.optimize() tool that per-
forms an automatic optimization of the ROI by fitting
all sources with an iterative strategy. First, it simultane-
ously fits the normalizations of the brightest components
and sources. Then, it individually fits the normalizations
of all sources that are not included in the first step. Fi-
nally, it individually fits the shape and normalization pa-
rameters of all sources. gta.optimize() is a fast method
7 The flux of the GCE published in [13] is 2× 10−7 MeV−1 cm−2
s−1 for an ROI defined with an angular distance from the Galac-
tic center of 10◦. This flux rescaled to our ROI is roughly 7×10−7
MeV−1 cm−2 s−1.
to reach a good agreement between model and data and
it is close to a perfect fit for regions of the sky that do not
contain large degeneracies between the different compo-
nents. This is particularly try when analyzing ROIs at
high latitudes and selecting data above 1 GeV. However,
the Galactic center is a very crowded and complicated
region so we have to perform a fit where all the SED pa-
rameters of the sources in the model are free to vary at
the same time. This is done by running the gta.fit()
tool which is a wrapper of the pyLikelihood fit method
implemented in the Fermitools. This tool returns the
best fit and error of the SED parameters and the full
covariance matrix.
In the last step of the analysis, we delete from the ROI
sources detected with a test statistics TS8 lower than
25. This is the usual cut in TS that is used to include
or not sources in Fermi-LAT catalogs and it corresponds
roughly to 4.6σ significance for a power-law SED with
two free parameters. Finally, we calculate the GCE SED
using the gta.sed tool which performs independent fits
for the flux normalization in bins of energy using a power-
law spectral parameterization with a fixed spectral index
of Γ = 2.0 (for dN/dE ∼ E−Γ). This assumption is
appropriate considering small enough energy bins as we
do in our analysis. Therefore, the results obtained with
gta.sed is independent from the SED model assumed
initially for the DM template.
We test that our fitting procedure recovers properly
8 The Test Statistic (TS) is defined as twice the difference in
maximum log-likelihood between the null hypothesis (i.e., no
source present) and the test hypothesis: TS = 2(logLtest −
logLnull) [38].
5the injected signal by running the following simulations.
We take the ROI models calibrated on the real data from
[13] and we generate simulated data. Then, we change
the values of the normalizations and spectral indexes of
each source and IEM component into a random number
between 0.7 and 1.3 times its reference value. With this
procedure, we thus create a new model with values for
the SED parameters which are not exactly equal to the
simulated ones. Then, we run the pipeline and find that
most of the final SED parameters and fluxes are con-
sistent with the initial model within 1σ errors. This is
particularly true for the SED parameters of DM. The nor-
malization and spectral index, and the DM SED points
we find with our analysis are perfectly compatible with
the spectrum of the injected signal. We test this with
several simulations and trying the IEM models listed in
Sec. II.
The most complicated region due to the uncertainty of
the IEM is close to the Galactic plane (b ∼ 0◦). In order
to mitigate these uncertainties, we apply in our analy-
sis a technique called weighted likelihood that has been
recently included in the Fermitools. This method in-
troduces weights for every pixel of the sky according to
the number of counts. The weights are then multiplied
to the Log(L) found in each pixel in the template fitting
of the maximum likelihood analysis. This procedure thus
penalizes pixels with a very large number of photons and
in which the systematics for the choice of the IEM could
be larger9. We use as, in the 4FGL catalog paper, a sys-
tematic level of  = 3%. This value is motivated by the
study performed in Ref. [35] with the relative spatial and
spectral residuals in the Galactic plane where the diffuse
emission is strongest. We show in Fig. 2 the weight maps
derived at energies between 0.1 GeV to 1.6 GeV and in
Fig. 3 the average value of the weights found as a func-
tion of energy and for an angular distance < 10◦ from the
Galactic center as a function of energy. At 150 MeV the
weights are very small for almost all the ROI we consider,
thus meaning that these energies are not important in the
fitting procedure. For E = 500 MeV the weights are par-
ticularly small, i.e. less than 0.1, only for |b| < 3◦. This
implies that all these pixels are much less constraining in
the fitting procedure than the higher latitude ones where
the weights are much closer to 1. Instead, at E > 1 GeV
most of the ROI has weights close to 1 thus most of pixels
in the analysis have the same weights. The effect of the
weighted likelihood is thus important below 1 GeV and
in the inner few degrees from the Galactic plane where
the IEMs differ the most. We will discuss the effect of
the weighted likelihood analysis in deriving the spectrum
of the GCE in Sec. IV B in the presence of imperfection
in the IEM.
9 A technical document explaining the weighted likelihood is
available at this link https://fermi.gsfc.nasa.gov/ssc/data/
analysis/scitools/weighted_like.pdf.
Finally, we apply the energy dispersion to all the
components of our model using the method imple-
mented in the Fermitools10. Specifically, we select
apply edisp=true and edisp bins=-1 which applies the
energy dispersion only on the spectrum accounting for
one extra bin.
We also check for the presence of significant residuals
by running gta.tsmap to the ROI model obtained after
the analysis pipeline. This tool generates a TS map by
running a fit in each ROI pixel for a test source with
spectral index of 2.0. We show in the right panel of
Fig. 1 the histogram of the TS values obtained in the
TS map for the analysis of one simulation where we use
the Baseline model in the energy range between 1-10
GeV. The distribution is compatible with the chi-square
distribution for one degree of freedom (χ21/2 ). This is the
result expected in case the model obtained in the fitting
procedure properly represents the simulated data and no
significant residuals are present. We find this result be-
cause the same components included in the model for the
fitting procedure are also used to generate the simulated
data. This scenario represents thus the ideal case where
we have a perfect knowledge of the Galactic center emis-
sion. We will show later how the TS histogram changes
in case we have imperfections in the IEM model or there
is an un-modeled component in the data.
C. Inspecting the spatial morphology of the excess
with a model independent approach
The spatial morphology of the GCE is one of the most
important characteristic that could provide us an hint
of its origin. In this section we present an approach to
derive the GCE spatial morphology that is independent
from a specific choice of the excess template. The results
of this method can thus be used, as we will show, to derive
the DM density profile needed to fit the GCE or to verify
if other interpretations are more suitable to explain it.
We include in the model concentric and uniform an-
nuli and we fit them to the data. Each annulus has an
SED given by a power law. The free parameters for each
annulus are thus the normalization and the power-law in-
dex. We demonstrate the feasibility of this method with
a simulation of a 2D Gaussian template with a standard
deviation of σθ = 4
◦. We choose to use a power-law SED
shape with spectral index Γ = 2.0 and normalized at 1
GeV to 7× 10−7 MeV−1 cm−2 s−1, which is compatible
to the GCE spectrum at the same energy (see, e.g., [13]).
We employ the fitting procedure explained in Sec. II.
We extract from the fit the energy flux of each annulus in
units of MeV cm−2 s−1. We compute the GCE surface
brightness dN/(dEdΩ) by dividing the annulus energy
10 For a complete description see https://fermi.gsfc.nasa.gov/
ssc/data/analysis/documentation/Pass8_edisp_usage.html.
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FIG. 2: Weight maps generated for E = 150 MeV (top left panel), E = 504 MeV (top right panel), E = 945 MeV (bottom left
panel) and E = 1624 MeV (bottom right panel). The color bar represents the Log10 of the weight values. See the main text
for further details on the weighted likelihood technique.
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FIG. 3: Average of the weights at an angular distance < 10◦
from the Galactic center as a function of energy.
fluxes by their solid angles dΩ. Then, we perform a fit
to the surface brightness data with a 1D Gaussian tem-
plate and find its standard deviation σθ,1D. Finally, we
convert the standard deviation of the 1D Gaussian to the
standard deviation of the 2D Gaussian σθ by multiplying
σθ,1D for a conversion factor which is roughly 1.515.
We show in Fig. 4 the surface brightness data ob-
tained for the energy range 1-10 GeV and using annulus
widths between 0.5◦ to 2◦. We test different annuli sizes
to verify whether the analysis provides significantly dif-
ferent results according to the value of this parameter.
The best fit values we find for the standard deviation
of the 2D Gaussian are [3.93 ± 0.05, 3.97 ± 0.04, 3.96 ±
0.05, 3.98 ± 0.03, 3.98 ± 0.03] for the following annulus
sizes [0.5◦, 0.75◦, 1.0◦, 1.5◦, 2.0◦]. The values of σθ are
thus compatible within 1σ errors with the one of the in-
jected signal. σθ obtained with a size of the annuli of
0.5◦ seems to be the one that most deviates from the ini-
tial value with a difference of about 2%. However, this
discrepancy does not appear to be significant.
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FIG. 4: Surface brightness data normalized to 1 found with
the analysis explained in Sec. II C. We show the data for dif-
ferent choices of the annulus size from 0.5◦ to 2◦. Together
with the data we show the angular profile of a 1D Gaussian
with standard deviation of 2.64◦ which is equivalent to a stan-
dard deviation of 4◦ for a 2D Gaussian template.
We also apply this analysis in the following energy bins:
0.1 − 0.3 GeV, 0.3 − 0.6 GeV, 0.6 − 1.1 GeV, 1.1 − 3.2
GeV, 3.2−5.6 GeV, 5.6−10 GeV, 10−32 GeV, 32−100
GeV, 100 − 1000 GeV. This is done to check how the
proposed technique performs selecting different energies.
The results are reported in Fig. 5 for different annulus
sizes. In case the annulus size is in the range 0.75◦ −
1.5◦, the energy range for which the value of σθ is not
compatible with the injected signal is E < 0.6 GeV, i.e. in
the first two energy bins considered in the analysis. For
an annulus size of 0.5◦ the results are correct for energies
larger than a few GeV. This is due to the fact that the
Fermi-LAT PSF below 1 GeV is too large to be able
to disentangle so narrow annuli. Instead, for energies
above 1 GeV the value of σθ calculated from the fit to
the surface brightness is compatible within the statistical
errors to the shape of the injected signal. For an annulus
size of 2◦ we can reconstruct properly the GCE size also
for energies between 0.3-0.6 GeV, i.e., at slightly lower
energies with respect to the other cases. To conclude,
this exercise demonstrates that taking an annulus size
larger than 0.75◦ and an energy range above 600 MeV
are safe choices to analyze the surface brightness of the
GCE and to find its spatial distribution.
III. IDEAL CASE: PERFECT KNOWLEDGE OF
BACKGROUND COMPONENTS
We start by showing the capability of our analysis
method on simulated Fermi-LAT data in case we have
a perfect knowledge of background components. This
is done by generating simulations of the Galactic cen-
ter region using a model that contains the components
explained in Sec. II A and then by employing the same
model also in the analysis of the data. We use the full
energy range between 0.1-1000 GeV to test also the possi-
bility to find reliable estimate of the low and high-energy
tails of the GCE spectrum. We remind that the GCE is
simulated using a DM template which follows a general-
ized NFW density profile with index γ = 1.2 and scaling
radius rs = 20 kpc. For the DM SED we use a power-
law index with Γ = 2.0 normalized at 1 GeV to 7× 10−7
MeV−1 cm−2 s−1. Then, the simulated data are ana-
lyzed following the technique explained in Sec. II B and
II C. In the next sections we will show how our analysis
is able to reconstruct the DM energy spectrum, spatial
morphology and position in this ideal case.
A. Spectrum of the Galactic center excess
We first perform a fit to the ROI with the DM and
all the other components free to vary and then we calcu-
late the GCE SED using the gta.sed tool implemented
in Fermipy. In Fig. 6 we show the energy spectrum
of the different components of the IEM, point sources,
isotropic template, Sun-Moon-LoopI template and dark
matter. This is calculated using the Baseline IEM (see
Sec. II A). The largest contribution is provided by the
bremsstrahlung and pi0 components while the GCE con-
tributes roughly at the % level. The comparison between
the injected and observed DM SED is presented in the
top panel of Fig. 7 as ratio of the two. The ratio is com-
patible to 1 for all the considered energies within the sta-
tistical errors even at low energy where the very high flux
of the IEM model and the poor Fermi-LAT spatial and
energy resolution makes the detection of the GCE more
challenging. The good agreement we find below 1 GeV
is partially due to the fact that we include corrections
due to energy dispersions with the tools implemented in
the Fermitools11. We also test an SED given by a Log
Parabola dN/dE ∼ E−(γ+β log(E)). We normalize the
SED, as before, at 1 GeV to 7× 10−7 MeV−1 cm−2 s−1
and we choose Γ = 2.0. Moreover, we fix β = 0.05 which
produces a small curvature at energies larger than 1 GeV.
The results we find with this SED are practically identi-
cal to the ones reported in Fig. 7 for the power-law shape,
i.e., the ratio between injected and observed spectrum is
compatible with 1.
We perform an additional test by dividing the DM tem-
plate into 4 quadrants separated by the Galactic plane
(b = 0◦) and the vertical direction from the Galactic cen-
ter (l = 0◦). This exercise tests if the GCE given by DM
would be detected with the same spectrum in the differ-
ent portions of the Galactic center region. The quadrants
are added in the model and fitted to the ROI. Then, we
compute their SED. In the bottom panel of Fig. 7 we
11 See for more details https://fermi.gsfc.nasa.gov/ssc/data/
analysis/documentation/Pass8_edisp_usage.html
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FIG. 5: Size of the standard deviation for a 2D Gaussian template (σθ) that we find by fitting the surface brightness data (see
Sec. II C for further details on the analysis). We show σθ for the analysis applied in different energy bins from 0.1 to 1000 GeV
and choosing different sizes for the annulus size from 0.5◦ (top left) to 2.0◦ (bottom right).
show the ratio between the SED of each quadrant with
the SED divided by 4 of the DM template considered as a
whole. The SED of the quadrants are different from each
other by about 15% and they differ from the total one of
DM by about the same amount. This is the value of the
systematic error we should consider when analyzing the
real data with a DM template divided into quadrants.
B. Spatial morphology
We apply in this section the model independent ap-
proach presented in Sec. II C to calculate the spatial dis-
tribution of the GCE in case we have a perfect knowledge
of the background components. We add in the model
concentric and uniform annuli and we fit their SED pa-
rameters to the ROI. Then, we extract the energy fluxes
of the annuli and divide them by their solid angles. As
a result of this procedure we measure the surface bright-
ness of the GCE. We run this analysis in the following
energy bins: 0.1−0.3 GeV, 0.3−0.6 GeV, 0.6−1.1 GeV,
1.1 − 3.2 GeV, 3.2 − 5.6 GeV, 5.6 − 10 GeV, 10 − 32
GeV, 32− 100 GeV, 100− 1000 GeV. In Fig. 8 we show,
for example, the surface brightness data derived with our
analysis in the energy range 1.1-1.9 GeV with annuli of
width 0.75◦. The surface brightness is vey peaked to-
wards the Galactic center, as observed for the GCE. It
decreases by roughly a factor of 100 considering an angu-
lar distance of 10◦ away from the Galactic center. This
justifies our choice of an ROI of size 30◦ × 30◦.
Once we have derived the surface brightness data in
each energy bin and for the different choices of the an-
nulus size, we perform a fit to the data by using the ex-
pected signal for γ rays produced by DM. Specifically, we
employ Eq. 1 where we evaluate the geometrical factor
J as a function of the angular distance from the Galac-
tic center. We leave free in the fit the normalization of
the DM density profile ρ0 and the slope γ which changes
the spatial profile of the γ-ray signal. In Fig. 9 we dis-
play the results of the fit to the data for the different
energy bins and using different sizes of the annuli from
0.5◦ to 2.0◦. Inspecting those figures we can draw the
conclusion that if the annulus size is smaller than 1◦, we
have results for the GCE profile that are not compati-
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FIG. 6: Energy spectrum between 1 and 10 GeV of the dif-
ferent components included in our analysis using the Baseline
IEM (see Sec. II A for further details).
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FIG. 7: Top Panel: Ratio between the SED of DM found
by analyzing the simulated data and the SED of the injected
GCE signal (see Sec. III A). We show the results for the case
of a power-law and log parabola SED. Bottom Panel: Ratio
between the SED of the quadrants and the injected DM SED
divided by 4.
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FIG. 8: Surface brightness data derived for the energy range
1.1− 1.9 GeV and with annulus size 0.75◦. We also show the
surface brightness for a DM template for the case of the best
fit with γ = 1.19.
ble with the injected signal if E < 1 GeV. Instead, for
E > 1 GeV the results for the best-fit values of γ are
compatible with 1.2 within the statistical errors. For an-
nuli of 1.0◦ width the results are compatible with 1.2 for
E > 0.6 GeV, i.e. at slightly smaller energies found for
the previous cases. Finally, if the annuli width is 2.0◦
the best-fit values for γ are systematically larger than
1.2. This is due to the fact with such large annuli the
surface brightness is not able to capture the real steep-
ness of the DM emission. To conclude an annulus size in
the range 0.75◦ − 1.5◦ and energies above 0.6 GeV are
optimal choices to reconstruct properly the GCE spatial
extension. This conclusions is similar to the one we have
drawn in Sec. II C with the simulation of a Gaussian sig-
nal. There are other two reasons for choosing these annu-
lus sizes and energies. The GCE spectrum for most of the
analysis performed in the past has a peak at a few GeV
and a low and high energy cutoff below 1 GeV and above
10 GeV. So the most promising energy range to apply this
technique is probably between 1-10 GeV. Moreover, with
annuli of width 0.5◦ and an ROI of 30◦ × 30◦ there are
30 annuli in the model. Since each annulus has two free
SED parameters for a power-law shape, there are a total
of 60 free parameters associated to annuli of 0.5◦ width
in addition to the ones of the other background sources.
Fits performed with so many parameters are very time
consuming and challenging to perform. It is thus rec-
ommended to choose broader annuli, between 0.75◦ and
1.5◦ of width, for which the number of free parameters
is significantly lower and the results are still comparable
with the injected signal (see Fig. 9).
Our analysis would be able to find if the GCE spatial
distribution is compatible with a DM signal. An other
important aspect to verify is whether the GCE is spher-
ically symmetric. In order to check this, we divide the
annuli in four quadrants separated by the Galactic plane
(b = 0◦) and the vertical direction from the Galactic cen-
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FIG. 9: Best-fit values of γ (the slope of the DM density distribution for a NFW profile) found by fitting the surface brightness
data for the simulation with an injected DM signal with γ = 1.2. We show in each panel the best fit derived for the analysis
applied in different energy bins and for different annulus sizes from 0.5◦ (top left) to 2.0 (bottom right).
ter (l = 0◦). We consider for this test the energy range
between 1-10 GeV since, as we have demonstrated be-
fore, this is the most promising energy range to study
the GCE. We consider annuli of 1◦ width that provide a
good compromise between precision in the study of the
GCE spatial distribution and a reasonable number of free
parameter in the fit. Therefore, the model contains a to-
tal of 15 annuli divided into 4 quadrants. This brings to a
total of 60 independent components added in the model.
We run the same analysis as before to find the surface
brightness of each quadrant. Then, we fit the surface
brightness of each quadrant with a DM signal leaving
free to vary ρ0 and the slope γ free for each quadrant.
We show in Fig. 10 the surface brightness data obtained
for each quadrant together with the prediction for a DM
signal with γ = 1.2. The data measured for each quad-
rant are all compatible with each other and with the DM
signal. Indeed, we find that γ is equal to 1.20 ± 0.04,
1.20± 0.03, 1.18± 0.04 and 1.21± 0.03 in the four quad-
rants meaning that we find that the GCE is symmetric
and each quadrant is compatible with the injected DM
signal.
We now study the spatial morphology of the GCE ap-
plying directly DM models modeled with a NFW density
profile. We run the analysis pipeline using DM templates
generated for different values of γ from 0.5 to 2.0. Small
(large) values of γ implies that the spatial distribution
is flatter (steeper). For each case we extract the value
of the log-likelihood (LogL). The background compo-
nents we use are the same for all cases considered for γ.
Therefore, we have the likelihood profile as a function of
γ (LogL(γ)) since we marginalize the analysis over the
background components. In Fig. 11 we show the func-
tion LogL(γ) that we obtain which has a very pronounced
peak around γ = 1.2. Therefore, our results are perfectly
compatible with the injected signal. We apply this anal-
ysis also in different energy bins, as we did before for the
annulus method, and we find very similar results to the
ones presented in Fig. 9.
We can also check if the GCE is located in the center
of the Galaxy as it is expected for a DM signal. In or-
der to test this we run a fit to the simulated data using
a DM template centered at different angular distances
from the Galactic center. In particular we run the anal-
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FIG. 10: Surface brightness of each quadrant of the GCE
excess when it is due to a DM signal (see Sec. III for further
details of the analysis). We show the data measured for each
quadrant and the prediction for a DM signal with γ = 1.2.
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FIG. 11: Log-likelihood values found with a fit to the ROI
using DM templates generated with different values of γ. The
log-likelihood is provided as twice the difference with respect
to the value obtained for γ = 1.2 which provides the case that
best represent the simulated data.
ysis with the DM emission center shifted in the range of
(−0.5◦,+0.5◦) in longitude and latitude from the Galac-
tic center. For each of the considered cases we run a
fit to the ROI and find the LogL value. Collecting all
the likelihood values for all the tested positions we thus
have the likelihood as a function of longitude and lati-
tude at which the DM template is centered (LogL(l,b)).
The position with the highest value of the likelihood pro-
vides the best fit position of the GCE assuming that it
is compatible with a DM signal. In the case considered
in this section, where we have a perfect knowledge of the
ROI components, LogL(l,b) has a prominent peak in the
Galactic center. The change of log-likelihood moving just
by 0.1◦ from l = b = 0◦ is roughly 350 which means a
preference of about 25σ for the Galactic center position
with respect to this adjacent one.
To summarize, we have demonstrated in this section
that in the ideal case where the model used in the analysis
is exactly the same used to create the simulation, i.e., in
case we have a perfect modeling of the γ-ray sky, we
are able to find the correct DM SED between 0.1− 1000
GeV, the correct GCE spatial distribution for E > 1
GeV and choosing annulus sizes between 0.75◦ and 1.5◦
width and we would be able to prove that the GCE is
spherically symmetric and centered in the Galactic center
as it should be for a DM signal.
IV. A MORE REALISTIC CASE: IMPERFECT
KNOWLEDGE OF BACKGROUND
COMPONENTS
In a more realistic scenario, we probably do not have
a perfect knowledge of the γ-ray sky when we analyze
a such complicated region as the Galactic center. This
implies that an analysis of the GCE is certainly affected
by mismodeling of the background components. In or-
der to inspect how and what properties of the GCE are
affected by this circumstances, we consider two cases: a
model with a missing component with respect to the one
used to generate the simulations and the analysis of sim-
ulations with a different IEM model with respect to the
one used to generate them. Otherwise differently stated
we consider energies in the range of 1 − 10 GeV and we
a DM signal modeled with γ = 1.2.
A. Properties of the Galactic center excess in case
of a missing component
In case the real sky contains a component that is not in-
cluded in model used to fit the data, the properties of the
detected GCE could be very different from the real one.
The missing component could be a part of the IEM or a
new emission in the Galaxy not properly accounted for in
the model. Here, we assume that the component missing
in the model is associated to the low-latitude component
of the Fermi bubbles. This component has been care-
fully inspected in [13, 39]. The low-latitude bubbles are
located close to the Galactic center and they extend up
to about 15◦. Moreover, their spectrum is roughly a few
times smaller than the GCE [13]. We also find that this
component is the one with the largest correlation coef-
ficient with the GCE. It is thus ideal to use this γ-ray
emission and test its influence on the GCE properties.
This is the procedure we follow to test this case. We
generate simulations that include the low-latitude bub-
bles emission. Then, we eliminate this component from
the model before running the fitting procedure and we
find the properties of the GCE following the same anal-
ysis technique applied in Sec. III. We perform simu-
lations with low-latitude bubbles fixing the SED shape
found in [13] and varying their flux. We will use as a
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FIG. 12: Left Panel: Ratio of the GCE spectrum fitted with a DM template with respect to the injected DM signal for the
simulations explained in Sec. IV A. These ratios are reported for different simulations for which we have simulated also the
low-latitude bubbles with a flux between 0.01− 10 times the reference values which is 3× 10−7 GeV−1 cm−2 s−1. Right Panel:
best-fit value for γ found for the same simulations explained before as a function of the flux simulated for the low-latitude
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FIG. 13: Histogram of the TS map found in the case where
we simulate the low-latitude bubbles with a flux of 2 × 10−7
GeV−1 cm−2 s−1 but then we do not include this component
in the model during the fitting procedure to find the proper-
ties of the GCE. The TS distribution is significantly different
from the χ21 distribution for 1 degree of freedom divided by
two.
reference value of the flux at 1 GeV 3 × 10−7 GeV−1
cm−2 s−1 which is required to fit properly the real data
from the Galactic center [13]. We will vary it from
3× 10−9 − 3× 10−5 GeV−1 cm−2 s−1 which is thus be-
tween a factor of 100 times less and more intense than
the reference value [13]. In the following we will report
the results as a function of the flux of the low-latitude
bubbles injected in the simulations with respect to the
reference flux of 3× 10−7 GeV−1 cm−2 s−1.
In Fig. 14 we show the map of
√
TS obtained by sim-
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FIG. 14: Map of
√
TS for the analysis presented in Sec. IV A
and obtained by simulating the data using the Baseline IEM
and the low-latitude bubbles with a flux at 1 GeV of 9×10−7
GeV−1 cm−2 s−1 (three times the reference flux) and then
analyzing the data without including this component in the
background model.
ulating the data using the Baseline IEM and the low-
latitude bubbles with a flux at 1 GeV of 9×10−7 GeV−1
cm−2 s−1 and then analyzing the data without including
this component in the background model. The
√
TS map
contains values that reach maximum values of roughly
5−7σ significance. These peaks of TS affects the results
for the reconstructed properties of the GCE as we will
explain in more details below.
First, we investigate how the GCE spectrum changes
if we neglect the presence of the low-latitude bubbles.
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We report in the left panel of Fig. 12 this result. The
GCE spectrum starts to differ from the injected DM sig-
nal if the low-latitude bubbles have a flux larger than
30% of the reference value. This is expected since the
injected GCE spectrum has a flux at 1 GeV of 7× 10−7
GeV−1 cm−2 s−1 and so for low-latitude bubbles fluxes
larger than 1 × 10−7 GeV−1 cm−2 s−1 (i.e., 30% of the
reference flux) this component starts to shine with a flux
that is not negligible with respect to the GCE. Moreover,
if the low-latitude bubbles flux is large enough also the
shape of the GCE flux as a function of energy changes
and becomes more similar to the one of the low-latitude
bubbles. Indeed, for a flux larger than 3 times the refer-
ence one the spectrum is softer than ∼ E−2, which is the
SED used for the DM signal.
Then, we perform the analysis in annuli to derive what
is the value of the low-latitude bubbles flux above which
the spatial distribution of the GCE would start to differ
from the morphology of the injected DM signal. We use
annulus width of 1◦. In the right panel of Fig. 12 we show
the value of γ as a function of the different fluxes of the
bubble component used in the simulations. The value we
find for γ is compatible with 1.2 for bubbles fluxes up to
about 30% of the reference one. The reason for this is the
same reported before for the GCE flux as a function of
energy. For fluxes lower than this value, neglecting the
presence of the low-latitude bubbles in the model does
not introduce any significant residuals and so the value of
γ is the same of the injected signal. On the other hand,
for larger percentages the low-latitude bubbles start to
have a flux that is not negligible with respect to the DM
signal and so also the value found for γ starts to differ
significantly from 1.2. In particular, for very large fluxes,
γ tends to values lower than 1 which are compatible with
the spatial morphology of the low-latitude bubbles.
Finally, we test the analysis with the DM template
divided into quadrants. Neglecting the presence of the
low-latitude bubbles in the data affects significantly this
study. We verify that the GCE signal starts to be de-
tected as asymmetric, and so the spectrum and morphol-
ogy start to be different among the quadrants, if the low-
latitude bubbles have a flux of about 10% of the reference
value. This is explained by the fact that each quadrant
has a flux that is about one fourth of the total DM sig-
nal. Therefore, the quadrant spectrum and morphology
are affected by the presence of the low-latitude bubbles
signal for much smaller fluxes than found before.
The presence of a missing component in the model can
be discovered by looking to the histogram of the TS. In-
deed, in presence of residuals, the TS distribution would
deviate from the distribution of the χ21/2. We demon-
strate this by showing the TS distribution we find in the
analysis where we neglect the low-latitude bubbles with
a flux equal to the reference value. This is presented in
Fig. 13. At small values of TS the distribution is still
compatible with the null hypothesis (i.e., no additional
sources) but for values > 5 the distribution significantly
deviates from the shape of χ21/2. This means that there
are residuals left after the fitting procedure which can
be due to a missing component not accounted for in the
model or a slightly wrong IEM used in the analysis. In
this case of course the right reason in the former.
B. Properties of the Galactic center excess in case
of a wrong Galactic interstellar emission model
The Galactic center is probably the most complicated
part of the γ-ray sky to model. The components included
in the fitting procedure could not represent perfectly the
data and this can affect the properties of the GCE that we
find in the analysis. In this section we generated simula-
tions using the Baseline IEM and we then use the other
models to analyze the data. We will thus verify how im-
perfections in the model are going to affect the detected
GCE properties. Once we generate the simulations us-
ing the Baseline IEM we substitute all its components
with the ones of the other IEM models (see Sec. II A).
Then, we apply the same analysis technique reported in
Sec. III to find the spectrum and the morphology of the
GCE using a DM template and the model independent
approach that involves annuli.
First, we run the analysis in the entire energy range
from 0.1-1000 GeV using or not the weighted likelihood
technique. We test thus the effect of running the analysis
with the weighted likelihood technique to minimize the
systematics due to the IEM. We show in Fig. 15 the ratio
between the GCE SED found in the analysis with respect
to the injected signal and we report the results obtained
using different IEMs. Above 1 GeV the ratio is roughly
compatible with 1 with differences among the IEMs of
roughly 10− 15%. On the other hand, the ratios become
significantly larger than 1 at lower energies. Specifically,
the lower is the energy and the larger is the ratio value
reaching the largest value of 1.2 − 1.3 at 100 MeV. Per-
forming the analysis with the weighted likelihood tech-
nique has the consequence of increasing the uncertainties
of each single data point and thus reducing the discrep-
ancy with the injected signal. In particular, the χ2 value
calculated between the reconstructed and injected SED
improves by a factor of about 30 by using the weighted
likelihood technique with respect to using the standard
analysis. This makes the results more compatible with
the injected signal also below 1 GeV and the differences
obtained among the different IEMs significantly smaller.
Instead at energies above 1 GeV using or not this tech-
nique does not make any relevant difference. So in what
follows when we will select energies between 1-1000 GeV
we will use the standard maximum likelihood.
We focus now our analysis in the energy range between
1−10 GeV for which the GCE is the most significant and
the systematics due to the IEM are smaller. In Fig. 16 we
show the map of
√
TS obtained by simulating the data
using the Baseline IEM and then using to analyze the
data the SLext model. This model is among the ones
that gives the largest systematics for the reconstructed
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FIG. 15: Ratio of the measured and injected energy spectrum of the GCE found for different IEM models when we use a DM
template with γ = 1.2. This simulations has been performed in the energy range between 0.1-1000 GeV without (left panel)
and with the weighted likelihood technique (right panel).
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FIG. 16: Map of
√
TS for the analysis presented in Sec. IV B
and obtained by simulating the data using the Baseline IEM
and then using to analyze the data the SLext model.
GCE properties. The
√
TS map contains values that are
lower than 25 at latitudes |b| > 5◦ while on the Galactic
plane the mismodeling of the IEM could produce
√
TS
up to roughly 6 − 8σ significance. These peaks of TS
affects the results for the reconstructed properties of the
GCE as we will explain in more details below.
In Fig. 17 we show the results for the energy spectrum
that we measure for the GCE using a DM template with
γ = 1.2. The spectrum we find is compared to the one
of the injected signal for all the IEM we try. There is a
larger scatter with respect to the ideal case presented in
Fig. 7. The differences with respect to the injected signal
are at most of the order of 10− 15%. The statistical er-
rors are much smaller so the uncertainties in the analysis
of the spectrum of the GCE in reality is probably sys-
tematic dominated. The differences in the results of the
GCE spectrum obtained with the different IEM models
are mainly a normalization factor. Indeed, in the energy
range considered there is not significant change of slope
of the GCE SED.
We also study the spatial distribution of the injected
DM signal using the annulus technique. We consider in
particular annulus sizes of 0.5◦, 0.75◦ and 1◦. The result
is presented in the right panel of Fig. 17 for the different
IEM models used in the analysis. On average we find
values of γ that are compatible with the injected signal.
There is, however, a scatter that is due to the choice of
the IEM rather than by the statistical errors of the value
of γ found for each case. This scatter, that is at most
∼ 5% of the injected value of γ, is larger than the one
reported in Fig. 9 for the same energy range. As well as
for the GCE energy spectrum thus also the study of the
GCE spatial distribution is systematics dominated.
We apply also an other analysis technique to study the
spatial distribution of the GCE that is based on the DM
model for the γ-ray signal. Since we have demonstrated
with the previous analysis that the GCE signal is com-
patible with the DM template we try to find the best fit
for γ using directly a DM template. We run the analysis
with DM templates generated for different values of γ.
We take for each case the value of the log-likelihood and
we profile it as a function of γ (Log(L)(γ)). The peak
of Log(L)(γ) gives the best-fit value for the DM density
slope. This analysis provides best-fit values for γ that are
comparable within the 1σ errors with the one presented
in right panel of Fig. 17.
The analysis of the GCE position gives very similar
results to the ideal case presented in Sec. III B. In par-
ticular, there are no significant systematics present in the
results for the best-fit position of the GCE.
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The study presented in this section demonstrates that
the analysis of the spectrum and morphology of the GCE
applied to real data is probably dominated by the sys-
tematic uncertainties associated to the choice of the IEM
or in other words by background models that do not rep-
resent properly the data.
V. POINT SOURCES VS DIFFUSE EMISSION
The interpretations for the GCE can be classified into
two categories. Some studies claimed the existence of a
faint population of sources with a total flux and spatial
morphology compatible with the GCE (see, e.g., [15, 16]).
Others theorized an origin due to diffusive processes, such
as γ rays produced from a population of cosmic-ray elec-
trons and positrons or protons emitted from the Galactic
center or from DM particle interactions (see, e.g., [9, 20–
22]). In this section we generate simulations where we
inject a γ ray emission produced by the following mecha-
nisms: a point source population located in the bulge of
our Galaxy, a population of electrons and positrons and
cosmic-ray protons injected from the Galactic center and
a DM signal. For each of these four cases, we test how
the properties of the GCE would look like putting partic-
ular emphasis on the spatial distribution of the produced
signal. The γ-ray emission generated for these processes
have been normalized to have a flux at 1 GeV of 7×10−7
MeV−1 cm−2 s−1 in order to be compatible with the GCE
flux.
The DM simulation follows exactly the ones used in
the previous sections (γ = 1.2). We build the simula-
tions with point sources in order to mimic a population
of pulsars located around the bulge of our Galaxy as stud-
ied in [15, 16]. We use a luminosity function given by a
power-law dN/dL ∼ L−β and we assume that β = 1.8.
We have also tested β equal to 1.6 and 2.0 finding very
similar results. We extract from this function, L values
between 1031 erg/s to 1036 erg/s because this is roughly
the range of luminosities found for the Galactic pulsars
[40]. We use a spatial distribution of the sources taken
from a NFW with γ = 1.2. Finally, we simulate sources
until their cumulative spectrum reaches the intensity of
the GCE.
For the cases with an additional population of cosmic-
ray electrons and positrons or protons injected from
the GCE, we follow closely the methodology reported
in [13]. Specifically, we use the models labelled as IC
Bulge, bar and CR CMZ 3D, z=8kpc. For the former
(IC Bulge, bar) we assume a population of sources lo-
cated in the bulge/bar in the central kpc of the Milky
Way which emit electrons taken from the distribution
of the old stellar population in the bulge (model B in
[41]). These electrons and positrons injected by these
sources then produce γ rays through inverse Compton
scattering on the interstellar radiation field present in
the center of the Milky Way. As an alternative, in CR
CMZ 3D, z=8kpc we consider a population of cosmic rays
(mainly protons) produced from the central molecular
zone (CMZ) in the innermost few hundred pc from the
Galactic center. The CMZ contains very dense molecular
clouds which can host intensive star formation and, as a
result, a significant rate of supernovae explosions. As a
tracer of the cosmic-ray production in the CMZ we use
the distribution of molecular gas, which we model by a
simplified axisymmetric version of Equation (18) in [42].
In this model the γ-ray emission is due to bremsstrahlung
and pi0 decays associated to HI and H2 gas in the inter-
stellar medium.
First, we show how the injected signal, for each of the
four mechanisms mentioned above, would appear after
running our analysis pipeline. We simulate the data in-
cluding the signal template, then we remove it from the
model and re-optimize the ROI. Finally, we generate a
TS map that we show, for each of the four cases, in
Fig. 18.
As expected the signal generated by the DM and pulsar
emission is roughly spherically symmetric. Therefore, the
spatial distribution alone can not be used to distinguish
these two cases. The main difference between a pulsar
and DM signal is that the former has a TS map that
contains more isolated peaks of high values located even
a few degrees away from the Galactic center. Instead, the
latter would produce a more diffusive TS map and with
lower values beyond a few degree from the center. In the
inner few degrees from the center the two cases are very
similar because the cumulative emission of thousands of
pulsars in the inner few degrees from the Galactic center
generates a γ-ray signal that can not be distinguished
from a diffusive emission like the one produced by DM.
A possible method to disentangle these two mechanisms
is the following. We mask the inner four degrees from
the Galactic center and we calculate a histogram of the
TS. This is shown in Fig. 19. As explained above the case
with pulsars exhibits a more prominent high TS tail that
is due to the brightest pulsars of the Galactic bulge sam-
ple. In applying this method to the real data we would
encounter a few challenges. First, if an optimization of
the ROI is performed and this includes the search of new
sources with a TS > 25, all the bright spots present in
the TS histogram would disappear. Indeed, all the pul-
sars which populate the histogram at TS > 25 would be
included in the model as new sources. Therefore, the dif-
ference between the DM and pulsar cases would become
less evident. The additional difficulty is due to the pres-
ence of sub-threshold Galactic and Extragalactic sources
present in the data which would add an additional com-
ponent of contamination for determining the presence of
a population of sources in the Galactic center and asso-
ciated to the Galactic bulge.
In case of electrons and positrons, the emission is
roughly spherically symmetric because the process which
generates the γ rays is inverse Compton scattering on the
interstellar radiation field which is expected to be roughly
symmetric around the center of the Galaxy. On the other
hand the γ ray emission from cosmic-ray protons follows
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FIG. 17: Left Panel: Ratio of the measured and injected energy spectrum of the GCE found for different IEM models when
we use a DM template with γ = 1.2. Right Panel: best-fit value for γ found by fitting the surface brightness of the GCE and
considering in the analysis the same IEM models reported in the left panel. The IEM models are listed on the x axis with the
same order of the left panel figure.
the disk because the main process for the production of γ
rays is due to the interactions of the protons with the gas
components and the production and subsequent decays
of pi0 particles. Therefore, these two processes would be
easily distinguished looking to the spherical symmetry or
elongation on the Galactic plane of the signal.
Since the nature of the Physical processes which pro-
duce γ rays from electrons and positrons and cosmic-ray
protons are different (inverse Compton for the former and
pi0 decays for the latter) we expect a different evolution
of the GCE spatial distribution with energy. Electrons
and positrons are affected by strong energy losses and
diffusion. These two processes are highly energy depen-
dent. In particular high-energy electrons and positrons
have a larger propagation length but they loose energy
very quickly. Therefore, we expect that the spatial dis-
tribution of the GCE in case it is given by electrons and
positrons should be smaller at high energy with respect
to lower energy. On the other hand, the γ-ray emission
for pi0 decays is not expected to produce any significant
change of shape as a function of energy. Indeed, in this
case the spatial morphology is solely due to the distribu-
tion of gas in the Galaxy and this should not depend on
energy.
In order to verify this hypothesis we perform the anal-
ysis of the spatial distribution of the GCE using the an-
nulus analysis. We run the analysis in different energy
bins between 0.1 and 1000 GeV and we use annuli with
size of 1◦. Then, we calculate the surface brightness and
fit the data with the following empirical function [43]:
dΦγ
dθ
∼ 1
σθ(θ + 0.06 · σθ)e
−
(
θ
σθ
)2
, (4)
where σθ/2 is the angle that contains the 80% of the
observed flux. We find that this function fits better the
surface brightness data with respect to the DM emission
(Eq. 1). We have tested also a fit with the DM signal and
found similar results. We show the best-fit values for σθ
in Fig. 20 for the two cases. As expected the spatial
distribution in case of electrons and positrons is highly
energy dependent. In particular the size is much smaller
at higher energy. We find a difference of almost a factor
of 2 for the value of σθ between 1 GeV and 100 GeV.
On the other hand, in case of cosmic-ray protons the
value of σθ is roughly constant with energy. Moreover,
this parameter takes much smaller values for the proton
case with respect to the electron and positron scenario
because the γ-ray emission produce by the former is not
spherically symmetric and the annulus analysis mainly
accounts for the emission in the inner few degrees from
the Galactic center. The results for σθ are unstable below
0.3 GeV so we decide to not show them in Fig. 20 (see
discussion in Sec. III B).
In the results presented in this section we have assumed
a perfect knowledge of the IEM components. In Secs IV A
and IV B we have demonstrated that the presence of a
missing component in the IEM (we tested the absence
of the low-latitude bubble flux) or the mismodeling of
the IEM could produce systematic uncertainties in the
reconstructed GCE spectrum and spatial morphology of
the order of 10− 15%. In fact, an imperfect modeling of
the IEM could leave significant residuals of the order of
5− 7σ significance (see Figs. 14 and 16). The character-
istics of the GCE presented in this section could thus be
slightly modified by the imperfections in the IEM model
but the bulk of the signal morphologies and properties
remain unchanged. Indeed, the significance of the GCE
signal in case of DM, pulsars or cosmic rays in the TS
map is at levels much higher than 10σ significance (see
Fig. 18).
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FIG. 18: TS maps found by simulating the data with a signal from DM (top left), pulsars located in the Galactic bulge (top
right), electrons and positrons injected from the Galactic bulge (bottom right) and protons produced in the CMZ (bottom
right). The maps have been derived simulating the data with the signal, then eliminating it from the model, optimizing the
ROI and finally running the TS map. Therefore, the maps show mainly the injected signal. The color bar shows the significance
(which is roughly
√
TS).
VI. CONCLUSIONS
In this paper, we have investigated the detectability of
the GCE using simulated Fermi-LAT data of the Galac-
tic center region. In particular we have estimated the
systematic uncertainties obtained in the analysis of the
GCE properties due to mismodeling of the IEM model.
We have also presented model independent techniques
useful to study the origin of this excess. The results pre-
sented are particularly important considering the current
debate on the origin of the GCE.
First, we have considered the ideal case where we have
a perfect knowledge of the sources and IEM components
that contribute to the data. In this case we are able to
reconstruct properly the energy spectrum of the GCE
whether it is modeled with a unique template or it is di-
vided into quadrants. We also verified that we would be
able to determine the GCE spatial morphology with a
model independent analysis that takes into account con-
centric and uniform annuli fitted individually to the data.
In particular we demonstrated that by using annuli of
size between 0.75◦−1.5◦ we find the correct GCE spatial
distribution at E > 0.6 GeV.
Then, we considered the more realist scenario for which
we do not have a perfect knowledge of the background
components. On this regard, we first assume we have a
missing component in the model. We simulated the data
with the low-latitude component of the Fermi bubbles
but we did not include it in the model used to fit the
data. We find that if the flux of this missing component
is roughly larger than 10−7 GeV−1 cm2 s, i.e. about
10% − 20% of the GCE flux, the results for the energy
spectrum and spatial morphology starts to deviate sig-
nificantly from the injected signal. This implies that any
γ-ray emission present in the Galactic center region, not
accounted properly in the model and with a flux larger
than ∼ 10−7 GeV−1 cm2 would affect significantly the
results on the GCE properties. This flux is roughly a few
per mille of the data measured from the Galactic cen-
ter. We also test the case where we simulated the data
with the Baseline IEM and we analyze them with other
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FIG. 20: Best-fit and errors for the parameter σθ (see Eq. 4) found by fitting the surface brightness data of the signal obtained
with the simulations with cosmic-ray protons produced from the CMZ (left) and electrons and positrons injected in the Galactic
bulge (right). See the main text for further details about these models.
IEM models. This exercise probes the systematics on the
GCE properties due to a mismodeling of the IEM model.
The scatter on the energy spectrum and value of γ, i.e.,
the GCE spatial morphology, is 10− 15% and ∼ 5%, re-
spectively. These systematics are much larger than the
statistical errors. Therefore, the analysis of the GCE
properties in the real data are systematics dominated by
the imperfections in the background model used to fit the
data.
In the last part we tested four different interpretations
for the GCE: a DM signal, flux from pulsars located in
the Galactic bulge, γ rays produced by electrons and
positrons injected from the Galactic bulge and protons
from the CMZ. For each of these cases we simulate a sig-
nal with a flux compatible with the GCE and we inspect
the properties of the produced γ rays. The emission from
pulsars and DM is expected to be spherical symmetric.
Moreover, they both would not produce any energy de-
pendence of the spatial distribution of the GCE. How-
ever, the former would be disentangled from the latter
because the TS of the signal would be clumpy. More-
over, the TS histogram would exhibit a prominent tail
for values TS > 16 which is due to the brightest pul-
sars in the sample. On the other hand, the signal pro-
duced from protons injected from the CMZ is the only
one which would not be spherically symmetric because it
would rather follow the disk of the Galaxy. Finally, the
emission produced by electrons and positrons generated
from the Galactic bulge would produce a signal which is
roughly spherically symmetric and it would be the only
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CASE Spherically symmetric Energy dependent Morphology Clumpy TS map
DM V X X
PSR V X V
e± V V X
CR p X X X
TABLE I: This table summarizes the properties of the GCE if it is due to the following processes: DM, pulsars located in the
Galactic bulge (PSR), cosmic-ray electrons and positrons produced from the bulge (e±) or protons injected from the CMZ (CR
p). We report in the table if the GCE signal produced by each of this processes would exhibit a spherically symmetric signal,
an energy dependent spatial morphology or would leave a clumpy TS map due to undetected point sources.
one that produces a GCE signal with a spatial extension
that changes with energy, specifically smaller at higher
energies.
Our analysis demonstrates that each of the processes
considered above has distinctive properties that could be
used to identify the origin of the GCE. We summarize
them in Tab. I. We refer to a companion paper the anal-
ysis of the GCE with real data applying the analysis tech-
niques developed in this paper.
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