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DISSIPATIVE EXTENSIONS AND PORT-HAMILTONIAN
OPERATORS ON NETWORKS
MARCUS WAURICK1 AND SVEN-AKE WEGNER2
Abstract. In this article we study port-Hamiltonian partial differential equations on certain one-
dimensional manifolds. We classify those boundary conditions that give rise to contraction semi-
groups. As an application we study port-Hamiltonian operators on networks whose edges can have
finite or infinite length. In particular, we discuss possibly infinite networks in which the edge lengths
can accumulate zero and port-Hamiltonian operators with Hamiltonians that neither are bounded
nor bounded away from zero. We achieve this, by first providing a new description for maximal dis-
sipative extensions of skew-symmetric operators. The main technical tool used for this is the notion
of boundary systems. The latter generalizes the classical notion of boundary triple(t)s and allows to
treat skew-symmetric operators with unequal deficiency indices. In order to deal with fairly general
variable coefficients, we develop a theory of possibly unbounded, non-negative, injective weights on
an abstract Hilbert space.
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1. Introduction
The subject of differential operators on one-dimensional manifolds and their boundary conditions is a
very active area of research. The main question is to relate boundary conditions on well-understood
boundary data spaces to properties of the differential operator defined on a suitable orthogonal sum
of L2-spaces. For this a great deal of research has been devoted to the second derivative operator, or
variants thereof, and boundary conditions leading to self-adjoint realizations of these operators.
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Self-adjoint realizations and results on the spectrum, see e.g. Exner, Kostenko, Malamud, Neidhardt
[8] and the references therein, for spectral properties of second derivative operators, allow to conclude
dynamic properties of evolution equations on the one-dimensional manifold. Due to their applications
in mathematical physics a pair consisting of a manifold and a differential operator is also said to be
a quantum graph. In this context also the first derivative operator together with boundary conditions
leading to skew-self-adjoint realizations is of interest—for instance to understand one-dimensional
model cases of the Dirac equation, see e.g. Carlone, Malamud, Posilicano [6].
The class of port-Hamiltonian equations forms a general framework that covers as special cases for
instance the transport equation, the wave equation or the Euler-Bernoulli beam equation. More
precisely, a port-Hamiltonian differential equation is of the form
∂x
∂t
(ξ, t) = P1
∂
∂ξ
(H(ξ)x(ξ, t)) + P0H(ξ)x(ξ, t) (1)
where P1 ∈ Cd×d is Hermitian and invertible, P0 ∈ Cd×d is arbitrary and H : [0,∞) → Cd×d, the
Hamiltonian or Hamiltonian density matrix, is measurable and Hermitian almost everywhere—plus
regularity and boundedness assumptions that vary throughout the literature. These operators together
with their boundary conditions have been studied mainly in the case of finite or infinite intervals in
that the question if the port-Hamiltonian operator
Ax := P1(Hx)
′ + P0Hx, (2)
defined on a possible weighted L2-space and endowed with boundary conditions encoded in its domain,
generates a C0-semigroup. This question has been addressed, e.g., by Augner [2, 3], Augner, Jacob
[4], Le Gorrec, Zwart, Maschke [11], Jacob, Kaiser [12], Jacob, Morris, Zwart [13], Jacob, Wegner
[14], Jacob, Zwart [15], Villegas [24]. Zwart, Le Gorrec, Maschke, Villegas [28] to mention only a
sample. For more historical information—and in particular for application and methods related to
port-Hamiltonian systems in systems theory—we refer to the book [15] and the references therein.
The next challenge is to consider port-Hamiltonian operators on networks. Also here, results are
available. In [13, Example 3.3] a generation results is applied to the transport equation on a finite
network. In [12, Section 5] this is extended to an infinite line graph and to an infinite binary tree,
both with edges being unit intervals. In [14, Example 6.2] again a finite network is treated but with all
edges being semi-axis’. A result for more general graphs and port-Hamiltonian equations other than
the case of transport seems not to be available so far. The main aim of the present article is to provide
the latter and thus to characterize all port-Hamiltonian operators that generate a C0-semigroup of
contractions on networks as general as possible and with assumptions on the Hamiltonian as general
as possible.
We aim to characterize the aforementioned operators by means of boundary conditions. The main
technical tool for the latter will be the notion of boundary systems, see Schubert, Seifert, Voigt,
Waurick [21]. Boundary systems allow to describe extensions of (skew-)symmetric operators defined
on a ‘large’ Hilbert space of functions via a ‘small’ Hilbert space of boundary values. In [26] the authors
have shown that boundary systems can be used in particular for operators with unequal deficiency
indices. In this they supersede the concept of boundary triple(t)s 3. Notice that we do not enlarge the
Hilbert space on which the (skew-)symmetric operator was given initially and thus provide an ‘intrinsic’
extension theory for (skew-)symmetric operators. In this article we are interested in generators of
contraction semigroups. By the Lumer–Phillips theorem, see Phillips [17], this amounts to finding
maximal dissipative extensions of given operators. Using the elementary fact that an operator is skew-
self-adjoint if and only if both the operator as well as its negative are maximal dissipative, see e.g. [25,
Proposition 4.5], we can automatically characterize whether there exist skew-self-adjoint extensions of
a given skew-symmetric operator and how the respective boundary conditions can be described.
As we mentioned above, we will apply our abstract findings to networks with unbounded coefficient
operator and edge lengths that are not necessarily uniformly bounded away from zero. Unbounded
coefficients and/or edge lengths having zero as a accumulation point form the most challenging issues
3 There are two concurrent variants of spelling in the literature: boundary triplet and boundary triple. Mathematically
both notions coincide. Although the first variant seems to be much more popular we will stick in this article to the
second. The latter seems grammatically to be more convincing, since a boundary triple indeed consists of three objects,
a space and two maps.
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in the description of differential operators on graphs. We refer to the concluding section in Lenz,
Schubert, Veselic´ [7] for the particular issues and problems arising with arbitrarily small edge lengths
for the Laplacian on networks. See also Gernand, Trunk [10] and the references therein. In the case of
Dirac operators, we refer to Carlone, Malamud, Posilicano [6] and the references therein. In the latter
article, the authors employ the machinery of boundary triples—which we deliberately want to avoid
in order to conveniently accommodate for edges with infinite length. For scalar Dirac operators with
potentially unequal deficiency indices we refer to Schubert, Seifert, Voigt, Waurick [21].
In the classical case of edge lengths being greater than a strictly positive number and bounded coef-
ficients, we will in this contribution establish a boundary system for the port-Hamiltonian operator,
i.e., for a matrix-valued first order differential operator with a zero-th order perturbation. Thus, we
complement available results for both the scalar Dirac operator as well as the Laplacian. Substituting
v = u′ in the equation −u′′ = f and thus writing
i
[
0 −1
1 0
] [
u′
v′
]
+
[
0 0
0 i
] [
u
v
]
= i
[
f
0
]
we obtain a formally equivalent first order system. The operator induced by the expression[
u
v
]
7→ i
[
0 −1
1 0
] [
u′
v′
]
+
[
0 0
0 i
] [
u
v
]
is a permitted choice of the port-Hamiltonian operators discussed here. Hence, the results also entail
information on the Laplacian on graphs. In the following, we will, however, focus on the general form
of port-Hamiltonian operators specified in (1) and (2).
We outline the plan of this paper. In the following section, we present and prove the new abstract
characterization result for maximal dissipative extensions of skew-symmetric operators. This is con-
tained in Theorem 2.1. The technique has been used in many variants since the 1990s, but always
in the context of boundary triples, see Wegner [27] for a streamlined exposition and historical infor-
mation. Section 3 provides a criterion for elements of an underlying Hilbert space to be contained
in the domain of a maximal dissipative operator. This criterion, Proposition 3.1, is well-known and
in fact straightforward in the context of maximal monotone relations. One possible way of proving
Proposition 3.1 is to show that linear densely defined maximal monotone operators H lead to maximal
monotone relations −H . For this, one step would be to show that 1 − H is onto and then to apply
Minty’s celebrated theorem [16]. The aim of Section 3 is to provide an independent proof of Proposi-
tion 3.1 as the latter is interesting in its own already for linear operators. To complete Section 3 we
provide an independent proof, based on our previous work, of Minty’s theorem for linear operators,
see Theorem 3.4.
Section 4 is concerned with weighted Hilbert spaces and how computing the adjoint of an operator H
in an unweighted space relates to the adjoint of HH in a Hilbert space with scalar product induced
by 〈·,H·〉. We shall also look into dissipative and maximal dissipative operators in the weighted and
unweighted situation. The reason for looking at HH in a weighted space is that H and H do not
commute. To set the stage, we shall recall well-known results and techniques in Subsection 4.1. We
mention in passing that these weighted scalar products for strictly positive definite and bounded H
have been applied to equations in mathematical physics in order to deal with variable coefficients in a
convenient manner, see e.g. Picard, McGhee [19]. These applications to other equations motivated us
to provide a small theory of operators in weighted spaces and the adjoints thereof. In fact, we hope
that the rationale developed in Subsection 4.2 will turn out useful to find the proper functional analytic
setting for divergence form equations with highly singular variable coefficients in the future. Two of
the main results of this section are Theorem 4.11 and Corollary 4.13 concerning maximal dissipative
and skew-self-adjoint operators comparing the case of weighted and unweighted Hilbert spaces. The
third major result is Theorem 4.14, where the adjoint in the weighted space is compared to the adjoint
in an unweighted space. Concerning the latter only its trivial consequence Corollary 4.15—to the best
of the authors’ knowledge—has been known already.
In Section 5 we gather the basic definitions and results needed for our operator-theoretic approach
to port-Hamiltonian systems. We particularly refer to a weighted analogue of Barba˘lat’s lemma, see
Farkas, Wegner [9, Theorem 5], which proves to be important for port-Hamiltonian operators on the
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semi-axis. It is then the semi-axis, that we shall treat as our first example and indeed the port-
Hamiltonian operator defined on a semi-axis is a prototype example for the application of the notion
of boundary systems. In Subsection 6.1 we establish a respective boundary system and thus provide
an explicit description of all port-Hamiltonian operators being generators of a contraction semigroup.
It turns out that the boundary conditions at zero decide on whether or not the port-Hamiltonian
operator does generate a contraction semigroup. The subsequent Subsection 6.2 is devoted to establish
a boundary system for a port-Hamiltonian operator for networks with edge lengths not tending to zero
and bounded Hamiltonian.
We enter the technically more involved issues of unbounded coefficients and/or arbitrarily small edge
lengths in Section 7. The reason, why almost all contributions so far restricted themselves to networks
in which the edge lengths have a positive lower bound, is the following: In this case the point evaluation
becomes a bounded operator from the Hilbert space that describes the port-Hamiltonian operator over
the network into the Hilbert space that describes the boundary data. Of course the former Hilbert
space is understood to be endowed with the graph norm. If this condition is violated, the point
evaluation is necessarily unbounded. In fact, the boundary system that has been established in the
section before cannot be used anymore precisely for this reason. If the edge lengths accumulate
zero, the trace map, i.e., evaluation at the boundary, is not bounded operator anymore, and this is
needed to get a boundary system. We refer also to Gernandt, Trunk [10], where boundary triples are
used and the so-called M -function is an unbounded operator. In Subsection 7.1 we present a first
workaround for the aforementioned situation. Indeed, it is possible to use the boundary system from
Subsection 6.2 on any subgraph which has uniformly positive edge lengths. Under certain conditions,
see Theorem 7.4, the results on these subgraphs can be put together and yield a sufficient conditions
for maximal dissipative extensions on the inititial graph. In Subsection 7.2, we recall the construction
of a canonical boundary system for any given skew-symmetric operator [26]. The advantage using
the canonical boundary system is that point evaluation is not needed and, thus, unbounded boundary
operators can be avoided as the canonical boundary system uses volume sources to encode the boundary
conditions. Note that using volume sources instead of evaluations at the boundary is very useful to
detour regularity issues at the boundary for certain partial differential equations, see Picard, Trostdorff,
Waurick [20] and Trostdorff [22]. One therefore might interpret the methodology discussed here as a
way to avoid regularity problems with the trace map. In Theorem 7.7 we present the characterization
of all maximal dissiptative extensions of a given skew-symmetric port-Hamiltonian operator on any
network—with coefficients that are allowed to be both unbounded and not uniformly bounded away
from zero. Section 7 is concluded with Subsection 7.3, where we consider port-Hamiltonian operators
without zeroth order term and with constant coefficients but with arbitrarily small edges. We employ
Theorem 7.7 to associate with the boundary system for the operator on a network with arbitrary edge
lengths a boundary system for an operator on a network with all edges being of length one. With this
transformation, we can then again interpret any boundary condition on the complicated network with
unbounded trace map via a simpler network that allows for a bounded trace map.
We conclude this article in Section 8 with a couple of explicit examples for port-Hamiltonian operators
on concrete infinite graphs to illustrate our abstract findings.
2. Dissipative extensions via boundary systems
Let X be a Hilbert space and let H0 : D(H0) ⊆ X → X be a densely defined, closed, skew-symmetric
operator. In particular we have H0 ⊆ −H⋆0 . A boundary system, cf. Schubert et al. [21], for H0 is a
quintuplet (Ω,G1,G2, F, ω), consisting of two Hilbert spaces G1, G2, two sequilinear forms Ω: H⊕H×
H ⊕H → C, ω : G1 ⊕ G2 × G1 ⊕ G2 → C and a linear and surjective map F : Graph(H⋆0 ) → G1 ⊕ G2
such that
Ω((x,H⋆0x), (y,H
⋆
0y)) = ω(F (x,H
⋆
0x), F (y,H
⋆
0y))
holds for all x, y ∈ D(H⋆0 ). In [26] the authors established that for any skew-symmetric operator there
exists a canonical boundary system, where Ω is the standard symmetric and ω the standard unitary
form, that is,
Ω((x, y), (u, v)) = 〈x, v〉X + 〈y, u〉X and ω((x, y), (u, v)) = 〈x, u〉G1 − 〈y, v〉G2
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holds for x, y, u, v ∈ H, resp. for x, u ∈ G1, y, v ∈ G2. We denote by Fi : D(H⋆0 ) → Gi the maps given
by Fix = pri(F (x,H
⋆
0x)) for i ∈ {1, 2}, where pri : G1 ⊕ G2 → Gi denotes the canonical projection.
The following theorem classifies all maximal dissipative extensions of −H0 using the boundary system.
We recall that H : D(H) ⊆ X → X is called maximal dissipative in a Hilbert space X , if for all
dissipative operatorsK extendingH we have thatK = H . An operatorH is dissipative, if Re〈Hx, x〉 6
0 for all x ∈ D(H). We recall moreover that a dissipative extension of−H0 is automatically a restriction
of H⋆0 , cf. Wegner [27, Proposition 2.8]. The method of proof of the following result is akin to the
proof of [27, Theorem 4.2].
Theorem 2.1. Let H0 be as above and let (Ω,G1,G2, F, ω) be a boundary system for H0 in which Ω
is the standard symmetric form and ω is the standard unitary form. Then H is a maximal dissipative
extension of −H0 and restriction of H⋆0 , if, and only if, there exists a contraction T : G2 → G1 such
that
D(H) = {x ∈ D(H⋆0 ) ; F1(x) = TF2(x)}.
Proof. “⇒” Let H be a maximal dissipative extension of −H0. By [27, Proposition 2.8] it follows
H ⊆ H⋆0 . We thus can compute
0 > 2Re〈x,Hx〉H
= Ω((x,H⋆0x), (x,H
⋆
0x))
= ω(F (x,H⋆0x), F (x,H
⋆
0x))
= 〈F1(x), F1(x)〉G1 − 〈F2(x), F2(x)〉G2
for all x ∈ D(H). Hence, for all x ∈ D(H) we have
‖F1(x)‖G1 6 ‖F2(x)‖G2 . (3)
We define T : F2[D(H)] ⊆ G2 → G1 via F2(x) 7→ F1(x) for all x ∈ D(H), which is well-defined by (3).
Since H and F are linear we get that T is linear. From (3) it follows that T is a contraction. Since T
is in particular continuous and G1 is complete, we can extend T from F2[D(H)] to F2[D(H)]. Finally,
we put Tx := 0 for all x ∈ F2[D(H)]⊥G2 . Thus, T is a contraction and defined on the whole of G2.
Note that
D(H) ⊆ {x ∈ D(H⋆0 ) ; F1(x) = TF2(x)} =: D˜
holds and that H˜ := H⋆0 |D˜ is dissipative. Thus, H ⊆ H˜ is a dissipative extension, which implies
H˜ = H by the maximality of H .
“⇐” For the other direction, let T : G2 → G1 be a contraction. Then H : D(H) ⊆ X → X given by
Hx = H⋆0x for x ∈ D(H) = {y ∈ D(H⋆0 ) ; F1(y) = TF2(y)}
is dissipative since
2Re〈x,Hx〉X = 〈x,H⋆0x〉X + 〈H⋆0x, x〉X
= 〈F1(x), F1(x)〉G1 − 〈F2(x), F2(x)〉G2
= ‖TF2(x)‖2G1 − ‖F1(x)‖2G2 6 0
holds for each x ∈ D(H). It remains to show that H is maximal dissipative. Let H ⊂ H˜ ⊆ H⋆0
be a proper extension of H . Let x ∈ D(H˜) \ D(H). By the surjectivity of F we find y ∈ D(H⋆0 )
such that F (y) = (TF2(x), F2(x)). This means F1(y) = TF2(x) and F2(y) = F2(x). It follows
F1(y) = TF2(x) = TF2(y) and therefore y belongs toD(H). Since x /∈ D(H), we obtain F1(x) 6= F1(y).
Since H˜ and F are linear, we infer 0 6= x− y ∈ D(H˜) and F2(x− y) = 0. We compute
Re〈(x − y), H⋆0 (x − y)〉H = Ω(((x − y), H⋆0 (x− y)), ((x− y), H⋆0 (x− y)))
= ω(F (((x − y), H⋆0 (x− y)), F ((x− y), H⋆0 (x− y)))
= 〈F1(x− y), F1(x− y)〉 G1 − 〈F2(x − y), F2(x− y)〉 G2
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= 〈F1(x− y), F1(x− y〉〉 G1 > 0
which shows that H˜ is not dissipative. Hence, H is maximal dissipative. 
3. Minty’s Theorem
In the next chapter we will study maximal dissipative operators on weighted Hilbert spaces. For
this we need Propostion 3.1. We emphasize that we bypass in our proofs Minty’s [16] celebrated
characterization of maximal monotone relations in Hilbert spaces, see also Trostorff [23, Theorem 2.3].
This is because we want to avoid relations in this article. We shall, however, conclude this section with
a proof of Minty’s theorem in the present context, see Theorem 3.4.
We point out that Proposition 3.1 is of its own interest due to the following fact: In a nutshell, it says
that densely defined maximal dissipative operators are maximal monotone relations.
Proposition 3.1. Let X be a Hilbert space and H : D(H) ⊆ X → X be a linear, densely defined and
maximal dissipative operator. Let (x, y) ∈ X ×X be given. Assume that Re〈x− u, y−Hu〉 6 0 holds
for all u ∈ D(H). Then x ∈ D(H) and we have y = Hx.
The proof of Proposition 3.1 requires the following two lemmas that shuffle ideas of Phillips [17] but
are not stated explicitly there. Lemma 3.2 was formulated explicitly by Beyer [5, Theorem 4.2.5] in a
slightly different notation. For the convenience of the reader we provide both proofs.
Lemma 3.2. Let X be a Hilbert space and H : D(H) ⊆ X → X be a linear and densely defined
operator. If H is dissipative, then H is closable. If H is maximal dissipative, then H is closed.
Proof. For the first part we assume that H is not closable. Then there exists a sequence (φn)n∈N in
D(H) tending to 0 with ((1−H)φn)n∈N converging to some non-zero ψ ∈ X . W.l.o.g. we may assume
that ‖ψ‖ = 1 holds. Since D(H) is dense in X , we find ζ ∈ D(H) such that ‖ψ − ζ‖ < 1/2. Thus,
‖ζ‖ > 1/2. For β > 0 and n ∈ N we compute
(β + 1)‖ζ − 1
β
φn‖ 6 ‖ζ − 1
β
φn + β(1 −H)(ζ − 1
β
φn)‖ = ‖ζ − 1
β
φn + β(1 −H)ζ − (1−H)φn‖.
where we used that H is dissipative. Letting n→∞ and then β → 0 yields
1
2
< ‖ζ‖ 6 ‖ζ − ψ‖ < 1
2
and therefore a contradiction. It follows that H is closable. For the second part we firstly observe
that the closure H of a dissipative operator H is also dissipative. Indeed, for x ∈ D(H) let (xn)n∈N in
D(H) be such that xn → x and Hxn → Hx hold in X . Then it follows
Re〈x,Hx〉 = lim
n→∞
Re〈xn, Hxn〉 6 0.
We therefore have H ⊆ H and if H is maximal dissipative we obtain H = H and H is closed. 
Lemma 3.3. Let X be a Hilbert space and H : D(H) ⊆ X → X be a linear, densely defined and
maximal dissipative operator. Then 0 ∈ ρ(1 −H).
Proof. The dissipativity of H implies that (1 − H)−1 : Range(1 − H) → X is well-defined and con-
tinuous. By Lemma 3.2, we have that 1 − H is closed. From these two facts we conclude that
Range(1 −H) ⊆ X is a closed subspace. It remains to show that Range(1 − H)⊥ = {0} holds. For
this we assume that there exists 0 6= y ∈ Range(1−H)⊥. We define
J(w + αy) := (1 +H)(1 −H)−1w
for all w ∈ Range(1 −H) and scalars α. For w ∈ Range(1−H) with z := (1−H)−1w we use that H
is dissipative to get
‖Jw‖2 = ‖z‖2 + ‖Hz‖2 + 2Re〈z,Hz〉 6 ‖z‖2 + ‖Hz‖2 − 2Re〈z,Hz〉 = ‖z −Hz‖2 = ‖w‖2
6
which shows that J is a contraction. Next we prove that 1+ J is injective. If J(w+ αy) = −(w+αy)
holds for some w ∈ Range(1−H) and α 6= 0 we obtain by the computation above
‖w + αy‖ = ‖J(w + αy)‖ = ‖Jw‖ 6 ‖w‖ < ‖w + αy‖
which is a contradiction. If Jw = −w for some w ∈ Range(1−H), we put z = (1−H)−1w and get
(H − 1)z = (1 +H)z
which leads to z = 0 and thus w = 0. Next, we define H0 : D(H0) ⊆ X → X by
D(H0) :=
{
x ∈ X ; ∃ u ∈ X : x = 1
2
(1 + J)u
}
and H0x =
1
2
(Ju− u)
where x = 12 (1 + J)u for some u ∈ X . Since 1 + J is injective, H0 is well-defined. Moreover, for
x ∈ D(H) we choose u = x−Hx ∈ Range(1 −H) and obtain 12 (1 + J)u = 12 (x−Hx+ x+Hx) = x,
which shows x ∈ D(H0), as well as H0x = 12 ((x + Hx) − x + Hx) = Hx. Thus we obtain H ⊆ H0.
By the definition of J and the choice of y we have y = 12 (1 + J)(2y). Therefore, y ∈ D(H0) and
H0y =
1
2 (J(2y)− 2y) = −y hold. On the other hand we get y /∈ D(H): If y ∈ D(H) would hold, then
y ∈ Range(1−H)⊥ and H ⊆ H0 would yield
2〈y, y〉 = 〈(1 −H0)y, y〉 = 〈(1−H)y, y〉 = 0,
which contradicts y 6= 0. Thus, H0 is a proper extension of H . Finally, we compute
4Re〈x,H0x〉 = Re〈Ju − u, Ju+ u〉 = ‖Ju‖2 − ‖u‖2 6 ‖u‖2 − ‖u‖2 = 0
for x ∈ D(H0). Since H is maximal dissipative, we deduce the contradiction H0 = H . Consequently,
1−H is onto and the lemma is proved. 
We can now conclude the proof of Proposition 3.1. We use the technique from [22, Theorem 1.6,
implication (iii)⇒(i)].
Proof of Proposition 3.1. By Lemma 3.3, we may define w := (1−H)−1(x− y) ∈ D(H). Then
w −Hw = x− y
and by our assumption
‖y −Hw‖2 = Re〈y −Hw, y −Hw〉 = Re〈x− w, y −Hw〉 6 0
follws. We conclude y = Hw and therefore
w = w −Hw +Hw = x− y +Hw = x
which completes the proof. 
For the sake of completeness let us give the following version of Minty’s theorem and a short proof
based on our work above.
Theorem 3.4. (Minty) Let X be a Hilbert space, H : D(H) ⊆ X → X linear, densely defined and
dissipative. Then the following conditions are equivalent.
(i) H is maximal dissipative.
(ii) 1−H is onto.
Proof. (i)⇒(ii) This is Lemma 3.3.
(ii)⇒(i) Let K ⊇ H be a dissipative operator. By Lemma 3.2 we obtain that K is closable. Moreover,
1−H ⊆ 1−K. Since the left-hand side operator is onto and due to dissipativity of K, the right-hand
side operator is one-to-one, we deduce 1 −H = 1 −K. Hence, K = H ⊆ K implying K = H . This
shows (i). 
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4. Maximal dissipative operators on weighted spaces
Having discussed possible maximal dissipative extensions of skew-symmetric operators in Section 2,
we will now discuss (essentially) maximal dissipative operators on weighted Hilbert spaces. We start
with a uniformly finite weight H : X → X , i.e., H is bounded and bounded away from zero. Later we
will relax these assumptions.
4.1. Uniformly bounded weights
To start with, we rephrase [23, Lemma 5.1] in the linear context.
Theorem 4.1. Let X be a Hilbert space and H ∈ L(X) be self-adjoint with H > c > 0 for some c > 0
in the sense of positive definiteness. Let H : D(H) ⊆ X → X be linear. Then the following conditions
are equivalent.
(i) H is densely defined and maximal dissipative in X .
(ii) HH is densely defined and maximal dissipative in XH := (X, 〈·,H·〉X).
Proof. The operator H−1 is bounded, self-adjoint and H−1 > d > 0 holds for some constant d. The
latter follows from elementary computations. Therefore, it suffices to prove (i)⇒ (ii). For this let us
assume that H defines a densely defined, maximal dissipative operator in X . Let x ∈ D(HH)⊥ where
the scalar product is computed in XH. Then for all y ∈ D(HH) we have
0 = 〈y, x〉H = 〈y,Hx〉 = 〈Hy, x〉.
For z ∈ D(H) we put y := H−1z. Then y ∈ D(HH) holds and we get 〈z, x〉 = 0 from the above. Since
D(H) is dense in X , we deduce x = 0 and consequently D(HH) is dense in XH. Next, let x ∈ D(HH)
be given. Then
Re〈x,HHx〉H = Re〈x,HHHx〉 = Re〈Hx,HHx〉 6 0
as H is dissipative. It remains to prove the maximality of HH. For this let H0 ⊇ HH be a dissipative
extension. Let x ∈ D(H0). Then for all y ∈ D(HH) we deduce
0 > Re〈x− y,H0x−HHy〉H = Re〈Hx −Hy,H0x−HHy〉.
Note that {Hy ; y ∈ D(HH)} = D(H) since H is continuously invertible and that H is maximal
dissipative by assumption. Therefore we can apply Proposition 3.1 with (Hx,H0x) ∈ X×X to obtain
that Hx ∈ D(H) holds. It follows x ∈ D(HH) and we get HHx = H0x. This shows that H0 = HH
holds and the statement is proved. 
4.2. Locally finite weights
In Theorem 4.1 a crucial ingredient is that H is an isomorphism. In this subsection we will relax this.
We use the following terminology.
Definition 4.2. Let X be a Hilbert space. A self-adjoint operator H in X is called a locally finite
weight, if there exists an increasing sequence (Xn)n∈N of Hilbert subspaces Xn ⊆ X such that
(i) Hn : Xn → Xn, x 7→ Hx is everywhere defined, bounded and Hn > cn > 0 holds with suitable
constants cn for every n ∈ N,
(ii) H|∪n∈NXn is essentially selfadjoint in X .
Remark 4.3. From the assumptions in Definition 4.2 the following facts follow almost immediately.
(i) Xn ⊆ D(H) holds for every n ∈ N and Xn is invariant under H.
(ii) Hn : Xn → Xn is an isomorphism for every n ∈ N.
(iii) PnH ⊆ HPn holds for every n ∈ N where Pn ∈ L(X) denotes the projection on Xn.
(iv) ∪n∈NXn ⊆ D(H) is dense with respect to the graph norm ‖ · ‖D(H) = (‖ · ‖2X + ‖H · ‖2X)1/2.
(v) ∪n∈NXn ⊆ X is dense with respect to ‖ · ‖X .
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Lemma 4.4. Let X be a Hilbert space and H be a locally finite weight. Then H and H1/2 are
injective.
Proof. Let x ∈ ker(H). We need to show that x = 0. For n ∈ N let Pn ∈ L(X) be the orthogonal
projection onto Xn. We find for each n ∈ N a constant cn > 0 such that
cn‖y‖2 6 〈y,Hy〉
holds for all y ∈ Xn. Thus we deduce
cn‖Pnx‖2 6 〈Pnx,HPnx〉 = 〈Pnx, PnHx〉 = 0
for every n ∈ N by using the invariance of Xn under H. From this we infer 0 = Pnx→ x as n → ∞,
which shows that H is injective. The injectivity of H1/2 follows. 
Our goal is now to associate with a locally finite weight H on X again a weighted space XH. Since H
is not defined on the whole space we can do this as in Section 4.2 only on each of the corresponding
subspaces. Indeed, for every n ∈ N we get a Hilbert space (Xn, 〈·,H·〉) to which the results of Section
4.2 apply. We thus define
XH :=
( ⋃
n∈N
Xn, 〈·,H·〉
)∼
(4)
and show in Proposition 4.5 that we can embed D(H) into XH and that the space XH is in fact
independent of the choice of the sequence (Xn)n∈N as long as the latter fulfills the conditions in
Definition 4.2.
Proposition 4.5. Let X be a Hilbert space, let H be a locally finite weight with (Xn)n∈N being a
corresponding sequence of Hilbert subspaces. Let XH be defined as in (4).
(i) The map P : D(H)→ XH, x 7→ (Pnx)n∈N is well-defined and injective.
(ii) If (Kn)n∈N is another sequence of subspaces corresponding to H, Qn ∈ L(X) is the orthogonal
projection on Kn, KH is defined analogously to (4), then there is an isometric isomorphism
J : KH → XH that makes the diagram
KH XH
D(H)
J
Q
P
commutative.
Proof. (i) Let x ∈ D(H). Then Pnx ∈ Xn ⊆ D(H). By Remark 4.3(i) and since Pn → idX holds in
the strong operator topology, we have HPnx = PnHx → Hx and Pnx → x for n → ∞. This means
that
‖Pnx− x‖2H = 〈Pnx− x, Pnx− x〉H = 〈Pnx− x,HPnx−Hx〉 → 0
for n → ∞ as both arguments of the last scalar product tend to zero in X . Consequently, (Pnx)n∈N
is a Cauchy sequence in (∪n∈NXn, 〈·,H·〉). This shows that P is well-defined. For the injectivity, let
Px = 0. Then
0 = ‖Px‖XH = ‖(Pnx)n∈N‖XH = limn→∞ ‖Pnx‖H = limn→∞ ‖H
1/2Pnx‖X
follows. Therefore H1/2Pnx→ 0 in X . Since Pnx→ x for every x ∈ X and H1/2 is closed we conclude
x = 0, by Lemma 4.4.
(ii) We put K :=
⋃
n∈NKn ⊆ D(H). Using Lemma 4.4 we get immediately, that (K, 〈·,H·〉) is a
pre-Hilbert space. Indeed, let x ∈ K be given with 〈x,Hx〉 = 0. Then we have 〈H1/2x,H1/2x〉 =
〈x,Hx〉 = 0. Since H1/2 is injective we can conclude x = 0. The other properties are clear.
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We see that (K, 〈·,H·〉) embeds isometrically into XH. More precisely, the map
K → XH, x 7→ (Pnx)n∈N
is well-defined by (i) and isometric on a dense subset and hence extends isometrically to J : KH → XH.
In order to prove that J is an isomorphism, it suffices to show that the image of J is dense in XH.
For this let x ∈ ⋃n∈NXn be given. That is, x ∈ Xn holds for some n ∈ N. Since ⋃ℓ∈NKℓ is a core for
H, we find a sequence (yℓ)ℓ∈N with yℓ ∈ Kℓ and yℓ → x in D(H). This means yℓ → x and Hyℓ → Hx
in X for ℓ→ ∞. Since Pn ∈ L(X) we obtain Pnyℓ → Pnx and PnHyℓ → PnHx in X for ℓ→ ∞. By
Remark 4.3(iii) we can interchange Pn and H in the last statement and get HPnyℓ → HPnx in X for
ℓ→∞. Thus, we deduce
‖Pnyℓ − x‖2XH = 〈Pnyℓ − x, Pnyℓ − x〉XH = 〈Pnyℓ − x,HPnyℓ −Hx〉 → 0
for ℓ→∞. Thus, J is an isometric isomorphism.
For the commutativity consider x ∈ K = ⋃n∈N Kn ⊆ D(H). The map Q then sends x to a sequence
that is eventually constant x. In KH this sequence is equivalent to the sequence with every entry being
x. But this shows that JQx and Px coincide. As K ⊆ D(H) is dense, this finishes the proof. 
Remark 4.6. In the situation of Proposition 4.5 we have the following. If H|KK is bounded and
H|KK > c holds for some c > 0, then K ⊆ XH is closed if and only if K ⊆ X is closed. Indeed, 〈·,H·〉
is equivalent to 〈·, ·〉 on K due to the additional assumption.
In the remainder, we consider in addition to H another operator H : D(H) ⊆ X → X . For the
moment we assume that we are given a sequence (Xn)n∈N of subspaces that are invariant under H ,
i.e., H(D(H)) ∩ Xn) ⊆ Xn holds for every n ∈ N. Then we consider Hn : D(Hn) ⊆ Xn → Xn with
D(Hn) = D(H) ∩Xn and Hnx = Hx for every n ∈ N.
Theorem 4.7. Let X be a Hilbert space and let (Xn)n∈N be an increasing family of closed subspaces
such that
⋃
n∈N Xn ⊆ X is dense. Denote by Pn ∈ L(X) the orthogonal projection onto Xn and
assume that H : D(H) ⊆ X → X is densely defined such that H leaves Xn invariant and PnH ⊆ HPn
holds for every n ∈ N. Then the following are equivalent.
(i) H is maximal dissipative.
(ii) Hn is dissipative and Range(1−Hn) ⊆ Xn is dense for every n ∈ N.
Proof. (i)⇒ (ii) Since H is an extension of Hn, it follows that Hn is dissipative. As H is maximal
dissipative, Lemma 3.3 implies that Range(1 −H) = X holds and it follows that Range(1 −H) ⊆ X
is dense. Let n ∈ N and yn ∈ Xn. We find (xk)k∈N in D(H) such that
xk −Hxk → yn
holds for k →∞ in X . Since Pnxk ∈ D(Hn) and HPnxk = PnHxk for all k ∈ N, we infer
Pnxk −HnPnxk = Pnxk −HPnxk = Pnxk − PnHxk = Pn (xk −Hxk)→ Pnyn = yn
for k →∞ in Xn. Hence, Range(1−Hn) ⊆ Xn is dense.
(ii)⇒ (i) We first show that H is dissipative. Let x ∈ D(H) be given. For n ∈ N we have Pnx ∈
D(H) ∩D(Hn) and we compute
0 > Re〈Pnx,HnPnx〉 = Re〈Pnx, PnHx〉 = Re〈Pnx,Hx〉 → Re〈x,Hx〉
for n→∞, where we used that Pn → idX holds in the strong operator topology as
⋃
n∈N Xn is dense
in X . Since H is densely defined, we obtain by Lemma 3.2 that H is closable. Moreover, we have⋃
n∈N Range(1 − Hn) ⊆ Range(1 − H). Here, the left-hand side is dense in
⋃
n∈NXn and this set is
in turn dense in X . Therefore, we deduce that 1−H has dense range. As H is closable, so is 1−H .
Thus, we conclude that 1−H = 1 −H has closed range and is onto. Hence, for y ∈ X and n ∈ N,
we find yn ∈ Range(1 − Hn) such that yn → y. Thus, there exists xn ∈ D(Hn) ⊆ D(H) such that
10
yn = (1−H)xn holds for every n ∈ N. For n, m ∈ N we compute
‖xn − xm‖ 6 ‖(1−H)(xn − xm)‖ = ‖yn − ym‖
since H is dissipative. The latter shows that (xn)n∈N is a Cauchy sequence and hence convergent to
some x ∈ X . As 1 −H is closed it follows (1 −H)x = y which establishes that 1 −H is a bijection.
This implies that H is maximal dissipative. 
Next, we want to study the operator HH on the space XH. We keep in mind that H and H live on
the space X , that X and XH are a priori not comparable but that the map
P : D(H)→ XH, x 7→ (Pnx)n∈N
is well-defined and injective. We define HH : XH ⊇ D(HH)→ XH as follows.
D(HH) :=
{
x˜ ∈ XH ; ∃ x ∈ D(H) : Px = x˜, Hx ∈ D(H) and (PnHHx)n∈N ∈ XH
}
HHx˜ := (PnHHx)n∈N
(5)
We denote by Xn,H the space Xn considered as a subspace of XH. P˜n ∈ L(XH) denotes the corre-
sponding orthogonal projection. Observe that P induces a bijection Xn → Xn,H. Indeed, (Pkx)k∈N is
eventually constant and thus Cauchy in (
⋃
n∈NXn, 〈·,H·〉). Observe further that we have
〈Px, Py〉Xn,H = 〈x,Hy〉Xn
for all x, y ∈ Xn.
Proposition 4.8. Let X be a Hilbert space, let H be a locally finite weight and let (Xn)n∈N be a
corresponding family of subspaces. Let H : D(H) ⊆ X → X be densely defined and assume that
PnH ⊆ HPn holds for every n ∈ N. Assume in addition that every Xn is invariant under H . We
consider the operator HH : XH ⊇ D(HH)→ XH as defined in (5). Then the following holds.
(i) The operator HH is densely defined.
(ii) We have P˜nHH ⊆ HHP˜n for every n ∈ N.
Proof. (i) Since
⋃
n∈NXn,H ⊆ XH is dense and Xn,H carries the topology induced by XH it is enough
to show that D(HH) ∩Xn,H is dense in Xn,H for every n ∈ N. Let x˜ ∈ Xn,H be such that
∀ y˜ ∈ D(HH) ∩Xn,H : 〈x˜, y˜〉Xn,H = 0 (6)
holds. We need to show x˜ = 0. We find x ∈ D(H) with Px = x˜. Since P is linear, it is enough to
show x = 0. Firstly, we claim that
∀ z ∈ D(H) ∩Xn : 〈x, z〉 = 0 (7)
holds. For this let z ∈ D(H) ∩ Xn be given. By Remark 4.3(ii) we can select y ∈ Xn ⊆ D(H) with
Hy = z ∈ D(H). Since Xn is invariant under H by assumption we get HHy = Hz ∈ Xn and in
particular, (PnHHy)n∈N ∈ XH. This means y˜ := Py ∈ D(HH) and since P (Xn) ⊆ Xn,H, we obtain
y˜ ∈ D(HH) ∩Xn,H. Employing (6) we get
0 = 〈x˜, y˜〉Xn,H = 〈Px, Py〉Xn,H = 〈x,Hy〉Xn = 〈x, z〉 = 0
which establishes (7). Thus, we obtain x = 0 if we show that D(H) ∩Xn is dense in Xn. For this let
xn ∈ Xn be given. We find (yk)k∈N in D(H) such that yk → xn for k →∞. Since Pnyk ∈ D(H)∩Xn
and Pnyk → Pnxn = xn for k →∞, we obtain that D(H) ∩Xn ⊆ Xn is dense.
(ii) In order to show P˜nHHx = HHP˜nx for every x ∈ D(HH) we need first to understand how P˜n
acts on D(HH) and on Range(HH). In order to do this, we define the auxiliary space
Y :=
{
x ∈ X ; (Pnx)n∈N Cauchy sequence in (
⋃
n∈NXn, 〈·,H·〉)
}
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which is by construction a subspace of X . We extend the map P : Y → XH, Px = (Pnx)n∈N to Y and
show that it is also injective with this larger domain. Indeed, if Px = 0 then
0 = ‖Px‖XH = ‖(Pnx)n∈N‖XH = limn→∞ ‖Pnx‖H = limn→∞ ‖H
1/2Pnx‖X
follows. Therefore H1/2Pnx→ 0 in X . In addition, we know Pnx→ x for every x ∈ X . Since H1/2 is
closed and injective by Lemma 4.4, we conclude x = 0. We can now think of Y to be a replacement
for the “intersection X ∩ XH”. We claim that PPn = P˜nP holds on Y or, in other words, that the
upper part of the diagram
Xn Xn,H
X XH
Y
D(H) D(HH)
P
∼
id
Pn P˜n
P−1
P
id
id
P−1
id
(8)
is commutative. Let x ∈ Y and x˜ := Px ∈ XH. We put y˜ := P˜nx˜ = P˜nPx. Then y˜ ∈ Xn,H is
characterized by the condition
∀ z˜ ∈ Xn,H : 〈x˜ − y˜, z˜〉Xn,H = 0.
Let z˜ ∈ Xn,H. We put z := P−1z˜ ∈ Xn and compute
〈x˜− PPnx, z˜〉Xn,H = 〈P (x− Pnx), P z〉Xn,H
= 〈x− Pnx,Hz〉Xn
= 〈x− Pnx,HPnz〉
= 〈x− Pnx, PnHz〉
= 〈Pnx− P 2nx,Hz〉
= 〈Pnx− Pnx,Hz〉 = 0
and conclude P˜nPx = P˜nx˜ = y˜ = PPnx.
Before we can finish the proof, we observe that whenever we have z˜ ∈ D(HH), i.e., z˜ = Pz with
z ∈ D(H), Hz ∈ D(H), we can consider HHz ∈ X and HHz˜ ∈ XH. This implies however that HHz
belongs to Y . We thus can consider PHHz ∈ XH and we see immediately that
HHPz = HHz˜ = (PnHHz)n∈N = PHHz (9)
holds.
Now we show P˜nHH ⊆ HHP˜n. For this let x˜ ∈ D(HH). We apply (9) to z = x and z = Pnx, use the
commutativity of (8), employ the fact that PnH ⊆ HPn holds by assumption, and use Remark 4.3(iv)
to obtain
P˜nHHx˜ = P˜nHHPx = P˜nPHHx = PPnHHx = PHPnHx = PHHPnx = HHPPnx = HHP˜nx˜
as desired. 
Remark 4.9. (i) Notice that a priori there might exist x ∈ D(H) with Hx ∈ D(H) such that
(PnHHx)n∈N is—though convergent to HHx in X—not a Cauchy sequence in the space
(
⋃
n∈NXn, 〈·,H·〉).
(ii) The proof of Proposition 4.8 might seem to be a bit tedious since we kept on using the map
P , relating the elements of X with the elements of XH, until its very end. Indeed, at some
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point—and definitely now that the result is established—we can identify x and x˜ = Px. The
diagram (8) then collapses to
Xn Xn,H
X XH
Y
D(H)
D(HH)
Pn P˜n
and the definition of HH : XH ⊇ D(HH)→ XH simplifies to
D(HH) =
{
x ∈ D(H) ; Hx ∈ D(H) and HHx ∈ XH
}
, x 7→ HHx.
We emphasize however, that for the proof it was essential that the identification of Y ⊆ X
with a subspace of XH is compatible with the way we identified D(H) with a subspace of XH.
If necessary, in order to make it easier to keep track if we work in the space Xn or in Xn,H
later, we will reintroduce the map P .
Lemma 4.10. Let X be a Hilbert space and let H : D(H) ⊆ X → X be linear and densely defined.
Then the following are equivalent.
(i) H is dissipative and Range(1−H) ⊆ X is dense.
(ii) H is maximal dissipative.
Proof. (i)⇒ (ii) By Lemma 3.2 we obtain that H is closable. It is thus easy to see thatH is dissipative.
Moreover, Range(1−H) = Range(1 −H) is closed and contains by assumption a dense subset of X .
It follows that 1−H is onto. Any dissipative extension K of H leads to 1−H ⊆ 1−K. Since 1−K
is injective, and 1−H is onto, we obtain 1−H = 1−K, which implies (ii).
(ii)⇒ (i) Since H is a restriction of H it is clearly dissipative. Furthermore, Range(1−H) is dense in
Range(1−H). By Lemma 3.3 we get that Range(1−H) = X . Thus, we infer that (i) holds. 
The desired theorem now reads as follows.
Theorem 4.11. Let X be a Hilbert space and let H be a locally finite weight with corresponding
subspaces (Xn)n∈N. Let H : D(H) ⊆ X → X be linear, densely defined and such that H leaves each
Xn invariant. Assume moreover that PnH ⊆ HPn holds for every n ∈ N, where Pn ∈ L(X) is the
orthogonal projection onto Xn. Then the following are conditions equivalent.
(i) H is maximal dissipative in X .
(ii) Hn is dissipative in Xn and Range(1−Hn) ⊆ Xn is dense for every n ∈ N.
(iii) Hn is maximal dissipative in Xn for every n ∈ N.
(iv) HnH is dissipative in Xn,H and Range(1 −HnH) ⊆ Xn,H is dense for every n ∈ N.
(v) HnH is maximal dissipative in Xn,H for every n ∈ N.
(vi) HH is maximal dissipative in XH.
Proof. (i)⇔ (ii) Theorem 4.7.
(iv)⇔ (vi) By Proposition 4.8 the assumptions of Theorem 4.7, but for HH instead of H and P˜n ∈
L(XH) projecting on Xn,H, are satisfied. Therefore the equivalence follows again from Theorem 4.7.
(ii)⇔ (iii) Lemma 4.10.
(iv)⇔ (v) By Proposition 4.8, the operators Hn are densely defined in Xn,H. Thus, this equivalence
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also follows from Lemma 4.10.
(iii)⇔ (v) Theorem 4.1. 
Remark 4.12. The difference between Theorem 4.1 and Theorem 4.11 is the assumption on H. In
Theorem 4.11 we relaxed the condition that H > c > 0 needs to hold. The trade-off is that we have to
confine ourselves to operators H that interact in a certain sense well with H. Observe that the moral
of both theorems is however the same: When it comes to maximal dissipativity of HH, then we can
“assume H = 1 without loss of generality”.
As a corollary we get that also for HH being skew-self-adjoint we can assume w.l.o.g. that H = 1
holds.
Corollary 4.13. Let X be a Hilbert space and H be a locally finite weight corresponding to (Xn)n∈N.
Let H : D(H) ⊆ X → X be linear and densely defined with PnH ⊆ HPn. Then the following
conditions are equivalent.
(i) H is essentially skew-self-adjoint in X .
(ii) HH is essentially skew-self-adjoint in XH.
Proof. The claim follows from Theorem 4.11 in view of the fact that H is essentially skew-self-adjoint
if and only if H and −H are maximal dissipative, see Waurick [25, Proposition 4.5]. 
Next, we establish a formula that allows to compute the adjoint of HH in the weighted space XH.
Notice that in the proof we will use again the map P from Proposition 4.5. The particular point
that H is neither assumed to be bounded nor bounded below is the most important part of the next
statement. It can be considered as the key abstract result of this contribution.
Theorem 4.14. Let X be a Hilbert space, let H be a locally finite weight corresponding to (Xn)n∈N.
Let H : D(H) ⊆ X → X be densely defined and satisfy PnH ⊆ HPn for all n ∈ N. Assume that H
leaves every Xn invariant. Then (HH)
⋆ = H⋆H where the adjoint on the left is taken with respect to
XH and the adjoint on the right with respect to X .
Proof. Recall that by (5) the operator HH is given by
D(HH) =
{
x˜ ∈ XH ; ∃ x ∈ D(H) : Px = x˜, Hx ∈ D(H) and (PnHHx)n∈N ∈ XH
}
HHx˜ = (PnHHx)n∈N
and that H⋆H is defined analogously via
D(H⋆H) =
{
x˜ ∈ XH ; ∃ x ∈ D(H) : Px = x˜, Hx ∈ D(H⋆) and (PnH⋆Hx)n∈N ∈ XH
}
H⋆Hx˜ = (PnH
⋆Hx)n∈N.
Let x˜ ∈ D(H⋆H) and y˜ ∈ D(HH). We select x, y ∈ D(H) according to the above. Employing the
same arguments as in the proof of Proposition 4.8 we compute
〈x˜, HHy˜〉XH = 〈(Pnx)n∈N, (PnHHy)n∈N〉XH = limn→∞〈Pnx, PnHHy〉H
= lim
n→∞
〈Pnx,HPnHHy〉 = lim
n→∞
〈HPnx,HPnHy〉
= lim
n→∞
〈H⋆PnHx,HPny〉 = lim
n→∞
〈PnH⋆Hx, Pny〉H
= 〈H⋆Hx˜, y˜〉XH
where we used in addition that H⋆Pn = (PnH)
⋆ ⊇ (HPn)⋆ = PnH⋆ holds by our assumptions
on H . This shows H⋆H ⊆ (HH)⋆. Since the right-hand side operator is closed, we deduce that
H⋆H ⊆ (HH)⋆. Thus, it remains to show
D((HH)⋆) ⊆ D(H⋆H). (10)
From Proposition 4.8 we know that P˜nHH ⊆ HHP˜n holds for every n. This implies (HH)⋆P˜n =
(P˜nHH)
⋆ ⊇ (HHP˜n)⋆ = P˜n(HH)⋆. This implies in particular that (HH)⋆ leaves Xn,H invariant.
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Now we consider the operator
Hn,H : D(Hn,H) ⊆ Xn,H → Xn,H with D(Hn,H) = D(HH) ∩Xn,H and Hn,Hx˜ = HHx˜.
We denote by H⋆n,H the adjoint of Hn,H with respect to the scalar product of Xn,H. Still for x˜ ∈
D((HH)⋆), y˜ ∈ D(HH) and n ∈ N we compute
〈P˜nx˜, Hn,HP˜ny˜〉Xn,H = 〈P˜nx˜, HHP˜ny˜〉H = 〈(HH)⋆P˜nx˜, P˜ny˜〉H = 〈(HH)⋆P˜nx˜, P˜ny˜〉Xn,H
where we used that Xn,H is invariant under (HH)
⋆. From this it follows P˜nx˜ ∈ D(H⋆n,H) and
H⋆n,HP˜nx˜ = (HH)
⋆P˜nx˜. (11)
Next we establish the following equality
D(Hn,H) = {PH−1Pnz ; z ∈ D(H)}. (12)
“⊇” Let z ∈ D(H) and consider H−1Pnz ∈ X . Since H is an isomorphism from Xn onto itself, it
follows that H−1Pnz ∈ Xn. Thus, PH−1Pnz ∈ Xn,H. On the other hand H−1Pnz ∈ D(H). Now
H(H−1Pnz) = Pnz ∈ D(H) holds since z ∈ D(H) by using PnH ⊆ HPn. Finally we see that
(PkHH(H
−1Pnz))k∈N = (PkHPnz)k∈N ∈ XH
since PkHPnz = HPnz ∈ Xn for k > n. Therefore it follows that PH−1Pnz ∈ D(HH).
“⊆” Let y˜ ∈ D(Hn,H) = D(HH) ∩Xn,H. According to the definition of D(HH) we select y ∈ D(H)
such that Py = y˜, Hy ∈ D(H) and HHy˜ = (PkHHy)k∈N ∈ XH. Since P : Xn → Xn,H is an
isomorphism, we conclude y ∈ Xn. We put z := Hy. Then z ∈ D(H) and
PH−1(Pnz) = PH
−1(PnHy) = PH
−1(HPny) = Py = y˜
establishes (12).
Next we claim
H⋆n,Hx˜ = H
⋆
Hx˜ for x˜ ∈ D(H⋆n,H) (13)
For this, let z ∈ D(H). Employing (12) we get y˜ := PH−1Pnz ∈ D(Hn,H). Since y˜ ∈ Xn,H we get that
y := P−1y˜ belongs to Xn from whence it follows that y˜ ∈ D(HH) with Py = y˜, y ∈ D(H), Hy ∈ D(H)
and (PkHHy)k∈N ∈ XH. Since H and H leave Xn invariant, we have HHy˜ = (PkHHy)k∈N =
PHHy ∈ Xn,H ⊆ XH.
For x˜ ∈ D(H⋆n,H) we get analogously that x := P−1x˜ belongs to Xn. Using PnH ⊆ HPn and
PnH ⊆ HPn we compute
〈Hx,Hz〉 = 〈x,HPnz〉H = 〈x,HHH−1Pnz〉H = 〈x,HHP−1PH−1Pnz〉H = 〈x,HHP−1y˜〉H
= 〈x,HHy〉H = 〈P−1Px, P−1PHHy〉H = 〈P−1x˜, P−1HHy˜〉H = 〈x˜, Hn,Hy˜〉Xn,H
= 〈H⋆n,Hx˜, y˜〉Xn,H = 〈H⋆n,Hx˜, y˜〉XH = 〈H⋆n,Hx˜, PH−1Pnz〉XH
= 〈PP−1H⋆n,Hx˜, PH−1Pnz〉XH = 〈P−1H⋆n,Hx˜,H−1Pnz〉H
= 〈P−1H⋆n,Hx˜, Pnz〉
which shows that Hx ∈ D(H⋆) holds since Pn : X → Xn is continuous. We observe that in view of
(12) we can find z ∈ Xn with y˜ = PH−1Pnz. With such a z we compute
〈H⋆n,Hx˜, y˜〉Xn,H = 〈Hx,Hz〉 = 〈H⋆Hx, z〉 = 〈H⋆Hx, Pnz〉 = 〈P−1PH⋆Hx, P−1PH−1Pnz〉H
= 〈P−1H⋆Hx˜, P−1y˜〉H = 〈H⋆Hx˜, y˜〉Xn,H
which implies that (13) holds.
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Combining (13) with (11) shows that (HH)⋆P˜n = H
⋆HP˜n holds for every n ∈ N. Now we prove (10).
Let x˜ ∈ D((HH)⋆). We consider P˜nx˜→ x˜ for n→∞ in XH. On the other hand we compute
H⋆HP˜nx˜ = (HH)
⋆P˜nx˜ = P˜n(HH)
⋆x˜→ (HH)⋆x˜
for n→∞ in XH since x˜ ∈ D((HH)⋆) holds by assumption. This shows (x˜, (HH)⋆x˜) ∈ Graph(H⋆H)
and thus x˜ ∈ D(H⋆H). 
For later use we mention the following very easy case of Theorem 4.14.
Corollary 4.15. Let X be a Hilbert space, let H be a uniformly finite weight, see Section 4.1. Let
H : D(H) ⊆ X → X be densely defined. Then (HH)⋆ = H⋆H where the adjoint on the left is taken
with respect to XH and the adjoint on the right with respect to X .
Proof. It is enough to apply Theorem 4.14 with Xn = X and Pn = idX for all n ∈ N. As H : X → X
is an isomorphism, H⋆H is then already closed. 
5. The port-Hamiltonian operator on intervals
In this section we define the port-Hamiltonian operator on finite intervals [0, b] and on the semi-axis
[0,∞). Then we compute its adjoints as this is necessary in order to apply Theorem 2.1 later on in
Section 6.
Let d > 1 be a fixed integer and let I ⊆ R be a possibly unbounded interval. Let H : I → Cd×d be
measurable such that for almost every ξ ∈ I the matrix H(ξ) is Hermitian. Assume that
∀ K ⊂ I bounded ∃m, M > 0 ∀ ζ ∈ Cd :
m|ζ|2 6 ζ⋆H(·)ζ 6M |ζ|2 holds almost everywhere on K ∩ I (14)
holds. This implies that the standard assumptions of, e.g., [4, 11, 13, 15] are satisfied on every bounded
interval. Next we define weighted and unweighted L2-spaces. Unless otherwise stated, the functions
in these spaces will always be Cd-valued. We consider
L2H(I) :=
{
x ∈ L2loc(I) ; x measurable and ‖x‖2L2
H
(I) =
∫
I
x(ξ)⋆H(ξ)x(ξ)dξ <∞}
which is a Hilbert space with respect to the scalar product
〈x, y〉L2
H
(I) :=
∫
I
x(ξ)⋆H(ξ)y(ξ)dξ,
where x(ξ)⋆ denotes the transpose of the complex conjugate vector of x(ξ). We note that H is a locally
finite weight and that L2H(I) = L
2(I)H holds if we employ our previous notation of weighted Hilbert
spaces XH. We mention the following fact for later use; we will have occasion to look into a more
refined variant of the continuity statement in Lemma 6.5 below.
Lemma 5.1. Let x ∈ L2loc(I) and x′ ∈ L2loc(I) in the distributional sense. Then x ∈ C(I). Moreover
for all a, b ∈ I with a < b and x, y, x′, y′ ∈ L2loc(I) we have∫ b
a
x′y = x(b)y(b)− x(a)y(a)−
∫ b
a
xy′.
Proof. The first statement follows from the fact that H1(c, d) ⊆ C[c, d] continuously whenever −∞ <
c < d <∞. The integration by parts formula follows from the density of C1[c, d] in H1(c, d) and from
the fact that the point evaluation of H1-functions is continuous. 
Let now I be either [0, b] for 0 < b < ∞ or [0,∞). Let P1, P0 ∈ Cd×d with P ⋆1 = P1 invertible and
P ⋆0 = −P0. We define the port-Hamilonian operator A : D(A) ⊆ L2H(I)→ L2H(I) via
Ax = P1(Hx)
′ + P0Hx with D(A) =
{
x ∈ L2H(I) ; Hx, (Hx)′ ∈ L2H(I) and Hx|∂I = 0
}
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where we understand (Hx)′ ∈ L2H(I) in the sense of distributions and notice that the evaluation at
zero, or, respectively, at zero and b, is well-defined in view of Lemma 5.1. In addition we notice that
the condition Hx ∈ L2H(I) in the definition of D(A) can be dropped if I = [0, b) or if H is bounded;
the latter we will assume for a part of our results below.
In view of the boundary condition Hx|∂I = 0 the operator above corresponds to the minimal operator
H0 in the context of Section 2. We will turn back to this notation in Section 6 when we actually consider
extensions. For this, however, we firstly need to compute the adjoint A⋆ of the port-Hamiltonian
operator.
We start with the finite interval.
Lemma 5.2. Let 0 < b <∞. Let A : D(A) ⊆ L2H(0, b)→ L2H(0, b) be given by
Ax = P1(Hx)
′ + P0Hx
D(A) =
{
x ∈ L2H(0, b) ; (Hx)′ ∈ L2H(0, b) and (Hx)(0) = (Hx)(b) = 0
}
.
Then A is densely defined, closed and its adjoint A⋆ : D(A⋆) ⊆ L2H(0, b)→ L2H(0, b) is given by
A⋆x = −P1(Hx)′ − P0Hx
D(A⋆) =
{
x ∈ L2H(0, b) ; (Hx)′ ∈ L2H(0, b)
}
.
Proof. We consider H = 1, i.e., A : D(A) ⊆ L2(0, b) → L2(0, b) with Ax = P1x′ + P0x for x ∈
D(A) = {x ∈ H1(0, b) ; x(0) = x(b) = 0}. Then it is well-known that A is densely defined and
closed. Due to Proposition 4.8 this carries over to the case where H 6= 1. In view of Corollary 4.15
it suffices also to consider H = 1 in order to compute the adjoint. Indeed, it is enough to show that
A⋆ : D(A) ⊆ L2(0, b)→ L2(0, b)
A⋆x = −P1x′ − P0x for x ∈ D(A⋆) = H1(0, b)
holds. Since P0 : L
2(0, b) → L2(0, b), the operator of multiplication by the matrix P0, is bounded,
it follows that A⋆ = (A − P0 + P0)⋆ = (A − P0)⋆ + (P0)⋆ = (A − P0)⋆ − P0 and in particular
D((A−P0)⋆) = D(A⋆) holds. Thus, without loss of generality P0 = 0. By Lemma 5.1, it is easy to see
that −P1∂|H1(0,b) ⊆ A⋆, where ∂ denotes the distributional derivative in L1loc(0, b). Thus, it remains
to show the other inclusion. For this, we let y ∈ D(A⋆). Then for all x ∈ C∞c (0, b) ⊆ D(A), we obtain
〈A⋆y, x〉 = 〈y,Ax〉 = 〈y, P1∂x〉 = 〈P1y, ∂x〉.
Hence, P1y ∈ H1(0, b) and −∂P1y = A⋆y. Since P1 is an invertible matrix, we deduce ∂P1 = P1∂ on
H1(0, b) and the statement is proved. 
Now we treat the case of a semi-axis and start with the following inclusion.
Lemma 5.3. Let A : D(A) ⊆ L2H(0,∞)→ L2H(0,∞) be given by
Ax = P1(Hx)
′ + P0Hx
D(A) =
{
x ∈ L2H(0,∞) ; (Hx)′ ∈ L2H(0,∞) and (Hx)(0) = 0
}
.
(15)
Then A is densely defined, closed and its adjoint A⋆ : D(A⋆) ⊆ L2H(0,∞)→ L2H(0,∞) satisfies
A⋆x = −P1(Hx)′ − P0Hx
D(A⋆) ⊆ {x ∈ L2H(0,∞) ; (Hx)′ ∈ L1loc(0,∞)}. (16)
Proof. It is straightforward to check that A is densely defined and closed; for this we use that L2H(0,∞)
embeds continuously into L1loc(0,∞) and that H continuously maps L1loc(0,∞) into itself. For φ ∈
C∞c (0,∞) and x ∈ D(A⋆) we compute
〈φ,A⋆x〉 = 〈H−1φ,A⋆x〉H
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= 〈AH−1φ, x〉H
= 〈P1(HH−1φ)′ + P0φ,Hx〉
= 〈P1φ′ + P0φ,Hx〉
= 〈φ′, P1Hx〉 − 〈P0φ,Hx〉.
Hence
〈φ,A⋆x+ P0Hx〉 = 〈φ′, P1Hx〉
and we see that P1Hx is weakly differentiable with −∂P1Hx = A⋆x + P0Hx. This establishes the
formula A⋆x = −∂P1Hx− P0Hx. 
If H = 1, then a boundary condition at infinity comes automatically via the classical Barba˘lat lemma,
see, e.g., Farkas, Wegner [9, Theorem 5], that states that x(ξ)→ 0 for ξ →∞ holds if x, x′ ∈ L2(0,∞).
An adapted version of this result can be seen as follows.
Lemma 5.4. Let x ∈ L2H(0,∞) such that (Hx)′ ∈ L2H(0,∞). (a) Then Hx is bounded. (b) If H is
bounded, then Hx vanishes at infinity.
Remark 5.5. Note that the conditions in Lemma 5.4 are sharp. Indeed, let H(ξ) = 1 + ξ2 and
x(ξ) = 1/(1 + ξ2). Then x ∈ L2H(0,∞) and (Hx)′ = 0 ∈ L2H(0,∞). Hx = 1 is bounded, but does not
vanish at ∞.
Proof of Lemma 5.4. (a) The assumptions imply that (Hx)′ ∈ L2loc[0,∞). Consequently, from
|Hx|2 = 〈Hx,Hx〉Cd =
n∑
k=1
(Hx)k(Hx)k,
we read off (|Hx|2)′ ∈ L1loc[0,∞). For ξ, η ∈ [0,∞) we thus have
|(Hx)(ξ)|2 − |(Hx)(η)|2 =
∫ ξ
η
d
dζ
|(Hx)(ζ)|2dζ.
Now we compute
d
dξ
|(Hx)(ξ)|2 = 〈(Hx)′(ξ), (Hx)(ξ)〉Cd + 〈(Hx)(ξ), (Hx)′(ξ)〉Cd
= 2Re〈(Hx)′(ξ), (Hx)(ξ)〉Cd
= 2Re〈(H1/2(ξ)(Hx)′(ξ),H1/2(ξ)x(ξ)〉Cd .
for almost every ξ ∈ (0,∞). Now we estimate∫ ξ
0
∣∣∣ d
dζ
|(Hx)(ζ)|2
∣∣∣dζ
6
∫ ξ
0
∣∣∣2Re〈(H1/2(ζ)(Hx)′(ζ),H1/2(ζ)x(ζ)〉Cd ∣∣∣dζ
6 2
∫ ξ
0
∣∣〈(H1/2(ζ)(Hx)′(ζ),H1/2(ζ)x(ζ)〉Cd ∣∣dζ
6 2
(∫ ξ
0
|(H1/2(Hx)′)(ζ)|2dζ
)1/2 (∫ ξ
0
|(H1/2x)(ζ)|2dζ
)1/2
= 2
(∫ ξ
0
〈
(H1/2(Hx)′)(ζ), (H1/2(Hx)′)(ζ)
〉
Cddζ
)1/2
·
(∫ ξ
0
〈
(H1/2x)(ζ), (H1/2x)(ζ)
〉
Cddζ
)1/2
6 2
(∫ ∞
0
〈
(Hx)′(ζ), (H(Hx)′)(ζ)
〉
Cddζ
)1/2 (∫ ∞
0
〈
x(ζ), (Hx)(ζ)
〉
Cddζ
)1/2
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= 2‖(Hx)′‖L2
H
(0,∞)‖x‖L2
H
(0,∞)
for ξ ∈ [0,∞) where we used the Cauchy–Schwarz inequality. This shows that Hx is bounded.
(b) The limit
lim
ξ→∞
|(Hx)(ξ)|2 = |(Hx)(0)|2 + lim
ξ→∞
∫ ξ
0
d
dζ
|(Hx)(ζ)|2dζ
exists, since
∫∞
0
∣∣ d
dζ |(Hx)(ζ)|2
∣∣dζ is finite by the above estimates. In view of∫ ∞
0
|(Hx)(ξ)|2dξ =
∫ ∞
0
|H1/2(ξ)(H1/2x)(ξ)|2dξ
6
∫ ∞
0
|H1/2(ξ)|2L(Cd,Cd)|(H1/2x)(ξ)|2dξ
6 sup
ξ∈[0,∞)
|H(ξ)|L(Cd,Cd)
∫ ∞
0
〈
(H1/2x)(ξ), (H1/2x)(ξ)
〉
Cddξ
= sup
ξ∈[0,∞)
|H(ξ)|L(Cd,Cd)
∫ ∞
0
〈
x(ξ), (Hx)(ξ)
〉
Cddξ
= sup
ξ∈[0,∞)
|H(ξ)|L(Cd,Cd) · ‖x‖L2
H
[0,∞)
we see that Hx ∈ L2(0,∞). Since limξ→∞ |(Hx)(ξ)| exists by the above, it needs then to be zero. 
Using the above we can now prove the remaining inclusion and determine the adjoint of the port-
Hamiltonian operator on the semi-axis.
Lemma 5.6. Let H be as in (14) and be bounded. Let A : D(A) ⊆ L2H(0,∞) → L2H(0,∞) be given
as in (15). Then A⋆ is given by
A⋆x = −P1(Hx)′ − P0Hx
D(A⋆) =
{
x ∈ L2H(0,∞) ; (Hx)′ ∈ L2H(0,∞)
}
.
(17)
Proof. IfH is bounded and x ∈ L2H(0,∞), then P0Hx ∈ L2H(0,∞). Thus, by the formula for the adjoint
from Lemma 5.3, we infer that D(A⋆) ⊆ {x ∈ L2H(0,∞) ; (Hx)′ ∈ L2H(0,∞)}. For the remaining
inclusion we take x ∈ L2H(0,∞) with ∂Hx ∈ L2H(0,∞). By Lemma 5.4 we get that Hx(R) → 0 as
R→∞. By using integration by parts it follows x ∈ D(A⋆). 
As a preparation for the Section 6 we reformulate and summarize the above results as follows. The
only remaining cases of I = (−∞, 0] and I = R can be dealt with analogously.
Proposition 5.7. Let I ⊆ R be an interval and let H satisfy (14) and be bounded. The operator
A : D(A) ⊆ L2H(I)→ L2H(I) given by
Ax = P1(Hx)
′ + P0Hx with D(A) =
{
x ∈ L2H(I) ; (Hx)′ ∈ L2H(I) and Hx|∂I = 0
}
is skew-symmetric and for its skew-adjoint −A⋆ : D(−A⋆) ⊆ L2H(I)→ L2H(I)
−A⋆x = P1(Hx)′ + P0Hx with D(−A⋆) =
{
x ∈ L2H(I) ; (Hx)′ ∈ L2H(I)
}
.
holds. 
Finally we want to treat the case of unbounded H. This is possible if we assume that P0 = 0.
Lemma 5.8. Let H be as in (14). Let A : D(A) ⊆ L2H(0,∞) → L2H(0,∞) be given as in (15) with
P0 = 0. Then A
⋆ is given by
A⋆x = −P1(Hx)′
D(A⋆) ⊆ {x ∈ L2H(0,∞) ; (Hx)′ ∈ L2H(0,∞)}. (18)
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Proof. That H is bounded is only needed to conclude from A⋆x = −∂P1Hx− P0Hx ∈ L2H(0,∞) that
(Hx)′ ∈ L2H(0,∞). But this does not require even a proof if P0 = 0. 
Using the above we can establish the adjoint for the case that H is arbitrary and P0 = 0. Recall that
a function x : I → Cd vanishes at infinity of I, if for each ε > 0 there exists K ⊆ I compact such that
|x(ξ)| < ε holds for all ξ ∈ I\K.
Proposition 5.9. Let I ∈ {[a, b], [a,∞), (−∞, b],R} for a, b ∈ R and let H satisfy (14). The operator
A : D(A) ⊆ L2H(I)→ L2H(I) given by
Ax = P1(Hx)
′ with D(A) =
{
x ∈ L2H(I) ; (Hx)′ ∈ L2H(I) and Hx|∂I = 0
}
is skew-symmetric and for its skew-adjoint −A⋆ : D(−A⋆) ⊆ L2H(I)→ L2H(I)
−A⋆x = P1(Hx)′ with D(−A⋆) =
{
x ∈ L2H(I) ; (Hx)′ ∈ L2H(I) and Hx vanishes at ∞ of I
}
.
holds.
Proof. It is enough to consider I = [0,∞). By Lemma 5.8 it suffices to show that for x ∈ L2H(0,∞) with
∂Hx ∈ L2H(0,∞) we have x ∈ D(A⋆) if and only if Hx(R)→ 0 as R→∞. For this, let x ∈ L2H(0,∞)
with ∂Hx ∈ L2H(0,∞). Assume x ∈ D(A⋆). We find x˜ ∈ L2H(0,∞) with ∂Hx˜ ∈ L2H(0,∞) and
Hx˜(0) = 0 and Hx = P−11 Hx˜ on [1,∞). It follows that x˜ ∈ D(A). Hence, by the rule of integration
by parts, we deduce that for all R > 1
〈AP−11 x˜, P−11 χ[0,R]Hx〉 = 〈Hx˜,−χ[0,R](Hx)′〉+ (Hx)(R)(Hx)(R)
= 〈P−11 Hx˜,−χ[0,R]P1(Hx)′〉+ (Hx)(R)(Hx)(R)
= 〈P−11 Hx˜, χ[0,R]A⋆x〉+ (Hx)(R)(Hx)(R).
Letting R→∞ yields
〈Ax˜, P−11 Hx〉 = 〈P−11 Hx˜, A⋆x〉,
and so, necessarily, Hx(R)→ 0 as R→∞. The remaining implication follows from the fact that Hx
is bounded for all x ∈ L2H(0,∞) with (Hx)′ ∈ L2H(0,∞) by Lemma 5.4 and again using integration by
parts. 
6. Port-Hamiltonian operators on networks I
In the remainder of this article we study when the port-Hamiltonian operator generates a contraction
semigroup. This question has attracted a lot of interest in the past. We restrict to the latest papers
and mention that Jacob, Morris, Zwart [13] treat finite intervals and finite graphs with finite intervals
as edges, Jacob, Kaiser [12] treat the semi-axis under the assumption that H is bounded and bounded
away from zero, and infinite networks with finite intervals as edges. Results on the semi-axis with H
being bounded but not necessarily being bounded away from zero also exist, see Jacob, Wegner [14], but
characterize when the port-Hamiltonian operator generates a (possibly non-contractive) C0-semigroup.
In this first part of our discussion on port-Hamiltonian operators on networks, we revisit the semi-axis
and then consider networks, where we restrict to the case that the edge lengths have a positive lower
bound. This appears to be the “standard assumption” in most of the literature, see Schubert, Veselic´,
Lenz [7]. The next section will be devoted to the technically more demanding case of networks with
arbitrarily small edges. Here rather little seems to be known, see [7, Appendix].
For our convenience we shall use 〈x, y〉L2(0,∞) or expressions similar to that also for x, y /∈ L2(0,∞),
but x⋆y ∈ L1(0,∞).
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6.1. The semi-axis
Consider the situation of Proposition 5.7 with I = [0,∞). Let S ∈ Cd×d be unitary be such
that P1 = S
⋆∆S holds and ∆ = diag(Λ,−Θ) where Λ = diag(λ1, . . . , λn+) ∈ Cn+×n+ and Θ =
diag(θ1, . . . , θn−) ∈ Cn−×n− with λk, θj > 0 for k ∈ {1, . . . , n+}, j ∈ {1, . . . , n−}. We define G1 := Cn+
with scalar product 〈·, ·〉G1 := 〈·,Λ ·〉 and G2 := Cn− with scalar product 〈·, ·〉G2 := 〈·,Θ ·〉. We put
G1 = {0} if n− = 0 and G2 = {0} if n+ = 0. We denote by
pr+ : C
d → Cn+ , and pr+(x) := (xk)k∈{1,...,n+}, pr− : Cd → Cn− , pr−(x) := (xk)k∈{n++1,...,d}
the projections on the first n+ and the last n− coordinates, respectively. Let Ω be the standard
symmetric form and let ω be the standard unitary form on G1 ⊕ G2. Now we define
F : Graph(A⋆)→ G1 ⊕ G2, (x,A⋆x) 7→
(
pr+(SHx)(0), pr−(SHx)(0)
)
.
This defines a boundary system.
Lemma 6.1. The quadrupel (Ω,G1,G2, F, ω) is a boundary system for A.
Proof. We compute
Ω
(
(x,A⋆x), (y,A⋆y)
)
= 〈x,A⋆y〉L2
H
(0,∞) + 〈A⋆x, y〉L2
H
(0,∞)
= 〈x,−P1(Hy)′ − P0Hy〉L2
H
(0,∞) + 〈 − P1(Hx)′ − P0Hx, y〉L2
H
(0,∞)
= −〈x, P1(Hy)′〉L2
H
(0,∞) − 〈x, P0Hy〉L2
H
(0,∞)
− 〈P1(Hx)′, y〉L2
H
(0,∞) − 〈P0Hx, y〉L2
H
(0,∞)
= −〈x,HP1(Hy)′〉L2(0,∞) − 〈x,HP0Hy〉L2(0,∞)
− 〈P1(Hx)′,Hy〉L2(0,∞) − 〈P0Hx,Hy〉L2(0,∞)
= −〈x,HP1(Hy)′〉L2(0,∞) − 〈x,HP0Hy〉L2(0,∞)
− 〈P1(Hx)′,Hy〉L2(0,∞) + 〈x,HP0Hy〉L2(0,∞)
= −
∫ ∞
0
x(ξ)⋆H(ξ)P1(Hy)
′(ξ)dξ −
∫ ∞
0
(P1(Hx)
′(ξ))⋆H(ξ)y(ξ)dξ
= − lim
R→∞
∫ R
0
(Hx)(ξ)⋆P1(Hy)
′(ξ)dξ −
∫ ∞
0
(P1(Hx)
′(ξ))⋆(Hy)(ξ)dξ
= − lim
R→∞
(
(Hx)(ξ)⋆P1(Hy)(ξ)
∣∣∣R
0
−
∫ R
0
(Hx)′(ξ)⋆P1(Hy)(ξ)dξ
)
−
∫ ∞
0
(P1(Hx)
′(ξ))⋆(Hy)(ξ)dξ
= − lim
R→∞
(Hx)(R)⋆P1(Hy)(R) + (Hx)(0)
⋆P1(Hy)(0)
+
∫ ∞
0
(Hx)′(ξ)⋆P1(Hy)(ξ)dξ −
∫ ∞
0
(Hx)′(ξ)⋆P1(Hy)(ξ)dξ
= (SHx)(0)⋆∆(SHy)(0)
=
[
pr+(SHx)(0)
pr−(SHx)(0)
]⋆ [
Λ 0
0 −Θ
] [
pr+(SHy)(0)
pr−(SHy)(0)
]
=
〈
pr+(SHx)(0), pr+(Hy)(0)
〉
G1 −
〈
pr−(SHx)(0), pr−(Hy)(0)
〉
G2
= ω
(
F (x,A⋆x), F (y,A⋆y)
)
and we observe that F is surjective. 
Applying Theorem 2.1, we get the following classification of generators of contraction semigroups.
Theorem 6.2. Let H, P1, P0 be as in Proposition 5.7 and I = [0,∞). Let Θ, Λ, n+ and n−,
A be as above. The operator H : D(H) ⊆ L2H(0,∞) → L2H(0,∞), −Hx = P1(Hx)′ + P0Hx for
x ∈ D(H) ⊇ D(A) generates a C0-semigroup of contractions if and only if there is a contraction
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T : G2 → G1 such that
D(H) =
{
x ∈ L2H(0,∞) ; (Hx)′ ∈ L2H(0,∞) and T pr−(SHx(0)) = pr+(SHx(0))
}
holds. 
Notice that T ∈ Cn+×n− is a contraction from G2 to G1 if and only if 〈Tx,ΛTx〉Cn+ 6 〈x,Θx〉Cn−
holds for all x ∈ Cn− . Therefore, the question if the port-Hamiltonian operator generates a contraction
semi-group can be answered via a matrix condition that involves only the diagonalization of the matrix
P1.
6.2. Networks with uniformly positive edge length
Let Γ = (V,E) be a graph, V the set of vertices and E the set of edges. We restrict ourselves to
countable many edges and vertices. Multiple edges, infinitely many vertices or edges, as well as edges
for which source and target coincide are allowed. Let a, b : E → R ∪ {+∞,−∞} be maps such that
a(e) < b(e) holds for every e ∈ E. Let Eℓ = {e ∈ E ; a(e) > −∞} and Er = {e ∈ E ; b(e) < +∞}
be the sets of edges where the associated interval (a(e), b(e)) is bounded from below, respectively from
above.
Let
H :
⋃·
e∈E
(a(e), b(e))→ Cd×d
be a map. Denote by He : (a(e), b(e)) → Cd×d the restriction He = H|(a(e),b(e)). Let each He be
measurable and such that for almost every ξ ∈ (a(e), b(e)) the matrix He(ξ) is Hermitian. Assume
that each He is bounded and strictly positive on bounded subsets of (a(e), b(e)).
We consider the Hilbert space direct sum
X := L2H(Γ) =
⊕
e∈E
L2He(a(e), b(e))
and we denote its elements by x = (xe)e∈E , xe ∈ L2He(a(e), b(e)) for e ∈ E. For P1, P0 ∈ Cd×d with
P ⋆1 = P1 and P
⋆
0 = −P0 we consider the operator A : D(A) ⊆ X → X given by
Ax =
(
P1(Hexe)
′ + P0Hexe
)
e∈E
for x = (xe)e∈E
D(A) =
{
x ∈ X ; (P1(Hexe)′ + P0Hexe)e∈E ∈ X and Hexe|∂(a(e),b(e)) = 0
}
.
(19)
Note that in particular, for all x ∈ D(A), we have (Hexe)′ ∈ L2He(a(e), b(e)) so that the second
condition in (19) is well-defined.
For the proof of the next theorem we need the following result by Picard [18, Lemma 1.1].
Lemma 6.3. Let X be Hilbert space, Hi : D(Hi) ⊆ X → X be densely defined and closed operators
for i ∈ {1, 2}. Let (Qn)n∈N be a family of orthogonal projections that converge strongly to idX .
Assume that QnH1 ⊆ H1Qn, QnH2 ⊆ H2Qn and QnH2Qn ∈ L(X) holds for all n ∈ N. Then we have
H⋆1 +H
⋆
2 = (H1 +H2)
⋆ = s– lim
n→∞
(Qn(H1 +H2)Qn)
⋆ = s– lim
n→∞
(QnH1Qn)
⋆ + (QnH2Qn)
⋆,
(QnH1Qn)
⋆ = QnH
⋆
1Qn and (QnH2Qn)
⋆ = QnH
⋆
2Qn
for every n ∈ N. 
Theorem 6.4. Let Γ, H, and A be defined as in (19). Then A is densely defined, closed and skew-
symmetric. Its skew-adjoint is given by
−A⋆x = (P1(Hexe)′ + P0Hexe)e∈E for x = (xe)e∈E
D(−A⋆) = {x ∈ X ; (P1(Hexe)′ + P0Hexe)e∈E ∈ X}. (20)
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Proof. The assertion follows from Proposition 5.7 and Lemma 6.3. Indeed, since the set E is countable,
we may let (En)n∈N be an increasing family of finite subsets of E with the property that E =
⋃
n∈NEn.
Denote Qn := χEn , the characteristic function for the set En ⊆ E and apply Lemma 6.3 to H1x =
(P1(Hexe)
′)e∈E and H2x = (P0Hexe)e∈E with
D(H1) =
{
x ∈ X ; ((Hexe)′)e∈E ∈ X and Hexe|∂(a(e),b(e)) = 0 for all e ∈ E
}
D(H2) =
{
x ∈ X ; (P0Hexe)e∈E ∈ X
}
.
Then it is easy to see that A = H1 +H2. In particular, we have A
⋆ = (H1 +H2)
⋆. The conditions in
Lemma 6.3 are easily checked; the formula for the adjoint now follows from Proposition 5.7. 
Let S ∈ Cd×d be a unitary matrix such that P1 = S⋆∆S holds and ∆ = diag(Λ,−Θ) where Λ =
diag(λ1, . . . , λn+) ∈ Cn+×n+ and Θ = diag(θ1, . . . , θn−) ∈ Cn−×n− with λk, θj > 0 for k ∈ {1, . . . , n+},
j ∈ {1, . . . , n−}. We define
G1 =
⊕
e∈Eℓ
C
n+ ⊕
⊕
e∈Er
C
n− and G2 =
⊕
e∈Eℓ
C
n− ⊕
⊕
e∈Er
C
n+
in the sense of a Hilbert space direct sum where each Cn+ carries the scalar product 〈·, ·〉Λ := 〈·,Λ ·〉
and each Cn− carries the scalar product 〈·, ·〉Θ := 〈·,Θ ·〉. Moreover, we read C0 = {0}. In other words
we have
G1 = ℓ
2(Eℓ, λ)⊕ ℓ2(Er, θ) and G2 = ℓ2(Eℓ, θ)⊕ ℓ2(Er, λ) (21)
with
ℓ2(Eℓ, λ) :=
{
(xi)i∈N := (x1, x2, . . . , xn+ , x1, x2, . . . , xn+ , . . .︸ ︷︷ ︸
|Eℓ|−times
) ; ‖(xi)i∈N‖2ℓ2(Eℓ,λ) =
∑
i∈N
λi|xi|2 <∞
}
where
λ = (λi)i∈N = (λ1, λ2, . . . , λn+ , λ1, λ2, . . . , λn+ , . . .︸ ︷︷ ︸
|Eℓ|−times
)
for N = {1, 2, . . . , n+ · |Eℓ|} if n+ > 1 and 1 6 |Eℓ| <∞. If n+ > 1 and |Eℓ| =∞ then N = N and if
n+ = 0 or |Eℓ| = 0, we put ℓ2(Eℓ, λ) := {0}. The spaces ℓ2(Er , θ), ℓ2(Eℓ, θ) and ℓ2(Er , λ) are defined
analogously.
We denote by pr+ and pr− the projections as defined in Section 6.1. Let Ω be the standard symmetric
form and let ω be the standard unitary form on G1 ⊕ G2. Now we define
F : Graph(A⋆)→ G1 ⊕ G2, F (x,A⋆x) :=
([
(pr+(SHexe)(a(e))e∈Eℓ
(pr−(SHexe)(b(e)))e∈Er
]
,
[
(pr−(SHexe)(a(e)))e∈Eℓ
(pr+(SHexe)(b(e)))e∈Er
])
.
Under the additional assumption infe∈E diam(a(e), b(e)) > 0 we get a boundary system. For this, we
need a quantitative version of the Sobolev embedding theorem, see e.g. [7, Lemma 2.3]. We particularly
refer to Arendt, Chill, Seifert, Vogt, Voigt [1, Theorem 4.9] for the method of the proof.
Lemma 6.5. Let H ∈ L∞(0, µ)d×d, H(ξ)⋆ = H(ξ) > c > 0 for a.e. ξ ∈ (0, µ), µ > 0 and some c > 0.
Assume that x ∈ L2(0, µ) and (Hx)′ ∈ L2(0, µ). Then for all 0 < α 6 µ we obtain
‖Hx(0)‖2 6 2
(
1
µ
· ‖H1/2‖2L∞(0,µ) + µ · ‖H−1/2‖2L∞(0,µ)
)(
‖x‖2L2
H
(0,µ) + ‖(Hx)′‖2L2
H
(0,µ)
)
Proof. We use that Hx(ξ) = Hx(0) +
∫ ξ
0
(Hx)′(ξ)dξ holds for all ξ and compute
‖Hx(0)‖ 6 inf
ξ∈(0,µ)
‖Hx(ξ)‖ +
∫ µ
0
‖(Hx)′(ξ)‖dξ
6
1
µ
∫ µ
0
‖Hx(ξ)‖dξ +
∫ µ
0
‖(Hx)′(ξ)‖dξ
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6
1√
µ
(∫ µ
0
‖Hx(ξ)‖2dξ
)1/2
+ µ1/2
(∫ µ
0
‖(Hx)′(ξ)‖2dξ
)1/2
6
1√
µ
‖H1/2‖L∞‖x‖L2
H
+ ‖H−1/2‖L∞µ1/2‖(Hx)′(ξ)‖L2
H
,
which implies the desired inequality. 
Lemma 6.6. If infe∈E diam(a(e), b(e)) > 0 andH is uniformly strictly positive and uniformly bounded,
then the quadrupel (Ω,G1,G2, F, ω) defined above is a boundary system for A.
Proof. We firstly observe that in (21) all weighted ℓ2-spaces are isomorphic to unweighted ℓ2-spaces
since the weight sequences only attain finitely many values. Using µ := infe∈E diam(a(e), b(e)) > 0 we
can therefore derive from Lemma 6.5 that the entries of F (x,A⋆x) belong to ℓ2. Indeed, x ∈ D(A⋆)
means Hexe|(a(e),a(e)+µ) ∈ H1(a(e), a(e) + µ) for e ∈ Eℓ and Hexe|(b(e)−µ,b(e)) ∈ H1(b(e)− µ, b(e)) for
e ∈ Er. In view of the above, this implies that F : Graph(A⋆) → G1 ⊕ G2 is well-defined. Now we
compute
Ω
(
(x,A⋆x), (y,A⋆y)
)
= 〈x,A⋆y〉L2
H
(Γ) + 〈A⋆x, y〉L2
H
(Γ)
= −〈(xe)e, (P1(Heye)′ + P0Heye)e〉L2
H
(Γ) − 〈(P1(Hexe)′ + P0Hexe)e, (ye)e〉L2
H
(Γ)
= −〈(xe)e, P1(Heye)′e〉L2
H
(Γ) − 〈P1(Hexe)′)e, (ye)e〉L2
H
(Γ)
=
∑
e∈E
[
−
∫ b(e)
a(e)
xe(ξ)
⋆He(ξ)P1(Heye)
′(ξ) dξ −
∫ b(e)
a(e)
(P1(Hexe)
′(ξ))⋆He(ξ)ye(ξ) dξ
]
(◦)
=
∑
e∈Eℓ\Er
(Hexe(a(e))
⋆P1(Heye(a(e)) +
∑
e∈Er\Eℓ
−(Hexe(b(e))⋆P1(Heye(b(e))
+
∑
e∈Eℓ∩Er
(Hexe(a(e))
⋆P1(Heye(a(e))− (Hexe(b(e))⋆P1(Heye(b(e))
=
∑
e∈Eℓ
(SHexe(a(e))
⋆∆(SHeye(a(e))−
∑
e∈Er
(SHexe(b(e))
⋆∆(SHeye(b(e))
=
∑
e∈Eℓ
[
pr+(SHexe)(a(e))
pr−(SHexe)(a(e))
]⋆ [
Λ 0
0 −Θ
] [
pr+(SHeye)(a(e))
pr−(SHeye)(a(e))
]
−
∑
e∈Er
[
pr+(SHexe)(b(e))
pr−(SHexe)(b(e))
]⋆ [
Λ 0
0 −Θ
] [
pr+(SHeye)(b(e))
pr−(SHeye)(b(e))
]
=
∑
e∈Eℓ
〈pr+(SHexe)(a(e)), pr+(SHeye)(a(e))〉Λ
+
∑
e∈Eℓ
−〈pr−(SHexe)(a(e)), pr−(SHeye)(a(e))〉Θ
−
∑
e∈Er
〈pr+(SHexe)(b(e)), pr+(SHeye)(b(e))〉Λ
−
∑
e∈Er
−〈pr−(SHexe)(b(e)), pr−(SHeye)(b(e))〉Θ
=
〈[
(pr+(SHexe)(a(e)))e∈Eℓ
(pr−(SHexe)(b(e)))e∈Er
]
,
[
(pr+(SHeye)(a(e)))e∈Eℓ
(pr−(SHeye)(b(e)))e∈Er
]〉
G1
−
〈[
(pr−(SHexe)(a(e)))e∈Eℓ
(pr+(SHexe)(b(e)))e∈Er
]
,
[
(pr−(SHeye)(a(e)))e∈Eℓ
(pr+(SHeye)(b(e)))e∈Er
]〉
G2
= ω
(
F (x,A⋆x), F (y,A⋆y)
)
where we used integration by parts in (◦). For the right semi-axis’ associated with e ∈ Eℓ\Er we
can proceed as in the proof of Lemma 6.1. The left semi-axis’ associated with e ∈ Er\Eℓ we treat
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analogously and the finite intervals for e ∈ Eℓ ∩ Er are straightforward. It is easy to see that F is
surjective by constructing piecewise linear functions. 
As in the semi-axis case treated in Section 6.1 we get the classification of generators of contraction
semigroups via Theorem 2.1.
Theorem 6.7. Let Γ, H, P1, P0, S, n+ and n−, G1 and G2 be as above and assume H to be uniformly
bounded and uniformly strictly positive. Assume that we have infe∈E diam(a(e), b(e)) > 0. The
operator A : D(A) ⊆ L2H(Γ) → L2H(Γ), Ax = (P1(Hexe)′ + P0Hexe)e∈E for x = (xe)e∈E , generates a
C0-semigroup of contractions if and only if there is a contraction T : G2 → G1 such that
D(A) =
{
x ∈ L2H(Γ); (Hx)′ ∈ L2H(Γ) and T
[
(pr−(SHexe)(a(e)))e∈Eℓ
(pr+(SHexe)(b(e)))e∈Er
]
=
[
(pr+(SHexe)(a(e)))e∈Eℓ
(pr−(SHexe)(b(e)))e∈Er
]}
holds. 
We point out that the above characterization looks technical, but that in addition to the given data
only the matrix S and the numbers λk, θj have to be computed by diagonalizing the matrix P1. In
view of (21) testing the contraction property then boils down to estimations in weighted sequence
spaces.
7. Port-Hamiltonian operators on networks II
The results of Section 6.2 allow to treat the port-Hamiltonian operator on a wide range of networks.
Comparing to the previous results we were able to relax several boundedness conditions. In view of
the network we here catch up with results of Lenz, Schubert, Veselic´ [7] who treat the Laplacian on
almost arbitrary networks: The only restriction needed in [7] is the same that we need in Theorem
6.7, namely that the edge lenghts are bounded away from zero.
In this section we discuss the case of arbitrary edge lengths. Moreover, we will revisit the case of
unboundedH. In the first of the following three subsections we will have a look at a set of assumptions,
that will enable us to apply the theory developed earlier directly. The second subsection is concerned
with a classification theorem usable for arbitrary edge lengths and rather general H as well as P0 6= 0.
We conclude the present section with a model case for P0 = 0 and H = 1 but arbitrary edge lengths.
It will turn out that we can define a model network with uniform edge lengths for a given network
with arbitrary edge lengths. This strategy might be viewed as a ‘regularization’ method similar to the
ideas developed by Gernandt, Trunk [10] and the references therein. Here, however, we extend the
theory to systems of first derivative operators and detour the theory of boundary triples.
7.1. A divide-and-conquer approach for arbitrary edge lenghts
For the first treatment of networks with edges being arbitrarily small, we begin with a collection of
some abstract result. As before let (Xn)n∈N be a sequence of closed, increasing subspaces of X with
(Pn)n∈N being the corresponding orthogonal projections. Furthermore, assume that
⋃
n∈NXn is dense
in X and put Qn := 1− Pn.
Assumption 7.1. Let H : D(H) ⊆ X → X be densely defined and linear. Below we consider the
following three assumptions.
(A1) H⋆Pn is densely defined for every n ∈ N.
(A2) For every n ∈ N, x ∈ D(H) and ε > 0 there is z ∈ Qn[D(H)] such that
‖z‖ 6 ε, Pnx+ z ∈ D(H) and Pn(H(Pnx+ z)−Hx) = 0
(A3) For every n ∈ N, x ∈ D(H), ε > 0 there is w ∈ Qn[D(H)] such that
Pnx+ w ∈ D(H) and ‖Qn((1−H)(Pnx+ w))‖ 6 ε
Lemma 7.2. Assume (A1) and (A2) to be in effect. Then
Hn : Pn[D(H)] ⊆ Xn → Xn
given by HnPnx := PnHx for all x ∈ D(H) is well-defined. Moreover, Hn is densely defined.
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Proof. Let x ∈ D(H) with Pnx = 0. By (A2) we find zk ∈ Qn[D(H)] such that zk ∈ D(H), ‖zk‖ 6 1/k
and
PnHx = PnHzk.
Since H⋆Pn is densely defined, it follows that PnH is closable. Thus, as zk → 0 and (PnHzk)k∈N is
convergent to PnHx, it follows that PnHx = 0, which yields the first assertion of the lemma. Since
Pn is continuous and H is densely defined it follows
Xn = Pn[X ] = Pn[D(H)] ⊆ Pn[D(H)] ⊆ Xn,
which implies that Hn is densely defined. 
Theorem 7.3. Assume that (A1)–(A3) hold.
(i) If the operator Hn from Lemma 7.2 is dissipative for every n ∈ N, then H is dissipative.
(ii) We have Range(1−H) ⊇ Range(1−Hn) for every n ∈ N.
(iii) If Hn is dissipative and Range(1 − Hn) ⊆ Xn is dense for every n ∈ N, then H is maximal
dissipative.
Proof. (i) Let x ∈ D(H) and observe that
0 > Re〈Pnx,Hnx〉 = Re〈Pnx, PnHx〉 = Re〈Pnx,Hx〉 n→∞−→ Re〈x,Hx〉
holds. This yields that H is dissipative.
(ii) Let y ∈ Range(1−Hn). We find x ∈ D(H) such that
y = Pnx− PnHx = Pn(1−H)x
holds. For every k ∈ N there is wk ∈ Qn[D(H)] with Pnx+ wk ∈ D(H) and
‖Qn((1−H)(Pnx+ wk))‖ 6 1/k
by (A3). Next, we show that for all k ∈ N we have
Pn(1−H)x = Pn(1−H)(Pnx+ wk).
For this, note that Pnx = Pn(Pnx+wk) and therefore PnHx = PnH(Pnx+wk) by Lemma 7.2. Thus,
Pn(1−H)(Pnx+ wk) = Pn(Pnx+ wk)− PnH(Pnx+ wk)
= Pnx− PnHx
= Pn(1−H)x.
So,
(1−H)(Pnx+ wk) = Pn(1−H)(Pnx+ wk) +Qn(1−H)(Pnx+ wk)
= Pn(1−H)x+Qn(1−H)(Pnx+ wk)
= y +Qn(1 −H)(Pnx+ wk) k→∞−→ y.
(iii) We observe that H is dissipative by (i). Since H is also densely defined, we infer that H is closable.
Moreover, it follows by (ii) that Range(1 − H) is dense in X . Hence, H is maximal dissipative by
Lemma 4.10. 
We may now apply Theorem 7.3 to port-Hamiltonian operators as discussed in the previous section.
The main theorem in this section provides a sufficient condition for extensions being maximal dissi-
pative. It can be viewed as a ‘localization’ of Theorem 6.7. Consequently, we have to assume all the
conditions stated in Theorem 6.7. We will however dispose of the condition that H is being both
uniformly strictly positive and uniformly bounded as well as the uniform positive lower bound for the
edge lengths.
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Theorem 7.4. Let Γ, H, P1, P0, S, n+ and n− be as above. The operator A : D(A) ⊆ L2H(Γ) →
L2H(Γ), Ax = (P1(Hexe)
′ + P0Hexe)e∈E for x = (xe)e∈E , generates a C0-semigroup of contractions if
the following conditions hold.
(i) There exists a sequence (En)n∈N with En ⊆ E, En ⊆ En+1 for all n ∈ N and E =
⋃
n∈N En such
that Hn := H|En is bounded and uniformly strictly positive, where En :=
⋃· e∈En(a(e), b(e)).
(ii) We have infe∈En(b(e)− a(e)) > 0 for all n ∈ N.
(iii) For every n ∈ N there exists Fn ⊆ E \ En finite such that given x ∈ D(A) we find y˜ ∈⊕
e∈En∪Fn
L2He(a(e), b(e)) such that y˜e = xe for all e ∈ En and the vector
y :=
{
y˜e if e ∈ En ∪ Fn,
0 if e ∈ E \ (En ∪ Fn)
belongs to D(A).
(iv) For every n ∈ N the operator An : D(An) ⊆
⊕
e∈En
L2He(a(e), b(e)) →
⊕
e∈En
L2He(a(e), b(e))
given by Anx
(n) := (P1(Hexe)
′+P0Hexe)e∈En for x ∈ D(A) such that x(n) = x on En satisfies
D(An) =
{
x ∈
⊕
e∈En
L2He(a(e), b(e)) ; ∃ x˜ ∈ D(A) ∀ e ∈ En : xe = x˜e
}
=
{
x ∈
⊕
e∈En
L2He(a(e), b(e)) ; (Hx)
′ ∈
⊕
e∈En
L2He(a(e), b(e))
and Tn
[
(pr−(SHexe)(a(e)))e∈En,ℓ
(pr+(SHexe)(b(e)))e∈En,r
]
=
[
(pr+(SHexe)(a(e)))e∈En,ℓ
(pr−(SHexe)(b(e)))e∈En,r
]}
for some contraction Tn : Gn,2 → Gn,1 where En,ℓ = En ∩ Eℓ, En,r = En ∩ Er. Here, Gn,1 and
Gn,2 are defined as G2,G1 in (21) with En,ℓ, En,r replacing Eℓ, Er, respectively.
(v) For every n ∈ N, x ∈ D(A) and ε > 0 we find y ∈ D(A) such that ye = xe for all e ∈ En and
‖(1−A)y‖⊕e∈E\EnL2He (a(e),b(e)) 6 ε.
Proof. We apply Theorem 7.3 to H = A. The sequence of projections (Pn)n∈N are the restric-
tion operators P˜nx := (xe)e∈En ∈
⊕
e∈En
L2He(a(e), b(e)) =: Xn for x ∈ L2H(Γ). Since D(A⋆) ⊇⊕
e∈E C
∞
c (a(e), b(e)), we infer that A
⋆P˜n is densely defined and hence (A1) holds in Assumption 7.1.
Next, we show (A2). For this let n ∈ N, x ∈ D(A) and ε > 0. We choose Fn ⊆ (E \ En) finite and y˜
according to the assumptions in this theorem. Since Fn is finite and
⊕
e∈E C
∞
c (a(e), b(e)) belongs to
the domain in (19), we find
z˜ ∈
⊕
e∈Fn
C∞c (a(e), b(e))
such that ‖y˜e − z˜e‖L2
He
6 ε/(|Fn|+ 1). Then
ze :=
{
y˜e − z˜e if e ∈ Fn,
0 if e ∈ E \ Fn
has the desired properties. In particular, we obtain by Lemma 7.2 that An is well-defined. Moreover,
we can apply Theorem 6.7 to An and deduce that An is maximal dissipative. In order to conclude that
A is maximal dissipative by Theorem 7.3, it thus remains to show that condition (A3) in Assumption
7.1 is satisfied. This however follows easily from the last condition that we assumed above. 
Remark 7.5. We shall see in Section 8 that all the above conditions are easy to verify in practice except
for the last one. The last condition really depends on the ctopology of the graph and the corresponding
boundary conditions. A more systematic approach will be presented in the next subsection.
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7.2. The canonical boundary system
The theorem above treats networks without uniformly positive edge lenghts by applying the methods
of Section 6.2, i.e., for uniformly positive edge lenghts, locally. This requires that the graph can be
divided into pieces where the results of Section 6.2 are applicable—and that the results for each piece
can later be put together. To cover this, we needed the assumptions stated in Theorem 7.4.
In this subsection we want to outline a completely different approach to networks with arbitrary edge
lenghts. Firstly, we recall the reason why Theorem 6.7 cannot be applied without assuming that the
edge lenghts are uniformly positive. Indeed, without that it is impossible even to write down the
boundary system used in the latter theorem, since then the map F then would not be well-defined.
On the other hand the article [26] provides a canonical boundary system for every skew-symmetric
operator A. Since we are able to compute A⋆ without the aforementioned restriction on the graph,
[26, Theorem 3.1] provides a boundary system and [26, Theorem A] then describes all contraction
semigroups in a similar way as we did it above. For convenience of the reader we recall [26, Theorem
3.1]. For the direct decomposition used in this result, we refer to [27, Lemma 2.5].
Theorem 7.6. Let H0 be skew-symmetric. Let G1 := ker(1 − H⋆0 ), G2 := ker(1 + H⋆0 ) and let
Pj : D(H
⋆
0 ) → Gj be the projection for j ∈ {1, 2} according to the direct decomposition D(H⋆0 ) =
D(H0)+˙G1+˙G2. Let Ω be the standard symmetric form, ω be the standard unitary form and let
F : Graph(H⋆0 )→ G1 ⊕ G2 be defined by
F (x,H⋆0 ) = (
√
2P1x,
√
2P2x).
Then (Ω,G1,G2, F, ω) is a boundary systems for H0. 
Applying the above to port-Hamiltonian systems we get the following.
Theorem 7.7. Let Γ, H, P1, P0 be as at the beginning of Section 6.2. Let G1 := ker(1 − A⋆) and
G2 := ker(1 + A
⋆). The operator H : D(H) ⊆ L2H(Γ) → L2H(Γ), Hx = (P1(Hexe)′ + P0Hexe)e∈E for
x = (xe)e∈E , generates a C0-semigroup of contractions if and only if there is a contraction T : G2 → G1
such that
D(H) =
{
x ∈ D(A⋆) ; (Hx)′ ∈ L2H(Γ) and TF2x = F1x
}
holds. Here, F = (F1, F2) is given as in Theorem 7.6 with A in place of H0. The adjoint A
⋆ is explicitly
given in Theorem 6.4. 
7.3. A model network approach
The description of all maximal dissipative extensions in the previous subsection might not be explicit
enough for applications. For this reason, we shall study a particular case in greater detail here. We
focus on the case P0 = 0 and P1 = P
⋆
1 ∈ Cd×d invertible and H = 1. We will thus concentrate on
networks with infinitely many edges without strictly positive lower bound. For the final characterization
of maximal dissipative extensions, we need some prerequisites. For α > 0 we use the abbreviations
L21/α(0, 1) =
(
L2(0, 1), ‖
√
1/α · ‖L2(0,1)
)
, H11/α(0, 1) = {f ∈ L21/α(0, 1); f ′ ∈ L21/α(0, 1)}.
Proposition 7.8. (i) Let α, λ > 0 and [∂λ]α : H
1
1/α(0, 1) ⊆ L21/α(0, 1)→ L21/α(0, 1) be defined by
[∂λ]αf = (λf)
′.
Then the mapping
S±,λ/α : ker(1± [∂ λα ]α)→ ker(1± [∂λ]1),
φ 7→ c
±
λ/α
α1/2c±λ
φ( 1α ·)
is unitary, where c±µ :=
(±µ2 (e∓2/µ − 1))1/2, µ > 0.
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(ii) Let α > 0, P1 = S
⋆∆S as above. Define [∂P1]α : H
1
1/α(0, 1) ⊆ L21/α(0, 1) → L21/α(0, 1) be
defined by
[∂P1]αf = (P1f)
′.
Then the mapping
S±,P1/α : ker(1 ± [∂P1 1α ]α)→ ker(1± [∂P1]1),
φ 7→ S⋆ diag
(
S±,λ1/α, . . . , S±,λn+/α, S±,−θ1/α, . . . S±,−θn−/α
)
Sf
is unitary.
Proof. (i) The mapping is easily seen to be well-defined and it is elementary to see that it is unitary.
(ii) The map under consideration is a composition of unitary operators by (i) and hence unitary
itself. 
Proposition 7.9. Let −∞ < a < b <∞ and α := b− a.
(i) The mapping
Sa,b : L
2
1/α(0, 1)→ L2(a, b),
g 7→ 1
α
g(
· − a
α
)
is unitary.
(ii) We have
∂0,(a,b)P1 = S
⋆
a,b[∂0P1
1
α
]αSa,b,
where ∂0,(a,b) has the vector-valued H
1-functions that are zero in a and b as its domain. Simi-
larly we define ∂0 on the right-hand side.
Proof. (i) We compute for g ∈ L21/α(0, 1)
‖Sa,bg‖2L2(a,b) =
∫ b
a
1
α2
‖g(s− a
α
)‖2ds
=
∫ 1
0
1
α
‖g(t)‖2dt
= ‖g‖2L2
1/α
(0,1).
(ii) The assertion is easy and follows from the chain rule. 
Remark 7.10. In Proposition 7.9(ii) a similar equation also holds if we dispose of the Dirichlet
boundary conditions on either side. In fact, by unitary equivalence the mentioned equation follows
from computing the adjoint on either side of the equation in Proposition 7.9(ii).
Equipped with these preliminaries, we are now in the position to apply the techniques to the char-
acterization of all maximal dissipative extensions of first order systems on networks. We shall obtain
a one-to-one correspondence: Theorem 7.11 below relates all maximal dissipative extensions of first
derivative operators in networks without strictly positive lower bound for the edge lengths and all
maximal dissipative extensions for first derivative operators on networks with the same cardinality but
all edges having unit length.
Theorem 7.11. Let E be a countable set, a : E → R and b : E → R with 0 < αe := b(e)− a(e) for all
e ∈ E. Let
A :
⊕
e∈E
H10(a(e), b(e)) ⊆
⊕
e∈E
L2(a(e), b(e))→
⊕
e∈E
L2(a(e), b(e)), (φe)e∈E 7→ ((P1φe)′)e∈E .
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Let A˜ be the operator A for the case a(e) = 0 = 1− b(e) for all e ∈ E. Then a linear operator H with
A ⊆ H ⊆ −A⋆ is maximal dissipative if and only if there is a contraction T : G˜2 → G˜1 such that
D(H) =
{
x ∈ D(A⋆);TS−,P1/αF2(S−1a,bx) = S+,P1/αF1(S−1a,bx)
}
where (Ω,G1,G2, F, ω) is the canonical boundary system given in Theorem 7.7 according to the choice
a(e) = 1− b(e) = 0, He = 1/αe,
G˜2 = ker(1 + A˜
⋆) =
⊕
e∈E
ker(1− [∂P1]) ⊆
⊕
e∈E
L2(0, 1)
G˜1 = ker(1− A˜⋆) =
⊕
e∈E
ker(1 + [∂P1]) ⊆
⊕
e∈E
L2(0, 1)
and
Sa,b :
⊕
e∈E
L21/αe(0, 1)→
⊕
e∈E
L2(a(e), b(e)), (Sa,bx)e = Sae,bexe,
S±,P1/αe :
⊕
e∈E
ker(1± [∂P1/αe]αe)→
⊕
e∈E
ker(1± [∂P1]), x 7→ (S±,P1/αexe)e∈E .
Proof. The claim follows from the considerations above relying on Proposition 7.9 and Proposition 7.8
together with the classification result Theorem 7.7. Note that for the computation of the adjoint A˜⋆
we used Theorem 6.4. The explicit computation of the kernels is elementary. 
The most important consequence of Theorem 7.11 is that now all the maximal dissipative extensions
of A can be characterized by the maximal dissipative extensions of A˜.
Corollary 7.12. Let A and A˜ as in Theorem 7.11. There is a one-to-one correspondence Φ of all
maximal dissipative extensions H of A and H˜ of A˜. In particular, for every maximal dissipative
extension H of A, we find a unique contraction T˜ : G2 → G1, with Gi being given in Section 6.2 for
a(e) = 1− b(e) = 0 such that
D(Φ(H)) =
{
x ∈ D(A˜⋆) ; T˜
[
(pr−(Sxe)(0))e∈Eℓ
(pr+(Sxe)(1))e∈Er
]
=
[
(pr+(Sxe)(0))e∈Eℓ
(pr−(Sxe)(1))e∈Er
]}
.
Remark 7.13. Note that the results Theorem 7.11 and Corollary 7.12 naturally extend to the cases
that consist of graphs with infinitely long edges.
8. Examples
We begin with the vibrating string on a semi-axis, cf. Jacob, Wegner [14, Example 6.3] for a result
on possibly non-contractive semigroups and Jacob, Kaiser [12, Example 5.2.3] for the generation of
contraction semigroups. Observe that in the latter articles different, and in both cases more restrictive,
conditions on the maps ρ and T are required than we need below.
Example 8.1. (Vibrating string) Consider an undamped vibrating string of infinite length, i.e.,
∂2w
∂2t
(ξ, t) = − 1
ρ(ξ)
∂
∂ξ
(
T (ξ)
∂w
∂ξ
(ξ, t)
)
(22)
where ξ ∈ [0,∞) is the spatial variable, w(ξ, t) is the vertical displacement of the string at place ξ and
time t, T (ξ) > 0 is Young’s modulus of the string, and ρ(ξ) > 0 is the mass density. Both may vary
along the string in a way that H as we define it below is bounded and satisfies (14). We choose the
momentum x1 = ρ
∂w
∂t and the strain x2 =
∂w
∂ξ as the state variables. Then, (22) can be written as
∂
∂t
[
x1(ξ, t)
x2(ξ, t)
]
=
[
0 1
1 0
]
∂
∂ξ
([
ρ(ξ)−1 0
0 T (ξ)
] [
x1(ξ, t)
x2(ξ, t)
])
(23)
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which is of the form considered in Theorem 6.2 if we put
P1 :=
[
0 1
1 0
]
, P0 :=
[
0 0
0 0
]
, and H(ξ) :=
[
ρ(ξ)−1 0
0 T (ξ)
]
.
We decompose P1 = S
⋆∆S with
S = S⋆ =
1√
2
[
1 1
1 −1
]
and ∆ =
[
1 0
0 −1
]
.
In particular, we have n+ = n− = 1, Λ and Θ are 1×1-matrices with entries λ1 = θ1 = 1. The map
T : G2 → G1 in Theorem 6.2 is thus given by multiplication with a number t ∈ C and is contractive if
and only if |t| 6 1. If we follow the notation in (22), the boundary condition of Theorem 6.2 reads as
t · pr−(SHx(0)) = pr+(SHx(0))
which we can rewrite this in the form WB(Hx)(0) = 0 given by the matrix WB = [t − 1 t + 1] ∈
C1×2. Notice that [12, Example 5.2.3] yields exactly the same condition, but requires that ρ, ρ−1,
T and T−1 ∈ L∞(0,∞)—whereas we need only that T and ρ−1 are bounded. Using the results
of [14, Example 6.3] we can cover also cases where T and ρ−1 need not to be bounded and get a
(possibly non-contractive) C0-semigroup with the boundary condition [w1 w2](Hx)(0) = 0 if and only
if w1(T (0)/ρ(0))
1/2 6= w2T (0). For this we need however to assume that ρ and T are continuously
differentiable and that certain other technical conditions hold, see [14, Theorem 4.10].
Remark 8.2. We point out that the techniques developed in the current article also allow to treat
unbounded Hamiltonians in the context of Example 22. For this, however, the boundary system needs
to be changed in that a “point evaluation at infinity” has to be added in order to be able to apply
Proposition 5.9.
Next we study the coupled transport equation on an infinite tree in which every edge is an interval of
length one, compare also [14, Example 6.2] and [12, Example 5.2] where a different method is applied.
Example 8.3. (Transport on a tree) Let Γ be an infinite, complete binary tree where we use the
following notation to enumerate the edges.
.
.
.
7
.
.
.
8
3
.
.
.
9
.
.
.
10
4
1
.
.
.
11
.
.
.
12
5
.
.
.
13
.
.
.
14
6
2
On every edge e ∈ E = {1, 2, 3 . . .} we want to consider the transport equation
∂x
∂t
(ξ, t) =
∂x
∂ξ
(ξ, t) with t > 0, ξ ∈ [0, 1]
where we want that transport happens downwards on all edges. In order to fit this into the framework
of port-Hamiltonian operators we put d = 1, P1 = 1 and P0 = 0. That is n+ = 1 and n− = 0. For
e ∈ E = {1, 2, 3 . . .} we put a(e) = 0, b(e) = 1 and we define He(ξ) = 1 for ξ ∈ [0, 1]. The direction
of transport we still need to built into the boundary conditions: If we for instance look at the vertex
that connects the edges 1, 3 and 4 then the boundary condition should be such that it relates what
comes in from edge 1 with what goes out into 3 and 4. With α, β ∈ R we can for instance put
x1(0) = αx3(1) + βx4(1), (24)
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since the transport on [0, 1] goes from the right to the left. To apply Theorem 6.7 we need to formulate
the boundary conditions via
T (x1(1), x2(1), x3(1), . . . ) = (x1(0), x2(0), x3(0), . . . )
where T : ℓ2 → ℓ2 is a contraction. If we want to follow the pattern (24), then we can put
T ((zi)i∈N) := (αz2i+1 + βz2i+2)i∈N
which can for instance easily checked to be a contraction if 0 6 α+ β 6 1/2.
Next we discuss an example where the edge length is not bounded away from zero.
Example 8.4. (Transport on a star graph with edge length tending to zero) We consider
the graph Γ = (V,E) given by V = {0, 1, 12 , 13 , 14 , . . . } and E = {(0, 1k ) ; k ∈ {1, 2, 3, . . .}}.
0 1/5 1/4 1/3 1/2 1
· · ·
We put a((0, 1k )) = 0 and b((0,
1
k )) =
1
k for k > 1. We further put d = 1, P1 = −1, P0 = 0 and He = 1
for each e ∈ E. That is we have on each edge a transport equation and transport happens from left
to the right. We select as a boundary condition that xe(0) = 0 should hold on all edges. That is we
consider the operator
A : D(A) ⊆
∞⊕
k=1
L2(0, 1k ) −→
∞⊕
k=1
L2(0, 1k )
given by
Ax = (−x′k)k=1,2,... for x ∈ D(A) =
{
x ∈
∞⊕
k=1
L2(0, 1k ) ; (x
′
k)k=1,2,... ∈
∞⊕
k=1
L2(0, 1k ), xk(0) = 0
}
where we use the simplification xk := x{0,1/k} for k > 1. We put Pn :
⊕∞
k=1 L
2(0, 1k )→
⊕n
k=1 L
2(0, 1k )
for n > 1, H := A and observe that PnH ⊆ HPn holds for n = 1, 2, . . . in view of the boundary condi-
tion. By Theorem 4.11 we get that A is maximal dissipative if and only if APn is maximal dissipative
for every n > 1. But since we here work over a finite graph, we may apply Theorem 6.7 with n+ = 1,
n− = 0, |Eℓ| = n. The boundary condition that leads to a generator of a contraction semigroup, and
thus to a maximal dissipative operator, is given by T (x1(1), . . . , xn(1/n)) = (x1(0), . . . , xn(0)) with
a contraction T : Cn → Cn. If we here choose T = 0 we are done and get that A as defined above
generates a contraction semigroup.
The reason for involving the next example is twofold. On the one hand it demonstrates how to apply
Theorem 7.4 and at the same time it shows that proving the last condition (Theorem 7.4(v)) assumed
on the graph might be a difficult thing in practice.
Example 8.5. (Transport on the unit interval—considered as a network) Let V = { 1k ; k ∈
{1, 2, 3, . . .}} and E = {( 1k+1 , 1k ) ; k ∈ {1, 2, 3, . . .}}.
0 1/5 1/4 1/3 1/2 1
· · ·
We put a(( 1k+1 ,
1
k )) =
1
k+1 and b((
1
k+1 ,
1
k )) =
1
k . Consider the operator
Bx = (x′e)e∈E ,
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where
x ∈ D(B) = {x ∈ X ; (x′e)e∈E ∈ X, x( 1k+1 , 1k )
(
1
k+1
)
= x( 1k+2 ,
1
k+1 )
(
1
k+2
)
, x( 1
2
,1)(1) = 0}.
We use Theorem 7.4 applied to A = B and Pn = χEn with En = {( 1k+2 , 1k+1 ) ; k ∈ {0, . . . , n}}. Note
that Assumptions in Theorem are easily checked. Moreover, with the boundary system for uniformly
positive edge lengths it is easy to see that An is maximal dissipative. Hence, B generates a contraction
semi-group as expected.
We conclude this article by pointing out that the previous example suggests how more complicated
examples with arbitrarily small edges can be constructed: Given a graph Γ1 where maximal dissipative
extensions are already characterized by boundary conditions, and an arbitrary countably infinite graph
Γ2, the method of Example 8.5 allows to treat the new graph that arises by assigning to each vertex
of Γ2 a copy of Γ1 but with all edges of Γ1 being scaled down such that the overall edge lengths
accumulate zero. We illustrate the latter idea with the following two pictures.
Γ1
1
2Γ1
1
4Γ1
1
8Γ1
· · ·
In the first picture Γ1 is the 2-dimensional cube and in the second one the line with three vertices.
The graph Γ2 is in both cases a line graph which is infinite in one direction with uniform edge lengths.
Γ1
1
2Γ1
1
3Γ1
1
4Γ1
· · ·
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