Introduction
In [2] the sufficient conditions for solvability of the problem in the class of smooth bounded functions were obtained. A problem similar to the one-dimensional Burgers-type equation was considered in [3] , where the question of the existence of solutions was also investigated.
In this paper we prove the uniqueness of the classical solution in the class of sufficiently smooth bounded functions and formulate the theorem of uniqueness. Also we study the continuous dependence of the solution on the right-hand side and the initial conditions and formulate the corresponding theorem.
Statement of the problem
In the space E 1 of variables x choose r different points α k , k = 1, r. In the strip G [0,T ] = = {(t, x)|0 t T, x ∈ E 1 } consider the Cauchy problem for the system of loaded non-classical parabolic equations u t (t, x) = a 1 (t)u xx (t, x) + b 1 (t)u x (t, x) + f 1 (t, x, u, v, φ u (t), φ v (t)), v t (t, x) = a 2 (t)v xx (t, x) + b 2 (t)v x (t, x) + f 2 (t, x, u, v, φ u (t), φ v (t)),
here the components of vector-functions 
Uniqueness of solution
In [4] the sufficient conditions for the existence of solutions of the problem (1) and (2) 4, and with this p satisfies the conditions of the existence theorem [4] . In view of this theorem a classical solution u
) of the problem (1), (2) exists. We prove that this solution is unique. Suppose that there is a pair of functions
, along with the functions u 1 (t, x), v 1 (t, x), which is a solution of the system of equations. Then
Suppose that the functions a 1 (t), a 2 (t), 1 , respectively and have all continuous derivatives occurring in the following relation and satisfying it
Functions f 1 and f 2 are real-valued, defined and continuous for any values of their arguments.
these functions as functions of the variables (t, x) ∈ G [0,t1] are continuous and have continuous derivatives occurring in the relation
where the constant C(u, v) depends on the functions u(t, x), v(t, x).
is a solution of the system of equations
, the following relations hold:
Condition 2. The functions
k,s , where k = 1, r, s = 0, p 1 are known and sufficiently smooth, depend on t, x, u
and have all continuous derivatives occurring in the following relation and satisfying it:
C is a constant independent of U (t, x), V (t, x) and their derivatives. 
Proof. Represent the system of equations (4) in the following form
) .
Introduce the non-negative, non-decreasing on [0,
By the maximum principle, for
Apply sup
to the both sides of these inequalities, due to the fact that the functions m
. . , p 1 , 0 t t * are nonnegative, we obtain:
We differentiate the equations j times wrt
In view of the maximum principle, we obtain the similar estimates:
Then we add these inequalities and get
Similarly, because C does not depend on θ for t ∈ [θ, 2θ] we obtain that
After the finite number of steps, we obtain
Hence it follows that
Therefore, the solutions coincide in the whole domain
. The uniqueness theorem is proved.
Consider the example of an inverse problem for a system of parabolic equations for which the existence of the solution was investigated in [5] .
Example. In the strip
x ∈ E 1 } we consider the problem of finding real-valued functions U (t, x), V (t, x), g i (t), i = 1, 2, satisfying the system of equations
the initial conditions
The solution satisfies the overdetermination condition
where
, i, j = 1, 2 are given real-valued functions. Let the consistency conditions be fulfilled
Let the following condition hold
All input data are real-valued, sufficiently smooth and bounded functions with their derivatives in
The problem (12), (13) is reduced to the auxiliary direct problem
) ,
are a solution of the problem
Check the conditions of the Theorem
are known, sufficiently smooth and bounded functions. Conditions 1, 2 of the Theorem of uniqueness of the solution are fulfilled. Hence, the solution of the problem (12), (13) is unique.
Continuous dependence of the solution on the initial data
In the space E 1 of variables x choose r different points α k , k = 1, r. Consider the Cauchy problem for the system of loaded non-classical parabolic equations
We choose and fix p max{p 1 , 2} 2. Suppose that the functions a i (t), 1 , respectively and have all continuous derivatives occurring in the following relation and satisfying it
Constants C are different and independent of the splitting parameter τ ,
and their derivatives here and below.
The functions
where k = 1, r, s = 0, p 1 , are known, sufficiently smooth and have all continuous derivatives occurring in the following relation and satisfying it:
Introduce the notation, where k = 0, 1, . . . , p + 2
We use the method of weak approximation. The system of equations (15) is split into three fractional steps on differential level and time shift by τ 3 in the traces of unknown functions
On the first fractional step t ∈ ( 0,
we use the maximum principle, with the notation (21). We obtain the following estimates
At the second and third fractional steps, differentiating with respect to x from 0 up to order p + 2 including, then integrating over the time variable and using the time shift in unknown functions, taking into account the notation (20), we obtain: -on the second fractional step t ∈ ( τ 3 ,
-on the third fractional step t ∈
Considering inequalities (25), (26) and (27) with the notation (20) on the zero whole step we get
.
These estimates guarantee the fulfilment of the conditions of the Arzela Compactness Theorem. By this theorem, some subsequences (22)- (24) of the split problem converge together with all relevant derivatives with respect to x up to order p to the functions u(t, x), v(t, x) respectively, that according to the theorem of convergence of the weak approximation method is the solution to (1)- (2) . Using this notation (19) we get
) . 
Theorem (continuous dependence of the solution on the initial data
For the system of equations (1), (2) 
Introduce the notation u(t, x) . Subtracting the second system of equations from the first one we get the following
, where
By Conditions 1 and (18) we obtain
For the resulting problem using the Theorem (continuous dependence of the solution on the initial data), we get ) .
Example. In the strip Π . This is not difficult to prove, by analogy with reasoning in the article [1] .
For the system of equations (28) Introduce the notation U (t, x) = u 1 (t, x) − u 2 (t, x), V (t, x) = v 1 (t, x) − v 2 (t, x), Q(t) = = g 1 (t) − g 2 (t). Subtracting the second system of equations from the first one we get Having reduced it to the auxiliary direct problem, we get the following Q(t) = −V xx (t, 0) − b 21 (t)U (t, 0) − g 1 (t) ( m
