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Haoran Wang
Abstract
We study the geometry and the cohomology of the tamely ramified cover of Drinfeld’s p-adic
symmetric space over a p-adic field K. For this tame level, we prove, in a purely local way, most
of a conjecture of Harris on the form of the ℓ-adic cohomologies, as well as the torsion freeness of
the integral cohomology. In this paper, we also compute the ℓ-adic cohomology of Coxeter Deligne-
Lusztig variety associated to GLd, and some results of independent interest on the coefficient systems
over the Bruhat-Tits building associated to GLd(K) have been established.
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1 Introduction
Soit K un corps local de caracte´ristique re´siduelle p, d’anneau des entiers O et de corps re´siduel
Fq. Pour d > 2, Drinfeld a introduit dans [Dri74] son fameux “espace syme´trique p-adique” Ωd−1
(Pd−1K prive´ des hyperplans K-rationnels), et il a trouve´ que Ω
d−1 posse`de un syste`me projectif de
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reveˆtements e´tales des espaces rigide-analytiques au sens de Raynaud-Berkovich {Σn} (on l’appelle
la tour de Drinfeld).
La cohomologie de la tour de Drinfeld est lie´e a` la correspondance de Langlands locale. Elle a
e´te´ conjecturalememnt de´crite par Harris dans un travail non publie´ base´ sur le calcul de Schneider-
Stuhler dans [SS91] et son article [Har97]. Cette conjecture est maintenant connue, de manie`re
indirecte, en combinant le the´ore`me de Faltings-Fargues qui permet de passer a` la tour de Lubin-Tate,
et le travail de Boyer [Boy09] qui de´crit la cohomologie de la tour de Lubin-Tate par une approche
de nature globale. En conside´rant le complexe de cohomologie de la tour de Drinfeld comme un objet
de la cate´gorie de´rive´e des repre´sentations lisses, Dat [Dat07] en a tire´ un raffinement spectaculaire :
ce complexe de cohomologie re´alise a` la fois la partie elliptique de la correspondance de Langlands
locale et une forme de la correspondance de Jacquet-Langlands locale.
Cet article fait suit a` [Wan14]. On e´tudie, de manie`re purement locale, la partie non-supercuspidale
de la cohomologie ℓ-adique ainsi que la cohomologie a` coefficients entiers du niveau mode´re´ Σ1 de la
tour ou plutoˆt d’une variante MDr,1/̟
Z qui est en fait une re´union de d copies de Σ1.
Soient WK le groupe de Weil de K et D l’alge`bre a` division centrale d’invariant 1/d sur K. La
cohomologie de MDr,1/̟
Z est munie d’une action des trois groupes GLd(K), WK et D
×. Pour la
de´crire, on rappelle que si ρ est une repre´sentation irre´ductible de D×, alors la correspondance de
Jacquet-Langlands lui associe une repre´sentation JL(ρ) de GLd(K). De plus, la correspondante de
Langlands semi-simplifie´e L(JL(ρ))ss est de la forme σρ ⊕ σρ(−1)⊕ · · · ⊕ σρ(1− e) pour un diviseur
e de d. On appelle alors “repre´sentation elliptique de type ρ” toute repre´sentation irre´ductible π
de GLd(K) telle que L(π)
ss = L(JL(ρ))ss. Ces repre´sentations sont parame´tre´es I 7→ πIρ par les
sous-ensembles de {1, . . . , e}, cf. [Dat07].
Notre re´sultat est le suivant :
The´ore`me A. ((3.2.2) (3.2.3) (3.3.6) (3.5.3) (3.5.5) (3.5.6))
(a) Pour tout q ∈ N, le Zℓ-module Hqc (MDr,1/̟
Z,Zℓ) est admissible en tant que GLd(K)-module ; il
est sans-torsion et non-divisible.
(b) Soit ρ une repre´sentation irre´ductible de niveau ze´ro de D× de caracte`re central trivial. Alors,
HomD×
(
ρ,Hd−1+ic (MDr,1/̟
Z,Qℓ)
)
∼=
{
πIiρ ⊗ σρ(−i), si i ∈ {0, . . . , e− 1} ;
0, sinon,
ou` Ii = {1, . . . , i} ou {e− i, . . . , e− 1}.
Remarque.– (i) On a e´tudie´ la partie supercuspidale de la cohomologie ℓ-adique dans [Wan14].
(ii) Graˆce a` la me´thode globale (Boyer [Boy09] et Faltings-Fargues [Far08]), on sait que Ii =
{1, . . . , i}.
(iii) Boyer [Boy13] a re´cemment annonce´ une preuve de l’absence de torsion dans la cohomologie
entie`re de la tour de Lubin-Tate.
Notre me´thode repose sur l’existence d’une suite spectrale associe´e a` certain recouvrement ouvert
de Σ1. Ceci nous permet de calculer la cohomologie H
q
c (Σ1,Λ) (Λ = Zℓ ou Qℓ) via un syste`me de
coefficients sur l’immeuble de Bruhat-Tits BT associe´ a` G := GLd(K). Plus pre´cise´ment, rappelons
qu’il existe une application τ de Ωd−1 vers la re´alisation ge´ome´trique |BT | de BT . En prenant la
composition avec la transition p : Σ1 → Ω
d−1, on obtient un morphisme G◦-e´quivariant ν : Σ1 −→
|BT |, ou`G◦ := {g ∈ G | det(g) ∈ O×}. Conside´rons alors le recouvrement admissible {ν−1(|σ|∗)}σ∈BT
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de Σ1, ou` |σ|
∗ est la re´union de toutes les |σ′| de la re´alisation ge´ome´trique de σ′ avec σ′ contenant
σ.
Fait.– Notons BTk l’ensemble des simplexes de dimension k. Le complexe de Ceˇch associe´ au
recouvrement ci-dessus nous fournit une suite spectrale G◦-e´quivariante
(1.0.1) Epq1 =
⊕
σ∈BT−p
Hqc (ν
−1(|σ|∗),Λ) =⇒ Hp+qc (Σ1,Λ),
1
dont la diffe´rentielle dpq1 est celle du complexe de chaˆınes du syste`me de coefficients σ 7→ H
q
c (ν
−1(|σ|∗),Λ).
On renvoie les lecteurs a` 2.1 pour la notion de syste`me de coefficients.
Dans [Wan14], nous avons calcule´ les Hqc (ν
−1(|s|∗),Λ) pour les sommets s ∈ BT ainsi que les
Hqc (ν
−1(|σ|∗),Λ) en terme de Hqc (ν
−1(|s|∗),Λ) avec σ contenant s (voir les rappels dans (3.1.5)).
En particulier, on a montre´ que le syste`me de coefficients σ 7→ Vσ := H
q
c (ν
−1(|σ|∗),Λ) satisfait la
proprie´te´ suivante : si σ est un simplexe contenant un sommet s, alors le morphisme Vσ → Vs induit
un isomorphisme Vσ ∼= V
G+σ
s , ou` G
+
σ de´signe le pro-p-radical du fixateur de σ.
Nous e´tudions les syste`mes de coefficients ayant la proprie´te´ sus-mentionne´e dans la section 2.
Nous de´montrons le re´sultat suivant qui implique entre autres la de´ge´ne´rescence en E1 de la suite
spectrale 1.0.1.
The´ore`me B. (The´ore`me (2.1.9)) Soit {Vσ} un syste`me de coefficients tel que le morphisme ϕ
σ
s :
Vσ → Vs induit un isomorphisme Vσ
∼
−→ V G
+
σ
s . Alors, le complexe de chaˆınes C∗(BT , {Vσ}) associe´ a`
{Vσ} est acyclique sauf en degre´ ze´ro, donc il induit une re´solution de H0(C∗(BT , {Vσ})). De plus,
Vσ est isomorphe a` H0(C∗(BT , {Vσ}))
G+σ canoniquement.
En fait, on de´montre ce re´sultat dans un cadre un peu plus ge´ne´ral, pour les syste`mes de coeffi-
cients associe´s a` un syste`me d’idempotents (es)s∈BT0 dans le langage de Meyer et Solleveld [MS10].
De´crivons brie`vement le contenu des diffe´rentes parties. Au paragraphe 2.1, apre`s quelques rappels
sur les syste`mes de coefficients, on pre´cise dans quel cadre on utilise le langage de [MS10]. Ensuite, on
de´montre le the´ore`me B dans les paragraphes 2.2 - 2.4. Le the´ore`me A est obtenu dans la section 3.
Au paragraphe 3.1, on fait un rappel sur les re´sultats ge´ome´triques obtenus dans [Wan14]. Ensuite,
on donne l’admissibilite´ et l’absence de torsion pour les coefficients entiers. Celles-ci de´coulent des
re´sultats connus [BR06] sur les varie´te´s de Deligne-Lusztig. Aux paragraphes 3.3 et 3.4, on fait des
rappels et des comple´ments sur les repre´sentations elliptiques de groupes finis et de groupes p-adiques,
et on calcul la cohomologie de varie´te´ de Deligne-Lusztig Coxeter associe´e a` GLd. On e´tudie la partie
non-supercuspidale de la cohomologie ℓ-adique deMDr,1/̟
Z dans 3.5. Les ingre´dients cruciales sont
le foncteur de l’induction ≪ tordue ≫ de Lusztig et la version explicite de la correspondance de
Jacquet-Langlands de´crite par Bushnell et Henniart [BH11] .
Remerciements : Je remercie profonde´ment mon directeur de the`se Jean-Franc¸ois Dat tant
pour son aide ge´ne´reuse que pour ses constants encouragements. Je tiens a` exprimer ma gratitude a`
Ce´dric Bonnafe´ pour re´pondre a` mes questions. Une partie de cet article a e´te´ accomplie lorsque je
visitais Institute for Mathematical Sciences, National University of Singapore en 2013. Je le remercie
pour l’excellente condition de travail.
1. On triche un peu ici ; il faut conside´rer l’orientation de σ.
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2 Syste`mes de coefficients sur l’immeuble de Bruhat-Tits
Soit K une extension finie de Qp d’anneau des entiers O. Notre but de cette section est de montrer
le the´ore`me B dans l’introduction. Pour les de´finitions et les proprie´te´s fondamentaux de l’immeuble
de Bruhat-Tits semi-simple BT associe´ a` G := GLd(K) (d > 2), on renvoie les lecteurs a` [Far07]
annexe A. On s’inte´resse a` la cate´gorie des R[G]-modules lisses a` gauche, ou` R est une alge`bre sur
Z[1
p
] (cf. [Vig97]).
2.1 Rappels et comple´ments sur les syste`mes de coefficients
(2.1.1) Rappelons que BT est un complexe simplicial partiellement ordonne´ de sorte que τ < σ
si τ est une facette de σ. Un simplexe de dimension 0 est appele´ un sommet, et un simplexe de
dimension maximale est appele´ une chambre. On sait que l’ensemble des sommets de BT s’identifie a`
l’ensemble des classes d’homothe´tie de O-re´seaux dans l’espace vectoriel Kd (un O-reseau de Kd est
un sous-O-module M de Kd tel que M ⊗OK ∼= K
d). Un ensemble de simplexes σ1, . . . , σk est appele´
adjacent s’il existe un simplexe σ tel que σi < σ ∀i ∈ {1, . . . , k}. Si σ et τ deux simplexes adjacents,
on notera [σ, τ ] le plus petit simplexe contenant σ∪ τ. Pour un sous complexe Σ de BT , on de´signera
Σ◦ l’ensemble des sommets de Σ. L’action de G sur BT se factorise par PGLd(K). Soient τ, σ deux
simplexes, notons H(σ, τ) l’enclos de τ et σ : l’intersection de tous les appartements contenant σ∪ τ.
Pour un simplexe σ ∈ BT , notons Gσ son fixateur sous l’action de G, i.e.
Gσ = {g ∈ G | gx = x pour tout sommet x de σ}.
Il admet un unique pro-p-sous-groupe distingue´ maximal, appele´ son pro-p-radical et note´ G+σ . Plus
ge´ne´ralement, fixons un entier r > 1 et conside´rons
U (r) := {g ∈ G | g ≡ 1 (mod ̟r)}
le sous-groupe congruence principal de niveau r dans G. Pour tout sommet x de BT , on peut
conside´rer le sous-groupe de G+x
U (r)x := gU
(r)g−1, si x = g([Od]) avec g ∈ G.
Pour un simplexe quelconque σ ∈ BT , on peut conside´rer le groupe (cf. [SS93])
U (r)σ := le sous-groupe de G engendre´ par U
(r)
x , avec x ∈ σ.
Schneider et Stuhler ont de´montre´ que lorsque r = 1, U
(1)
σ = G+σ , ∀σ ∈ BT (cf. [SS91, §6 Lemme 2]).
(2.1.2) De´finition.– (1) Un syste`me de coefficients Γ sur BT a` valeurs dans la cate´gorie des
R-modules est un foncteur contravariant de la cate´gorie (BT , <) vers la cate´gorie de R-modules.
Concre`tement, c’est la donne´e des R-modules (Vσ)σ∈BT et des R-morphismes ϕ
σ
τ : Vσ −→ Vτ si
τ < σ, soumis aux conditions : ϕσσ = IdVσ et ϕ
τ
ω ◦ ϕ
σ
τ = ϕ
σ
ω si ω < τ < σ.
(2) Un syste`me de coefficients G-e´quivariant est un syste`me de coefficients Γ muni des isomor-
phismes αg : Vσ
∼
−→ Vg·σ, ∀g ∈ G, σ ∈ BT compatibles avec les ϕ
σ
τ , et α1 = Id, αg ◦ αh = αgh.
(3) Un syste`me de coefficients G-e´quivariant est dit de niveau 0, si pour tout sommet x de BT
et tout simplexe σ contenant x, le morphisme ϕσx : Vσ → Vx induit un isomorphisme Vσ
∼
−→ V G
+
σ
x .
On note Coef0(G,R) la cate´gorie abe´lienne des syste`mes de coefficients G-e´quivariants de niveau 0,
dont les morphismes sont des morphismes G-e´quivariants de syste`mes de coefficients.
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Remarque.– On peut conside´rer les syste`mes de coefficients G◦-e´quivariants de niveau 0, ou`
G◦ = Ker(valK ◦ det : GLd(K) → K
×), car pour tout σ ∈ BT , G+σ ⊂ G
◦. Ce sont les syste`mes de
coefficients satisfaisant la condition (2) de (2.1.2) pour tout g ∈ G◦ et la condition (3). Le syste`me
de coefficients σ 7→ Hqc (ν
−1(|σ|∗),Λ) que nous allons conside´rer dans §3 est un syste`me de coefficients
G◦-e´quivariant de niveau 0.
Exemple.– L’exemple essentiel de syste`me de coefficients de R-modules introduit par Schneider
et Stuhler est le suivant : partant alors d’un RG-module lisse V, on de´finit un syste`me de coefficients
a` valeurs dans la cate´gorie des R-modules :
– σ 7→ V U
(r)
σ .
– (τ < σ) 7→ (V U
(r)
σ →֒ V U
(r)
τ ) dont l’existence est assure´e par l’inclusion U
(r)
τ ⊂ U
(r)
σ .
Bien suˆr, le syste`me de coefficients ainsi obtenu est G-e´quivariant.
(2.1.3) Plus ge´ne´ralement, on peut conside´rer la cate´gorie abe´lienne des syste`mes de coefficients
associe´s a` un syste`me d’idempotents e = (eσ)σ∈BT satisfaisant les conditions de [MS10, Def. 2.1].
Plus pre´cise´ment, pour chaque sommet x ∈ BT , ex est un idempotent dans l’alge`bre de Hecke
H(Gx, R) →֒ H(G,R). On conside`re l’ensemble des syste`mes d’idempotents e = (ex)x∈BT ◦ satisfaisant
les trois proprie´te´s suivantes :
– (a) ex et ey commutent pour deux sommets adjacents x, y.
– (b) Soient x, y, z trois sommets avec z ∈ H(x, y) et z, x adjacents, on a exezey = exey.
– (c) egx = gexg
−1, ∀g ∈ G, x ∈ BT ◦.
Pour un simplexe σ ∈ BT , notons
eσ :=
∏
x∈BT ◦
x∈σ
ex
qui est un idempotent dans H(G,R) bien de´fini d’apre`s (a). Pour la suite, on demande de plus que
le syste`me d’idempotents satisfait une condition supple´mentaire :
– (d) Pour tout sommet x et tout simplexe σ contenant x, eσ ∈ H(Gx, R).
Remarque.– (i) Soient e = (eσ)σ∈BT un syste`me d’idempotents satisfaisant les conditions (a)-(c)
de (2.1.3), et V un RG-module lisse. Alors, le foncteur σ 7→ eσ(V ) de´finit un syste`me de coefficients
G-e´quivariant (cf. [MS10]).
(ii) Notons e
U
(r)
σ
:=
χ
U
(r)
σ
µ(U
(r)
σ )
l’idempotent associe´ au sous-groupe compact ouvert U
(r)
σ . Le syste`me
d’idempotents (e
U
(r)
σ
)σ∈BT satisfait les conditions (a)-(d), voir [MS10, Section 2.2].
(iii) Supposons que l’on se donne un syste`me d’idempotents (eσ)σ∈BT satisfaisant les conditions
(a)-(c). S’il existe un entier r > 1 tel que pour tout sommet x et tout simplexe σ contenant x, on ait
eσ = eU (r)σ ex,
alors (eσ)σ∈BT satisfait la condition (d).
(2.1.4) De´finition.– Soit e = (eσ)σ∈BT un syste`me d’idempotents satisfaisant les conditions
(a)-(d) de (2.1.3). Un e-syste`me de coefficients est un syste`me de coefficients tel que pour tout
x ∈ BT ◦ et tout simplexe σ contenant x, le morphisme ϕσx : Vσ → Vx induit un isomorphisme Vσ
∼
−→
eσ(Vx). Notons que la condition (d) assure que eσ ∈ H(Gx, R) agit sur Vx. On a comme pre´ce´demment
une notion de e-syste`me de coefficients G-e´quivariant, et on note Coefe(G,R) la cate´gorie abe´lienne de
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e-syste`mes de coefficients G-e´quivariants, dont les morphismes sont des morphismes G-e´quivariants
de syste`mes de coefficients.
(2.1.5) Pour former le complexe de chaˆıne cellulaire associe´ a` un sous complexe Σ, on munit
chaque simplexe σ d’une orientation (cf. [MS10, (1.1.2)]) qui induit une orientation sur chaque sous
facette de σ. On de´finit
ετσ :=

1, si τ < σ et l’orientation sur τ co¨ıncide avec celle induite par σ ;
−1, si τ < σ et l’orientation sur τ est oppose´e a` celle induite par σ ;
0, si τ n’est pas une facette de σ.
Soient Γ = (Vσ, ϕ
σ
τ ) un syste`me de coefficients et Σ un sous complexe de BT , on les associe un
complexe de chaˆınes sur Σ a` coefficients Γ :
(2.1.6) C∗(Σ,Γ) := C
or
c (Σd−1,Γ)
∂
−→ · · ·
∂
−→ Corc (Σ0,Γ)
ou` Corc (Σq,Γ) :=
⊕
σ∈Σ, dimσ=q Vσ, et la diffe´rentielle est donne´e par
∂
(
(vσ)σ∈Σ
)
τ
:=
∑
τ∈Σ
ετσϕ
σ
τ (vσ).
Nous noterons H∗(Σ,Γ) les objets d’homologie du complexe C∗(Σ,Γ). Notons que G agit sur les
facettes oriente´es de BTq de sorte que si Γ est un syste`me de coefficients G-e´quivariant, alors pour
tout q > 0, Corc (BTq,Γ) posse`de une action de G.
(2.1.7) Soit e = (eσ)σ∈BT un syste`me d’idempotents satisfaisant les conditions (a)-(c) de (2.1.3).
Notons Repe(G,R) la cate´gorie de H(G,R)-modules non-de´ge´ne´re´s V tels que
V =
∑
x∈BT ◦
ex(V ).
Graˆce a` [MS10, Thm. 3.1], Repe(G,R) est une sous-cate´gorie de Serre de la cate´gorie de R[G]-modules
lisses. Lorsque e = (e
U
(r)
σ
)σ∈BT , on dit que c’est la cate´gorie de R[G]-modules lisses de niveau r, note´e
par Repr(G,R). Rappelons le the´ore`me principal de [MS10] :
(2.1.8) The´ore`me.– ([MS10, Thm. 2.4]) Sous ces hypothe`ses, soient V un R-module tel que
eσ ∈ End(V ) ∀σ ∈ BT , et Γ(V ) le syste`me de coefficients (σ 7→ eσ(V )) associe´ a` V. Alors le
complexe de chaˆınes
Corc (BTd−1, V )
∂
−→ · · ·
∂
−→ Corc (BT0, V ) −→V −→ 0
(vx)x∈BT ◦ 7−→
∑
x∈BT ◦
vx
est une re´solution de V.
Remarque.– (i) Lorsque e = (e
U
(r)
σ
)σ∈BT et V ∈ Repr(G,R), ce the´ore`me est de´montre´ par
Schneider et Stuhler [SS93].
(ii) Ce the´ore`me est valable pour tout groupe re´ductif p-adique, cf. [SS97], [MS10].
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Notre but est de de´montrer le re´sultat suivant :
(2.1.9) The´ore`me.– Soient e = (eσ)σ∈BT un syste`me d’idempotents satisfaisant les conditions
(a)-(d) de (2.1.3), et Γ un e-syste`me de coefficients sur BT . Alors,
(a) en posant Σ = BT , le complexe de chaˆınes 2.1.6 est exact sauf en degre´ 0, i.e. c’est une re´solution
de H0(BT ,Γ).
(b) Γ est isomorphe au syste`me de coefficients (σ 7→ eσ(H0(BT ,Γ))).
Si l’on conside`re la cate´gorie des e-syste`mes de coefficients G-e´quivariants, on a le corollaire
suivant :
(2.1.10) Corollaire.– Soit e = (eσ)σ∈BT un syste`me d’idempotents satisfaisant les conditions
(a)-(d) de (2.1.3), le foncteur
Repe(G,R) −→ Coefe(G,R)
V 7−→ Γ(V )
admet un quasi-inverse Γ 7→ H0(BT ,Γ), donc induit une e´quivalence de cate´gories.
Preuve : Si Γ est un syste`me de coefficient G-e´quivariant, on sait que H0(BT ,Γ) est muni
une action de G. Graˆce au (b) du the´ore`me pre´ce´dent, on sait que le foncteur V 7→ Γ(V ) est
essentiellement surjectif. Donc il suffit de montrer que le foncteur est pleinement fide`le. Soient V,W ∈
Repe(G,R), Γ induit un morphisme
Γ : HomRG(V,W ) −→ HomCoefe(Γ(V ),Γ(W ))
f 7−→ (fσ = f |eσ(V ) : Vσ →Wσ).
Soit f ∈ HomRG(V,W ) tel que Γ(f) = 0. Alors, ∀x ∈ BT
◦, f |ex(V ) = fx = 0. Par hypothe`se que
V ∈ Repe(G,R), donc V =
∑
x∈BT ◦ ex(V ). On en de´duit que f = 0. Ceci de´montre l’injectivite´ de
Γ. Pour la surjectivite´, soit (gσ)σ∈BT ∈ HomCoefe(Γ(V ),Γ(W )), il induit un morphisme de complexes
g : C∗(BT ,Γ(V )) −→ C∗(BT ,Γ(W )).
D’apre`s le the´ore`me (2.1.8), le complexe
C∗(BT ,Γ(V ))→ V → 0 (resp. C∗(BT ,Γ(W ))→W → 0)
est une re´solution de V (resp. W ). Donc H0(g) induit un morphisme de RG-modules
H0(g) : V −→W.
Par de´finition, pour tout sommet x ∈ BT , on a H0(g)|ex(V ) = gx. Donc pour tout simplexe σ
contenant x, on a
H0(g)|eσ(V ) = (H0(g)|ex(V ))|eσ(V ) = gx|eσ(V ) = gσ.
Ceci de´montre la surjectivite´. 
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2.2 Les applications locales
De´sormais, on utilisera les alphabets latins x, y, z . . . pour des sommets de BT , et les alphabets
grecs σ, τ, ω, . . . pour des simplexes quelconques.
(2.2.1) Pour un e-syste`me de coefficients Γ = (Vσ)σ∈BT , on identifie Vσ et eσ(Vx) via le morphisme
canonique ϕσx lorsque x ∈ σ. Pour deux simplexes τ < σ, Vσ = eσ(Vτ ), notons alors p
τ
σ le projecteur
Vτ ։ eσ(Vτ ) = Vσ. Nous allons de´finir une famille d’applications ε
σ
x : Vσ → Vx (x n’est pas force´ment
contenu dans σ) telle que ∀τ < σ, l’application εσx se factorise par ε
τ
x, i.e. le diagramme suivant soit
commutatif :
Vσ
εσx //
 _
ϕστ

Vx
Vτ
ετx
>>
⑥
⑥
⑥
⑥
⑥
⑥
⑥
Tout d’abord, soient x, σ adjacents, on de´finit l’application εσx par la compose´e :
εσx : Vσ
pσ[x,σ]
−→ V[x,σ] = e[x,σ](Vx) →֒ Vx
En particulier, si x ∈ σ, εσx est l’inclusion Vσ = eσ(Vx) →֒ Vx induite par ϕ
σ
x. On peut aussi de´finir un
idempotent ε˜σx ∈ End(Vσ) :
ε˜σx : Vσ
pσ[x,σ]
−→ V[x,σ] = e[x,σ](Vσ) →֒ Vσ.
(2.2.2) Lemme.– Soit y un autre sommet tel que x, y, σ soient adjacents, alors ε˜σy ◦ ε˜
σ
x = ε˜
σ
x ◦ ε˜
σ
y .
Preuve : L’application ε˜σy ◦ ε˜
σ
x est la compose´e
Vσ ։ e[y,σ](e[x,σ](Vσ)) →֒ Vσ
et l’application ε˜σx ◦ ε˜
σ
y est la compose´e
Vσ ։ e[x,σ](e[y,σ](Vσ)) →֒ Vσ.
Graˆce a` l’hypothe`se de (eσ)σ∈BT , on a e[x,σ]e[y,σ] = e[y,σ]e[x,σ], d’ou` l’e´nonce´ du lemme. 
Soit maintenant y un sommet quelconque. On peut choisir un appartement A contenant x et y,
et une chambre de Weyl ferme´e 2 C telle que y ∈ x+ C.
(2.2.3) Lemme.– L’enclos H(x, y) est e´gal a` (x+ C) ∩ (y − C).
Preuve : Rappelons que H(x, y) est l’intersection de tous les appartements contenant x, y. Il
est aussi e´gal a` la re´alisation ge´ome´trique de l’enveloppe convexe simpliciale de {x, y}, cf. [Far07,
Annexe A. Prop. 29]. D’abord on sait que les ensembles x+C et y−C sont convexes, leur intersection
(x + C) ∩ (y − C) est e´galement convexe et contient x, y. Donc H(x, y) ⊂ (x + C) ∩ (y − C).
Re´ciproquement, il suffit de montrer que pour tout sommet z ∈ (x + C) ∩ (y − C), z est contenu
dans H(x, y).
2. C est la cloˆture d’une chambre de Weyl.
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Comme tout sommet de l’immeuble de Bruhat-Tits semi-simple associe´ a` GLd(K) est un point
spe´cial [BT72], on peut alors supposer que x est l’origine de la donne´e radicielle value´e, i.e. x est
repre´sentable par le re´seau [Od] de l’espace vectoriel Kd. Notons ∆ = {α1, . . . , αd−1} l’ensemble de
racines simples associe´es a` C, on a alors αi(x) = 0, ∀i ∈ {1, . . . , d − 1}. Par hypothe`se, on sait
que pour tout i ∈ {1, . . . , d − 1}, αi(y) > αi(z) > 0. Pour montrer que z ∈ H(x, y), il suffit de
montrer que pour toute racine affine α telle que α(x) > 0 et α(y) > 0, on a α(z) > 0. E´crivons
α =
∑
λiαi + n ou` n ∈ Z et les λi sont tous positifs ou tous ne´gatifs. Notons d’abord que n > 0,
car α(x) > 0 et αi(x) = 0. Si λi > 0, on a α(z) =
∑
λiαi(z) + n > 0. Si λi 6 0, alors puisque
α(y) =
∑
λiαi(y) + n > 0, on a aussi
α(z) =
∑
λiαi(z) + n =
∑
λiαi(y) + n +
∑
(−λi)(αi(y)− αi(z)) > 0.

(2.2.4) De´finition.– On dit qu’une suite finie de sommets diffe´rents (z0, z1, . . . , zm−1, zm) est un
chemin tendu de y vers x, si z0 = y, zm = x et zi−1, zi sont adjacents de sorte que zi ∈ H(x, zi−1) ∀i ∈
{1, . . . , m}.
(2.2.5) Lemme.– (a) Si (z0, z1, . . . , zm−1, zm) est un chemin tendu, alors (zm, zm−1, . . . , z0) l’est
aussi.
(b) L’entier m dans la de´finition ci-dessus ne de´pend pas du choix de chemin tendu. On l’appelle la
distance entre x et y, note´e par ρ(x, y).
(c) Soit (z0, z1, . . . , zm−1, zm) un chemin tendu, alors ∀0 6 k 6 m, (z0, . . . , zk) (resp. (zk, . . . , zm))
est un chemin tendu.
(d) Soient (z0, . . . , zk) et (zk, . . . , zm) deux chemins tendus et zk ∈ H(z0, zm), alors (z0, . . . , zk, . . . , zm)
est un chemin tendu.
Preuve : (a) Choisissons un appartement A contenant z0 et zm, et une chambre de Weyl ferme´e
C telle que z0 ∈ zm + C. Par de´finition, on a zi ∈ H(zi−1, zm) = (zm + C) ∩ (zi−1 − C) cf. (2.2.3).
Ceci entraˆıne que zi−1 ∈ H(z0, zi), car zi−1 ∈ z0−C. Autrement dit, (zm, zm−1, . . . , z0) est un chemin
tendu.
(b) Le choix d’un appartement A comme ci-dessus nous fournit un tore maximal de´ploye´ T dans G
tel que la re´alisation ge´ome´trique |A| de A s’identifie a` l’espace euclidean X∗(T )⊗R/(X∗(Z(G))⊗R),
ou` Z(G) de´signe le centre de G. On peut supposer que T s’identifie au sous-groupe de matrices dia-
gonales. On peut supposer de plus que les racines simples ∆ = {α1, . . . , αd−1} associe´es a` la chambre
de Weyl ferme´e C que l’on a choisie sont de la forme αi(t) = ti/ti+1, ou` t = diag(t1, . . . , td). Notons
{ω1, . . . , ωd−1} l’ensemble des copoids fondamentaux associe´s a` ∆, ou` ωi(a) = diag(a, . . . , a︸ ︷︷ ︸
i
, 1 . . . , 1), ∀a ∈
K×. Supposons de plus que le sommet x est l’origine de cet espace affineX∗(T )⊗R/(X∗(Z(G))⊗R) ∼=
Rd−1. Conside´rons les cocaracte`res λk : K× → T tels que (λk(a))ij = a si i = j = k et (λk(a))ij = 1
si i = j 6= k. Alors λ1, . . . , λd−1 induisent une base de |A| ∼= Rd−1, sous laquelle ωi s’identifie
au vecteur ωi := (1, . . . , 1︸ ︷︷ ︸
i
, 0, . . . , 0) ∈ Rd−1, et la chambre vectorielle x + C s’identifie au coˆne
R+ω1 + · · · + R+ωd−1 ⊂ Rd−1. Ainsi le sommet y s’identifie a` un point (a1, . . . , ad−1) ∈ Zd−1, ou`
a1 > · · · > ad−1 > 0, et la chambre vectorielle y−C s’identifie au coˆne (a1, . . . , ad−1) +R−ω1+ · · ·+
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R−ωd−1 ⊂ Rd−1. Un sommet z ∈ H(x, y) adjacent a` y s’identifie alors a` un point (b1, . . . , bd−1) ∈ Zd−1
satisfaisant b1 > · · · > bd−1 > 0 et 1 > a1 − b1 > · · · > ad−1 − bd−1 > 0. Donc on voit que le nombre
m est e´gal a` a1, inde´pendant du choix de chemin tendu.
(c) Par de´finition, on sait que (zk, zk+1, . . . , zm) est un chemin tendu. D’apre`s le lemme (2.2.3),
zk ∈ H(zk−1, zm) = (zm + C) ∩ (zk−1 − C), on a zk−1 ∈ zk + C. On en de´duit par re´currence que
zi ∈ zk + C, ∀0 6 i 6 k − 1. De plus, notons que zi ∈ H(zi−1, zm) = (zm + C) ∩ (zi−1 − C), on a
alors que zi ∈ zi−1 − C. Donc zi ∈ (zk + C) ∩ (zi−1 − C) = H(zi−1, zk), ∀0 6 i 6 k − 1. C’est-a`-dire
(z0, z1, . . . , zk) est un chemin tendu.
(d) Il s’agit de montrer que pour tout i ∈ {1, . . . , k}, zi ∈ H(zi−1, zm). Par hypothe`se, zk ∈
(zm +C)∩ (z0 −C), donc z0 ∈ zk +C. Pour chaque i, zi ∈ H(zi−1, zk) = (zk +C)∩ (zi−1 −C), donc
zi ∈ zk + C ⊂ zm + C. On en de´duit que zi ∈ (zi−1 − C) ∩ (zm + C) = H(zi−1, zm). 
La preuve du lemme pre´ce´dent donne e´galement l’existence d’un chemin tendu de y vers x, on
de´finit alors εyx comme une composition de ε
zi−1
zi :
εyx := ε
zm−1
x ◦ · · · ◦ ε
y
z1
.
(2.2.6) Proposition.– Cette de´finition ne de´pend pas du choix de chemin tendu.
Preuve : On de´montre cette proposition par re´currence sur m = ρ(x, y). Lorsque m = 1, on n’a
qu’un seul chemin tendu reliant x et y, l’e´nonce´ est trivial. Si m > 1, soit (z′0 = y, . . . , z
′
m = x) un
autre chemin tendu de y vers x. On peut supposer que z′i 6= zi ∀i ∈ {1, . . . , m − 1}. Sinon, il existe
un entier k ∈ {1, . . . , m− 1} tel que zk = z
′
k. Par le lemme (2.2.5) (c), le chemin (y = z0, z1, . . . , zk)
(resp. (y = z′0, z
′
1, . . . , z
′
k = zk)) est un chemin tendu de y vers zk, et le chemin (zk, zk+1, . . . , zm = x)
(resp. (zk = z
′
k, z
′
k+1, . . . , z
′
m = x)) est un chemin tendu de y vers zk. Par re´currence, on a
εzm−1x ◦ · · · ◦ ε
zk
zk+1
= ε
z′m−1
x ◦ · · · ◦ ε
zk
z′k+1
et εzk−1zk ◦ · · · ◦ ε
y
z1 = ε
z′k−1
zk ◦ · · · ◦ ε
y
z′1
.
On en de´duit que
εzm−1x ◦ · · · ◦ ε
y
z1 = ε
zm−1
x ◦ · · · ◦ ε
zk
zk+1
◦ εzk−1zk ◦ · · · ◦ ε
y
z1
= ε
z′m−1
x ◦ · · · ◦ ε
zk
z′
k+1
◦ ε
z′
k−1
zk ◦ · · · ◦ ε
y
z′1
= ε
z′m−1
x ◦ · · · ◦ ε
y
z′1
.
Supposons maintenant que z′i 6= zi ∀i ∈ {1, . . . , m− 1}. D’apre`s [MS10, Lemme 2.9], y, z1, z
′
1 sont
adjacents. Si m = ρ(x, y) = 2, on a par la condition (b) dans (2.1.3) que exez1ey = exey = exez′1ey.
On sait alors que le morphisme εz1x ε
y
z1 est donne´ par la compose´e :
Vy
p
y
[y,z1]−→ V[y,z1] = e[y,z1](Vz1)
p
z1
[x,z1]−→ e[x,z1]e[y,z1](Vz1) = exe[z1,z′1]e[y,z1](Vz1) = exe[z1,z′1](V[y,z1,z′1])
→֒ exe[z1,z′1](V[z1,z′1]) = V[x,z1,z′1] →֒ Vx.
On voit qu’il s’identifie a` la compose´e :
Vy
p
y
[y,z1,z
′
1
]
−→ V[y,z1,z′1] →֒ V[z1,z′1]
p
[z1,z
′
1]
[z1,z
′
1
,x]
−→ V[x,z1,z′1] →֒ Vx.
De la meˆme manie`re, on sait que ceci s’identifie e´galement au morphisme ε
z′1
x ε
y
z′1
.
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Si m = ρ(x, y) > 3, graˆce au lemme qui suit, il existe un sommet z ∈ H(x, z1) ∩ H(x, z
′
1)
diffe´rent de x tel que z′1, z1 ∈ H(z, y). Posons un chemin tendu de z1 vers z (resp. z
′
1 vers z), alors
(y, z1, . . . , z) (resp. (y, z
′
1, . . . , z)) est un chemin tendu de y vers z, et (z1, . . . , z, x) (resp. (z
′
1, . . . , z, x))
est un chemin tendu de z1 (resp. z
′
1) vers x graˆce au lemme (2.2.5) (d). En utilisant l’hypothe`se de
re´currence, on a
εzm−1x ◦ · · · ◦ ε
y
z1
= εz1x ◦ ε
y
z1
= εzx ◦ ε
z1
z ◦ ε
y
z1
= εzx ◦ ε
y
z
= εzx ◦ ε
z′1
z ◦ ε
y
z′1
= εz
′
1
x ◦ ε
y
z′1
= ε
z′m−1
x ◦ · · · ◦ ε
y
z′1
.
On conclut par re´currence. 
(2.2.7) Lemme.– Soient x, y, z trois sommets tels que y, z adjacents et min{ρ(x, y), ρ(x, z)} > 2,
alors il existe un sommet w diffe´rent de x tel que w ∈ H(x, y) ∩H(x, z) et x, w soient adjacents.
Preuve : Choisissons un appartement A contenant x et [y, z], et une chambre de Weyl ferme´e
C tel que [y, z] ⊂ x + C. Identifions |A| a` l’espace affine Rd−1 et x au point d’origine comme dans
la preuve du lemme (2.2.5). Comme y, z sont adjacents, on peut supposer que y (resp. z) s’identifie
au point (a1, . . . , ad−1) ∈ Zd−1 (resp. (b1, . . . , bd−1) ∈ Zd−1) tel que a1 > · · · > ad−1 > 0 (resp.
b1 > · · · > bd−1 > 0) et |ai − bi| 6 1, ∀i. Notons r ∈ {1, . . . , d− 1} (resp. s ∈ {1, . . . , d− 1}) l’entier
tel que ar > 2 et ar+1 6 1 (resp. bs > 2 et bs+1 6 1). On peut alors prendre w ∈ A le sommet associe´
au point (1, . . . , 1︸ ︷︷ ︸
min{r,s}
, 0 . . . , 0) ∈ Rd−1. 
Le corollaire suivant est un analogue ≪ local ≫ de la condition (b) dans [MS10, Def. 2.1].
(2.2.8) Corollaire.– Soient x, y, z trois sommets tels que z ∈ H(x, y), alors εzx ◦ ε
y
z = ε
y
x.
Preuve : D’apre`s le lemme (2.2.5) (d), si l’on choisit un chemin tendu de y vers z, et un chemin
tendu de z vers x, alors le chemin compose´ est un chemin tendu de y vers x. L’e´nonce´ du corollaire
de´coule du fait que εyx ne de´pend pas du choix de chemin tendu, cf. (2.2.6). 
(2.2.9) Lemme.– Soient x, y, z trois sommets et y, z adjacents. Alors on a
(a) εyx ◦ ε
[y,z]
y = εzx ◦ ε
[y,z]
z .
(b) py[y,z] ◦ ε
x
y = p
z
[y,z] ◦ ε
x
z .
Preuve : On de´montre (a) par re´currence sur m = max{ρ(x, y), ρ(x, z)}. Lorsque m = 1, x, y, z
sont adjacents, on a par de´finition εyx ◦ ε
[y,z]
y = ε
[x,y,z]
x ◦ p
[y,z]
[x,y,z] = ε
z
x ◦ ε
[y,z]
z . Si m > 1, d’apre`s le lemme
(2.2.7), il existe un sommet w ∈ H(x, y)∩H(x, z) tel que ρ(w, y) = ρ(x, y)−1 et ρ(w, z) = ρ(x, z)−1.
Par re´currence, on a εyw ◦ ε
[y,z]
y = εzw ◦ ε
[y,z]
z . En vertu du corollaire pre´ce´dent, on obtient que
εyx ◦ ε
[y,z]
y = ε
w
x ◦ ε
y
w ◦ ε
[y,z]
y = ε
w
x ◦ ε
z
w ◦ ε
[y,z]
z = ε
z
x ◦ ε
[y,z]
z .
L’assertion (b) peut eˆtre de´montre´e de la meˆme manie`re, et on laisse le de´tail au lecteur. 
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(2.2.10) Maintenant, pour un simplexe quelconque σ, on de´finit l’application εσx de la manie`re
suivante : choisissons un sommet y ∈ σ et posons
εσx : Vσ
εσy
−→ Vy
εyx−→ Vx.
Lemme.– Cette de´finition ne de´pend pas du choix de y. En conse´quence, soient τ < σ deux
simplexes, on a εσx = ε
τ
x ◦ ϕ
σ
τ (voir (2.2.1)).
Preuve : Soit y′ un autre sommet de σ. D’apre`s le lemme (2.2.9) (a), on a
εyx ◦ ε
σ
y = ε
y
x ◦ ε
[y,y′]
y ◦ ϕ
σ
[y,y′] = ε
y′
x ◦ ε
[y,y′]
y′ ◦ ϕ
σ
[y,y′] = ε
y′
x ◦ ε
σ
y′ .

2.3 Les projecteurs uΣΣ′
Soient Σ un sous complexe fini convexe de BT , Γ = (Vσ)σ∈BT un e-syste`me de coefficients. Fixons
un sommet x ∈ Σ, et notons Vx := (σ 7→ Vx, ϕ
σ
x = IdVx) le syste`me de coefficients constant a` valeurs
dans Vx. Alors, les applications locales {ε
σ
x}σ∈Σ induisent un morphisme de syste`mes de coefficients,
et donc un morphisme de complexes
⊕σ∈Σε
σ
x : C∗(Σ,Γ) −→ C∗(Σ, Vx),
et un morphisme sur les homologies pΣx := H0(⊕ε
σ
x) : H0(Σ,Γ) → H0(Σ, Vx). Soit Σ
′ ⊂ Σ un sous
complexe fini convexe, notons
⊕σ∈Σ′ IdVσ : C∗(Σ
′,Γ) −→ C∗(Σ,Γ)
le morphisme des complexes de chaˆınes induit par {IdVσ}σ∈Σ′ , et
iΣΣ′ := H0(⊕ IdVσ) : H0(Σ
′,Γ)→ H0(Σ,Γ).
(2.3.1) Lemme.– On a H0(Σ, Vx) = Vx, et pour y ∈ Σ
◦ la compose´e de morphismes d’homologies
H0({y},Γ) = Vy
iΣy
−→ H0(Σ,Γ)
pΣx−→ H0(Σ, Vx) = Vx
s’identifie a` εyx. En particulier, p
Σ
x ◦ i
Σ
x = IdVx .
Preuve : Comme Σ est fini convexe donc contractile, le complexe de chaˆınes C∗(Σ, Vx) est une
re´solution de Vx. Par de´finition de p
Σ
x , on voit que p
Σ
x ◦ i
Σ
y = ε
y
x. Or, ε
x
x est l’identite´ sur Vx. On a
pΣx ◦ i
Σ
x = IdVx . 
Graˆce au lemme pre´ce´dent, Vx est un sous R-module de H0(Σ,Γ). Posons alors
eΣx : H0(Σ,Γ)
pΣx−→ Vx
iΣx−→ H0(Σ,Γ).
C’est un idempotent de H0(Σ,Γ) d’image i
Σ
x (Vx) (voir la proposition qui suit).
(2.3.2) Proposition.– Nous avons les proprie´te´s suivantes :
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(a) H0(Σ,Γ) =
∑
x∈Σ◦ i
Σ
x (Vx).
(b) eΣx ◦ e
Σ
x = e
Σ
x , i.e. e
Σ
x est un idempotent de H0(Σ,Γ).
(c) Si x, y ∈ Σ◦ sont adjacents, alors eΣx ◦ e
Σ
y = e
Σ
y ◦ e
Σ
x .
(d) Si x, y, z ∈ Σ◦, z ∈ H(x, y) et z, x sont adjacents, alors eΣx ◦ e
Σ
z ◦ e
Σ
y = e
Σ
x ◦ e
Σ
y .
Preuve : (a) et (b) sont claires. Pour (c) (resp. (d)) il suffit de montrer que ∀w ∈ Σ◦, eΣx ◦ e
Σ
y =
eΣy ◦ e
Σ
x (resp. e
Σ
x ◦ e
Σ
z ◦ e
Σ
y = e
Σ
x ◦ e
Σ
y ) sur i
Σ
w(Vw). (d) de´coule du corollaire (2.2.8). En effet, graˆce au
lemme pre´ce´dent, on a
eΣx ◦ e
Σ
z ◦ e
Σ
y ◦ i
Σ
w = i
Σ
x ◦ p
Σ
x ◦ i
Σ
z ◦ p
Σ
z ◦ i
Σ
y ◦ p
Σ
y ◦ i
Σ
w = i
Σ
x ◦ ε
z
x ◦ ε
y
z ◦ ε
w
y
et
eΣx ◦ e
Σ
y ◦ i
Σ
w = i
Σ
x ◦ p
Σ
x ◦ i
Σ
y ◦ p
Σ
y ◦ i
Σ
w = i
Σ
x ◦ ε
y
x ◦ ε
w
y .
En vertu du corollaire (2.2.8), on obtient l’e´galite´ eΣx ◦ e
Σ
z ◦ e
Σ
y ◦ i
Σ
w = e
Σ
x ◦ e
Σ
y ◦ i
Σ
w.
Pour (c), soit a un e´le´ment de Vw,
eΣx ◦ e
Σ
y ◦ i
Σ
w(a)− e
Σ
y ◦ e
Σ
x ◦ i
Σ
w(a) = i
Σ
x ◦ ε
y
x ◦ ε
w
y (a)− i
Σ
y ◦ ε
x
y ◦ ε
w
x (a).
Notons i′Σx : Vx → Vx ⊕ Vy ⊕
⊕
s∈Σ◦\{x,y} Vs (resp. i
′Σ
y : Vy → Vx ⊕ Vy ⊕
⊕
s∈Σ◦\{x,y} Vs) l’immersion
naturelle u 7→ (u, 0, 0 . . .) (resp. v 7→ (0, v, 0 . . .)). On a donc deux diagrammes commutatifs :
Vx
i′Σx //
iΣx $$❍
❍❍
❍❍
❍❍
❍❍
❍
⊕
s∈Σ◦ Vs

et Vy
i′Σy
//
iΣy $$❍
❍❍
❍❍
❍❍
❍❍
❍
⊕
s∈Σ◦ Vs

H0(Σ,Γ) H0(Σ,Γ)
Il s’agit alors de montrer que i′Σx ◦ ε
y
x ◦ ε
w
y (a) − i
′Σ
y ◦ ε
x
y ◦ ε
w
x (a) ∈ ∂(⊕σ∈Σ,dim σ=1Vσ). Conside´rons
l’e´le´ment b := py[x,y] ◦ ε
w
y (a) = p
x
[x,y] ◦ ε
w
x (a) ∈ V[x,y] (cf. Lemme (2.2.9) (b)). Par de´finition, on a donc
ϕ
[x,y]
x (b) = ϕ
[x,y]
x ◦ p
y
[x,y] ◦ ε
w
y (a) = ε
y
x ◦ ε
w
y (a) et ϕ
[x,y]
y (b) = ϕ
[x,y]
y ◦ px[x,y] ◦ ε
w
x (a) = ε
x
y ◦ ε
w
x (a). Alors, la
diffe´rence i′Σx ◦ ε
y
x ◦ ε
w
y (a)− i
′Σ
y ◦ ε
x
y ◦ ε
w
x (a) est e´gale a` ∂(b). Ceci de´montre l’e´nonce´ (c) du lemme. 
(2.3.3) De´finition.– Soit σ un simplexe de Σ. Graˆce a` (c) de la proposition pre´ce´dente, on
peut de´finir un idempotent
eΣσ :=
∏
x<σ,x∈Σ◦
eΣx ∈ End(H0(Σ,Γ)).
(2.3.4) Corollaire.– (a) Soient τ, σ deux simplexes adjacents de Σ, alors eΣσ ◦ e
Σ
τ = e
Σ
[σ,τ ].
(b) Soient σ, τ, ω trois simplexes de Σ tels que ω ∈ H(σ, τ). Alors eΣσ ◦ e
Σ
ω ◦ e
Σ
τ = e
Σ
σ ◦ e
Σ
τ .
Preuve : En vertu des proprie´te´s donne´es par la proposition (2.3.2), on peut adapter la strate´gie
de la de´monstration de [MS10, Prop. 2.2] dans notre situation. On laisse les de´tails au lecteur. 
Comme dans [MS10, Thm. 2.12], on pose la de´finition suivante :
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(2.3.5) De´finition.– Soit Σ′ ⊂ Σ un sous complexe fini convexe de Σ, on de´finit un endomor-
phisme uΣΣ′ ∈ End(H0(Σ,Γ)) par la formule :
uΣΣ′ :=
∑
σ∈Σ′
(−1)dimσeΣσ .
(2.3.6) Proposition.– L’endomorphisme uΣΣ′ est un idempotent tel que
uΣΣ′(H0(Σ,Γ)) =
∑
x∈Σ′◦
Im eΣx
Ker uΣΣ′ =
⋂
x∈Σ′◦
Ker eΣx
H0(Σ,Γ) = u
Σ
Σ′(H0(Σ,Γ))⊕Ker u
Σ
Σ′
De plus, si Σ′ = Σ, Ker uΣΣ =
⋂
x∈Σ◦ Ker e
Σ
x = 0.
Preuve : Graˆce au corollaire (2.3.4), la strate´gie de la de´monstration de [MS10, Thm. 2.12]
s’applique. Si Σ′ = Σ, H0(Σ,Γ) =
∑
x∈Σ◦ Im e
Σ
x , donc d’apre`s la proposition (2.3.2) (a), on a Ker u
Σ
Σ =
0. 
(2.3.7) Corollaire.– Soient Σ+,Σ− deux sous complexes finis convexes de Σ tels que Σ =
Σ+∪Σ−. Notons Σ0 := Σ+∩Σ− leur intersection qui est encore convexe. Alors u
Σ
Σ = u
Σ
Σ+
+uΣΣ−−u
Σ
Σ0
,
uΣΣ+u
Σ
Σ−
= uΣΣ−u
Σ
Σ+
= uΣΣ0 et
uΣΣ+(H0(Σ,Γ)) ∩ u
Σ
Σ−
(H0(Σ,Γ)) = u
Σ
Σ0
(H0(Σ,Γ))
Ker uΣΣ+ +Ker u
Σ
Σ− = Ker u
Σ
Σ0.
Preuve : On peut utiliser la strate´gie de la preuve de [MS10, Corollary 2.13]. 
2.4 De´monstration du the´ore`me (2.1.9)
De´montrons tout d’abord la premie`re partie du the´ore`me (2.1.9).
(2.4.1) Proposition.– Soient Σ un sous complexe fini convexe de BT fixe´ et Σ′ ⊂ Σ un sous
complexe convexe, alors
(a) Hn(Σ
′,Γ) = 0 pour tout n > 0.
(b) L’application iΣΣ′ : H0(Σ
′,Γ) −→ H0(Σ,Γ) (voir 2.3) est injective d’image u
Σ
Σ′(H0(Σ,Γ)).
Preuve : Tout d’abord on de´montre (b). Notons que l’on a un diagramme commutatif :
H0(Σ
′,Γ)
iΣ
Σ′ //
pΣ
′
x

H0(Σ,Γ)
pΣx

Vx
Id // Vx.
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Soit a ∈ H0(Σ
′,Γ) tel que iΣΣ′(a) = 0. Donc p
Σ′
x (a) = p
Σ
x ◦ i
Σ
Σ′(a) = 0, ∀x ∈ Σ
′◦. On en de´duit que
eΣ
′
x (a) = i
Σ′
x ◦ p
Σ′
x (a) = 0, ∀x ∈ Σ
′◦. Donc a ∈
⋂
x∈Σ′◦ Ker e
Σ′
x = {0} (cf. (2.3.6)).
D’apre`s la proposition (2.3.6), on a
uΣΣ′(H0(Σ,Γ)) =
∑
x∈Σ′◦
Im eΣx =
∑
x∈Σ′◦
iΣx (Vx)
=
∑
x∈Σ′◦
iΣΣ′ ◦ i
Σ′
x (Vx) = i
Σ
Σ′(
∑
x∈Σ′◦
iΣ
′
x (Vx))
= iΣΣ′(u
Σ′
Σ′H0(Σ
′,Γ)) = iΣΣ′H0(Σ
′,Γ).
On de´montre (a) par re´currence.
Lemme.– Supposons que Σ ne soit pas un simplexe, et ∀Σ′ $ Σ fini convexe la proprie´te´ (a) de
la proposition soit ve´rifie´e pour Σ′. Alors elle est ve´rifie´e pour Σ.
Preuve : Lorsque Σ n’est pas un simplexe, graˆce a` [MS10, Section 2.5], on peut de´composer
Σ = Σ+∪Σ− de sorte que Σ+,Σ− et leur intersection Σ0 soient sous complexes finis convexes propres
de Σ. En particulier, (a) est ve´rifie´e pour Σ+,Σ− et Σ0. Les complexes de chaˆınes associe´s forment
une suite exacte de complexes
C∗(Σ0,Γ)֌ C∗(Σ+,Γ)⊕ C∗(Σ−,Γ)։ C∗(Σ,Γ),
dont la suite exacte longue d’homologie du type Mayer-Vietoris associe´e implique que Hn(Σ,Γ) = 0
pour n > 2.De plus, l’injectivite´ de l’applicationH0(Σ0,Γ)
i
Σ+
Σ0−→ H0(Σ+,Γ) implique queH1(Σ,Γ) = 0.
Donc (a) est ve´rifie´e pour Σ. 
Il nous reste a` traiter le cas ou` Σ est un simplexe. Soit Σ un simplexe, rappelons que pour x ∈ Σ◦
et σ ⊂ Σ un sous simplexe, on a de´fini un idempotent ε˜σx ∈ End(Vσ) satisfaisant ε˜
σ
x ◦ ε˜
σ
y = ε˜
σ
y ◦ ε˜
σ
x
(voir le lemme (2.2.2)). Posons comme [MS10, (2.5)] des idempotents
εσ,0I :=
∏
x∈I
ε˜σx
∏
x 6∈I
(1− ε˜σx) ∈ End(Vσ)
pour un sous-ensemble I de Σ◦. On a comme dans loc. cit.
– εσ,0I (Vσ) =
{
0, si σ◦ * I ;
εσ,0I (Vx) pour un sommet x ∈ I, si σ
◦ ⊂ I.
– IdVσ =
∑
I⊂Σ◦ ε
σ,0
I ∈ End(Vσ) et ε
σ,0
I ε
σ,0
J = 0 si I 6= J.
Notons ε0I := ⊕σε
σ,0
I ∈ End(C∗(Σ,Γ)) commutant avec la diffe´rentielle. On en de´duit une de´composition
C∗(Σ,Γ) =
⊕
I⊂Σ◦
ε0I(C∗(Σ,Γ)).
Si I = ∅, ε0I(C∗(Σ,Γ)) = 0. Si I 6= ∅, le complexe de chaˆınes ε
0
I(C∗(Σ,Γ)) calcule l’homologie du
sous complexe ΣI de Σ engendre´ par I a` valeurs constants ε
0
I(Vx), pour un sommet quelconque x
contenu dans I. Comme ΣI est contractile, ε
0
I(C∗(Σ,Γ)) est une re´solution de ε
0
I(Vx). Ceci entraˆıne
que Hn(Σ,Γ) = 0 pour n > 1. 
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Maintenant, on peut montrer que C∗(BT ,Γ) est une re´solution de H0(BT ,Γ) (cf. [MS10]). Posons
(Σn)n∈N une suite croissante de sous complexes finis convexes telle que BT =
⋃
n Σn et C∗(BT ,Γ) =
lim
−→
C∗(Σn,Γ). D’apre`s ce qui pre´ce`de, on sait que pour chaque n, le complexe
C∗(Σn,Γ) −→ H0(Σn,Γ) −→ 0
est exact. Or, la limite inductive pre´serve l’exactitude dans la cate´gorie de R-modules. On a alors
que C∗(BT ,Γ) est une re´solution de lim−→
H0(Σn,Γ). C’est-a`-dire Hn(BT ,Γ) = 0 pour n > 1 et
H0(BT ,Γ) = lim−→
H0(Σn,Γ). Ceci entraˆıne la premie`re partie du the´ore`me.
(2.4.2) On de´montre la seconde partie du the´ore`me (2.1.9). Soit x un sommet quelconque. Notons
que pour Σ′ ⊂ Σ deux complexes finis convexes contenant x, on a un diagramme commutatif :
Vx
iΣ
′
x //
iΣx $$■
■■
■■
■■
■■
■
H0(Σ
′,Γ)
iΣ
Σ′

H0(Σ,Γ)
Ceci induit une injection ix : Vx → H0(BT ,Γ).
Lemme.– Soient x, y deux sommets adjacents, alors on a un diagramme commutatif :
Vx
ix//
εxy

H0(BT ,Γ)
ey

Vy
iy
// H0(BT ,Γ)
Preuve : La de´monstration suit la ligne de la de´monstration de (2.3.2) (c). Notons i′x : Vx →
Vx⊕Vy⊕
⊕
s∈BT ◦\{x,y} Vs l’injection naturelle u 7→ (u, 0, 0 . . .), et i
′
y : Vy → Vx⊕Vy ⊕
⊕
s∈BT ◦\{x,y} Vs
l’injection naturelle v 7→ (0, v, 0 . . .) telles que ix(u) = f(i
′
x(u)) et iy(v) = f(i
′
y(v)) ou` f est l’applica-
tion canonique f :
⊕
s∈BT ◦ Vs ։ H0(BT ,Γ).
Lorsque x = y, on a ex(i
′
x(a)) = i
′
x(a), ∀a ∈ Vx. C’est-a`-dire, ix ◦ ε
x
x = ex ◦ ix.
Lorsque x 6= y, soit a un e´le´ment de Vx, il s’agit de montrer que
ey(i
′
x(a))− i
′
y(ε
x
y(a)) ∈ ∂(
⊕
σ∈BT1
Vσ).
Par de´finition, on a
ey(i
′
x(a))− i
′
y(ε
x
y(a)) = eyex(i
′
x(a))− i
′
y(ε
x
y(a)) = (e[x,y](a),−ε
x
y(a), 0 . . .).
Posons b := px[x,y](a) ∈ V[x,y], alors e[x,y](a) = ϕ
[x,y]
x (b) et εxy(a) = ϕ
[x,y]
y (b). On en de´duit que
(e[x,y](a),−ε
x
y(a), 0 . . .) appartient a` ∂(
⊕
σ∈BT1
Vσ). 
D’apre`s ce qui pre´ce`de, le morphisme ix se factorise par ex(H0(BT ,Γ)). Soit σ un simplexe
contenant x, iσ := ix|eσ(Vx) envoie ϕ
σ
x(Vσ) = eσ(Vx) dans eσ(H0(BT ,Γ)), et il ne de´pend pas du choix
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de sommet contenu dans σ. Donc les morphismes {iσ}σ∈BT induisent un morphisme de syste`mes de
coefficients
Γ −→ (σ 7→ eσ(H0(BT ,Γ)))σ∈BT .
En tenant compte du fait que H0(BT ,Γ) =
∑
y∈BT ◦ iy(Vy), il suffit de montrer que ∀y ∈ BT
◦,
eσ(iy(Vy)) ⊂ ix(Vσ). Prenons un chemin tendu z0 = y, . . . , zm = x de y vers x, on a alors
eσ(iy(Vy)) = eσ(eyiy(Vy)) = eσezmey(iy(Vy)) = · · · = eσezm · · · ez2ez1ey(iy(Vy)).
D’apre`s le lemme pre´ce´dent, on a
eσezm · · · ez2ez1ey(iy(Vy)) = eσezm · · · ez2iz1(ε
y
z1(Vy)) ⊂ eσezm · · · ez2iz1(Vz1)
= eσezm · · · iz2(ε
z1
z2(Vz1)) ⊂ eσezm · · · iz2(Vz2)
⊂ · · · ⊂ eσix(Vx) = ix(Vσ),
car eσ ◦ ix = iσ ◦ ε
x
σ. Ceci termine la de´monstration du the´ore`me.
3 La cohomologie du reveˆtement mode´re´ de l’espace de Drin-
feld
Dans cette section, on s’inte´resse a` la partie non-supercuspidale de la cohomologie du reveˆtement
mode´re´ de l’espace de Drinfeld (la partie supercuspidale a e´te´ traite´e dans [Wan14]). Rappelons tout
d’abord les re´sultats ge´ome´triques obtenus dans [Wan14].
3.1 Rappels sur le reveˆtement mode´re´ de l’espace de Drinfeld
(3.1.1) Soient K une extension finie de Qp d’anneau des entiers O et ̟ une uniformisante de
O tels que O/̟ ≃ Fq. On fixe Kca une cloˆture alge´brique de K et K̂ca son comple´te´ ̟-adique.
Soient D l’alge`bre a` division centrale sur K d’invariant 1/d, OD l’anneau des entiers de D et ΠD
une uniformisante. Soient Kd une extension non-ramifie´e de degre´ d de K contenue dans D d’anneau
des entiers de OKd. On note K˘ le comple´te´ de l’extension non-ramifie´e maximale K
nr ⊂ Kca de K,
O˘ son anneau des entiers. On de´signe WK le groupe de Weil associe´ a` K, et IK le groupe d’inertie.
Fixons un rele`vement ϕ ∈ Gal(Kca/K) de (Frobq : x 7→ x
−q) ∈ Gal(Fq/Fq).
Soit d > 2 un entier, notons Ωd−1K l’espace syme´trique de Drinfeld [Dri74] de dimension d − 1,
de´fini comme le comple´mentaire de l’ensemble des hyperplans K-rationnels dans l’espace projectif
Pd−1K . Il admet une structure d’espace rigide-analytique au sens de Raynaud-Berkovich. Notons |BT |
la re´alisation ge´ome´trique de l’immeuble de Bruhat-Tits semi-simple BT associe´ a` G := GLd(K), et
rappelons que nous avons une application de re´duction τ : Ωd−1K → |BT |. Pour σ = {s0, . . . , sk} avec
si des sommets un k-simplexe de BT , notons |σ| ⊂ |BT | sa facette associe´e et |σ|
∗ :=
⋃
σ⊂σ′ |σ
′| =⋂
i |si|
∗. Donc, les donne´es {τ−1(|σ|∗)}σ∈BT fournissent un recouvrement admissible de Ω
d−1
K .
Deligne a construit un mode`le semi-stable Ω̂d−1O de Ω
d−1
K sur SpfO en recollant les mode`les locaux
{Ω̂d−1O,σ}σ∈BT , tel que sa fibre spe´ciale ge´ome´trique Ω := Ω̂
d−1
O ⊗O Fq est une re´union des composantes
irre´ductibles parame´tre´es par les sommets de BT (cf. [Wan14, 2.1.5]) i.e. Ω =
⋃
s∈BT ◦ Ωs. Soit
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σ = {s0, . . . , sk}, notons Ωσ :=
⋂
iΩsi, Ω
0
σ := Ωσ\
⋃
s′ 6∈σ Ωs′ , et jσ : Ω
0
σ →֒ Ωσ l’inclusion naturelle.
Rappelons que Berkovich a de´fini dans ce cas un morphisme de spe´cialisation
sp : Ωd−1,caK := Ω
d−1
K ⊗̂KK̂
ca −→ Ω
(qui est appele´ le morphisme de re´duction dans [Ber96, §1]).
(3.1.2) Dans [Dri76], Drinfeld a de´montre´ que le sche´ma formel Ω̂d−1O ⊗̂OO˘ (pro)-repre´sente l’es-
pace de modules des OD-modules formels spe´ciaux de dimension d et hauteur d
2 sur la cate´gorie
de O˘-alge`bres dans lesquelles ̟ est nilpotent. Notons X le OD-module formel spe´cial universel, et
posons Σn := IsomOD(Π
−n
D OD/OD,X[Π
n
D]
an), ou` X[ΠnD] de´signe les Π
n
D-torsions. Par construction,
Σn est un (OD/Π
n
DOD)
×-torseur sur Ωd−1K ⊗̂KK˘ muni d’une action de G
◦ ×O×D × IK , ou`
G◦ := Ker(valK ◦ det : GLd(K)→ K
×).
Les morphismes de transitions Σn
×ΠD−→ Σn−1 sont G
◦×O×D× IK-e´quivariants. Lorsque n = 1, l’espace
rigide-analytique Σca1 := Σ1⊗̂KK̂
ca est un (OD/ΠDOD)
× ≃ F×
qd
-torseur sur Ωd−1,caK := Ω
d−1
K ⊗̂KK̂
ca,
que l’on appelle le reveˆtement mode´re´ de l’espace de Drinfeld de dimension d− 1.
Notons p : Σca1 → Ω
d−1,ca
K la mutiplication par ΠD, et ν := τ ◦ p. On a un diagramme commutatif
dont les fle`ches sont G◦-e´quivariantes
Σca1
p

ν
$$❍
❍❍
❍❍
❍❍
❍❍
Ωd−1,caK
τ // |BT |
et tel que Σca1 admet un recouvrement des ouverts admissibles {ν
−1(|σ|∗)}σ∈BT .
Fixons ℓ 6= p un nombre premier et une cloˆture alge´brique Qℓ de Qℓ. Soient σ′ ⊂ σ deux simplexes
de BT , l’immersion ouverte ν−1(|σ|∗) →֒ ν−1(|σ′|∗) induit un morphisme canonique :
Hqc (ν
−1(|σ|∗),Λ) −→ Hqc (ν
−1(|σ′|∗),Λ), ∀q > 0
ou` Λ = Zℓ ou Qℓ. Donc les donne´es{
(σ ∈ BT ) 7→ Hqc (ν
−1(|σ|∗),Λ)
(σ′ ⊂ σ) 7→
(
Hqc (ν
−1(|σ|∗),Λ)→ Hqc (ν
−1(|σ′|∗),Λ)
)
de´finissent un syste`me de coefficients G◦-e´quivariant (voir (2.1.2)) a` valeurs dans les Λ-modules que
nous noterons simplement σ 7→ Hqc (ν
−1(|σ|∗),Λ). Ce syste`me de coefficients calcule la cohomologie
de Σca1 .
(3.1.3) Fait– ([Dat06, Prop. 3.2.4]) Il existe une suite spectrale G◦-e´quivariante
(3.1.4) Epq1 = C
or
c (BT(−p), σ 7→ H
q
c (ν
−1(|σ|∗),Λ)) =⇒ Hp+qc (Σ
ca
1 ,Λ)
dont la diffe´rentielle dpq1 est celle du complexe de chaˆınes du syste`me de coefficients σ 7→ H
q
c (ν
−1(|σ|∗),Λ).
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On regroupe ci-dessous les re´sultats dans [Wan14, §2] (ou` Σ1 est note´ Σ).
(3.1.5) The´ore`me.– Soient s un sommet de BT et σ un simplexe contenant s. Posons K˘t =
K˘[̟t]/(̟
qd−1
t −̟) une extension mode´re´ment ramifie´e de degre´ q
d − 1 de K˘ d’anneau des entiers
O˘t, notons Σ1,s l’espace rigide Σ1×Ωd−1K
τ−1(|s|), et conside´rons la normalisation de Ω̂d−1O,s ⊗̂OO˘
t dans
Σ1,s ⊗K˘ K˘
t que l’on notera Σ̂01,s. Alors,
(a) Σ̂01,s est un F
×
qd
-torseur Gs-invariant au-dessus de Ω̂
d−1
O,s ⊗̂OO˘
t; et si l’on note Σ
0
1,s sa fibre spe´ciale,
on en de´duit un isomorphisme IK/IK(̟t)
∼= F×qd-e´quivariant
Hq(ν−1(|s|),Λ) ∼= Hq(Σ
0
1,s,Λ), ∀q > 0.
De plus, il existe une donne´e de descente a` la Weil sur Σca1 (qui est induite par Π
−1
D ◦ ϕ sur
McaDr,1 cf. (3.2.1)) telle qu’elle induit une donne´e de descente Fr sur Σ
0
1,s.
(b) Quitte a` choisir une base d’un re´seau qui repre´sente s, on a un isomorphisme Gs/G
+
s
∼= GLd(Fq)-
e´quivariant Σ
0
1,s
∼= DLd−1Fq := DL
d−1 ⊗Fq Fq ou` DL
d−1 de´signe la sous-varie´te´ ferme´e de l’espace
affine AdFq = SpecFq[X0, . . . , Xd−1] de´finie par l’e´quation
(3.1.6) det((Xq
j
i )06i,j6d−1)
q−1 = (−1)d−1.
De plus, cet isomorphisme est compatible aux actions de F×
qd
, ou` F×
qd
agit sur DLd−1
Fq
par Xi 7→
ζXi, ∀ζ ∈ F×qd; la structure Fq-rationnelle induite par Fr sur Σ
0
1,s co¨ıncide via cet isomorphisme
avec celle induite par Frob : Xi 7→ X
q
i sur DL
d−1
Fq
.
(c) L’immersion ouverte ν−1(|s|) →֒ ν−1(|s|∗) induit un isomorphisme :
Hq(ν−1(|s|∗),Λ)
∼
−→ Hq(ν−1(|s|),Λ), ∀q > 0.
(d) Soit σ un simplexe contenant s. Le morphisme canonique Hqc (ν
−1(|σ|∗),Λ) → Hqc (ν
−1(|s|∗),Λ)
provenant de l’immersion ouverte ν−1(|σ|∗) →֒ ν−1(|s|∗) induit un isomorphisme
Hqc (ν
−1(|σ|∗),Λ)
∼
−→ Hqc (ν
−1(|s|∗),Λ)G
+
σ .
Preuve : (a) de´coule de [Wan14, 2.3.8, 2.3.9, 3.1.8]. (b) de´coule de [Wan14, 2.4.6, 2.5.3, 3.1.10].
L’assertion (c) est [Wan14, The´ore`me 2.2.3] qui est une conse´quence de [Zhe08, Lemme 5.6]. La
de´monstration de (d) est donne´ dans [Wan14, The´ore`me 2.5.9] qui est une conse´quence du the´ore`me
principal de [Wan13]. 
(3.1.7) Corollaire.– Notons Γq(Λ) le syste`me de coefficients σ 7→ H
q
c (ν
−1(|σ|∗),Λ). Alors, la
suite spectrale 3.1.4 de´ge´ne`re en E1, et elle induit un isomorphisme
Hqc (Σ
ca
1 ,Λ)
∼
−→ H0(BT ,Γq(Λ)), ∀q > 0.
Preuve : D’apre`s (d) du the´ore`me pre´ce´dent, on sait que Γq(Λ) est un syste`me de coefficients
G◦-e´quivariant de niveau 0 (cf. 2.1). Donc, l’e´nonce´ du corollaire de´coule du the´ore`me (2.1.9). 
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3.2 La cohomologie a` coefficients entiers
Dans cette partie, on conside`re la cohomologie a` coefficients entiers, i.e. Λ = Zℓ. On introduit tout
d’abord quelques notations. Posons GDW := G× D× ×WK , et v : GDW → Z l’homorphisme qui
envoie un e´le´ment (g, δ, w) vers l’entier valK(det(g
−1)Nr(δ)Art−1(w)) ∈ Z, ou` Nr : D× → K× de´signe
la norme re´duite et Art−1 : WK ։ W
ab
K → K
× de´signe la compose´e de l’inverse du morphisme d’Artin
qui envoie l’uniformisante ̟ vers le Frobenius ge´ome´trique ϕ (cf. (3.1.1)). On de´signe (GDW )0 :=
v−1(0) le noyau de v. Pour f |d, on notera [GDW ]f le sous-groupe distingue´ forme´ des e´le´ments
(g, δ, w) tels que v(g, δ, w) ∈ fZ. On conside`re G (resp. D×, WK) comme un sous-groupe de GDW
via l’inclusion naturelle, et on notera [G]f (resp. [D]f , [WK ]f) son intersection avec [GDW ]f . De`s
que l’on identifie K× au centre de G, on a [GDW ]d = (GDW )
0̟Z.
(3.2.1) On utilise le langage de Rapoport-Zink [RZ96] afin de de´finir une action du groupe GDW.
Rappelons brie`vement (voir [Wan14, 3.1.4] [Dat07, 3.1] pour plus des de´tails) que nous avons alors
un sche´ma formel M̂Dr,0 isomorphe (non-canoniquement) a` Ω̂
d−1
O ×Z de fibre ge´ne´rique ge´ome´trique
McaDr,0
∼= Ω
d−1,ca
K ×Z. MDr,0 posse`de un reveˆtement e´taleM
ca
Dr,1
∼= Σca1 ×Z de groupe de Galois F
×
qd
.
Il existe une action de GDW surMcaDr,1 telle que la composante Σ
ca
1 ×{0} soit stable sous (GDW )
0,
et que ̟ ∈ K× ⊂ G permute les composantes par n 7→ n+ d sur Z.
Posons
Hq
c,Zℓ
:= Hqc (M
ca
Dr,1/̟
Z,Zℓ), ∀q > 0.
D’apre`s la description pre´ce´dente,
Hq
c,Zℓ
= IndGDW[GDW ]d H
q
c (Σ
ca
1 ,Zℓ),
en de´clarant que ̟ agit trivialement sur Hqc (Σ
ca
1 ,Zℓ).
En combinant avec les proprie´te´s connues des varie´te´s de Deligne-Lusztig, on de´duit les corollaires
suivants.
(3.2.2) Corollaire.– Pour tout entier q > 0, le ZℓG-module H
q
c,Zℓ
est admissible.
Preuve : Il suffit de montrer que Hqc (Σ
ca
1 ,Zℓ) est un ZℓG
◦-module admissible. D’apre`s (3.1.7),
(2.1.9) (b) et (3.1.5) (a) (b),
Hqc (Σ
ca
1 ,Zℓ)
G+x ∼−→ H0(BT ,Γq(Zℓ))G
+
x
∼
−→ Hqc (DL
d−1
Fq
,Zℓ),
pour tout sommet x de BT . Notons que DLd−1
Fq
est une varie´te´ affine sur Fq. D’ou` l’e´nonce´ du
corollaire. 
(3.2.3) Corollaire.– Pour tout entier q > 0, le Zℓ-module H
q
c,Zℓ
est sans torsion et non-
divisible.
Preuve : Il suffit de montrer les meˆme e´nonce´s pour Hqc (Σ
ca
1 ,Zℓ). On de´montre tout d’abord que
le Zℓ-module
C := Hqc (DL
d−1
Fq
,Zℓ)
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est sans torsion. Ceci de´coule de [BR06, Lemma 3.9, Corollary 4.2]. En effet, notons G := GLd(Fq), et
notons Ctor ⊂ C la partie de torsions. Bonnafe´ et Rouquier de´finissent dans [BR06, 3.3.4] un e´le´ment
e(ψ) ∈ ZℓG tel que ZℓGe(ψ) soit un proge´ne´rateur de ZℓG, cf. loc. cit. Corollary 4.2 (voir [Bon11]
pour une approache plus e´le´mentaire). Le Zℓ-module ZℓGe(ψ)Ctor est un sous-module de ZℓGe(ψ)C
qui est un Zℓ-module libre de type fini d’apre`s [BR06, Lemma 3.9]. Donc ZℓGe(ψ)Ctor = 0. Ceci
entraˆıne que Ctor = 0 d’apre`s [BR06, Corollary 4.2].
Notons que le ZℓG◦-module Hqc (Σ
ca
1 ,Zℓ) est engendre´ par
Hqc (Σ
ca
1 ,Zℓ)
G+x ∼= Hqc (DL
d−1
Fq
,Zℓ)
pour tout sommet x ∈ BT , i.e.
Hqc (Σ
ca
1 ,Zℓ) =
∑
x∈BT ◦
Hqc (Σ
ca
1 ,Zℓ)
G+x .
On en de´duit que Hqc (Σ
ca
1 ,Zℓ) est sans torsion. En vertu de l’admissibilite´ dans le corollaire pre´ce´dent,
Hqc (Σ
ca
1 ,Zℓ) est non-divisible. 
3.3 Rappels sur les repre´sentations elliptiques
Avant de donner des conse´quences sur la partie non-supercuspidale de la cohomologie, nous
rappelons les proprie´te´s des repre´sentions elliptiques de GLd(Fq) et de GLd(K).
(3.3.1) Soit k un corps fini. Si πi est une repre´sentation de GLdi(k), i = 1, . . . , t, on note
×iπi := π1× · · ·× πt l’induite de la repre´sentation π1⊗ · · ·⊗ πt du sous-groupe de Levi diagonal par
blocs GLd1(k)×· · ·×GLdt(k) de GLd1+···+dt(k), le long du parabolique triangulaire par blocs supe´rieur
correspondant P (d1,...,dt). Notons R(GLd(k)) le groupe de Grothendieck des Qℓ-repre´sentations de
longueur finie de GLd(k).
De´finition.– Soient k = Fq et f |d. On dit qu’un caracte`re θ′ : F×qf → Q
×
ℓ est f -primitif, si θ
′ ne
se factorise pas par la norme NF
qf
/F
qf
′ : F
×
qf
։ F×
qf ′
, ∀f ′|f et f ′ 6= f.
Un caracte`re f -primitif θ′ correspond a` une repre´sentation irre´ductible cuspidale πf(θ
′) de GLf(Fq)
par la correspondance de Green. Notons e := d/f. Les sous-quotients irre´ductibles de ×eπf(θ
′) (le
produit e fois) sont en bijection avec les EndGLd(Fq)(×
eπf(θ
′))-modules a` droites simples. Howlett et
Lehrer (voir [Dip85, 3.6]) ont de´fini un isomorphisme d’alge`bres
EndGLd(Fq)(×
eπf(θ
′)) ∼= Hqf (Se),
ou` Hqf (Se) de´signe l’alge`bre de Hecke du groupe syme´trique Se. Rappelons que Hqf (Se) posse`de
une base {Tw | w ∈ Se} telle que{
Tv · Tw = Tvw, si l(vw) > l(w);
TvTw = q
fTvw + (q
f − 1)Tw, sinon.
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L’ensemble des caracte`res irre´ductibles de Hqf (Se) est parame´tre´ par l’ensemble des partitions de
e : (λ ⊢ e) 7→ Sλ(q
f ), ou` Sλ(q
f) est le module de Specht associe´ a` λ [Dip85]. Si qf = 1, Sλ(1) est le
module de Specht du groupe syme´trique Se. On en de´duit une bijection
λ 7→ πλθ′ := Sλ(q
f)⊗H
qf
(Se) (×
eπf(θ
′))
entre l’ensemble des partitions de e et l’ensemble des sous-quotients irre´ductibles de ×eπf(θ
′).
De´finition.– Une repre´sentation irre´ductible π de GLd(Fq) sera dite elliptique si son image
dans R(GLd(Fq)) n’est pas contenue dans le sous-groupe engendre´ par les induites paraboliques de
repre´sentations de sous-groupes de Levi propres.
(3.3.2) Lemme.– Soit π une repre´sentation irre´ductible elliptique de GLd(Fq). Alors, il existe
un unique triple (f, θ′, i) avec f |d, θ′ un caracte`re f -primitif de F×
qf
et i ∈ {0, . . . , e−1} avec e := d/f
tel que π ∼= πiθ′ := π
(i+1,1e−1−i)
θ′ .
Preuve : D’apre`s la classification duˆe a` Green des repre´sentations irre´ductibles de GLd(Fq), le
support cuspidal d’une repre´sentation elliptique π est de la forme ((GLf (Fq))d/f ,⊗d/fπf(θ′)) pour
un entier f |d et un caracte`re f -primitif θ′. Donc, on a π ∼= πλθ′ pour λ ⊢ e := d/f.
Pour n ∈ N, notons B
GLnf (Fq)
f,θ′ la sous-cate´gorie pleine des Qℓ-repre´sentations de GLnf(Fq) de
longueur finie engendre´e par les sous-quotients de ×nπf (θ
′). On a donc une famille d’e´quivalences de
cate´gories
αnFq : B
GLnf (Fq)
f,θ′ −→ Mod-Hqf (Sn)
V 7−→ HomGLnf (Fq)(×
nπf(θ
′), V )
M ⊗H
qf
(Sn)
(
×n πf(θ
′)
)
←−[ M
ou` Mod-Hqf (Sn) de´signe la cate´gorie des Hqf (Sn)-modules a` droites de longueur finie.
Fait.– Soient µ := (µ1 > · · · > µr) une partition de e et Sµ := Sµ1 × · · · ×Sµr le sous-groupe
de Se associe´ a` µ. Posons
xµ :=
∑
w∈Sµ
Tw ∈ Hqf (Se) ∼= EndGLd(Fq)(×
eπf(θ
′)).
Alors, on a
(a) xµHqf (Se) = Ind
H
qf
(Se)
H
qf
(Sµ)
1;
(b) xµ(×
eπf (θ
′)) = Ind
GLd(Fq)
Pµ·f
σ, ou` P µ·f de´signe le sous-groupe parabolique standard P (µ1f,...,µrf) de
GLd(Fq), et σ est une repre´sentation cuspidale du quotient re´ductif de P µ·f .
Preuve : (a) de´coule de [Dip85, 4.2]. (b) de´coule de [Jam86, 6.2]. Notons qu’en fait on connaˆıt la
forme pre´cise de σ. 
Rappelons que Sλ(q
f) apparaˆıt avec multiplicite´ un dans Ind
H
qf
(Se)
H
qf
(Sλ)
1, et que dans le groupe de
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Grothendieck de Mod-Hqf (Se), [Ind
H
qf
(Se)
H
qf
(Sλ)
1] = [Sλ(q
f )] +
∑
µ>λmλ,µSµ(q
f ). On en de´duit que
[Sλ(q
f)] =
∑
µ>λ
aλ,µ[Ind
H
qf
(Se)
H
qf
(Sµ)
1]
=
∑
µ>λ
aλ,µxµ(Hqf (Se)).
Il s’ensuit que
πλθ′ =
∑
µ>λ
aλ,µxµ(×
eπf(θ
′)).
Par de´finition, πλθ′ est elliptique si et seulement si aλ,(e) 6= 0. Par ailleurs, il exist un isomorphisme
d’alge`bres entre Hqf (Se) et l’alge`bre du groupe C[Se] tel que Sµ(qf) correspond a` Sµ(1) et que
Ind
H
qf
(Se)
H
qf
(Sµ)
1 correspond a` C[Se/Sλ] (cf. [Dip85, 4.3]). D’apre`s [JK81, 2.3.17], aλ,(e) 6= 0 si et seulement
si λ est de la forme (i+ 1, 1e−1−i) avec i ∈ {0, . . . , e− 1}.

(3.3.3) Soit K une extension finie de Qp. Notons R(GLd(K)) le groupe de Grothendieck des
Qℓ-repre´sentations de longueur finie de GLd(K). Comme d’habitude, pour πi une repre´sentation
de GLdi(K), i = 1, . . . , t, on note ×iπi := π1 × · · · × πt l’induite normalise´e de la repre´sentation
π1⊗ · · ·⊗ πt du sous-groupe de Levi diagonal par blocs GLd1(K)× · · ·×GLdt(K) de GLd1+···+dt(K),
le long du parabolique triangulaire par blocs supe´rieur P(d1,...,dt).
Rappelons brie`vement la classification des repre´sentations elliptiques [Dat07, §2].
De´finition.– Une repre´sentation irre´ductible π de GLd(K) est elliptique si son image dans
R(GLd(K)) n’est pas contenue dans le sous-groupe engendre´ par les induites paraboliques de repre´sentations
de sous-groupes de Levi propres.
Pour une repre´sentation irre´ductible ρ de D×, il existe un unique diviseur f ∈ N de d et une
unique repre´sentation supercuspidale irre´ductible de GLf (K) tels que JL(ρ) apparaisse dans l’in-
duite parabolique standard normalise´e | det |
1−e
2 πρ × · · · × | det |
e−1
2 πρ, ou` e := d/f et JL de´signe la
correspondance de Jacquet-Langlands induisant une bijection entre les repre´sentations irre´ductibles
de D× et les se´ries discre`tes de GLd(K). Notons Mρ le sous-groupe de Levi standard (GLf(K))
e et
−→πρ := | det |
1−e
2 πρ⊗· · ·⊗| det |
e−1
2 πρ, alors la paire (Mρ,
−→πρ) est un repre´sentant du support cuspidal de
JL(ρ). Posons Sρ l’ensemble des racines simples du centre deMρ dans l’alge`bre de Lie du parabolique
triangulaire supe´rieur Pρ de Levi Mρ. On peut identifier Sρ a` l’ensemble {1, . . . , e− 1}.
(3.3.4) Fait– Soit π une repre´sentation elliptique de GLd(K), alors il existe une unique repre´sentation
irre´ductible ρ de D× et un unique sous-ensemble I de Sρ tels que π peut s’e´crire de la manie`re unique
sous la forme
πIρ := Cosoc
(
i
GLd(K)
Mρ,I
(
Soc
(
i
Mρ,I
Mρ
(−→πρ)
)))
,
ou`Mρ,I est le centralisateur du noyau commun des α ∈ I et le symbole i de´signe l’induite normalise´e.
Dans ce cas, πIρ a le meˆme support cuspidal que JL(ρ). On a l’e´galite´ LJ(π
I
ρ) = (−1)
|I|[ρ] dans R(D×)
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le groupe de Grothendieck des Qℓ-repre´sentations de longueur finie de D×, ou` LJ : R(GLd(K)) →
R(D×) de´signe le transfert de Langlands-Jacquet [Dat07, 2.1].
(3.3.5) La repre´sentation elliptique πIρ de GLd(K) est de niveau ze´ro, i.e. (π
I
ρ)
1+̟Md(O) 6= 0, si
et seulement si ρ est de niveau ze´ro, i.e. ρ1+ΠDOD 6= 0. Bushnell et Henniart [BH11] de´crivent dans
ce cas, la classification explicite des repre´sentations irre´ductibles de niveau ze´ro de D× ainsi que la
correspondance de Jacquet-Langlands associe´e.
Pour n ∈ N un entier, notons Kn l’extension non-ramifie´e de K de degre´ n. Un caracte`re mode´re´ 3
θ˜ : K×d → Q
×
ℓ sera dit f -primitif si f est l’entier positif minimal tel qu’il existe un caracte`re
θ˜′ : K×f → Q
×
ℓ avec θ˜ = θ˜
′ ◦ NKd/Kf . Notons dans ce cas e := d/f. Le couple (Kf/K, θ˜
′) est
une paire admissible mode´re´e, cf. [BH11].
Il existe une bijection θ˜ 7→ ρ(θ˜) entre l’ensemble des classes d’e´quivalence des caracte`res θ˜ : K×d →
Q
×
ℓ et l’ensemble des classes d’isomorphie des repre´sentations irre´ductibles de niveau ze´ro de D
×.
En effet, si θ˜ est f -primitif, on fixe une K-injection Kf →֒ D, unique a` conjugaison par un e´le´ment
de D× pre`s, et on identifie Kf a` une K-sous-alge`bre de D
×. Notons B le centralisateur de Kf dans
D. Alors, B est une Kf -alge`bre a` division centrale de dimension e
2. On de´signe NrB/Kf : B
× → K×f
la norme re´duite et U1D le sous-groupe 1 + ΠDOD de D
×. Donc θ˜ induit un caracte`re Θ du groupe
[D]f = B
×U1D (cf. 3.2) par
Θ(bu) = θ˜′(NrB/Kf (b)), b ∈ B
×, u ∈ U1D,
ou` θ˜′ est le caracte`re de K×f tel que θ˜ = θ˜
′ ◦NKd/Kf . Alors, on de´finit la repre´sentation irre´ductible
ρ(θ˜) de D× comme suit
ρ(θ˜) := IndD
×
[D]f
Θ,
et on obtient de telle manie`re toutes les repre´sentations de niveau ze´ro de D×.
(3.3.6) The´ore`me.– Soit π une repre´sentation de niveau ze´ro de GLd(K) telle que π
1+̟Md(O)
soit irre´ductible et elliptique en tant que repre´sentation de GLd(Fq), donc isomorphe a` une πiθ′ avec
f |d et θ′ un caracte`re f -primitif de F×
qf
(voir (3.3.2)). Alors, π est irre´ductible elliptique de la forme
πI
ρ(θ˜)
ou` θ˜ est un caracte`re mode´re´ tel que θ˜|O×Kd/1+̟OKd
∼= θ := θ′ ◦ NF
qd
/F
qf
et I = {1, . . . , i} ou
{e− i, . . . , e− 1} avec e := d/f, 0 6 i 6 e− 1 sous la convention I = ∅ si i = 0.
Preuve : Rappelons que le foncteur M 7→ M1+̟Md(O) induit une e´quivalence de cate´gories entre
la cate´gorie des repre´sentations lisses de niveau ze´ro de GLd(K) et la cate´gorie des modules sur
l’alge`bre de Hecke H(GLd(K), 1 +̟Md(O)). Comme π
1+̟Md(O) est irre´ductible et non nulle, π est
irre´ductible.
Supposons que π ne soit pas elliptique. Alors, on peut e´crire
[π] =
∑
P$GLd(K)
aP [Ind
GLd(K)
P σMP ], aP ∈ Z,
3. C’est-a`-dire θ˜|1+̟OKd est trivial.
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ou` σMP de´signe une repre´sentation de niveau ze´ro du sous-groupe de LeviMP de P. Donc, en prenant
les invariants sous 1 +̟Md(O), on a (cf. [Vig96, III. 3.14])
π1+̟Md(O) = πiθ′ =
∑
P$GLd(Fq)
aP Ind
GLd(Fq)
P
(σ
M∩(1+̟Md(O))
MP
),
ou` P := P (O) (mod ̟). On obtient alors une contradiction car πiθ′ est elliptique.
Comme π1+̟Md(O) = πiθ′ , le couple ((GLf(Fq))
e, (πf(θ
′))⊗e) est un repre´sentant du support cus-
pidal de π1+̟Md(O). Donc, il existe un caracte`re mode´re´ θ˜′ : K×f → Q
×
ℓ prolongeant θ
′ tel que le
support cuspidal de π est e´gal a` ((GLf (K))
e,
−−−→
πf (θ˜
′)), ou` πf (θ˜
′) est la repre´sentation supercuspidale
de GLf (K) associe´e a` θ˜
′, cf. [BH11, Prop. 8]. Notons θ˜ := θ˜′ ◦NKd/Kf , alors LJ(π) = ±[ρ(θ˜)]. Donc
on peut e´crire π sous la forme πI
ρ(θ˜)
pour un sous-ensemble I de {1, . . . , e− 1}.
Conside´rons B
GLnf (K)
f,θ′ (∀n ∈ N) la sous-cate´gorie pleine des Qℓ-repre´sentations de longueur finie
de GLnf(K) forme´e des objets dont tous les sous-quotients irre´ductibles contiennent ((GLf (K))
n, ψ ·
−−−→
πf(θ˜
′)) dans leur support cuspidal, pour un certain caracte`re non-ramifie´ ψ de (GLf(K))
n. On sait
que c’est une sous-cate´gorie de Serre et que l’on a des e´quivalences
B
GLnf (K)
f,θ′ −→ Mod-EndGLnf (K)(×
nπf (θ˜
′))
V 7→ HomGLnf (K)(×
nπf (θ˜
′), V ),
ou` Mod-EndGLnf (K)(×
nπf (θ˜
′)) de´signe la cate´gorie des EndGLnf (K)(×
nπf (θ˜
′))-modules a` droites de
longueur finie. Bushnell et Kutzko [BK93, 5.6.6] ont de´fini un isomorphisme d’alge`bres
EndGLnf (K)(×
nπf (θ˜
′)) ∼= H(n, qf),
ou` H(n, qf) est l’alge`bre de Iwahori-Hecke. Nous avons donc une e´quivalence de cate´gories (bijective
sur les objets simples)
αnK : B
GLnf (K)
f,θ′ −→ Mod-H(n, q
f) .
Cette e´quivalence est compatible a` l’e´quivalence αnFq , les induites paraboliques normalise´es et les
foncteurs de Jacquet normalise´s (voir [Dat07]). Notons que π = πI
ρ(θ˜)
∈ B
GLd(K)
f,θ′ . Nous avons donc
un diagramme commutatif
B
GLd(K)
f,θ′
Hom1+̟Md(O)(1,−)

αeK //Mod-H(e, qf)
res .

(αeKf
)−1
//B
GLe(Kf )
1,θ′
∼= B
GLe(Kf )
1,1
Hom1+̟Me(OKf )(1,−)
B
GLd(Fq)
f,θ′
αe
Fq
//Mod-Hqf (Se)
(αe
F
qf
)−1
//B
GLe(Fqf )
1,θ′
∼= B
GLe(Fqf )
1,1
En de´corant de signes ′ les objets relatifs au corps Kf et Fqf selon le contexte, l’image de πIρ(θ˜)
(resp. πλθ′) sous (α
e
Kf
)−1 ◦αeK (resp. (α
e
F
qf
)−1 ◦αeFq) est de la forme π
′I
1 (resp. π
′λ
1 ) (cf. [Dat07, 2.1.13]).
(3.3.7) Lemme.– On a λI = (i+ 1, 1
(e−1−i)).
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Preuve : Graˆce aux e´quivalences ci-dessus, on se rame`ne a` θ′ = 1 et f = 1. La repre´sentation
induite Ind
GLe(Fqf )
P
′
I
1 contient la repre´sentation irre´ductible π′λI1 avec multiplicite´ un, et on a de plus
HomGLe(Fqf )(π
′λI
1 , Ind
GLe(Fqf )
P
′
µ
1) = 0, si λI < µ.
Dans le groupe de Grothendieck R(GLe(Kf)), on a l’e´galite´
[π′I1 ] = [Ind
GLe(Kf )
P ′
I
1] +
∑
J%I
(−1)|J\I|[Ind
GLe(Kf )
P ′
J
1].
Ceci entraˆıne que dans R(GLe(Fqf )), on a
[π′I1 ] = [Ind
GLe(Fqf )
P
′
I
1] +
∑
J%I
(−1)|J\I|[Ind
GLe(Fqf )
P
′
J
1].
Alors, on a
dimHomGLe(Fqf )(π
′λI
1 , π
′i
1 ) = dimHomGLe(Fqf )(π
′λI
1 , (π
′I
1 )
1+̟Me(OKf ))
= dimHomGLe(Fqf )([π
′λI
1 ], [π
′λI
1 ] +
∑
µ>λI
aµ[Ind
GLe(Fqf )
P
′
µ
1])
= 1.
Il s’ensuit que λI = (i+ 1, 1
e−1−i). 
Revenons a` la preuve du the´ore`me (3.3.6), il nous reste a` montrer que I = {1, . . . , i} ou {e −
i, . . . , e−1}. Notons rP ′
(1,...,1)
le foncteur de Jacquet normalise´ associe´ au sous-groupe de Borel P ′(1,...,1)
de GLe(Kf ), et U
′
(1,...,1) le radical unipotent de P
′
(1,...,1). On a
dimQℓ rP ′(1,...,1)(π
′I
1 ) = dimQℓ Hom(1+̟OK′ )e(1, rP ′(1,...,1)(π
′I
1 ))
= dimQℓ(π
′i
1 )
U
′
(1,...,1)
=
(
e− 1
i
)
,
car dim(π′i1 )
U
′
(1,...,1) est la dimension du module de Specht associe´ a` la partition (i+ 1, 1e−1−i).
Par ailleurs, d’apre`s [Dat12, (2.1.1) Fact], on a
dimQℓ rP ′(1,...,1)(π
′I
1 ) = #{w ∈ Se | I = {i ∈ {0, . . . , e− 1} | w(i− 1) < w(i)}}.
Par un calcul direct de ce sous-ensemble de Se, on obtient que
#{w ∈ Se | I = {i ∈ {0, . . . , e− 1} | w(i− 1) < w(i)}} =
(
e− 1
i
)
si et seulement si I = {1, . . . , i} ou {e− i, . . . , e− 1}. Ceci termine la preuve du the´ore`me (3.3.6). 
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3.4 Cohomologie de la varie´te´ de Deligne-Lusztig
On relie les repre´sentations elliptiques πiθ′ dans 3.3 aux cohomologies de varie´te´ de Deligne-
Lusztig DLd−1
Fq
(cf. (3.1.5) (b)). Les lettres e´paisses G,P,L,U,V... seront utilise´es pour les groupes
alge´briques line´aires sur Fq. G sera toujours le groupe line´aire GLd sur Fq, et on fixe un morphisme
de Frobenius F : (ai,j) 7→ (a
q
i,j). Soit V un sous-groupe unipotent de G, la varie´te´ de Deligne-Lusztig
associe´e est de´finie par (voir [BR03])
Y G
V
:= {gV ∈ G/V | g−1Fg ∈ VF (V)}.
(3.4.1) Fixons une injection d’alge`bres
ι : Fqd →֒ Md(Fq) = EndFq(F
d
q).
Le centralisateur de ι(F×
qd
) dans G est un tore maximal F -stable T de G, de´ploye´ sur Fqd. T est un
tore Coxeter de G, et TF ∼= F×qd. Notons V := F
d
q et V := Fq ⊗Fq V. Alors, on a
V =
d−1⊕
i=0
V i, avec V i = {v ∈ V | ι(λ)(v) = λ
qiv, ∀λ ∈ F×
qd
}.
Posons B le sous-groupe de Borel associe´ au drapeau complet
0 ⊂ V 0 ⊂ V 0 ⊕ V 1 ⊂ · · · ⊂
⊕
i<d−1
V i ⊂ V ,
et U son radical unipotent.
Soit d = ef. Notons L le centralisateur de ι(F×
qf
) dans G. L est un sous-groupe de Levi F -stable
de G de´fini sur Fqf ; L contient T, et LF ∼= GLe(Fqf ). Si l’on note
V
j
= {v ∈ V | ι(λ)(v) = λq
j
v, ∀λ ∈ F×
qf
} =
⊕
i≡j mod f
V i,
L est associe´ a` la de´composition V =
⊕f−1
j=0 V
j
. Posons P le sous-groupe parabolique associe´ au
drapeau
0 ⊂ V
0
⊂ V
0
⊕ V
1
⊂ · · · ⊂
⊕
j<f−1
V
j
⊂ V ,
et V son radical unipotent. Notons BL := B∩L = T⋉UL un sous-groupe de Borel de L de radical
unipotent UL.
Soit θ′ un caracte`re f -primitif de F×
qf
. En composant avec la norme de Fqd sur Fqf , on de´finit un
caracte`re θ := θ′ ◦NF
qd
/F
qf
de F×
qd
. La classe de conjugaison Frobenius de θ correspond a` une classe
de conjugaison d’e´le´ments semi-simples {s} dans le groupe dual G∗ de G. On identifie L au groupe
dual du centralisateur de s dans G∗. Dans [BR03, Thm. A’], Bonnafe´ et Rouquier ont associe´ a` s
un idempotent central eL
F
s ∈ QℓL
F . Soit t ∈ {s} ∩T∗ correspondant a` θ; l’idempotent eT
F
t est alors
l’idempotent associe´ au caracte`re θ.
Posons RG
L⊂P l’induction de Lusztig de´finie par somme alterne´e [Lus76, §1]. Le morphisme R
G
L⊂P
induit une bijection
RG
L⊂P : B
GLe(Fqf )
1,θ′ −→ B
GLd(Fq)
f,θ′ .
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(3.4.2) Fait– On a RG
L⊂P((θ
′◦det)⊗π′i1 ) = (−1)
d+eπiθ′, ou` π
′i
1 signifie la repre´sentation elliptique
de GLe(Fqf ) associe´e au caracte`re trivial et la partition (i+ 1, 1e−1−i).
Preuve : D’apre`s [Dip85, 4.5] et [FS82, Page 116], πiθ′ = εGF εLFR
G
L⊂P((θ
′ ◦ det) ⊗ π′i1 ) avec
εGF = (−1)
d et εLF = (−1)
e. 
(3.4.3) Proposition.– Rappelons brie`vement que la varie´te´ DLd−1
Fq
est munie une action de
GLd(Fq), et qu’elle est un F×qd-torseur au-dessus de l’espace de Drinfeld Ω
d−1
Fq
sur Fq qui est le
comple´mentaire de tous les hyperplans Fq-rationnels dans Pd−1Fq (cf. [Wan14, 2.5.1]). Notons M(θ) la
partie θ-isotypique d’un F×
qd
-module M. Alors, en tant que repre´sentations de GLd(Fq), on a
Hd−1+ic (DL
d−1
Fq
,Qℓ)(θ) ∼= π
i
θ′, ∀i ∈ {0, . . . , e− 1}.
Preuve : On utilise le re´sultat de l’inde´pendance de paraboliques prouve´ dans [Dat14]. Nous
avons des isomorphismes de varie´te´s
Y G
U
∼= DLd−1Fq
Y L
UL
∼= DLe−1Fq ,
ainsi qu’un isomorphisme graˆce a` [Lus76, Lemma 3],
(3.4.4) Y G
V
×LF Y
L
UL
∼= Y GVUL .
Notons que VUL est le radical unipotent d’un sous-groupe de Borel B
′ := (B∩L)V de G. D’apre`s,
[BR03, Thm. B’], Y G
V
(resp. Y L
UL
) est de dimension e(d−e) (resp. e−1), et le complexe RΓ(Y G
V
)eL
F
s est
concentre´e en degre´ e(d−e). En vertu de [Dat14, Prop. 5.3], les parties θ-isotypiques des complexes de
cohomologies de Y G
U
et de Y G
VUL
sont isomorphes, a` un de´calage de la diffe´rence de leurs dimensions
et un twist a` la Tate pre`s. Tenant compte du fait que RΓ(Y L
UL
)eT
F
t = e
LF
s RΓ(Y
L
UL
)eT
F
t ([BR03, Thm.
11.4]), on a
Hd−1+ic (DL
d−1
Fq
,Qℓ)(θ) = H
e(d−e)+e−1+i
c (Y
G
V
×LF Y
L
UL
,Qℓ)e
TF
t
= He(d−e)(Y G
V
)eL
F
s ⊗Qℓ[LF ] H
e−1+i
c (Y
L
UL
)(θ)
= (−1)e(d−e)RG
L⊂P((θ
′ ◦ det)⊗ π′i1 )
= (−1)e(e−1)(f−1)πiθ′ = π
i
θ′.
ou` la dernie`re e´galite´ de´coule de (3.4.2). D’ou` l’e´nonce´. 
On peut calculer les valeurs propres de Frobenius sur les cohomologies de Y G
U
∼= DLd−1Fq .
(3.4.5) Proposition.– Le Frobenius F f agit sur Hd−1+ic (Y
G
U
,Qℓ)(θ) par le scalaire
(−1)e(f−1)θ′((−1)e−1) · (qf)
d−e
2
+i.
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Preuve : En vertu de [Dat14, Prop. 5.3], on a un isomorphisme F -e´quivariant
Hd−1+ic (Y
G
U
)(θ)(
(e− 1)(d− e)
2
) ∼= He(d−e)+e−1+ic (Y
G
VUL
)(θ).
Comme V est F f -stable, l’isomorphisme 3.4.4 :
Y G
V
×LF Y
L
UL
∼= Y GVUL
est F f -e´quivariant. Donc il suffit de calculer la valeur propre de F f sur
He(d−e)+e−1+ic (Y
G
V
×LF Y
L
UL
)(θ)(−
(e− 1)(d− e)
2
).
Comme pre´ce´demment, on a l’expression suivante
He(d−e)+e−1+ic (Y
G
V
×LF Y
L
UL
)(θ) = He(d−e)c (Y
G
V
)eL
F
s ⊗Qℓ[LF ] H
e−1+i
c (Y
L
UL
)eT
F
t .
Alors, le valeur propre de F f est e´gal a` µ1 · µ2, ou` µ1 (resp. µ2) de´signe la valeur propre de F
f sur
He−1+ic (Y
L
UL
)eT
F
t (resp. H
e(d−e)
c (Y GV )(−
(e−1)(d−e)
2
)eL
F
s ).
Commenc¸ons par le calcul de µ1.
(3.4.6) Lemme.– µ1 = θ
′((−1)e−1)qfi.
Preuve : Ceci est essentiellement donne´ par Digne et Michel [DM85]. Rappelons que Y L
UL
est
isomorphe a` la varie´te´ DLe−1F
qf
de´finie par l’e´quation :
det((Xq
fj
i )06i,j6e−1)
qf−1 = (−1)e−1.
Notons que dans [DM85], les auteurs ont conside´re´ la varie´te´ de´finie par l’e´quation
det((Xq
fj
i )06i,j6e−1)
qf−1 = 1.
Soit g ∈ GLe(Fqf ), notons, suivant eux [DM85, Page 12] (note´ N1w˙(θ)(g) dans loc. cit.),
Nθ(g) := Trace(gF
f |H∗c (Y
L
UL
)eT
F
t )
:=
∑
k
(−1)k Trace(gF f |Hkc (Y
L
UL
)eT
F
t ).
Rappelons que s se correspond a` θ, et θ = θ′ ◦NF
qd
/F
qf
.
Fait.– (a) En tant que repre´sentations de GLe(Fqf ), on a
Hkc (Y
L
UL
)eT
F
t = H
k
c (Ω
e−1
F
qf
,Qℓ)⊗ θ
′−1 ◦ det, ∀k.
(b) Pour tout g ∈ GLe(Fqf ), on a
(3.4.7) Nθ(g) = θ
′((−1)e−1) ·N1(g) · θ
′−1(det(g));
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Preuve : (a) de´coule du fait que l’e´le´ment (g, ζ) ∈ GLe(Fqf )× F
×
qd
avec det(g) · NF
qd
/F
qf
(ζ) = 1
stabilise une composante connexe ge´ome´trique fixe´e de DLe−1F
qf
. (b) de´coule de [DM85, V. Corollaire
3.3], avec le facteur supple´mentaire θ′((−1)e−1) qui vient du fait que DLe−1F
qf
est de´finie par l’e´quation
det((Xq
fj
i )06i,j6e−1)
qf−1 = (−1)e−1.
On revoie les lectures a` [Wan14, Thm. 3.1.12] pour les de´tails. 
Posons g un e´le´ment re´gulier elliptique de GLe(Fqf ). D’apre`s [DOR10, Prop. 3.3.9], on a
N1(g) =
∑
k
(−1)k Trace(gF f |Hkc (Ω
e−1
F
qf
,Qℓ))
=
2e−2∑
k=e−1
(−1)kqf(k−e+1) · (−1)2e−2−k Trace(g|1)
=
2e−2∑
k=e−1
qf(k−e+1).
Notons αk la valeur propre de F
f sur Hkc (DL
e−1
F
qf
,Qℓ)eT
F
t . Alors, on a
Nθ(g) =
∑
k
(−1)k Trace(gF f |Hkc (DL
e−1
F
qf
,Qℓ)e
T
F
t )
=
∑
k
(−1)kαk Trace(g|H
k
c (DL
e−1
F
qf
,Qℓ)e
TF
t )
=
∑
k
(−1)kαkθ
′−1(det(g)) Trace(g|Hkc (Ω
e−1
F
qf
,Qℓ))
=
2e−2∑
k=e−1
(−1)kαkθ
′−1(det(g)) · (−1)2e−2−k Trace(g|1)
= θ′−1(det(g)) ·
2e−2∑
k=e−1
αk.
Comme les αk/q
f(k−e+1) sont des nombre de Weil de poids 0, en vertu de l’e´galite´ 3.4.7, on a αk =
θ′((−1)e−1)qf(k−e+1). En particulier, on a µ1 = θ
′((−1)e−1)qfi. 
(3.4.8) Lemme.– µ2 = (−1)
e(f−1)q
ef(f−1)
2 .
Preuve : La strate´gie de la de´monstration est la suivante. Notons Ru(H) le radical unipotent
d’un groupe re´ductif connexe H. On va choisir un sous-groupe de Borel B dans P := LV tel que l’on
a un isomorphisme F f -e´quivariant :
Y GRu(B)
∼= Y GV ×LF Y
L
Ru(B∩L)
et que l’on connaˆıt la valeur propre de F f sur la partie θ-isotypique de la cohomologie de Y LRu(B∩L).
Ensuite, on trouve un autre sous-groupe de Borel B′ tel que B∗ ∩L∗ = B′∗ ∩L∗, et que l’on connaˆıt
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la valeur propre de F f sur la partie θ-isotypique de sa cohomologie. En vertu du re´sultat de [Dat14],
les valeurs propres de F f sur la partie θ-isotypique de la cohomologie de Y GRu(B) et de celle de Y
G
Ru(B′)
sont les meˆmes a` un twist de Tate explicit pre`s. Donc, on en de´duit µ2.
Notons V1 = V2 = · · · = Ve := Ffq , et V i := Fq ⊗Fq Vi. Fixons des injections d’alge`bres ιi :
Fqf →֒ EndFq Vi, ∀1 6 i 6 e. Posons V :=
⊕e
i=1 Vi et V := Fq ⊗Fq V. On identifie G au groupe de
Fq-automorphisme de V . Les ιi induisent une injection
ι := ι1 × · · · × ιe : (F×qf )
e →֒ AutFq(V1)× · · · × AutFq(Ve) ⊂ AutFq(V1 ⊕ · · · ⊕ Ve) →֒ G.
Le centralisateur de ι((F×
qf
)e) dans G est un tore maximal F -stable T dont la structure rationelle est
donne´e par la restriction de scalaires ResF
qf
/Fq(Gm)
e. De plus, TF = ι((F×
qf
)e). L’action de F×
qf
sur
V i induite par ιi fait une de´composition en sous-espaces de dimension 1
V i =
f−1⊕
j=0
V i,j, ou` V i,j := {v ∈ V i | ιi(λ)(v) = λ
qjv, ∀λ ∈ F×
qf
}.
On note B′ le sous-groupe de Borel de G associe´ au drapeau complet de´fini par les sous-espaces
vectoriels successifs
0, V 1,0, V 1,1, . . . , V 1,f−1, V 2,0, V 2,1, . . . , V 2,f−1, . . . , V e,0 . . . V e,f−1,
et Ru(B
′) son radical unipotent. Notons L′ le sous-groupe de Levi F -stable associe´ a` la de´composition
V =
e⊕
i=1
V i,
et P′ le sous-groupe parabolique F -stable associe´ au drapeau
0 ⊂ V 1 ⊂ V 1 ⊕ V 2 ⊂ · · · ⊂
⊕
j<e
V j ⊂ V
de radical unipotent Ru(P
′). Le sous-groupe de BorelB′∩L′ de L′ est de radical unipotent Ru(B
′∩L′).
On a L′F ∼= (GLf(Fq))e. La varie´te´ de Deligne-Lusztig Y L
′
Ru(B′∩L′)
(resp. Y GRu(P′)) s’identifie a` (DL
f−1
F
qf
)e
(resp. GF/Ru(P
′)F ).
Notons que ιi induit une structure de Fqf -espace vectoriel sur Vi. Donc l’injection ι = ι1×· · ·× ιe
se factorise par
(F×
qf
)e →֒ AutF
qf
(V1)× · · · × AutF
qf
(Ve) ⊂ AutF
qf
(
e⊕
i=1
Vi) ⊂ AutFq(
e⊕
i=1
Vi) →֒ G.
L’immersion diagonale ∆ : F×
qf
→ (F×
qf
)e induit une de´composition
V =
f−1⊕
j=0
V
j
, ou` V
j
:= {v ∈ V | ι ◦∆(λ)(v) = λq
j
v, ∀λ ∈ F×
qf
}.
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En fait, V
j
=
⊕e
i=1 V i,j. Notons L le sous-groupe de Levi F -stable associe´ a` cette de´composition
V =
⊕f−1
j=0 V
j
, et P le sous-groupe parabolique de G correspondant au drapeau
0 ⊂ V
0
⊂ V
0
⊕ V
1
⊂ · · · ⊂
⊕
j<f−1
V
j
⊂ V ,
et Ru(P) le radical unipotent de P. On note B le sous-groupe de Borel F -stable de G associe´ au
drapeau complet de´fini par les sous-espaces vectoriels successifs
0, V 1,0, V 2,0, . . . , V e,0, V 1,1, V 2,1, . . . , V e,1, . . . , V 1,f−1 . . . V e,f−1,
et Ru(B) son radical unipotent. Le tore maximal T est contenu dans L, et B ∩ L ⊃ T est un
sous-groupe de Borel de L de radical unipotent Ru(B ∩ L). On a L
F ∼= GLe(Fqf ), la varie´te´ de
Deligne-Lusztig Y GRu(P) s’identifie a` la varie´te´ Y
G
V
introduite dans (3.4.1).
Conside´rons les deux varie´te´s Y GRu(B) et Y
G
Ru(B′)
. D’apre`s [Lus76, Lemma 3], on a des isomorphismes
Y GRu(B)
∼= Y GRu(P) ×LF Y
L
Ru(B∩L)
Y GRu(B′)
∼= Y GRu(P′) ×L′F Y
L
′
Ru(B′∩L′).
Par de´finition, B∗∩L∗ = B′∗∩L∗ et L∗ = CG∗(s). Donc on peut appliquer le re´sultat de [Dat14] sur
l’inde´pendance du sous-groupe parabolique . On obtient
He(d−e)c (Y
G
Ru(P) ×LF Y
L
Ru(B∩L))(θ) = (−1)
e(d−e) · (−1)d−e ·Hd−ec (Y
G
Ru(P′) ×L′F Y
L′
Ru(B′∩L′))(θ)(
(e− 1)(d− e)
2
)
= Hd−ec (Y
G
Ru(P′) ×L′F Y
L′
Ru(B′∩L′))(θ)(
(e− 1)(d− e)
2
).
Notons que
He(d−e)c (Y
G
Ru(P) ×LF Y
L
Ru(B∩L))(θ) = H
e(d−e)
c (Y
G
Ru(P))e
LF
s ⊗Qℓ[LF ] (θ
′ ◦ det |LF ⊗ Ind
LF
(B∩L)F 1),
et que
Hd−ec (Y
G
Ru(P′) ×L′F Y
L
′
Ru(B′∩L′))(θ) = Ind
G
F
P′F
(
(Hf−1c (Ω
f−1
Fq
,Lθ′))
⊗e
)
,
ou` Lθ′ de´signe le syste`me local sur Ω
f−1
Fq
associe´ a` θ′. On en de´duit l’e´galite´ suivante :
He(d−e)c (Y
G
Ru(P))(−
(e− 1)(d− e)
2
)eL
F
s ⊗Qℓ[LF ] θ
′◦det |LF ⊗Ind
LF
(B∩L)F 1 = Ind
GF
P′F
(
(Hf−1c (Ω
f−1
Fq
,Lθ′))
⊗e
)
.
Comme θ′ est f -primitif, Hf−1c (Ω
f−1
Fq
,Lθ′) est cuspidale en tant que repre´sentation de GLf(Fq).
D’apre`s [Wan14, Thm. 3.1.12], la valeur propre de F f sur Hf−1c (Ω
f−1
Fq
,Lθ′) est e´gale a` (−1)
f−1q
f(f−1)
2 .
Comme F f agit trivialement sur les varie´te´s LF/(B ∩ L)F et GF/P′F , sa valeur propre sur θ′ ◦
det |LF ⊗ Ind
LF
(B∩L)F 1 est e´gale a` 1 et sa valeur propre sur Ind
GF
P′F
(
(Hf−1c (Ω
f−1
Fq
,Lθ′))
⊗e
)
est e´gale a`
(−1)e(f−1)q
ef(f−1)
2 . Rappelons que Y G
V
∼= Y GRu(P). On en de´duit que µ2 est e´gale a` (−1)
e(f−1)q
ef(f−1)
2 . 
Graˆce aux deux lemmes pre´ce´dents, le Frobenius F f agit sur Hd−1+ic (Y
G
U
,Qℓ)(θ) par le scalaire
µ1 · µ2 = (−1)
e(f−1)θ′((−1)e−1) · (qf)
d−e
2
+i.

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3.5 La cohomologie a` coefficients ℓ-adiques
On e´tudie la partie non-supercuspidale de la cohomologie ℓ-adique :
Hd−1+i
c,Qℓ
:= Hd−1+i
c,Zℓ
⊗Zℓ Qℓ = Ind
GDW
[GDW ]d
Hd−1+ic (Σ
ca
1 ,Qℓ), 0 6 i 6 d− 1.
(3.5.1) Soient f |d et θ′ : F×
qf
→ Q
×
ℓ un caracte`re f -primitif. Notons θ := θ
′ ◦NF
qd
/F
qf
, et e = d/f
comme pre´ce´demment.
Notons Kf ⊂ K
ca l’extension non-ramifie´e de K de degre´ f. Le caracte`re θ (ou plutoˆt θ′) nous
fournit un caracte`re mode´re´ment ramifie´ θ˜′ de Kf , i.e. il est trivial sur le sous-groupe 1 + ̟OKf ,
de´fini par la compose´e :
θ˜′ : Kf ։ (O
×
Kf
/1 +̟OKf )×̟
Z ∼= F×qf ×̟
Z −→ Q
×
ℓ
(ζ,̟) 7→ θ′(ζ) · θ′((−1)e−1)
Alors, la paire (Kf/K, θ˜
′) est une paire admissible mode´re´e [BH11, 1.1].
Notons θ˜ := θ˜′ ◦NKd/Kf , et ρ(θ˜) := Ind
D×
[D]f
Θ la repre´sentation irre´ductible de niveau ze´ro de D×
associe´e a` θ˜, ou` Θ = θ˜′ ◦ NrB/Kf , cf. (3.3.5). En particulier, on a
Θ(ΠfD) = θ˜
′(NrB/Kf (Π
f
D)) = θ˜
′((−1)e−1̟) = 1.
(3.5.2) Lemme.– En tant que repre´sentation de GW, on a
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
) = IndGW[GW ]f
(
HomF×
qd
(θ,Hd−1+ic (Σ
ca
1 ,Qℓ))
)
,
ou` [GW ]f = {(g, w) ∈ GW | v(g, 1, w) ∈ fZ}, et l’action d’un e´le´ment (g, w) ∈ [GW ]f sur
HomF×
qd
(θ,Hd−1+ic (Σ
ca
1 ,Qℓ)) vient de celle de (g,Π
−v(g,1,w)
D , w) ∈ (GDW )
0 sur Hd−1+ic (Σ
ca
1 ,Qℓ).
Preuve : D’apre`s la re´ciprocite´ de Frobenius, on a
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
) ∼= Hom[D]f (Θ, Ind
GDW
[GDW ]d
Hd−1+ic (Σ
ca
1 ,Qℓ))
∼= HomF×
qd
(
θ, (IndGDW(GDW )0̟Z H
d−1+i
c (Σ
ca
1 ,Qℓ))
ΠfD
)
.
Comme [GDW ]f = [GDW ]dΠ
fZ
D , on peut prolonger l’action naturelle de [GDW ]d sur Σ
ca
1 en une
action (non naturelle) de [GDW ]f en faisant agir Π
f
D trivialement. On a alors
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
) ∼= HomF×
qd
(θ, IndGDW[GDW ]f H
d−1+i
c (Σ
ca
1 ,Qℓ))
∼= IndGW[GW ]f HomF×
qd
(θ,Hd−1+ic (Σ
ca
1 ,Qℓ)).

(3.5.3) Proposition.– Il existe une repre´sentation irre´ductible elliptique de niveau ze´ro πi(θ)
de G telle que
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
) ∼=
GW
πi(θ)⊗ Ind
WK
[WK ]f
V.
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ou` V est un Qℓ-espace vectoriel de dimension 1 sur lequel IK agit via IK ։ IK/IK(̟t) ∼= F
×
qd
θ
−→ Q
×
ℓ ,
avec ̟t la racine (q
d − 1)-ie`me de ̟ fixe´e dans (3.1.5), et ϕf agit sur V par un scalaire λi qui est
de la forme (−1)e(f−1)θ′((−1)e−1) · (qf)
d−e
2
+i.
De plus, IndWK[WK ]f V est irre´ductible de dimension f, et πi(θ) est de la forme π
I
ρ(θ˜i)
pour un caracte`re
mode´re´ θ˜i de K
×
d prolongeant θ et un sous-ensemble I de {1, . . . , e} satisfaisant I = {1, . . . , i} ou
{e− i, . . . , e− 1}.
Preuve : Notons x = [Od] le sommet standard de BT et G+x = 1 + ̟Md(O). Conside´rons les
G+x -invariants de HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
). En vertu du lemme (3.4.3), nous avons
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
)G
+
x ∼=
Gx×WK
IndGx×WKGx×[WK ]f HomF×qd
(θ,Hd−1+ic (Σ
ca
1 ,Qℓ)
G+x )
∼=
Gx×WK
IndGx×WKGx×[WK ]f
(
Hd−1+ic (DL
d−1
Fq
,Qℓ)(θ)
)
∼=
Gx×WK
IndGx×WKGx×[WK ]f π
i
θ′.
Graˆce a` (3.1.5) (a) et (b), l’action de IK sur H
d−1+i
c (DL
d−1
Fq
,Qℓ)(θ) se factorise par IK/IK(̟t) via le
caracte`re θ, et ϕf y agit comme l’endomorphisme Frobf . Or, l’action de Frobf commute avec celle
de GLd(Fq) et πiθ′ est une repre´sentation irre´ductible de GLd(Fq). Frob
f y agit par un scalaire λi.
D’apre`s Prop. (3.4.5), λi est de la forme pre´vue dans l’e´nonce´. Donc, on a
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
)G
+
x ∼=
Gx×WK
πiθ′ ⊗ Ind
WK
[WK ]f
V,
avec V un Qℓ-espace vectoriel de dimension 1 comme dans l’e´nonce´. Comme l’action de F
×
qd
sur V se
factorise par le caracte`re f -primitif θ′, le WK-module Ind
WK
[WK ]f
V est irre´ductible.
Posons
πi(θ) := HomWK
(
IndWK[WK ]f V,HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
)
)
.
Alors, on a
(πi(θ))
G+x = HomWK
(
IndWK[WK ]f V,HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
)G
+
x
)
∼= πiθ′.
D’apre`s le the´ore`me (3.3.6), πi(θ) est de la forme π
I
ρ(θ˜i)
comme dans l’e´nonce´, et on a
HomD×(ρ(θ˜),H
d−1+i
c,Qℓ
) ≃
GW
πI
ρ(θ˜i)
⊗ IndWK[WK ]f V.

(3.5.4) Corollaire.– Si i = 0, la repre´sentation π0(θ) = π
∅
ρ(θ˜0)
est ge´ne´rique, donc elle est “de
la se´rie discre`te”.
Preuve : Ceci de´coule de [Dat07, 2.1.11]. 
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(3.5.5) Corollaire.– Le WK-module ind
WK
[WK ]f
V est isomorphe a` σρ(θ˜)(−i) comme dans le
the´ore`me A. (b) dans l’introduction.
Preuve : C’est une conse´quence directe du the´ore`me principal de [BH11]. En effet, comme de´crit
par Bushnell et Henniart, le WK-module σρ(θ˜)(−i) s’identifie a` l’induction ind
WK
[WKf ]
(η
e(f−1)
Kf
θ˜′) norma-
lise´e a` la Hecke, ou` ηKf est le caracte`re non-ramifie´ quadratique de K
×
f . Bien suˆr, on voit η
e(f−1)
Kf
θ˜′
comme un caracte`re de WKf via l’inverse de morphisme d’Artin Art
−1
Kf
: WKf ։ W
ab
Kf
∼
−→ K×f . Donc
la restriction a` IKf = IK du caracte`re η
e(f−1)
Kf
θ˜′ se factorise par le quotient IKf ։ F
×
qf
, et la valeur du
caracte`re η
e(f−1)
Kf
θ˜′ en ϕf est e´gale a`
(−1)e(f−1)θ˜′(Art−1(ϕf)) = (−1)e(f−1)θ˜′(π) = (−1)e(f−1)θ′((−1)e−1).
D’ou` le corollaire. 
Dans le reste de ce paragraphe, on de´montre le the´ore`me suivant, qui nous dit en particulier que
la repre´sentation πi(θ) = π
I
ρ(θ˜i)
est isomorphe a` πI
ρ(θ˜)
.
(3.5.6) The´ore`me.– Dans le groupe de Grothendieck R(D×), on a l’e´galite´ LJ(πi(θ)) = (−1)
i[ρ(θ˜)],
i.e. πi(θ) est elliptique de type ρ(θ˜).
Preuve : Soit Kf/K l’extension non-ramifie´e de degre´ f. Posons g
′ ∈ GLe(Kf) la matrice donne´e
par xi,i+1 = 1 pour 1 6 i 6 e−1, xe1 = ̟, et les autres xij = 0. De`s que l’on fait un choix de base de
Kf sur K, pour tout e´le´ment de GLe(Kf), on le voit naturellement comme un e´le´ment de GLd(K)
dont la classe de conjugaison ne de´pend pas du choix de base.
Lemme.– Il existe un α ∈ O×Kf tel que g
′ · diag(1, . . . , 1, α) ∈ GLe(Kf ) soit un e´le´ment elliptique
dans GLd(K), et que
∑f−1
i=0 θ˜
′(ϕi(α)) 6= 0.
Preuve : Soit α un e´le´ment de O×Kf qui engendre Kf sur K. Alors, son polynoˆme caracte´ristique
Pα(X) sur K a des racines distinctes a1, . . . , af dans K
ca. Le polynoˆme caracte´ristique de g′ ·
diag(1, . . . , 1, α) ∈ GLe(Kf ) sur K est de la forme
P (X) = (Xe − a1̟)(X
e − a2̟) · · · (X
e − af̟) ∈ K[X ].
Il s’agit alors de montrer que P (X) est irre´ductible sur K. Soit f(X) un polynoˆme unitaire de
K[X ] divisant P (X), comme les polynoˆmes Xe − ai̟ sont irre´ductibles dans Kf [X ], on a f(X) =∏
i∈I(X
e−ai̟), ou` I est un sous-ensemble de {1, . . . , f}. Posons g(X) :=
∏
i∈I(X−ai̟), alors g(X)
divise Pα(X) et f(X) = g(X
e). Comme f(X) ∈ K[X ], g(X) l’est aussi. En vertu de la irre´ductibilite´
de Pα(X) sur K, on sait que I = ∅ ou {1, . . . , f}. Donc P (X) est irre´ductible sur K.
Comme θ′ est un caracte`re f -primitif de F×
qf
, les caracte`res θ′◦Frobiq, 0 6 i 6 f−1, sont distincts.
D’apre`s Artin, ils sont line´airement inde´pendants. En vertu du fait que
θ˜′(ϕi(α)) = θ′(ϕi(α) (mod ̟)) = θ′(Frobiq(α (mod ̟))),
on a
∑f−1
i=0 θ˜
′(ϕi(α)) 6= 0. 
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Choisissons un α ∈ O×Kf satisfaisant le lemme pre´ce´dent, et notons
gG := g
′ · diag(1, . . . , 1, α)
vu comme un e´le´ment de GLe(Kf ) →֒ GLd(K). Fixons un K-injection Kf →֒ D de sorte qu’il soit
normalise´ par ΠD, et notons B le centralisateur de Kf dans D. Alors, gG correspond a` une classe de
conjugaison d’e´le´ments re´guliers elliptiques {gD} de B
× ⊂ D×. On va calculer la trace de gG (resp.
gD) sur πi(θ) (resp. ρ(θ˜)) dans la proposition suivante.
(3.5.7) Proposition.– On a l’e´galite´ de caracte`res suivante :
χπi(θ)(gG) = (−1)
d−1+iχρ(θ˜)(gD) 6= 0.
Preuve : Rappelons que ρ(θ˜) = IndD
×
[D]f
Θ, ou` Θ est le caracte`re de [D]f de´fini dans (3.3.5).
Comme gD ∈ B
× ⊂ [D]f correspond a` gG, (gD)
e est conjugue´ a` α̟. Donc, on a NrB/Kf (Π
i
DgDΠ
−i
D ) =
ΠiD(−1)
e−1α̟Π−iD = (−1)
e−1ϕi(α)̟. Alors, par de´finition,
χρ(θ˜)(gD) = χIndD×[D]f Θ
(gD) =
f−1∑
i=0
Θ(ΠiDgDΠ
−i
D )
=
f−1∑
i=0
θ˜′((−1)e−1ϕi(α)̟) =
f−1∑
i=0
θ˜′
(
ϕi(α)
)
.
Notons σ := {s1, . . . , se} la facette stable sous gG sur laquelle gG agit par la permutation
{1, . . . , e} ∈ Se. D’apre`s [SS97, Thm. III 4.16 et Lemma III 4.10], on a
χπi(θ)(gG) = Trace(gG|πi(θ)
G+σ ).
En vertu du the´ore`me (2.1.9) et la dualite´ de Poincare´, on a
πi(θ)
G+σ = Hd−1+ic (τ
−1(|σ|∗),Lθ) = H
d−1−i(τ−1(|σ|∗),Lθ−1)
∨,
ou` τ : Ωd−1,caK → |BT | signifie le morphisme de re´duction (voir (3.1.1)), et Lθ (resp. Lθ−1) de´signe le
syste`me local sur Ωd−1,caK associe´ a` θ (resp. θ
−1).
Notons que l’action de gG sur H
d−1+i
c (Σ
ca
1 ,Qℓ)(θ) est induite par l’action naturelle de l’e´le´ment
(gG,Π
−f
D ) ∈ (GD)
0 := {(g, δ) ∈ G×D× | v(g, δ, 1) = 0} sur Σca1 (cf. [Dat07, 3.1.5]), graˆce au fait que
Θ(ΠfD) = 1 (voir (3.5.1)). On a alors
χπi(θ)(gG) = Trace
(
(gG,Π
−f
D )|H
d−1+i
c (τ
−1(|σ|∗),Lθ)
)
= Trace
(
(g−1G ,Π
f
D)|H
d−1−i(τ−1(|σ|∗),Lθ−1)
)
.
Lemme.– Le morphisme de restriction
Hd−1−i(τ−1(|σ|∗),Lθ−1) −→ H
d−1−i(τ−1(|σ|),Lθ−1)
est un isomorphisme.
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Preuve : Notons RΨη le foncteur de cycles e´vanescents formel a` la Berkovich [Ber96]. D’apre`s
Berkovich, il s’agit de montrer que le morphisme de restriction
RΓ(Ωσ, RΨη(Lθ−1)) −→ RΓ(Ω
0
σ, RΨη(Lθ−1))
induit un isomorphisme. Choisissons un sommet s ∈ σ, et notons les inclusions
js : Ω
0
s →֒ Ωs, iσ : Ωσ →֒ Ωs et jσ : Ω
0
σ →֒ Ωσ.
En vertu des e´galite´s [Wan14, (2.1), (2.4)], on a
RΨη(Lθ−1)|Ωσ = i
∗
σRjs∗
(
RΨη(Lθ−1)|Ω0s
)
= i∗σRjs∗(ps∗Qℓ)(θ
−1).
Finalement, [Wan13, Lemme 3.2.2] nous dit que
i∗σRjs∗(ps∗Qℓ)(θ
−1) = Rjσ∗j
∗
σi
∗
σRjs∗(ps∗Qℓ)(θ
−1)
= Rjσ∗(Rjs∗(ps∗Qℓ)(θ
−1)|
Ω
0
σ
).
On en de´duit l’e´nonce´ du lemme. 
Graˆce au lemme pre´ce´dent, on a
χπi(θ)(gG) = Trace
(
(g−1G ,Π
f
D)|H
d−1−i(τ−1(|σ|),Lθ−1)
)
.
On va conside´rer un certain sous-sche´ma formel de Ω̂ := Ω̂d−1O ⊗̂OÔ
ca afin de calculer cette trace.
Soit σ = {̟Λk ( Λ0 ( · · · ( Λk} un k-simplexe. On dit que σ est de type (e0, . . . , ek) si
e0 = dimFq Λ0/̟Λk et ei = dimFq Λi/Λi−1 pour 1 6 i 6 k. On dit de plus que σ est une f -facette,
si f |ei, ∀i. Lorsque ei = f ∀i et k = e − 1, on dit que σ est une f -facette maximale. On note F (f)
l’ensemble de f -facettes, et F (f)c := BT \F (f).
Soit σ = {s0, . . . , sk} ∈ F (f), on note
Ω
f
σ : = Ωσ\
⋃
σ⊂ω,ω∈F (f)c
Ωω
=
⋃
σ⊂ω,ω∈F (f)
Ω
0
ω.
Il est e´vident que Ω
f
σ = Ω
f
s0 ∩ · · · ∩ Ω
f
sk
, et Ω
f
σ = Ω
0
σ si σ est une f -facette maximale. Pour s un
sommet de BT , Ω
f
s = Ωs\
⋃
s∈ω,ω∈F (f)c Ωω est une sous-varie´te´ ouverte de Ωs, donc elle est lisse.
Notons Ω(f) :=
⋃
s∈BT ◦ Ω
f
s une varie´te´ ouverte de la fibre spe´ciale Ω de Ω̂, et Ω(f) := sp
−1(Ω(f))
ou` sp de´signe le morphisme de spe´cialisation (voir (3.1.1)). Posons Ω̂(f) le comple´te´ de Ω̂ le long de
Ω(f), alors Ω(f) s’identifie a` la fibre ge´ne´rique de Ω̂(f), cf. [Ber96, Prop. 1.3].
Calculons le groupe de cohomologie Hd−1−i(τ−1(|σ|),Lθ−1) en utilisant ce mode`le entier.
Ω(f) 
 j
// Ω̂(f) oo
i
? _Ω(f)
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Notons tout d’abord que le faisceau Lθ−1 se prolonge a` Ω̂(f), i.e. il existe un syste`me local de
rang un L̂θ−1 sur Ω̂(f) tel que j
∗L̂θ−1 ∼= Lθ−1 . En effet, d’apre`s (3.1.5), pour chaque sommet s ∈ BT
◦,
Lθ−1 se prolonge en un faisceau sur Ω
0
s, qui est isomorphe au syste`me local F
w
θ−1 dans [BR03, Thm.
7.7], ici w = (1, . . . , d) ∈ Sd. Alors, d’apre`s loc. cit., si ω est une f -facette contenant s, on sait que
Fwθ−1 se prolonge sur la strate Ω
0
ω. C’est-a`-dire le syste`me local Lθ−1 se prolonge sur toutes les Ω
0
ω,
pour ω ∈ F (f), donc il se prolonge sur Ω(f), car Ω(f) =
⋃
ω∈F (f)Ω
0
ω. Comme Ω̂(f) est ̟-adiquement
complet, ce faisceau se rele`ve uniquement comme un faisceau L̂θ−1 sur Ω̂(f) prolongeant Lθ−1.
Notons RΨfη le foncteur de cycles e´vanescents formel a` la Berkovich [Ber96] associe´ au mode`le
entier Ω̂(f) de Ω(f). D’apre`s Berkovich, on a
Hd−1−i(τ−1(|σ|),Lθ−1) = Hd−1−i(Ω
f
σ, RΨ
f
ηLθ−1)
= Hd−1−i(Ω
0
σ, RΨ
f
ηLθ−1),
car σ est f -maximale. En vertu de la formule de projection, on obtient que
RΨfηLθ−1|Ω0σ
= L̂θ−1|Ω0σ
⊗L RΨfηQℓ|Ω0σ .
Rappelons que dans ce cas (ou` Ω̂(f) est un mode`le semi-stable de Ω(f)), on connaˆıt les faisceaux de
cycles e´vanescents (cf. [Ill94, Thm. 3.2])
R0ΨfηQℓ|Ω0σ = Qℓ;(3.5.8)
R1ΨfηQℓ|Ω0σ = (⊕
e
i=1(Qℓ)i/Qℓ diagonal)(−1);
RqΨfηQℓ|Ω0σ =
q∧
R1ΨfηQℓ|Ω0σ .
Graˆce a` [Lus76, Lemma 3], Ω
0
σ est isomorphe a` (Ω
f−1
Fq
)e. Donc, on a
(3.5.9) Hqc (Ω
0
σ, L̂θ|Ω0σ
) =
{
Hf−1c (Ω
f−1
Fq
,Lθ′)
⊗e, si q = e(f − 1) ;
0, si q 6= e(f − 1).
Ici, Lθ′ de´signe le syste`me local sur Ω
f−1
Fq
associe´ au caracte`re θ′ : F×
qf
→ Q
×
ℓ qui est f -primitif. En
particulier, en tant que repre´sentation de GLf(Fq), Hf−1c (Ω
f−1
Fq
,Lθ′) est la repre´sentation cuspidale
πf(θ
′).
Maintenant, on peut terminer le calcul de la trace de gG.
χπi(θ)(gG) = Trace
(
(g−1G ,Π
f
D)|H
d−1−i(Ω
0
σ, RΨ
f
ηLθ−1)
)
= Trace
(
(g−1G ,Π
f
D)|H
e(f−1)(Ω
0
σ, L̂θ−1 |Ω0σ
⊗ Re−1−iΨfηQℓ|Ω0σ)
)
= Trace
(
(gG,Π
−f
D )|H
f−1
c (Ω
f−1
Fq
,Lθ′)
⊗e
)
· Trace
(
(g−1G ,Π
f
D)|R
e−1−iΨfηQℓ|Ω0σ
)
Comme le morphisme de pe´riode ξDr : M
ca
Dr,0 → Ω
d−1,ca
K est G × D
×-e´quivariant si l’on munit
Ωd−1,caK de l’action naturelle de G et de l’action triviale de D
× (voir [Dat07, 3.1.1 (ii)]), (g−1G ,Π
f
D)
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permute les sommets de σ = {s1, . . . , se} comme la permutation (1, . . . , e) ∈ Se. Donc il agit sur
R1ΨfηQℓ|Ω0σ via cette permutation. Il s’ensuit que
Trace((g−1G ,Π
f
D)|R
e−1−iΨfηQℓ|Ω0σ) = (−1)
e−1−i.
D’apre`s la re`gle de Koszul [Del77, Sommes trig. 2.4*, Cycle 1.3], on sait que (g′,Π−fD ) agit sur
Hf−1c (Ω
f−1
Fq
,Lθ′)
⊗e par la formule
v1 ⊗ v2 ⊗ · · · ⊗ ve 7→ θ˜
′(NrB/Kf (Π
−f
D )) · (−1)
(f−1)2(e−1)v2 ⊗ · · · ⊗ ve ⊗ v1.
En vertu de la formule de caracte`re pour l’induite tensorielle, on a
Trace
(
(gG,Π
−f
D )|H
f−1
c (Ω
f−1
Fq
,Lθ′)
⊗e
)
= θ˜′(NrB/Kf (Π
−f
D )) · (−1)
(f−1)2(e−1)Trace(α|Hf−1c (Ω
f−1
Fq
,Lθ′))
= (−1)(f−1)
2(e−1)Trace(α|Hf−1c (Ω
f−1
Fq
,Lθ′)).
La dernie`re trace a e´te´ calcule´e par Deligne et Lusztig [DL76, Cor. 7.2], elle est de la forme
(−1)f−1
f−1∑
i=0
θ′(Frobiq(α (mod ̟))).
Donc, on a
χπi(θ)(gG) = (−1)
e−1−i · (−1)(f−1)
2(e−1) · (−1)f−1
f−1∑
i=0
θ′(Frobiq(α (mod ̟)))
= (−1)d−1−i ·
f−1∑
i=0
θ˜′(ϕi(α))
= (−1)d−1−i · χρ(θ˜)(gD).

(3.5.10) Proposition.– On a π0(θ) ∼= JL(ρ(θ˜)), ou` JL de´signe la correspondance de Jacquet-
Langlands.
Preuve : Graˆce au corollaire (3.5.4), π0(θ) est une se´rie discre`te de G. D’apre`s la proposition
(3.5.7), on a les e´galite´s suivantes :
χπ0(θ)(gG) = (−1)
d−1χρ(θ˜)(gD)
= χJL(ρ(θ˜))(gG).(3.5.11)
D’apre`s 3.5.9, les deux se´ries discre`tes π0(θ) et JL(ρ(θ˜)) contiennent le meˆme type simple (Jθ, λθ),
ou` Jθ est isomorphe a` G
+
σ pour σ une facette f -maximale, et λθ est la repre´sentation d’inflation de
Jθ, via le morphisme Jθ ։ GLf(Fq)e, de la repre´sentation (πf (θ′))⊗e, cf. [BH11, 5.2]. Donc, leurs
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types simples e´tendus [BH11] sont conjugue´s a` un caracte`re non-ramifie´ pre`s. Plus pre´cise´ment, un
type simple e´tendu qui prolonge (Jθ, λθ) est un couple (Jθ,Λ), ou` Jθ s’identifie au stabilisateur de
σ dans G, et Λ est une repre´sentation de Jθ telle que Λ|J ∼= λθ, cf. [BH11, 4.1]. D’apre`s [BH11,
Prop. 7], on a une bijection entre les se´ries discre`tes contenant (Jθ, λθ) et les types simples e´tendus
prolongeant (Jθ, λθ). Notons (Jθ,Λπ0(θ)) (resp. (Jθ,ΛJL(ρ(θ˜)))) le type simple e´tendu associe´ a` π0(θ)
(resp. JL(ρ(θ˜))). Graˆce a` [BH11, Lemma 10], il existe un caracte`re non-ramifie´ χ de K× tel que
Λπ0(θ)
∼= ΛJL(ρ(θ˜)) ⊗ χJθ , ou` χJθ = χ ◦ det |Jθ .
Comme le type simple e´tendu (Jθ,Λπ0(θ)) (resp. (Jθ,ΛJL(ρ(θ˜)))) est de multiplicite´ un dans π0(θ)
(resp. JL(ρ(θ˜))), cf. [BH11], on sait que π0(θ)
G+σ ∼= Λπ0(θ) (resp. JL(ρ(θ˜))
G+σ ∼= ΛJL(ρ(θ˜)))).
Notons que gG ∈ Jθ. D’apre`s [SS97, Thm. III 4.16 et Lemma III 4.10], on a
χπ0(θ)(gG) = Trace(gG|Λπ0(θ)),
et idem pour JL(ρ(θ˜)). Donc, en vertu de 3.5.11, on a
Trace(gG|ΛJL(ρ(θ˜))) = Trace(gG|Λπ0(θ))
= Trace(gG|ΛJL(ρ(θ˜)) ⊗ χJθ)
= Trace(gG|ΛJL(ρ(θ˜))) · χJθ(gG).
Donc χJθ(gG) = 1. Il s’ensuit que χJθ = 1. 
L’e´nonce´ du the´ore`me (3.5.6) de´coule de la proposition suivante.
(3.5.12) Proposition.– Nous avons LJ(πi(θ)) = (−1)
i[ρ(θ˜)], ∀i ∈ {1, . . . , e− 1}.
Preuve : Graˆce a` la proposition (3.5.3), [ρ(θ˜i)] = (−1)
iLJ(πi(θ)) pour un caracte`re mode´re´ θ˜i pro-
longeant θ. Comme θ˜i prolonge θ, le support cuspidal de πi(θ) contient le type simple ((GLf(O))
e, (πf(θ
′))⊗e)
du Levi standard. Comme les repre´sentations elliptiques πI
ρ(θ˜i)
(∼= πi(θ)) et π
∅
ρ(θ˜i)
ont le meˆme support
cuspidal, on obtient que π∅
ρ(θ˜i)
contient le type simple (Jθ, λθ).
D’apre`s [Dat07, 2.1.14], on a l’e´galite´ suivante
χπ∅
ρ(θ˜i)
(gG) = (−1)
|I|χπI
ρ(θ˜i)
(gG).
En vertu des propositions (3.5.7) et (3.5.10), nous avons
χπ∅
ρ(θ˜i)
(gG) = χπ0(θ)(gG)
= χJL(ρ(θ˜))(gG).
En re´sume´, les deux se´ries discre`tes π∅
ρ(θ˜i)
et JL(ρ(θ˜)) contiennent le meˆme type simple (Jθ, λθ), et
leurs caracte`res ont la meˆme valeur en l’e´le´ment gG. Comme dans la preuve de la proposition (3.5.10),
ils sont isomorphes, i.e. π∅
ρ(θ˜i)
∼= JL(ρ(θ˜)). Donc ρ(θ˜i) ∼= ρ(θ˜). 

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