Abstract. We show that every 3-uniform hypergraph with minimum vertex degree at least 0.8`n´1 2˘c ontains a tight Hamiltonian cycle. §1. Introduction
§1. Introduction
In 1952 Dirac [6] proved that every graph G " pV, Eq with |V | ě 3 and minimum vertex degree δpGq at least |V |{2 contains a Hamiltonian cycle. Moreover, this is optimal as there are graphs G with δpGq " r|V |{2s´1 not containing a Hamiltonian cycle. We study an analogous Dirac-type problem for 3-uniform hypergraph, i.e., what minimum vertex degree in a 3-uniform hypergraph guarantees the existence of a (tight) Hamiltonian cycle? A lot of recent research concerning Dirac-type problems for hypergraphs originated in the work of Katona and Kierstead [16] (see also [26] for an overview).
A k-uniform hypergraph H " pV, Eq (or k-graph) consists of a finite set V " V pHq of vertices together with a family E " EpHq of k-element subsets of V , the so-called (hyper)edges. Whenever convenient we identify H with EpHq. In particular, we denote by |H| " |EpHq| the number of edges in H. For k-graphs with k ě 3, a cycle might be defined in several ways (see, e.g., [1, 2, 16, 20] ). Here we restrict ourselves to k " 3. For " 1 or 2 and an integer n with p3´ q|n, define an -overlapping cycle C n as an n-vertex 3-graph with n 3´ edges, whose vertices can be ordered cyclically in such a way that the edges are segments of that cyclic ordering and every two consecutive edges share exactly vertices. For " 2, we call the cycle tight and for " 1 we call it loose. A tight (resp. loose) Hamiltonian cycle in a 3-graph H is a spanning tight (resp. loose) cycle in H, that is, a subhypergraph of H which is a tight (resp. loose) cycle that contains all vertices of H. For a 3-graph H " pV, Eq, in addition to having two types of cycles, there are also two natural notions of minimum vertex degree (see δ 1 pHq and δ 2 pHq below). For a vertex v P V we define deg H pvq as the number of edges of H containing v and for every pair of distinct vertices u, v P V we define the co-degree/pair degree of that pair, deg H pu, vq, by the number of edges of H containing both u and v. Clearly, for an n-vertex 3- We are now ready to define a crucial Dirac-type extremal parameter. The case d " " 2 (co-degree forcing Hamiltonian tight cycles) was solved approximatively and exactly (for large n) in [28, 31] , while the case d " 2 and " 1 (co-degree forcing Hamiltonian loose cycles) was solved approximatively in [20] . In [4] an approximate formula for h 1 1 pnq (vertex degree forcing Hamiltonian loose cycles) was found, while an exact form of this result was obtained in [13] . The related problem concerning minimum degree conditions for perfect matchings was resolved for co-degrees approximately and exactly in [28, 30] and similarly for vertex degrees in [11, 18, 21] .
In particular, the results mentioned above resolve the asymptotic behaviour for all possible values of d and with the exception of d " 1 and " 2. It seems that more difficulties arise in that case, since d ă and, hence, we are not in control of co-degrees, while it seems that large co-degrees are instrumental in building long tight paths and cycles.
We will derive new bounds for h Some estimates on hpnq were obtained over the last few years. While proving a more general result, Glebov, Person, and Weps [9] showed that
where the numerical value of ε is close to 5ˆ10´7. In [27] the first two authors improved upon that bound by showing that for every γ ą 0 there exists n 0 such that if n ě n 0 then hpnq ďˆ5´? 5 3`γ˙ˆn´1 2˙«
.92ˆn´1 2˙.
Here we make a further improvement. This upper bound on hpnq seems to be far from optimal. Indeed, the best known constructions yield hpnq ěˆ5 9`o p1q˙ˆn´1 2ȧ nd we briefly mention three constructions achieving this bound.
(i ) Consider a partition X Ÿ Y " V of the vertex set V of size n with |X| " rpn`1q{3s
and let H be the 3-graph containing all edges e such that |e X X| ‰ 2. It is not hard to show that H contains no tight Hamiltonian cycle, since two consecutive vertices in X cannot be connected to Y (see, e.g., [27] ). Moreover, we have δpHq ě p5{9`op1qq`n´1 2˘.
(ii ) Similarly, one may consider a partition X Ÿ Y " V with |X| " r2n{3s and let H be the 3-graph consisting of all hyperedges e such that |e X X| ‰ 2. Again H has δpHq ě p5{9`op1qq`n´1 2˘a nd it contains no tight Hamiltonian cycle.
(iii ) The last example utilises the fact that every tight Hamiltonian cycle contains a matching of size tn{3u. Again we consider a partition X Ÿ Y " V this time with |X| " tn{3u´1 and let H consist of all hyperedges having at least one vertex in X. Consequently, H contains no matching of size tn{3u and, hence, no tight Hamiltonian cycle. On the other hand, δpHq ě p5{9`op1qq`n´1 2˘.
It might be possible that these constructions give the right asymptotic lower bound for hpnq, which leads to the following conjecture.
However, we remark that recently Han and Zhao [14] showed that for k ě 4 some Dirac-type thresholds for tight Hamiltonian cycle are strictly larger than the corresponding thresholds for perfect matchings, which may put some doubt on Conjecture 1.3. However, it seems unlikely that the upper bound given Theorem 1.2 is optimal and we shall return to the problem of determining the asymptotic behaviour of hpnq in the near future. §2. Outline of proof and preliminaries 2.1. Outline. Our proof follows the absorbing path method developed in [28, 29, 31] .
We begin with building an absorbing path A and putting aside a small reservoir set R selected randomly so that HrRs preserves the degree properties of H. Then a long cycle C containing A is created in the remaining hypergraph (by first building a family of disjoint paths and then connecting them, as well as A, together via the reservoir R). Finally, utilising the absorbing property of A, the cycle C is extended to a Hamiltonian cycle in H.
Our proof is founded on four pillars: the Connecting Lemma, the Absorbing Lemma, the Reservoir Lemma, and the Cover Lemma (replacing the Path Cover Lemma used earlier in [27, 29] ), and we will prove them all in the next section. The Connecting Lemma and the Absorbing Lemma are the bottlenecks here. In [27] we 'shaved' the hypergraph H from edges containing pairs of small degree until all pairs of positive degree were large, that is, of degree a little bigger than n{2. In the obtained subhypergraph H 1 proving a connecting lemma was easy, however we paid a high price for that: to prevent H 1 from becoming empty, we had to raise the minimum vertex degree of H to about .92`n´1 2˘. Here we refine that approach: we only dispose of the edges of H with all three pairs of small degree and, at the same time, we lower the notion of "small" to only n{3. Then both, the Connecting Lemma and the Absorbing Lemma, are a bit harder to prove, yet we manage to do so, keeping δpHq at around .8`n´1 2˘. The Reservoir Lemma, as usual, can be proved by a standard application of the probabilistic method. Finally, the proof of the Cover Lemma follows the lines of the approach from [27, 29] in that it relies on the Weak Regularity Lemma. Once the four lemmas are proved, the actual proof of Theorem 1.2 consists of five simple steps (stated below). For any S Ă V pHq, let H´S denote the induced subhypergraph HrV pHq Ss, that is, a subhypergraph obtained from H by deleting all vertices in S together with the edges they belong to.
(1) Find an absorbing path A in H.
(2) Find a reservoir set R in H´V pAq. 
Preliminaries.
Here we collect basic tools needed in the subsequent proofs. We begin with a lower bound on the number of triangles in an n-vertex graph in terms of the number of its edges. Although more refined results are available (see Razborov [25] ), for us it will be sufficient to use an old bound of Nordhaus and Stewart [24] which is also attributed to .
We will also need the following version of a result of Erdős [7] . A 3-graph H is 3-partite if there is a partition V pHq " In the proof of the Cover Lemma we will also need the so-called weak hypergraph regularity lemma, which is the straightforward extension of Szemerédi's regularity lemma [33] from graphs to hypergraphs (see, e.g. [5, 8, 32] 
We say that a 3-partite 3-graph H with 3-partition vertices there is for some t, with t 0 ď t ď T 0 , a partition V pHq " V 1 Ÿ¨¨¨Ÿ V t such that
and for all but less than ε`t 3˘t riplets of partition classes
Any partition guaranteed by Lemma 2.3 will be referred to as ε-regular.
For brevity, we will often write uv instead tu, vu. The link graph of a vertex u in a 3-graph H is defined as
For each real α P p0, 1q we define
and call a pair α-large if it is in G α . The 1{3-large pairs play a special role in our proof.
However, also G .33 will appear in our proof and should not be confused with G 1{3 . Let
that is, H 1 is a spanning subhypergraph of H with all edges of H 0 removed. Note that every edge of H 1 contains at least one pair from G 1{3 .
We build a tight Hamiltonian cycle in H from several small pieces. Tight paths are defined in the same way as tight cycles, but with respect to a linear ordering of the vertices.
From now on we will refer to tight paths and cycles as paths and cycles, resp. If P is a path with t ě 3 vertices v 1 , . . . , v t and t´2 edges tv 1 , v 2 , v 3 u, . . . , tv t´2 , v t´1 , v t u, then we call the ordered pairs pv 1 , v 2 q and pv t , v t´1 q the endpairs of P , and we say that P connects its endpairs. The length of a path is defined as the number of its edges and the order denotes its number of vertices. §3. The four pillars
In this section we prove the four crucial lemmas: the Connecting Lemma, the Absorbing Lemma, the Reservoir Lemma, and the Cover Lemma.
3.1. The Connecting Lemma. The connecting lemma in [29] assumes that δ 2 pHq is large and guarantees a short path between any two ordered pairs of vertices. There is no hope for such a result here, as some pairs may have very small degree, even zero. So, we must be content with connecting just the pairs with large degrees. As a first step we establish a numerical relation between δpHq and δpG α q. To this end, for all 0 ă α ă c ă 1,
Proof.
Breaking the latter sum into two parts: over uu 0 P G and over uu 0 R G, and recalling that |tu : uu 0 P Gu| " δpGq, we obtain the inequality
from which the required bound follows.
We also need a simple combinatorial inequality which was observed already in [27, Fact 1]).
Claim 3.2. For any two finite sets B and R, with |B| ď |R|, the set
e X B ‰ ∅ and e X R ‰ ∅ (
Proof. Let c " |B X R|. Then, as |R| ě |B| ě c,
We are now ready to prove the Connecting Lemma. Owing to the assumption δpHq ě .799`n´1 2˘w e have 
Lemma 3.3 (Connecting Lemma
Since .598`p.65q 2 ą 1.02, it follows from (3) and the above bound that
which, for sufficiently large n, is greater than 8n, which is an upper bound on the number of pairs tx, yu P F X I with tx, yu X V pP u Y P v q ‰ ∅. We conclude that there exist two Recall that a pair of vertices in H is called α-large if it belongs to G α . 
for large n. The link graph H 1 pxq has at least δpH 1 q ě .709n 2 {2 edges and by Lemma 2.1,
As for all x P S K .
With these preparations we can prove the Absorbing Lemma.
Proof of Lemma 3.6. Set
where c is given by Claim 3.7. Let γ ď γ 0 and n be sufficiently large. Select randomly a family F 1 of copies of K 2,2,2 in H 1 , independently and with probability p " 1 30 γn´5. By
Markov's inequality, with probability at least 1´0.5´0.4 " 0. 
where for the last inequality we used the bound γ ď c{61.
Recall that by Claim 3.9 each copy K of K 2,2,2 in H 1 contains a path of order 4 or 5 which is an x-absorber for all x P S K . We now select one absorber from each copy of K 2,2,2 in F. Let us denote the resulting family of paths by P and note that |P| " |F| ď γn{15.
Using Lemma 3.3, we will connect all paths in P into one path A of order at most p5`10q|P|´10 ď 15ˆγ 15 n ď γn.
(There are at most 5 vertices on a path in P and the number of new vertices connecting this path with another one is, by Lemma 3.3, 14-4=10, since 4 of the 14 vertices belong to the paths in P.) To see that A is indeed a γ 2 n-absorbing path in H, consider an arbitrary subset U Ď V V pAq of size |U | ď γ 2 n. Since for every x P U there are at least γ 2 n x-absorbers
there is a one-to-one mapping f : U Ñ t1, . . . , tu such that for every x P U , P f pxq is an x-absorber. Let pv is to put aside a reservoir set R which should be small, quickly reachable from any pair in G 1{3 , and, moreover, the induced subhypergraph HrRs should satisfy the assumption of Lemma 3.3 with some margin. We state this lemma in a general form. Then for every constant p, 0 ă p ă 1 there is n 3.10 " n 3.10 ppq such that if n ě n 3.10 then there exists a subset R Ă V satisfying
{3 q|R|, and
Proof. Select a binomial random subset R of V by including to R every element of V , independently, with probability p. The random variable |R| has the binomial distribution with expectation np. By Chebyshev's inequality, with probability tending to 1 as n Ñ 8, part (a ) holds.
For every i, the random variable X i " |U i X R| is also binomially distributed, with expectation
Thus, by a standard application of Chernoff's bound (see [15, inequality (2.6)]) we have
where in the last step we used, in passing, the trivial bound |U i | ď n. Hence, using the estimate in (a ), for large n, we have
Consequently, the randomly chosen set R satisfies condition (b ) with probability tending to 1 as n Ñ 8.
For part (c ), fix i and consider a random variable Y i " |L i rRs| counting the number of edges tu, wu P L i with tu, wu Ď R. Note that
We apply to Y i Janson's inequality (see, e.g., [15, Theorem 2.14]), which states that
Here ∆ " ř ř ErI e I f s, where the summation runs over all ordered pairs of not necessarily distinct edges of L i which share at least one vertex, while I e " 1 when e Ă R and I e " 0 otherwise. Observe that, up to the order of magnitude, ∆ is equal to the expected number of pairs of edges of L i , sharing a vertex, whose all three vertices are included in R. Thus, ∆ " Θpn 3 q, and, consequently, with t " n´1 {3`n 2˘p 2 , we have
Using part (a ) again, for large n, we obtain
op1q, which means that the random set R satisfies the condition of part (c ) with probability tending to 1 as n Ñ 8. In summary, for sufficiently large n, the probability that at least one of conditions (a ), (b ), or (c ) fails is less than 1, and thus, there exists a set R Ă V satisfying all three properties (a ), (b ), and (c ). In the proof of Lemma 3.11 we will need the following result from [11] . The proof of Lemma 3.11 consists of several short steps. We begin by applying the Weak Regularity Lemma (Lemma 2.3) to H. Let
where T 0 is given by Lemma 2.3. We apply Lemma 2.3 to H, obtaining an ε-regular partition pV 1 , . . . , V t q, where t 0 ď t ď T 0 . Let us call the sets V i clusters and below we consider the cluster 3-graph K " Kpλ{12, εq on the vertex set rts " t1, . . . , tu. First, we define two auxiliary 3-graphs on rts:
, and
Having defined D and R we define K " Kpλ{12, εq as the intersection
So, the edges of K are all triples of indices ti
and
Claim 3.13.
Proof. Assume for simplicity that t|n so that |V j | " n{t for every j. Fix i P rts and set N i for the number of edges in Ť j, |HrV i , V j , V s|, where the union runs over all pairs j, such that ti, j, u P D. Then, on one hand,
while on the other hand, we can bound N i from below as follows. We have
but this sum counts the edges within V i three times and the edges with two vertices in V i twice. Thus, the differencê
sets a lower bound on the number of edges of H with exactly one vertex in V i . To get a lower bound on N i we need to further exclude the at most`t´1 2˘p λ{12qpn{tq 3 edges belonging to sub-3-graphs HrV i , V j , V s with ti, j, u R D, as well as, the at most`n {t 2˘p
t´1qpn{tq edges with two vertices in the same set V j , j ‰ i. Altogether, we arrive at the inequality
whose right-hand side, for large n and using the bound on t 0 , can be further bounded from below bŷ
Comparing the upper and lower bound on N i , we obtain the desired estimate.
The just established lower bound on the minimum degree in D is essentially valid for the 3-graph K as well, and thus, allows one to find in K an almost perfect matching.
Claim 3.14. There exists a matching M in K with |V pM q| ě p1´?εqt.
Proof. We will find a sub-3-graph K 1 of K with |V pK 1 q| :" t 1 ě p1´?εqt and
Once we are done with this task, the claim will follow from Theorem 3.12 with β " 1 2 λ (note that, by (5), ε ď 1{2 and t 1 ě t{2 ě t 0 {2 ě t 1 ).
Since the number of ε-irregular triples is less than ε`t 3˘, the set W of vertices i P rts where the first inequality follows from the bound ε ď λ 2 {400. Since t ě t 1 , we have also (7) which, as explained above, completes the proof of Claim 3.14.
Proof. The claim will follow if we show that for all
By ε-regularity of HrV i , V j , V s we have
Recalling that t ď T 0 , n ě n 3.11 , and in view of (5) Let γ 0 be given by Lemma 3.6 and let
Further, let n 3.10 " n 3.10 pγ 2 {3q and n 3.11 come from Lemma 3.11 with " γ 3 , L " r 1 3 γ´3s, and, say, λ " 1{9. Finally, set Proof. Note that |V pHq V pAq| ě p1´γqn ě n 3.10 and apply Lemma 3.10 to V pHq V pAq are β v " .8´3γ, because every vertex v belongs to at most |V pAq|pn´2q ă 3γ`n´1 2˘e dges intersecting V pAq.
In the short argument below we use the bounds on γ and n stemming from (8) Recall that H 1 is a sub-3-graph of H consisting of all edges containing at least one 1{3-large pair, that is, an edge of the graph G 1{3 (see (2) 
By (9), we also have |V pH 2 q| ě n 3.11 . We apply Lemma 3.11 to
γ´3s, and, say, λ " 1{9, obtaining a family
By the definition of H 1 , every copy Q P Q of K L,L,L contains a path P of length at least 3L´1 with both endpairs in G 1{3 . Let P be the family of all these paths. Note that
Unlike in [27] , the path cover P we have gotten consists of Θpnq paths of length Op1q.
Yet, the number of these paths, |P|, is much smaller than |R| (compare the above bound with the lower bound in part (a) of Claim 4.1.) This allows us to glue them all together using the reservoir set. Proof. We show by induction on i that the paths Π 1 , . . . , Π m exist and that |V pΠ i qXR| " 14.
Suppose that for some 0 ď i ď m´1 we have already found paths Π j for all j " 1, . . . , i.
Together these paths occupy 14i ď 14pm´1q ď 14γ 3 n vertices of R. Let R i be the set of all the remaining vertices of R. Thus, by part (a) of Claim 4.1,
The properties (a)-(c) of R established in Claim 4.1 imply the following, a bit weaker, properties of every subset R 1 Ď R, with |R 1 | ě |R|´15γ 3 n: ollows from 0.0004|R| ě 30γ 3 n, which, in turn, follows by the lower bound in (a) and by (8) .
We shall use these properties to connect the pairs e i`1 " pv, uq and f i`1 " py, xq.
Since .33`.69 ą 1 and tu, vu P G 1{3 , by (b Observe further that, since C Ą A, we have V V pCq Ă R Y T and thus
Since the path A forms a segment of C, we can employ the γ 2 n-absorbing property of A to the set U :" V V pCq. By replacing in C, the path A by a path A U , we finally obtain a Hamiltonian cycle in H, which concludes the proof of Theorem 1.2.
