This paper describes one solution to the problem of constraining geostatistical models by well-test results which has been obtained within the frame of the HELIOS research project conduced by Elf and IFP in the field of reservoir engineering.
Introduction
Geostatistical modeling of reservoir heterogeneity is now widely used by geoscience engineers to fill in reservoir simulation grids. These geostatistical models are made of facies pixels or geologic objects and are built by using simulation algorithms that reflect the main statistics of the geology of deposits, Integration of dynamic data together with the geology enhances the quality of the geostatistical modeling and provides the reservoir engineer with a better basis for reservoir simulation and management. The uncertainty of simulated production scenarios is then reduced, allowing more realistic economic evaluations,
In this paper the dynamic data considered are restricted to well-test results. However, the tools and the methodology presented here apply to other dynamic data including field-production data.
The problem of constraining geostatistical simulation by well-test results can be considered in two different ways: q The geostatistical simulation algorithm can be modified in order to integrate the dynamic data into the numerical processing. The purpose is to generate a facies model that features a given average permeability within the investigation area of each well, Several attempts have been presented, which use simulated annealing '-3or sequential simulation 4. This is an "a Priori " process. Once a geostatistical grid has been generated, the petrophysical parameters of the grid can be computed so that the corresponding numerical well-test model matches the well-test behavior. This is an "a Posterior" process that applies to pixel or objet based geostatistical modeling as well as to deterministic modeling. More generally, the inverse problem of finding the field properties such as permeabilities and porosities by matching the field behavior is known as History Matching and has received a great deal of attention for long time 5"'6. This concept has even been 19 extended to the matching of future extreme reservoir development scenarios '7. These two process are currently being investigated within the framework of the HELIOS project " in the field of reservoir engineering. The present paper addresses the a Posterior process and gives an overview of the current status of the project.
Inversion loop
The basic tool that has been developed to reach the objective of the project is the inversion loop, which is diagramed in Fig. 1 .
The aim of the inversion process is to start from an initial guess for the parameters and to improve it by integrating dynamic data inan automated loop. Thequality of the fit between measured and computed data is evaluated by using an objective function. The proposed approach is based on Bayesian formalism " "~' which includes a Priori information coming from the geological model in the objective function. This approach is well suited for integrating static data from geology together with dynamic data from well-tests.
The heart of the loop is made of the numerical welltest simulation program. This program computes the well pressure behavior for a given set of the parameters that the user is looking for as well as the gradients of the well pressure with respect to these parameters. Well pressure and gradients are [hen used by the optimization program to compute a better estimate of the parameter set that will lead to a better fit. These computations are run again and again in the loop until the convergence criterion is reached.
The three different components of the inversion loop are: the numerical simulation program, gradient computation and the optimization program. They are detailed here under. The main features of the user interface that was developed to make it easier to use the inversion loop and to visualize the results are also presented.
On top and outside the loop are the geological modeling program (geostatistical simulation program or deterministic simulation program) and the analytical well-test interpretation program (Fig, 1) . The first one provides the grid system of facies. The second one gives a pre-interpretation of the welltest, which helps the user to check the data consistency and to derive a first guess of the petrophysical properties within the area investigated by the test.
Numerical well-test simulation
The pressure behavior of a single-phase flow in a 3D reservoir is governed by the following equation: where : P is the pressure i is the axis index .r, coordinates (xl, x2, X3,stands for x, y, z) k, is the directional permeability K is the fluid viscosity p is the fluid density g is the gravity $ is the porosity c, is the total rock and fluid compressibility q is a sink term
When the geometry of the reservoir becomes complicated or when the reservoir cannot be considered as homogeneous, analytical solution methods no longer provide the welltest pressure behavior. In such situations, numerical simulation program must be used instead. Reservoir models based on geostatistical simulation belong to this class of problems.
SIMTESTW is a numerical simulation program " that uses the 7-point finite-difference scheme of Equation (1 where:
A' is the 7-band matrix of the system of discretized equations at time n P" is the vector of the pressure map at time n R is the vector column of the right hand side of the system of discretized equations at time n This program can handle vertical, horizontal or complex wells operated at an imposed rate or bottomhole pressure. The management of the well completion is flexible enough to 20 allow [he user to open or close any grid-block to the flow during the simulation time.
The rate allocation Q,,, for any grid-block b, can be explicitly specified by the user or automatically controlled through the use of a numerical productivity index (NPJ,), which relates the grid-block pressure Ph to the bottomhole tlowing pressure P,,( according to: The simulation program can handle any distribution of imposed pressure or rate boundary conditions.
The input data set of the program is made of several ASCII files that handle the definition of static and dynamic data as well as the grid files generated by the most popular geostatistical simulation programs. A Windows based user front end is available on a PC to help the user to input data and to generate the proper ASCII files.
Upon user request several output ASCII or binary files can be generated. Well status reports, pressure maps, as well as bottomhole flowing pressures and derivatives and rates are such a kind of output. A Windows based post processor is also available on a PC to display pressure maps and well data.
Another very powerful capability provided by the numerical simulation program is the ability to compute and then to interpret the moments of the pressure variation during the simulation history. The first attempt to derive the area of investigation from the first three moments presented by B. Noetinger 2'for heterogeneous reservoirs has been extended to anisotropic ones by G. Blanc e~al '2. Besides the fact that this matter is beyond the scope of this paper, it must be noted that this kind of tool adds to the interpretation of simulation results as will be stated in the conclusion for future research.
The program has been extensively tested using a wide range of test cases, which include both analytical problems (limited, multilayer and composite reservoirs), and some more complex problems based on geostatistical simulated facies grids.
Pressure gradients
The optimization algorithm needs the pressure gradients with respect to the parameters to be optimized. There are several way to determine these gradients.
The first one is the numeric difference method. The gradient of the bottomhole pressure Pw with respect to the parameter d is the difference between two simulated pressures PK, and Pw, corresponding to two close values, d, and d,, of the parameter d, with:
This method is a brute-force method that is difficult to manage because the quality of the computed gradients depends on the selection of the differentiation interval d,-dz.
Antherion '' et al. proposed a so called analytical method to compute the gradients which is based on the differentiation of Equation (2) and Bissel 'zapplied it to the problem of reservoir history matching. This method has been extended by Rahon et al. '3 to allow the computation of the gradients of Pwf with respect to the petrophysical properties of the facies (or rock-type) [hat make up the reservoir as well as gradients of Pwfwith respect to the well skin, If we consider the facies permeabilities Kp, for example, the gradient comes from the derivation of Equation (2). The details of the method, as well as several examples of the validation, have been proposed for presentation at the 1996 SPE Fall meeting. However, the main point lies in the fact that the gradient vector is the solution to the matrix system: A" is the same 7-band matrix as the one used for pressure system (3) at time n G;; is the vector of the gradient map with respect to the parameter d at time n C:; is the vector column of the right hand side of the system of discretized equations of the gradient for parameter d at time n. This vector is built using the gradient vector at time n-/ and the pressure vector at current time n aB" aAn~n c:; =--aK,k -aK,k .................................(11) Depending on the numerical method selected, part of the computer time needed to solve Equation ( 10) can be saved due to the fact that the A" matrix is the same as the one used for pressure calculation.
The gradient algorithm has been implemented in the numerical simulation program, which can then deliver the required gradient unknowns on the output file together with the well pressure results.
The list of the parameters for which the bottomhole pressure gradients are currently computed is: q Horizontal K,, and vertical K, permeabilities for any given number of facies. The horizontal permeabilities can be considered as a constant within each facies or can be assigned a Gaussian distribution. In the latter case, the gradients of the mean and of the standard deviation of each facies distribution are computed. When needed, the software package is able to manage a constant K,/K,,, ratio whilst computing the gradients for one of these parameters. where: L2 is a reference to the least-squares formulation no is the number of data points measured W, is a weight (greater or equal to O) applied to every data point o is the index that refers to observed or reference data c is the index that refers to computed data The quality of the matched model can be increased by accounting for all prior geological information. This can be achieved by including a term related to the parameters in the previous objective function, which now becomes: (14) where: np is the number of parameters w, is a weight (>0) applied to every parameter p is the index that refers to the prior information If the uncertainties for measured pressures as well as for the prior model are assumed to be Gaussian, the Ieastsquares objective function has a statistical meaning X through the posterior probability density function (pdf), by applying the Bayesian formalism:
The minimum of the least-squares objective function is related directly to the maximum of the pdf.
Moreover, each parameter can be bounded to stay within a domain having a physical meaning. To do so, a Lagrange multiplier method is applied.
When the gradients of the pressure with respect to the parameters are available, optimization become more efficient. To minimize the objective function, several algorithms have been included in the inversion loop :
.
The steepest-descent algorithm, is robust far from the solution but has a slow convergence rate near the solution; The Gauss-Newton algorithm, is very efficient for simple problems and has a quadratic convergence rate near the solution; The Levenberg-Marquardt algorithm, is an improvement of the previous algorithms and provides more robustness. This is the default one. The Fletcher-Powell algorithm, combines steepestdescent robustness and Gauss-Newton speed near the solution.
The mapping method, allows the user to define a grid for the parameter space and to compute the objective function at every point on the grid. This method can be used as a preinterpretation tool to identify the occurrences of local optimums.
User interface
To make the inversion loop easy to use, a user interface has been developed. This interface runs on a PC with Windows (Fig, 2) .
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The main purpose of this interface is to help the user input the data. Three different kinds of data are managed by the user interface through the menu system, which is described in Fig. 3: q The MODEL menu, concerns the following data:
+ Description of the grid-block system; + Facies map (including map editing and import facilities); + Well characteristics (type, location and completion); + the time discretization parameters. q The TEST menu, concerns the following data:
+ Pressure and derivative (including editing and import facilities); + Rate history; --) Static data.
A preinterpretation window (Fig. 8) , allows the user to perform a unit-slope graphic analysis to get the wellbore storage as well as a graphic analysis of the derivative stabilization to get an average permeability within the area of investigation of the test. The OPTIMIZATION (or inversion) menu, concerns the following data and items: -) Type of execution required, either a new execution or a restart; + General data, i.e. the optimization algorithm selected and the associated control parameters if any; + The parameters of the inversion together with their first guess, the a priori model if any and the constraints to be applied to these parameters. The OPTIMIZATION menu also controls the output of all the ASCII files required by the numerical simulation program and by the optimization algorithm. Execution script can also be generated, to launch the inversion loop on a user specified computer (PC, Sun HP and IBM workstations, Futjitsu 4 processor mainframe). The RUN item in this menu allows the user to launch the execution script and to control the inversion loop behavior on the PC screen. Another purpose of the user interface is to display the results of the inversion loop for each iteration of the optimization process using the PLAYBACK menu. The reference pressure and the computed one are displayed on the same log-log graph for comparison purpose together with a table of the current values of the parameters. All these graphs can be displayed one after the other back and forth, and they can also be animated in an endless loop. All the gradients can also be displayed using the same process.
Application cases
Three different examples are presented here to illustrate several applications of the software package: q The first example is one of the test cases of the software package, which illustrates the optimization process efficiency. Reservoir permeability and well skin are the parameters of the inversion. The second one is a buildup simulation run on a pixel based geostatistical model made of three different facies.
q
The last one is a drawdown simulation for an object model of a meandering system.
Example 1-Homogeneous reservoir
Case description Example 1 reservoir model is a monolayer homogeneous strip 320 m wide by 3000 m long represented in Fig. 4 . The reservoir thickness is constant over all the model and equal to 18 m. The porosity is equal to 0.3.
The well, which has a radius of 7.85 cm, fully penetrates the reservoir. It is located as indicated in Fig. 4 .
The mathematical model is made of 1738 grid-blocks:
q 22 grid-blocks along the X axis; q 79 grid-blocks along the Y axis. The well-test is a DST made up of 6 flow periods followed by a 48 hour buildup (Fig. 5) . The pressure data were recorded using several quartz gauges.
The reservoir permeability and the well skin are the parameters of the inversion process. The data recorded during the buildup period were selected as the reference data for the optimization (actually only 286 data points were sampled from the original recorded data set).
Seven different sets of reservoir permeability and well skin guesses were used to test the convergence of the optimization process using the Levenberg-Marquardt algorithm. These sets are given in Table 1 . The constraints applied to the permeability and to the skin are also given in Table 1 and are shown on Fig. 6 . Results The convergence of the optimization process is very fast as shown in Table 1 . Very few iterations are necessary to reach the optimal set of parameters corresponding to a permeability of 774.9 mD and to a skin of -0.902. The quality of the fit for Run 1, which is illustrated in Fig. 5 , corresponds to an average error of 1.76x10< bar between the reference data and the computed buildup.
The initial guess has no influence on the optimization results within the validity domain as shown by Fig. 4 . The lower bound constraint on the skin, which is activated for runs 3, 4 and 5, for which the initial permeability guesses are low, is effectively satisfied by the algorithm and has little influence on the convergence speed.
Example 2 -Three facies reservoir (geostatistical pixel model)
Case description The reservoir model used for Example 2 is a square single layer of 2500 m x 2500 m with a constant thickness of 15 m.
The geological model is made up of three different facies and was built using the Sisimpdf geostatistical simula-tion program which is part of the GSLIB library ". This simulation program is based on the indicator method applied to categorical variables. The geostatistical properties of these facies are summarized in Table 2 and the corresponding facies map is shown in Fig.7 .
The porosities of the three facies are equal to 0.3. Their total compressibilities are also constant and equal to 5.5x10" I/bar.
The well, which has a radius of 7.85 cm, fully penetrates the reservoir and has a wellbore storage of 10"2m]/bars. It is located 975 m from the left boundary of the reservoir and 1675 m from the bottom one as indicated in Fig. 7 . The reservoir in the well area is made of facies 2.
The mathematical model is made of 3364 grid-blocks:
q 58 irregular grid-blocks along the X axis; q 58 irregular grid-blocks along the Y axis. The well-test is a synthetic drawdown run with the numerical simulation program. For this numerical simulation the permeabilities of the three facies and the well skin are reported in Table 2 . A constant rate of 100 m3/d was maintained during 5X10s s ( 138.9 hours). Thus the reference pressure data set corresponds to the 90 time steps of the simulation. This reference pressure and its corresponding derivative are shown in Fig. 8 .
The permeabilities of the three facies and the well skin are the parameters of the inversion process.
The initial guess for the permeabilities of the three facies has been set at 600 mD for all of them and constrained to be > I and < 2000. This guess roughly corresponds to the permeability derived from the minimum of the pressure derivative after the end of the wellbore storage effect as shown by Fig. 8 . The initial guess for the skin effect was set at O and was constrained to be >-5 and <5.
The Levenberg-Marquardt optimization algorithm was selected.
Results -Gradients analysis The results of the gradient computation corresponding to the initial guess parameter set are represented in Fig. 9 .
The plot of the well pressure gradients related to the permeabilities clearly shows that the permeability of facies 2 is the one which has the greatest influence on the well pressure, then comes the permeability of facies I and the one of facies 3. This result is not surprising if we remember that the well is located within an area where facies 2 is predominant. However this is the kind of information that is very helpful for analyzing the results of a numerical simulation. The gradients can be used as a diagnosis tool by the reservoir engineer even if an inversion process is not used.
The second part of Fig. 9 is a plot of the well pressure gradient with respect to the well skin. During the period dominated by the wellbore storage (i.e. the 500 first seconds of the drawdown as indicated by the pressure derivative in Fig. 8) , the sand face rate grows from O up to the well rate and so does the pressure difference due to the skin. This explain why the gradient grows from O up to a constant value.
Results -In verswn process
The convergence of the optimization process is very fast as shown in Table 3 and Fig. 10 . Six iterations are necessary to reach the optimal set of parameters corresponding to the permeabilities of the three facies and to the well skin. The quality of the fit, which is illustrated in Fig. 10 , corresponds to a very low average error of 1.43xl 04 bar per data between the reference data and the computed buildup. Such a degree of accuracy can be only obtained when matching synthetic data.
Example 3-Two facies object based multilayer reservoir
Case description The reservoir is a turbiditic sandy channel (facies I ) with which a system of sandy levees (facies 2) is associated. Each layer is 5 meters thick. The channel geometry is shown in Fig.  11 (the layer located at the top of this figure is the higher one, and so on).
The porosities of the two facies are equal to 0.3. Their total compressibilities are also constant and equal to 1.92x104 I/bar (Table 4) .
The well is located at the center of the coordinate system and it has a radius of 7.85 cm, The well partially penetrates the reservoir and is open only in the top layer. The wellbore storage is 101 m'hr,
The mathematical model is made of 21844 irregular grid-blocks : q 127 irregular grid-blocks along the X axis; q 43 irregular grid-blocks along the Y axis; q 4 layers.
The well-test is also a synthetic drawdown ran with the numerical simulation program as for Example 2. For this numerical simulation the permeabilities of the two facies and the well skin are the ones reported in Table 4 . A constant rate of 100 m3/d was maintained during IOCs (277.8 hours). Thus the reference pressure data set corresponds to the 159 time steps of the simulation. This reference pressure and its corresponding derivative are shown in Fig. 12 , Two inversions were performed with this synthetic drawdown.
For the first one (Example 3a), the horizontal reservoir permeabilities of the two facies were the parameters of the inversion process. The anisotropy ratio between Kh and Ku was constrained, as reported in Table 4 .
For the second one (Example 3b), both horizontal and the vertical reservoir permeabilities of the two facies were the parameters of the inversion process.
Results -Example 3a The inversion of the horizontal permeabilities of the two facies is very accurate as illustrated in Fig. 12 and Table 5 . After four iterations the solution is very close to the optimal one. The anisotropy constraint that is satisfied as every iteration, does not alter the convergence of the process.
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Results -Example 3b
When the anisotropy constraint is released and when the vertical permeabilities are included in the list of the parameters, the of the inversion process is still very fast for the horizontal permeabitlities of the two facies as illustrated in Fig. 13 and Table 6 . However the convergence of the vertical parameter inversion is a little bit slower and then the final objective function is much higher than for Example3a.
Conclusions
The solution to the problem of constraining geostatistical models by well-test results, which has been presented here, is very promising as shown by the application examples. Therefore, the resulting software package combined with an analytical interpretation package of well-tests provides the reservoir engineer with a powerful tool for analyzing complex geologic representations Moreover, this approach can be extended for polyphasic history matching applications 2'.
The research project is now focusing on the inversion of geometric parameters such as the shape of the reservoir model as well as the shape of reservoir bodies. New mathematical simulation programs using flexible grids and allowing the accurate simulation of complex wells " are another research axis. .. . .. ..... . ... . . . . ... . . .. ... .. . . . ... ......... ...._-. .....-..-.. -.--_-__.--.....-. -. . . . . . . 
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