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We present a three dimensional (3D) arbitrary Lagrangian Eulerian (ALE) hydrodynamic 
scheme suitable for modeling complex compressible ﬂows on tetrahedral meshes. The 
new approach stores the conserved variables (mass, momentum, and total energy) at the 
nodes of the mesh and solves the conservation equations on a control volume surrounding 
the point. This type of an approach is termed a point-centered hydrodynamic (PCH) 
method. The conservation equations are discretized using an edge-based ﬁnite element 
(FE) approach with linear basis functions. All ﬂuxes in the new approach are calculated at 
the center of each tetrahedron. A multidirectional Riemann-like problem is solved at the 
center of the tetrahedron. The advective ﬂuxes are calculated by solving a 1D Riemann 
problem on each face of the nodal control volume. A 2-stage Runge–Kutta method is used 
to evolve the solution forward in time, where the advective ﬂuxes are part of the temporal 
integration. The mesh velocity is smoothed by solving a Laplacian equation. The details of 
the new ALE hydrodynamic scheme are discussed. Results from a range of numerical test 
problems are presented.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Various point-centered hydrodynamic (PCH) Lagrangian approaches have been proposed [14,25,15,11,27,52,54,53,46,68,5]. 
The PCH approach is a spatially collocated method where the conservation equations for mass, momentum and total energy 
are solved on a control volume around the node, which is commonly termed the “dual grid”. Likewise, the strain is calcu-
lated on the same dual grid. The PCH approach differs from the staggered-grid hydrodynamic approach (SGH) [62,6,8,9,70]
and the cell-centered hydrodynamic (CCH) approach [1,17,40,39,7,44,5]. The SGH approach solves the governing equations 
on staggered control volumes – the cell boundary and the dual grid respectively. The CCH approach is a collocated approach 
that solves the governing equations on a control volume that coincides with the cell boundary. Both CCH and SGH calculate 
the strain on the cell boundary. The CCH approach has been successfully applied to tetrahedral meshes in [5] and triangular 
meshes in [4]. With the compatible Lagrangian SGH approach [6,8], the strain calculation can be problematic on tetrahedral 
meshes (i.e. they are stiff). Scovazzi [53] performed analysis and presented numerical results demonstrating the compatible 
SGH approach does poorly on tetrahedral meshes. In contrast to both SGH and CCH, the PCH approach solves the governing 
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grid has far more degrees of freedom to deform than a tetrahedral cell. The PCH approach offers some advantages over 
alternative hydrodynamic approaches for tetrahedral meshes.
A challenge with Lagrangian methods is the mesh can tangle on problems with large deformations. It is common to use 
the arbitrary Lagrangian Eulerian (ALE) [29] hydrodynamic approach on problems where the mesh deforms signiﬁcantly. The 
beneﬁt of the ALE approach is the mesh is able to move at an arbitrary velocity ranging from stationary (Eulerian limit) to 
the ﬂuid velocity (Lagrangian limit). There are beneﬁts to allowing the mesh to move at an arbitrary velocity. Two notable 
advantages are as follows. The robustness of the calculation is improved (i.e. the mesh is less likely to tangle), and the mesh 
can adapt to discontinuities. Recently, an ALE edge-based ﬁnite element (FE) Godunov PCH approach was proposed by Waltz 
et al. [67] for tetrahedral meshes. The approach in [67] is an extension of the Eulerian PCH approaches in [64,66] to ALE 
motion. The ALE approach in [67] includes the advective ﬂuxes in the temporal integration, which differs from the Lagrange 
plus remap approach. The Lagrange plus remap approach performs ALE in three steps: (1) the mesh is moved according to 
the Lagrangian calculation, (2) the mesh is optimized, and (3) the physical quantities are advected from the old mesh to 
the new mesh (i.e. remap step). The ALE approach in [67] does not separate the ALE solution into a Lagrangian calculation 
followed by a remap step; rather, the advection is part of the temporal integration, which is termed “unsplit” in [67,65]. 
Unsplit ALE has been studied in various research efforts. Several notable examples of unsplit ALE are the CAVEAT research 
code [1] and the research by Boscheri et al. [5,4]. Other research efforts in unsplit advection include [24,47,49,48,51,28,
23].
In this work, we build on the research in [64,66,67,46] and propose a new ALE edge-based FE PCH Godunov-like method, 
which reduces to the Lagrangian algorithm in [46] when the mesh velocity is equal to the ﬂuid velocity. The new ALE 
algorithm discretizes the conservation equations with linear basis functions. The edge-based FE approach used here has 
many similarities to the ﬁnite volume approach. A unique feature of this algorithm is that all the ﬂuxes are calculated at 
the tetrahedron center. A multidirectional Riemann-like problem is solved at the center of the tetrahedron, which yields a 
single Riemann-velocity and a single symmetric Riemann stress at the tetrahedron center. Likewise, the advective ﬂuxes are 
calculated by solving an approximate 1D Riemann problem [16] on each control volume face connected to the center of the 
tetrahedron. Calculating ﬂuxes at the center of the tetrahedron differs from the edge-based FE PCH Godunov methods that 
solve an approximate 1D Riemann problem on the edges [64,66–68,63,69]. The multidimensional Riemann-like problem 
used here is based on Lagrangian CCH work [17,40,39,7,44] and recent Lagrangian SGH work [36,37,41,38,45]. A 2-stage 
Runge–Kutta method is used to evolve the solution in time. The advective ﬂuxes are included in the temporal integration 
so the new algorithm is an unsplit ALE algorithm.
The layout of the paper is as follows. The nomenclature used in the paper is discussed in Section 2. The governing 
equations are discussed in Section 3. The multidirectional Riemann-like problem at the tetrahedron center and the 1D 
approximate Riemann problem are discussed in Section 4. The details on the ﬂow reconstruction are discussed in Section 5. 
The smoothing of the mesh velocity is discussed in Section 6. The computational procedure for implementing the ALE 
method is discussed in Section 7. Lastly, calculations of test problems are presented in Section 8.
2. Nomenclature
The nomenclature used in this paper follows the work in [7,6,44–46] and it is illustrated in Fig. 1. The density, velocity, 
mechanical stress, pressure, internal energy, and total energy are ρ, u, σ , p, e and j. The total energy is equal to the internal 
energy plus the kinetic energy, j = e + 12u2. The sound speed is c, and the shock speed is a and the shock direction is a. 
Vectors and tensors are both denoted with bold font. Subscripts denote spatial locations and superscript letters denote 
temporal values such as n, n + 12 , or n + 1 respectively. The PCH approach is a spatially collocated method where the 
physical quantities are stored at the node, α. The neighboring nodes to α are denoted as β and they are connected by an 
edge, e. The conservation equations are solved on a control volume (CV) that encircles the node α, which is termed the 
dual grid or the nodal control volume.
The nodal control volumes are decomposed into smaller segments, where each segment is termed an iota and denoted 
with a subscript i. The motivation for the decomposition is that the control volume for the multidirectional Riemann-like 
problem will be constructed from the iota surfaces inside a tetrahedron z, which is denoted as i ∈ z. In 3D, an iota on the 
nodal control volume surface is made of 4 points: (1) the center of the face on the left, (2) the cell center of the tetrahedron 
cell, (3) the center of the face on the right, and (4) the middle of the edge. The outward surface area normal of the iota is 
a quadrilateral surface, and it is denoted as Si . The surface unit normal vector of the iota face is denoted with a lower case 
letter, si . All the iota surfaces around the node is i ∈ α.
In this work, the ﬂuxes in the conservation equations are calculated at the center of the tetrahedron, z. The ﬂuxes are 
calculated by solving two different Riemann-like problems – an approximate 1D Riemann problem and a multidirectional 
Riemann-like problem respectively. The advective ﬂuxes are calculated by solving a 1D Riemann problem on each segment of 
the nodal control volume surface, i, inside the tetrahedron. The 1D Riemann advective ﬂuxes are denoted with a subscript 
i and a superscript ∗. The Riemann velocity for the tetrahedron center and the Riemann stresses in the corners of the 
tetrahedron center are calculated by solving a multidirectional Riemann-like problem using every segment of the nodal 
control volume surface, i, inside the tetrahedron. Every segment inside the tetrahedron is denoted as i ∈ z. The Riemann 
velocity is denoted with a subscript z and a superscript ∗. The corresponding Riemann stresses are denoted with a subscript 
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 241Fig. 1. The point centered hydrodynamic approach solves the conservation equations for mass, momentum, and total energy on a control volume around 
the node α. Caption (a) illustrates the entire nodal control volume for a 2D case (blue dashed line), and caption (b) only shows a single corner of the nodal 
control volume in 3D for simplicity purposes. The neighboring nodes are denoted as β . The cell center of the tetrahedron is z. The nodal control volume 
is subdivided into smaller segments that are termed an iota and they are denoted as i. The surface area normal vector of an iota is Si . The iota surface 
area vectors are equal in magnitude and opposite in direction along an edge. A multidirectional Riemann-like problem is solved at the cell center z. The 
control volume (CV) for the multidirectional Riemann-like problem is made from every iota surface inside a tetrahedron cell, i ∈ z. Caption (c) shows the 
6 iota surface areas used to make the CV to solve the 2D multidirectional Riemann-like problem. For a triangle, the iota surface extends from the edge e
to the cell center z, which is shown with a dashed line. Caption (d) shows the 12 iota surface areas used to make the CV to solve the 3D multidirectional 
Riemann-like problem. In 2D, the iota surface is a line, whereas, in 3D it is a surface. The advective ﬂuxes are calculated by solving a separate 1D Riemann 
problem on the iota surfaces. The inputs to both Riemann problems are the quantities in the tetrahedron corner, c. Fig. 2 provides another diagram to 
illustrate the concept behind the multidimensional Riemann-like problem. (For interpretation of the references to color in this ﬁgure legend, the reader is 
referred to the web version of this article.)
c and a superscript ∗. The multidirectional Riemann-like problem uses the quantities in all 4 corners, whereas, the 1D 
Riemann problem uses only two corner values. The quantities in a tetrahedron corner are denoted with a subscript c. The 
corner quantities are calculated by projecting the quantity from the nodes to the tetrahedron center via a linear Taylor 
Series expansion and a limited gradient. The projected velocity from a node to the cell center is uc where the subscript 
c denotes the corner. The Riemann velocity from the multidirectional Riemann-like problem is u∗z and the corresponding 
Riemann stress in the tetrahedron corner is σ ∗c .
3. Governing equations
The governing equations for mass, momentum, and total energy evolution are written in terms of an arbitrary mesh 
velocity, w.
d
dt
∫
V
ρdV +
∮
∂V
(dS · ρ(u−w)) = 0 (1)
d
dt
∫
V
ρudV +
∮
∂V
(dS · ρu(u−w)) =
∮
∂V
(dS · σ ) (2)
d
dt
∫
V
ρ jdV +
∮
∂V
(dS · ρ j(u−w)) =
∮
∂V
(dS · σ · u) (3)
where dS is an inﬁnitesimally small surface area, V is the volume, the density is ρ , u is the velocity, j is the speciﬁc total 
energy, and σ is the stress. In the Eulerian limit, the mesh velocity, w is equal to zero. Likewise, in the Lagrangian limit 
the mesh velocity is equal to the ﬂuid velocity, u = w. The conservation equations are discretized using the edge-based FE 
approach. In addition, the algorithm is derived such that it satisﬁes a series of key design objectives. The ﬁrst design goal for 
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energy for any mesh velocity and any mesh resolution. The second design goal for the new algorithm is it should ensure 
a stable, monotone solution. The Riemann problems must add the appropriate amount of dissipation at discontinuities so 
that the solution does not generate spurious oscillations. The last design goal for the new algorithm is it should minimize 
dissipation on smooth ﬂows. Excessive dissipation on smooth ﬂows can have a deleterious impact on a calculation. These 
design goals will be referenced in this paper.
3.1. Discrete governing equations
The governing analytic equations are discretized using the edge-based ﬁnite element (FE) approach discussed in [64,66,
67,46]. Using this approach, the discrete equations take the form of
(UαVα)
t
=
∑
i∈α
(Si ·Fi) (4)
where Uα are the conserved unknowns vector at the node and Si is the surface area normal vector of the iota and Fi are 
the corresponding ﬂuxes on an iota surface. The conserved unknowns vector in Eq. (4) is
U=
⎡⎣ ρρu
ρ j
⎤⎦ (5)
Next, the surface area normal vector, Si , is calculated using the linear basis functions, N(x), and it is given by
Si =
∫
V (z)
(
Nα∇Nβ − Nβ∇Nα
)
dV (6)
The details on the derivation of the surface area normal vector are provided in [64,67]. Next, the ﬂuxes in Eq. (4) are
Fi =
⎡⎣ 0σ ∗c
σ ∗c · u∗z
⎤⎦+
⎡⎣ ρ∗i (wi − ui)ρ∗i u∗i (wi − ui)
ρ∗i j
∗
i (wi − ui)
⎤⎦+ siai
⎡⎣ ρ∗i − ρcρ∗i u∗i − ρcuc
ρ∗i j
∗
i − ρc jc
⎤⎦ . (7)
Substituting the ﬂuxes above into Eq. (4) produces a discrete approximation of the analytic equations for mass, momen-
tum, and total energy evolution (Eqs. (1), (2), and (3)). The discrete ﬂuxes use the Riemann solution values, which are 
denoted with a superscript ∗. The Riemann values in the ﬁrst column, σ ∗c and u∗z , are found a solving a multidirectional 
Riemann-like problem at the tetrahedron center. The second and third columns are advective and dissipative ﬂuxes that 
transport mass, momentum, and total energy through the nodal control volume facets (termed an iota). The advective 
and dissipative ﬂuxes are calculated by solving a 1D Riemann problem on each iota surface at the tetrahedron center. 
The details on the multidirectional Riemann-like problem and the 1D Riemann problem are discussed in greater detail in 
Section 4.
The ﬂuxes in Eq. (7) are intentionally separated into three columns. The ﬂuxes in the ﬁrst column correspond to pure 
Lagrangian motion, so the solution is pure Lagrangian when the second and third columns are equal to zero. The ﬂuxes 
in the second and third column account for ALE motion, where the solution is pure Eulerian when the mesh velocity, 
wi , is equal to zero. The dissipative ﬂuxes in the third column are essential for numerical stability, and they are used 
in other PCH edge-based FE approaches [64,66,67,46]. The dissipative ﬂuxes correspond to the Rusanov ﬂuxes [16] and 
they are used to shift the numerical approximation from an unstable central difference discretization toward a ﬁrst-order 
upwind discretization that is stable and monotone. Section 4.3 provides the details on how the dissipative ﬂuxes shift the 
solution toward a ﬁrst-order upwind discretization. The dissipative ﬂuxes also remove a particular volume change error 
that exists in the PCH discretization of the volume evolution equation [46], and the details are provided in Section 4.4. 
The amount of dissipation added to the calculation from the dissipative ﬂuxes is a function of the shock speed, a, and 
the difference between the 1D approximate Riemann solution and the corner value. The dissipation from the dissipative 
ﬂuxes will be equal to zero in the limit of a zero mesh size or if the ﬂow is linear with a linear reconstruction of the ﬂow 
ﬁeld.
Next, the decomposition of the ﬂuxes (Eq. (7)) into three columns is useful for seeing the difference between the ALE 
approach in this paper and a Lagrange plus remap operator split approach. In a Lagrange plus remap approach, the advective 
ﬂuxes are not included in the temporal integration, likewise, the dissipative ﬂuxes are not required because the advective 
ﬂuxes are calculated using upwind values of the unknowns (e.g. ρ, ρu, ρ j). In this work, every ﬂux is included in the 
temporal integration and the ﬂuxes are based on Riemann solutions.
3.2. Temporal discretization
The solution is integrated forward in time using the 2-stage Runge–Kutta method. The ﬁrst step is to calculate the mesh 
velocity at time level n using the ﬂuid velocity, u. The mesh velocity is found by solving a Laplacian equation (Section 6) 
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 243Fig. 2. A 2D example is provided above to illustrate the multidimensional Riemann-like problem at the cell center. The iota surface area vectors, Si are 
shown, where the subscripts on the surface vector indicate the iota face and the direction. For example, subscript 12 is an iota surface with a normal 
vector pointing from corner 1 to corner 2. For a triangle, there are 6 iota surface areas. The inputs to the multidimensional Riemann-like problem are the 
corner values, c. The Riemann velocity at z is found by enforcing conservation of momentum.
that smooths the mesh velocity ﬁeld. The next step is to integrate in time the solution from n to n + 1/2, where the right 
hand side of the discrete equations is at time level n. The unknowns vector (Eq. (5)) is integrated temporarily as
(UαVα)
n+ 12 = (UαVα)n + t
2
∑
i∈α
(Si ·Fi)n (8)
likewise, the mesh position at n + 1/2 is given by
xn+1/2α = xnα + 1/2twnα. (9)
The thermodynamic variables and the ﬂuxes are calculated using the information at n + 1/2. In addition, the mesh velocity 
at n + 1/2 is calculated. The second step is to integrate the solution from n to n + 1, where the right hand side of the 
discrete equation is at time level n + 1/2.
(UαVα)
n+1 = (UαVα)n + t
∑
i∈α
(Si ·Fi)n+ 12 (10)
and the mesh position at n + 1 is
xn+1α = xnα + twn+
1
2
α . (11)
The time integration process is repeated until the ﬁnal time is reached.
4. Riemann problems
The new PCH ALE approach solves two Riemann problems at the center of each tetrahedron. The motivation for using 
two Riemann problems is as follows. In the Lagrangian limit, the algorithm should produce robust mesh motion. We choose 
to use a multidirectional Riemann-like problem because they have excellent mesh robustness properties when compared to 
Lagrangian algorithms that solve a 1D Riemann problem on the control volume faces such as the approach in [1]. Speciﬁcally, 
spurious vorticity errors in a Lagrangian CCH calculation can grow to unacceptable levels in a calculation when using 
a traditional 1D Riemann solution [21]. Another nice feature of the multidirectional Riemann-like problems is a single 
Riemann velocity can be found for the vertices of the nodal control volume (i.e. the tetrahedron center). Next, an ALE 
scheme must support advection so a separate 1D Riemann problem is solved. The advection is through the iota surfaces 
at the center of the tetrahedron, so it is natural to solve a 1D Riemann problem on each iota face. The details on the two 
Riemann problems are provided in the two following subsections.
4.1. Multidirectional Riemann-like problem
The concept of using a multidirectional Riemann-like problem originated in recent Lagrangian CCH work [17,40,39,7,
44] and recent Lagrangian SGH work [36,37,41,38,45]. The ﬁrst multidirectional Riemann-like problem was proposed by 
Despres and Mazeran [17]. Maire and various authors [40,39] extended the work in [17] and prosed a new multidirectional 
Riemann-like approach that had improved mesh robustness properties. Burton et al. [7] extended the seminal works in [17,
40,39] and proposed another robust multidirectional Riemann-like approach that was suitable for materials with strength. 
A nice feature of the approach in [7] is the resulting Riemann stress tensors in the control volume corners is symmetric. The 
approach in [7] was also successfully applied to contact surfaces in Lagrangian CCH [44], applied to Lagrangian SGH [45], 
and applied to Lagrangian PCH [46]. In this work, we use the approach in [7] with PCH ALE.
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inside a tetrahedron (Fig. 2) and then solve for a single Riemann velocity, u∗z , that ensures conservation of momentum and 
total energy. The Riemann jump relation from [7] is
μc
(
u∗z − uc
) |ac · Si| = Si · (σ ∗c − σ c) (12)
where ac is a unit vector in each corner that points in the direction that the shock is traveling. The term |ac · Si | rotates 
the Riemann jump relation from the reference frame of the shock into the reference frame of the mesh. For a 1D ﬂow on 
a 1D mesh, |ac · Si | = ‖Si‖ (i.e. the surface area), which yields the canonical 1D Riemann problem which states the jump 
in pressure is proportional to the jump in velocity. The shock direction in a corner is assumed to be in the direction of 
the velocity difference between the tetrahedron corner and the tetrahedron average velocity. The Riemann jump relation 
in Eq. (12) is applied to each iota surface, i inside the tetrahedron. In this work, the surface area normals Si (Eq. (6)) are 
derived from the FE basis functions. There are a total of 12 surface area normals in a tetrahedron. The surface area normals 
are equal in area and opposite in direction on each edge. Likewise, there are a total of 4 corners in a tetrahedron. The corner 
values in the Riemann jump relation are constructed by spatially reconstructing the ﬂow variables over the nodal CV using a 
linear Taylor-Series expansion and a limited gradient. For reference, the 1st-order approach would just use the nodal values 
(i.e. uc = uα ). The shock impedance is approximated as μc = ρc(c + b1δuc) [20], where the quantity in the parentheses is 
an approximation of the shock velocity. In this work, the shock velocity is assumed to be a linear function of the acoustic 
wave speed, c, and a linear coeﬃcient b1 that is a material dependent value. The linear coeﬃcient can be found for a range 
of materials including metals in Cooper [13], Zukas and Walters [72], and Marsh [43]. The velocity difference in the shock 
impedance is deﬁned as
δuc =
∥∥∥∥∥uc − 14∑
p∈z
up
∥∥∥∥∥ . (13)
Next, the Riemann velocity at the tetrahedron center is founding by enforcing momentum conservation. Momentum conser-
vation requires the summation of all the forces inside the tetrahedron to be equal to zero. It is an algorithmic design goal 
to be conservative.∑
i∈z
Si · σ ∗c = 0 (14)
The Riemann velocity at the tetrahedron center is found via solving the system of the equations involving the Riemann jump 
equations on each segment, Si , and enforcing momentum conservation at the tetrahedron center. The Riemann velocity at z
is
u∗z =
∑
i∈z
(μc |ac · Si|uc − Si · σ c)∑
i∈z
μc |ac · Si| (15)
The Riemann velocity above is used in the total energy ﬂux (Eq. (7)) and it is used to calculate the total surface force on 
an iota, Si ·σ ∗ . The total surface force (mechanical plus viscous contributions) is found by substituting the Riemann velocity 
(Eq. (15)) into the Riemann jump equation (Eq. (12)). The Riemann force on a segment of the nodal control volume surface 
is
Si · σ ∗ = Si · σ c + μc
(
u∗z − uc
) |ac · Si| (16)
The Riemann force is used in the discrete governing equations for the momentum and the total energy evolution (Eqs. (4)
and (7)). The total energy will be conserved with the Riemann forces above because the total energy ﬂuxes sum to zero 
around the cell; in other words, 
∑
i∈z
(
Si · σ ∗ · u∗z
)=∑
i∈z
(Si · σ ∗) · u∗z = 0. Conserving total energy is a design goal of the algo-
rithm.
4.2. 1D Riemann problem
A 1D approximate Riemann problem is solved on each iota surface using the two corner values along the edge. The 1D 
Riemann problem is
f Ui = sai(U∗i −Uc), (17)
where f Ui detonates the ﬂux vector on the iota surface and the corner quantities are Uc = [ρc, ρcuc, ρc jc] and the 1D 
Riemann solution is U∗i = [ρ∗i , ρ∗i u∗i , ρ∗i j∗i ]. The ﬂux vector, f Ui , is the third column in Eq. (7). The shock speed on the 
iota surface, i, is the maximum value of the two corner values in the 1D Riemann problem, ai = max
(
ac(α),ac(β)
)
, which is 
based on work by Davis [16]. The subscripts c (α) and c (β) denote the two corner values associated with the iota surface, i. 
The shock speed is deﬁned as ac = cc + b1
∥∥uc(β) − uc(α)∥∥. The shock speed here follows the deﬁnition for the shock speed 
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dashed blue line denote the edges of the nodal control volume. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to 
the web version of this article.)
used in the multidirectional Riemann-like problem discussed in the previous subsection. The approximate Riemann solution 
is found by enforcing conservation across the iota surface,∑
c∈i
Si · sai(U∗i −Uc) = 0. (18)
Conservation is a design goal for the algorithm. The 1D approximate Riemann solution on the iota surface is simply
U∗i =
1
2
(Uc(α) +Uc(β)). (19)
The 1D Riemann solutions are used in both the advective ﬂuxes and the dissipative ﬂuxes (Eq. (7)). The importance of the 
dissipative ﬂuxes is discussed in the following two sections.
4.3. Stability and monotonicity
The PCH approach uses a central difference approximation for a hyperbolic equation and for the volume change equation. 
A central difference approximation is not numerically stable for these equations. The additional dissipative ﬂuxes shift the 
solution in the upwind direction, which stabilizes the scheme and removes a volume change error. The discussion below 
will focus on the importance of the dissipative ﬂuxes for stabilizing the advection. The details on a particular volume change 
error are provided in [46] and they are brieﬂy discussed in the proceeding subsection. Fig. 3 illustrates the nomenclature 
used in the stability and monotonicity analysis and the volume change error analysis.
The importance of the dissipative ﬂuxes can be seen by analyzing the 1D linear advection equation, dUdt + a dUdx = 0. In 
this equation, U is some unknown quantity and the wave speed, a, is constant and greater than 0. For this 1D analysis, 
a ﬁrst-order reconstruction will be used. The discretized equation in the Eulerian reference frame is
(UαVα)
t
+ a (U∗z+ − U∗z−)‖S‖ = a (U∗z+ − Uα)‖S‖ + a (U∗z− − Uα)‖S‖︸ ︷︷ ︸
dissipation
(20)
where the terms on the right side of Eq. (20) are the additional Rusanov dissipation terms. The equation above can be 
simpliﬁed to
Uα
t
+ a
(
U∗z+ − U∗z−
)
Lα
= a
(
U∗z+ − 2Uα + U∗z−
)
Lα
(21)
where the volume and the surface area are replaced by the nodal control volume length, L, because V = L‖S‖. The 1D 
Riemann solutions at the iota surfaces are U∗z+ = 1/2(Uβ+ + Uα) and U∗z− = 1/2(Uα + Uβ−) respectively. Substituting the 
Riemann solutions into Eq. (21) gives
Uα
t
+ a
(
Uβ+ − Uβ−
)
2Lα
= 1
2
aLα
(
Uβ+ − 2Uα + Uβ−
)
L2α
(22)
or
Uα
t
+ a
(
Uα − Uβ−
)
Lα
= 0. (23)
The discrete equation reduces to the canonical central difference approximation of the ﬁrst derivative plus a discrete approx-
imation of d
2u
dx2
on the right side. The discrete second derivative term switches the discretization in the upwind direction, 
which is stable and will produce monotone solutions. The dissipative ﬂuxes are essential for satisfying the design goal of a 
stable approach that produces monotone solutions.
4.4. A volume change error
A particular volume change error occurs in Lagrangian PCH that must be addressed for stable solutions on shock prob-
lems. The volume change error discussed in this section arises from a particular null mode. The term null mode is used 
to describe the scenario where a node or a set of nodes can move without generating a volume change in the control 
volume. In this section we discuss a unique and highly undesirable null mode that occurs in pure Lagrangian PCH around 
shocks. It will be shown in this section that this undesirable null mode can be removed by including the additional Rusanov 
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importance because the PCH approach proposed here must be capable of modeling shock problems in the Lagrangian limit, 
in the Eulerian limit, and in the ALE reference frame.
The Lagrangian PCH approach calculates the volume change using either a lumped volume approach (i.e. Vα = ∑
z∈α
1
4 Vz) 
or via the mesh velocity at the edge center, Vα
t =
∑
i∈α
Si · we . These two approaches do not correctly calculate the change 
in the volume when a node moves; in other words, a single node can move and there will be no volume change. In 1D it 
is easy to demonstrate the volume change null mode error. In this analysis, we assume the mesh velocity is equal to the 
ﬂuid velocity w = u. Please consider the case where a single node moves at a velocity, uα , and the neighboring nodes are 
stationary (e.g. uβ+ = uβ− = 0). For the lumped volume approach, the 1D volume change is
V 1Dα
t
= V
n+1
α − V nα
t
=
1
2 (x
n+1
β+ − xn+1β− ) − 12 (xnβ+ − xnβ−)
t
= 0 (24)
The volume change is zero because the neighboring nodes to α are stationery so xnβ+ = xn+1β+ and xnβ− = xn+1β− . The volume 
change will be zero for any nodal displacement at α. The volume change equation based on the edge velocity is also equal 
zero for this 1D test case.
V 1Dα
t
=
∑
i∈p
Si · ue = 12 (u
n+1/2
β+ + un+1/2α ) −
1
2
(un+1/2α + un+1/2β− ) =
1
2
(un+1/2β+ + un+1/2β− ) = 0 (25)
As before, the volume change is zero because the neighboring nodes are stationary, un+1/2β+ = un+1/2β− = 0. The node α can 
move at any velocity and there will be no volume change. The Lagrangian PCH approach has a highly undesirable volume 
change error that must be addressed.
The volume change error discussed in this section is created by evolving the nodal control volumes at the incorrect ve-
locity. The nodal control volumes should move at the contact wave speed, u∗z . The research effort in [2] applied a Lagrangian 
CCH approach to the nodal control volume and evolved the nodal control volume vertices using u∗z . The PCH approach uses 
the nodal ﬂuid velocity to evolve the control volume instead of the contact wave speed, which creates a volume change 
error. One way to correct this volume change error is to evolve the nodal control volumes at the contact wave speed and 
then remap the nodal control volume back to the location that corresponds to the PCH method. With this approach, advec-
tive ﬂuxes are aways present in the discretization including the case where the nodal velocity is equal to the ﬂuid velocity 
(i.e. Lagrangian motion) so the approach is essentially Lagrangian. The volume advected is a function of the drift velocity 
on each iota surface, δui , which is mathematically expressed as ui = u∗i − δui . The drift velocity can be approximated by a 
variety of approaches. In [46], the drift velocity, δui , is replaced with the fastest wave speed, a, which is larger than δui . 
Using the fastest wave speed produces advective ﬂuxes that are identical to the Rusanov dissipative ﬂuxes. The Rusanov 
dissipative ﬂuxes may advect slightly more material than required to remove the volume change error associated with the 
null mode. The dissipative ﬂuxes are order h in a shock and order h2 outside a shock; as a result, the dissipative ﬂuxes will 
be equal to zero for a linear ﬂow ﬁeld and in the limit of a zero mesh size. The authors in [46] provide a more thorough 
discussion of this volume error and demonstrate that the Rusanov dissipative ﬂuxes are required for convergence of the PCH 
approach in the Lagrangian limit – the mesh velocity is equal to the ﬂuid velocity.
The volume change error discussed above pertains to a null mode. A null mode error differs from the volume change 
errors that arise from violations of the geometric conservation law (GCL) [59,71]. The GCL requires the discrete volume 
ﬂuxed from the nodal control volume to be exact, and the discrete nodal control volume change that occurs from a moving 
mesh (e.g. Lagrange or ALE) to be exact. A numerical scheme can exactly satisfy the GCL and still have null mode errors so 
they are separate volume change errors. The approach in this paper will satisfy the GCL to truncation error; as a result, the 
GCL is identically satisﬁed in the limit of a zero mesh size. The ﬁrst test problem in Section 8 will demonstrate convergence 
of the ALE PCH approach on a GCL test problem.
5. Reconstruction
The corner values are used in the multidirectional Riemann-like problem and the 1D Riemann problem. The corner 
values are calculated by reconstructing the variables over the nodal control volume via a linear Taylor-series expansion with 
a limited gradient. The approach here follows the work in [46]. The reconstruction is essential for minimizing dissipation 
on smooth ﬂows. The reconstruction is
Uc = Uα + φαxc · ∇Uα (26)
where U is a quantity of interest, and xc is a position vector between the node α and the tetrahedron center z. The 
subscript c is used because the position vector is unique to each corner, c, in the tetrahedron. The gradient above is limited 
by multiplying the gradient by a limiting coeﬃcient, φα . For vector quantities, each component is projected using Eq. (26). 
The discrete equation for the gradient of some quantity, U , is
∇Uα = 1
Vα
∑
(SeUe) (27)e∈α
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i∈e
(Si) and the surface area normal of an iota is deﬁned in 
Eq. (6). The lumped volume approximation is used in this work so Vα = 14
∑
z∈α
Vz . The quantity on the edge is deﬁned as 
Ue = 12
(
Uα + Uβ
)
.
The gradient in Eq. (27) is limited by multiplying the gradient by the limiting coeﬃcient φα that ranges between 0 and 1. 
A limiting coeﬃcient of 0 eliminates the gradient and produces a 1st-order solution. The limiting process is important for 
creating smooth solutions around discontinuities. For a vector quantity, a limiting coeﬃcient is found for each component. 
The limiting coeﬃcient is calculated by comparing the reconstructed quantity, U, with the maximum and minimum values 
of this quantity at the neighboring nodes [3,60].
φα =
⎧⎪⎪⎨⎪⎪⎩
f
(
γc(Umax−Uα)
Uc−Uα
)
if Uc > Uα
f
(
γc(Umin−Uα)
Uc−Uα
)
if Uc < Uα
1 if Uc = Uα
(28)
and the comparison function, f (r), for Barth [3] approach is
f (r) = min(1, r) (29)
where r is the ratio in Eq. (28). The coeﬃcient γc in the ratio reduces the maximum/minimum difference in the ratios. 
γc = 0 forces a 1st-order reconstruction in a corner and γc = 1 is the maximum/minimum difference in a corner which 
corresponds to the steepest permissible gradient. The motivation of including the coeﬃcient γc is because it was shown 
in [45] to improve the Lagrangian mesh robustness of a calculation. In [46], the coeﬃcient γc was calculated based on 
the deformation of the mesh, where a deformed mesh used a smaller coeﬃcient. In this work, the coeﬃcient is constant 
throughout the calculation, which follows the work in [45]. It is worth noting that a value of γc = 0.5 corresponds to the 
edge value. To see this, please consider the case where Uβ = Umax and γc = 0.5; as a result, 12 (Uβ −Uα) = 12 (Uβ +Uα) −Uα
where the edge value is Ue = 12 (Uβ + Uα).
The gradient limiting process described above ensures a reconstructed corner quantity, Uc(α) , for node α is bounded 
by the maximum and minimum neighboring nodal quantities Uβ ; however, it does not guarantee that a reconstructed 
corner quantity is bounded by the neighboring reconstructed quantities in that corner, Uc(β) . As a result, a Rusanov ﬂux 
(Eq. (17)) may generate negative dissipation, which is unphysical. A second limiting step is performed in every corner to 
ensure positive dissipation from the Rusanov ﬂux. A corner limiting coeﬃcient, φc(α) , is calculated by repeating the above 
gradient limiting process (Eqs. (28) and (29)) using the maximum and minimum reconstructed corner quantities in a given 
corner; in other words, Umax = maxc∈z
(
Uc(β)
)
and Umin = minc∈z
(
Uc(β)
)
. The corner limiting coeﬃcient is only used in 
the corner where it is calculated. In summary, the process for calculating the corner values involves four steps: (1) ﬁnd a 
single limiting coeﬃcient, φα , for each node that ensures a bounded reconstruction, (2) use the nodal limiting coeﬃcient 
and Eq. (26) to construct corner values, Ûc(α) , that are bounded by the maximum/minimum neighboring nodes, (3) ﬁnd a 
corner limiting coeﬃcient φc(α) that ensures the corner reconstructions are bounded by the other corner reconstructions, 
and (4) limit the reconstructed corner value using the corner limiting coeﬃcient. The ﬁnal corner quantity is given by 
Uc(α) = Uα + φc(α)
(
Ûc(α) − Uα
)
, where the hat denotes the original, limited reconstructed corner value from Eq. (26). This 
second limiting step improves the robustness and accuracy of the hydrodynamic approach.
6. Velocity smoothing
The mesh is smoothed by solving a Laplacian equation involving the mesh velocity, that was developed by Waltz 
et al. [67]. The mesh smoothing equation is
∇2wα = 0. (30)
The Laplacian is solved to a speciﬁed tolerance, 
 , using a preconditioned conjugate gradient method. The initial mesh 
velocity in the Laplacian is a function of the current ﬂuid velocity,
wα = μαuα. (31)
Each component of the initial mesh velocity is equal to the ﬂuid velocity multiplied by a smoothing coeﬃcient. The smooth-
ing coeﬃcient on each vector component is deﬁned as,
μα = c1 max
(
0,1− c2 ‖ωα‖‖ωp‖∞
)
(32)
where ω is the vorticity vector, and the coeﬃcients c1 and c2 are user-deﬁned. The three velocity components use the same 
c2 coeﬃcient; however, the coeﬃcient c1 is allowed to be deﬁned differently for each velocity component. If the smoothing 
coeﬃcients are all equal to zero, then the mesh will be stationary, which corresponds to the Eulerian solution. A beneﬁt 
of this deﬁnition is the smoothing approach can increase the amount smoothing in regions of higher vorticity or bias the 
smoothing in a particular, user-deﬁned direction.
248 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 4. An unstructured tetrahedral mesh was used for the GCL problem. The average mesh resolutions used are: 0.840 cm, 0.414 cm, 0.206 cm, and 
0.103 cm respectively. The exterior mesh and a slice through the center of the mesh are shown above corresponding to an average resolution of 0.840 cm.
7. Computational procedure
The algorithm presented in this paper is collocated in time and space. The solution details that follow are for one 
temporal integration step in the Runge–Kutta integration method such as evolving the solution from time level n to n +1/2.
• The ﬁrst step in the solution process is to calculate a nodal mesh velocity by smoothing the velocity ﬁeld at the 
current time level (Eq. (30)). This ﬁrst step is not needed with the Eulerian and Lagrangian calculations because the 
mesh velocity is known. For an Eulerian calculation, the mesh velocity is 0, and for a Lagrangian calculation, the mesh 
velocity is equal to the ﬂuid velocity.
• The second step is to calculate the nodal gradients (Eq. (27)) for the density, velocity, internal energy, and pressure. 
These nodal gradients are used to reconstruct the ﬁelds (e.g. velocity ﬁeld) over the nodal control volume.
• The third step is to project the variables (Eq. (26)) to the corners of the nodal control volume, which correspond to 
the center of a tetrahedron. The reconstructed corner values are then limited so that the solution is smooth around 
discontinuities (Eq. (28)). These limited corner values will be used to calculate the advective ﬂuxes and the dissipative 
ﬂuxes; in addition, the limited corner values will be used in the multidirectional Riemann like problem. The follow 
steps describe this in further detail.
• The fourth step is calculate an estimate for the shock velocity, a = c + b1δu, using the corner values. The shock velocity 
is used in the Riemann problems.
• The ﬁfth step is to calculate the Riemann velocity at the center of each tetrahedron by solving the multidirectional 
approximate Riemann problem (Eq. (15)).
• The sixth step is to use the Riemann velocity at the center of the tetrahedron and calculate the Riemann force on each 
iota surface (Eq. (16)).
• The seventh step is to calculate the advective and dissipative face ﬂuxes, which involves solving a 1D Riemann problem 
(Eq. (17)) on each iota surface at the tetrahedron center. The solution to the 1D approximate Riemann problem is the 
average of the two corner values on the iota surface, Eq. (19). The ﬂuxed volume in the advective ﬂux is a function of 
the difference between the mesh velocity and the ﬂuid velocity at the tetrahedron edge, Si · (we − ue).
• All terms in the ﬂuxes shown in Eq. (7) are known. These ﬂuxes govern how the unknowns change with time (Eq. (4)) 
so the next step is to evolve the solution forward temporally (Eq. (8) or Eq. (10)). The mesh is also evolved temporally 
forward in time using the mesh velocity (Eq. (9) or Eq. (11)).
• The new volume of the nodal control volume is calculated using the new mesh locations.
• The solution process ends with calculating the new density, velocity, speciﬁc total energy, and speciﬁc internal energy 
at the node.
The process described above is repeated for every Runge–Kutta step.
8. Test problems
A series of tests were performed to assess the accuracy and robustness of the new PCH approach. The tests are as 
follows:
• Geometric conservation law (GCL) [59,71]
• Sod [57]
• Sedov XY [55]
• Sedov XYZ [55]
• Saltzman [42,21,5]
• Kidder shell [31,30,32,50]
• Kidder sphere [12,50]
• Taylor Green
• Triple-point [34]
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 249Fig. 5. Convergence plots are shown for density, velocity, and pressure ﬁelds for the GCL problem. The density errors are converging to zero at a rate of 
2.7 and the power-law ﬁt has an R2 of 0.9994. The velocity errors are converging to zero at a rate of 2.8 and the power-law ﬁt has an R2 of 0.9985. The 
pressure errors are converging to zero at a rate of 2.8 and the power-law ﬁt has an R2 of 0.9994.
250 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 6. The ALE results are shown at t = 20 μs using two values for the mesh velocity smoothing tolerance – 0.1 and 1.0 respectively. The average mesh 
resolution at the start of the calculation is 0.840 cm. The exterior mesh and a slice through the center of the mesh are provided. A small tolerance will 
smooth the mesh velocity more than a larger tolerance. The ALE scatter plots are provided in the following two ﬁgures.
Fig. 7. The scatter plots for the Sod problem are shown using the ALE approach with a mesh velocity smoothing tolerance of 0.1. The results are at t = 20 μs. 
Every nodal value in the mesh is plotted.
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 251Fig. 8. The scatter plots for the Sod problem are shown using the ALE approach with a mesh velocity smoothing tolerance of 1.0. The results are at t = 20 μs. 
Every nodal value in the mesh is plotted.
Fig. 9. The scatter plots for the Sod problem are shown using the Eulerian approach. The results are at t = 20 μs. Every nodal value in the mesh is plotted.
252 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 10. Convergence plots are shown for the density and the pressure ﬁelds for the Sod problem using unstructured tetrahedral meshes and the ALE 
approach with a tolerance of 0.1. The density errors are converging to zero at a rate of 0.72 and the power-law ﬁt has an R2 of 0.9989. The pressure errors 
are converging to zero at a rate of 0.77 and the power-law ﬁt has an R2 of 0.9989.
These test problems were chosen because they are commonly used in other ALE research efforts [67,5,4]. Each test problem 
will be discussed in detail.
8.1. Error metrics
Error metrics will be used to quantify numerical errors and to demonstrate convergence toward the analytic solution as 
the mesh is reﬁned. The convergence is calculated using an L1 error norm that is weighted by the volume [19]. The L1 error
norm for an unknown, U , is calculated using
L1U =
∑
p∈R
(
V p|Up − Uexact|
)
∑
p∈R
V p
(33)
where the domain of the problem is denoted with R. This error norm is used for every convergence study in this paper.
8.2. GCL
To satisfy the geometric conservation law (GCL) [59,71], the algorithm must exactly capture the change in the volume 
of the control volume. In other words, the GCL requires the volume ﬂuxed from the nodal control volume to be exact, 
and the nodal control volume change that occurs from a moving mesh (e.g. Lagrange or ALE) to be exact. The PCH ALE 
algorithm presented in this paper will satisfy GCL to truncation error so the PCH ALE algorithm will satisfy the GCL in the 
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 253Fig. 11. Convergence plots are shown for the density and the pressure ﬁelds for the Sod problem using unstructured tetrahedral meshes and the Eulerian 
approach. The density errors are converging to zero at a rate of 0.74 and the power-law ﬁt has an R2 of 0.9991. The pressure errors are converging to zero 
at a rate of 0.82 and the power-law ﬁt has an R2 of 0.9989.
limit of a zero mesh size. A test problem will be performed to quantify the volume errors associated with the GCL. The 
GCL test problem involves moving the mesh at an arbitrary velocity with uniform pressure, density, internal energy, and 
velocity ﬁelds. For a uniform density ﬁeld, the volume change equation is identical to the conservation of mass equation 
(Eq. (1)).
ρ
⎛⎝ d
dt
∫
V
dV +
∮
∂V
(dS · (u−w))
⎞⎠= 0 for ρ = constant (34)
where the term inside the brackets is the volume evolution equation for a moving mesh. The density ﬁeld should remain 
constant in time; however, volume errors will perturb the density ﬁeld. The sources of volume errors in this PCH ALE 
approach are the lumped volume approximation (V p = 14
∑
z∈p
V z) and the volume ﬂuxed through the nodal control volume 
surface. The mesh velocity used in the GCL test problem is
wp = sin2
(πx
L
)
(35)
where L is the domain length. The problem is calculated for 10 cycles.
In this work, The GCL problem is calculated on a tube that is discretized with an unstructured tetrahedral mesh (Fig. 4). 
The tube meshes have an exterior diameter of 5 cm and a length of 100 cm. The average mesh resolutions are 0.840 cm, 
0.414 cm, 0.206 cm, and 0.103 cm respectively. These tube meshes are identical to those used to model the GCL test problem 
in [67], which facilities comparisons between the two approaches. The convergence results are plotted in Fig. 5. The errors 
254 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 12. The density ﬁeld for the Sedov 2D Cartesian problem is shown using the 48 × 48 × 2 mesh. The ALE result is shown on the top and the Eulerian 
result is shown on the bottom. The results are at 1 μs. The corresponding scatter plots are provided in Fig. 13. (For interpretation of the colors in this 
ﬁgure, the reader is referred to the web version of this article.)
in the density, pressure, and velocity that are created by volume errors are very small and are converging toward zero at a 
rate of about 2.8.
8.3. Sod
The Sod problem [57] is a 1D shock problem in a gamma-law gas. The shock is generated by a contact discontinuity. The 
gamma used in this study is 1.4. The initial conditions are as follows. The initial velocity is equal to zero and the initial 
internal energy is equal to 2.5 over the entire domain. The initial density and pressure are given by
ρ = p =
{
1.0, x < 50
0.1, x ≥ 50. (36)
The Sod problem is calculated in the ALE and Eulerian reference frames. The essentially Lagrangian results are provided 
in [46]. The meshes used for this test problem are identical to the meshes that were used with the GCL test problem. In 
addition, these tube meshes are identical to those used to model the Sod problem in [67,68], which facilitates comparisons 
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are at 1 μs. Every nodal value in the mesh is plotted.
between the different methods. The average mesh resolutions used are: 0.840 cm, 0.414 cm, and 0.206 cm respectively. For 
the ALE calculations, the mesh velocity smoothing parameters are c1 = 1.0 and c2 = 0.0. On this test problem, we tested 
two different tolerances for solving the Laplacian (Eq. (30)). The ﬁrst tolerance is 0.1 and the second tolerance is 1.0. A small 
tolerance will produce a solution closer to the Eulerian limit, and a larger tolerance generates a solution that is closer to the 
Lagrangian limit. The goal of using different tolerance values is to illustrate the ALE approach produces accurate solutions 
over a range of settings ranging from nearly Lagrangian to the Eulerian limit.
Fig. 6 shows the ﬁnal meshes for both ALE test cases. The ALE scatter plots are presented in Fig. 7 for a tolerance of 0.1, 
and Fig. 8 shows the results for a tolerance of 1.0. The Eulerian scatter plots are shown in Fig. 9. As shown in the scatter 
plots, there is very little scatter in the results and the solution is in good agreement with the analytic solution. Every nodal 
256 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 14. The density ﬁeld for the Sedov 3D Cartesian problem is shown using the 48 × 48 × 48 mesh. The ALE result is shown on the top and the Eulerian 
result is shown on the bottom. The results are at 1 μs. The corresponding scatter plots are provided in Fig. 15. (For interpretation of the colors in this 
ﬁgure, the reader is referred to the web version of this article.)
value in the mesh is plotted in the scatter plots. The convergence rate of the density errors with the ALE approach using 
a tolerance of 0.1 is 0.72 and the convergence rate of the pressure errors is 0.77 (see Fig. 10). The convergence rate of the 
density errors with the Eulerian approach is 0.74 and the convergence rate of the pressure errors is 0.82 (see Fig. 11). These 
convergence rates are consistent with Lagrangian PCH, SGH and CCH methods on the Sod test problem [46,22].
8.4. Sedov
The Sedov problem [55] is an outward traveling blast wave in a gamma-law gas that is initiated by an energy source. 
The Sedov problem is calculated in both XY and XYZ coordinates. The gamma used in this study is 5/3 and the initial 
density is 1 g/cc. The source energies are chosen so that the shock is located at 1 cm at 1 μs. The extensive source internal 
energy is 0.564113 (XY) or 0.493390 (XYZ). For the XY problem, the source energy is applied to the nodes along the z-axis 
because the mesh is a thin slab. Results are obtained in the ALE and Eulerian reference frames. The essentially Lagrangian 
results are provided in [46]. The ﬁrst set of meshes were created by decomposing a hexahedral mesh into 24 tetrahedra per 
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are at 1 μs. Every nodal value in the mesh is plotted.
hexahedron, which follows Lagrangian works in [53,46,68]. The XY domain is 1.2 cm × 1.2 cm and the hexahedral mesh 
resolutions are 24 × 24 × 2, 48 × 48 × 2, and 96 × 96 × 2. The depth of the XY mesh is chosen to make uniform cells. Next, 
the XYZ domain is 1.2 cm× 1.2 cm× 1.2 cm and the hexahedral meshes are 12 × 12 × 12, 24 × 24 × 24, and 48 × 48 × 48. 
For the Sedov XYZ problem, calculations were also performed on a highly unstructured tetrahedral mesh with the ALE 
and the Eulerian approaches. The goal of the unstructured meshes is to quantify symmetry errors that can arise on highly 
unstructured meshes. For the ALE calculations, the mesh velocity smoothing parameters are c1 = 1.0 and c2 = 0.0; likewise, 
the Laplacian (Eq. (30)) is solved until a tolerance of 0.1 is reached.
258 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 16. Density convergence plots are shown for the Sedov 3D Cartesian problem using the ALE and Eulerian approaches. The density errors with the 
ALE approach are converging to zero at a rate of 0.87 and the power-law ﬁt has an R2 of 0.9871. Next, the density errors with the Eulerian approach are 
converging to zero at a rate of 0.82 and the power-law ﬁt has an R2 of 0.9975.
The Sedov XY results are shown in Figs. 12 and 13. Every nodal value in the mesh is plotted in the scatter plots. As 
shown in these ﬁgures, the mesh is smooth and the calculations are in good agreement with the analytic solution. Likewise, 
the calculations are very symmetric. The Sedov XYZ results are shown in Figs. 14 and 15. The density convergence results 
for Sedov XYZ are shown in Fig. 16. The density errors with the ALE approach are converging toward zero at a rate of 
0.87 and with the Eulerian approach the errors are converging toward zero at a rate of 0.87. The Sedov XYZ results for 
the unstructured tetrahedral mesh are shown in Figs. 17 and 18. As demonstrated in the Sedov XYZ calculations, the mesh 
quality is excellent and the solution is good agreement with the analytic solution. The solutions are also very symmetric.
8.5. Saltzman
The Saltzman problem is commonly used to test the robustness of a Lagrangian method [53,45,46]. In this paper, we 
follow [5] and use this test problem to assess the robustness of the ALE approach. The Saltzman problem is a piston driven 
shock through an initially skewed mesh. The skewed tetrahedral mesh is built by decomposing a skewed hexahedron into 
24 tetrahedral zones per hexahedron [53]. The nodal coordinates of the skewed hexahedral mesh are given by
xp = (i − 1.0)x+
(
Ny − j
)
y sin
(
π
i − 1
Nx − 1
)
yp = ( j − 1.0)y
zp = (k − 1.0)z (37)
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 259Fig. 17. The density ﬁeld for the Sedov 3D Cartesian problem is shown using a highly unstructured tetrahedral mesh. The nominal mesh resolution is 
0.024 cm. The ALE result is shown on the top and the Eulerian result is shown on the bottom. The results are at 1 μs. The corresponding scatter plots are 
provided in Fig. 18. (For interpretation of the colors in this ﬁgure, the reader is referred to the web version of this article.)
where i, j, and k are integers in the following ranges: i ∈ [1 : Nx], j ∈
[
1 : Ny
]
, and k ∈ [1 : Nz]. The number of mesh points 
in the respective directions are Nx , Ny , and Nz . The uniform mesh resolutions are x, y, and z. The length of the shock 
tube is 1 cm, and the width and the height of the shock tube were chosen to make square hexahedral zones if the mesh 
were not skewed. The standard Saltzman problem uses 100 × 10 nodes and a quadrilateral mesh. The 3D tetrahedral mesh 
is constructed from a hexahedral mesh with 100 × 10 × 10 nodes. The initial tetrahedral mesh is shown in Fig. 19. This 
problem is calculated using the ALE approach and the mesh velocity smoothing settings are c1 = [1.0, 0.0, 0.0] and c2 = 0.0. 
The Laplacian (Eq. (30)) is solved until a tolerance of 0.1 is reached.
The mesh at 0.7 μs and 0.8 μs is shown in Fig. 20. The scatter plots for density, pressure, and speciﬁc internal energy at 
0.7 μs and 0.8 μs are shown in Fig. 21. Every nodal value in the mesh is plotted in the scatter plots. A time of 0.7 μs was 
chosen so that comparison can be made to the published ALE results in [5] and the Lagrangian results in [53,46]. Likewise, 
we include ALE results at 0.8 μs to demonstrate the robustness and accuracy of the approach after the shock reﬂects from 
the wall. As demonstrated, the ALE approach performs well on this test problem.
8.6. Kidder shell
Kidder [31,30,32,50] derived a series of exact solutions for the isentropic compression of a gas. In this subsection, we 
calculate the isentropic compression of a hollow shell of gas [32]. This test problem is calculated in other hydrodynamic 
papers including [5,10,61]. Time-varying boundary conditions on the inner and outer surfaces cause the shell to compress. 
The goal of the Kidder hollow shell test problem is to quantify dissipation errors and assess the ability of the algorithm to 
produce symmetric results. The test problem is isentropic, so zero dissipation should be generated. The equation of state 
is a gamma law gas with gamma equal to 5/3. The initial conditions of this test problem are as follows. The initial inner 
and outer radii of the shell are r0 = 0.9 cm and r0 = 1.0 cm respectively. The subscripts 1 and 2 denote the inner and outer 1 2
260 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 18. The scatter plots for the Sedov 3D Cartesian problem using a highly unstructured tetrahedral mesh are shown. The ALE results are shown in the 
left column and Eulerian results are shown in the right column. The results are at 1 μs. Every nodal value in the mesh is plotted.
surfaces and the superscript 0 denotes the initial time. The initial density on the inner and outer surfaces are ρ01 = 1 g/cc
and ρ02 = 2 g/cc. The initial density, pressure, and velocity distributions in the shell are given by
ρ0(r) =
(
r22 − r2
r22 − r21
ρ
γ−1
1 +
r2 − r21
r22 − r21
ρ
γ−1
2
) 1
γ−1
p0(r) = ρ0(r)γ
u0(r) = 0 (38)
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 261Fig. 19. The initial mesh used with the Saltzman problem is shown. This test problem is calculated using the ALE approach.
Fig. 20. The mesh and density in the Saltzman problem are shown at 0.7 μs and at 0.8 μs. The density scale varies between the two images to elucidate 
the details of the ﬂow. The scatter plots for density, pressure, and speciﬁc internal energy are provided in Fig. 21. The initial mesh is shown in Fig. 19. (For 
interpretation of the colors in this ﬁgure, the reader is referred to the web version of this article.)
where the radius is r = √x2 + y2 + z2. The analytic solution for the density, pressure, and velocity as a function of the 
radius and time are
ρ(r(t), t) = ρ0(r0)h(t) −2γ−1
p(r(t), t) = p0(r0)h(t)−2γγ−1
u(r(t), t) = r0 dh(t) (39)dt
262 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 21. The scatter plots for the Saltzman problem at 0.7 μs (left side) and 0.8 μs (right side) are shown.
The radius varies with time according to
r(t) = r0h(t) (40)
The analytic solutions in Eq. (39) and the radius are functions of the initial radius r0 and a non-dimensional variable h(t). 
The variable h(t) is given by
h(t) =
√
1− t
2
τ 2
(41)
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 263Fig. 22. The Kidder hollow shell test problem involves the isentropic compression of a shell of gas. The initial mesh is shown in the upper left corner. Two 
views of the ﬁnal mesh are shown along the bottom row. The spatial scale goes from 0 to 1 cm in the initial mesh plot and from 0 to 0.5 cm in the ﬁnal 
mesh plots, where the major spatial ticks are 0.1 cm in both plots. The initial and ﬁnal thicknesses of the shell are 0.1 cm and 0.05 cm respectively. The 
mesh is smooth and symmetric. The surface radii are compared with the analytic solution in Fig. 23. Scatter plots are also provided in Fig. 23.
where τ is the focusing time, which is given by
τ =
√
(γ − 1) (r22 − r21)
2
(
c22 − c21
) (42)
The sound speed c is given by c =
√
γ pρ . The derivative with respect to time of the variable h is
dh(t) = t
2
1
(43)dt τ h(t)
264 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 23. The Kidder shell calculated results for the inner and outer radii are compared with the analytic solution every 0.01 μs in the top plot. The calculation 
closely follows the analytic solution. The bottom row provides scatter plots of the inner and outer radii as a function of the spherical coordinate angles θ
and φ. The units for radii in the scatter plots are cm and the range is ±0.001 cm, which is equal to ±10 μm. As demonstrated, the calculations are very 
symmetric and are in excellent agreement with the analytic solution.
The Kidder shell problem is calculated to a time of t f inal =
√
3
2 τ , which corresponds to an inner and outer radius of 0.45 and 
0.5 cm. The objective is to model the Kidder Shell problem as an initial value problem and use the surface radii of the shell 
to measure the accuracy of the hydrodynamic approach. As a result, the shell is compressed by initializing ghost regions 
adjacent to the inner and outer surfaces according to the initial proﬁles in Eq. (38). The exact solution as a function of time 
(Eq. (39)) is only applied to the free surfaces of the ghost regions and not on the shell boundaries, which allows numerical 
errors to manifest as deviations in the surface radii of the shell. All variables on the shell inner and outer surfaces solely 
evolve in time according to the numerical algorithm.
The mesh for this test problem is an octant of the entire shell with sliding boundary conditions along the xy = 0, yz = 0, 
and xz = 0 planes. The mesh is highly unstructured with an average edge length of 0.01 cm. The initial mesh and ﬁnal mesh 
are shown in Fig. 22. The calculated radii are compared with the analytic solution in Fig. 23 every 0.01 μs. The surface radii 
closely follow the exact solution. Scatter plots of the ﬁnal inner and outer surface radii are provided in Fig. 23. The scatter 
plots show the radii vary less than ±0.001 cm, which is equal to ±10 μm. The surfaces of the mesh are very symmetric 
and are in excellent agreement with the analytic solution.
8.7. Kidder sphere
The Kidder shell analytic solution in the previous subsection goes to inﬁnity when the inner surface reaches the ori-
gin (e.g. Eq. (39) gives ρ1(0, τ ) = p1(0, τ ) = u1(0, τ ) = ∞), so the accuracy of the ALE method was quantiﬁed on the 
implosion phase up to a time of tﬁnal =
√
3
2 τ . Given this, we calculate another isentropic compression problem that is 
based on the work of Kidder and Coggeshall [12,50] that is valid for all time. This test problem is a sphere of gas that is 
isentropically compressed and is termed the Kidder sphere problem to delineate it from the Kidder shell problem in the 
previous subsection. The chief goal of the Kidder sphere test problem is to assess the ability of the hydrodynamic method 
to reach the theoretical maximum compression, which occurs at the origin. This test problem is isentropic so dissipation 
errors will artiﬁcially reduce the peak compression. Another goal is to demonstrate symmetry preservation. The equation 
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 265Fig. 24. The initial density ﬁeld and the corresponding mesh is shown for the Kidder sphere problem. This test problem was calculated using a 3D 
unstructured tetrahedral mesh with three different resolutions – 0.4 cm, 0.3 cm, and 0.2 cm respectively. The entire, initial mesh is shown from the 
exterior in the top row, and the mesh is split open to show a slice through the center of the mesh in the second row.
of state is a gamma law gas with gamma equal to 5/3. The initial conditions of Kidder sphere test problem are as follows: 
an initial inward linear velocity proﬁle, a Gaussian density proﬁle, and a constant internal energy. The initial velocity proﬁle 
is u = −
√
x2+y2+z2
2 , the initial density proﬁle is ρ = 1√2 exp
(
− x2+y2+z22
)
, and the initial internal energy is 38 . The ana-
lytic solution for the density, radial velocity, and speciﬁc internal energy is provided below as a function of time, t , and 
radius, r.
ρ = 2
(
1+ (t − 1)2
)− 32
exp
(
− r
2
1+ (t − 1)2
)
u = r(t − 1)
1+ (t − 1)2
e =
3
4
1+ (t − 1)2 (44)
The units are g, cm, and μs. The radial velocity above is applied to the nodes on the outer surface, so this problem can be 
viewed as a spherical piston. The calculated solution will be compared to the analytic solution.
The problem is modeled using a 3D, highly unstructured tetrahedral mesh with three different mesh resolutions. The 
initial outer radius is 5 cm, and the initial mesh resolutions used for the convergence study are 0.04 cm, 0.03 cm, and 
0.02 cm respectively. Slices through the initial meshes are provided in Fig. 24 to demonstrate the unstructured nature of 
the tetrahedral meshes. This problem is calculated using the ALE approach and the velocity smoothing settings are c1 = 1.0
and c2 = 0.0. The Laplacian (Eq. (30)) is solved until a tolerance of 0.1 is reached.
The density ﬁeld along the center line of the mesh is shown in Fig. 25. As demonstrated, the density ﬁeld is quite 
symmetric on this highly unstructured tetrahedral mesh. The scatter plots for density, pressure, and velocity are compared 
to the analytic solution at t = 0.5 μs and at t = 1.0 μs in Fig. 26. The peak compression occurs at t = 1.0 μs. The convergence 
266 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 25. The density ﬁeld on a slice through the mesh is shown for the Kidder sphere problem at three times – 0 μs, 0.5 μs and 1.0 μs respectively. The 
density scale is the same for all images and goes from 0 to 0.7 g/cc. The solution is very symmetric on this highly irregular mesh. The scatter plots are 
provided in Fig. 26, and the convergence plots are provided in Fig. 27.
plots for density and pressure are provided in Fig. 27 for t = 0.5 μs and t = 1.0 μs. The ALE approach is converging at a rate 
slightly greater than 2. Furthermore, the magnitude of the L1 errors in both density and pressure are less than 0.001, which 
demonstrates that this algorithm is capable of calculating shock-free, smooth ﬂows.
8.8. Taylor Green
The proposed PCH algorithm is primarily intended for ﬂows with discontinuities; however, modeling smooth ﬂows is still 
of value. The Taylor Green vortex problem is a shockless, smooth ﬂow problem. The material is a gamma law gas, where 
γ = 5/3. The initial density is 1 g/cc. The initial velocity and pressure ﬁelds are
ut=0 = sin(πx) cos(π y)
vt=0 = − cos(πx) sin(π y)
wt=0 = 0
pt=0 = 10+ 1 (cos(2πx) + cos(2π y)) (45)4
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 267Fig. 26. The scatter plots for the Kidder sphere problem are shown corresponding to t = 0.5 μs and t = 1.0 μs. The meshes used in this test are shown in the 
previous ﬁgure (Fig. 25). Every nodal value in the mesh is plotted. The velocity plot is the magnitude of the velocity vector at the node. As demonstrated, 
the results agree favorably with the analytic solution and the results improve with mesh reﬁnement. The convergence plots are provided in Fig. 27.
An energy source term is included to maintain a steady state solution in the compressible inviscid case [18].
SE = 3π
8
(cos(πx) cos(3π y) − cos(3πx) cos(y)) (46)
Results are obtained in the ALE and Eulerian reference frames. The essentially Lagrangian results are provided in [46]. 
The computational meshes used here were created by decomposing a hexahedral mesh into 24 tetrahedra per hexahedron, 
which follows Lagrangian works in [53,46,68]. The domain is 1.0 cm × 1.0 cm and the hexahedral mesh resolutions are 
268 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 27. The density and pressure convergence plots are shown for the Kidder sphere problem using the ALE approach. The errors are calculated using the 
nodal values in the mesh at a time of 0.5 μs (left column) and 1.0 μs (right column). For t = 0.5 μs, the density errors are converging to zero at a rate of 
2.28 and the power-law ﬁt has an R2 of 0.9991. The pressure errors are converging to zero at a rate of 2.34 and the power-law ﬁt has an R2 of 0.9864. 
Next, the density errors at 1.0 μs are converging to zero at a rate of 2.15 and the power-law ﬁt has an R2 of 0.9831. The pressure errors at 1.0 μs are 
converging to zero at a rate of 2.16 and the power-law ﬁt has an R2 of 0.9871.
20 × 20 × 2, 40 × 40 × 2, and 80 × 80 × 2. The depth of the computational mesh is chosen to make uniform hexahedral 
cells.
The Taylor Green vortex problem is of great value to this research effort because Lagrangian methods have diﬃculties 
calculating this test problem due to the severe mesh distortion [46]. The Lagrangian results shown in [46] correspond to 
a time of 0.5 μs, and there is already signiﬁcant mesh deformation. To help illustrate the utility of the ALE approach, the 
Taylor Green vortex problem is calculated to a time of 1 μs. The mesh velocity smoothing parameters are c1 = 0.25 and 
c2 = 0.25. The Laplacian (Eq. (30)) is solved until a tolerance of 0.1 is reached.
The Taylor Green vortex results are shown in Figs. 28 and 29 corresponding to a time of 1 μs. The convergence plots are 
provided in Fig. 30. The velocity errors with the ALE approach and Eulerian approach are converging at a rate of 1.43 and 
1.51 respectively. The new PCH ALE approach performs very well on this test problem.
8.9. Triple-point
The triple point problem is used to assess the robustness of the PCH ALE method on a problem that has signiﬁcant 
vorticity, large shear, and complex interacting shocks [34]. The triple point problem is based on a similar test problem 
that was used by various Russian researchers to test hydrodynamic algorithms [56,58]. The triple point test problem has 
since been modeled by many ALE research efforts including [33,26,35,67,45]. The initial conditions are three regions of 
a gamma-law gas, where each region has a different initial condition. A region of high pressure drives a shock through 
two connected regions, which causes a vortex to develop at the triple point where the three regions connect. The initial 
conditions and dimensions for this problem are provided in Fig. 31. In this study, every region uses a gamma of 1.4. The 
initial mesh used for this test problem is unstructured and shown in Fig. 31. The mesh velocity smoothing parameters are 
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 269Fig. 28. The velocity ﬁeld and the corresponding mesh for the Taylor Green problem is shown using the 40 × 40 × 2 mesh. The results correspond to a time 
of 1 μs. The ALE result is shown on the top and the Eulerian result is shown on the bottom. (For interpretation of the colors in this ﬁgure, the reader is 
referred to the web version of this article.)
c1 = 0.25 and c2 = 0.5. The Laplacian (Eq. (30)) is solved until a tolerance of 0.2 is reached. Fig. 32 shows the results at 
5 μs. As illustrated, the PCH ALE method is robust and able to model problems with complex ﬂows.
9. Conclusion
A point centered hydrodynamic (PCH) arbitrary Lagrangian Eulerian (ALE) method was presented that is suitable for 
modeling complex ﬂows on tetrahedral meshes. The PCH approach stores the conserved variables at the node and solves 
the governing equations on a control volume around the node, which is commonly termed the dual grid. The new PCH 
ALE approach solves a multidirectional approximate Riemann problem at the center of each tetrahedron; in addition, the 
advective and diffusive ﬂuxes are calculated by solving a separate, 1D Riemann problem on each facet of the dual con-
trol volume. The solution is evolved forward in time by a two step Runge–Kutta method, where the advective ﬂuxes 
are included in the time integration. The advective ﬂuxes are a function of the difference between the mesh velocity 
and the ﬂuid velocity. The mesh velocity will be equal to the ﬂuid velocity in the Lagrangian limit so the advective 
ﬂuxes are equal to zero. Next, the mesh velocity is equal to zero in the Eulerian limit. For the ALE case, the mesh 
270 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Fig. 29. The velocity at the nodes along a line through the mesh, near the bottom, is shown for the Taylor Green problem. The results correspond to a time 
of 1 μs. The ALE result is shown on the top and the Eulerian result is shown on the bottom.
Fig. 30. Velocity convergence plots are shown for the Taylor Green problem using the ALE and Eulerian approaches. The errors are calculated using every 
nodal value in the mesh at a time of 1 μs. The density errors with the ALE approach are converging to zero at a rate of 1.43 and the power-law ﬁt has an 
R2 of 0.9996. Next, the density errors with the Eulerian approach are converging to zero at a rate of 1.511 and the power-law ﬁt has an R2 of 0.9948.
N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273 271Fig. 31. The initial setup and mesh for the Triple point problem is shown.
Fig. 32. The density and corresponding mesh for the triple point problem at 5 μs is shown. (For interpretation of the colors in this ﬁgure, the reader is 
referred to the web version of this article.)
velocity is smoothed by solving a Laplacian equation, where the initial mesh velocity is a function of the ﬂuid veloc-
ity.
The new PCH ALE algorithm produces excellent results on a range of test problems using tetrahedral meshes. The ALE 
algorithm was evaluated in the Eulerian limit and with arbitrary mesh velocities. The results from this algorithm in the 
Lagrangian limit are presented in [46]. The test problems used in this work were the Geometric conservation law (GCL), 
Sod, Sedov XY, Sedov XYZ, Saltzman, Kidder, Taylor Green vortex, and triple-point. The GCL problem was used to quantify 
volume errors in the ALE approach. An unstructured tetrahedral mesh was used with the GCL problem. The volume errors 
associated with the GCL were shown to be very small and converge toward zero at a rate of about 2.8. Next, the Sod test 
problem was used to demonstrate the ability of the ALE and Eulerian approaches to accurately propagate a release wave 
away from a contact discontinuity and transmit a shock. An unstructured mesh was used with Sod. The Sod results were 
symmetric and agreed well with the analytic solution. The errors in the density and pressure ﬁelds were converging at a 
rate of 0.72 and 0.77 respectively for the ALE approach. Likewise, the errors in the density and pressure are converging at 
a rate of 0.74 and 0.82 respectively with the Eulerian approach. Next, the Sedov problem is a blast wave in a gas and it 
was used to demonstrate the accuracy of the ALE and Eulerian methods at converting internal energy into kinetic energy. 
272 N.R. Morgan et al. / Journal of Computational Physics 290 (2015) 239–273Several different tetrahedral mesh topologies were used on the Sedov problems including highly unstructured meshes. The 
density errors were converging at a rate of 0.87 for the ALE approach and 0.82 for the Eulerian approach. Next, the Saltzman 
problem was calculated using ALE to demonstrate the robustness of the approach. The Saltzman problem has an initially 
skewed mesh that creates challenges for hydrodynamic methods. Favorable results were presented before and after the 
shock reﬂected from the wall on the Saltzman problem. Next, two isentropic compression problems were calculated, which 
are called the Kidder shell and Kidder sphere test problems. These isentropic compression test problems were used to 
test the accuracy of the ALE approach on smooth ﬂows. The calculated results on the Kidder problems demonstrate this 
hydrodynamic approach is very accurate with minimal dissipation errors. The radii of the surfaces in the Kidder shell test 
problem were in excellent agreement with the analytic solution. Likewise, the density and pressure errors are converging to 
zero at a rate slightly greater than 2 on the Kidder sphere problem. Next, the Taylor Green vortex problem and the triple 
point problem were used to test the robustness and the accuracy of the ALE approach on a problem with vorticity. The 
velocity errors on the Taylor Green vortex problem were small and converging at a rate of 1.43 with the ALE approach 
and 1.51 with the Eulerian approach. The last test was the triple-point problem, which was used to test the ALE approach 
on a more complex problem that has signiﬁcant vorticity and shear combined with more complex shock interactions. As 
demonstrated in this work and similar works [67,5], ALE algorithms can be derived that are suitable for modeling shock 
problems on tetrahedral meshes.
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