Motivations and problem formulation
A linear time-invariant (LTI) discrete-time (DT) system can always be represented with the help of an LTI DT state-space form x(t + 1) = Ax(t) + Bu(t) + w(t) (1a)
y(t) = Cx(t) + Du(t) + v(t) (1b) ‡ This document is available on http://www.lias-lab.fr/perso/guillaumemercere/ § G. Mercère is with the University of Poitiers, Laboratoire d'Informatique et d'Automatique pour les Systèmes, 40 avenue du Recteur Pineau, 86000 Poitiers, France. guillaume.mercere@univ-poitiers.fr where x(t) ∈ R nx is the state vector, u(t) ∈ R nu is the input vector, y(t) ∈ R ny is the output vector, v(t) ∈ R ny is the output measurement noise vector and w(t) ∈ R nx is the process noise vector. (A, B, C, D) are the state-space matrices of the system with appropriate dimensions.
Remark 1
In this paper, all the developments involve only DT data and DT systems. Thus, t ∈ Z and can be related to the sampling period T s used to acquire the input-output data. Notice however that one of the subspacebased identification algorithms introduced in the following overview has been recently extended in the continuous-time (CT) framework [9, 10, 11] .
In order to estimate the state-space matrices (A, B, C, D), the standard maximum likelihood methods [61] can be used. However, when the user wants to avoid a difficult non-linear optimization, an interesting alternative consists in resorting to a subspace-based state-space identification (4SID) algorithm [87, 55, 96] . The subspace-based identification methods have attracted a large interest since the 1990's because, among other things,
• they use reliable and robust numerical tools such as the RQ factorization or the singular values decomposition (SVD) [37] ,
• they do not require any non-linear optimization scheme,
• they lead to fully-parameterized and well-conditioned black-box statespace forms (for instance a balanced realization [66] ),
• they can handle multi-input-multi-output (MIMO) systems as easily as single-input-single-output (SISO) systems.
Historically, the first studies [93, 94, 91, 92, 84, 86, 97] mainly focused on the development of efficient algorithms which yield consistent estimates under different practical conditions and noise properties. This work has led to two main classes of subspace-based identification methods:
• the techniques which retrieve the space generated by the columns of the extended observability matrix from the available input-output data (e.g., the "Multivariable Output-Error State sPace" (MOESP) methods [93, 94, 91, 92] or the "Instrumental Variable for Subspace StateSpace Sytem IDentification" (IV-4SID) methods [97] ),
• the algorithms which estimate the state sequence from the available input-output data (e.g., the "Numerical algorithms for Subspace StateSpace SyStem IDentification" (N4SID) [84] or the "Canonical Variate Analysis" (CVA) method [57] .
It is interesting to point out that these methods
• share the same linear algebra tools (RQ factorization and SVD),
• require projection techniques in order to calculate specific subspaces of the system and to fix the state coordinate basis [70] giving rise to a particular fully-parameterized state-space form, e.g., a balanced realization [25, 65] or an orthogonal basis for the state-space [85] ,
• involve model reduction techniques in order to determine the order of the system (especially when the data is corrupted by disturbances).
Interesting from a numerical point of view, these techniques
• are a lot more difficult to study from a statistical point of view than, e.g., the maximum likelihood techniques [61] ,
• make the introduction of prior information about the system into the identification procedure quite complex.
These shortcomings mainly happen because the aforementioned subspacebased identification methods do not minimize explicitly a cost function in order to estimate the state-space matrices. Thus,
• the standard tools dedicated to the statistical analysis of the regression or prediction-based estimates [61] are difficult to adapt to this specific framework,
• the techniques incorporating prior knowledge about the process into the optimization problem with the help of constrained equalities or inequalities [77, 58] or via specific probabilistic tools [69] cannot be used directly with most of the subspace-based identification methods.
In order to adapt the tools used for the statistical analysis of the standard linear regression estimates to the subspace-based identification framework, several researchers have investigated the formulation of the subspace-based identification with the help of specific structured regression models [71, 47, 8] . Initially developed for systems working under open-loop conditions [62, 76, 74] , this linear regression approach has allowed the development as well as the analysis of some subspace-based identification algorithms for closedloop data [63, 45, 75, 46, 59, 23, 24, 44, 17] . More recently, this formulation of the subspace-based identification as a linear regression-based problem has been used to incorporate prior information into some subspace-based identification algorithms [80, 81, 1] . The linear regression formulation of the subspace-based identification is introduced thoroughly in this paper. Open-loop as well as closed-loop operating conditions are respectively considered in Sub-Section 2.2 and SubSection 2.3. To the author's knowledge, such an overview is not available in any book dedicated to subspace-based identification. Notice also that this least-squares interpretation of the subspace-based identification techniques is the basis of the developments introduced in [67] .
Before presenting the basic idea of the regression-based subspace identification, it is important to introduce generic notations which will be used all along this paper. First, for any vector r(t) ∈ R nr , we can define
• the infinite past stacked vector r − (t) =    . . .
• the infinite future stacked vector r + (t) =    r(t) r(t + 1)
. . .
• the finite past stacked vector
• the finite future stacked vector
By having access to these finite stacked vectors 1 , the past and future Hankel matrices (resp. R − ℓ,M (t) and R + ℓ,M (t)) can be deduced as follows
1 By looking closer at the definition of r − ℓ (t) and r + ℓ (t), it is quite obvious that a single definition could be used because, e.g., r − ℓ (t) = r + ℓ (t − ℓ). However, in order to highlight the fact that r − ℓ (t) (resp. r + ℓ (t)) is composed of past (resp. future) data with respect to the present time index t, two notations are used hereafter. This notion of past and future is indeed standard when subspace-based identification is concerned. Now, from four matrices A, B, C and D of appropriate dimensions, the following generic block matrices can be constructed
By construction, for ℓ ≥ n x , Γ ℓ (A, C) (resp. Ω ℓ (A, B)) is the extended observability (resp. (reversed) controllability) matrix of the system (1).
Subspace-based identification involving linear regression
A quick look at the literature dedicated to the linear regression-based subspace identification [98, 47, 63, 71, 6, 73] indicates that most of the leastsquares methods for subspace-based identification first try to determine a sequence of the state vector x. By having access to a reliable state estimate as well as a sufficiently large set of input and output measurements, the identification problem becomes a linear regression problem
where
Second, the parameter matrix Θ can be estimated by using a least-squares method. The characteristics of the disturbances v and w can also be estimated, in a second step, from the analysis of the residuals.
Remark 2 As soon as the state vector is determined, the coordinate basis of the state-space realization is fixed.
In this section, the main steps involved in this specific linear regression framework are described in a quite general context. Sub-Section 2.1 is more precisely dedicated to the construction of a state sequence from the available input and output data. By knowing this state sequence (as a linear combination of past data), specific multi-step predictors are introduced in Sub-Section 2.2 as well as dedicated optimization algorithms (involving certain rank constraints) in order to yield consistent estimates of the statespace matrices A, B, C, D. Because the linear regression techniques studied in Sub-Section 2.2 lead to biased estimates when the system to identify operates in closed-loop, a particular attention is paid to techniques efficient under closed-loop operating conditions in Sub-Section 2.3.
Construction of a state sequence from past input and past output data
This sub-section is mainly dedicated to this first step of the main linear regression-based subspace identification methods. Different formulations of the state sequence as specific combinations of past inputs and past outputs are more precisely addressed. Notice right now that these combinations will involve unknown matrices such as the state-space matrices of the system (via, e.g., the Markov parameters). These matrices are unknown at this step of the identification procedure. The goal of this section is not to estimate the state but to reformulate it as a combination of known signals in order to simplify the data equations used in Sub-Section 2.2 and Sub-Section 2.3. The problem of the state-space matrices extraction is indeed investigated in these two aforementioned paragraphs. This state sequence determination phase is only an intermediate step necessary to give rise to linear regression problems.
State sequence construction from the Kalman filter
A standard way to construct a state sequence consists in resorting to an observer. An observer is indeed a mathematical tool able to approximate the state vector of a dynamic system from measurements of its inputs and outputs. A standard observer is the Kalman filter. The Kalman filter is a well-known and widely used tool (see, e.g., [31, 32, 38] for recent applications). One of its main use consists in reconstructing the state of a given state-space system in a statistically optimal way [53, 54] . By statistically optimal way, it is meant that the Kalman filter yields an unbiased state estimatex(t) (i.e. E{x(t) −x(t)} = 0) with 2 a state error covariance matrix
⊤ as small as possible [49, 39, 96] . Contrary to a standard Luenberger observer, the Kalman filter takes the disturbances acting on the system into account.
The Kalman filter deals with linear time-varying systems of the form
where the process noise w and the measurement noise v are assumed to be zero-mean white noises with joint covariance matrix
where R(k) > 0, Q(k) ≥ 0 and where δ kj is the Kronecker delta function defined by
The Kalman filter is a recursive estimator. Most of the time, it is written as a two-step approach where [99] • the first step (usually named the prediction phase) uses the state estimate from the previous time-step in order to calculate an estimate of the state at the current time-step. This predicted state estimate is also known as the a priori state estimate because it does not include observation information from the current time-step.
• the second step (usually named the update phase) combines the current a priori prediction with current observation information in order to refine the state estimate. This update state estimate is also named the a posteriori state estimate.
The DT Kalman filter can be viewed as a cycle where the prediction step and the correction step alternate. In the following, only the prediction phase is introduced. For more details concerning the DT Kalman filter, see, e.g., [2] . This limitation can be justified by the fact that, in the system identification framework considered herein, at best the data up to time t−1 are involved to estimate the unknown parameters. Thus, the update phase will not intervene in the following.
The prediction step can be described as follows. By assuming that an estimatex of x is available at time t satisfying
the state estimate at time t + 1 is given by [55, Chapter 5]
where the Kalman gain K satisfies
where the state error covariance matrix P(t) is updated by using the Riccati difference equation
Furthermore, the conditional expectation of the output signal y(t), given the input and output data from the infinite past up to time t − 1, satisfieŝ
The developments introduced up until now have handled time-varying systems. As shown in [55, Chapter 5] , when the state-space matrices (A, B, C, D) as well as the variance matrices (R, S, Q) are time-invariant, Eq. (17), (18), (19) and (20) can be adapted for time-invariant systems (see also [96, Chapter 5] for details). More precisely, by considering that the following assumptions are satisfied,
Assumption 1
The noise terms v and w in the LTI state-space representation (1) are independent zero-mean white Gaussian noises with finite covariance matrices, i.e.,
where δ kℓ is the Kronecker delta function (see Eq. (15)).
Assumption 2
The LTI state-space system (1) is minimal, i.e., the pair (A, C) is observable and the pair (A, [B,
the following theorem can be stated [2] .
Theorem 1 Consider the LTI system (1) and assume that the hypotheses 1 and 2 are satisfied. Then,
• the Kalman filter is expressed aŝ
• the error covariance matrix satisfies the Riccati equation
• the Kalman gain matrix K(t) satisfies
• the conditional expectation of the output signal y(t) is expressed aŝ
Furthermore, for any symmetric initial condition P(0) > 0,
where P satisfies
Moreover, this matrix P is unique and the deduced Kalman gain matrix K defined as
ensures that the matrixÃ = A − KC satisfies
where λ max (A) denotes the eigenvalue of A of maximum modulus.
In this time-invariant framework, the Kalman filter induces two important consequences as far as system identification is concerned.
• First, by following the lines of [87, Appendix A.5, , the (non-steady-state) Kalman filter can be written as a linear combination of past inputs, past outputs and an initial state estimate through the following theorem (see also [84] )
Theorem 2 Givenx(0), P(0), samples of the input and output signals on the time range [0, t], i.e., {u(k)} t k=0 and {y(k)} t k=0 and all the matrices (A, B, C, D) as well as the variance matrices (R, S, Q), then the Kalman filter statex(t) can be written aŝ (30) where Ω t (A, B) ∈ R nx×nut is the (reversed) extended controllability matrix of the system, where Γ t (A, C) ∈ R nyt×nx is the extended observability matrix of the system, where H t (A, B, C, D) ∈ R nyt×nut is a Toeplitz matrix defined as in Eq. (10) and where ∆ t ∈ R nx×nyt can be defined by the following recursive formula
The main interest of this theorem is that the state sequence can be related to the past input and output data (and the memory of the system dynamicsx(0)) with the help of the Kalman filter. As shown hereafter, this relation will lead to a data equation (see Eq. (58) or [97] for a definition) gathering only input and output signals.
• Second, by assuming that the conditions 1 and 2 are satisfied, the process state-space form (1) is equivalent to the innovation form
where K is the steady-state Kalman filter gain defined in Theorem 1 and e is called the innovation vector [61] . More precisely, the innovation vector e is the part of y which cannot be predicted from the past data, i.e.,
By construction (see Theorem 1), for any realization of v and w satisfying Assumption 1, a unique matrix K and a unique vector e exist such that the representations (1) and (32) have the same input-output behavior [40] . Notice also that, although the Kalman gain is computed from the matrices (A, B, C, D) as well as the variance matrices (R, S, Q) in a complicated manner (see Theorem 1), such an innovation form (deduced from Eq. (1)) verifies that all the eigenvalues of A = A − KC are strictly inside the unit circle when Assumptions 1 and 2 are satisfied. Indeed [52] , Lemma 1 Given matrices A ∈ R nx×nx and C ∈ R ny×nx , if the pair (A, C) is observable, then a matrix K ∈ R nx×ny exists such that A − KC is asymptotically stable.
This property means that the system is strict minimum phase because [70] Proposition 1 A stable system represented by the LTI state-space form (32) is strict minimum phase if and only if
As shown hereafter, this minimum phase property is really important in order to simplify some equations and is, in a way, the keystone for the recent closed-loop subspace-based identification techniques [45, 23] (see Sub-Section 2.3 for details).
State sequence construction from infinite time series
In the previous paragraph, the state sequence (see Eq. (30)) has been written as a combination of finite input and output data sets plus a term involving the initial state estimatex(0). This specificity implies that different Kalman filter sequences can be obtained according to the choice or the estimate of the initial statex(0). This characteristic of the Kalman filter estimate (30) has given rise to different state-space subspace-based identification algorithms according to the way this initial state sequence is chosen by the user (see, e.g., [87, Algorithms 1 and 2 of Chapter 4] for two major illustrations).
Instead of resorting to the memory of the system dynamicsx(0), several authors, e.g., K. Peternell [70] or D. Bauer [5] , have chosen to tackle the problem of the state sequence construction by considering infinite input and output time series. The starting point of this approach is the state-space predictor form defined as [73] x(t + 1) = (A − KC)
which is obtained by substituting the innovation term in Eq. (32a) for e(t) = y(t) − Cx(t) − Du(t). By defining q as the forward shift operator, i.e.,
for a signal r(t) ∈ R nr , the state equation (35a) can be written as follows
Then, by assuming that the gain matrix K is built so that Proposition 1 is satisfied (see Theorem 1), we get
or, in a different way,
by using the Neumann series [37] (qI nx×nx − A)
where q −1 stands for the backward shift operator. Thus, the state sequence can be constructed from past inputs and outputs, i.e., two full rank matrices Ω ∞ (Ã, K) ∈ R nx×∞ and Ω ∞ (Ã,B) ∈ R nx×∞ exist such that
Approximated state sequence construction from finite time series
In practice, the user usually does not have access to infinite time series. Therefore, when finite input and output sequences are handled, approximations must be used. In order to introduce these approximations, a reformulation of the model (39) as follows is necessary
where p ∈ N + * is a user-defined parameter corresponding to the available "past" 3 input and output data. By using the compact notations introduced beforehand, Eq. (43) can be rewritten as follows
where the error term υ(t) is defined as
Thus, given the observations y − p (t) and u − p (t), it is consistent to approximate the state sequence x as follows
It is now important to assess the quality of this linear estimatex of the state sequence x. First, the error term υ(t) = x(t) −x(t) is orthogonal to
. Second, from the system of equations corresponding to the predictor form (35) and standard recursions, it can be verified that
Therefore, again, the state is a linear function of past input and output signals plus a prior value of the state. Furthermore, we can show that [6] 
where, for a vector r(t) ∈ R nr , r 2 = √ r ⊤ r and, for a real square matrix A, A F = tr(A ⊤ A) [41] . A direct consequence of this relation combined with the strict minimum phase condition is that the error term
• can be small [6] for a truncation index p chosen "sufficiently large",
• vanishes when p → ∞. Thus, the observerx can be viewed as the optimal linear estimate of x (in the mean-square error sense) given u − p (t) and y − p (t) [47, 55] . Notice however that the asymptotic case (p → ∞) is only of theoretical interest (and is needed to guarantee the consistency of the estimates introduced hereafter (see Sub-Sections 2.2 and 2.3)) and generally cannot be satisfied in the system identification framework. Hence, in practice, the tuning parameter p must be chosen
• large enough in order to ensure a small error,
• not too large in order to avoid a huge increase of the variance of the parameters when such a model is used for system identification.
A usual trade-off between bias and variance is thus necessary. This trade-off can be properly satisfied by minimizing specific Akaike information criteria such as those suggested, e.g., in [70, Chapter 6 and 8] or in [56] . For a lightly damped predictor form (35) , p must be chosen very large in order to satisfyÃ i = 0 for i ≥ p. Such a situation can lead to numerical problems when, e.g., inversion of matrices with a size increasing with p is required. However, it is interesting to point out that the error can be arbitrarily small (even equal to zero) when
• the system to identify is strictly deterministic,
• an observer is introduced in order to create an additional freedom for the optimizer (similar to what was suggested in [50, 72] or more recently in [44] ).
Both cases are shortly described in the following two paragraphs.
Deterministic system In this paragraph, let us assume that the noise sequences v, w and by extension e are equal to zero, i.e., the system to identify is deterministic. Then, the system dynamics satisfy
By iterating the state equation (49a), it is straightforward that
By using combinations of Eq. (49a) and (49b), it is found that
Now, by assuming that the system is observable, then
and the observability matrix has, at least, n x linearly independent rows. By assuming 4 that the first n x rows of Γ nx (A, C) are linearly independent,
] is a square full rank matrix 5 . Thus, we can write that
Then, by gathering Eq. (50) and (53), we get
This last equation shows that the state sequence can be formulated as a linear combination of finite past input time series and finite past output time series without any approximation. An equivalent result, i.e., without approximation, can be obtained for SISO ARX systems as proved in [98] .
System with a user-defined observer In the general case, i.e., when MIMO stochastic processes are involved, the state sequence cannot be exactly recovered from finite data sets and approximations such as Eq. (46), must be handled. The main problem with the approximation (46) is that the error term υ(t) = x(t) −x(t) =Ã p x(t − p) indirectly depends on the Kalman gain matrix K which, by construction,
• is time-invariant only asymptotically,
• is related to the stochastic properties of the system via the matrices Q, R and S defined in Assumption 1 and, so, cannot be freely chosen by the user,
• requires to solve a Riccati equation.
These drawbacks make the assertionÃ p = 0 difficult to verify for a finite tuning parameter p. In order to circumvent this difficulty, a user-defined observer gain Λ ∈ R nx×ny (which exists because the system is observable) is introduced in [50] so that the predictor form becomes
or, more compactly,
Then, it can be shown that this model satisfies
where e − p (t) is defined like, e.g., u − p (t). By comparing the state sequence in Eq. (57) with Eq. (47), it is interesting to point out that
• the contribution of x(t − p) can be made arbitrarily small with the observer-predictor form (56) by placing the eigenvalues of the matrixȂ in any desired configuration. This can be done with a smaller value of the user-defined parameter p than when the standard predictor form (35) is used. Indeed, because the system is observable, the matrix gain Λ can be chosen (by the user) so that the eigenvalues of A are assigned arbitrarily, e.g., at the origin (leading to a deadbeat observer [82] ),
• the state sequence (57) involves past input and output signals (via the vectors u − p (t) and y − p (t)) as well as past innovation terms e − p (t). As shown hereafter (see Sub-Section 2.2), this last term can make the estimation phase more complicated than with the standard predictor form (35) . Standard optimization methods, such as the extended leastsquares algorithm [79, 61] , can be adapted in order to circumvent this difficulty (see [44] for details).
Remark 3 When the user-defined integer p is chosen such thatȂ i = 0 (or A i = 0) for i ≥ p, the (non-zero) initial conditions can be neglected. It is then possible to focus on the steady-state solutions.
To sum up
The three previous paragraphs have introduced different ways to express the state sequence of the LTI state-space system (32) . By having access to this state sequence, the second step of the linear regression-based subspace identification methods addresses the estimation of the state-space matrices (A, B, C, D) and possibly the Kalman gain K (up to a similarity transformation) given realizations {u(t)} 
Subspace-based identification using linear regression for systems operating in open-loop
For f ∈ N + * a user-defined integer 7 , the starting point of most of the subspace-based identification methods available in the literature is the following data equation [97] 
t). (58)
Because this sub-section is dedicated to the identification of systems working in open-loop, the following assumptions will be satisfied hereafter.
Assumption 3
The system represented by the LTI state-space form (32) is (asymptotically) stable, i.e.,
Assumption 4 The system represented by the LTI state-space form (32) is strict minimum phase, i.e.,
Assumption 5 The noise terms v and w are zero-mean and statistically independent of the input u. By extension, the innovation e is zero-mean and statistically independent of the input u.
Unconstrained least-squares solutions
The central idea of the regression-based techniques is to substitute the approximation (47) (or (57) (61) where
and, by extension, z − p ∈ R (nu+ny)p and where A, B and n + f (t) are defined as follows
when Eq. (47) is used or (57) is favored. Furthermore, by assuming that
• the assumptions 2, 4 and 5 are satisfied,
• the user-defined integer p and f are chosen at least greater than or equal to n x and sufficiently large to ensure that the following assumptions are satisfied
The matrixÃ is nilpotent of degree p, i.e.,Ã i = 0 for i ≥ p,
The matrixȂ is nilpotent of degree p, i.e.,Ȃ i = 0 for i ≥ p,
then
• the termsÃ p x(t − p) andȂ p x(t − p) are negligible,
• the following geometric properties are satisfied [48, 7] 
where col(•) is the space generated by the columns of •.
These latter structural properties could be taken into account for the subspace estimation step. Before describing several subspace-based identification algorithms developed to estimate the subspaces L f,p and H ol,e f (under constraints), the data equations introduced must be slightly modified. More precisely, given input and output data on a finite but sufficiently wide time horizon, future and past Hankel matrices of the signals involved in Eq. (61) can be defined 8 (see Eq. (7) for an explicit definition) and the vector data equation (61) becomes the matrix data equation
with Z − p,M ∈ R (nu+ny)f ×M . This matrix data equation lies at the core of the subspace-based identification idea and the dedicated algorithms [7] .
Remark 4
In this paper, it has been chosen to work with Hankel matrices. This choice is shared by many standard subspace-based identification methods [97, 87, 96] . Recently, rather than working with (infinite) Hankel matrices, a stochastic framework based on specific Hilbert spaces of random variables generated by the signals involved in the identification problem has been considered by D. Bauer [6, 7] , A. Chiuso and G. Picci [19, 20] and T. Katayama [55] (to cite only the main contributions). By doing so, a new geometric interpretation of the subspace-based identification approach can be suggested (see, e.g., [23, 55] for important details concerning the definitions and the notations involved in this stochastic framework). As claimed in [19] , "the stochastic realization theory lies at the ground of the subspacebased identification". Such a stochastic setting has indeed several advantages. First, it can be really beneficial for the derivation of some asymptotic properties of the subspace estimators [6] . Indeed, as shown by A. Chiuso in most of his contributions [21, 22, 15, 17] dedicated to the subspace-based identification, a generalization of the well-established theory for time-series can be performed in the subspace-based identification framework (with exogenous inputs) thanks to the close link between the stochastic realization theory and several geometric tools involved in subspace-based identification. Most of the steps used in the standard subspace-based identification methods as well as some linear algebra tools ( e.g., the oblique projection) can be viewed as sampled versions of certain operations used in the stochastic realization theory [19] . Second, from a practical point of view, the use of vector equations (instead of matrix equations) can be convenient when, e.g., huge data sets are involved or missing values as well as outliers are present in the data sets. Some of these benefits have been highlighted in [5, 6] . These interesting theoretical and practical properties can be translated into the sampled data matrix framework considered hereafter by noticing that a Hilbert space related to a zero-mean random variable r (used in the stochastic realization theory) can be replaced by the row space of R − p,M and R + f,M (see [55] for details).
As claimed previously and shown, e.g., in [44] , the estimation of the matrices L f,p and H ol,u f from Eq. (68) is more or less complex according to the state sequence approximation used in the regression problem. Indeed, according to the use of Eq. (47) (64) and Eq. (66)). Now, when Assumption 6 and Assumption 7 are satisfied, the noise terms (64) and (66) differ from the presence of a past innovation stacked vector e − p . The problem with this noise contribution is that e − p can be correlated with the past output data involved in z − p . Thus, a standard least-squares optimization applied to Eq. (68) with N + f,M built from Eq. (66) will lead to biased estimates. In order to circumvent this difficulty, the application of the well-known extended least-squares technique [61] or a dedicated instrumental variable method [79] can be considered. For instance, a recursive extended least-squares algorithm is suggested in [44] for systems operating in closed-loop. Because the aforementioned estimation schemes can be viewed as well-established extensions of the ordinary least-squares, the rest of this section will only focus on the linear problem (68) involving
as the residuals. The reader interested by the extended least-squares approach is advised to study [44] and the references therein. By recalling that this vector n [71, 47, 75] in order to solve such a least-squares regression. The main steps composing these contributions are summed up in the following. The interested reader can study [7, 73] and the references cited in these articles in order to complete this brief overview.
Remark 5 In the following, several (constrained) least-squares estimates are introduced. Only theoretical solutions for these least-squares optimization problems are given. The efficient implementation of these solutions is not addressed in this paper. A reliable implementation of a least-squares algorithm requires the use of robust numerical tools such as, e.g., the RQ factorization. The interested reader can study, e.g., [79, Chapter 4], [37] or [96, Chapter 2] for details about the computational aspects.
Ordinary least-squares solutions A standard way to minimize the cost function (70) consists in using an ordinary least-squares estimate [71] L f,pĤ
because, under open-loop conditions,
This solution requires that rank lim
This rank constraint can be satisfied under mild conditions on the input signals u acting on the system (see [96, Lemma 9 .9] for details). Alternatively, because the knowledge ofĤ ol,u f can be useless for the extraction of the state-space matrices estimates, this least-squares problem can be broken down into two steps [71, 47] :
• elimination of the forced response by applying an orthogonal projection of the row space of Y + f,M onto the complement of the row space of U + f,M , i.e.,
where 10
This projection requires that the matrix U + f,M has full row rank [96] ,
• estimation of the subspaceL f,p via a least-squares solution
By straightforward calculations, it can be shown that both solutions (71) and (76) lead to the same estimate of L f,p .
As usual in the subspace-based identification framework, several authors have suggested other solutions to the least-squares problem (70) by introducing different weighting matrices pre-multiplying and/or post-multiplying the solutions described beforehand. D. Bauer addresses this problem in [7] and undertakes a comparison of the main techniques developed during the 1990's.
By recalling that the noise term N + f,M is equal to H ol,e f E + f,M , the residuals are not white. Thus, the least-squares estimators introduced previously are not minimum variance unbiased estimators. If an optimal estimator is sought, the standard solution for this correlation problem consists in resorting to a global least-squares method. This technique requires a prior estimate of the covariance matrix of the residuals and is, by construction, iterative. According to the studies available in [70, 71] , such an iterative solution can slightly improve the quality of the estimates of the state-space matrices computed fromL f,p . However, to the author's point of view, because the estimation of L f,p is only an intermediate step, the use of a more complicated algorithm (than a standard least-squares one) should be restricted to the regression problems handling the observer-predictor form (56) and the matrix A. Notice indeed that the residuals considered up until now are theoretically equal to H
As shown in [44] , verifying Assumption 6 in order to ensure an unbiased estimation requires to choose a large value 11 for the integer p. Now, it is well-known that increasing the value of p leads to an increase of the estimate variance. Thus, the development of an algorithm able to yield a minimum variance unbiased estimator for an estimation problem characterized by estimates with a large variance seems to be not so essential. This variance problem should be less annoying with the observer-predictor form (56) because the user controls the dynamic ofȂ.
Remark 6 At this stage, it is interesting to emphasize the link between this approach and the standard subspace-based identification algorithms such as the MOESP class of methods [93, 94, 91, 92, 26] or the N4SID algorithms [87] .
First, let us consider the PO-MOESP algorithm [92] . For this algorithm, a dedicated RQ factorization is introduced in order to apply an orthogonal projection as well as an instrumental variable. More precisely, the following
is considered where R 11 ∈ R nuf ×nuf , R 21 ∈ R (nu+ny)p×nuf , R 31 ∈ R nyf ×nuf , R 22 ∈ R (nu+ny)p×(nu+ny)p , R 32 ∈ R nyf ×(nu+ny)p and R 33 ∈ R nyf ×nyf are lower triangular matrices and Q 1 ∈ R nuf ×M , Q 2 ∈ R kp×M and Q 3 ∈ R nyf ×M are orthogonal matrices. Then, by straightforward calculations, it can be shown that [97]
By comparing this equation with Eq. (76), it is obvious that
with the weighting matrix
. This equality can be summarized algebraically as follows
Therefore, in addition to sharing the same mathematical tools 12 , both methods are deeply correlated from a theoretical point of view. Second, by defining the oblique projection of the row space of Y 
has full row rank, it is obvious that this oblique projection can be directly related to the least-squares solution (76) . Indeed, by knowing the estimateL f,p , the optimal prediction (in the least-squares sense) of the future Hankel matrix from the past input and output data satisfieŝ
i.e., is exactly equal to the oblique projection of the row space of Y .23)) as well as the recent A. Chiuso's developments and extensions to the systems operating in closed-loop (see [20, 23] for details concerning the importance of the oblique projection in stochastic realization theory).
Constrained least-squares solutions
Although the solutions (71) and (76) are asymptotically reliable and accurate [70, Chapter 7] , they suffer from drawbacks the user must be aware of. Most of them are listed in [6] . The most important ones are probably the following ones.
• These solutions often require to fix a quite large past window in order to satisfy Assumption 6. Thus, in practice, with a finite value of p, biased estimates are generally obtained.
• They do not take into account the rank constraint rank(L f,p ) = n x as well as the Toeplitz structure of H ol,u f . Indeed, the least-squares solutions (71) and (76) are full rank matrices.
While the bias problem 14 cannot be solved theoretically without imposing p → ∞, the rank constraint as well as the structure of H ol,u f can be taken into account in the least-squares optimization.
Improvements for the calculation of H ol,u f
As far as the Toeplitz structure of H ol,u f is concerned, three main solutions are available in the literature [71, 78, 76] .
The first one is based on a rewritting of the least-squares problem (70) by applying the vectorization operator [37] in order to remove the zero entries in the Toeplitz matrix H ol,u f . More precisely, by vectorizing Eq. (68) and by using standard properties of this operator, it holds that
Then, a matrix Π (composed of zeros and ones) can be constructed such that [71] 
The combination of both previous equations leads to a constrained leastsquares estimate which can be solved by using dedicated tools (see [71] for details). The second solution, also available in [71] , is based on a two-step procedure. By assuming that estimates of (A, B, C, D) are available (for instance by using the ordinary least-squares approach introduced beforehand), estimates of the Markov parameters composing the Toeplitz matrix H ol,u f can be constructed and, by extension, an estimate of H ol,u f can be built. Then, the matrix L f,p can be estimated by knowingĤ
In order to improve the estimation, this iterative technique can be repeated many times. As shown in the simulation examples of [70] , this approach is efficient and does not require many runs to yield accurate estimates. The third technique, initially introduced in [76] , is a parallel reformulation of the least-squares problem. This reformulation allows the suppression of the non-causal terms which appear in the matrix data equation. In order to see this feature, let us consider the following block-wise decompositions
Thus, the last columns of i H 
by removing the terms which involve the zero-block matrices of H (68) contains non-causal terms. The approach based on Eq. (89) excludes these non-causal terms and, in a way, makes the model "more identifiable". As previously, the matrices i L f,p and iH ol,u f can be estimated for i ∈ {1, f } from Eq. (89) as a least-squares problem, the solution of which is given by iL f,p iĤ ol,u f
where • † stands for the Moore-Penrose pseudo-inverse of the matrix • [37] . Finally, by stacking all the estimates iL f,p and iĤ ol,u
Remark 7 All these solutions yield estimates with a smaller asymptotic variance in comparison with the ordinary least-squares estimates obtained in Paragraph 2.2.1 [70] .
Improvements by using a rank constraint Up until now, the rank constraint rank(L f,p ) = n x has not been taken into account during the estimation procedure. Now, when the aforementioned least-squares algorithms are employed, full rank estimatesL f,p are generated. In order to incorporate this prior restriction, a singular value decomposition ofL f,p can be used. More precisely,
where W l and W r are weighting matrices chosen by the user in order to allow the construction of various estimates (see [7] for a discussion about this problem). Herein, Σ s contains the n x largest singular values of W lLf,p W r . Thus, we getL
This SVD combined with the unconstrained regression introduced previously is a reduced rank regression approach [6] .
Remark 8 Again, in relation to the comments made in Paragraph 2.2.1, the SVD (91) can be related to the SVD of R 32 applied in the PO-MOESP algorithm [92] in order to extract the extended observability subspace.
Extraction of the state-space matrices
In the literature, many solutions are available to extract the state-space matrices from the subspaces estimated beforehand [7, 73] . Again, two main basic ideas can be emphasized, the other developments being adapted versions of these main techniques. The first class of techniques aims at constructing a state sequence fromL f,p and the past data. The second one tries to extract the observability subspace fromL f,p . Both are quickly described in the following.
State subspace approach As shown in Sub-Section 2.1, the state sequence can be related to past input and past output signals with the help of Ω p (Ã, KB ) as follows
By getting back to the definition of L f,p , it is obvious that a rank n x estimate of Ω p (Ã, KB ) can be obtained from the SVD of L f,p (see Eq. (91)).
Thus, fromΩ p (Ã, KB ), we can approximate the state sequence as fol-
This procedure can be adapted to get an accurate estimate ofx(t + 1) by using a shifted estimated state sequence [6] . Alternatives have been suggested, e.g., in [87] or more recently in [22] . For instance, the approach developed by P. Van Overschee and B. De Moor, which is based on specific non-steady state Kalman filters, relies on two different initial state vectors forx(t) and x(t + 1) leading to unbiased estimates. See [84] and the discussion available in [87, Chapter 4] for details. Now, by having access tox(t) as well asx(t + 1), the state-space matrices can be estimated in one step from the least-squares fitting
This least-squares estimation leads to consistent parameters when the length of the data set used for this linear regression tends to infinity. A two-step procedure is also available in the literature (see, e.g., [63] ).
Observability subspace approach By using the SVD (91) differently, the observability subspace range(Γ f (A, C)) can be recovered. Indeed,
Then, fromΓ f (A, C), the matrices A and C can be extracted as followŝ
Finally, the matrices B and D can be estimated from the linear regression [96] 
The aforementioned solutions can be viewed as the standard techniques used to extract the state-space matrices (A, B, C, D) from an estimate of the observability subspace. Many alternatives are suggested in the literature [92, 87, 64, 29] . An interesting guideline is also available in [18] .
Remark 9 Again, according to the way the state-matrices (A, B, C, D) are estimated, many solutions can be put forward for the estimation of the Kalman gain K. Basically, two main families can be pointed out. The first one resorts to dedicated Riccati equations and can be related to the stochastic realization theory. The second one relies on a residual technique, i.e., the Kalman gain K is estimated from the variance of the residuals resulting from the least-squares problem (96) . The interested reader can consult [63, 18, 6, 7, 73] and the references therein for the most popular solutions. See also [96, Chapter 9] for a method which leads to a guaranteed stabilizing estimate of K.
2.3 Subspace-based identification using linear regression for systems operating in closed-loop
u(t) y(t) r 1 (t) + Figure 1 : Block diagram of a system S operating in closed-loop with a controller C.
In many situations, the data set used to identify the process must be collected under closed-loop conditions (see Fig. 1 ). Such an experimental procedure can be required for safety reasons (an unstable plant that requires control for instance) but also in order to maintain the quality of the production during the identification. Notice also that, in identification for control [83] , interesting results (sometimes better than under open-loop conditions) can be obtained when the system works in closed-loop (linearization of the behavior of the plant, reduction of the tests duration, less restrictive excitation conditions, ...) [33, 34, 13, 3] .
As far as subspace-based identification for closed-loop systems is concerned, most of the standard algorithms have problems and give biased estimates when the data is collected in closed-loop (see [63, Lemma 1] for a proof). The problem inherent to the standard subspace-based identification algorithms under closed-loop conditions can be highlighted by considering again Eq. (61), i.e., the vector data equation
When the data is collected in open-loop, the noise term n [93, 94, 91] , CVA [57] or N4SID [84] algorithms are used with closed-loop data. The first attempts devoted to the closed-loop subspace-based identification have consisted in extending the MOESP or N4SID algorithms
• by modifying the instrumental variable used to decrease the noise effect [90, 26] ,
• by resorting to the prior knowledge available on the controller in order to adapt the open-loop N4SID algorithm with closed-loop data [88] .
Interesting from a practical point of view, the contributions till the middle of the 1990's can be viewed as extensions of the standard open-loop methods. Recent developments have improved the performance of the subspace-based identification algorithms under closed-loop conditions [63, 45, 75, 46, 23, 74, 16, 17] . Most of these techniques share the same basic idea and can perform similarly with closed-loop as well as open-loop data. These techniques can be classified as members of the direct approach class (see [55, Chapter 11] for a definition of the standard classification of the closed-loop methods). Indeed, they practically ignore the existence of the feedback loop and try to estimate the transfer of the plant directly from the signals u and y (see Fig. 1 ). As highlighted by the studies available, e.g., in [59, 14, 73] , these techniques
• use high-order ARX models (HOARX) at least in one step of the procedure,
• rewrite or modify the vector data equation (100) in order to uncorrelate the input signals and the noise term.
Three of them (the innovation estimation method (IEM) [75] , the statespace ARX (SSARX) technique [45] and the prediction-based subspace identification (PBSID) [16] are introduced in the following of this sub-section. They can be considered as the best recent contributions for subspace-based closed-loop system identification and are at the heart of the main developments concerning subspace-based identification for LTI systems till the 2000's [73, 15, 17] .
Remark 10
In the sequel, we will mainly focus on the PBSIDopt algorithm, i.e., the optimized version of the PBSID algorithm [15] . However, because most of the theoretical developments and properties verified by this optimized algorithm have been initially proved for the un-optimized prediction-based subspace identification algorithm or the Whitening Filter Algorithm (WFA) [23] , the acronym PBSID will be mainly used in the following. These algorithms mainly differ from the way they are implemented. They are indeed asymptotically equivalent [16, 15, 17] .
Because it is considered in the following that the system works in closedloop, three conditions commonly used for the direct closed-loop state-space system identification are adopted hereafter.
Assumption 8
The external excitation 16 r = r 2 + C(q −1 )r 1 (see Fig. 1 ) is a zero-mean sequence
• uncorrelated with the process noise w and the measurement noise v,
• sufficiently persistently exciting [79, 61] .
Up until now, no assumption has been made concerning the correlation between the input u and the noise sequences v and w. The good excitation property of the external excitation r ensures that the input sequence u has sufficient excitation in order to excite correctly the dynamics of the system to identify (see [79, 61, 101, 13] for a general discussion concerning the percistency of excitation).
Assumption 9
The feedback loop contains at least one sample delay.
Physically, Assumption 9 implies that the system or the controller has no direct feed-through. Theoretically, Assumption 9 ensures the identifiability of the transfer function of the plant S (see [35, 36] for a discussion about this property and the following consequences). Furthermore, it guarantees that the innovation sequence 17 e(j) and the input u(k) are uncorrelated ∀ j ≥ k [60] .
Assumption 10
The closed-loop system (see Fig. 1 ) is asymptotically stable.
The innovation estimation method
As said previously, the main problem with closed-loop data is the correlation of the future inputs with the past output measurements or the past noise. Indeed, this correlation makes the traditional subspace-based identification methods biased. In order to bypass this difficulty, the innovation estimation method (IEM) [75] iteratively pre-estimates the past innovation sequence. Then, by using this estimate, the observability subspace can be extracted.
The starting point of the IEM is (again) the matrix data equation
where (see Sub-Section 2.2.1)
and
By resorting again to the row-block partitioning of (101) introduced in Paragraph 2.2.2, we get
By looking closer at this equation, it is interesting to stress that the innovation matrix E + f,M can be partitioned into two parts (corresponding to the past innovation 1 E
and the future innovation i E + f,M respectively) thanks to the structure of the matrix H f (A, K, C, I ny ), i.e.,
Thus, when D = 0, by having access to an estimate of k E + f,M , k < i, an unbiased estimate of CA i−1 Ω p (Ã, KB ) can be calculated from closedloop data through a straightforward linear regression because the future
As said previously, this procedure requires the availability of an accurate estimate of k E + f,M , k < i. To get this estimate, a multi-stage least-squares algorithm is suggested in [75] . The starting point is Eq. (104) for i = 1 with 
and a least-squares estimate of the innovation process is
Then, by knowing 1Ê+ f,M , unbiased estimates of CAΩ p (Ã, KB ) and 2 E + f,M can be calculated from Eq. (104) for i = 2. This procedure is repeated iteratively for i = 1 to f . Finally, from the least-squares estimates of
As a final step, the observability subspace can be extracted through a weighted singular value decomposition (see Paragraph 2.2.2 for details). By knowing an accurate estimate of Γ f (A, C), the state-space matrices can be obtained by following the techniques described in Paragraph 2.2.3 .
Closed-loop subspace-based identification with Markov parameter pre-estimation
Although the previous technique is developed to deal with closed-loop data, the IEM can have numerical problems when unstable systems are handled [59, 23] . This drawback is mainly due to the direct use of the state matrix A in Eq. (101) and, more problematic when unstable systems are involved, A i . In order to circumvent this difficulty, M. Jansson [45, 46] , then A. Chiuso and G. Picci [23, 24] , suggested using a predictor form instead of an innovation form of the system. More precisely, we consider
Indeed, as shown previously, one of the advantages of this form is thatÃ can be constrained to be (exponentially) stable by fixing the gain K correctly so that the eigenvalues ofÃ are as close to zero as possible (see, again, Assumption 6) By iterating the equations composing Eq. (110), we get the vector data equation
From the same set of equations, we know that
Then, with Assumption 6, similarly to the open-loop case, the contribution of x(t − p) can be neglected and the vector data equation (112) becomes (114) with standard notations. Under closed-loop conditions, the future innovation e + f is correlated with the future stacked vectors y + f and u + f . In order to circumvent this difficulty, M. Jansson (who followed the work of K. Peternell on the CCA algorithm [70] ) was actually the first to suggest estimating the Toeplitz matrices H cl,u f and H cl,y f in a first phase, then using these estimates in order to circumvent this correlation problem [45] . This basic idea is also shared by the PBSID algorithm developed by A. Chiuso [16] (see Paragraph 2.3.2). The similarity between these two algorithms is not restricted to this common step. Indeed, as proved in [14, 16] , the SSARX algorithm and the PBSID one (as well as its initial version named the Whitening Filter Algorithm (WFA) [23] ) are asymptotically equivalent [14, 16] .
In both cases, specific matrices involved in the estimation problem are built from estimates of D, CÃ k B and CÃ k K, k = 0, · · · , f − 2. These Markov parameters can be calculated from the one-step-ahead VARX model defined as [16] 
where ℓ is a user-defined truncation index and y(t|t−1) is the predicted output at time instant t which uses the inputs from t to t − ℓ and the outputs from t − 1 to t − ℓ. Again, this finite order long ARX model causes misspecifications and bias when the index ℓ is too small. Raising its value a lot can lead to a prohibitive increase of the variance of the estimated matrices. Thus, a trade-off between bias and variance is necessary. It is interesting to point out that, when Assumption 6 is verified, the truncation index can be chosen equal to p which leads to a null truncation error. Furthermore, with this assumption, the relation between this predictor and the Markov parameters is straightforward by substituting Eq. (46) for x in Eq. (110b). More precisely [23] ,M
As proved in [16, Theorem 4.3] , when Assumptions 1, 2, 6, 8 and 9 are satisfied, consistent estimates of the Markov parameters of the system can be provided from the predictor (115) even with closed-loop data. Again, like in the open-loop framework, Assumption 6 is necessary to ensure that the truncation error term omitted in Eq. (115) is equal to zero.
Remark 11
When a sufficiently large amount of data is available, the estimation of the aforementioned Markov parameters can be performed by min-imizing the following least-squares cost function
or, written differently,
where the involved regressors are defined in Paragraph 2.2.2. This cost function is, up to the value of the index ℓ, the one used in the first step of the IEM algorithm (see Eq. (107)). Thus, basically, apart from the algorithmic implementation, the main difference between the IEM and the PDSID-like algorithms only rests on the use of Γ f (A, C) instead of Γ f (Ã, C).
By having access to accurate estimates of D, CÃ k B and CÃ k K, k = 0, · · · , f −2, the SSARX and the PBSID algorithms mainly 19 differ from the way these estimates are used in the following steps. See also [16, Remark 4.5] for a thorough discussion about the main differences between the PBSIDopt and the SSARX algorithms.
Remark 12
The reader can see that this basic idea is inspired by the work of K. Peternell [70] with his CCA algorithms [71] . The link with the VARX one-step ahead predictor model suggested in [63] is also obvious. 
and the CCA estimate of Ω p (Ã, KB ) is given bŷ
By having access toΩ p (Ã, KB ), the estimated state sequence satisfieŝ
from which the state-space matrices of the system can be estimated by a linear regression as it was introduced in Paragraph 2.2.3.
Remark 13
A slightly different implementation of the SSARX algorithm is put forward in [46] . A three step procedure is more precisely considered, involving the idea of the "one step correction method" of [100] . See [46] for details.
The prediction-based subspace identification algorithm Instead of resorting to the estimates ofG f andH f , the key idea of the predictionbased subspace identification (PBSID) algorithm consists in observing that the product of the state and the extended observability matrix is given by
If this product can be estimated, the extended observability subspace as well as the state sequence can be extracted by solving a low rank optimization problem. To do so, an estimate of Γ f (Ã, C)Ω p (Ã, KB ) must be available. As shown by A. Chiuso in [16] , this block-matrix can be constructed from the Markov parameters obtained from the least-squares solution of the optimization problem (118). Indeed, it is obvious that where the block-matrices composing this equation are solutions of the leastsquares regression (118). Furthermore, under Assumption 6, the former matrices become upper block triangular matrices, i.e., 
when f is chosen equal to p. By recalling Eq. (123), an estimate of the state sequence can be computed from a dedicated weighted SVD from which the state-space matrices of the system can be estimated.
Remark 14
The former description can be viewed as a sketch of the PBSID algorithm, really close to the PBSIDopt algorithm [16] . Different versions of this algorithm are available in the literature. The interested reader can study, e.g., [23, 16, 17] for more details. For instance, a recent study [44] deals with the PBSID algorithm with the help of a Vector Auto-Regressive Moving Average with eXogenous inputs (VARMAX) model. By using this model (instead of a VARX (see Eq. (115))), Assumption 6 can be satisfied with a lower value of the user-defined parameter p (see Paragraph 2.1.3 and the discussion about Assumption 7 for details). Many details are now available in [43] and really good and reliable implementations of the corresponding subspace-based identification algorithms can be downloaded from Delft Center for Systems and Control under the generic name PBSIDToolbox [42] . As claimed by the authors of this toolbox, "the Predictor-Based Subspace Identification Toolbox enables you to perform a batch or recursive identification (in open-loop and closed-loop) of LTI/LPV/Hammerstein/Wiener systems".
Conclusions
In this paper, an overview of the main regression-based subspace identification techniques has been introduced. More precisely, a specific attention has been paid to their algorithmic structures, their common points and their differences. Thus, it has been shown that, whatever the operating conditions (open-loop or closed-loop), several subspace identification schemes can be derived from similar least-squares problem formulations. All these regression-based techniques share indeed the idea of approximating the state sequence of the system with past input and output data. Basically, they mainly differ from the way this state sequence is technically approximated. By following this general idea, it has been highlighted that the most efficient least-squares subspace-based identification techniques rely on a state sequence approximation derived from a reformulation of the wellknown innovation form into the predictor-form. Said differently, it has also been shown that, for open-loop and closed-loop systems, the main and wellknown subspace-based identification algorithms can all be interpreted as prediction-based subspace algorithm or, at least, involve a prediction step.
