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ERROR ESTIMATES FOR A TREE STRUCTURE ALGORITHM
SOLVING FINITE HORIZON CONTROL PROBLEMS ∗
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Abstract. In the Dynamic Programming approach to optimal control problems a crucial role
is played by the value function that is characterized as the unique viscosity solution of a Hamilton-
Jacobi-Bellman (HJB) equation. It is well known that this approach suffers of the ”curse of dimen-
sionality” and this limitation has reduced its practical in real world applications. Here we analyze a
dynamic programming algorithm based on a tree structure. The tree is built by the time discrete dy-
namics avoiding in this way the use of a fixed space grid which is the bottleneck for high-dimensional
problems, this also drops the projection on the grid in the approximation of the value function. We
present some error estimates for a first order approximation based on the tree-structure algorithm.
Moreover, we analyze a pruning technique for the tree to reduce the complexity and minimize the
computational effort. Finally, we present some numerical tests.
Key words. dynamic programming, Hamilton-Jacobi-Bellman equation, optimal control, tree
structure, error estimates
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1. Introduction. The Dynamic Programming (DP) approach introduced by
Bellman (see e.g. [8]) has been applied to several deterministic and stochastic opti-
mal control problems in finite dimension. This approach has been revitalized thanks
to the theory of weak solutions for Hamilton-Jacobi equations, the so-called viscos-
ity solutions, introduced by Crandall and Lions in the middle of the 80s (see the
monographs [7] and [23] and list of references therein). Despite the huge amount of
theoretical results and the numerical methods devoted to develop efficient and accu-
rate algorithms for Hamilton-Jacobi equations, real applications of DP has been up
to now limited to low dimensional problems. The solution of many optimal control
problems (and in particular those governed by evolutive partial differential equations)
is still accomplished via open-loop controls, see e.g. [27]. In fact DP provides an
elegant characterization of the value function as the unique viscosity solution of a
nonlinear partial differential equation (the Hamilton-Jacobi-Bellman equation) which
should be solved on a space grid, this is a major bottleneck for high-dimensional
problems. However, this remains an interesting and challenging problem since by an
approximate knowledge of the value function one can derive a synthesis of a feedback
control law that can be plugged into the controlled dynamics. This remarkable feature
of DP allows for a synthesis that can be applied to control problems with non linear
dynamics and running costs although the case of a linear dynamics and quadratic
costs is definitely the most popular choice. For the LQR problem there is in fact an
explicit solution based on the Riccati equation (we refer to the book [10] for a general
introduction to numerical methods for the Riccati equation). It is interesting to note
that this equation can be solved even in very high-dimensional spaces as in [38, 37].
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We also refer to the recent paper [9] for a comparison of various techniques.
As we said, DP suffers from the curse of dimensionality and even in low dimension
an accurate approximation of viscosity solutions is a challenging problem due to their
lack of regularity (the value function is in general just Lipschitz continuous even for
regular dynamics and costs). However, the analysis of low order numerical methods is
now rather complete even for a state space in Rd and several methods to solve the HJB
equations are available (see the monographies by Sethian [35], Osher and Fedkiw [33],
Falcone and Ferretti [18] for an extensive discussion of some of these methods). From
the practical point of view all the PDE methods require a space discretization based
on a space grid (or triangulation) and this implies for high dimensional problems a
huge amount of memory allocations and makes the problem unfeasible for a dimension
d  5 on a standard computer. For some of these methods a-priori error estimates
are available, in particular the construction of a DP algorithm for time dependent
problems has been addressed in [19] and a first tentative to attack high-dimensional
problems can be found in [12].
Several efforts have been made to mitigate the curse of dimensionality. Although
a detailed description of these contributions goes beyond the scopes of this paper, let
us briefly mention the main directions in the literature. A natural idea is to split the
computational solution of the HJB equation into blocks of reasonable size. This goal
can be achieved via domain decomposition techniques, a classical tool for the solution
of partial differential equations [34]. It can be done via a static domain decomposi-
tion of the domain which does not take into account the dynamics [20, 13] or via a
dynamic domain decomposition as proposed in [32, 11]. More recently other decom-
position techniques for optimal control problems and games have been proposed in
[21, 22] including also the approximation in policy space (the so-called Howard’s algo-
rithm). The algorithms used in every block of the domain decomposition can also be
accelerated in various ways e.g. by fast-marching or fast-sweeping techniques [36, 39].
In the framework of optimal control problems an efficient acceleration technique based
on the coupling between value and policy iterations has been recently proposed and
studied in [3]. Although domain decomposition coupled with acceleration techniques
can help to solve problems up to dimension 10 we can not solve problems beyond this
limit with a direct approach (the recent application to a landing problem with state
constraints in [1] shows the actual dimensional limitations of this approach). One
way to attack high-dimensional problems is to apply first a model order reduction
technique (e.g. Proper Orthogonal Decomposition [40]) to have a low dimensional
version of the dynamics by orthogonal projections. Thus, if the reduced system of
coordinates for the dynamics has a reasonable low number of dimensions (e.g. d ≈ 5)
the problem can be solved via the DP approach. We refer to the pioneering work on
the coupling between model reduction and HJB approach [29] and to the recent work
[6] that provides a-priori error estimates for the aforementioned coupling method. An-
other tentative has been made using a sparse grid approach in [24], there the authors
apply HJB to the control of wave equation and a spectral elements approximation in
[28] which allows to solve the HJB equation up to dimension 12.
A different approach to the solution of HJB equation has been developed in the
community of max-plus algebras [31, 30]. In these methods the discretization in state
space is avoided by using a max-plus basis expansion of the value function and in this
sense the methods are ”curse of dimension” free. This approach requires storing only
the coefficients of the basis functions used for representation but the number of basis
functions grows exponentially with respect to the number of time steps of propagation
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to the time horizon of the control problem (this is called ”curse of complexity”). The
max-plus approach has produced also some numerical methods but, up to now, the
dimension of the control problems remains rather low [2].
A mild DP approach has been developed by the Model Predictive Control community.
Using MPC is not necessary to solve directly the HJB equation to compute the value
function in a domain, one has satisfy a relaxed version of DP that is used on a short
horizon control problem to get an insight on the optimal control to be applied at
a given initial condition. This control is then plugged into the dynamics and the
procedure is repeated at the new point of the trajectory. We refer the interested
reader to the monograph [25] and to the recent introduction to MPC [26].
Finally, we should also mention that in [16, 17] has been proposed to apply a discrete
version of Hopf-Lax representation formulas for Hamilton–Jacobi equations avoiding
the its global approximation on a grid. The advantage of this method is that it can
be applied at every point in the space and that it can be easily parallelized. However,
this method can not be used for general nonlinear control problems since the Hopf-Lax
representation formula is valid only for hamiltonians of the form H(Du) whereas the
hamiltonians related to general optimal control problems are of the form H(x, u,Du)
(see e.g. [7]).
A very recent method to mitigate the curse dimensionality has been introduced
in [4], the main feature of this method is based on a tree structure algorithm and does
not require a spatial discretization of the problem. In this way there is no need to store
the nodes of the grid/triangulation of the computational domain. The tree structure
clearly depends on the dynamics, the number of steps used for the time discretization
and the cardinality of the control set. This can produce a huge number of branches
in the tree, however not all these branches must be considered to get an accurate
approximation of the value and a pruning criteria has been introduced to reduce the
complexity of the algorithm (all the details of the TSA algorithm are presented in [4]).
In this paper, we develop an error analysis of the TSA giving precise error estimates in
L∞. In particular, we improve the order of convergence provided in [19] for the finite
horizon optimal control problem and we extend the error analysis to the pruned TSA
under the assumption of semiconcavity. In the numerical tests we will also show how
this assumption influences the order of convergence of the method. Similar estimates
for the infinite horizon optimal control problems have been presented in [14] for a first
order approximation.
The paper is organized as follows. In Section 2 we recall some basic facts about
the time approximation of the finite horizon problem via the DP approach and we
present the construction of the tree-structure related to the controlled dynamics. In
Section 3 contains the main results, in particular a-priori error estimates for the first
order approximation (an extension to high-order time approximations is presented in
[5]). A subsection is devoted to the analysis of the error for the pruning technique
used to cut off the branches of the tree in order to reduce the global complexity of the
algorithm. Some numerical tests are presented and analyzed in Section 4. We give
our conclusions and perspectives in Section 5.
2. Dynamic Programming on a Tree Structure. In this section we will
sketch the essential features of the dynamic programming approach and its numerical
approximation. More details on the tree structure algorithm can be found in our
recent work [4] where the algorithm and several tests have been presented.
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Let us consider the classical finite horizon problem. Let the system be driven by
(2.1)
{
y˙(s) = f(y(s), u(s), s), s ∈ (t, T ],
y(t) = x ∈ Rd.
We will denote by y : [t, T ] → Rd the solution, by u the control u : [t, T ] → Rm, by
f : Rd × Rm × [t, T ]→ Rd the dynamics and by
U = {u : [t, T ]→ U,measurable}
the set of admissible controls where U ⊂ Rm is a compact set. We assume that there
exists a unique solution for (2.1) for each u ∈ U .
The cost functional for the finite horizon optimal control problem will be given
by
(2.2) Jx,t(u) :=
∫ T
t
L(y(s, u), u(s), s)e−λ(s−t) ds+ g(y(T ))e−λ(T−t),
where L : Rd × Rm × [t, T ]→ R is the running cost and λ ≥ 0 is the discount factor.
In the present work we will assume that the functions f, L, g are bounded:
|f(x, u, s)| ≤Mf , |L(x, u, s)| ≤ML, |g(x)| ≤Mg,
∀x ∈ Rd, u ∈ U ⊂ Rm, s ∈ [t, T ],(2.3)
the functions f, L are Lipschitz-continuous with respect to the first variable
|f(x, u, s)− f(y, u, s)| ≤ Lf |x− y|, |L(x, u, s)− L(y, u, s)| ≤ LL|x− y|,
∀x, y ∈ Rd, u ∈ U ⊂ Rm, s ∈ [t, T ],(2.4)
and finally the cost g is also Lipschitz-continuous:
(2.5) |g(x)− g(y)| ≤ Lg|x− y|, ∀x, y ∈ Rd.
The goal is to find a state-feedback control law u(t) = Φ(y(t), t), in terms of the state
equation y(t), where Φ is the feedback map. To derive optimality conditions we use
the well-known Dynamic Programming Principle (DPP) due to Bellman. We first
define the value function for an initial condition (x, t) ∈ Rd × [t, T ]:
(2.6) v(x, t) := inf
u∈U
Jx,t(u)
which satisfies the DPP, i.e. for every τ ∈ [t, T ]:
(2.7) v(x, t) = inf
u∈U
{∫ τ
t
L(y(s), u(s), s)e−λ(s−t)ds+ v(y(τ), τ)e−λ(τ−t)
}
.
Due to (2.7) we can derive the HJB for every x ∈ Rd, s ∈ [t, T ):
(2.8)
 −
∂v
∂s
(x, s) + λv(x, s) + max
u∈U
{−L(x, u, s)−∇v(x, s) · f(x, u, s)} = 0,
v(x, T ) = g(x).
Suppose that the value function is known, by e.g. (2.8), then it is possible to compute
the optimal feedback control as:
(2.9) u∗(t) := arg max
u∈U
{−L(x, u, t)−∇v(x, t) · f(x, u, t)} .
A more detailed analysis of computational methods for the approximation of feedback
control goes beyond the scopes of this work.
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2.1. Numerical approximation for HJB equation on a tree structure.
Analytical solution of Equation (2.8) is hard to find due to its nonlinearity. However,
numerical methods such as, e.g. finite difference or semi-Lagrangian schemes, are
able to approximate the solution. In the current work we recall the semi-Lagrangian
method on a tree structure based on the recent work [4]. Let us introduce the semi-
discrete problem with a time step ∆t := [(T − t)/N ] where N is the number of
temporal time steps:
(2.10)
V n = min
u∈U
{
∆t L(x, u, tn) + e
−λ∆tV n+1(x+ ∆tf(x, u, tn))
}
,
n = N − 1, . . . , 0,
V N = g(x), x ∈ Rd,
where tn = t + n∆t, tN = T , and V
n := V (x, tn). For the sake of completeness
we would like to mention that a fully discrete approach is typically based on a time
discretization which is projected on a fixed state-space grid of the numerical domain,
see e.g. [19]. In the current work we aim to provide error estimates for the algorithm
proposed in [4].
For readers convenience we now recall the tree structure algorithm. Let us assume
to have a finite number of admissible controls {u1, ..., uM}. This can be obtained
discretizing the control domain U ⊂ Rm with step-size ∆u. A typical example is
when U is an hypercube, discretizing in all the directions with constant step-size ∆u
we get the finite set U∆u = {u1, ..., uM}. To simplify the notations in the sequel
we continue to denote by U the discrete set of controls. Let us denote the tree by
T := ∪Nj=0T j , where each T j contains the nodes of the tree correspondent to time
tj . The first level T 0 = {x} is clearly given by the initial condition x. Starting
from the initial condition x, we consider all the nodes obtained by the dynamics (2.1)
discretized using e.g. an explicit Euler scheme with different discrete controls uj ∈ U
ζ1j = x+ ∆t f(x, uj , t0), j = 1, . . . ,M.
Therefore, we have T 1 = {ζ11 , . . . , ζ1M}. We note that all the nodes can be character-
ized by their n−th time level, as follows
T n = {ζn−1i + ∆tf(ζn−1i , uj , tn−1)}Mj=1 i = 1, . . . ,Mn−1.
A more general time discretization which includes high-order methods is briefly pre-
sented in [5] but we present here the results for the first order method to give the
main ideas avoiding technicalities and cumbersome notations. All the nodes of the
tree can be shortly defined as
T := {ζnj }M
n
j=1, n = 0, . . . N,
where the nodes ζni are the result of the dynamics at time tn with the controls
{ujk}n−1k=0 :
ζnin = ζ
n−1
in−1 + ∆tf(ζ
n−1
in−1 , ujn−1 , tn−1) = x+ ∆t
n−1∑
k=0
f(ζkik , ujk , tk),
with ζ0 = x, ik =
⌊
ik+1
M
⌋
and jk ≡ ik+1mod M and ζki ∈ Rd, i = 1, . . . ,Mk.
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Although the tree structure allows to solve high dimensional problems, its con-
struction might be expensive since:
|T | =
N∑
i=0
M i =
MN+1 − 1
M − 1 ,
where M is the number of controls and N the number of time steps which might be
infeasible due to the huge amount of memory allocations, if M or N are too large. This
is a realistic assumption since the numerical value function is Lipschitz continuous (see
[4]). Therefore, two given nodes ζni and ζ
n
j can be merged if
(2.11) ‖ζni − ζnj ‖ ≤ εT , with i 6= j and n = 0, . . . , N,
for a given threshold εT > 0. Criteria (2.11) helps to save a huge amount of memory.
Later, we will show how to choose this threshold to guarantee first order convergence.
Once the tree T has been built, the numerical value function V (x, t) will be
computed on the tree nodes in space as
(2.12) V (x, tn) = V
n(x), ∀x ∈ T n,
where tn = t + n∆t. It is now straightforward to evaluate the value function. The
TSA defines a grid T n = {ζnj }M
n
j=1 for n = 0, . . . , N , we can approximate (2.8) as
follows:
(2.13)
V n(ζni ) = min
u∈U
{e−λ∆tV n+1(ζni + ∆tf(ζni , u, tn)) + ∆t L(ζni , u, tn)},
ζni ∈ T n , n = N − 1, . . . , 0,
V N (ζNi ) = g(ζ
N
i ), ζ
N
i ∈ T N .
We note that the minimization is computed by comparison on the discretized
set of controls U . Finally, we would like to mention that a detailed comparison and
discussion about the classical method and tree structure algorithm can be found in
[4].
3. Error estimate for TSA with Euler discretization. In this section we
will provide an error analysis for the TSA. We denote y(s) as the exact continuous
solution for (2.1) and whenever we want to stress the dependence on the control u, the
initial condition x and initial time t we write y(s;u, x, t). We further define yn(u) as
its numerical approximation by an explicit Euler scheme at time tn. We will consider
the piecewise constant extension y˜(s;u) of the approximation such that
(3.1) y˜(s, u) := y[s/∆t](u) s ∈ [t, T ],
where [·] stands for the integer part. Let us now consider the discretized version of
the cost functional (2.2):
J∆tx,s(u) = (tn+1 − s)L(x, u, s) + ∆t
N−1∑
k=n+1
L(yk, uk, tk)e
−λ(tk−s) + g(yN )e−λ(tN−s)
=
∫ T
s
L(y˜(σ, u;x, s), u(σ),
[ σ
∆t
]
∆t)e−λ([
σ
∆t ]∆t−s)dσ + g (y˜(T, u;x, s)) e−λ(T−s)
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for s ∈ [tn, tn+1) and u ∈ U∆, where
U∆ = {u : [t, T ]→ U, piecewise constant}.
We define the discrete value function as
V (x, t) := inf
u∈U∆
J∆tx,t(u)
which can be computed by the backward problem
V (x, s) = min
u∈U
{e−λ(tn+1−s)V (x+ (tn+1 − s)f(x, u, s), tn+1) + (tn+1 − s)L(x, u, s)},
V (x, T ) = g(x), x ∈ Rd, s ∈ [tn, tn+1).
(3.2)
The aim of this section is to find an a priori error estimates for the tree algorithm
and show the rate of convergence of the approximation V . We show that if the
dynamics is discretized by forward Euler method the error is O(∆t):
(3.3) sup
(x,t)∈Rd×[0,T ]
|v(x, t)− V (x, t)| ≤ Ĉ(T )∆t
where ∆t is the time discretization of (2.1) and v is the exact solution (2.6). We re-
mark that the estimate guarantees the same order of convergence of the discretization
scheme for the dynamical system (2.1). To simplify the proof of the main result (3.3)
we have splitted the proof into two parts (see Theorem 3.2 and Theorem 3.7). We
note that this result improves the estimate in [19] under the semiconcavity assump-
tion and it is in line with a similar result for the infinite horizon problem in [14]. To
begin with, we show some estimates for the Euler scheme which will be useful to prove
the error estimates for TSA. The proposition below follows directly from Gro¨nwall’s
lemma and its discrete version.
Proposition 3.1. Let us consider the exact solution trajectory y(s;u, x, t) and
its approximation y˜(s;u, x, t) of (2.1) for a given control u ∈ U∆. Furthermore, let
us assume that assumptions (2.3) and (2.4) hold true. We then obtain the following
estimates applying the Euler scheme to (2.1):
|y(s;u, x, t)− y˜(t;u, x, t)| ≤Mf∆teLf (tn−t),(3.4)
|y˜(s;u, x+ z, t+ τ)− y˜(s;u, x, t)| ≤ (|z|+Mfτ)(1 + Lf∆t)n−k
s ∈ [tn, tn+1) and t+ τ ∈ [tk, tk+1) with τ ≥ 0 s ≥ t+ τ.
(3.5)
Using Proposition 3.1 we are able to prove one side of (3.3) as shown in the following
theorem.
Theorem 3.2. Let us assume that conditions (2.3),(2.4) and (2.5) hold true.
Then
(3.6) sup
(x,t)∈Rd×[0,T ]
(v(t, x)− V (t, x)) ≤ C(T )∆t, ∀t ∈ [0, T ],
where C(T ) is a constant which does not depend on the time step ∆t.
Proof. First, we have
v(t, x)− V (t, x) ≤ inf
u∈U∆
Jx,t(u)− inf
u∈U∆
J∆tx,t(u) ≤ sup
u∈U∆
|Jx,t(u)− J∆tx,t(u)|.
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For a given control u ∈ U∆, we use the assumptions in Proposition 3.1 to obtain the
following
∣∣Jx,t(u)− J∆tx,t(u)∣∣ ≤ ∫ T
t
|L(y(x, s, u(s))− L(y˜(x, s, u(s))| ds+ |g(y(T ))− g(y˜(T ))|
≤ LL
∫ T
t
|y(x, s, u(s))− y˜(x, s, u(s))| ds+ Lg|y(T )− y˜(T )|
≤ LLMf∆t
∫ T
t
eLfs ds+ LgMf∆te
LfT
≤Mf∆t
(
LL
Lf
eLfT + Lge
LfT
)
.
Then, we obtain the desired estimate (3.6) with C(T ) = Mfe
LfT
(
LL
Lf
+ Lg
)
.
To prove the remaining side of (3.3) we need to assume the semiconcavity of the
functions g, L and a stronger assumption on f . The proof of Theorem 3.7 is based on
some technical lemmas that are presented below.
Proposition 3.3. Let us consider the assumptions of Proposition 3.1 and con-
sider the dynamics f(x, u, t) as a Lipschitz-continuous function in time and space
uniformly in u with the following property
|f(x+ z, u, t+ τ)− 2f(x, u, t) + f(x− z, u, t− τ)| ≤ Cf (|z|2 + τ2),
∀u ∈ U, ∀x, z ∈ Rd, ∀t, τ > 0,(3.7)
then
|y˜(s;u, x+ z, t+ τ)− 2y˜(s;u, x, t) + y˜(s;u, x− z, t− τ)| ≤ C˜(T )(|z|2 + τ2),
∀s ≥ t+ τ,∀u ∈ U, ∀x, z ∈ Rd, ∀t, τ > 0,
(3.8)
where C˜(T ) is a constant that depends on T but does not depend on the time step ∆t.
Proof. Let us suppose that t + τ ∈ [tk, tk+1) for some k > 0, t ∈ [t0, t1) and
t − τ ∈ [t−k−1, t−k). Let us consider s ∈ [tn+1, tn+2), to ease the notation we will
denote
y˜(s, u, x+ z, t+ τ) := yn+1+ , y˜(s, u, x, t) := y
n+1,
y˜(s, u, x− z, t− τ) := yn+1− , f(y, u, tn) := fn(y),
and we will drop the dependence on the control u since it is fixed for all the terms
considered above. Applying only one step of the forward Euler scheme with n ≥ k we
get
yn+1+ − 2yn+1 + yn+1− = yn+ − 2yn + yn− + ∆t
(
fn(yn+)− 2fn(yn) + fn(yn−)
)
.
Thus, from assumption (3.7) we obtain the following
|fn(yn+)− 2fn(yn) + fn(yn−)| =
|fn(yn+)− 2fn(yn) + (fn(yn − (yn+ − yn))− fn(yn − (yn+ − yn))) + fn(yn−)| ≤
|fn(yn + (yn+ − yn))− 2fn(yn) + fn(yn − (yn+ − yn))|+
|fn(yn−)− fn(yn − (yn+ − yn))| ≤ Cf |yn+ − yn|2 + Lf
∣∣yn+ − 2yn + yn−∣∣ .
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Then, applying (3.5) we obtain
(3.9) |yn+1+ − 2yn+1 + yn+1− | ≤ ∆tC1C2(n−k)2 + C2|yn+ − 2yn + yn−|,
with C1 = Cf (|z|+Mfτ)2 and C2 = 1 + Lf∆t. Then, iterating (3.9) we obtain
(3.10) |yn+1+ − 2yn+1 + yn+1− | ≤ ∆tC1C2(n−k)2
n−k∑
j=0
C−j2 + C
n−k+1
2 |x+ z − 2yk + yk−|.
Writing the full discrete dynamics for yk and yk−, the right hand side in (3.10) becomes
∆tC1C
2(n−k)
2
1− C−(n−k+1)2
1− C−12
+ Cn−k+12 ∆t
∣∣∣∣∣∣−2
k−1∑
j=0
f j(yj) +
k−1∑
j=−k
f j(yj−)
∣∣∣∣∣∣ ≤
C1C
2(n−k)+1
2
Lf
+ Cn−k+12 ∆t
∣∣∣∣∣∣
k−1∑
j=0
(
f j(yj−)− f j(yj) + f j−k(yj−k− )− f j(yj)
)∣∣∣∣∣∣ .
(3.11)
Now we want to estimate last term in (3.11). Since the first term f j(yj−)− f j(yj) of
the sum can be obtained as a particular case of the second one, with k = 0, let us
now focus on the last term
(3.12)
∣∣∣∣∣∣
k−1∑
j=0
(
f j−k(yj−k− )− f j(yj)
)∣∣∣∣∣∣ ≤ Lf
k−1∑
j=0
(∣∣∣yj−k− − yj∣∣∣+ τ) .
Using (3.5), we can write∣∣∣yj−k− − yj∣∣∣ ≤ ∣∣∣yj−k− − yj−∣∣∣+ ∣∣∣yj− − yj∣∣∣ ≤ τMf + (|z|+Mfτ)Cj2 .
Finally we get
|yn+1+ − 2yn+1 + yn+1− | ≤
C1C
2(n−k)+1
2
Lf
+ 2Cn−k+12 Lf
(
τ2Mf + C
k
2 τ(|z|+Mfτ)
)
.
Noting that Cn2 = (1 + Lf∆t)
n ≤ etnLf , we obtain the desired result with the
constant C˜(T ) equal to
(3.13) C˜(T ) = 2e2T
(
Cf (max{1,Mf})2
Lf
+ Lf (2Mf + 1)
)
.
Let us recall some properties for the scheme (3.2) which will be useful later since the
reverse inequality in (3.6) needs the assumption of semiconcavity for the numerical
approximation V . We refer to [15] for a detailed discussion of the importance of
semiconcavity in control problems.
Proposition 3.4. Let us suppose that the functions L and g are both Lipschitz-
continuous and semiconcave. Furthermore, let us consider the function f(x, u, t) as
a Lipschitz-continuous function in time and space uniformly in u such that it verifies
(3.7). Then the numerical solution V is semiconcave:
(3.14) V (x+z, t+τ)−2V (x, t)+V (x−z, t−τ) ≤ CV (|z|2+τ2) ∀x, z ∈ Rn, t, τ ≥ 0.
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Proof. Given x, z ∈ Rn and t, τ ∈ [0, T ] such that t + τ ∈ [tk, tk+1), t ∈ [t0, t1)
and t− τ ∈ [t−k−1, t−k), we need to prove (3.14). By the definition of value function,
we can write
V (x+ z, t+ τ) + V (x− z, t− τ)− 2V (x, t) ≤ sup
u∈U
{(tk+1 − t− τ)L(x+ z, t+ τ, u)+
(t−k − t+ τ)L(x− z, t− τ, u)− 2(t1 − t)L(x, t, u)}
+ sup
u∈U∆
(
J∆tT (x+ z, tk+1, u) + J
∆t
T (x− z, t−k, u)− 2J∆tT (x, t1, u)
)
.
(3.15)
We can estimate the first term on the right hand side as follows
(tk+1 − t− τ)L(x+ z, t+ τ, u) + (t−k − t+ τ)L(x− z, t− τ, u)− 2(t1 − t)L(x, t, u))
≤ ∆tmax{L(x+ z, t+ τ, u) + L(x− z, t− τ, u)− 2L(x, t, u), 0}.
(3.16)
Without loss of generality, we will consider λ = 0. Given u ∈ U∆ and denoted by
L(y, u, tn) = L
n(y), we have that the remaining right hand side is equal to
∆t
(
N−1∑
n=k+1
(
Ln(yn+) + L
n(yn−)− 2Ln(yn)
)
+
k∑
n=1
(
Ln(yn−)− 2Ln(yn)
))
+
∆t
(
0∑
n=−k
Ln(yn−)
)
+ g(yN+ ) + g(y
N
− )− 2g(yN ).
(3.17)
As already done in the proof of Proposition 3.3, exploiting the properties of L, i.e.
Lipschitz-continuity and semiconcavity with constant CL > 0, for the first summation
in (3.17) we have:
(3.18) Ln(yn+) + L
n(yn−)− 2Ln(yn) ≤ CL|yn+ − yn|2 + LL|yn+ − 2yn + yn−|.
Using (3.5), we obtain the following bound for the first term
∆tCL
N−1∑
n=k+1
|yn+ − yn|2 ≤ ∆tCL(|z|+Mfτ)2
N−1∑
n=k+1
(1 + Lf∆t)
2(N−k) ≤
≤ CL
Lf
(1 + Lf∆t)
2N (|z|+Mfτ)2 ≤ 2 max{M2f , 1}
CL
Lf
e2LfT (|z|2 + τ2).
(3.19)
Using (3.8), we obtain directly
∆tLL
N−1∑
n=k+1
|yn(x+ z, t+ τ)− 2yn(x, t) + yn(x− z, t− τ)| ≤ TLLC˜(T )(|z|2 + τ2).
Finally we rewrite the second and third summation in (3.17) in the following way
∆t
k∑
n=1
[(Ln(yn−)− Ln(yn)) + (Ln−k−1(yn−)− Ln(yn))]
and with the same procedure used in the proof of Proposition 3.3 and applying (3.18)
with g, we obtain the desired estimate.
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Next, we introduce a further characterization of V which will turn out to be useful to
prove Theorem 3.7.
Proposition 3.5. Assume that assumptions (2.3), (2.4), (2.5) hold true. Then
the solution V of (2.13) is bounded (and uniformly continuous). Furthermore, the
following estimate holds
(3.20)
|V (y0, s)− V (x0, T )| ≤ C (|y0 − x0|+ (T − tn) + ∆t) , s ∈ [tn, tn+1),∀x0, y0 ∈ Rn.
The proof of this statement can be found in [19]. Finally, before proving Theorem 3.7
we introduce the following lemma (proved in [14, Lemma 4.2, p. 170 ]).
Lemma 3.6. Let ξ : Rn × [0, T ]→ R satisfy
ξ(y + z, t+ τ)− 2ξ(y, t) + ξ(y − z, t− τ) ≤ Cξ
(|z|2 + |τ |2) ,
∀y, z ∈ Rn, ∀t, τ ∈ [0, T ] such that t+ τ, t, t− τ ∈ [0, T ] and
ξ(0, 0) = 0 , lim sup
(y,t)→(0,0)
ξ(y, t)
|y|+ |t| ≤ 0.
Then
ξ(y, t) ≤ Cξ
6
(|y|2 + |t|2) ∀y ∈ Rn, t ∈ [0, T ].
We are now able to prove our main result.
Theorem 3.7. Let the assumptions (2.3)-(2.4)-(2.5) hold true. Moreover, let us
assume that the functions L and g are semiconcave and that the function f(x, u, t) is
Lipschitz continuous in space and time uniformly in u and it satisfies (3.7). Then
(3.21) sup
(x,t)∈Rd×[0,T ]
(V (t, x)− v(t, x)) ≤ C(T )∆t , ∀t ∈ [0, T ].
Proof. The first part of the proof follows closely from [19]. We introduce the
auxiliary function
φ(y, t, x, s) = V (y, t)− v(x, s) + β(x− y) + ηα(t− s),
where β(x) = − |x|
2
2 and ηα(s) = − s
2
α2 .
Since v and V are bounded, then for any δ > 0, there exist (y1, τ1), (x1, s1) such
that
φ(y1, τ1, x1, s1) > supφ− δ.
Choosing θ(y, x) ∈ C∞0 (Rd × Rd), with θ(y1, x1) = 1 and 0 ≤ θ ≤ 1, |Dθ| ≤ 1,
such that for any δ ∈ (0, 1),
ζ(y, t, x, s) = φ(y, t, x, s) + δθ(y, x)
has a maximum point (y0, τ0, x0, s0), with y0, x0 ∈ supp θ and τ0, s0 ∈ [0, T ]. There-
fore, if we set
Φ(x, s) = V (y0, τ0) + β(y0 − x) + ηα(τ0 − s) + δθ(y0, x),
we can observe that (x0, s0) is a local min for v(x, s)−Φ(x, s). By definition of ζ, we
have that
V (y0, τ0)− v(x0, s0) + β(y0 − x0) + ηα(τ0 − s0) + δθ(y0, x0) ≥
≥ V (y, t)− v(x, s) + β(y − x) + ηα(t− s) + δθ(y, x).
(3.22)
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From (3.22) with x = y = y0, s = s0 and t = τ0, we get
(3.23) |y0 − x0| ≤ 2(Lv + δ),
and similarly, with x = x0, y = y0 and s = t = τ0:
(3.24) |s0 − τ0| ≤ α2Lv,
where Lv is the Lipschitz constant of v with respect to time and space. Using
(3.22), (3.23) and (3.24), we obtain
(3.25) V (x, s)− v(x, s) ≤ V (y0, τ0)− v(x0, s0) + (Lv + δ)2 + α2Lv + 2δ.
Let us now consider three cases as suggested in [19]. We recall that in this theorem
we improve their approximation by means of the semiconcavity which turns out to be
essential in the third case of the proof. However, in the first two cases we can directly
obtain first order convergence. Without this property we can only prove an order of
convergence of 12 .
First case (τ0 = T ). In this case V (y0, T ) = g(y0) = v(y0, T ). Thus, using the
Lipschitz-continuity of g we obtain the desired result, setting α =  =
√
∆t.
Second case (τ0 6= T , s0 = T ). In this case v(x0, T ) = g(x0) = V (x0, T ). Suppos-
ing τ0 ∈ [tn, tn+1) and using the estimate (3.20) in (3.25), we obtain
V (x, s)− v(x, s) ≤ C (|y0 − x0|+ (T − tn) + ∆t) + (Lv + δ)2 + α2Lv + 2δ.
Since τ0 − tn ≤ ∆t, using (3.24) we can write that
T − tn ≤ Lvα2 + ∆t,
and using (3.23), finally we get
V (x, s)− v(x, s) ≤ C32 + C4α2 + C5∆t+ 2δ.
If we set α =  =
√
∆t, we get the result, since δ is arbitrary.
Third case (τ0, s0 6= T ). We know that v is a viscosity solution, this means that
there exists a control u∗ ∈ U such that
−∂sΦ(x0, s0) + λv(x0, s0)− f(x0, s0, u∗) · ∇xΦ(x0, s0)− L(x0, s0, u∗) ≥ 0.
Thus, we obtain
∇ηα(τ0 − s0) + λv(x0, s0)+
+ f(x0, s0, u
∗) · (∇β(x0 − y0)− δ∇xθ(y0, x0))− L(x0, s0, u∗) ≥ 0.
(3.26)
By the definition of V (3.2), assuming τ0 ∈ [tn, tn+1) we have
V (y0, τ0)− (tn+1 − τ0)L(y0, τ0, u∗)+
− e−λ(tn+1−τ0)V (y0 + (tn+1 − τ0) f(y0, τ0, u∗), tn+1) ≤ 0.
(3.27)
Let us introduce
(3.28)
ξ(y, t) = V (y0 +y, τ0 +t)−V (y0, τ0)+(∇β(x0−y0)+δ∇yθ(y0, x0)) ·y+t∇ηα(τ0−s0)
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and follows that
ξ(y + z, t+ τ)− 2ξ(y, t) + ξ(y − z, t− τ) =
= V (y0 + y + z, τ0 + t+ τ)− 2V (y0 + y, τ0 + t) + V (y0 + y − z, τ0 + t− τ).
By Proposition 3.4, we know that the function V is semiconcave, from which it follows
the semiconcavity of ξ with ξ(0, 0) = 0. Let us now check the last hypothesis of Lemma
3.6. Since (y0, x0, τ0, s0) is a maximum point for ζ, we obtain
V (y0 + y, τ0 + t)− V (y0, τ0) ≤
≤ β(y0 − x0)− β(y0 + y − x0) + ηα(τ0 − s0)− ηα(τ0 + t− s0)+
+ δ[θ(y0, x0)− θ(y0 + y, x0)],
ξ(y, t) ≤ β(y0 − x0)− β(y0 + y − x0) +∇β(x0 − y0) · y + ηα(τ0 − s0)
− ηα(τ0 + t− s0) + t∇ηα(τ0 − s0) + δ(θ(y0, x0)− θ(y0 + y, x0) +∇yθ(y0, x0) · y).
We note that
lim sup
(t,y)→(0,0)
ξ(y, t)
|y|+ |t| ≤ 0.
Applying Lemma 3.6 with y = (tn+1 − τ0) f(y0, τ0, u∗) and t = tn+1 − τ0, we obtain
V (y0 + (tn+1 − τ0) f(y0, τ0, u∗), tn+1) ≤
V (y0, τ0)− (tn+1 − τ0)(∇β(x0 − y0) + δ∇yθ(y0, x0))·
(3.29) f(y0, τ0, u
∗)− (tn+1 − τ0)∇ηα(τ0 − s0) + Cξ(tn+1 − τ0)2(1 + |f(y0, τ0, u∗)|2).
Inserting (3.29) in (3.27) and dividing by tn+1 − τ0 we obtain
1− e−λ(tn+1−τ0)
tn+1 − τ0 V (y0, τ0) ≤ L(y0, τ0, u
∗)− e−λ(tn+1−τ0)(∇β(x0 − y0)+
δ∇yθ(y0, x0)) · f(y0, τ0, u∗) +∇ηα(τ0 − s0)− C(tn+1 − τ0)(1 + |f(y0, τ0, u∗)|2)).
Finally, subtracting (3.26), we obtain
1− e−λ(tn+1−τ0)
tn+1 − τ0 V (y0, τ0)− λv(x0, s0) ≤ L(y0, τ0, u
∗)− L(x0, s0, u∗)+
∇β(y0 − x0) · (−e−λ(tn+1−τ0)f(y0, τ0, u∗) + f(x0, s0, u∗))+
∇nα(τ0 − s0)(1− e−λ(tn+1−τ0)) + δ
(
−e−λ(tn+1−τ0)∇yθ(y0, x0) · f(y0, τ0, u∗)
)
+ δ (−∇xθ(y0, x0) · f(x0, s0, u∗)) + C(tn+1 − τ0)(1 + |f(y0, τ0, u∗)|2)
≤ LL(|y0 − x0|+ |τ0 − s0|) + 2(Lv + δ)Lf (|y0 − x0|+ |τ0 − s0|) + 2Lv∆t+
Mδ + C∆t(1 +M2f ) ≤ L(2 + α2) + C∆t+Mδ.
Since δ is arbitrary, choosing α =  =
√
∆t, we obtain the thesis.
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3.1. Error estimate for the TSA with pruning. In the previous section we
presented an error estimate for the TSA where a first order of convergence is achieved.
However, as shown numerically in [4], one can obtain the same order of convergence in
the case of the pruned tree if the pruning tolerance εT in (2.11) is chosen properly. In
this section, we extend the theoretical results of Section 3 to the pruning case. Thus,
let us define the pruned trajectory:
(3.30) ηn+1in = η
n
in−1 +∆tf(η
n
in−1 , ujn , tn)+EεT (ηnin−1 +∆tf(ηnin−1 , ujn , tn), {ηn+1i }i),
where the indices in and jn consider the pruning strategy unlike Section 2.1 and
(3.31) EεT (x, {xn}) =
xk − x if k = arg minn |x− xn| and |x− xk| ≤ εT ,0 otherwise.
The function EεT (x, {xn}) can be interpreted as a perturbation of the numerical
scheme and |EεT (x, {xn})| ≤ εT . As already done in (3.1), we consider the piece-
wise constant extension η˜(s;u) of the approximation such that
(3.32) η˜(s, u) := η[s/∆t](u) s ∈ [t, T ].
First step is to prove that the tolerance must be chosen properly to guarantee a first
order convergence of the scheme. The following result is obtained easily through
Gro¨nwall’s lemma.
Proposition 3.8. Given the approximation y˜(s;u, x, t) of equation (2.1) and its
perturbation η˜(s;u, x, t) expressed in (3.30), then
(3.33) |y˜(s;u, x, t)− η˜(s;u, x, t)| ≤ nεT eLf (tn−t), s ∈ [tn, tn+1).
Finally, to guarantee first order convergence, the tolerance must be chosen such that
(3.34) εT ≤ CεT∆t2.
Then we can define the pruned discrete cost functional as
J∆t,Px,s (u) = (tn+1 − s)L(x, u, s) + ∆t
N−1∑
k=n+1
L(ηk, u, tk)e
−λ(tk−s)
+ g(ηN )e−λ(tN−s),
(3.35)
for s ∈ [tn, tn+1) and define the pruned discrete value function as
V P (x, t) := inf
u∈U∆
J∆t,Px,t (u)
which now satisfies the following equation
V P (x, s) = min
u∈U
{
e−λ(tn+1−s)V P,n+1
(
ηn+1u (x)
)
+ (tn+1 − s)L(x, u, s)
}
,
V (x, T ) = g(x), x ∈ Rd, s ∈ [tn, tn+1)
(3.36)
where ηn+1u (x) = x+(tn+1−s)f(x, u, s)+EεT (x+(tn+1−s)f(x, u, s), {ηn+1i }i). Then,
we can prove the following result.
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Proposition 3.9. Under the condition (3.34), we have
(3.37) |V (x, t)− V P (x, t)| ≤ C∗(T )∆t.
Proof. As done in the proof of Theorem 3.2, we can write
|V (x, t)− V P (x, t)| ≤ sup
u∈U∆
∣∣∣J∆tx,t(u)− J∆t,Px,t (u)∣∣∣ .
Then using (3.33) we obtain the desired result as follows:∣∣∣J∆tx,t(u)− J∆t,Px,t (u)∣∣∣ ≤
≤ LL
∫ T
t
|y˜(x, s, u(s))− η˜(x, s, u(s))| ds+ Lg|y˜(T )− η˜(T )|
≤ LLCεT∆t
∫ T
t
s eLf (s−t) ds+ LgCεT T∆te
LfT
≤ TCεT∆teLfT (TLL + Lg) .
Finally by triangular inequality and using estimate (3.3) and (3.37), we obtain the
desired result:
(3.38) |v(x, t)− V P (x, t)| ≤
(
C∗(T ) + Ĉ(T )
)
∆t.
whenever condition (3.34) holds true.
4. Numerical Tests. In this section we are going to show numerically the the-
oretical results proven in the previous sections. We will present two test cases where
we know the analytical solution of the HJB equation. First example is built upon
Test 1 in [4], where we further emphasize the importance of the assumptions provided
along this paper with respect to the semiconcavity of the value function. The second
case deals with a linear dynamical system with only terminal cost where we obtain the
order of convergence in a consistent way with the theoretical results. The numerical
simulations reported in this paper are performed on a laptop with 1CPU Intel Core
i5-3, 1 GHz and 8GB RAM. The codes are written in C++.
4.1. Test 1: Comparison with an exact value function. In this test we
compute the order of convergence and the errors of the TSA in an example where
the exact value function is known analytically. We consider the following dynamics
in (2.1)
(4.1) f(x, u) =
(
u
x21
)
, u ∈ U ≡ [−1, 1],
where x = (x1, x2) ∈ R2. The cost functional in (2.2) is:
(4.2) L(x, u, t) = 0, g(x) = −x2, λ = 0,
where we only consider the terminal cost g. The corresponding HJB equation is
(4.3)
{
−vt + |vx1 | − x21vx2 = 0 (x, t) ∈ R2 × [0, T ],
v(x, T ) = g(x),
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where its unique viscosity solution reads
(4.4) v(x, t) = −x2 − x21(T − t)−
1
3
(T − t)3 − |x1|(T − t)2.
Furthermore, we set T = 1. In this example, we use the TSA algorithm with forward
Euler scheme with and without the pruning criteria (2.11). Since in this case the
control is bang-bang, we only consider the following discrete control set: U = {−1, 1}.
We compare the different approximations according to `2−relative error with the exact
solution on the tree nodes
E2(tn) =
√√√√√√
∑
xi∈T n
|v(xi, tn)− V n(xi)|2∑
xi∈T n
|v(xi, tn)|2 ,
where v(xi, tn) represents the analytical solution and V
n(xi) its numerical approxi-
mation.
The case without pruning criteria becomes infeasible for more than 20 time steps
since it requires to store O(M21) nodes, whereas the application of pruning criteria
(2.11) provides a real improvement. We are going to compute `2 error in time and in
space
Err2,2 =
√√√√∆t N∑
n=0
‖Vexact(xi, tn)− V napprox(xi)‖2`2(T n)
‖Vexact‖2`2(T n)
,
and the error `2 in space and `∞ in time
Err∞,2 = max
n=0,...,N
√√√√‖Vexact(xi, tn)− V napprox(xi)‖2`2(T n)
‖Vexact‖2`2(T n)
.
Figure 1 shows the order of convergence for forward Euler using different εT . We
note that we match the theoretical findings: we obtain first order of convergence
when dealing with Euler scheme and εT = ∆t2. We also show how crucial is the
selection of the tolerance.
0.01250.0250.050.10.2
10-2
10-1
0.01250.0250.050.10.2
10-2
10-1
Fig. 1. Test 1: Comparison of the error Err∞,2 (left) and the error Err2,2 (right) for the
pruned TSA with different tolerances (top row) T = {∆t,∆t3/2,∆t7/4,∆t2} with Euler method to
approximate (2.1)
In Table 1 and Table 2 we present the results of the TSA applying the Euler
scheme for εT = {0,∆t2} respectively. We first note that the pruning criteria allows
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to solve the problem for a smaller temporal step size ∆t since the cardinality of tree is
smaller. The CPU time is then proportional to the cardinality of the tree. Finally, as
expected, the order of convergence is 1 in both cases. This highlights the numerical
findings in Section 3.
∆t Nodes CPU Err2,2 Err∞,2 Order2,2 Order∞,2
0.2 63 0.05s 9.0e-02 0.122
0.1 2047 0.35s 4.4e-02 6.2e-2 1.04 0.98
0.05 2097151 1.1s 2.2e-02 3.1e-2 1.02 0.99
Table 1
Test 1: Error analysis and order of convergence for forward Euler scheme of the TSA without
pruning rule (εT = 0).
∆t Nodes CPU Err2,2 Err∞,2 Order2,2 Order∞,2
0.2 42 0.05s 9.1e-02 0.122
0.1 324 0.08s 4.4e-02 6.2e-2 1.05 0.98
0.05 3151 0.6s 2.1e-02 3.1e-2 1.04 0.99
0.025 29248 2.5s 1.1e-02 1.6e-2 1.005 0.994
0.0125 252620 150s 5.3e-03 8.0e-3 1.004 0.997
Table 2
Test 1: Error analysis and order of convergence for forward Euler scheme of the TSA with
εT = ∆t2.
From Table 2 we can observe that an error of order O(10−3) using Euler method
with pruning criteria requires 150s,∆t = 0.0125 and |T | = 252620.
On the other hand, if we consider regions with less regularity, e.g. in this case
near the line x1 = 0, we loose first order convergence, as it is shown in Table (3).
This shows that the requirements provided in Section 3 are essentials
∆t Nodes CPU Err2,2 Err∞,2 Order2,2 Order∞,2
0.2 63 0.1s 0.257 0.283
0.1 2047 0.4s 0.142 0.164 0.86 0.79
0.05 2097151 1.3s 8.1e-2 9.7e-2 0.82 0.76
Table 3
Test 1: Error analysis and order of convergence for forward Euler scheme of the TSA without
pruning rule with initial condition (x1, x2) = (0, 0).
4.2. Test 2: Linear Pendulum. In this example, we consider the following
dynamics
(4.5) f(x(t), u(t)) =
(
x2(t)
−x1(t) + u(t)
)
,
where x(t) = (x1(t), x2(t)) ∈ R2, u ∈ U ≡ [−1, 1] and t ∈ [0, T ]. Our goal is to
maximize the terminal displacement:
v(x, t) = max
u∈U
x1(T ;u) = −min
u∈U
(−x1(T ;u)),
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where x1(T, u) is the first component of the trajectory at the final time T with control
u. Thus, the cost functional in (2.2) is:
(4.6) L(x, u, t) = 0, g(x) = −x1, λ = 0.
In this case the viscosity solution of the correspondent HJB equation reads
(4.7) v(x, t) = x1 cos(T − t) + x2 sin(T − t) + | cos(T − t)− 1|.
Furthermore, we set T = 1 and (x1(0), x2(0)) = (1, 1).
In the left panel of Figure 2 we show the tree nodes using Euler approximation
with ∆t = 0.05, whereas on the right panel we show the pruned tree with εT = ∆t2.
0.8 1 1.2 1.4 1.6 1.8 2
-1.5
-1
-0.5
0
0.5
1
Fig. 2. Test 2: Full tree nodes for Euler scheme with ∆t = 0.05 (left), pruned tree nodes for
Euler scheme with ∆t = 0.05 and εT = ∆t2 (right).
∆t Nodes CPU Err2,2 Err∞,2 Order2,2 Order∞,2
0.2 63 0.06s 2.63e-2 4.28e-2
0.1 2047 0.20s 1.26e-2 2.23e-2 1.07 0.94
0.05 2097151 1.08s 6.06e-3 1.13e-2 1.05 0.98
Table 4
Test 2: Error analysis and order of convergence for forward Euler scheme of the TSA without
pruning rule (εT = 0).
∆t Nodes CPU Err2,2 Err∞,2 Order2,2 Order∞,2
0.2 58 0.08s 2.64e-2 4.29e-2
0.1 963 0.15s 1.28e-2 2.23e-2 1.05 0.94
0.05 28085 1.75s 6.37e-3 1.13e-2 1.01 0.98
0.025 762583 335s 3.14e-3 5.68e-3 1.02 0.99
0.0125 17313730 76035s 1.55e-3 2.84e-3 1.01 0.99
Table 5
Test 2: Error analysis and order of convergence for forward Euler scheme of the TSA with
εT = ∆t2.
In Table 4 and Table 5 we show the results of TSA with and without pruning
using Euler method. As already discussed in the previous example, we note that the
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order of convergence is 1 as expected from the theoretical results. Again, we also
note that when the pruning criteria is applied it is possible to approximate the HJB
equation with a smaller ∆t and, therefore, to decrease the numerical error as shown
in the table.
5. Conclusion and future work. In this work we have proved error estimates
for the TSA presented in [4]. In particular, we have shown that with a tree structure
we can achieve the same order of convergence of the numerical method used in the
time discretization of the dynamics. Our error estimate improves previous existing
results on the convergence of the semi-discrete value function adding the semiconcavity
assumption. Numerical tests presented in the last section and in [4] confirm the
estimate and the relevance of semiconcavity in the approximation.
The cardinality of the tree increases as the number of the control increases and
the time step size ∆t decreases, so we need to prune the tree to reduce the complexity
and to save in memory allocations and CPU time. The pruning technique is crucial to
produce a more efficient algorithm. In particular, we have shown that if the pruning
technique has a reasonable tolerance εT , e.g. one order higher of the order of con-
vergence of the numerical method of the ODE, we can achieve the same order of the
TSA method without pruning.
In the next future we plan to analyze the numerical methods for the synthesis of
feedback controls based on the tree structure algorithm as well as the coupling between
TSA and model reduction techniques to solve high-dimensional control problems. This
will hopefully allow to attack problems governed by partial differential equations in
more than one dimension.
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