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Abstract
The Arnoldi and Lanczos algorithms, which belong to the class of Krylov sub-
space methods, are increasingly used for model reduction of large scale systems.
The standard versions of the algorithms tend to create reduced order models that
poorly approximate low frequency dynamics. Rational Arnoldi and Lanczos algo-
rithms produce reduced models that approximate dynamics at various frequencies.
This paper tackles the issue of developing simple Arnoldi and Lanczos equations for
the rational case. This allows a simple error analysis to be carried out for both al-
gorithms and permits the development of computationally efficient model reduction
algorithms, where the frequencies at which the dynamics are to be matched can be
updated adaptively.
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1 Introduction
Consider a linear time-invariant single-input single-output system described by the equations
Ex˙(t) = Ax(t) +Bu(t), y(t) = Cx(t) (1)
where x(t) ∈ Rn denotes the state vector and u(t) and y(t) the scalar input and output signals,
respectively. The system matrices A, E ∈ Rn×n are assumed to be large and sparse, and
B, C′ ∈ Rn. These assumptions are met by large scale models in many applications. The
transfer function for the system in (1) is denoted as G(s) = C(sE − A)−1B. To simplify
subsequent analysis and design based on the large nth order model in (1), the model reduction
problem seeks an approximate mth order model of the form Gm(s) = Cm(sEm − Am)
−1Bm
where Em, Am ∈ R
m×m, Bm, C
′
m ∈ R
m and m < n. We also assume that E and Em are
non-singular.
Unlike many existing model reduction methods such as balanced truncation and Hankel norm
approximations [2, 39], Krylov projection methods, and in particular the Arnoldi and Lanczos
algorithms [4,7,26,27,36], exploit the sparsity of the large scale model and have been extensively
used for model reduction of large scale systems; see [3,8,36] and the references therein. In these
approaches, Gm(s) is computed such that it matches the moments of G(s), that is the value
of G(s) and its derivatives, at certain interpolation points. In the standard approaches, the
moments are matched at ∞ [3, 16]. The problem of interpolating around infinity is known in
the literature as the partial realisation problem [19]. This has the advantage that, in the case
that E = In, only matrix-vector products are needed in calculations involving the large matrix
A. Furthermore, a set of equations known as the Arnoldi or Lanczos equations are satisfied
and are useful for error analysis and restarts [22, 24, 25, 30, 37]. In [12] the Arnoldi and Lanczos
equations are given for the two-sided Arnoldi and non-symmetric Lanczos algorithms, which are
algorithms that produce Pade´ models [8] by interpolating the original system around infinity. A
survey on Krylov space methods based on single point intepolating approximations can be found
in [6] and the references therein.
The disadvantage is that single point interpolating approximations tend to approximateG(s)
poorly at other frequencies unless the order of the approximation is increased considerably or
certain types of restarts are introduced [30].
To ameliorate this problem rational Arnoldi and Lanczos algorithms [17, 21, 32–34] have
been developed which produce reduced models that match the moments of G(s) at different
frequencies. Notwithstanding the greatly improved approximation offered by the rational Arnoldi
and Lanczos techniques, there are some outstanding issues that need to be addressed and are
summarized below.
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1. No simple Arnoldi- and Lanczos-like equations have been derived in the literature in the
rational case. The authors in [17, 18, 28, 34] derive equations that describe the rational
algorithms; however these are not in the standard Arnoldi and Lanczos form.
2. No error analysis for the rational case has been derived comparable to the standard al-
gorithms. This is important for deriving residual error expressions, perturbation analysis
and for best choice of the interpolation frequencies.
The contribution of this paper is in addressing in detail each of these issues which were briefly
described in [14]. Section 2 gives a review of approximation techniques by moment matching. The
standard Arnoldi and the rational Arnoldi algorithms for moment matching are also described.
In section 3 Arnoldi- and Lanczos-like equations for the rational case are derived. In section
4 the Arnoldi and Lanczos equations are used to give an error analysis for the rational case.
Simple residual error expressions are derived and norm-bounded as well as linear fractional
transformation perturbation analysis is given. In section 5 adaptive schemes based on the error
analysis are described. Section 6 gives some numerical results to illustrate the adaptive methods
developed in this paper. Finally section 7 gives our conclusions.
2 Krylov based methods for model reduction
2.1 Moment matching problem
The system in (1) can be expanded by Taylor series around an interpolation point s0 ∈ C as
G(s) = µ0 + µ1(s− s0) + µ2(s− s0)
2 + · · ·
where the Taylor coefficients µi are known as the moments of the system around s0 and are related
to the transfer function of the system and its derivatives evaluated at s0. The approximation
problem by moment matching is to find a lower order system Gm(s) with transfer function
expanded as
Gm(s) = µˆ0 + µˆ1(s− s0) + µˆ2(s− s0)
2 + · · ·
such that µi = µˆi, for i = 0, 1, . . . ,m.
To simplify the presentation of our results, we only consider the case when E = In and we
will write G(s) = C(sIn −A)
−1B
s
= (A,B,C, 0) or
G(s)
s
=

 A B
C 0

·
3
In the case where s0 = ∞ the moments are called Markov parameters and are given by
µi = CA
iB. The moments around an arbitrary interpolation point s0 ∈ C are known as shifted
moments and they are defined as µi = C(s0In −A)
−iB.
A more general definition of approximation by moment matching is related to rational inter-
polation. By rational interpolation we mean that the reduced order system matches the moments
of the original system at multiple interpolation points.
Let Vm, Wm ∈ C
n×m. By projecting the states of the high order system with the projector
Pm = Vm(W
′
mVm)
−1W ′m, (2)
assuming that Em =W
′
mVm is non-singular, a reduced order model is obtained as:
Gm(s)
s
=

 E−1m Am E−1m Bm
Cm 0

 :=

 (W ′mVm)−1W ′mAVm (W ′mVm)−1W ′mB
CVm 0

 . (3)
A careful selection of Vm and Wm as the bases of certain Krylov subspaces results in moment
matching. For A ∈ Cn×n, B ∈ Cn, s ∈ C and integer m > 0 a Krylov subspace Km(A,B, s) is
defined as
Km(A,B, s) := colsp
[
(sIn −A)
−1B, (sIn −A)
−2B, . . . , (sIn −A)
−mB
]
, if s 6=∞
Km(A,B, s) := colsp
[
B,AB, . . . , A(m−1)B
]
, if s =∞
where colsp denotes column span. If m = 0, Km(A,B, s) is defined to be the empty set.
2.2 Standard Arnoldi methods
An iterative method for model reduction based on Krylov projections is the Arnoldi process. The
two-sided Arnoldi process, given in Algorithm 1, constructs the bases Vm = [v1, . . . , vm ] ∈ C
n×m
and Wm = [ w1, . . . , wm ] ∈ C
n×m for the Krylov subspaces Km(A,B,∞) and Km(A
′, C′,∞),
respectively, such that they are orthonormal, i.e., V ′mVm = W
′
mWm = Im. We assume that no
breakdown (or near breakdown) occurs in Algorithm 1 so that ‖vˆj‖ > ǫ and ‖wˆj‖ > ǫ, where ǫ
is a tolerance level, for j = 1, . . . ,m and W ′mVm is non-singular. See [35] for more details on the
breakdown of the Arnoldi algorithm. The following equations,
AVm = VmHm + vm+1CVm , B = VmLm
W ′mA = FmW
′
m +BWmw
′
m+1, C = KmW
′
m
referred to as the Arnoldi equations hold [23, 25], where
Hm = V
′
mAVm, CVm = v
′
m+1AVm, Lm = V
′
mB,
Fm = W
′
mAWm, BWm = W
′
mAwm+1, Km = CWm.
(4)
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Pre-multiplying the first set of the Arnoldi equations by W ′m and solving with respect to Hm
and Lm we have that Hm = E
−1
m Am − E
−1
m W
′
mvm+1CVm and Lm = E
−1
m B. Similarly post-
multiplying the second set of the Arnoldi equations by Vm and rearranging results in Fm =
AmE
−1
m −BWmw
′
m+1VmE
−1
m and Km = CmE
−1
m , respectively. The standard Arnoldi equations
can then be transformed to the following set of equations
AVm = VmE
−1
m Am + (In − Pm)vm+1CVm , B = VmE
−1
m Bm (5)
W ′mA = AmE
−1
m W
′
m +BWmw
′
m+1(In − Pm), C = CmE
−1
m W
′
m (6)
where Em, Am, Bm and Cm are defined in (3) and where Pm is defined in (2).
The bases Vm andWm are constructed such thatKm(A,B,∞) ⊆ colsp(Vm) andKm(A
′, C′,∞) ⊆
colsp(Wm) and so the reduced order system Gm(s), defined in (3), matches the first 2m Markov
parameters of G(s) [18]. The approximation forward error ǫ(s) := G(s)−Gm(s) can be shown
Algorithm 1 Basic Arnoldi algorithm
1: Inputs: system data A,B,C, reduced order m and tolerance ǫ > 0
2: Initialise: Vm = [ ] ; Wm = [ ]; vˆ1 = B; wˆ1 = C
′;
3: if {‖vˆ1‖ < ǫ or ‖wˆ1‖ < ǫ}, Stop, end
4: v1 = vˆ1/‖vˆ1‖; w1 = wˆ1/‖wˆ1‖;
5: for j = 1→ m
6: Vm = [Vm vj]; Wm = [Wm wj ];
7: vˆj+1 = Avj − VmV
′
mAvj; wˆj+1 = A
′wj −WmW
′
mA
′wj;
8: if {‖vˆj+1‖ < ǫ or ‖wˆj+1‖ < ǫ}, Stop, end
9: vj+1 = vˆj+1/‖vˆj+1‖; wj+1 = wˆj+1/‖wˆj+1‖;
10: end
11: Outputs: Vm = {v1, . . . , vm}; Wm = {w1, . . . , wm};
to be
ǫ(s) = RC(s)
′(sIn −A)
−1RB(s), (7)
where RC(s) and RB(s), known as the residual errors, are given by
RB(s) = B − (sIn−A)VmXm(s), RC(s) = C
′−(sIn−A)
′WmYm(s), (8)
and where Ym(s) and Xm(s) are the solutions of the system of equations
(sEm−Am)Xm(s) = Bm, (sEm−Am)
′Ym(s) = C
′
m
(9)
and satisfy the Petrov-Galerkin conditions W ′mRB(s) = V
′
mRC(s) = 0.
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Using the Arnoldi equations, the expressions for the residual errors can be simplified as
RB(s) = (In−Pm)vm+1CVm(sEm −Am)
−1Bm = vm+1CVm(sIm −Hm)
−1Lm (10)
RC(s)
′ = Cm(sEm −Am)
−1BWmw
′
m+1(In−Pm) = Km(sIm − Fm)
−1BWmw
′
m+1, (11)
which involve terms related to the reduced order system only.
2.3 The rational Arnoldi method
The rational Arnoldi procedure [32–34] is an algorithm for constructing orthonormal bases of
the union of Krylov subspaces. Let Vm,Wm ∈ C
n×m be the bases of such subspaces and let Pm
be a projector defined as Pm = Vm(W
′
mVm)
−1W ′m. Applying this projector on the system in
(1) a reduced order system is obtained with a transfer function as in (3). The next result shows
that a proper selection of Krylov subspaces will result in reduced order systems that matches
the moments of the system at given interpolation frequencies.
Theorem 2.1. [18] Let S = {s1, s2, . . . , sK} ⊂ C and S˜ = {s˜1, s˜2, . . . , s˜K˜} ⊂ C be two sets
of distinct interpolation points, with multiplicities ms1 ,ms2 , . . . ,msK , and m˜s1 , m˜s2 , . . . , m˜sK˜ ,
respectively. Suppose that Vm, Wm ∈ C
n×m satisfy
colsp(Vm) ⊇ Kms1 (A,B, s1) ∪ · · · ∪ KmsK (A,B, sK)
colsp(Wm) ⊇ Kms˜1 (A
′, C′, s˜′1) ∪ · · · ∪ Kms˜K (A
′, C′, s˜′
K˜
)
where
∑K
k=1msk =
∑K˜
k=1 m˜sk =m. Then, assuming that (sIn−A)
−1 exists for all s ∈ S ∪ S˜,
• if si = s˜j, Gm(s) matches the first msi + m˜s˜j moments of G(s) at si
• if si 6= s˜j, Gm(s) matches the first msi moments of G(s) at sk and the first m˜s˜j moments
of G(s) at s˜k, respectively.
The rational Arnoldi algorithm is given in Algorithm 2. For simplicity of presentation we
assume that msk = ms˜k and also it is assumed that si 6= sj and s˜i 6= s˜j for i 6= j.
3 Arnoldi-like equations in the rational case
Many of the results based on Krylov subspaces follow from the Arnoldi and Lanczos equations.
A main contribution of this work is to derive, with minimum additional effort, the corresponding
equations for the rational version of these algorithms [14,15].
The following result derives such a set of equations for the Arnoldi process.
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Algorithm 2 Rational Arnoldi algorithm
1: Inputs: S= {s1, . . . , sK}; S˜= {s˜1, . . . , s˜K}; A,B,C, tolerance ǫ> 0; and msk =ms˜k
for k = 1, 2, . . . K;
2: Initialise: Vm = [ ] ; Wm = [ ]; j = 0;
3: for k = 1→ K
4: if {sk =∞}, vˆj+1 = B; else v˜j+1 = (skIn −A)
−1B; end
5: if {s˜k =∞}, w˜j+1 = C
′; else w˜j+1 = ((s˜kIn −A)
−1)′C ′; end
6: if {k > 1}
7: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
8: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
9: end
10: if ‖v˜j+1‖ or ‖w˜j+1‖ < ǫ, Stop end
11: vj+1 =
v˜j+1
‖v˜j+1‖
; wj+1 =
w˜j+1
‖w˜j+1‖
;
12: Vm = [Vm vj+1]; Wm = [Wm wj+1]; j = j + 1;
13: for i = 1→ msk − 1
14: if {sk =∞}, v˜j+1 = Avj ; else v˜j+1 = (skIn −A)
−1vj ; end
15: if {s˜k =∞}, w˜j+1 = A
′wj; else w˜j+1 = ((s˜kIn −A)
−1)′wj; end
16: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
17: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
18: if ‖v˜j+1‖ or ‖w˜j+1‖ < ǫ, Stop end
19: vj+1 = v˜j+1/‖v˜j+1‖; wj+1 = w˜j+1/‖w˜j+1‖;
20: Vm = [Vm vj+1 ]; Wm = [Wm wj+1 ]; j = j + 1;
21: end
22: end
23: Outputs : Vm = [ v1, . . . , vm ]; Wm = [w1, . . . , wm ]
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Lemma 3.1. Let all variables be as defined in Theorem 2.1 and let Vm and Wm be as constructed
by Algorithm 2 so that V ′mVm=W
′
mWm= Im. Let m∞ and m˜∞ be the multiplicities of ∞ in S
and S˜, respectively (m∞=0 if ∞ /∈S and m˜∞=0 if ∞ /∈ S˜). Define vm+1, wm+1∈C
n such that,
with Vm+1 :=[ Vm vm+1 ] and Wm+1 :=[Wm wm+1 ],
colsp ([ Vm A
m∞B ]) = colsp(Vm+1), V
′
m+1Vm+1 = Im+1,
colsp
([
Wm (A
′)m˜∞C′
])
= colsp(Wm+1), W
′
m+1Wm+1 = Im+1.
1. Define

 Hm Lm
CVm bm

 :=

 V ′mAVm V ′mB
v′m+1AVm v
′
m+1B

 ,

 Fm BWm
Km cm

 :=

 W ′mAWm W ′mAwm+1
CWm Cwm+1


Then
AVm = VmHm+vm+1CVm , B = VmLm+vm+1bm, (12)
W ′mA = FmW
′
m+BWmw
′
m+1, C = KmW
′
m+cmw
′
m+1. (13)
Furthermore, bm = 0 if ∞ ∈ S and cm = 0 if ∞ ∈ S˜.
2. Let Pm, Em, Am, Bm, Cm, CVm and BWm be as defined in (2), (3) and (4). Then
AVm = VmE
−1
m Am+(In−Pm)vm+1CVm , B = VmE
−1
m Bm+(In−Pm)vm+1bm, (14)
W ′mA = AmE
−1
m W
′
m+BWmw
′
m+1(In−Pm), C = CmE
−1
m W
′
m+cmw
′
m+1(In−Pm) (15)
Proof. 1. From Algorithm 2 we can write
[x1 x2 · · · xm+1 ] = [ v1 v2 · · · vm+1 ]


ρ11 ρ12 · · · ρ1,m+1
0 ρ22 · · · ρ2,m+1
...
...
. . .
...
0 0 · · · ρm+1,m+1


where
x1 =


B, if s1 =∞
(s1In −A)
−1B, if s1 6=∞
(16)
and for i = 2, . . . ,m,
xi =


B, if si =∞ 6= si−1
Axi−1, if si = si−1 =∞
(siIn −A)
−1B, if si 6=∞, si 6= si−1
(siIn −A)
−1xi−1, if si = si−1 6=∞
(17)
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and
xm+1 = A
m∞B. (18)
Since we assume no breakdown, ρii 6= 0 for i = 1, . . . ,m.
First, we prove the first equation in (12). Now, x1 = v1ρ11. Using the expressions for x1
in (16) we have
x1 = (s1In −A)
−1B ⇒ Av1 = s1v1 − ρ
−1
11 B
x1 = B ⇒ Av1 = ρ
−1
11 AB.
In either case, it follows from our construction of vm+1 that Av1 ∈ colsp(Vm+1). Let
2 < i ≤ m and assume that
Avj ∈ colsp(Vm+1), j = 1, . . . , i− 1. (19)
We use an induction step to prove that Avi ∈ colsp(Vm+1). Now
xi =
[
v1 . . . vi−1 vi
]


ρ1,i
...
ρi−1,i
ρi,i


=
[
Vi−1 vi
]
ri︷ ︸︸ ︷
 ri−1,i
ρi,i

 . (20)
Using the expressions for xi in (17) we have
xi=(siIn−A)
−1B ⇒ Avi=
si
ρi,i
Vi−1ri−1,i+sivi−
1
ρi,i
AVi−1ri−1,i−
1
ρi,i
B
xi=(siIn−A)
−1xi−1 ⇒ Avi=
si
ρi,i
Vi−1ri−1,i+sivi−
1
ρi,i
AVi−1ri−1,i−
1
ρi,i
xi−1
xi=B ⇒ Avi=
1
ρi,i
AB−
1
ρi,i
AVi−1ri−1,i
xi=Axi−1 ⇒ Avi=
1
ρi,i
A2xi−1−
1
ρi,i
AVi−1ri−1,i.
It follows from (19) and the construction of vm+1 in the lemma that Avi ∈ colsp(Vm+1).
Thus Avj ∈ colsp(Vm+1) for j = 1, . . . ,m. This shows that
AVm = VmHm + vm+1CVm (21)
for some Hm and CVm . Since Vm+1 is orthonormal, multiplying (21) from the left by
v′m+1 gives CVm = v
′
m+1AVm, while multiplying by V
′
m gives Hm = V
′
mAVm. Next, we
prove the second equation in (12). Now, either ∞ ∈ S, in which case xj = B for some
j ≤ m, or else∞ /∈ S in which case xm+1 = B by our construction of vm+1. In either case
B ∈ colsp(Vm+1). Hence
B = VmLm + vm+1bm. (22)
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for some Lm and bm. Since Vm+1 is orthonormal, multiplying (22) from the left by v
′
m+1
gives bm = v
′
m+1B, while multiplying by V
′
m gives Lm = V
′
mB. Furthermore, if ∞ ∈ S, so
that xj = B for some j ≤ m, then bm = v
′
m+1B = 0. Similar remarks apply to cm.
The proof for (13) is similar and is therefore omitted.
2. The proof can be devived directly from the results of part (1). Pre-multiplying (21) byW ′m
and rearranging gives Hm = E
−1
m Am − E
−1
m W
′
mvm+1CVm . Substituting Hm in (21) gives
the first equation in (14). Next, we prove the second equation in (14). Pre-multiplying
(22) by W ′m and rearranging gives Lm = E
−1
m Bm −E
−1
m W
′
mvm+1bm. Substituting in (22)
we get (14). The proof for (15) is similar to that for (14).
This completes the proof.
It is important to mention that Lemma 3.1 does not alter Vm orWm and the only additional
cost for obtaining the Arnoldi equations is an extra iteration of the Arnoldi algorithm.
Remark 3.1. The main difference between the Lanczos algorithm [17,21,26,27] and the Arnoldi
process is that the orthonormality requirements W ′m+1Wm+1 = V
′
m+1Vm+1 = Im+1 are replaced
by the bi-orthonormal requirement W ′m+1Vm+1 = Im+1. Thus all the results we presented for the
Arnoldi case hold for the Lanczos case as well, where now
Em = Im, BWm = W
′
mAvm+1, bm = w
′
m+1B,
w′m+1Pm = Pmvm+1 = 0, CVm = w
′
m+1AVm, cm = Cvm+1.
4 Error analysis for the rational Arnoldi algorithm
In the section we use the Arnoldi equations derived in the previous section to carry out an
error analysis for the rational Arnoldi algorithm. The purpose of the error analysis is threefold.
Firstly, it is useful for deriving stopping criteria for the Arnoldi algorithm. Secondly, it can
be used to derive new interpolation points in an adaptive scheme. Thirdly, it is useful in any
subsequent analysis, design or simulation carried out on the approximation Gm(s).
4.1 Residual errors
The residual errors are useful as stopping criteria and for updating the interpolation points.
With the use of the Arnoldi equations derived in Lemma 3.1, expressions for the residual errors
RB(s) and RC(s), defined in (8) and (9), can be derived. Using (8), (9) and (14)
RB(s) = B−VmE
−1
m (sEm−Am)Xm(s)+(In−Pm)vm+1CVmXm(s)
= (In−Pm)vm+1︸ ︷︷ ︸
B˜
(
CVm(sEm −Am)
−1Bm + bm
)
︸ ︷︷ ︸
R˜B(s)
. (23)
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Using (12) another expression can be obtained as
RB(s) = vm+1
(
CVm(sIm −Hm)
−1Lm + bm
)
.
Similarly a manipulation using (8), (9), (13) and (15) gives
RC(s)
′ =
R˜C(s)
′︷ ︸︸ ︷(
cm + Cm(sEm −Am)
−1BWm
) C˜︷ ︸︸ ︷
w′m+1(In − Pm) (24)
=
(
Km(sIm − Fm)
−1BWm + cm
)
w′m+1.
These expressions are simple generalizations for the expressions for RB(s) and RC(s)
′ for the
standard Arnoldi process in (10) and (11). It is also straightforward to verify that the forward
error expression is given by
ǫ(s) := G(s)−Gm(s) = R˜C(s)
′
H(s)︷ ︸︸ ︷
C˜(sIn −A)
−1B˜ R˜B(s). (25)
4.2 Linear fractional transformation (LFT) uncertainty modeling
Since the large order model G(s) is to be replaced by the low order approximation Gm(s), it is
useful to regardGm(s) as a nominal model and G(s) as an uncertain model. A very common way
of relating the nominal and uncertain models is through the use of LFT uncertainty modeling [39].
In [31] the authors derived an expression of the system in terms of LFT’s using matrices produced
by the standard Lanczos algorithm. That was possible because of the existence of the standard
Lanczos equations. In this section as an extension to the work of [31], having derived the
Arnoldi equations for the rational case, LFT expressions are derived for the system using matrices
produced by the two-sided rational Arnoldi algorithm. Using these representations of the system
simple error expressions of the approximation will be derived for the rational Krylov methods.
Let
M =

 M11 M12
M21 M22

 ∈ C(p1+p2)×(q1+q2)
and let ∆ ∈ Cq2×p2. The lower LFT with respect to ∆ is defined as Fl(M,∆):=M11+M12∆(In−
M22∆)
−1M21 provided that (In −M22∆)
−1 exists.
Theorem 4.1. Let all variables be as defined in Lemma 3.1. Then
G(s) = Fl (Qm(s),∆(s)) (26)
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where
Qm(s)
s
=


E−1m Am E
−1
m Bm E
−1
m BWm
Cm 0 cm
CVm bm 0

=

 Gm(s) R˜C(s)′
R˜B(s) Q22(s)


∆(s)
s
=

 A˜ B˜
C˜ 0

 :=

 A−B˜CVmE−1m W ′m−VmE−1m BWm C˜ (In−Pm)vm+1
w′m+1(In−Pm) 0

 ·
Furthermore,
ǫ(s) := G(s)−Gm(s)
s
=


E−1m Am E
−1
m BWm C˜ 0 E
−1
m Bm
B˜CVm A˜ 0 B˜bm
0 0 E−1m Am E
−1
m Bm
Cm cmC˜ −Cm 0


. (27)
Proof. It follows from Lemma 10.3 in [39] that
Fl (Qm(s),∆(s)) = N(s) (28)
where
N(s)
s
=


E−1m Am E
−1
m BWm C˜ E
−1
m Bm
B˜CVm A˜ B˜bm
Cm cmC˜ 0

· (29)
Applying a similarity transformation on N(s) with left and right transformation matrices given
by
TL =

 Im −E−1m W ′m
Vm Im − VmE
−1
m W
′
m

 , TR =

 0 E−1m W ′m
−Vm Im

 ,
and using the Arnoldi equations (14) and (15) gives
N(s)
s
=


E−1m Am E
−1
m BWm C˜ E
−1
m Bm
0 A B
0 C 0


s
=

 A B
C 0

 = G(s).
Therefore (26) follows from (28). Finally, (27) follows from (26) and (29) by direct evaluation.
4.3 Norm-bounded uncertainty modeling
Another approach to modeling uncertainties is in terms of norm-bounded uncertainties on the
state-space data. Since Gm(s) is taken to be an approximation of G(s), an interesting question
is whether Gm(s) is a minimal realization for a perturbed realization for G(s). Using the Arnoldi
equations derived in Section 3 we have the following results which relate the reduced order system
data to rank one perturbations of the original data.
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Theorem 4.2. Let all variables be as defined in Lemma 3.1. Then
1. (Hm, Lm) is an exact projection of the perturbed system (A−∆A, B −∆B) where
[
∆A ∆B
]
= vm+1
[
CVm bm
] V ′m 0
0 1

 .
Furthermore,
∥∥∥
[
∆A ∆B
]∥∥∥ =
∥∥∥
[
CVm bm
]∥∥∥.
2. (Fm,Km) is an exact projection of the perturbed system (A−∆A, B −∆B) where

 ∆A
∆C

 =

 Wm 0
0 1



 BWm
cm

w′m+1.
Furthermore,
∥∥∥
[
∆′A ∆
′
C
]∥∥∥ =
∥∥∥
[
B′Wm c
′
m
]∥∥∥.
3. (E−1m Am, E
−1
m Bm) is an exact projection of the perturbed system (A−∆A, B−∆B) where
[
∆A ∆B
]
= (In − Pm)vm+1
[
CVmE
−1
m bm
] W ′m 0
0 1

 .
Furthermore,
∥∥∥
[
∆A ∆B
]∥∥∥ ≤
√(
1 + ‖E−1m W ′mvm+1‖
2
)∥∥∥
[
CVmE
−1
m bm
]∥∥∥.
4. (AmE
−1
m , CmE
−1
m ) is an exact projection of the perturbed system (A−∆A, C−∆C) where

 ∆A
∆C

 =

 Vm 0
0 1



 E−1m BWm
cm

w′m+1(In − Pm).
Furthermore,
∥∥∥
[
∆˜′A ∆˜
′
C
]∥∥∥ ≤√(1 + ‖(E′m)−1V ′mwm+1‖2)
∥∥∥
[
(E−1m BWm)
′ c′m
]∥∥∥.
Proof. The results in 1. and 2. follow by rewriting (12) and (13) as
VmHm = (A−vm+1CVmV
′
m)Vm, VmLm = B−vm+1bm,
FmW
′
m = W
′
m(A−WmBWmw
′
m+1), KmW
′
m = C−cmw
′
m+1,
respectively, using W ′m+1Wm+1 = V
′
m+1Vm+1 = Im+1. Since Vm+1 and Wm+1 are orthonormal,
it is clear that the norm of the perturbation of the perturbed systems are as given in the theorem.
The results in 3. and 4. follow by rewriting (14) and (15) as
VmE
−1
m Am =
(
A−(In−Pm)vm+1CVmE
−1
m W
′
m
)
Vm, VmE
−1
m Bm = B−(In−Pm)vm+1bm,
AmE
−1
m W
′
m = W
′
m
(
A−VmE
−1
m BWmw
′
m+1(In−Pm)
)
, CmE
−1
m W
′
m = C−cmw
′
m+1(In−Pm),
respectively, using W ′m+1Wm+1 = V
′
m+1Vm+1 = Im+1, Em = W
′
mVm and Pm = VmE
−1
m W
′
m.
Using V ′mVm = W
′
mWm = Im and Pm = VmE
−1
m W
′
m we can also prove the bound on the
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perturbation of the system in case 3. as follows.
‖[∆A ∆B]‖ ≤ ‖(In − Pm)vm+1‖‖
[
CVmE
−1
m bm
]
‖
=
√
v′m+1(In − P
′
m)(In − Pm)vm+1‖
[
CVmE
−1
m bm
]
‖
=
√
(1 + v′m+1P
′
mPmvm+1)‖
[
CVmE
−1
m bm
]
‖
=
√(
1 + ‖E−1m W ′mvm+1‖
2
)∥∥[CVmE−1m bm]
∥∥.
The bound on the norm of perturbation of the system in case 4. can be obtained by following
similar steps.
5 Adaptive schemes for the rational methods
The problem in adaptive rational methods is to decide on the next interpolation point on every
iteration. The interpolation point selection problem, for example, often appears in cases where
simulation of large scale circuits is required. In [11] the authors use the Arnoldi algorithm to
produce a number of interpolating approximations of the original system around single expansion
points and using the resulting approximations they compute approximations of some poles and
residues of the system. They suggest to use a subset of the approximated poles as interpolation
points. Another interesting method for interpolation point selection in the area of circuits and
systems is related to series expansions based on orthonormal polynomials, such as Chebyshev
polynomials, and to series expansions based on generalised orthonormal basis functions in Hilbert
and Hardy spaces [38].
The adaptive method presented in this paper uses a different approach and is more related to
the approaches used in the following. Grimme in his thesis [20] explains the interpolation point
selection problem in terms of approximating the eigenvalues of the original system. According
to his observations, Grimme suggested using a combination of real and imaginary interpolation
points which are logarithmically or linearly spaced on the real and imaginary axis. Given a
sufficient number of interpolation points one can obtain reduced models that are good approx-
imations of the original system. However the appropriate number of points cannot be known a
priori. In his thesis he also suggested a method for determining the order and the choice of the
imaginary interpolation points adaptively on every iteration of the rational Krylov algorithms.
The suggested approach tends to reduce the H∞ norm of the transfer function of the residual
errors or the H∞ norm of the transfer function of an error estimate of the approximation at
each step. Error estimation expressions and residual error expressions have also been derived
in [5, 17, 21]. The authors in [10, 17, 28] use the same adaptive approach to choose the next
interpolation frequency amongst a fixed set of interpolation points by using expressions related
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to the moments errors and [13] chooses a single interpolation point in the frequency range of
interest. The material presented in this section addresses similar issues as above through the
use of Arnoldi-like equations for the rational case.
The adaptive rational Arnoldi procedure given in Algorithm 3 below computes the bases Vm
and Wm of the union of Krylov subspaces as defined in Theorem 2.1 where the interpolation
points sk∈S and s˜k∈ S˜ are computed adaptively; on every iteration the next interpolation points
are computed to be the frequencies at which the H∞ norm of an error expression is achieved.
For simplicity of presentation it is assumed that msk = ms˜k = 1 and that si 6= sj and s˜i 6= s˜j
for i 6= j. One could choose to perform multiple iterations before selecting a new interpolation
point by setting the multiplicities msk = ms˜k > 1. A number of different options for the error
expression to be computed in line 28 can be chosen depending on the available computational
power or time constraints.
Exact expressions for the forward error were derived in (25) and (27). Evaluating these
expressions on every iteration is not efficient since they involve terms related to the large scale
system. The residual errors RB(Xm) and RC(Ym) on the other hand involve terms related to
the reduced system only and their computation on every iteration is feasible. Even though the
computation of the residual errors may not be a good approximation of the forward error, it is
a common observation that small residual errors at a given frequency imply small forward error
at that frequency [20]. This makes the residual error expressions a good choice to minimise on
every iteration of the Krylov algorithms. For even less computational effort one could use just
the frequency dependent terms of the residual errors defined in (23) and (24).
For the forward error expressions defined in (25) and (27) to involve only reduced order
terms one could use their approximations as
ǫˆHr(s) = R˜
′
C(s)Hr(s)R˜B(s) (30)
and
ǫˆ∆r(s)
s
=


E−1m Am E
−1
m BWmC˜r 0 E
−1
m Bm
B˜rCVm A˜r 0 B˜rbm
0 0 E−1m Am E
−1
m Bm
Cm cmC˜r −Cm 0


(31)
where Hr(s) is an approximation of H(s)
s
=(A, B˜, C˜, 0) defined in (25) by the projection
Hr(s)
s
= ((W˜ ′V˜ )−1W˜ ′AV˜ , (W˜ ′V˜ )−1W˜ ′B˜, C˜V˜ , 0),
and the triple (A˜r, B˜r, C˜r) is obtained by an approximation ∆r(s) of ∆(s)
s
=(A˜, B˜, C˜, 0) defined
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Algorithm 3 Adaptive rational Arnoldi algorithm
1: Inputs: System matrices A,B,C, tolerance > 0; s˜1=s1;
2: Initialise: Vm = [ ] ; Wm = [ ]; S = {s1}, S˜ = {s˜1}; ms1=ms˜1 = 1; k = 1; j = 0
3: while j < m
4: if {sk =∞}, vˆj+1 = B; else v˜j+1 = (skIn −A)
−1B; end
5: if {s˜k =∞}, w˜j+1 = C
′; else w˜j+1 = ((s˜kIn −A)
−1)′C ′; end
6: if {j > 1}
7: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
8: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
9: end
10: if ‖v˜j+1‖ or ‖w˜j+1‖ < tolerance, Stop end
11: vj+1 =
v˜j+1
‖v˜j+1‖
; wj+1 =
w˜j+1
‖w˜j+1‖
;
12: Vm = [Vm vj+1]; Wm = [Wm wj+1]; j = j + 1;
13: for i = 1→ msk − 1
14: if {sk =∞}, v˜j+1 = Avj ; else v˜j+1 = (skIn −A)
−1vj ; end
15: if {s˜k =∞}, w˜j+1 = A
′wj; else w˜j+1 = ((s˜kIn −A)
−1)′wj; end
16: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
17: v˜j+1 = v˜j+1 − VmVm
′v˜j+1; w˜j+1 = w˜j+1 −WmWm
′w˜j+1;
18: if ‖v˜j+1‖ or ‖w˜j+1‖ < tolerance, Stop end
19: vj+1 = v˜j+1/‖v˜j+1‖; wj+1 = w˜j+1/‖w˜j+1‖;
20: Vm = [Vm vj+1 ]; Wm = [Wm wj+1 ]; j = j + 1;
21: end
22: Generate the terms involved in the Arnoldi equations as in Lemma 3.1;
23: v˜m+1 = A
m∞B; v˜m+1 = v˜m+1 − VmV
′
mv˜m+1; v˜m+1 = v˜m+1 − VmV
′
mv˜m+1;
24: w˜m+1 = A
m∞ ′C ′; w˜m+1 = w˜m+1−WmW
′
mw˜m+1; w˜m+1 = w˜m+1−WmW
′
mw˜m+1;
25: vm+1 = v˜m+1/‖v˜m+1‖; wm+1 = w˜m+1/‖w˜m+1‖;
26: Am=W
′
mAVm; Em=W
′
mVm; Bm=W
′
mB; CVm =v
′
m+1AVm; bm=vm+1B;
27: Cm=CVm; BWm =W
′
mAwm+1; cm=Cwm+1;
28: Compute an error expression ǫˆ(s); (e.g. ǫˆ(s) = R˜B(s))
29: ǫˆ(s) = CVm(sEm −Am)
−1Bm + bm;
30: Obtain next interpolation point sk+1= s˜k+1 at which ‖ǫˆ‖∞ is achieved;
31: if ‖ǫˆ‖∞ < tolerance stop; end
32: S = {S, sk+1}; S˜ = {S˜, s˜k+1}; msk+1=ms˜k+1 = 1;
33: [n, j] = size(Vm); k = k + 1;
34: end
35: Outputs : Vm = [ v1, . . . , vm ]; Wm = [w1, . . . , wm ];
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in Theorem 4.1 by the projection
∆r(s)
s
= ((W˜ ′V˜ )−1W˜ ′A˜V˜︸ ︷︷ ︸
A˜r
, (W˜ ′V˜ )−1W˜ ′B˜︸ ︷︷ ︸
B˜r
, C˜V˜︸︷︷︸
C˜r
, 0)
assuming (W˜ ′V˜ ) is non-singular. The bases V˜ and W˜ are constructed by the rational Arnoldi
algorithm given in Algorithm 2. Note that the order of the forward error estimates is 2m+r < n
where r is the order of approximation of H(s) or ∆(s). Different methods of approximation of
H(s) and ∆(s) depending on the available computational power and the time constrains result
in different error estimates and therefore different adaptive schemes.
Remark 5.1. A full theoretical analysis of the computation complexity involved in the pro-
posed adaptive methods is out of the scope of this paper. However we note that all the complex
computations are at level m and can be considered as low cost operations.
A list of suggestions for the error estimates ǫˆ(s) to be used in line 28 of Algorithm 3 is given
below in Table 1.
6 Numerical Examples
In this section the evaluation and comparison of the methods suggested in this paper is obtained
by applying model reduction on two stable models whose singular values plots are given in
Figure 1 below. Model rnd500 is a random model of order n = 500 generated by the rss function
in Matlab [29], while 1riis11 is a model of order n = 270 with transfer function being equal
to the (1, 1) transfer function of the component 1r of the International Space Station and is
frequently used as a benchmark for model reduction of large scale systems [1, 9]. Note from
the frequency response plots in Figure 1, that both models exhibit complex dynamics and are
therefore difficult to approximate.
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Table 1: Error Estimates
Error estimate ǫˆ(s) Description
ǫˆRB , ǫˆRC These are the frequency dependent parts of the
residual errors defined in (23) and (24).
ǫˆ
H
single
1
, ǫˆ
∆
single
1
These are the forward error estimations defined in
(30) and (31) where Hsingle1 (s) or ∆
single
1 (s) are
obtained by single point interpolation at the last
points added in S and S˜ on the given iteration.
ǫˆHextendedm+1
, ǫˆ∆extendedm+1
These are the forward error estimations defined in
(30) and (31) whereHextendedm+1 (s) or ∆
extended
m+1 (s) are
extended versions of single point interpolations ob-
tained by projection with the bases V˜ = [Vm, vˆ]∈
C
n×m+1 and W˜ = [Wm, wˆ] ∈ C
n×m+1 where vˆ, wˆ
are the columns obtained by single interpolation as
described above and orthogonalised with respect to
the bases Vm and Wm constructed on the given it-
eration.
ǫˆHrational
k
, ǫˆ∆rational
k
These are the forward error estimations defined in
(30) and (31) where Hrationalk (s) or ∆
rational
k (s) are
obtained by rational interpolation at the points in
S and S˜.
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Figure 1: Singular values plots for the models rnd500 and 1riis11
To compare the performance of the adaptive algorithm using the various error estimates
given in Table 1, Algorithm 3 was used for each one of them. To measure the accuracy of the
approximations, in each case the relative H∞ error which is defined as E∞ :=
‖G−Gm‖∞
‖G‖∞
, was
computed for different values of m and the results are shown below, in Figure 2. The results
are also compared with the performance of balanced truncation and to the results of rational
Arnoldi method interpolating at random interpolation points on the imaginary axis.
Observing part (a) of Figure 2 it is evident that a careful selection of interpolation points
using information from the residual errors produces greatly improved approximations with lower
relative error compared to the approximations obtained by the rational Arnoldi method at
randomly selected interpolation points. As expected in all the cases the relative error tends to
decrease as the order of approximation increases and the relative error tends to decrease faster
when the interpolation points are computed using more accurate error estimates. Observing
part (c) of the same figure it can be noticed that the error estimate ǫˆ∆single
1
which is of order
2m+1 seems to possess nearly identical information about the real error expression as the error
estimate ǫˆ∆extended
m+1
which is of order 3m+ 1.
Generally it can be said that ǫˆHrationalm and ǫˆ∆rationalm are equivalent error estimates. They
provide the most accurate information for the interpolation points to be used but they also
require more computation time for their construction. The estimates ǫˆHextended
m+1
, ǫˆ∆extended
m+1
and
ǫˆ∆single
1
can also be considered as equivalent error estimates. These estimates are improved
considerably when the order of approximation is increased. Moreover ǫˆ∆single
1
is less expensive
to compute and it is therefore preferred over the other two. Finally the other estimates are less
accurate but their approximation improves as the order of approximation increases.
Therefore for accurate interpolation point selection with minimum computational effort the
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Figure 2: Relative H∞ error plots for the adaptive Arnoldi schemes
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adaptive Arnoldi algorithm given in Algorithm 3 could be implemented to choose in line 28 a
more accurate and expensive estimate while the order of approximation remains low and then
switch to a less expensive estimate to avoid intensive computations.
7 Conclusions
The work of this paper develops Arnoldi-like and Lanczos-like equations for the rational case in
the standard form. The main additional cost for deriving these simple expressions is an extra
iteration of the algorithms which does not require the computation of the inverse of any matrix;
due to the low cost the methods can be applied efficiently for the approximation of large scale
systems. Using the Arnoldi and Lanczos-like equations simple residual error expressions and
forward error approximations have also been developed. The residual error expressions as well
as the approximations of the forward error expressions derived, contain reduced terms only and
can be computed efficiently on every iteration providing useful information about the selection
of the interpolation frequencies at which the moments should be matched. The adaptive method
developed tends to reduce the error in the range of frequencies where there is useful information
without a priori knowledge of the original system and improves greatly the approximations
obtained by rational Arnoldi methods.
Thus we suggest to use the more expensive ǫˆ(s) when time constraint is not the main concern
or a less expensive ǫˆ(s) for faster computation. Alternatively a combination of the interpolation
point selection methods could be used such that an expensive, and hence more accurate, method
can be used while the order of the system remains small and a less expensive method could be
used when the order m becomes larger.
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