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Abstract: Sequences of algebraic upper and lower bounds on the Wallis
ratio Γ(x + 1)/Γ(x + 1
2
) are given with the relative errors that converge
to 0 geometrically and uniformly on any interval of the form [x0,∞) for
x0 > −
1
2
; moreover, the relative and absolute errors converge to 0 as x →
∞. These conclusions are based on corresponding results for the digamma
function ψ := Γ′/Γ. Relations with other relevant results are discussed, as
well as the corresponding computational aspects. This work was motivated
by studies of exact bounds involving the Student probability distribution.
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1. Summary and discussion
My interest to the Wallis ratio
W (x) :=
Γ(x+ 1)
Γ(x+ 12 )
was stimulated by recent work [12, 11] on exact bounds involving Student’s
probability distribution, with the density function fp defined by the formula
fp(x) :=
Γ
(
p+1
2
)
√
πpΓ
(
p
2
) (1 + x2
p
)−(p+1)/2
for all real x; here p is a positive parameter referred to as the number of degrees
of freedom. Let us extend this definition by continuity to p =∞, so that f∞ is
the probability density function of the standard normal distribution: f∞(x) =
1√
2pi
e−x
2/2 for all real x. Thus,
r(p) :=
fp(0)
f∞(0)
=
√
2
p
W
(p− 1
2
)
(1.1)
for all p ∈ (0,∞); equivalently,
W (x) = r(2x + 1)
√
x+
1
2
(1.2)
for all x ∈ (− 12 ,∞). Therefore, bounding the Wallis ratio W (x) is equivalent to
bounding the ratio r(p), which is what we shall do, as the bounds on r(p) are
slightly simpler to express and easier to operate with. The ratio r(p) may also
be slightly more natural, since r(p)→ 1 as p→∞.
Theorem 1.1. Take any p ∈ (0,∞). Then one has the identities
r(p) = U∞(p) = L∞(p), (1.3)
where
Uk(p) := exp
k∑
m=1
2−1−mσp,m, (1.4)
σp,m :=
m∑
j=0
(−1)j
(
m
j
)
ln(p+ j), (1.5)
Lk(p) :=
√
p
p+ 1
1
Uk(p+ 1)
, (1.6)
and k ∈ {0, 1, . . . ,∞}; the series ∑∞m=1 2−1−mσp,m converges uniformly in p ∈
[p0,∞), for any p0 ∈ (0,∞).
(
As usual, the sum of an empty family is defined
to be 0; so, U0(p) = 1.
)
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Moreover, for all k ∈ {0, 1, . . .} the bracketing inequalities
Lk(p) < Lk+1(p) < r(p) < Uk+1(p) < Uk(p) (1.7)
hold. For the relative errors
δup,k(p) :=
Uk(p)− r(p)
r(p)
=
∣∣∣Uk(p)− r(p)
r(p)
∣∣∣ and
δlo,k(p) :=
r(p)− Lk(p)
r(p)
=
∣∣∣Lk(p)− r(p)
r(p)
∣∣∣
of the upper and lower approximations one has
0 < δlo,k(p) < δup,k(p) < exp(ρ
∗
p,k)− 1, (1.8)
where
ρ∗p,k :=
1
2k+1
((k + 1)!
pk+1
∧
ln
p+ 1
p
)
, (1.9)
which converges to 0 as k → ∞ (no slower than geometrically) uniformly in
p ∈ [p0,∞), for any p0 ∈ (0,∞), and also converges, for each k ∈ {0, 1, . . .}, to
0 as p→∞.
The necessary proofs are deferred to Section 2.
Note that the definition (1.6) of the lower bound Lk(p) originates in the
identity
r(p)r(p + 1) =
√
p
p+ 1
(1.10)
for all p > 0, which easily follows from Γ(x+ 1) = xΓ(x). Equivalently,
W (x)W (x + 12 ) = x+
1
2 (1.11)
for all x > − 12 . Thus, given an upper bound onW (x)
(
or on r(p)
)
, one automat-
ically has a corresponding lower bound — and vice versa; this is a well-known
trick.
An important feature of the lower and upper bounds Lk(p) and Uk(p) is that
they are all algebraic. Therefore, as is done in [11], one can use the well-known
result by Tarski [17, 4] to solve, in a completely algorithmic manner, systems of
equalities/inequalities involving such bounds. Let us list here the initial 5 upper
bounds on r(p):
U0(p) = 1, U1(p) =
( 1
1 + a
)1/4
, U2(p) =
( 1 + 2a
(1 + a)4
)1/8
,
U3(p) =
( (1 + 2a)5
(1 + a)11(1 + 3a)
)1/16
, U4(p) =
((1 + 2a)16(1 + 4a)
(1 + a)26(1 + 3a)6
)1/32
,
where a stands for 1/p. Recall that the corresponding lower bounds can be
obtained by (1.6).
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Recalling also (1.2) and assuming the correspondence
(− 12 ,∞) ∋ p−12 = x←→ p = 2x+ 1 ∈ (0,∞), (1.12)
introduce
Uk(x) = Uk(p)
√
p/2 and Lk(x) = Lk(p)
√
p/2. (1.13)
Then one immediately has the following corollary of Theorem 1.1:
Corollary 1.2. Relations (1.3) and (1.7) can be rewritten as
Lk(x) < Lk+1(x) < L∞(x) =W (x) = U∞(x) < Uk+1(x) < Uk(x) (1.14)
for all x ∈ (− 12 ,∞) and k ∈ {0, 1, . . .}. Moreover, the relative errors of the
bounds Uk(x) and Lk(x) converge geometrically and uniformly on any interval
of the form [x0,∞) for any x0 > − 12 ; also, the relative errors converge to 0 as
x → ∞. Furthermore, it follows from (1.8)–(1.9) and the inequality W (x) <
U0(x) =
√
x+ 12 that, for each k ∈ {0, 1, . . .}, the absolute errors Uk(x)−W (x)
and W (x)− Lk(x) converge to 0, too, as x→∞.
Theorem 1.1 is based on the following proposition, which provides geomet-
rically convergent sequences of rational upper and lower bounds on ψ(x+ 1)−
ψ(x + 12 ) and thus may be of independent interest. Here, as usual, ψ denotes
the digamma function, that is, the logarithmic derivative of Γ:
ψ :=
Γ′
Γ
. (1.15)
Proposition 1.3. Take any p ∈ (0,∞) and k ∈ {0, 1, . . .}. Then
ℓk(p) < ℓk+1(p) < ℓ∞(p) =
d ln r(p)
dp
= u∞(p) < uk+1(p) < uk(p), (1.16)
where, for k ∈ {0, 1, . . . ,∞},
ℓk(p) :=
k∑
m=1
2−1−mm!
p(m+1)
, uk(p) :=
1
2p(p+ 1)
− ℓk(p+ 1), (1.17)
and
y(m) :=
m−1∏
j=0
(y + j) =
Γ(y +m)
Γ(y)
is the Pochhammer symbol, with y(0) = 1, corresponding to the general conven-
tion that the product of an empty family is defined as 1. Equivalently,
ℓ˜k(x) < ℓ˜k+1(x) < ℓ˜∞(x) = ψ(x+ 1)− ψ(x + 12 ) = u˜∞(x) < u˜k+1(x) < u˜k(x)
(1.18)
for all x ∈ (− 12 ,∞) and k ∈ {0, 1, . . .}, where, for all k ∈ {0, 1, . . . ,∞},
ℓ˜k(x) :=
1
p + 2ℓk(p), and u˜k(x) :=
1
p + 2uk(p),
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again assuming the correspondence (1.12). Moreover, one has the following
bounds on the errors:
0 < uk(p)− d ln r(p)
dp
<
d ln r(p)
dp
− ℓk(p) < 2
−k−1(k + 1)!
p(k+2)
<
2−k−1
p
, (1.19)
which converges to 0 as k → ∞ (no slower than geometrically) uniformly in
p ∈ [p0,∞), for any p0 ∈ (0,∞), and also converges, for each k ∈ {0, 1, . . .}, to
0 as p→∞.
Let us now go back to the bounds Uk(p) and Lk(p), defined in (1.4) and (1.6).
It is not hard to see that they follow some simple recursive relations:
Proposition 1.4. Take any p > 0 and k ∈ {1, 2, . . .}. Then
Uk(p) =
√
Uk−1(p)Lk−1(p), Lk(p) =
√
p
p+1
Uk−1(p+ 1)Lk−1(p+ 1)
, (1.20)
Vk(p) =
√
p
Vk−1(p)
Vk−1(p+ 1)
, Mk(p) =
√
p
Mk−1(p)
Mk−1(p+ 1)
, (1.21)
where
Vk(p) :=
√
pUk(p) and Mk(p) :=
√
pLk(p). (1.22)
The “initial” conditions are U0(p) = 1, L0(p) =
√
p
p+1 , V0(p) =
√
p, and
M0(p) =
p√
p+1
.
One possible way to apply Proposition 1.4 is to use the first recursive relation
in (1.21) to compute Vk(p), and then get Uk(p) and Lk(p) by (1.22) and (1.6).
In view of (1.4) and (1.5), one can also rewrite Uk(p) as
Uk(p) =
( k∏
j=0
(p+ j)(−1)
jHj,k
)1/2k+1
, (1.23)
where Hj,k :=
∑k
m=1∨j 2
k−m(m
j
)
can be found recursively:
Hj,j = I{j > 1} and Hj,k+1 = 2Hj,k +
(
k + 1
j
)
for nonnegative integers j and k such that j 6 k; here, as usual, I{A} denotes
the indicator of an assertion A, so that I{A} equals 1 if A is true and equals
0 otherwise. Recalling also the known recursive relation (2.1) for the binomial
coefficients, one sees that the calculation of the bound Uk(p) takes O(k
2) oper-
ations such as addition and multiplication, followed by raising the result to the
power 1/2k+1; here we used the fact that is takes O(logN) multiplications to
raise a given real number to the power of a natural number N . Since the relative
errors δlo,k(p) and δup,k(p) are O(1/2
k), it takes O(log2 1ε ) operations to make
the relative errors less than ε ∈ (0, 1).
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Moreover, observe that the integers Hj,k do not depend on p. Therefore,
in rather typical situations (such as plotting or numerically integrating) when
one would need to compute the bounds Uk(p) and Lk(p) for the same k but
many different values of p, the Hj,k’s need to be computed just once, and then
they can be saved and used for all the different values of p. So, using (1.23)
to compute Uk(p) for each of the many values of p, one will need to perform
just O(k) operations — raising p, . . . , p + k to the powers H0,k, . . . , Hk,k or,
what is essentially the same, compute O(k) logarithms, namely, ln p, . . . , ln(p+
k) — followed by O(k) multiplications and additions. In some computational
environments (such as Mathematica), the calculation of the logarithm of a given
number may be about as fast as that the addition of two real numbers. Thus, one
will need just O(log 1ε )
(
rather than O(log2 1ε )
)
operations to make the relative
errors δlo,k(p) and δup,k(p) less than ε ∈ (0, 1).
There are a very large number of upper and lower bounds on the Wallis ratio
and on the more general ratios of the form Γ(x + s)/Γ(x), as well as related
bounds for the digamma function ψ, as in (1.15). The survey by Qi [13] lists
204 sources (only a rather small minority of which concern just background
information). See e.g. [2, 3, 5, 6, 7, 10, 16, 18]. However, there appear to be
very few known convergent sequences of upper and lower bounds such as those
presented in Theorem 1.1 and Proposition 1.3 here.
A convergent sequence of lower bounds on the Wallis ratio (and, hence, by
the identity (1.11), a convergent sequence of upper bounds) can be obtained
immediately from the identity W (x) =
√
2F1(− 12 ,− 12 ;x; 1)x due to Watson
[18], which is in turn a corollary of a theorem by Gauss [1, Theorem 2.2.2]
for the hypergeometric function. However, the hypergeometric series converges
rather slowly, so that the number of operations it takes to make the relative
errors less than ε ∈ (0, 1) using the Gauss–Watson identity is on the order of(
1
ε
)1/(x+2)
, which, for any fixed x > − 12 and ε ↓ 0, is asymptotically much
greater than the mentioned numbers log2 1ε and log
1
ε . Also, with our approach
one has the extra bonus of the upper and lower bounds on the difference
ψ(x+ 1)− ψ(x + 12 ), as provided by Proposition 1.3.
One should also mention the sequences of lower and upper bounds αk(x, s) :=
(x + s)1−s(x + s + k − 1)(k)/(x + k)(k) and βk(x, s) := (x + k + s)1−s(x + s +
k − 1)(k)/(x + k)(k) on the more general ratio Γ(x+1)Γ(x+s) for any s ∈ (0, 1) given
in [15] (the same bounds, in different notation, were given also in [9]); however,
βk(x,s)
αk(x,s)
− 1 = (x+k+sx+k )1−s− 1 ∼ s(1−s)x+k as k →∞, so that at least one of the two
relative errors when using this result is on the order of 1k and hence the required
number of operations is very large, on the order of 1ε .
In [16, 8], asymptotic expansions for W (x) are given, with the relative errors
diverging in k, but converging to 0 as x → ∞. Also, the sequences of bounds
given in [14] are shown in [15] to diverge monotonically in k away from the
target.
Sequences of upper and lower bounds on ψ(x) were given in [9, (36)], where
the difference between the kth upper bound and the kth lower bound is on the
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order of 1(x+k)2 , which is much greater than the geometrically decreasing absolute
errors of the upper and lower bounds u˜k(x) and ℓ˜k(x) on ψ(x + 1) − ψ(x + 12 )
in (1.18).
Using methods similar to the ones presented here, one can obtain sequences
of upper and lower bounds on the more general expressions of the forms Γ(x+
s)/Γ(x) and ψ(x + s) − ψ(x) for s ∈ (0, 1), which converge faster to the target
than the ones in the existing literature briefly reviewed here, but not as fast as
geometrically. These results will be given elsewhere.
Graphs of the (signed) relative errors Uk(x)−W (x)W (x) and
Lk(x)−W (x)
W (x)
(
cf. (1.13)
and (1.14)
)
for k ∈ {1, 2, 3} and x ∈ (− 12 , 16] are shown as the matrix of plots
in Figure 1; the columns of this matrix correspond to the values of k (shown in
the plot labels), while the rows correspond to the different intervals of values of
x: (− 12 , 2], (2, 6], and (6, 16].
0.0 0.5 1.0 1.5 2.0
x
-0.04
-0.02
0.02
0.04
k  1
0.0 0.5 1.0 1.5 2.0
x
-0.015
-0.010
-0.005
0.005
0.010
0.015
k  2
0.0 0.5 1.0 1.5 2.0
x
-0.004
-0.002
0.002
0.004
k  3
3 4 5 6
x
-0.002
-0.001
0.001
0.002
0.003
0.004
k  1
3 4 5 6
x
-0.0002
0.0002
0.0004
k  2
3 4 5 6
x
-0.00005
0.00005
0.0001
k  3
8 10 12 14 16
x
-0.0004
-0.0002
0.0002
0.0004
0.0006
k  1
8 10 12 14 16
x
-0.00002
0.00002
0.00004
k  2
8 10 12 14 16
x
-3.´10-6
-2.´10-6
-1.´10-6
1.´10-6
2.´10-6
3.´10-6
4.´10-6
k  3
Fig 1. The relative errors of the bounds Lk(x) and Uk(x) for k ∈ {1, 2, 3} and x ∈ (−
1
2
, 16].
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It is seen that the relative errors decrease fast in k and in x; moreover, they
are rather decent even for k = 1 and x ∈ (− 12 , 2]. Note also that, in view of the
identity
W (x) =W (x+m)
(x + 12 )
(m)
(x+ 1)(m)
for all naturalm and all x ∈ (− 12 ,∞), without loss of generality one may assume
x to be large.
2. Proofs
Here we shall prove Proposition 1.4, Proposition 1.3, and Theorem 1.1 – in this
order.
Proof of Proposition 1.4. Using the identity(
m
j
)
=
(
m− 1
j − 1
)
+
(
m− 1
j
)
(2.1)
(with the usual conventions that
(
m−1
−1
)
=
(
m−1
m
)
= 0), one can see that σp,m =
σp,m−1 − σp+1,m−1 for all natural m, where σp,m is the same as in (1.5), with
σp,0 = ln p. In turn, this leads to the identity
Sp,k =
1
4 ln
p
p+1 +
1
2 (Sp,k−1 − Sp+1,k−1) (2.2)
for all natural k, where Sp,k := lnUk(p) =
∑k
m=1 2
−1−mσp,m, with Sp,0 = 0.
The identity (2.2) can be rewritten as
Uk(p) =
√ √
pUk−1(p)√
p+ 1Uk−1(p+ 1)
, (2.3)
which is obviously equivalent to the first identity in (1.21). Also, in view of (1.6),
(2.3) can be rewritten as the first identity in (1.20). Using the latter identity
with p+1 instead of p to replace Uk(p+1) in (1.6) by
√
Uk−1(p+ 1)Lk−1(p+ 1),
one obtains the second identity in (1.20). In the latter identity, use again (1.6)
to replace Uk−1(p + 1) by
√
p
p+1
/
Lk−1(p); this, together with the definition of
Mk(p) in (1.21), leads to the second identity in (1.21). To check the “initial”
conditions is straightforward. Thus, Proposition 1.4 is proved.
Proof of Proposition 1.3. The four inequalities in (1.16) trivially follow from
the definitions (1.17). Relations (1.18) follow by (1.16), (1.1), and (1.12), which
imply ψ(x+1)−ψ(x+ 12 ) = 1p+2 d ln r(p)dp . Thus, to complete the proof of Propo-
sition 1.3, it suffices to verify the inequalities (1.19)
(
which will, in particular,
imply the equalities in (1.16)
)
.
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Using the Dirichlet formula [1, Theorem 1.6.1] and then the substitution
v := 11+z , one has
ψ(x+ δ)−ψ(x) =
∫ ∞
0
( 1
(1 + z)x
− 1
(1 + z)x+δ
) dz
z
=
∫ 1
0
vx−1
1− vδ
1− v dv (2.4)
for any positive x and δ. Now the substitution t := v1/2 followed by an integra-
tion by parts yields
2p
d ln r(p)
dp
= p
[
ψ
(p+ 1
2
)
− ψ
(p
2
)]
− 1 = 2
∫ 1
0
ptp−1 dt
1 + t
− 1 = 2Jp,0, (2.5)
where
Jp,k :=
∫ 1
0
tp+k dt
(1 + t)2+k
. (2.6)
Here and subsequently, it is assumed that p ∈ (0,∞) and k ∈ {0, 1, . . .}, unless
otherwise indicated. Further integrating by parts, one obtains the recurrence
relation
Jp,k =
2−2−k + (2 + k)Jp,k+1
p+ k + 1
,
whence, by induction,
Jp,0 = p ℓk(p) + pRp,k,
where ℓk(p) is as in (1.17) and
Rp,k :=
(k + 1)!
p(k+1)
Jp,k. (2.7)
So, by (2.5), one has
d ln r(p)
dp
− ℓk(p) = Rp,k. (2.8)
For any t ∈ (0, 1) and k > 0, the integrand tp+k
(1+t)2+k
in (2.6) does not exceed(
t
1+t
)k
, which is less than 2−k. Hence, 0 < Rp,k < k+1p 2
−k −→
k→∞
0 and hence,
by (2.8), ℓk(p) −→
k→∞
d ln r(p)
dp , so that one has the first equality in (1.16). On the
other hand, (1.10) implies
1
2p(p+ 1)
− d ln r(p + 1)
dp
=
d ln r(p)
dp
. (2.9)
Therefore and because ℓk(p + 1) → d ln r(p+1)dp , the definition of uk(p) in (1.17)
yields uk(p) → d ln r(p)dp , as k → ∞. In turn, this implies the second equality in
(1.16). The first inequality in (1.19) follows immediately from (1.16).
Next, observe that, by (2.6), Jp,k is decreasing in p. Since the denominator
of the fraction in (2.7) is positive and increasing in p > 0, one sees that the
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“remainder” Rp,k is decreasing in p > 0. So, in view of the definition of uk(p)
in (1.17) and the identities (2.9) and (2.8),
uk(p)− d ln r(p)
dp
=
d ln r(p+ 1)
dp
−ℓk(p+1) = Rp+1,k < Rp,k = d ln r(p)
dp
−ℓk(p),
whence the second inequality in (1.19) follows.
The last inequality in (1.19) is obvious. Finally, introduce am :=
2−1−mm!
p(m+1)
and note that am+1am <
1
2 for all natural m, so that
d ln r(p)
dp
− ℓk(p) = ℓ∞(p)− ℓk(p) =
∞∑
m=k+1
am < 2ak+1,
which proves the third, penultimate inequality in (1.19) and thus completes the
proof of Proposition 1.3.
Proof of Theorem 1.1. Take any p ∈ (0,∞) and k ∈ {0, 1, . . .}. Observe that
m!
p(m+1)
=
∑m
j=0
(−1)j(mj )
p+j for all natural m; this can be checked by induction in
m or as follows:
m∑
j=0
(−1)j(mj )
p+ j
=
m∑
j=0
(−1)j
(
m
j
)∫ ∞
0
e−(p+j)u du
=
∫ ∞
0
e−pu
m∑
j=0
(
m
j
)
(−e−u)j du
=
∫ ∞
0
e−pu(1− e−u)m du
=
∫ 1
0
zp−1(1− z)m dz = Γ(p)Γ(m+ 1)
Γ(p+m+ 1)
=
m!
p(m+1)
.
So, by (1.17),
ℓk(p) =
k∑
m=1
2−1−m
m∑
j=0
(−1)j(mj )
p+ j
.
Recalling now (1.4) and (1.5), one has∫ ∞
p
ℓk(s) ds = − lnUk(p); (2.10)
here, it was taken into account that
∑m
j=0(−1)j
(
m
j
)
= 0 and hence∑m
j=0(−1)j
(
m
j
)
ln(s + j) =
∑m
j=0(−1)j
(
m
j
)
[ln(s + j) − ln s] −→
s→∞
0, for each
m = 1, 2, . . . . In view of (1.17) and (1.6), one similarly has∫ ∞
p
uk(s) ds =
∫ ∞
p
ds
2s(s+ 1)
−
∫ ∞
p
ℓk(s+ 1) ds
=− ln
√
p
p+ 1
+ lnUk(p+ 1) = − lnLk(p).
(2.11)
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Also, it is easy to see that r(p)→ 1 as p→∞. Therefore,
ln r(p) = −
∫ ∞
p
d ln r(s)
ds
ds. (2.12)
So, the inequalities (1.7) follow by integrating those in (1.16) in view of (2.10),
(2.11), and (2.12). Similarly integrating inequalities (1.19), one sees that
0 < ln
r(p)
Lk(p)
< ln
Uk(p)
r(p)
<
(k + 1)!
2k+1
∫ ∞
p
ds
s(k+2)
<
2−k−1(k + 1)!
(p+ 2)(k)
∫ ∞
p
ds
s(s+ 1)
=
2−k−1(k + 1)!
(p+ 2)(k)
ln
p+ 1
p
< ρ∗p,k,
where ρ∗p,k is as in (1.9). This yields (1.8) and also implies that Lk(p) and Uk(p)
both converge to r(p) as k →∞, so that the identities (1.3) follow as well. Thus,
Theorem 1.1 is proved.
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