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Abstract
It was shown by Heinrich et al. [The inverse of the star-discrepancy depends linearly on the dimension,
Acta Arith. 96 (2001) 279–302] that there exist point sets for which the inverse of the star discrepancy
depends linearly on the dimension. In this paper we extend those results by showing that there exist point
sets extensible in the modulus and the dimension for which the star discrepancy satisﬁes a tractability bound
for all dimensions and moduli.
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1. Introduction
The classical Koksma–Hlawka inequality [6] (see also [7]) states that the error, when ap-
proximating an integral
∫
[0,1]s f (x) dx by a quasi-Monte Carlo rule n
−1∑n
k=1 f (xk), where
x1, . . . , xn ∈ [0, 1]s are the quadrature points, is bounded by∣∣∣∣∣
∫
[0,1]s
f (x) dx − 1
n
n∑
k=1
f (xk)
∣∣∣∣∣ V (f )D∗n,s(Pn,s),
where V (f ) denotes the variation of the function f in the sense of Hardy and Krause and
D∗n,s(Pn,s) denotes the star discrepancy of the quadrature points Pn,s = {x1, . . . , xn} ⊂ [0, 1]s .
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The star discrepancy is a measure of how uniformly the quadrature points are distributed. It is
deﬁned by
D∗n,s(Pn,s) = sup
t∈[0,1]s
∣∣∣∣∣1n
n∑
k=1
1[0,t)(xk) − t1 · · · ts
∣∣∣∣∣ ,
where t = (t1, . . . , ts), [0, t) = ∏sj=1[0, tj ) and 1[0,t)(xk) is 1 if xk ∈ [0, t) and 0 otherwise.
The Koksma–Hlawka inequality implies that well-distributed point sets in the unit cube, i.e.
point sets with small star discrepancy, can be used to approximate integrals over the unit cube.
Many constructions of such point sets have been introduced and analysed [7,9] and are used
successfully in applications. The convergence of the star discrepancy of such point sets is typically
of order n−1(log n)s . As the factor (log n)s becomes signiﬁcant for large s and many applications
require very high dimensions of s the question arose whether point sets with small discrepancy
for large dimensions exist.
Hence in a new development researchers started to investigate whether point sets for which the
dependence on the dimension is much weaker exist and how such point sets can be constructed
[1,3,5], see also [2] for some open problems. An afﬁrmative answer was given in [3] where it was
shown that for each n, s ∈ N (N the set of natural numbers) there do exist point sets for which
D∗n,s(P )C
√
s/n (1)
for some constant C > 0. Note that the result here states that the point set achieving such a bound
might differ for different choices of n and s.
On the other hand it is desirable to have not just ﬁnite point sets with small star discrepancy
just for one ﬁxed dimension, but sequences with small star discrepancy for all (or at least a range)
of dimensions. Such sequences are especially useful in applications when one encounters the
situation of wanting to increase the accuracy and/or the dimension of the approximation of the
integral without discarding the computation already undertaken. Such point sets have previously
been considered for example in [4,8].
In this paper we show that there exists a sequence of points in inﬁnite dimension for which the
projection of the ﬁrst n points to the ﬁrst s coordinates achieves an upper bound similar to (1) for
all n and s. The results are presented in the following section.
2. Results
The following notation will be used: for a given sequence P = (xk)k1 with xk ∈ [0, 1]∞,
let Pn,s denote the point set consisting of the projection of the ﬁrst n points x1, . . . , xn to the
ﬁrst s coordinates and let D∗n,s(P ) = D∗n,s(Pn,s). Further Pn,s will always denote a point set
of cardinality n in [0, 1]s and Pn will denote a point set of cardinality n in [0, 1]∞. Further let
n = (nm)m1 be a strictly increasing sequence of natural numbers, i.e. 1n1 < n2 < · · ·.
Throughout the paper constants are always ﬁnite positive real numbers.
The following theoremnow establishes the existence of sequencesP forwhichD∗n,s(P ) satisﬁes
a bound which depends only polynomially on the dimension.
Theorem 1. There is a constant C such that for every strictly increasing sequence of natural
numbers n = (nm)m1 there exists a sequence P ⊂ [0, 1]∞ such that
D∗nm,s(P )C
√
s log(m + 1)/nm for all m, s ∈ N.
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Choose for example nm = m = n. Then the upper bound in the theorem states that the
star discrepancy of Pn,s is bounded by C
√
s log(n + 1)/n for all n, s1. Or for example by
choosing nm = bm (with b2 being an integer) we obtain that the star discrepancy is bounded
by C
√
s log(logb(nm) + 1)/nm for all m, s1. The bound can obviously be improved further by
considering even bigger steps in the moduli.
It can be seen from the proof below that the statement in the theorem above holds in a more
general form. Indeed, not only the existence of an appropriate sequence is shown, but that a certain
probability measure on the set of sequences satisfying the desired properties can be arbitrarily
close to 1. Hence we can also show the corollary below.
Corollary 1. Given any strictly increasing sequence of natural numbers n = (nm)m1 (i.e.
1n1 < n2 < · · ·), the following holds for a sequence P ⊂ [0, 1]∞ with probability 1: there is
a constant CP,n such that
D∗nm,s(P )CP,n
√
s log(m + 1)/nm for all m, s ∈ N.
Note that the constant in the corollary above may depend on the sequences P and n, hence we
used the notation CP,n.
From the particulars of the proof of the theorem we can also obtain the following result.
Corollary 2. There is a constant C′ such that for each n there exists a point set Pn ∈ [0, 1]∞,
consisting of n points, such that for all s ∈ N the projection onto the ﬁrst s coordinates Pn,s
satisﬁes
D∗n,s(Pn,s)C′
√
s/n.
Again, the probability measure of point sets satisfying the bound in the above corollary can be
made arbitrarily close to 1 by choosing the constant C′ large enough.
By applying the proof technique of the next section to [3, Theorem 1] instead of [3,
[Theorem 3] one obtains a slightly weaker bound, but with an explicit constant. We obtain the
following corollary.
Corollary 3. For all strictly increasing sequences of natural numbers n = (nm)m1 there exists
an inﬁnite dimensional sequence P such that
D∗nm,s(P )
√
8
nm
√
(1 + m + s) log 2 + s log
(
1 +
⌈
s
√
nm
(1 + m + 2s) log 2
⌉)
for all m, s ∈ N.
In the following section we provide the proofs of the above results.
3. Proofs
In the proof of [3, Theorem 3] it was shown that for given number of points n and dimension s
the probability that an i.i.d. randomly chosen point set Pn,s has star discrepancy at most 
√
s/n
is at least 1−
(
K2e−22
)s
, for some constant K and for all  max(1,K, 0), where 0 is such
that K2e22 for all 0.
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Let now 1n1 < n2 < · · · be an arbitrary sequence of integers and let P be a sequence
x1, x2, . . . ,∈ [0, 1]∞ where all xk are i.i.d. in [0, 1]∞. Then the probability that an i.i.d. randomly
chosen sequence P is such that, for some arbitrary but ﬁxed m and s in N, the star discrepancy
D∗nm,s(P )m
√
s/nm, is at least 1 −
(
K2me
−22m
)s
for any m max(1,K, 0).
Let now 0 be such that 2K2e2
2
for all 0. We now choose a sequence of real numbers
m = c
√
log(m + 1) for m1, where c is chosen such that c max(1,K, 0)/
√
log 2, i.e.
m max(1,K, 0). Then the probability that an i.i.d. randomly chosen sequence P is such that
there is an m and an s in N such that D∗nm,s(P ) > m
√
s/nm is bounded above by
∞∑
m,s=1
(
K2me
−22m
)s
 2K
∞∑
m=1
2me
−22m
= 2K
∞∑
m=1
c2(m + 1)−2c2 log(m + 1). (2)
By choosing the constant c large enough the last expression can be made arbitrarily small.
Hence the probability that an i.i.d. randomly chosen sequence P satisﬁes D∗nm,s(P )m
√
s/nm
for all m, s ∈ N can be made greater than 0 and hence there exists a sequence P such that
D∗nm,s(P )m
√
s/nm for all m, s ∈ N. Thus the theorem follows.
We now prove the ﬁrst corollary. Above we showed already that the probability that an i.i.d.
randomly chosen sequence P is such that there is an m and an s in N such that D∗nm,s(P ) >
m
√
s/nm is bounded above by (2). Now by increasing c this probability can be made arbitrarily
small and thus the probability, that a constant CP,n as in the corollary exists, is 1.
A proof of Corollary 2 and 3 can be obtained using the same arguments as in the proof of
Theorem 1.
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