To the Farey tesselation of the upper half-plane we associate an AF algebra A encoding the 'cutting sequences' that define vertical geodesics. The Effros-Shen AF algebras arise as quotients of A. We define a unital completely positive map E : A → A and an endomorphism ρ : A → A such that Eρ = id A , and which can be regarded as noncommutative analogs of the Farey map F : [0, 1] → [0, 1] acting on the continued fraction decomposition of irrational numbers as F ([a 1 , a 2 , . . .]) = [a 1 − 1, a 2 , . . .], and of its two left inverses. We also construct, for each τ ∈ 0, 1 4 , projections (En)n in A such that EnE n±1 En ≤ τ En.
Introduction
The semigroup S generated by the matrices A = [ 1 0
1 1 ] and B = [ 1 1 0 1 ] is isomorphic to F + 2 , the free semigroup on two generators. A geometric representation of this fact, which is intimately connected to the continued fraction algorithm, is provided by the Farey tesselation {gG : g ∈ S} of H depicted in Figure 1 , where G = 0 ≤ ℜz ≤ 1, z − 1 2 ≥ 1 2 (cf., e.g., [20] ). The strip 0 ≤ ℜz ≤ 1 is tesselated precisely by the images of G under matrices from the set S * = {I} ∪ a b c d ∈ SL 2 (Z) : 0 ≤ a ≤ c, 0 ≤ b ≤ d . By suspending the cusps in this tesselation (which correspond to rational numbers in [0, 1]) with appropriate (infinite) multiplicities, one gets the diagram G from Figure 2 (cf. [14] ). This diagram reflects both the elementary mediant construction, that produces from a pair p q , p ′ q ′ Date: November 21, 2005. 1 of rational numbers with p ′ q − pq ′ = 1 the new pairs p q , p+p ′ q+q ′ and p+p ′ q+q ′ , p ′ q ′ with the same property, and the "geometry" of the continued fraction algorithm. As in the case of the Pascal triangle, in G one writes the sum of the denominators of two neighbors from the same floor into the next floor of the diagram. One keeps, however, a copy of each denominator at the next floor. For this reason, such a diagram was called the Pascal triangle with memory [13] .
There is a remarkable one-to-one correspondence between the integer solutions of the equation ad − bc = 1 with 0 ≤ a ≤ c, 0 ≤ b ≤ d, and the rational labels of two neighbors at the same floor in G, acquired by the mediant construction and by keeping each label at the next floor in the diagram.
The thrust of this paper is the remark that, by regarding G as a Bratteli diagram, one gets an AF algebra A = lim − → A n with interesting properties. This algebra is closely related with the Effros-Shen AF algebras [9, 16] which we show to arise as primitive quotients of A. The primitive ideal space Prim A is identified with the disjoint union of the irrational numbers in [0, 1] and three copies of the rational ones (except for the endpoints 0 and 1 which are only represented by two copies).
In [3] it was shown that any separable abelian C * -algebra Z is the center Z(A) of an AF algebra A. The AF algebra A can actually be retrieved from that abstract construction by embedding Z = C[0, 1] into the norm closure in L ∞ [0, 1] of the linear space of the characteristic functions of open sets k 2 n , k+1 2 n and of singleton sets ℓ 2 n , n ≥ 0, 0 ≤ k < 2 n , 0 ≤ ℓ ≤ 2 n . In particular this shows that Z(A) = C[0, 1].
The connecting maps K 0 (A n ) ֒→ K 0 (A n+1 ) correspond to the polynomial relations p n+1 (t) = (1 + t + t 2 )p n (t 2 ). These polynomials are closely related to the Stern-Brocot sequence (cf. [5] ). The origins of this remarkable sequence, which has attracted considerable interest in time, can be traced back to Eisenstein (see [21] for a thorough bibliography on this subject). In our framework the Stern-Brocot sequence q(n, k), n ≥ 0, 0 ≤ k < 2 n , simply appears as A n ∼ = 2 n−1 k=0 M q (n,k) ⊕ C. The Bratteli diagram G has some apparent symmetries. In the last two sections we employ the AF path model to express them as symmetries of the algebra A. We define a unital completely positive map E : A → A and an endomorphism ρ : A → A such that Eρ = id A , and which can be regarded as noncommutative analogs of the Farey map F : [0, 1] → [0, 1] acting on the continued fraction decomposition of irrational numbers as F ([a 1 , a 2 , . . .]) = [a 1 − 1, a 2 , . . .], and of its two left inverses. Finally we construct sequences of projections in A that satisfy certain braiding relations reminiscent of Temperley-Lieb-Jones relations. In particular, for every τ ∈ 0, 1 4 , we construct projections E n in A, n ≥ 0, such that E n E n±1 E n ≤ τ E n and [E n , E m ] = 0 if |n − m| ≥ 2. This suggests a possible connection with a class of statistical mechanics models with partition functions closely related to Riemann's zeta function, that have been studied in recent years by Knauf, Kleban, and their collaborators (see, e.g. [13, 14] , [17] and references therein).
The Pascal triangle with memory as a Bratelli diagram
The Pascal triangle with memory is a graph G = (V, E) defined as follows:
• The vertex set V is the disjoint union n≥0 V n of the sets V n = {(n, k) : 0 ≤ k ≤ 2 n } of vertices at floor n;
• The set of edges is defined as E = n≥0 E n , where E n is the set of edges connecting vertices at floor n with those at floor n + 1 under the rule that (n, k) is connected with (n + 1, ℓ) precisely when |2k − ℓ| ≤ 1. There are no edges connecting vertices from V i and V j when |i − j| ≥ 2.
To each vertex we attach the label r(n, k) = p(n,k) q(n,k) , with non-negative integers p(n, k), q(n, k) defined recursively for n ≥ 0 by
q(n, 0) = q(n, 2 n ) = 1, p(n, 0) = 0, p(n, 2 n ) = 1; q(n + 1, 2k) = q(n, k), p(n + 1, 2k) = p(n, k), 0 ≤ k ≤ 2 n ; q(n + 1, 2k + 1) = q(n, k) + q(n, k + 1),
Note that r(n, 0) = 0 < r(n, 1) = 1 n+1 < · · · < r(n, 2 n ) = 1 gives a partition of [0, 1], and p(n, k + 1)q(n, k) − p(n, k)q(n, k + 1) = 1,
showing in particular that p(n, k) and q(n, k) are relatively prime. Conversely, for every pair p q < p ′ q ′ of rational numbers with p ′ q − pq ′ = 1, 0 ≤ p ≤ q and 0 ≤ p ′ ≤ q ′ , there exists a unique pair of integers (n, k) with n ≥ 0, 0 ≤ k < 2 n , such that r(n, k) = p q and r(n, k + 1) = p ′ q ′ . This correspondence establishes a bijection between the vertices from V \ {(n, 2 n ) : n ≥ 0} and the set
Remark 1. The mapping r(n, k) → k 2 n , 0 ≤ k ≤ 2 n , n ≥ 0, extends by continuity to
Minkowski's map ? : [0, 1] → [0, 1] defined on (reduced) continued fractions as (see [15, 6, 19] )
The map ? is strictly increasing and singular, and establishes remarkable one-to-one correspondences between rational and dyadic numbers, and respectively between quadratic irrationals and rational numbers in [0, 1].
In this paper we shall consider the AF algebra A associated with the Bratteli diagram D(A) = G from Figure 2 . For the connection between Bratteli diagrams, AF algebras, and their ideals, we refer to the classical reference [1] . We write (n, k) ↓ (n ′ , k ′ ) when n ′ = n + 1 and there is at least one edge between the vertices (n, k) and (n ′ , k ′ ) in the Bratteli diagram, and (n, k) ⇓ (n ′ , k ′ ) when n < n ′ and there are vertices (n, k 0 = k), (n + 1, k 1 ), . . . , (n ′ , k n ′ −n = k ′ ) such that (n+ r, k r ) ↓ (n+ r + 1, k r+1 ), r = 0, . . . , n ′ − n− 1. In algebraic terms this is equivalent to e (n,k) e (n ′ ,k ′ ) = 0, where e (n,k) denotes the central projection in A n that corresponds to the vertex (n, k) of the diagram. The AF algebra A is the inductive limit lim − → A n , where
and each embedding A n ֒→ A n+1 is given by the Bratteli diagram from Figure 2 .
Here by M k we shall denote the C * -algebra of k × k matrices with complex entries. The C * -algebra of bounded linear operators on a separable Hilbert space will be denoted by B. The ideal of compact operators in B will be denoted by K. We also have 2 n k=0 p(n, k) = 3 n + 1 2 .
The primitive ideal space of the AF algebra A
We denote I = {θ ∈ (0, 1) : θ / ∈ Q}, Q (0,1) = Q ∩ (0, 1).
The C * -algebra A is not simple and has a rich (and potentially interesting) structure of ideals. We first relate A with the AF algebra F θ associated by Effros and Shen [9] to the continued fraction decomposition θ = [a 1 , a 2 , . . .] of each θ ∈ I. The Bratteli diagram D(F θ ) of the simple C * -algebra F θ is given in Figure 3 .
The C * -algebra of unitized compact operators K = CI + K is an AF algebra and we have a short exact sequence 0 → K → K → C → 0, made explicit by the Bratteli diagram in where the shaded subdiagram corresponds to the ideal K. We first show that Effros-Shen algebras arise naturally as quotients of our AF algebra A and that the corresponding ideals belong to the primitive ideal space Prim A. The Farey map F : [0, 1] → [0, 1] defined (cf. [11] ) by
acts on continued fraction decompositions of irrational numbers as
For each y ∈ [0, 1] the equation F (x) = y has exactly two solutions x ∈ [0, 1] given by
In the next statement, given 0 < p < q relatively prime integers, p will denote the multiplicative inverse of p modulo q, i.e. the unique integer p ∈ {1, . . . , q − 1} with pp = 1 (mod q).
(ii) Given p q ∈ Q (0,1) in lowest terms, there are
Proof. (i) Let θ ∈ I with continued fraction [a 1 , a 2 , . . .] and r ℓ = r ℓ (θ) = p ℓ /q ℓ = [a 1 , . . . , a ℓ ] be its ℓ th convergent, where p ℓ = p ℓ (θ) and q ℓ = q ℓ (θ) can also be defined by
a spaces Figure 5 . The diagrams L a and R a .
For each a ∈ N = {1, 2, . . .} consider the diagrams L a and R a from Figure 5 . Also set L 0 = ∅ and R 0 = ∅. Clearly L a+b coincides with the concatenation L a • L b of L a followed by L b , and we also have Figure 6 ), we see that
For each a ∈ N consider the diagrams L(a) := L a−1 • R 1 and respectively R(a) := R a−1 • L 1 (see Figure 7 ). For each irrational number θ = [a 1 , a 2 , . . .] we extract from G the subdiagram G θ that contains (0, 0) and (0, 1), and is defined by the Bratteli diagram The complement G \ G θ is a directed and hereditary Bratteli diagram in the sense of [1, Lemma 3.2] (see also Figure 8 ). Thus there is an ideal
If j n = j n (θ) is the unique index for which r(n, j n ) < θ < r(n, j n + 1) (see Figure 8 ), then
The vertices in D(A/I θ ) are explicitly related to the continued fraction decomposition of θ. For each r ∈ Q (0,1) , denote ht(r) = min{n : ∃k, r(n, k) = r}. Let pn qn be the continued fraction approximations of θ and h n = ht pn qn . With this notation, the labels of the two vertices at floor m in D(A/I θ ) are pn qn and pn+mpn−1 qn+mqn−1 whenever h n ≤ m < h n+1 . (ii) For each θ = p q ∈ Q (0,1) in lowest terms, consider the Bratteli subdiagram G θ of G defined by all vertices (n, j) with r(n, j) = θ and (m, i) with (m, i) ⇓ (n, j) (see Figure 9 ). The AF algebra associated to G θ is clearly isomorphic to M q . Again, the complement G \ G θ is seen to be a directed and hereditary Bratteli diagram, and therefore there exists a primitive ideal
Let n 0 − 1 = n 0 (θ) − 1 be the largest n ∈ N for which there exists j = j n (θ) such that r(n, j) < θ < r(n, j + 1). For n < n 0 define j n as above. By the choice of n 0 and the properties of the Pascal triangle with repetition, for every n ≥ n 0 there exists j n = j n (θ) such that θ = r(n, j n ). The ideal I p q is generated by the direct summands M q(n0,jn 0 −1) , M q(n0,jn 0 +1) and M q(n,cn) , n < n 0 , that is
The ideals I ± 
and respectively by 
Remark 5. In SL 2 (Z) consider the matrices
The identification between L a R b and C a C b reflects the matrix equality
whereas the identification between R a R b and C a C b reflects the matrix equality
A combinatorial analysis based on Bratteli's correspondence between primitive ideals and subdiagrams of G shows that these are actually the only primitive ideals of A. 1 3 Figure 9 . The diagrams G \ G 1 3 (darker) and G 1 3 (lighter). If there is n 0 such that (n 0 , k) ∈ D for all 0 ≤ k ≤ 2 n0 , then I = A. So for each n the set L n := {k : (n, k) ∈ D} is nonempty. Denote also L c n = {0, 1, . . . , 2 n } \ L n . Figure 11 . The diagrams D(I − ) (lighter).
We first notice that L n should be a set of the form {a n } or {a n , a n + 1}. If not, there are k, k ′ ∈ L n such that k ′ − k ≥ 2. Since I is a primitive ideal, a vertex (p, r) such that (n, k) ⇓ (p, r) and (n, k ′ ) ⇓ (p, r) in G should exist. Since k ′ − k > 2 this is not possible due to the definition of G.
To finish the proof it suffices to prove that
{2a n , 2a n + 1}, {2a n + 1, 2a n + 2}, or {2a n + 1} if L n = {a n , a n + 1},
that is, the links (n, j) ↓ (n + 1, j ′ ) in D are exactly of the form indicated in Figure 12 . Indeed, if L n = {a n }, then (n, a n − 1), (n, a n + 1) are vertices in the hereditary diagram D; thus we also have (n + 1, 2a n − 1), (n + 1, 2a n + 1) ∈ D. Because D is directed, (n + 1, 2a n ) ∈ D would imply (n, a n ) ∈ D, which contradicts a n ∈ L n .
If L n = {a n , a n + 1}, then (n, a n − 1), (n, a n + 2) ∈ D. Moreover because D is hereditary the vertices (n + 1, 2a n − 1) and (n + 1, 2a n + 3) also belong to D. We now look at the consecutive vertices (n + 1, 2a n ), (n + 1, 2a n + 1), (n + 1, 2a n + 2). From the first part they cannot all belong to D. If (n + 1, 2a n + 1) ∈ D, and (n + 1, 2a n ), (n + 1, 2a n + 2) ∈ D, then L n+1 has a gap, thus contradicting the first part. If (n + 1, 2a n ), (n + 1, 2a n + 2) ∈ D it follows, as a result of the fact that (n + 1, 2a n − 1) ∈ D and that D is directed, that (n + 1, 2a n + 1) ∈ D. In a similar way one cannot have (n + 1, 2a n + 1), (n + 1, 2a n + 2) ∈ D. It remains that only the following cases can occur (see also Figure 12 ):
(i) (n + 1, 2a n ), (n + 1, 2a n + 1) ∈ D and (n + 1, 2a n + 2) ∈ D, thus L n+1 = {2a n , 2a n + 1}. (ii) (n+1, 2a n ) ∈ D and (n+1, 2a n +1), (n+1, 2a n +2) ∈ D, thus L n+1 = {2a n +1, 2a n +2}. (iii) (n + 1, 2a n + 1) ∈ D and (n + 1, 2a n ), (n + 1, 2a n + 2) ∈ D, thus L n+1 = {2a n + 1}, which concludes the proof of (2.3). 
The Jacobson topology on Prim A
We first recall some basic things about the primitive ideal space of a C * -algebra A following [7] and [18] . [2, 4, 8] .
We collect some immediate properties of the primitive ideal space of A in the following Proof. The inclusion I(E) ⊆ I(E) is obvious by (3.1), so it only remains to prove I(E) ⊆ I x for all x ∈ E. Suppose ad absurdum that there is x ∈ E for which I(E) I x , i.e. there exist n ≥ 1, 0 ≤ j ≤ 2 n , such that (n, j) ∈ D(I(E)) and (n, j) / ∈ D(I x ). The latter and Remark 4 yield that r(n, j − 1) < x < r(n, j + 1).
2)
On the other hand, because the ideal I(E) contains (n, j), every ideal I θ , θ ∈ E, must contain the whole "pyramid" starting at (n, j), see Figure 13 . Thus
But r(n + k, 2 k j + 2 k − 1) = kp(n, j) + p(n, j + 1) kq(n, j) + q(n, j + 1) −→ p(n, j + 1) q(n, j + 1) = r(n, j + 1) as k → ∞ and r(n + k, 2 k j − 2 k + 1) = kp(n, j) + p(n, j − 1) kq(n, j) + q(n, j − 1) −→ p(n, j − 1) q(n, j − 1) = r(n, j − 1) as k → ∞,
which is in contradiction with (3.2). Figure 13 . The ideal generated by (n, j). Remark 9. We clearly have q(n, 2j) < min{q(n, 2j − 1), q(n, 2j + 1)}, so if r(n, 2j) = p q , then r(n, 2j + 1) − r(n, 2j − 1) = 1 q(n, 2j − 1)q(n, 2j) + 1 q(n, 2j)q(n, 2j + 1)
A more accurate estimate is given next. , whose proof is a simple exercise about the solutions of the Diophantine equation p ′ q − pq ′ = 1.
Remark 10. Let θ = p q ∈ (0, 1) be a rational number in lowest terms. Let n 0 − 1 = n 0 (θ) − 1 be the largest n ∈ N for which there is j with r(n, j) < θ < r(n, j + 1), so that θ = r(n 0 , j 0 ) for some j 0 . Letp ∈ {1, . . . , q − 1} denote the multiplicative inverse of p modulo q. Then the labels of the right, and respectively left neighbors (n 0 + k, 2 k j 0 ), of the vertices labelled by θ, are respectively given by r(n 0 + k, 2 k j 0 + 1) = (k + 2)p − pp−1 q (k + 2)q −p , r(n 0 + k, 2 k j 0 − 1) = (k + 1)p + pp−1 Proof. Obviously two cases may occur:
Case I: x / ∈ Q. Let pn qn n denote the sequence of continued fraction approximations of x. Taking stock on the definition of the ideal I x we get an increasing sequence {k n } n of positive integers and a sequence {(k n , j kn )} n of vertices in D(A) with the following properties:
r(k n , j kn ) = p n q n ;
(ii) j kn is even;
Actually (iii) is a plain consequence of (i) and gives in turn, cf. Remark 4, r(k n , j kn − 1) < x < r(k n , j kn + 1).
(3.3)
Case II: x ∈ Q. There is n 0 such that (n, j n ) / ∈ D(I x ) and r(n, j n ) = x for all n ≥ n 0 . In this case we take k n = n.
Suppose that ∃n, ∀θ ∈ S, (k n , j kn ) ∈ D(I θ ). Then (k n , j kn ) ∈ D(I(S)) \ D(I x ), which contradicts the assumption of the lemma. Therefore we must have ∀n, ∃θ n ∈ S, (k n , j kn ) / ∈ D(I θn ), which according to Remark 4 gives r(k n , j kn − 1) < θ n < r(k n , j kn + 1). 
The dimension group
We give a realization of the dimension group K 0 (A) inspired by the following identity of Carlitz [5] ∞ n=0 θ 0 (n)X n = ∞ n=0 (1 + X 2 n + X 2 n+1 ) =: G(X),
where {θ 0 (n)} ∞ n=0 is the Stern sequence q(0, 0), q(1, 0), q(1, 1), q(2, 0), q(2, 1), q(2, 2), q (2, 3) , . . . , q(n, 0), q(n, 1), . . . , q(n, 2 n − 1), . . .
Consider the polynomial ̺(X) = 1 + X + X 2 and set
One can also directly check by induction that
For every n ≥ 1, 1 ≤ k ≤ 2 n − 1, we set e(n, k) = e(n, k; X) = X (k−1)/2 n + X (2 n+1 −k−1)/2 n ρ(X 1/2 n )ρ(X 1/2 n−1 ) · · · ρ(X 1/2 ) = X (k−1)/2 n + X (2 n+1 −k−1)/2 n (1 + X 1/2 n + X 1/2 n−1 )(1 + X 1/2 n−1 + X 1/2 n−2 ) · · · (1 + X 1/2 + X) and e(n, 2 n ) = X 1−1/2 n (1 + X 1/2 n + X 1/2 n−1 )(1 + X 1/2 n−1 + X 1/2 n−2 ) · · · (1 + X 1/2 + X) .
From the definition of e(n, k) we plainly get e(n + 1, 2k − 1) + e(n + 1, 2k) + e(n + 1, 2k + 1) = e(n, k),
We also have e(n, 2 n − 1) = X 1−1/2 n−1 + X ρ(X 1/2 n )ρ(X 1/2 n−1 ) · · · ρ(X 1/2 ) , n ≥ 1, and therefore e(n, 2 n − 1) + e(n, 2 n ) = X 1−1/2 n−1 ρ(X 1/2 n ) ρ(X 1/2 n )ρ(X 1/2 n−1 ) · · · ρ(X 1/2 ) = e(n − 1, 2 n−1 ), n ≥ 2. (4.2)
Putting e(1, 0) = 1 we obtain e(1, 1) + e(1, 2) = 1 + X ρ(X) + X 1/2 ρ(X) = e(1, 0), hence (4.2) holds for every n ≥ 1. In particular we have (this can be seen directly by telescoping in the right way)
From (4.1) and the definition of e(n, k) we obtain 2 n −1 k=0 e(n, k; X) = 1.
The Farey endomorphism and the Cuntz algebra O 2
In this section we use the terminology from [12, Section 2.3.11] (see also [10, Section 2.9]). However in our case it will be more convenient to encode a monotone increasing path ξ by the its sequence of vertices (ξ n ) rather than by its edges. To use this model we shall augment the diagram G = D(A) into G by adding a (−1) st floor with only one vertex ⋆ connected to v(0, 0) and v(0, 1).
We first define maps F , F 1 ,
If F, F 1 , F 2 are the maps defined in (2.1) and (2.2), we note the equalities F r(n, k) = r F (n, k) , F 1 r(n, k) = r F 1 (n, k) , F 2 r(n, k) = r F 2 (n, k) .
Denote by Ω the (uncountable) set of monotone increasing paths starting at ⋆. It is plain to check that if (ξ n ) are the vertices of a path ξ ∈ Ω, then (F ξ n ) are the vertices of another path F ξ ∈ Ω, thus defining a map F : Ω → Ω. In a similar way we get maps F 1 , F 2 : Ω → Ω by putting F i ξ = ⋆, (F i ξ n ) , i = 1, 2.
Some properties of these maps are collected in the next proposition whose proof is a plain verification.
Proposition 13. (i) For any path η ∈ Ω the equation F ξ = η has exactly two solutions ξ ∈ Ω given by ξ = F 1 η and respectively by ξ = F 2 η.
(
If Ω [r denotes the set of infinite monotone increasing paths starting on the r th floor of G, Ω r] the set of monotone increasing paths that connect ⋆ with a vertex on the r th floor, and Ω [r,s] the set of monotone increasing paths starting on the r th floor and ending on the s th floor, F , F 1 , F 2 define as above natural maps F :
Consider for example the path ξ = (ξ n ) 5 −1 with ξ n = (n, ξ(n)) and ξ(n) given by the sequence 0, 0, 1, 3, 5, 10, 19. Then F 1 ξ = (n, η(n)) 6 −1 with η(n) given by 0, 0, 0, 1, 3, 5, 10, 19, F 2 ξ = (n, ζ(n)) 6 −1 with ζ(n) given by 0, 1, 1, 3, 5, 11, 22, 45, and F ξ = (n, ω(n)) 4 −1 with ω(n) given by 0, 1, 1, 3, 6, 11. The actions of F , F 1 and F 2 on the sequence of labels r(ξ) = (r(n, ξ(n))) 5 −1 are shown in the next table:
Floor -1 0 1 2 3 4 5
and E(x) := v * xv define an endomorphism ρ and a unital completely positive map E on B ℓ 2 (Ω) such that
On the other hand the equalities
We have checked that the restrictions of ρ and E to A leave A invariant, thus getting an endomorphism ρ : A → A and a unital completely positive map E : A → A such that E•ρ = id A . In view of (5.1) the pair (E, ρ) can be regarded as a noncommutative extension of the triple (F, F 1 , F 2 ) consisting of the Farey map F and of the two branches F 1 and F 2 of its inverse.
Generators, relations, and braiding
We shall now employ the path algebra model for AF algebras to give a presentation by generators and relations of the C * -algebra A in the spirit of the presentation of the GICAR algebra from [10, Example 2.23]. We also construct two families of projections that satisfy commutation relations reminiscent of the Temperley-Lieb relations.
We consider the following elements in A:
(1) the projection e n in A n−1,n ⊆ A n onto the linear space of edges from N (north) to SW (south-west), n ≥ 1. (2) the projection f n in A n−1,n ⊆ A n onto the linear span of edges from N to SE, n ≥ 0.
(3) the projection g n = 1 − e n − f n in A n−1,n ⊆ A n onto the linear span of edges from N to S, n ≥ 0. (4) the partial isometry v n ∈ A n−1,n+1 ⊆ A n+1 with initial support v * n v n = e n = g n f n+1 and final support v n v * n = f n = f n e n+1 , which flips paths in the diamonds of shape N-S-SE-NE, n ≥ 0.
(5) the partial isometry w n ∈ A n−1,n+2 ⊆ A n+1 with initial support w * n w n = e ′ n = g n e n+1 and final support w n w * n = f ′ n = e n f n+1 , which flips paths in the diamonds of shape N-S-SW-NW, n ≥ 1.
The AF-algebra A is plainly generated by the set G = {e n } n≥1 ∪ {f n } n≥0 ∪ {v n } n≥0 ∪ {w n } n≥1 . Figure 17 . The partial isometry v n : g n f n+1 → f n e n+1 . Figure 18 . The partial isometry w n : g n e n+1 → e n f n+1 .
(R1) e 2 n = e * n = e n , f 2 n = f * n = f n , g 2 n = g * n = g n , e n + f n + g n = 1; e n , f m , g k mutually commute.
, v n v * n = f n e n+1 , w * n w n = g n e n+1 , w n w * n = e n f n+1 . As a result of (R3) we also get v n+1 v n = v 2 n = v n±1 v * n = w n+1 w n = w 2 n = w n±1 w * n = 0, v n±1 w * n = v * n w * n = v * n±1 w * n = v * n w * n = v * n w n = 0, v n±1 w n = w n±1 v n = 0.
The only non-zero products ab with a ∈ {v n , v * n , w n , w * n } and b ∈ {v n+1 , v * n+1 , w n+1 , w * n+1 } are v n v n+1 , w n w n+1 , w * n v n+1 , and v * n w n+1 . The endomorphism ρ acts as a shift on the projections g n and on the partial isometries u n = v n + w n (u 0 = v 0 ):
Let B n denote Artin's braid group generated by σ 1 , . . . , σ n−1 with relations σ i σ j = σ j σ i if |i − j| > 1 and σ i σ i+1 σ i = σ i+1 σ i σ i+1 . The previous relations show in particular that, for every n, the mappings σ i → v i−1 and σ i → w i define representations of B n on the algebra A.
Taking R n (λ) := 1 + λv n , the equalities v 2 n = 0, v n v n±1 v n = 0 (6.3)
yield the Yang-Baxter type relation R n (λ)R n+1 (λ + µ)R n (µ) = R n+1 (µ)R n (λ + µ)R n+1 (λ). (6.4)
By analogy with the construction of Temperley-Lieb-Jones projections in the GICAR algebra (cf., e.g., [10] or [12] ) for each λ > 0 we put τ = λ (1+λ) 2 ∈ 0, 1 4 and consider the elements in A Figure 19 . The partial isometries v n v n+1 : g n g n+1 f n+2 → f n e n+1 e n+2 , w n w n+1 : g n g n+1 e n+2 → e n f n+1 f n+2 , w * n v n+1 : e n g n+1 f n+2 → g n e n+1 e n+2 , v * n w n+1 : f n g n+1 e n+2 → g n f n+1 f n+2 .
defined by
and F n = 1 1 + λ w * n w n + √ λ w n + √ λ w * n + λw n w * n , n ≥ 1. (6.6) Proposition 14. The elements E n and F n define (self-adjoint) projections in the AF algebra A that satisfy the braiding relations E n F n = F n E n = 0, (6.7)
[E n , E m ] = [F n , F m ] = [E n , F m ] = 0 if |n − m| ≥ 2, (6.8)
E n E n+1 E n = τ E n e n+2 , E n+1 E n E n+1 = τ E n g n , (6.9) F n F n+1 F n = τ F n f n+2 , F n+1 F n F n+1 = τ F n g n , (6.10) E n F n+1 E n = λτ E n f n+2 , F n E n+1 F n = λτ F n e n+2 , (6.11) E n+1 F n E n+1 = λτ E n+1 e n , F n+1 E n F n+1 = λτ F n+1 f n , (6.12)
E n E n+1 F n = E n F n+1 F n = F n E n+1 E n = E n F n+1 F n = 0 (6.13) F n F n+1 E n = F n E n+1 E n = E n F n+1 F n = F n E n+1 E n = 0. (6.14)
Proof. The initial and final projections of the partial isometry v n are orthogonal, thus E n defines a projection in A n for every λ ≥ 0. A similar property holds for F n , which is seen to be orthogonal to E n . The commutation relations (6.8) are obvious because v n+2 and w n+2 commute with all elements in A n+1 , including E n and F n . By (6.1) we have v * n E n+1 = v n v * n+1 = 0, leading to
and also
From (6.15) and v n+1 E n = v * n+1 v n = 0 we have
λ v n f n+1 e n + √ λ v * n .
(6.17)
But e n f n+1 e n = e n f n+1 = g n f n+1 e n+1 = e n e n+2 , v n f n+1 e n = v n e n e n+1 e n+2 = v n e n+2 (and because [e n+2 , v n ] = 0 this also gives e n f n+2 v * n = v * n e n+2 ), and v n f n+1 v * n = v n f n+1 e n+2 v * n = v n f n+1 v * n e n+2 = v n g n f n+1 v * n e n+2 = v n v * n e n+2 , which we insert in (6.17) to get E n E n+1 E n = τ E n e n+2 .
From (6.16) and v * n E n+1 = v * n v * n+1 = 0 we find
As a result of [g n , v n+1 ] = 0 and (1 − f n+1 )v n+1 = 0 we have v * n+1 e n v n+1 = e n+1 g n . It is also plain that f n+1 e n f n+1 = f n+1 e n = f n+1 g n , f n+1 e n v n+1 = f n+1 g n v n+1 = f n+1 v n+1 g n = v n+1 g n , and v * n+1 e n f n+1 = v * n+1 f n+1 g n = v * n+1 g n . Together with (6.18) these equalities yield E n+1 E n E n+1 = τ E n+1 g n .
In a similar way one checks equalities (6.10)-(6.13). Taking the adjoints in (6.13) we get (6.14).
