Abstract-One of the most interesting aspects of WSs is the possibility to combine them into Composite Web Services (CWSs). While Business Process Execution Language (BPEL) has emerged as the most popular language to orchestrate services, it introduces serious challenges with respect to the manageability of CWSs. This paper shows an approach to overcome these challenges with a model-aware execution of CWSs based on the Coloured Petri Nets(CPN) modeling language. Although the use of any mathematically grounded formalism enables verification of properties of CWSs, here it is used at runtime to guide the execution of the CWS. This paper presents the architecture and evaluation of using CPN as means for the model-aware execution, monitoring and runtime optimizations of CWSs. Compared to BPEL, the model-aware approach based on CPN significantly improves the performance.
I. INTRODUCTION
Within the Service Oriented Architecture (SOA), services are viewed as computational elements that expose functionality in a platform and organization independent manner. While the SOA can be achieved using different technologies, Web Services (WSs) are the most commonly used, due to the standardization efforts and the wide range of available tools/infrastructure (e.g. Apache Axis [1] ). With WSs it is also fairly easy to expose components (e.g. legacy systems) and aggregate them into Composite Web Services (CWSs). These services are used to accomplish more complex tasks, for example a business process. Since CWSs can aggregate atomic WSs and/or other CWSs they foster the development of service layers and the reuse of already existing functionalities.
As a result of introducing office automation systems in the late 70s, workflows became an active area of research and consequently there is no shortage of languages or concepts for encoding and/or executing CWS [2] . Within SOA, BPEL [3] is currently the most used workflow language since it offers a straightforward, imperative way to encode CWSs. However, monitoring the state of individual workflow instances and reacting to changes in the execution environment of long-lived workflows has emerged as a major obstacle in the deployment of BPEL workflows.
To overcome the shortcomings of BPEL this paper investigates the use of the Coloured Petri Nets (CPN) as a way for representing, executing and monitoring workflows. While approaches to use more formal encodings of workflows are not uncommon (for example in [4] , [5] , [6] , [7] ), this work differs in that it goes beyond proving or checking formal workflow properties. It focuses on the use of the model as a means to guide the execution of the workflow.
Using the model of a CWS at runtime enables optimization of its execution in the following ways:
-analyzing the impact of selecting different paths of executions and executing the optimal one, which offers the best performance in terms of its response time and reliability, -considering whether interactions with other services are optional, which enables omitting calls to the ones that are not responding but do not influence the overall execution of a CWS, -predicting future loads on other Web Services, which in turn allows to avoid their overloading. There are works in the area of optimization of CWSs (for example [8] , [9] , [10] , [11] ). However these works deal either with the selection of the optimal service or are not performed at runtime. The model-aware execution is thus a different solution, because here the optimization is done at runtime and is based on a global analysis of possible paths to execute.
The remainder of the paper is structured as follows. Section two presents the basic concepts of the CPN and is followed by a comparison of BPEL and the CPN. The modeling and analyzing CPN workflows is presented in section four, the next section presents the model-aware middleware. An empirical evaluation of using CPN is presented in section six. The paper concludes with a summary and outlook in section seven.
II. INTRODUCTION TO COLOURED PETRI NETS
The Coloured Petri Nets (which represent high level Petri Nets) formalism is a language for designing, modeling and implementing systems [12] . The CPN is both state and action oriented. States are represented with entities called places and actions with transitions.
A place in the CPN (graphically represented as an oval) is characterized by its name and type (also called color set) [12] . The name has no formal meaning, the type however is more important, since it determines the data stored in a place. During an execution of a net, places contain a number of tokens, each token is an element from the type of an appropriate place. The distribution of tokens in all places of a net identifies a state of a whole CPN, and is called a marking.
A transition in CPN (graphically represented as a rectangle) is responsible for moving tokens between places [12] . The specification of how many and which ones are moved, is defined in an arc expression for all incoming and outgoing arcs from the transition. In an arc expression, it is possible to have variables, thus in order to determine which tokens are moved, the variables must be bound to values. The transition is enabled if in each input place of the transitions there are at least tokens specified after evaluations of appropriate arc expressions. If a transition is enabled it is possible to fire it, and then tokens as are removed from input places and added to output places of the transition. A pair consisting of a transition and bindings for all variables is called a binding element [12] . Figure 1 shows an example of a CWS, which is modeled with the CPN language and its abstract BPEL specification (in ActiveBPEL Designer [13] ). This CWS calls two external WSs (W S1 and W S2) in a sequence, and assigns values to input parameters of those calls. In this case there is a direct mapping between activities in BPEL and transitions in the CPN model. The difference is in the way how faulty responses from calls to external WSs are treated. In the CPN model there is a transition to model a routine to deal with faults (as described in the following section), whereas in the BPEL specification it is an optional fault handler (not shown in the Figure 1) .
III. A COMPOSITE WEB SERVICE IN THE CPN AND BPEL
In this paper the CPN model of a CWS (similar to the one in Figure 1 ) is used to optimize its execution. This is achieved by monitoring and predicting at runtime states it is going to be in. This kind of monitoring is very difficult with BPEL, because it allows only to implement and execute CWSs. However with the CPN model it is possible to extract the knowledge about all states of a CWS, and to infer reachable states at every point of execution. This enables comparing at runtime possible paths of a successful execution of a CWS and selecting the optimal one.
The problem of how to obtain the CPN model from the BPEL specification is well researched. For example Hinz et al. [5] and Ouyang et al. [6] give the propositions of how to transform BPEL specifications into the Petri Nets model. They provide rules how to map activities in a BPEL into nets. Yang et al. [14] also present such rules, but target the CPN formalism.
The Petri Nets formalism is not the only possible way to specify formally a model of a CWS. The most popular approaches are with state transitions models [7] , finite automata [4] and process algebras [15] . The choice of the CPN was based on its ability to represent executable models of CWSs. Also by means of a state space analysis [16] states of a CPN model can be predicted, and timed version of the CPN [12] allows to plan executions.
IV. COLOURED PETRI NETS AND COMPOSITE WEB SERVICES
The Coloured Petri Nets (CPN) formalism is used to model Composite Web Services (CWSs), in way that enables their execution and analysis. The following sections present details of using the CPN to achieve these goals.
A. Modeling Composite Web Services
CWSs interact with other WSs, called external WSs, which are described in WSDL [17] . According to this description an external WS exposes its operations, which are invoked by a CWS, with a defined input and output messages. In the CPN each invocation is represented as a transition, for example in Figure 1 these are Invoke W S1 and Invoke W S2. The transition is then enhanced with:
-parameters (parts in a WSDL) of an input message, which are represented with a record color set that has named fields with appropriate types (in Figure 1 an input message of W S1 has two parts a1 and a2 that are of type integer), -output places to model different types of output: a correct response, no response at all and optional faults (as defined in a WSDL description) or (in Figure 1 for W S1 these are places OK W S1 or No W S1 to model a response or no response at all), -output transitions from the output places to model retrieving a correct response or handling faults or no response types of output (in Figure 1 for W S2 there are two such transitions createOutput W S2 and createDef ault, the first one get the response value and the second creates a default value if there is no response). A CWS may interact with a WS in either a synchronous (an invoke activity in BPEL [3] ) or asynchronous mode (receive and reply activities in BPEL). In the first mode a CWS sends a message and receives a response in one operation, in the second mode these operations are performed separately. To model a synchronous call there is one transition as defined above. For asynchronous interactions there are two transitions: send and receive. A transition for send operation has the same input place as in the synchronous mode, and for receive operation the same output places. In the CWS in Figure 1 calls to W S1 and W S2 are both synchronous ones.
Interactions with external WSs are not the only activities that CWSs can contain. The others are for example data manipulations or various control operations (for example if statements, while loops). All of these can be represented in the CPN. The examples of possible nets can be found in workflow patterns [18] .
B. Execution of Composite Web Services
In the approach presented in this paper an execution of a CWS is an execution of its CPN model, which means firing enabled transitions and moving tokens between places.
The execution of a CWS starts with a request to this CWS. The parameters of a request are mapped in the same way as input or output messages for calls. Therefore the type of Start place determines, what type of input parameters a CWS accepts. The presence of a token in the Start place means that there is a request to this CWS, and the value of the token specifies the values of parameters.
A CWS invokes operations of external WSs and this is executed in the CPN model by firing a transition that represents the particular invocation (in Figure 1 it means firing invoke W S1 or invoke W S2). The actual result of a call is represented with the binding of an output variable, which is a record with 2 fields: for a type of a response and its value (in Figure 1 this variable for a call to W S1 is outputW S1).
Finally, if all operations are finished, a CWS returns a result, which is either successful or not. The successful execution of a CWS is a marking with only one token and this token is in the End place. The unsuccessful execution is a marking from which the successful one is not reachable. The value of the token in the End place is also a value returned by the CWS, and the color of this place indicates the type of parameters in returned message.
C. Analyzing Composite Web Services
The CPN model of a CWS is the basis to infer its properties like different paths of executions or whether calls to external WSs are optional or compulsory. We achieve this goal by the state space analysis, which require constructing occurrence graphs for CWSs [16] . An occurrence graph has nodes for each possible marking (represents the state of a net), and arcs for binding elements, which lead from one marking (an arc's source) to another (an arc's target).
The state space analysis is a powerful tool, but it also introduces the state explosion problem. Occurrence graphs for CWSs, which are modeled as presented in the previous section, are big even for relatively small compositions. This is because all possible results of an interaction with an external WS represent additional nodes and arcs in an occurrence graph. The method used in this paper to deal with this problem [19] is based on the definition of equivalence classes for markings and binding elements [16] , which allows to explore only one path for each class. These classes are based on the equivalence relation ≈ WS for results of each interaction with external WSs. The results are equal if the further execution of a CWS is the same for them. More formally in the Definition 1 we define equivalence specification for markings (≈ M ) and bindings elements (≈ BE ). Definition 1. Given two markings M 1 , M 2 ∈ M and an equivalence relation on results from WS ≈ WS we have:
Given two bindings elements BE 1 , BE 2 ∈ BE and an equivalence relation ≈ WS we have:
where: According to the above definition, two markings are equivalent if they differ only for tokens in the same place and as specified by the equivalence relation. Two binding elements are equal if they differ for the same transition and the difference is specified by the equivalence. Figure 2 presents the occurrence graph with equivalence classes for the CWS presented in Figure 1 . For this CWS each call to an external WS has only one equivalence class. There are two possible paths to execute successfully CW S1: one with a call to W S2 and one without it (so this call is optional). There is also a path which returns a failure if there is no response from a call to W S1 (so this call is compulsory).
D. Timing analysis of Composite Web Services
Occurrence graphs allow to analyze possible paths to execute a CWS, but they are insufficient to compare such paths. Such comparison is required to select the path, which will be executed in the fastest way. In order to enable this selection, the concept of the timed CPN is used [16] . In the timed CPN each transition introduces a delay, and
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End →1'{ result=0 } each token carries additional property, which is a time value. The transition creates a time stamp for its output tokens, which adds the delay specified for the transition. An occurrence graph is constructed with time values for tokens. By comparing these values in markings that represent the successful execution, the path for which the time value is the lowest is chosen. In order to use the timed CPN we introduced a delay function, which maps its transition to the current delay value. This function is updated according to the monitoring data, which is presented in the following section.
V. THE MODEL-AWARE MIDDLEWARE
The model-aware middleware allows to execute, monitor and optimize execution of Composite Web Services (CWSs) modeled with the Coloured Petri Nets (CPN). The middleware is designed and implemented as a set of plugins to the BRITNeY tool [20] , which allows to embed code written in Java in the application that executes CPN (CPNTools [21] ). In this way we first model Composite Web Services (CWSs) in CPNTools, and then execute them in the middleware.
A. Monitoring execution of Composite Web Services
The selection of the optimal path to execute a CWS is based on its timed occurrence graph (as shown in Section 4.4). However to construct the graph the current time to fire each transition is necessary. Moreover to avoid interactions with not responding services, the information whether an external WSs is working must be also known. In the modelaware middleware the above data are gathered after firing each transition. If a transition is not a call to an external WS, then only average time to fire is required. If a transition is a call the type of output must be also stored.
In the model-aware middleware it is possible to have several instances (endpoints) of an external WS. For each instance there is maintained information about its state. A state of an instance consists of a status and response times for all operations. There are three types of a status: normal, overloaded and not responding. In the normal status response times for operations may change. If this change is sudden and big an external WS moves to the overloaded status for a predefined amount of time, in which it does not receive any requests. If an instance does not respond at all, this instance is marked as not responding and its operations are not used anymore.
B. Runtime optimization by planing
The model-aware middleware uses plans to guide the execution of a CWS. A plan is based on the currently optimal path in a timed occurrence graph and is represented as a list of binding elements to fire. To make CWSs more adaptive to changes their plans can change during the execution.
Planning means the construction of a current timed occurrence graph and the selection of a path in it, which consists of a list of binding elements. The selected path is the one that ends in a successful marking (see Section 4) and a token has the smallest time value compared to other successful paths. In order to construct a timed occurrence graph the following assumptions are made:
-since an actual response from an external WS is unknown, therefore if there is a working instance a correct output is assumed (for each equivalence class), -for each call to external WS the selected instance to call is the one that is working and has the smallest response time, -if a current status of all instances of an external WS is not working then the delay introduced by the transition that represents the call is assumed to be the the sum of all delays in a CWS -in this way a path which uses the not working WS is selected only if there is no other possible way. A path selected in a timed occurrence graph, which is a plan, consists of binding elements, but it is also enhanced with the expected time to fire the given transition. Because each execution in a middleware has its plan it is possible to predict future loads on instances of external WSs. These loads are analyzed and potential overloading can be detected. This happens if two requests to the same instance are going to occur in interval smaller than the overloading value. This value is the last interarrival time between requests stored when the instance has moved to the overloaded status. So if there are CWSs that will call this instance with this interarrival time, one of the calls is moved to another available instance or, if this is not possible and the call is optional it is omitted. In this way the middleware detects and avoids sending too many requests to external WSs.
C. Execution of CWSs in the middleware
The most important function of the model-aware middleware is the execution of a CWS. The abstract activities in this process are presented in Figure 3 . The execution of a CWS starts with a request to an appropriate CWS Agent. The agent prepares a valid plan to execute the CWS. Based on the plan, future loads on instances of external WSs are gathered and sent to the Reasoning Mechanism. It can then correct a load received from each CWS, for example it can change the instance to invoke. The plan is executed, and execution data stored. The CWS Agent monitors whether an execution is according to the plan, and the Reasoning Mechanism updates states of external WSs. In case of any changes (for example in a response time of an used instance) the CWS Agent prepares a new plan that is going to be executed. After the execution is finished the agent returns a response to the requestor.
VI. RESULTS
In order to evaluate the model-aware middleware two sets of experiments were performed (settings as shown in Tab. I).
In both settings there was used exponential distribution (λ = 0.5 request/s) of interarrival times for 100 requests. For each request to a CWS its response time and result (success or failure) were measured. The experiments were repeated for three types of an execution (all of them are modeled and executed in the CPN):
• model-aware -all reasoning and monitoring capabilities are used, • QoS-based -a responding instance of an external WS with the shortest average response time is chosen during each execution of a CWS, • BPEL-based -the same endpoint (chosen randomly) is used for all executions of a CWS. All external WS are deployed on separate machines using Axis 1.4 [1] .
The CPN model (for the sake of brevity some of the inscriptions are omitted) and the appropriate BPEL workflow (in ActiveBPEL Designer [13] ) for the first experiment are presented in Figure 1 . Figure 4 shows the response times for this CWS (the reliability is 100% for all three types of executions). At the beginning response times of the modelaware executions are higher. However after the increase in the service time of W S2 the model aware executions can omit some of the calls to this external WSs and therefore avoid overloading it. This is not possible in the other types of execution and their response times periodically are much higher. The CPN model of the CWS used in the second experiment is shown in Figure 5 (again some of the inscriptions are omitted). Figure 6 presents the response times and reliability (as the number of successful executions divided by number of all executions) of the CWS. For the modelaware execution, response times are constant. For the BPELbased, when the W S2 stops responding, response times differ depending which branch is executed, and this happens randomly. For the QoS-based execution W S2 is not called, since it does not work. What is important in this experiment is that the reliability for the model-aware execution is much higher. Because in this type of execution it is possible to predict that selecting the branch with the faulty external WS will cause a failure of the whole CWS. For the other types this is not possible, so their reliability decreases after the failure of W S2.
The above experiments show the possible improvements in the performance of CWSs in their response times or reliability. But at the same time they show that the modelaware execution of CWSs introduces the overhead required to construct occurrence graphs or find the best path. So this approach is very useful if in the model of a CWS there are alternatives of execution like different paths or optional calls. However this approach is not well suited for relatively simple CWSs.
VII. RELATED WORK
The verification of the CWSs implemented in BPEL with formal methods is proposed by Fu et al. [4] . In this work( [4] ) a BPEL implementation is translated into guarded automata, which is then transformed to a verification language. The same goal, CWSs verification, is achieved by Hinz et al. [5] and Ouyang et al. [6] , however they use Petri Nets. In both of these works a model of a CWS is used to infer undesirable properties of CWSs, like unreachable activities. In work of Yang et al. [14] the transformation of the BPEL implementation is done into the CPN.
Besides the verification of CWSs, formal models are used to integrate WSs into CWSs. Benatallah et al. [7] achieve this by capturing conversations of services, called business protocols represented with state machines. The concept of business protocols is then a basis to a modeldriven development of CWSs. Baïna et al. [22] describe a framework that develops a CWS, based on an external specification of WSs, which consists of mentioned business protocols.
The dynamic service selection is for example proposed by Benatallah et al. [8] in the middleware called SelfServ. It enables the runtime selection of a service within a service container, which gathers substitutable services. Another framework that enables optimizations of CWSs was implemented by Baresi et al. [9] . In their work they use a BPEL process specification, which is enhanced with rules that enable the dynamic service discovery or binding. The selection of a service is based on the criteria defined by a user. The different proposition is given by Chafle et al. [10] . In this work there are two stages of composition, which refer to functional (logical composition) and non-functional (physical composition) requirements of the desired CWS. In the first stage different workflow templates (abstract workflows) are constructed and then executable workflows are implemented At runtime one optimal executable workflow is selected. The optimization, with respect to QoS, of CWSs is presented by Fu et al. [11] . This solution enables finding replacement for services in case of their failures.
In the above works the optimization of CWSs do not rely on their models and are mostly restricted to actions defined during the implementation of CWSs. The modelaware middleware is different, since it relies on a model of a CWS and accordingly can react to changes in the environment of a CWS.
VIII. CONCLUSIONS AND FUTURE WORK
In this paper the concept of the model-aware execution of workflows is proposed as means to overcome limitations of the BPEL specification. To achieve this the Coloured Petri Nets formalism is used to model, execute and analyze Composite Web Services (CWSs). It is shown how with this formal method we can guide workflows executions based on states that each execution is in or is going to be in. The architecture and implementation of the model-aware middleware for CWSs is also presented. With the evaluation of the middleware it is demonstrated that the performance and reliability of CWSs is better than in the widely used BPEL specification of workflows.
While formal methods are already used in the context of CWSs (for example in [4] , [5] , [6] , [7] ), however they are used only for verification and integration purposes. This paper extends this concept by using the formal model to guide decisions at runtime. The model is used in the selection of the optimal way to execute a CWS, and therefore to improve its performance. The proposed approach is well suited for more complex scenarios and to avoid the execution of long running paths, which have faulty components.
The future work on the model-aware middleware focuses on two directions. The first one is to improve its capabilities of dynamic service selection by adding dynamic discovery of services with UDDI [23] . The second direction is to allow dynamic changes in a model of a CWS. For example if a path of a CWS is never selected for execution, it is removed and not considered in future optimizations.
