Fiber tracking from diffusion tensor images is an essential step in numerous clinical applications. There is a growing demand for an accurate and efficient framework to perform quantitative analysis of white matter fiber bundles. In this paper, we propose a robust framework for fiber clustering. This framework is composed of two parts: accessible fiber representation, and a statistically robust divergence measure for comparing fibers. Each fiber is represented using a Gaussian mixture model (GMM), which is the linear combination of Gaussian distributions. The dissimilarity between two fibers is measured using the total square loss function between their corresponding GMMs (which is statistically robust). Finally, we perform the hierarchical total Bregman soft clustering algorithm on the GMMs, yielding clustered fiber bundles. Further, our method is able to determine the number of clusters automatically. We present experimental results depicting favorable performance of our method on both synthetic and real data examples.
INTRODUCTION
Diffusion magnetic resonance imaging (dMRI) is a very popular technique that has been widely studied and reported in literature. It uses diffusion sensitizing gradients to noninvasively capture the anisotropic properties of tissue. Diffusion tensor imaging (DTI) approximates the diffusivity function by a symmetric positive definite tensor of order two [1] . DTI allows one to capture the diffusion direction of water molecules in the brain, associated with the direction of fiber tracts in the white matter. When this movement is hindered by membranes and macromolecules, water diffusion becomes anisotropic. Therefore, in highly structured tissues such as nerve fibers, this anisotropy can be used to characterize local tissue structure. Fiber tractography and fiber clustering are promising for many applications such as analyzing brain tumors, migraines, eclampsia and other disorders. All of these latter tasks will benefit from an accurate and robust fiber analysis technique.
However, accurate and efficient visualization of this large and complicated 3D fiber tract data set to gain clinical insight is extremely difficult. To tackle this problem, many fiber clustering methods have been proposed recently, e.g., the tracts have been successfully clustered into bundles using spectral clustering [2, 3] , normalized cuts [4] , agglomerative hierarchical clustering [5] , fuzzy c-means [6] , k-nearest neighbors [7] . For fiber representation, typical methods represent a fiber using a set of points [8, 9, 7] , shapes [10, 11, 12] , splines [13] , geometric characteristics of fibers (e.g. length, center of mass, and second order moment) [14] and so on. For fiber comparison, the difference among fibers is quantified using different metrics including closest point distance, chamfer distance, Hausdorff distance, and their symmetric versions [15, 11, 9, 13, 16, 8] .
In this paper, we propose a novel method for fiber clustering. The novelty lies in three parts. First, we present an easy to access fiber representation method. Second, we present a robust and efficient divergence measure to measure the dissimilarity between fibers. Finally, we present a hierarchical clustering framework which is not only robust, but also can automatically determine the number of clusters. To be specific, we use Gaussian mixture model (GMM) to represent each fiber. This GMM is calculated based on the points lying on the fiber. Note that earlier work in literature [17] reported a Gaussian process representation but not a GMM representation of the fibers. After getting the GMM for each fiber, the dissimilarity between two fibers is computed using the total square loss (tSL) between their corresponding GMMs. tSL belongs to the class of total Bregman divergences (tBD), which was proposed recently [18] . tBD has been proved to be a statistically robust divergence measure. This divergence measure is based on the orthogonal distance between the convex generating function of the divergence and its tangent approximation at the second argument of the divergence. For more details, we refer readers to [18] . Finally, the tBD hierar-chical soft clustering algorithm is performed on GMMs. The clustering yields a grouping of the fiber bundles. The obvious benefit of using this clustering algorithm is that it is very efficient because the cluster center for a set of GMMs is in closed form. Furthermore, the number of clusters can be automatically detected. The entire framework is explained at length in Section 2.
The rest of the paper is organized as follows. In Section 2, we introduce our proposed method, followed by the empirical validation in Section 3. Finally we conclude in Section 4.
PROPOSED METHOD
In this part, we will first introduce the GMM representation method for fibers, and then we will present the tBD soft clustering algorithm for fiber clustering. Finally, we describe how our method can automatically determine the number of clusters.
Fiber representation
Suppose the set of points on a fiber F are denoted by
, where |F| denotes the number of points on the fiber F. A fiber F is characterized by a blurred indicator function I F (f ), which is modeled by a Gaussian process as in [17] , and
The maximal level-set of this indicator function corresponds to the fiber F [17] . In this paper, we represent the fiber F as a GMM, which is consistent with the above definitions,
The dissimilarity between two fibers F 1 and F 2 is computed using the total square loss (tSL) defined in [18] and reproduced below for convenience. Given two GMMs p 1 and p 2 ,
where x ∈ R n , m is the number of Gaussian components, and a i is the coefficient for the ith component. The tSL between p 1 and p 2 is
where
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The tSL between two GMMs only depends on the means and covariance matrices of the Gaussian components, and is very efficient to compute. Given a set of fibers and their corresponding GMMs, their center (average or representative) is defined through the following minimization,
The solution to this minimization can be written in closed form as,p
This closed form solution leads to fast computations in our clustering algorithm described below.
Hierarchical soft clustering
A hierarchical divisive clustering process is performed using the tBD soft clustering algorithm proposed in [19] , which is presented here in the Algorithm block 1 for readers' convenience.
Let l denote the level of clustering. The original (entire) dataset is at level l = 0. We first split the whole dataset into two clusters, which are at level l = 1. Then from the level l = 1 clusters, we choose the cluster with largest maximum divergence from the cluster center, and split this cluster into two clusters. These two clusters along with the level l = 1 clusters, except the split cluster, will form the clusters at the l = l + 1 level. The above process is repeated on the new l level clusters.
Choosing the Number of Clusters
We define the effort "e" of splitting a cluster C into A and B as
Algorithm 1 Total Bregman Soft Clustering Algorithm
Input: The data to be clustered
, and the number of clusters c. Output: M = {m j } j=1 and Q = {q j } j=1 , m j is the cluster center for the j th cluster with probability q j . Initialization: Randomly choose c elements from X as M and set Q to the uniform probability. repeat {assign x i to clusters}
end for end for {update cluster centers} for j = 1 to c do
The change of the results between two consecutive iterations is below some threshold.
wherep C ,p A andp B are the centers of the sets C, A and B as defined in (11) . |A| represents the number of fibers in A. Note that the higher the value of this effort, the better the splitting, since the effort is the amount of reduction in the average dissimilarity between the center and the members of the set in the original cluster C.
The number of clusters is determined in the following way. First, we perform hierarchical clustering for a known number of times, K. Compute the effort {e i } K i=1 . Then for each k ∈ {2, · · · , K}, we use total least squares fitting to fit a linear function to the computed efforts
respectively. Let's denote the total fitting error as k . Then the number of optimal clusters will be k * = arg min k k , k = 1, · · · , K. This is illustrated in Fig. 1 . In this paper, we stop the splitting process when the number of clusters reaches √ N , i.e., K = N . This number was chosen heuristically.
EXPERIMENTAL RESULTS
We evaluated our method on both synthetic and real datasets. We first generate a 160 × 160 × 160 diffusion tensor field and the principle eigenvectors of the DTI are shown in Fig. 2(a) . This data was generated such that the eigenvectors of the diffusion tensors group into 5 different fiber clusters which provides the ground truth for our clustering method. The tractography was performed using Slicer, and the streamline tractography was implemented by seeding in sub-voxel resolution by taking every voxel with fractional anisotropy higher than 0.1, with the stopping track curvature 0.8, and in- To evaluate our method on the real dataset, we used the human brain DWI dataset (93 × 116 × 93) provided by Alfred Anwander of the Max Planck Institute for Human Neuroscience [20] . The DWIs were acquired with a whole-body 3 Tesla Magnetom TRIO operating at 3T (Siemens Medical Solution) equipped with an 8-channel head array coil. The twice-refocused spin-echo EPI sequence (TR = 12 s, TE = 100 ms) consists of 60 diffusion gradients with a b-value of 1000s/mm 2 . The DTI image was computed using non-local means variational framework [21] . The tractography was implemented by seeding in sub-voxel resolution by taking every voxel with fractional anisotropy higher than 0.1, with the stopping track curvature 0.8, integration step length 0.5mm. The minimum length is 10mm, and maximum length is 800mm. In total, 611 fiber tracts were obtained. The fibers are shown in Fig. 3(a) . The initial centers are shown in Fig.  3(b) . The final clustering fiber bundles along with the final centers are shown in Fig. 3(c)(d) .
(a) (b) (c) (d) Fig. 3 . The fibers from the tractography process are shown in Fig. 3(a) . The initial centers are shown in Fig. 3(b) . The final clustering fiber bundles along with the final centers are shown in Fig. 3(c)(d) .
CONCLUSIONS
In this paper, we proposed an unsupervised fiber clustering framework that can automatically determine the number of clusters. We use a Gaussian mixture model (GMM) to represent a fiber, and the dissimilarity between two fibers is defined using the total square loss between the corresponding GMMs. We use total Bregman soft clustering algorithm to cluster the fibers into different clusters, and each cluster corresponds to a fiber bundle. The number of clusters is determined according to the total least squares fitting error in the clustering effort defined earlier in (12) . The proposed method has been evaluated favorably on both synthetic and real datasets.
