A fuel-optimal trans-Earth trajectory design for manned lunar missions is presented. The gravitational effects of the Moon, Earth, and Sun constitute a 4-body problem. Imposing maximum thrust, fuel budget, and flight time as design constraints, we formulate a nonlinear constrained fuel-optimal control problem to obtain an optimal trajectory from a low lunar parking orbit to an Earth interface condition. The resulting optimal control problem is solved using Legendre pseudospectral method. An anti-aliasing method based on Bellman's principle of optimality is employed to test and improve the accuracy of the solution. All results are developed and obtained using the software package DIDO c .
I. Introduction
Optimal design of Earth-to-Moon transfer trajectories has been a popular topic in the aerospace field since the 1960s; see, for example, Lagerstrom et al. 1 and the references in Miele et al. 2 Low-thrust transfers using a powerlimited spacecraft are presented in Golan et al. 3 and Guelman. 4 Trajectory design with a constant-thrust electric propulsion system has been studied by Kluever, Pierson, and Chang, [5] [6] [7] [8] [9] [10] and Enright, Herman, and Conway. 11, 12 More recent work can be found in Betts et al., 13 and Yagasaki. 14 Except for the work by Miele et al. 2 where round trip trajectories between the Moon and the Earth are considered, all these works deal with the translunar trajectory from the Earth.
In terms of design methodology, studies on developing control strategies for interlunar or interplanetary trajectories mainly fall into two categories. One is to compute a sequence of impulsive control maneuvers from an initial orbit to a V ∞ vector, which ultimately carries the spacecraft to a desired target condition around the Moon or other planets. 15 The magnitude and number of impulsive burns depends on the fuel budget and the geometry between initial and target conditions. Because the practical implementation of these impulses is a finite burn, the problem is re-solved and re-optimized as a finite burn profile. The other approach is to develop a trajectory from the initial orbit to a target condition around the Moon or other planets without resorting to the V ∞ concept. This approach has recently received much attention in the context of continuous low-thrust trajectory design methods. 3-5, 7, 9, 11, 12, 16, 17 Such problems are challenging due to their non-convex structure, non-smooth control logic, and scaling issues arising in different phases of the trajectory.
In this paper, we develop a trans-Earth trajectory from the Moon that is specifically designed for future manned lunar missions. 15 Recognizing that both time of flight and fuel consumption are critical factors for manned missions, we aim to develop a readily implementable control strategy for the trans-Earth trajectory that minimizes fuel consumption under practical and operational flight constraints. More specifically, we design a sequence of finite burn maneuvers which transfers the spacecraft from a low lunar parking orbit to a specified V ∞ vector that is designed to target a specific Earth interface condition.
The trajectory design is formulated as a constrained nonlinear optimal control problem. To this end, we first derive equations of motion for the restricted 4-body problem including the Sun, the Earth, and the Moon's gravitational fields. The dynamics is represented in a Moon-centered translating (but not rotating) cartesian coordinate frame aligned with J2000 inertial frame. Orbital motions of the Sun and the Earth with respect to the Moon are taken from actual ephemerides data. Based on these equations of motion and other design requirements, we formulate a time-bounded fuel-optimal control problem, which is nonlinear and non-autonomous (i.e. time varying).
To solve the resulting optimal control problem, we adopt the Legendre pseudospectral (PS) method implemented in DIDO c . 18 Over the last decade, PS methods for optimal control have moved rapidly from theory to practice to flight application. The recent application of PS optimal control onboard the International Space Station 19 marks one of the many milestones in its recent developments. Thanks to the popularity of software packages such as OTIS 20 and DIDO c , PS methods are used quite routinely within the aerospace community. To further improve the computational efficiency and accuracy, we implement an anti-aliasing technique 21 based on Bellman's principle of optimality.
II. Problem Formulation

II.A. Equations of Motion
To solve the proposed Moon-Earth trajectory design problem, we start with the equations of motion to develop a directly implementable high accuracy control profile for trans-Earth injection (TEI) maneuvers from the Moon. Even a seemingly reasonable simplification, without proper justification whether by theory or numerical verification, could cause a tremendous error at the terminal stage which may not be correctable for by relatively small trajectory correction maneuvers (TCMs) during coasting stage. In order to design readily implementable TEI maneuvers and to minimize TCMs, it is crucial to include the effective astronomical bodies and to model their motions and gravity forces precisely.
Here we consider the Sun, the Moon, and the Earth as point masses, and derive the equations of motion in the J2000 Moon-centered translating frame. That is, the origin of the frame is attached to and moves with the Moon, but the axes orientations are fixed to the direction of the J2000 inertial frame. The relative motions of the Earth and the Sun with respect to the Moon are not assumed to be circular, but are incorporated by their respective ephemerides data obtained from the Jet Propulsion Laboratory's HORIZONS website.
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Let the position of the spacecraft with respect to a reference point O be represented by r P/O . Then,
where r M/O is the position of the Moon with respect to a reference point O and r P/M is the position of the spacecraft with respect to the Moon. Without loss of generality, we choose the reference point to be the instantaneous center of the Moon. Differentiating (1) with respect to the inertial frame leads to
Here d/dt and M d/dt are time derivative operators with respect to the inertial frame and the Moon-centered translating (not rotating) frame respectively, v M is the velocity of the Moon with respect to the inertial frame, and ω M/I = 0 is the angular velocity of the Moon-centered frame with respect to the inertial frame.
Differentiating (2) with respect to the inertial frame and following a similar procedure as above, we obtain the following relation:
where a P is the acceleration vector of a spacecraft with respect to the inertial frame, a M is the acceleration vector of the Moon with respect to the inertial frame, and M a P is the acceleration vector of a spacecraft with respect to the Moon-centered translating frame.
The system dynamics derived from the Newton's second law in vector form can be stated as follows:
where m is the mass of the spacecraft, F is the thrust vector of the spacecraft, and G M , G E , and G S are the gravity vectors due to the Moon, the Earth, and the Sun, respectively. Introducing (3) into (4) leads to
We now define the components of each vector above as follows:
Here φ u ∈ [−π/2, +π/2] and θ u ∈ [0, 2π] are azimuthal and horizontal control angles defined in the spherical coordinate system. Finally introducing (6) into (5) and rewriting in state space form yieldṡ
are the velocity components of the spacecraft with respect to the Moon-centered frame (
are the gravitational parameters of the Moon, the Earth, and the Sun, respectively, (x E , y E , z E ) and (x S , y S , z S ) are position components of the Earth and the Sun with respect to the instantaneous center of the Moon, respectively, and (r M , r E , r S ) are the distances of the spacecraft from the Moon, the Earth, and the Sun, respectively, which can be expressed as
II.B. Ephemerides
For the ephemerides, t → (x E , y E , z E ) and t → (x S , y S , z S ), we first import sampled data in 2-minute intervals for a given operational time span from HORIZONS, 22 and conduct a Lagrange interpolation over a Chebyshev grid to re-define those data as functions of time. This process avoids the well-known Runge phenomenon in interpolating data. For the lunar acceleration
T , we import the sampled lunar velocity in the inertial frame from HORIZONS, derive it as a function of time using Chebyshev interpolation, and then differentiate with respect to time. A 12 degree Chebyshev approximation is used for evaluating (x E , y E , z E )(t), and 20 degree approximations are used for evaluating (x S , y S , z S )(t) and 
II.C. Boundary Conditions
The initial epoch is given as April 4, 2024 15 : 30 : 00TDT. The initial condition is given in the J2000 Moon-centered inertial frame and represents a 100km-altitude corresponding to a low lunar circular orbit:
The terminal condition is given in the J2000 Earth-centered inertial frame and represents an Earth interface condition at 130km altitude: 
We have chosen the following V ∞ vector represented in the J2000 Moon-centered inertial frame, as a trade-off between fuel-saving efforts and operational time span constraints: Figure 2 shows the propagated trajectory from the above V ∞ vector to the Earth interface (EI) condition (9) in approximately 4 days, where the terminal errors are less than 30km, 0.05km/sec. It is critical to include solar gravitational effect and to consider orbital eccentricity of the Earth/Sun with respect to the Moon, without which the propagated trajectory leads to a completely divergent one (terminal distance offset around 40, 000km!). 
II.D. Rocket Specification and Other Design Requirements
The rocket we consider in this paper has the following specification:
• Total mass is m 0 = 20, 340kg and total fuel mass is m f uel = 6, 800kg.
• Maximum engine thrust is f max = 33.3617kN .
• Specific impulse is I sp = 326sec, and the effective exhaust velocity is v e = I sp g 0 = 3.2046km/sec where g 0 = 0.00983km/sec 2 is the gravitational acceleration at the Earth sea level.
Other design considerations are listed as follows:
• The first control burn should occur within the first few hours.
• All control burns should occur within 2 days.
• Total flight time should be less than 6 days.
II.E. Time-Bounded Fuel-Optimal Control Problem
Taking into account previously derived equations of motion and various constrains, we now formulate a time-bounded fuel-optimal control problem for designing trans-Earth trajectories from the Moon.
Problem II.1 Minimize
subject to the equations of motion (7) . The initial epoch April 4, 2024 15 : 30 : 00TDT is reset to be t 0 = 0 for simplicity, and the terminal time is constrained by t f ≤ t f max = 2days. The initial conditions are given as (8) along with m 0 = 20, 340kg, and the terminal conditions are given as (10) . The thrust magnitude is bounded by
III. A Quick Introduction on Pseudospectral Methods
In order to solve the optimal control problem II.1, we employ the Legendre pseudospectral (PS) method. [23] [24] [25] [26] [27] [28] [29] The core idea is to use Lagrange polynomials to globally interpolate the state and control functions at the Legendre-GaussLobatto (LGL) points. The optimal control problem is discretized by using the same LGL nodes to form a finite dimensional optimization problem, which is then solved by a spectral algorithm. 30 Suppose we consider a general optimal control problem of the following form:
Problem B: Determine the state-control function pair t → (x, u) ∈ R N x × R N u and final time t f that minimize the cost functional
boundary conditions
and path constraints
The basic idea is to approximate x(t) by N -th order Lagrange polynomials x N (t) based on the interpolation at the shifted LGL quadrature nodes: The derivative of the i-th state x i (t) at the LGL node t k can be approximated bẏ
The differential equation is approximated by the following nonlinear algebraic inequalities
where δ > 0 is a small number representing the feasibility tolerance. The notation(·) is used to denote discretized variables. Note that the subscript inx k denotes an evaluation of the approximate state x N (t) ∈ R N x at the node t k , whereas x k (t) denotes the k-th component of the exact state. The endpoint conditions and constraints are approximated in a similar fashion:
is approximated by the Gauss-Lobatto integration rule:
where
Thus, the optimal control Problem B is approximated by the discretized optimization problem:
, and t N ∈ T that minimize the cost function (13), subject to constraints (11) and (12) .
The theoretical analysis in Gong et al. 28 shows the well-posedness of pseudospectral discretization, which preserves the feasibility of the original continuous Problem B and is a consistent approximation.
31
IV. Computational Issues
IV.A. Scaling and Balancing
The previously developed equations of motion should be properly scaled for computational efficiency as well as global convergence. 32 In general, proper scaling factors are not easy to define, as they depend on many factors such as types and values of boundary conditions, maximum thrust magnitude, operational time span, etc. Thus, we define a set of generalized scaling factors for states (x, y, z, v x , v y , v z , m), controls (f, φ u , θ u ), and a parameter (v e ) as follows:
Here d is the mean distance between the Earth and the Moon, ω = (µ E + µ M )/d 3 is the mean angular velocity of the Moon-Earth system, m 0 is the initial mass of the spacecraft, and a 1 · · · a 11 are the design coefficients which should be determined according to a specific numerical problem. Defining the scaled variables and parameters as
and introducing these variables into the equations of motion (7) results in the following scaled equations of motion:
Note that the bar sign (·) is removed from scaled variables and parameters for notational simplicity.
IV.B. Anti-Aliasing Method Based On Bellman's Principle of Optimality
Once the discretized optimization Problem B N is solved, the solution must be verified for feasibility even before testing for optimality. 33 Feasibility here means the satisfaction of the continuous-time dynamics, boundary conditions and various control/path constrains. Feasibility can be verified by propagating the system dynamics with interpolated discrete control profile. The control profile obtained for Problem B is composed of mixed high/low frequency signals; it has a finite number of narrow spike (high frequency signal) regions largely surrounded by zero thrust (low frequency signal) regions. If the high frequency signal were noise, then we would simply use a high pass filter to resolve the problem; however, in our problem, those high frequency regions are sections of control profiles which must be determined as precisely as possible.
To capture the high-frequency component of the control profile, a straightforward solution is to increase the number of nodes used in the discretization. However, for our problem, this could cause a tremendous wastage of grids as well as running time, since the control profile is expected to be composed of isolated narrow high frequency regions surrounded by dominant zero signal regions. Instead of using a very fine mesh, we adopt the anti-aliasing technique detailed in Ross et al. 21 with theoretical justifications. Here we only provide a summary of this method:
1. Solve the optimization problem for a reasonably low number of nodes n. This generates a discrete time solution
Partition the time interval
n , which are not uniformly spaced.
3. Propagate the system dynamics from t 0 to t 1 using x 0 as the initial condition and any method of continuous-time reconstruction of the controls, u
4. Set x 0 = x 1 (t 1 ) and t 0 = t 1 and go to Step 1.
5. The algorithm stops at the N B -th sequence when the final conditions are met. The candidate optimal trajectory and control is given by the Bellman chain:
Recalling that the control profile of the solution to Problem II.1 is expected to be of a finite number of local spikes, we can see that this anti-aliasing method is a compatible combination with the Legendre PS method to solve the problem. Note that the general grid distribution of PS method is dense at boundaries and sparse in the middle. Once we obtain a reasonable low node solution to identify the region of non-zero controls, we can efficiently partition the Bellman segments with ease such that the dense boundary can be located around high frequency regions.
IV.C. Software Package DIDO c
All numerical optimizations for solving Problem II.1 are performed with DIDO c , a Matlab -based user-friendly package for solving optimal control problems. 18 Once we provide such essential data as the system dynamics, boundary conditions, control bounds, path constraints, etc, in its original form, DIDO c implements a version of the spectral algorithm 30 to generate a candidate optimal trajectory and control. DIDO c also generates the costates and Hamiltonian trajectory by way of the Covector Mapping Theorem. 28, 29 This feature of PS methods provides an easy way to verify and validate the computed solution by applying Pontryagin's Minimum Principle as a necessary condition and not as a problem solving tool. No guess is required to run DIDO c . See Ross et al. 32 for details.
V. Results and Discussion
Our strategy for obtaining a precise optimal trajectory can be summarized as follows:
• A 150 node solution is obtained using the standard approach.
• Observing that our candidate solution is composed of 3 finite burn segments separated by 2 null thrust segments, we construct an anti-aliasing method composed of 5 Bellman chains.
• The whole optimization process used 449-nodes in total to obtain a feasible trajectory within our tolerance criterion of O(1km, 1 × 10 −3 km/sec) for position and velocity at the target V ∞ vector.
Figures 3-5 show the optimized state trajectories from the initial condition (8) to the specified V ∞ (10), along with the associated costate trajectories developed by DIDO c using the Covector Mapping Theorem. The time axes for the costate trajectories are in a scaled non-dimensional unit. Note that DIDO generates these trajectories without any initial guesses. Figure 6 shows the optimized state trajectories in 3-dimensional format and 2-dimensional cross sections. The dotted and solid lines, which are overlapped with one another, represent the state trajectories from DIDO c , and the propagated trajectories with interpolated controls, respectively. The position and velocity errors are 1.3810 × 10 −1 km and 4.4050 × 10 −5 km/sec at the V ∞ vector, respectively, which ultimately delivers the spacecraft to the Earth interface (EI) conditions defined in (9) with less than 30km and 0.05km/sec error. The overall fuel consumption is 6, 734kg, which is below our design specification of 6, 800kg.
The circled marks along the trajectories show the burn intervals. Qualitatively, the first burn is used to increase the orbital radius as an effort to minimize fuel consumption as well as to incline the orbit to nearly 90-degrees; the second burn, which has relatively short duration compared with other burns, are mainly used to redirect the spacecraft toward the specified V ∞ vector; the third burn is used to match the V ∞ vector at the target point. This is in contrast to the classical intuitive 3-impulsive burn strategy, where the first and second burn are somewhat separately responsible for increasing the orbital radius and inclining the orbital plane, respectively.
VI. Conclusions
We have used a guess-free trajectory optimization method to design a time-bounded fuel-optimal trans-Earth trajectory from the Moon. The guess-free approach supports an operational implementation for rapid trajectory design.
The Legendre pseudospectral method in conjunction with the anti-aliasing technique based on Bellman's principle of optimality has been incorporated to generate a high-accuracy solution while saving computation time. The designed trajectory is feasible and satisfies the Pontryagin necessary conditions for optimality. 
