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Abstract
This paper examines systems of poly-harmonic equations of the Hardy–
Sobolev type and the closely related weighted systems of integral equations
involving Riesz potentials. Namely, it is shown that the two systems are equiv-
alent under some appropriate conditions. Then a sharp criterion for the exis-
tence and non-existence of positive solutions is determined for both differential
and integral versions of a Hardy–Sobolev type system with variable coefficients.
In the constant coefficient case, Liouville type theorems for positive radial so-
lutions are also established using radial decay estimates and Pohozaev type
identities in integral form.
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1 Introduction and the main results
In this paper, we examine weighted systems of integral equations involving Riesz potentials
of the form
ui(x) =
∫
Rn
1
|x− y|n−α|y|σi
fi(y, u1(y), u2(y), . . . , uL(y)) dy, i = 1, 2, . . . , L, (1.1)
where n ≥ 3, x ∈ Rn, α ∈ (0, n), σi ∈ [0, α) and fi is smooth with respect to its variables.
System (1.1) is closely related to the system of pseudo-differential equations involving frac-
tional Laplacians
(−∆)α/2ui = |x|
−σifi(x, u1, u2, . . . , uL) in R
n\{0}, (1.2)
∗email: villavert@math.ou.edu
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and we shall determine the suitable conditions in which the two systems are equivalent. One
reason for examining this general family of systems is to establish and extend results for the
system of integral equations of the Hardy–Sobolev type with variable coefficients,

u(x) = c1(x)
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy,
v(x) = c2(x)
∫
Rn
u(y)p
|x− y|n−α|y|σ2
dy,
(1.3)
including its corresponding system of differential equations

(−∆)α/2u(x) = c1(x)
v(x)q
|x|σ1
in Rn\{0},
(−∆)α/2v(x) = c2(x)
u(x)p
|x|σ2
in Rn\{0}.
(1.4)
Here the variable coefficients c1(x) and c2(x) are taken to be double bounded functions where
a function c(x) is said to be double bounded if there exists a C > 0 such that 1/C ≤ c(x) ≤ C
for all x ∈ Rn. In particular, we establish an optimal or sharp criterion for the existence
and non-existence of positive solutions for the integral system (1.3), thereby obtaining an
analogous sharp existence result for the differential system (1.4). Our pursuits are inspired
by the classical result which states that the scalar equation
−∆u(x) = u(x)p, x ∈ Rn (1.5)
admits positive classical solutions whenever p ≥ n+2n−2 but has no positive solutions if p ∈
(1, n+2n−2 ) (see [2, 16, 17]). Basically, this asserts that the exponent p =
n+2
n−2 is the divid-
ing number that provides a sharp criterion for distinguishing between the existence and
non-existence of solutions. Also, the qualitative analysis of such elliptic problems has many
applications. The classification of solutions for (1.5) has provided an important ingredient
in the study of the Yamabe problem and the prescribing scalar curvature problem. In the
critical case p = n+2n−2 , Gidas, Ni and Nirenberg [15] proved the radial symmetry and mono-
tonicity of positive solutions for (1.5) under the additional decay assumption u = O(|x|2−n).
In [2], Caffarelli, Gidas and Spruck removed this decay assumption and proved the same
result. Chen and Li [8] and Li [22] later provided simplified proofs of these results using the
method of moving planes and the Kelvin transform. We also mention that the significance
of the Hardy–Sobolev systems lies in the fact that they serve as the “blow-up” equations
for many related nonlinear systems of partial differential equations (PDEs). Namely, results
on the non-existence of positive entire solutions, often called Liouville type theorems, are
essential in deriving a priori estimates and asymptotic and regularity properties of solutions
for a large class of nonlinear elliptic equations.
Let us discuss some other notable examples within the family of Hardy–Sobolev type
systems. If α = 2, σi ∈ R and c1, c2 ≡ 1, then system (1.4) reduces to the He´non–Lane–
Emden equations, which provides a model for rotating stellar clusters in astrophysics [19]
(see also [5, 29, 30] and the references therein). In the case where α ∈ (0, n), σ1, σ2 = 0 and
c1, c2 ≡ 1, system (1.3) becomes the well-known Hardy–Littlewood–Sobolev (HLS) system

u(x) =
∫
Rn
v(y)q
|x− y|n−α
dy,
v(x) =
∫
Rn
u(y)p
|x− y|n−α
dy,
(1.6)
2
which arises as the Euler–Lagrange equations for a functional related to the fundamental
Hardy–Littlewood–Sobolev inequality (see [18, 24, 34]). Its corresponding system of psuedo-
differential equations is the Lane–Emden type HLS system{
(−∆)α/2u(x) = v(x)q in Rn,
(−∆)α/2v(x) = u(x)p in Rn.
(1.7)
If α ∈ (0, n) the critical Sobolev hyperbola, h(p, q) := 11+q +
1
1+p =
n−α
n , is known to play a
key role in the existence criteria for the unweighted HLS systems. More precisely, the HLS
conjecture [4] states that (1.6) admits no positive classical solution under the subcritical
case h(p, q) > n−αn . Even in the case where α = 2, the conjecture, better known as the
Lane–Emden conjecture, remains a long-standing open problem; however, partial results
are known. For instance, the Lane–Emden conjecture has been verified for radial solutions
(see [28]; see also [4, 26] for when α > 2), for dimensions n ≤ 4 (see [31, 32, 33]), and for
n ≥ 5 but for certain regions below the Sobolev hyperbola (see [1, 14, 28, 33]). On the other
hand, the existence of positive solutions in the critical case h(p, q) = n−αn follows from a
variational argument used in finding the best constant in the HLS inequality [24]. In the
non-subcritical case where α is an even integer, the authors in [23] and [25] obtained the
existence of positive solutions for the poly-harmonic HLS system (1.7). In [35], the author
also obtained existence results for the weighted system (1.4).
In the scalar case where u ≡ v, p = q, σ1 = σ2 = σ and c1, c2 ≡ 1, system (1.3) reduces
to the weighted integral equation
u(x) =
∫
Rn
u(y)p
|x− y|n−α|y|σ
dy. (1.8)
When α = 2 and p = n+α−2σn−α , this equation is closely related to the Euler–Lagrange
equation for the extremal functions of the classical Hardy–Sobolev inequality (see [3, 6]).
In the unweighted case i.e. σ = 0, the Liouville type properties and the classification of
positive solutions for (1.8) and its corresponding differential equation,
(−∆)α/2u(x) = u(x)p, x ∈ Rn, (1.9)
was established in [10]–[12], thus extending the aforementioned classical results for equation
(1.5). For instance, it was shown that every positive regular solution of the equation with
the critical exponent p = n+αn−α assumes the form
u(x) = cn
(
λ
λ2 + |x− x0|2
)n−α
2
for some positive constants cn and λ. We remark that the methods developed in the frame-
work of integral equations have encouraged our studies here since they provide a generaliza-
tion of the differential systems and generate novel ideas and alternative methods, perhaps
leading to new and interesting directions for other related problems.
We are now ready to state our main results, but prior to doing so, let us first specify the
assumptions we place on our general systems. Hereafter, we impose the following conditions
on both systems (1.1) and (1.2): Let u = (u1, u2, . . . , uL) be a positive solution of either
system and suppose fi(x, u) > 0 and fi(x, 0) = 0 for x ∈ R
n and i = 1, 2, . . . , L. Then we
assume that there exist pi > 1, σ ∈ [0, α) and a positive constant C such that
L∑
i=1
|x|−σifi(x, u1, u2, . . . , uL) ≥ C|x|
−σ
L∑
i=1
ui(x)
pi for x 6= 0. (1.10)
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The main results of this paper are organized in the following theorems and corollary,
the first of which concerns the equivalence between the system of integral equations and the
system of differential equations.
Theorem 1. Let α = 2k be an even integer. Then the system of integral equations (1.1)
and the system of differential equations (1.2) are equivalent. That is, every positive solution
of (1.1), multiplied by a suitable constant if necessary, is a positive solution of (1.2), and
vice versa.
Remark 1. When we refer here to positive solutions of either the integral system (1.1) or
the differential system (1.2), we mean classical solutions u = (u1, u2, . . . , uL), whose positive
components belong in C2k(Rn\{0}) ∩ C(Rn), satisfying the system pointwise except at the
origin.
The next theorem establishes the necessary and sufficient conditions for the existence of
positive solutions to the Hardy–Sobolev type system for some double bounded coefficients.
Theorem 2. Let p, q > 0 and σ1, σ2 ∈ [0, α). Then the system of integral equations (1.3)
admits a positive solution (u, v) for some double bounded functions c1(x) and c2(x) if and
only if pq > 1 and
max
{
α(q + 1)− (σ1 + σ2q)
pq − 1
,
α(p+ 1)− (σ2 + σ1p)
pq − 1
}
< n− α. (1.11)
Theorems 1 and 2 imply the following.
Corollary 1. Let α = 2k be an even integer, p, q > 1 and σ1, σ2 ∈ [0, α). Then the sys-
tem of differential equations (1.4) admits a positive solution (u, v) for some double bounded
functions c1(x) and c2(x) if and only if
max
{
2k(q + 1)− (σ1 + σ2q)
pq − 1
,
2k(p+ 1)− (σ2 + σ1p)
pq − 1
}
< n− 2k.
Of course, these results hold for the scalar integral equation and its corresponding
differential equation as well and we state them here for completeness sake. The following
theorem, however, is essentially contained in [20].
Theorem 3. Let p > 0 and σ ∈ [0, α). Then there hold the following.
(i) The integral equation,
u(x) = c(x)
∫
Rn
u(y)p
|x− y|n−α|y|σ
dy,
admits a positive solution u for some double bounded function c(x) if and only if
p > n−σn−α .
(ii) Let p > 1 and α = 2k be an even integer. Then the poly-harmonic equation,
(−∆)ku(x) = c(x)
u(x)p
|x|σ
in Rn\{0},
admits a positive solution u for some double bounded function c(x) if and only if
p > n−σn−2k .
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The remaining two results are Liouville type theorems concerning radially symmetric,
decreasing solutions for Hardy–Sobolev type systems with constant coefficients. Here, the
radial solutions are understood to belong to C⌊α⌋(Rn\{0})∩C(Rn) where ⌊ · ⌋ is the greatest
integer function. In view of the equivalence between the differential and integral equations,
these theorems include the non-existence results for the unweighted Lane–Emden type dif-
ferential system (see [26, 28]). Moreover, the results of [35] suggest our non-existence results
for the Hardy–Sobolev differential equation and system are indeed optimal as far as radial
solutions are concerned.
Theorem 4. Let α ∈ [2, n) and σ ∈ (−∞, α). Then the integral equation
u(x) =
∫
Rn
u(y)p
|x− y|n−α|y|σ
dy, (1.12)
has no positive radial solution if
0 < p <
n+ α− 2σ
n− α
. (1.13)
Theorem 5. Let p, q > 0, α ∈ [2, n) and σ1, σ2 ∈ (−∞, α). Then the system of integral
equations 

u(x) =
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy,
v(x) =
∫
Rn
u(y)p
|x− y|n−α|y|σ2
dy,
(1.14)
has no positive radial solution if pq ∈ (0, 1] or if pq > 1 and
n− σ1
1 + q
+
n− σ2
1 + p
> n− α. (1.15)
The rest of this article is organized as follows. In Section 2, we begin with several
intermediate lemmas and basic results required in our proof of Theorem 1, which we then
provide at the end of the section. Section 3 starts off with a general non-existence result for
the Hardy–Sobolev type integral system followed by the proofs of Theorem 2 and Corollary
1. The paper concludes with Section 4, which provides the proof of both Theorems 4 and 5.
Remark 2. Throughout this paper, we adopt the convention that C represents some constant
in the inequalities which may change from line to line. At times, we append subscripts to C
to specify its dependence on the subscript parameters.
2 Some preliminaries and the proof of Theorem 1
A key idea in the proof of Theorem 1 is to multiply the PDEs by a suitable Greene’s function,
integrate on a ball domain of radius R, then send R→∞ to show the solutions of the PDE
system satisfy the integral system. However, we need to address some technical issues such as
the super poly-harmonic property of solutions and some integrability properties of solutions.
2.1 Preliminaries
We begin with the super poly-harmonic property for solutions of (1.2).
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Lemma 1 (Super poly-harmonic property). Let α = 2k be an even integer and suppose that
u = (u1, u2, . . . , uL) is a positive solution of (1.2). Then
(−∆)jui > 0 for i = 1, 2, . . . , L, j = 1, 2, . . . , k − 1.
Proof. We start by proving the result for a single differential inequality then prove it for
the general systems, which follows naturally from the scalar case. Suppose u is a positive
solution of the differential inequality
(−∆)ku(x) ≥ C|x|−σu(x)p, x ∈ Rn\{0}. (2.1)
We assume p > 1 and σ ∈ (0, α), since the unweighted case when σ = 0 was treated in [9]
(see also [7, 36]). Set
uj := (−∆)
j−1u for j = 1, 2, . . . , k. (2.2)
Step 1. First, we show that uk > 0. On the contrary, we can have two cases:
(a) uk(x0) < 0 at some non-zero point x0;
(b) uk ≥ 0 and uk(x0) = 0 at some non-zero point x0.
However, if case (b) holds then x0 is a local minimum, but this contradicts with −∆uk > 0.
Thus, we only consider case (a). In addition, we define the average of a function v on the
ball of radius r centered at x0 by
v(r) =
1
|∂Br(x0)|
∫
∂Br(x0)
v(x) ds.
After a reduction of (2.1) into a second-order system via (2.2), then applying averaging
centered at x0 and using the well-known property ∆u = ∆u, we get

−∆u1 = u2,
−∆u2 = u3,
...
−∆uk−1 = uk,
−∆uk > 0.
(2.3)
From Ho¨lder’s inequality,
u(r)p =
(
1
|∂Br(x0)|
∫
∂Br(x0)
u(x) ds
)p
≤
(
1
|∂Br(x0)|
∫
∂Br(x0)
|x|
σ
p−1 ds
)p−1(
1
|∂Br(x0)|
∫
∂Br(x0)
u(x)p
|x|σ
ds
)
≤ ar ·
1
|∂Br(x0)|
∫
∂Br(x0)
u(x)p
|x|σ
ds,
where ar := (|x0|+ r)
σ. Thus,
−∆uk = −∆uk ≥ Ca
−1
r u
p. (2.4)
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We claim that after sufficient applications of averaging and re-centers, the resulting solution
satisfies an alternating sign property.
Claim 1: After sufficient re-centers of uj and denoting the resulting functions by u˜j , we
obtain
u˜k < 0, u˜k−1 > 0, u˜k−2 < 0, u˜k−3 > 0, . . . . (2.5)
Proof of Claim 1: From the kth equation in (2.3), we get
u′k(r) < 0 and uk(r) ≤ uk(0) < 0 for all r ≥ 0.
Then the (k − 1)th equation implies
−(rn−1u′k−1(r))
′ = rn−1uk(r) ≤ uk(0)r
n−1 ≡ −crn−1.
Upon integrating we get
u′k−1(r) >
c
n
r and uk−1(r) ≥ uk−1(0) +
c
2n
r2 for r ≥ 0,
so that we can choose r1 sufficiently large such that uk−1(r1) > 0. Now, choose some
x1 ∈ ∂Br1(0) to be the new point to re-center and apply averaging to the system to get
uk−1(0) > 0,
and notice that uj for j = 1, 2, . . . , k satisfy (2.3). As before, we get
u
′
k−1 > 0 and uk−1(r) ≥ uk−1(0) > 0 for all r ≥ 0.
Thus,
uk < 0 and uk−1 > 0.
From the (k − 2)th equation, we get
−(rn−1u
′
k−2(r))
′ = rn−1uk−1(r) ≥ uk−1(0)r
n−1 ≡ crn−1
and integrating this yields
u
′
k−2(r) >
c
n
r and uk−2(r) ≤ uk−2(0)−
c
2n
r2 for r ≥ 0.
Then choose r2 large enough such that uk−2(r2) < 0 and pick a point x2 ∈ ∂Br2(0) to be
the new point to re-center to get
uk < 0, uk−1 > 0 and uk−2 < 0.
By repeating this procedure, we arrive at the alternating sign property after sufficient re-
centers. This completes the proof of Claim 1.
From Claim 1, we must take k to be an even integer, otherwise we get a contradiction
with the positivity of u. Henceforth, we assume k is even. Now, define the rescaling of u by
uλ(x) := λ
(2k−σ)
p−1 u(λx) (2.6)
and notice that (2.1) is invariant under this scaling i.e. for any λ > 0, uλ remains a solution
of (2.1). By (2.5), −∆u˜ < 0, which implies u˜′(r) > 0. Thus,
u˜(r) ≥ u˜(0) = c0 > 0.
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By the scaling invariance, we can choose uλ to be as large as needed. Thus, for any a0, we
may assume
u˜(r) ≥ a0 ≥ a0r
β0 for all 0 ≤ r ≤ 1
where the positive number β0 is specified below. From (2.4), we have
−(rn−1u˜′k(r))
′ ≥ Cap0r
n−1+β0p.
Integrating this twice with respect to r and applying (2.5) yields
u˜k(r) ≤ −
Cap0r
2+pβ0
(n+ pβ0)(2 + pβ0)
.
Then
−(rn−1u˜′k−1(r))
′ = rn−1u˜k ≤ −
Cap0r
n−1+2+β0p
(n+ pβ0)(2 + pβ0)
,
and integrating this twice yields
u˜k−1(r) ≥
Cap0r
2·2+pβ0
(n+ pβ0)(n+ 2 + pβ0)(2 + pβ0)(2 · 2 + pβ0)
≥
Cap0r
2·2+pβ0
(n+ 2 + pβ0)2(2 · 2 + pβ0)2
≥
Cap0r
2·2+β0p
(n+ 2 · 2 + pβ0)2·2
.
By continuing in this manner, we obtain
u˜(r) ≥
Cap0r
2k+pβ0
(n+ 2k + pβ0)2k
≥
Cap0r
m+pβ0
(m+ pβ0)m
, m = n+ 2k. (2.7)
Choose β0 so that β0p ≥ m and define
βk+1 = 2βkp and ak+1 =
apk
(2βkp)m
so that βk+1 ≥ m+ βkp and βk →∞ as k →∞. Notice that assertion (2.7) shows that
u˜(r) ≥ a1 ≥ a1r
β1 for all 0 ≤ r ≤ 1.
If we apply the previous argument successively, it is not too difficult to show that
u˜(r) ≥ akr
βk for k = 0, 1, 2, . . . . (2.8)
Claim 2: Choose l so that l(p− 1) > 2 and further suppose β0 ≥ 2
1+l+ppl. Then
apk ≥ (βkp)
m(l+1), k = 0, 1, 2, . . . . (2.9)
Proof of Claim 2: To prove (2.9), we proceed by induction. The initial case k = 0 holds
immediately since we are free to choose a0 to be as large as needed. Now assume the k
th
case holds i.e.
apk ≥ (βkp)
m(l+1).
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Then
apk+1
(βk+1p)m(l+1)
=
[
apk
(2βkp)m
]p
(pβk+1)m(l+1)
≥
(βkp)
pm(l+1)
pm(l+1)(2βkp)mpβ
m(l+1)
k+1
=
(βkp)
pm(l+1)
pm(l+1)(2βkp)mp+m(l+1)
=
β
m(l(p−1)−1)
k
2m(1+l+p)pm(l+2+l(1−p))
≥
[
βk
21+l+ppl+2−l(p−1)
]m
≥
[
βk
21+l+ppl
]m
≥
[
β0
21+l+ppl
]m
≥ 1.
Hence, the (k + 1)th case holds and this completes the proof of Claim 2.
Consequently, estimates (2.8) and (2.9) imply
u˜(1) ≥ ak ≥ (βkp)
(m(l+1))/p →∞ as k →∞,
which is a contradiction. This proves uk > 0.
Step 2. We prove uj > 0 for j = 2, 3, . . . , k − 1.
On the contrary, assume that uj0 < 0 at some point for j0 6= k. Since uk > 0, we
can assume that uj0+1, uj0+2, . . . , uk > 0. By adopting the same arguments in the proof of
Claim 1 with several re-centers and denoting the resulting functions by u˜j, we obtain the
alternating sign property
u˜1 > 0, u˜2 < 0, . . . , u˜j0−1 > 0, u˜j0 < 0 and u˜j0+1, u˜j0+2, . . . , u˜k > 0.
Thus, by the positivity of u we obtain −∆u˜ < 0 and u˜ > 0, which implies
u˜(r) ≥ u˜(0) ≡ c0 > 0 for r ≥ 0. (2.10)
Then from the kth equation we get
−(rn−1u˜′k(r))
′ ≥ Ca−1r u˜(r)
prn−1 ≥ Ca−1r r
n−1,
where ar := (C + r)
σ . Integrating this with respect to r yields
−ru˜′k(r) ≥ Ca
−1
r r
2,
then applying the standard identity (see Lemma 3.1 in [27])
(n− 2)u˜k(r) + ru˜
′
k(r) ≥ 0 (2.11)
yields
u˜k(r) ≥ Ca
−1
r r
2. (2.12)
Then integrating the (k − 1)th equation, −(rn−1u˜′k−1(r))
′ = rn−1u˜k(r), yields
−ru˜′k−1(r) ≥ Cu˜k(r)r
2.
Combining this estimate with (2.12) gives us
u˜k−1(r) ≥ −Cru˜
′
k−1(r) ≥ Ca
−1
r r
2·2.
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By continuing in this way up to the (j0 + 1)
th equation, we obtain
u˜j0+1(r) ≥ Ca
−1
r r
2(k−j0).
From here, we basically mimic the steps at the end of Claim 1; that is, from the jth0 equation,
−∆u˜j0(r) = u˜j0+1(r) ≥ Ca
−1
r r
2(k−j0), and since u˜j0 < 0, we can easily obtain
u˜j0(r) ≤ −Ca
−1
r r
2(k−j0)+2.
Likewise, the (j0 − 1)
th equation and u˜j0−1 > 0 will imply
u˜j0−1(r) ≥ Ca
−1
r r
2(k−j0)+2·2.
We continue in this way using the alternating sign property with the positivity of u to arrive
at the improved lower bound
u˜(r) ≥ Ca−1r r
2k. (2.13)
Therefore, if 2 − σ + (2k − σ)p > 0, we can integrate the resulting inequality from the kth
equation,
−(rn−1u˜′k(r))
′ ≥ Ca−1r r
n−1u˜(r)p ≥ Ca−1r r
n−1(a−1r r
2k)p,
to get for some fixed r0 > 0
u˜k(r) ≤ u˜k(0)− Cr
2−σ+(2k−σ)p for r ≥ r0.
Then we can choose R suitably large so that u˜k(R) ≤ 0, but this is impossible. Otherwise,
if 2− σ+ (2k− σ)p ≤ 0, we can repeat the procedure for obtaining (2.13) to find a suitably
large m > 1 depending on p for which 2− σ +m(2k− σ)p > 0 and u˜(r) ≥ C(a−1r r
2k)m. By
applying this to the kth equation and integrating, we will arrive at the same contradiction.
This completes the proof of Step 2.
Step 3. We are ready to prove the theorem for a system of poly-harmonic equations.
Assume the contrary; that is, assume for some i0, j0,
(−∆)j0ui0 < 0 at some point. (2.14)
Set v = u1+u2+ . . .+uL and vǫ = ui0 +ǫ
∑
i6=i0
ui for each small ǫ > 0. In view of condition
(1.10), we can find p > 1, σ ∈ [0, α) and a suitable constant Cδ > 0 such that for v ≥ δ,
(−∆)kvǫ(x) ≥ |x|
−σi0 fi0(x, u1, . . . , uL) + ǫ
∑
i6=i0
|x|−σifi(x, u1, . . . , uL)
≥ ǫCδ|x|
−σvǫ(x)
p.
Here we can apply the same procedures in steps 1 and 2 that we used to derive the super
poly-harmonic property for (2.1) to arrive at
(−∆)jvǫ > 0, for j = 1, 2, . . . , k − 1.
Then, by choosing ǫ sufficiently small, we can arrive at a contradiction with (2.14) thereby
completing the proof of the theorem.
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Next are two lemmas concerning integrability properties of solutions whose proofs re-
quire the following basic results on a fundamental boundary value problem. For each r > 0,
let ϕr(x) be the solution of{
(−∆)kϕ(x) = δx0(x) in Br(x0),
ϕ = ∆ϕ = . . . = ∆k−1ϕ = 0 on ∂Br(x0),
where δx0(x) = δ(x − x0) is the centered Dirac delta function. Then
∂
∂n
[
(−∆)k−jϕr(x)
]
≤ 0 on ∂Br(x0), for j = 1, 2, . . . , k; (2.15)∣∣∣ ∂
∂n
[(−∆)k−jϕr(x)]
∣∣∣ ≤ C
rn+1−2j
on ∂Br(x0), for j = 1, 2, . . . , k; (2.16)
ϕr(x)→
c
|x− x0|n−2k
as r→∞; (2.17)
and
(−∆)j−1ϕr(x)→
c
|x− x0|n−2(k−j+1)
as r→∞ (2.18)
for j = 2, 3, . . . , k. Another basic result we often invoke is the following.
Lemma 2. If u ∈ L1(Rn) and x0 is some point in R
n, then we can find a sequence {rℓ} → ∞
such that
rℓ
∫
∂Brℓ (x0)
|u(x)| ds→ 0.
For more details on these basic properties and Lemma 2, we refer the reader to [9, 12]
and [21].
Lemma 3. Let α = 2k be some positive integer and let u be a solution of (1.2). Write
uij = (−∆)
j−1ui, i = 1, 2, . . . , L, j = 1, 2, . . . , k.
Then
c
∫
Rn
1
|x− x0|n−2k|x|σi
fi(x, u1(x), . . . , uL(x)) dx ≤ ui(0) <∞, (2.19)
and ∫
Rn
uij(x)
|x− x0|n+2−2j
dx <∞ for i = 1, 2, . . . , L, j = 2, 3, . . . , k. (2.20)
Proof. Multiply both sides of the ith equation,
(−∆)kui(x) = |x|
−σifi(x, u1(x), . . . , uL(x)), (2.21)
by ϕr(x) and integrate on Br(x0). After successive integration by parts, using the super
poly-harmonic property of solutions and (2.15), we get∫
Br(x0)
|x|−σifi(x, u1(x), . . . , uL(x))ϕr(x) dx
= ui(x0) +
k∑
j=1
∫
∂Br(x0)
uij(x)
∂
∂n
[
(−∆)k−jϕr(x)
]
ds
≤ ui(x0).
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Using this and (2.17), we can send r → ∞ to get (2.19). The proof of (2.20) follows
from similar calculations by considering the equation uij = (−∆)
j−1ui instead of (2.21),
multiplying this equation by (−∆)k−j+1ϕr, integrating on Br(x0) and then applying (2.18).
A consequence of Lemma 3 is the following.
Lemma 4. There exists a sequence {rℓ} → ∞ for which∫
∂Brℓ (x0)
uij
rn+1−2jℓ
ds→ 0 for i = 1, 2, . . . , L, j = 1, 2, . . . , k. (2.22)
Proof. For each i = 1, 2, . . . , L and j = 2, 3, . . . , k, the result follows directly from (2.20)
and Lemma 2, so it remains to verify the lemma for j = 1. Observe that from (2.19) we can
find a sequence {rℓ} → ∞ for which∫
∂Brℓ (x0)
L∑
m=1
fm(x, u1(x), . . . , uL(x))
|x− x0|n−1−2k|x|σm
ds→ 0. (2.23)
Then Ho¨lder’s inequality and (1.10) imply∫
∂Br(x0)
ui(x)
|x− x0|n−1
ds
≤
C
rn−1
r(n−1−2k+σ+(n−1)(pi−1))/pi
(∫
∂Br(x0)
ui(x)
pi
|x− x0|n−1−2k|x|σ
ds
) 1
pi
≤
C
r(2k−σ)/pi
(∫
∂Br(x0)
ui(x)
pi
|x− x0|n−1−2k|x|σ
ds
) 1
pi
≤
C
r(2k−σ)/pi
(∫
∂Br(x0)
L∑
m=1
fm(x, u1(x), . . . , uL(x))
|x− x0|n−1−2k|x|σm
ds
) 1
pi
.
This estimate and (2.23) imply that we can find a sequence {rℓ} → ∞ such that
1
rn−1ℓ
∫
∂Brℓ (x0)
ui(x) ds → 0, i = 1, 2, . . . , L.
This completes the proof.
2.2 Proof of Theorem 1
We begin by showing the solutions of the PDE system are, up to a multiplicative constant,
solutions of the integral system. First, multiply both sides of the ith equation,
(−∆)kui(x) = |x|
−σifi(x, u1(x), . . . , uL(x)),
by ϕr(x) then integrate on Br(x0). As before, we calculate∫
Br(x0)
|x|−σifi(x, u1(x), . . . , uL(x))ϕr(x) dx
= ui(x0) +
k∑
j=1
∫
∂Br(x0)
uij(x)
∂
∂n
[
(−∆)k−jϕr(x)
]
ds. (2.24)
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From (2.16) and Lemma 4, there exists a sequence r := rℓ →∞ in which the boundary inte-
grals in (2.24) vanish. By virtue of (2.17), (2.19) and the Lebesgue dominated convergence
theorem, we conclude that
ui(x0) = c
∫
Rn
1
|x0 − y|n−2k|y|σi
fi(y, u1(y), . . . , uL(y)) dy, i = 1, 2, . . . , L.
Conversely, showing that the solutions of (1.1) are solutions of (1.2) follows from more
elementary arguments. Namely, since c|x|α−n is the fundamental solution of (−∆)ku = δ0,
differentiating the integral equations with respect to x and using the convolution properties
of the Dirac delta function will show that positive solutions of the integral equations satisfy
(1.2). This completes the proof of the theorem.
3 Proof of Theorem 2
Prior to proving Theorem 2, we establish a general Liouville type theorem for the Hardy–
Sobolev type system with any pair of double bounded coefficients.
Theorem 6. Let p, q > 0. Then the integral system (1.3) has no positive solution for any
double bounded coefficients c1(x) and c2(x) whenever pq ≤ 1 or if pq > 1 and
max
{
α(q + 1)− (σ1 + σ2q)
pq − 1
,
α(p+ 1)− (σ2 + σ1p)
pq − 1
}
≥ n− α. (3.1)
Remark 3. We also refer the reader to the earlier papers [4, 13] for more Liouville type
theorems and other interesting results related to the Hardy–Sobolev type systems.
Proof of Theorem 6. We proceed by contradiction. That is, assume there is a positive solu-
tion (u, v). Let |x| > R for some suitable R > 0. Note that |x− y| ≤ 2|x| for y ∈ BR(0) and
there holds
u(x) ≥ C
∫
BR(0)
v(y)q
|x− y|n−α|y|σ1
dy ≥
C
|x|a0
,
where a0 = n− α. This estimate and the integral equations imply that for |x| > R,
v(x) ≥ C
∫
B|x|/2(x)
|y|−pa0
|x− y|n−α|y|σ2
dy ≥
C
|x|b0
,
where b0 = pa0 − α+ σ2. Hence, for |x| > R
u(x) ≥ C
∫
B|x|/2(x)
|y|−qb0
|x− y|n−α|y|σ1
dy ≥
C
|x|a1
,
where a1 = qb0 − α+ σ1. By induction, we obtain
u(x) ≥
C
|x|aj
and v(x) ≥
C
|x|bj
for |x| > R,
where
ak+1 = qbk − α+ σ1 and bk = pak − α+ σ2 for k = 0, 1, 2, . . . .
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It follows that
aj = qbj−1 − α+ σ1 = pqaj−1 − α(1 + q)σ1 + σ2q
= pq(qbj−2 − α+ σ1)− α(1 + q) + σ1 + σ2q
= (pq)2aj−2 − (α(1 + q)− (σ1 + σ2q))(pq + 1)
= (pq)3aj−3 − (α(1 + q)− (σ1 + σ2q))((pq)
2 + pq + 1)
...
= (pq)ja0 − (α(1 + q)− (σ1 + σ2q))((pq)
j−1 + · · ·+ (pq)2 + pq + 1). (3.2)
There are two cases to consider: when pq ∈ (0, 1] and when pq > 1.
Case 1: Suppose pq ∈ (0, 1]. If pq = 1, then (3.2) implies that
aj = a0 − j(α(1 + q)− (σ1 + σ2q))→ −∞
and bj → −∞ as j →∞. If pq ∈ (0, 1), then (3.2) implies that
aj = (pq)
j(n− α)− (α(1 + q)− (σ1 + σ2q))
(pq)j − 1
pq − 1
= (pq)j
(
n− α−
α(1 + q)− (σ1 + σ2q)
pq − 1
)
+
α(1 + q)− (σ1 + σ2q)
pq − 1
→ a := −
α(1 + q)− (σ1 + σ2q)
1− pq
< 0 as j →∞.
Thus, bj → a − α + σ2 < 0. In any case, we can choose a sufficiently large j0 so that
aj0 , bj0 < 0 and
u(x) ≥ C
∫
Rn\BR(0)
v(y)q
|x− y|n−α|y|σ1
dy ≥ C
∫
Rn\BR(0)
|y|−qbj0
|x− y|n−α|y|σ1
dy
≥ C
∫ ∞
R
rα−σ−pbj0
dr
r
=∞.
Thus, u(x) =∞, which is impossible.
Case 2: Suppose pq > 1.
1. Let
n− α < M := max
{
α(q + 1)− (σ1 + σ2q)
pq − 1
,
α(p+ 1)− (σ2 + σ1p)
pq − 1
}
.
First, assume M = α(q+1)−(σ1+σ2q)pq−1 . As in Case 1, (3.2) implies
aj = (pq)
j
(
n− α−
α(1 + q)− (σ1 + σ2q)
pq − 1
)
+
α(1 + q)− (σ1 + σ2q)
pq − 1
→ −∞
as j → ∞. Thus, u(x) = ∞, which is impossible. On the other hand, if pq > 1 and
M = α(p+1)−(σ2+σ1p)pq−1 , then we can apply the same iteration procedure as above to obtain a
contradiction.
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2. Lastly, we consider when pq > 1 and M = n− α. Without loss of generality, we assume
n− α = α(p+1)−(σ2+σ1p)pq−1 . We see that
u(x) ≥
1
(R+ |x|)n−α
∫
BR(0)
v(y)q
|y|σ1
dy and v(x) ≥
1
(R+ |x|)n−α
∫
BR(0)
u(y)p
|y|σ2
dy.
From this, we obtain
∫
BR(0)
u(x)p
|x|σ2
dx ≥
C
R(n−α)p+σ2−n
(∫
BR(0)
v(y)q
|y|σ1
dy
)p
,
and ∫
BR(0)
v(x)q
|x|σ1
dx ≥
C
R(n−α)q+σ1−n
(∫
BR(0)
u(y)p
|y|σ2
dy
)q
.
Then ∫
BR(0)
u(x)p
|x|σ2
dx ≥
C
R(n−α)p+σ2−n+p(q(n−α)+σ1−n)
(∫
BR(0)
u(x)p
|x|σ2
dy
)pq
≥ C
(∫
BR(0)
u(x)p
|x|σ2
dy
)pq
, (3.3)
where we are using the fact that
(n− α)p+ σ2 − n+ p(q(n− α) + σ1 − n)
= (n− α)p+ σ2 − n+ pq(n− α) + σ1p− np
= (pq − 1)(n− α)− {α(1 + p)− (σ2 + σ1p)}
= (pq − 1)(n− α−M)
= 0.
Thus, the constant C > 0 in (3.3) is independent of R. By sending R → ∞ we get
|x|−σ2u(x)p ∈ L1(Rn). By applying similar calculations used in the derivation of (3.3), we
obtain ∫
B2R(0)\BR(0)
u(x)p
|x|σ2
dx ≥ C
(∫
BR(0)
u(x)p
|x|σ2
dy
)pq
,
where C > 0 is independent of R. Sending R→∞ yields∫
Rn
u(x)p
|x|σ2
dx = 0,
which implies that u ≡ 0 and we arrive at a contradiction. This completes the proof of the
theorem.
Proof of Theorem 2. It suffices to show the existence of positive solutions for system
(1.3) when pq > 1 and (1.11) holds, since Theorem 6 basically states that this existence
result must then be sharp. We show that candidates for solutions are the radial functions
u(x) =
1
(1 + |x|2)θ1
and v(x) =
1
(1 + |x|2)θ2
, (3.4)
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where
2θ1 =
α(1 + q)− (σ1 + σ2q)
pq − 1
and 2θ2 =
α(1 + p)− (σ2 + σ1p)
pq − 1
.
Notice that (1.11) implies
α < 2θ1p+ σ2 < n and α < 2θ2q + σ1 < n. (3.5)
Note that if |x| < 2R for some suitable R > 0, u(x) and v(x) are proportional to∫
Rn
v(y)q
|x−y|n−α|y|σ1 dy and
∫
Rn
u(y)p
|x−y|n−α|y|σ2 dy, respectively. Thus, we only consider |x| > 2R.
First, it is clear that∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy ≥
C
|x|n−α
∫
B|x|/2(0)
v(y)q
|y|σ1
dy ≥
C
(1 + |x|2)qθ2+σ1/2−α/2
.
This implies
u(x)
(∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy
)−1
≤
C
(1 + |x|2)θ1−qθ2−σ1/2+α/2
≤ C,
since θ1 − qθ2 − σ1/2 + α/2 = 0. On the other hand,∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy
=
(∫
BR(0)
+
∫
B|x|/2(x)
+
∫
BR(0)C\B|x|/2(x)
)
v(y)q
|x− y|n−α|y|σ1
dy
:= I1 + I2 + I3,
where
I1 =
∫
BR(0)
v(y)q
|x− y|n−α|y|σ1
dy ≤
C
(1 + |x|2)(n−α)/2
∫
BR(0)
1
|y|2qθ2+σ1
dy
≤
C
(1 + |x|2)(n−α)/2
;
I2 =
∫
B|x|/2(x)
v(y)q
|x− y|n−α|y|σ1
dy ≤
C
(1 + |x|2)qθ2+σ1/2
∫
B|x|/2(x)
1
|x− y|n−α
dy
≤
C
(1 + |x|2)qθ2+σ1/2−α/2
;
I3 =
∫
BR(0)C\B|x|/2(x)
v(y)q
|x−y|n−α|y|σ1
dy ≤ C
∫
BR(0)C\B|x|/2(x)
1
|x−y|n−α|y|2qθ2+σ1
≤ C
∫ ∞
|x|/2
rn−(n−α+2qθ2+σ1)
dr
r
≤
C
(1 + |x|2)qθ2+σ1/2−α/2
.
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These estimates imply∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy ≤ C
{
1
(1 + |x|2)qθ2+σ1/2−α/2
+
1
(1 + |x|2)(n−α)/2
}
≤ C
{
1
(1 + |x|2)qθ2+σ1/2−α/2−θ1
+
1
(1 + |x|2)(n−α)/2−θ1
}
1
(1 + |x|2)θ1
≤ Cu(x),
since (1.11) implies (n− α)/2− θ1 > 0. Therefore,
1
C
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy ≤ u(x) ≤ C
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy
for some suitable constant C > 0. Hence,
u(x) = c1(x)
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy
for some double bounded function c1(x). Similar calculations show
v(x) = c2(x)
∫
Rn
u(y)p
|x− y|n−α|y|σ2
dy
for some double bounded function c2(x). This completes the proof of the theorem.
Remark 4. Instead of solutions with the slow rates, we can also find solutions of the form
(3.4) with the fast rate 2θ1 = 2θ2 = n − α provided the following stronger conditions hold:
p > n−σ2n−α and q >
n−σ1
n−α . The proof of this involves similar calculations as before and so we
omit the details.
Proof of Corollary 1. This follows immediately from Theorem 2 provided (1.3) and (1.4)
are equivalent in the following sense.
Equivalence: From Theorem 1, the classical solution of (1.4) satisfies

u(x) = a1
∫
Rn
c1(y)v(y)
q
|x− y|n−α|y|σ1
dy,
v(x) = a2
∫
Rn
c2(y)u(y)
p
|x− y|n−α|y|σ2
dy,
for some positive constants a1 and a2. Clearly,
1
C1
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy ≤ u(x) ≤ C1
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy,
and
1
C2
∫
Rn
u(y)p
|x− y|n−α|y|σ2
dy ≤ v(x) ≤ C2
∫
Rn
u(y)p
|x− y|n−α|y|σ2
dy,
since c1(x) and c2(x) are double bounded. Thus,

u(x) = a1(x)
∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy,
v(x) = a2(x)
∫
Rn
u(y)p
|x− y|n−α|y|σ2
dy,
(3.6)
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for the double bounded functions
a1(x) = u(x)
[∫
Rn
v(y)q
|x− y|n−α|y|σ1
dy
]−1
and
a2(x) = v(x)
[ ∫
Rn
v(y)p
|x− y|n−α|y|σ2
dy
]−1
.
On the contrary, suppose u and v solve (3.6) for some double bounded functions a1(x)
and a2(x). Set w1(x) = u(x)/a1(x) and w2(x) = v(x)/a2(x). Then for any pair of constants
c˜1 and c˜2, (w1, w2) satisfies

w1(x) = c˜1
∫
Rn
c1(y)w2(y)
q
|x− y|n−α|y|σ1
dy,
w2(x) = c˜2
∫
Rn
c2(y)w1(y)
p
|x− y|n−α|y|σ2
dy,
where c1(x) = a2(x)
p/c˜1 and c2(x) = a1(x)
p/c˜2. Hence, by the equivalence result of Theorem
1, we can choose c˜1 and c˜2 such that

(−∆)α/2w1(x) = c1(x)
w2(x)
q
|x|σ1
,
(−∆)α/2w2(x) = c2(x)
w1(x)
p
|x|σ2
,
for double bounded functions c1(x) and c2(x). This completes the proof of the corollary.
4 Proof of Theorems 4 and 5
Remark 5. Hereafter, we deliberately neglect the case when p ∈ (0, 1] for (1.12) in Theorem
4 and when pq ∈ (0, 1] for (1.14) in Theorem 5, since the non-existence of positive (radial
or non-radial) solutions for these follows from Theorem 6 and its scalar counterpart.
As discussed earlier, these two Liouville type theorems stem from two essential ingredi-
ents: the decay estimates for radial solutions and integral forms of Pohozaev type identities.
The following lemma addresses the former ingredient.
Lemma 5 (Decay of radial solutions). Suppose u = u(r) (r = |x|) is a positive radial
solution of (1.12), then there holds the decay property
u(r) ≤ Cr−
α−σ
p−1 , r > 0.
Proof. From the integral equation and the decreasing property of radial solutions, we have
u(r) ≥
∫
Br(0)
u(y)p
|x− y|n−α|y|σ
dy ≥ Crn−(n−α+σ)u(r)p ≥ Crα−σu(r)p.
The result follows by directly solving for u in this inequality.
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As a result of the decay properties of radial solutions, we have the following.
Lemma 6. If u is a positive radial solution of (1.14), then the integrals∫
Rn
u(x)p+1
|x|σ
dx and
∫
Rn
u(x)p
|x|σ
(x · ∇u(x)) dx
are finite.
Proof. Since σ < n, the integrals
∫
BR(0)
u(x)p+1
|x|σ dx and
∫
BR(0)
u(x)p
|x|σ (x · ∇u(x)) dx are finite
for each R > 0. Thus, it suffices to show that the following integrals converge:
A1 :=
∫
BR(0)C
u(x)p+1
|x|σ
dx and A2 :=
∫
BR(0)C
u(x)p
|x|σ
(x · ∇u(x)) dx.
From Lemma 5 and the standard identity we invoked in (2.11), we obtain
|A1|+ |A2| ≤ C
∫ ∞
R
u(r)p|ru′(r)|rn−σ
dr
r
+ C
∫ ∞
R
u(r)p+1rn−σ
dr
r
≤ C
∫ ∞
R
u(r)p+1rn−σ
dr
r
≤ C
∫ ∞
R
rn−σ−(α−σ)
p+1
p−1
dr
r
,
where the improper integrals are convergent since 1 < p < n+α−2σn−α implies
n− σ −
(α − σ)(p+ 1)
p− 1
=
p(n− α)− (n+ α− 2σ)
p− 1
< 0.
Proof of Theorem 4. Assume that u is a positive radial solution of the integral equation.
We rewrite the integral equation as
u(λx) =
∫
Rn
u(y)p
|λx − y|n−α|y|σ
dy = λα−σ
∫
Rn
u(λz)p
|x− z|n−α|z|σ
dz.
Differentiating this identity with respect to λ on both sides yields
x · ∇u(λx) = (α− σ)λα−σ−1
∫
Rn
u(λz)p
|x− z|n−α|z|σ
dz + λα
∫
Rn
pu(λz)p−1(z · ∇u)
|x− z|n−α|z|σ
dz.
Set λ = 1 to get
x · ∇u(x) = (α− σ)
∫
Rn
u(z)p
|x− z|n−α|z|σ
dz +
∫
Rn
pu(z)p−1(z · ∇u)
|x− z|n−α|z|σ
dz
= (α− σ)u(x) +
∫
Rn
z · ∇u(z)p
|x− z|n−α|z|σ
dz. (4.1)
To handle the last term in (4.1), an integration by parts yields∫
BR(0)
z · ∇u(z)p
|x− z|n−α|z|σ
dz = R
∫
∂BR(0)
u(z)p
|x− z|n−α|z|σ
ds
− (n− σ)
∫
BR(0)
u(z)p
|x− z|n−α|z|σ
dz − (n− α)
∫
BR(0)
(z · (x− z))u(z)p
|x− z|n−α+2|z|σ
dz,
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where the boundary integral vanishes as R → ∞ since
∫
Rn
u(z)p
|x−z|n−α|z|σ dz < ∞. With this,
we obtain the identity
x · ∇u(x) = −(n− α)u(x) + (n− α)
∫
Rn
(z · (x− z))u(z)p
|x− z|n−α+2|z|σ
dz.
If we multiply this by u(x)
p
|x|σ and integrate over R
n we get
∫
Rn
u(x)p
|x|σ
(x · ∇u(x)) dx
= − (n− α)
∫
Rn
u(x)p+1
|x|σ
dx− (n− α)
∫
Rn
∫
Rn
(z · (x − z))u(x)pu(z)p
|x− z|n−α+2|x|σ|z|σ
dzdx. (4.2)
Noticing that z · (x− z) + x · (z − x) = −|x− z|2, we have∫
Rn
∫
Rn
(z · (x− z))u(x)pu(z)p
|x− z|n−α+2|x|σ|z|σ
dzdx = −
1
2
∫
Rn
∫
Rn
u(x)pu(z)p
|x− z|n−α|x|σ|z|σ
dzdx.
Thus,∫
Rn
u(x)p
|x|σ
(x · ∇u(x)) dx
= − (n−α)
∫
Rn
u(x)p+1
|x|σ
dx−(n−α)
∫
Rn
∫
Rn
(z · (x−z))u(x)pu(z)p
|x−z|n−α+2|x|σ|z|σ
dzdx
= − (n− α)
∫
Rn
u(x)p+1
|x|σ
dx+
n− α
2
∫
Rn
u(x)p+1
|x|σ
dx
= −
n− α
2
∫
Rn
u(x)p+1
|x|σ
dx. (4.3)
In view of Lemma 6, integration by parts yields∫
BR(0)
u(x)p
|x|σ
(x · ∇u(x)) dx =
1
1 + p
∫
BR(0)
x
|x|σ
· ∇(u(x)p+1) dx
= −
(n−σ)
1+p
∫
BR(0)
u(x)p+1
|x|σ
dx+R
∫
∂BR(0)
u(x)p+1
|x|σ
ds︸ ︷︷ ︸
=o(1) as R→∞
.
Thus, ∫
Rn
u(x)p
|x|σ
(x · ∇u(x)) dx = −
(n− σ)
1 + p
∫
Rn
u(x)p+1
|x|σ
dx.
Inserting this into (4.3) yields{
n− σ
1 + p
−
n− α
2
}∫
Rn
u(x)p+1
|x|σ
dx = 0,
but this contradicts with (1.13). This completes the proof of the theorem.
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The proof of Theorem 5 is similar to the proof of Theorem 4. First, we need the following
lemma on the decay estimates for radial solutions.
Lemma 7. Suppose (u, v) = (u(r), v(r)) is a positive radial solution pair of (1.14), then
u(r) ≤ Cr−
α(1+q)−(σ1+σ2q)
pq−1 and v(r) ≤ Cr−
α(1+p)−(σ2+σ1p)
pq−1 , r > 0.
Proof. From the integral equations and the monotonicity of radial solutions, we obtain
u(r) ≥
∫
Br(0)
v(y)q
|x− y|n−α|y|σ1
dy ≥ Crn−(n−α+σ1)v(r)q ,
v(r) ≥
∫
Br(0)
u(y)q
|x− y|n−α|y|σ2
dy ≥ Crn−(n−α+σ2)u(r)p.
Thus, u(r) ≥ Crα−σ1v(r)q and v(r) ≥ Crα−σ2u(r)p, and the result follows by solving for u
and v in the estimates.
As a result of the decay property of radial solutions, we obtain the following.
Lemma 8. Let (u, v) be a positive radial solution of (1.14). Then the following integrals∫
Rn
u(x)p
|x|σ2
(x · ∇u(x)) dx,
∫
Rn
u(x)p+1
|x|σ2
dx,∫
Rn
v(x)q
|x|σ1
(x · ∇v(x)) dx, and
∫
Rn
v(x)q+1
|x|σ1
dx,
are finite.
Proof. As in the proof of Lemma 6, it suffices to show the following integrals converge for
any finite R > 0:
(a) B1 :=
∫
BR(0)C
u(x)p+1
|x|σ2
dx,
(b) B2 :=
∫
BR(0)C
v(x)q+1
|x|σ1
dx,
(c) B3 :=
∫
BR(0)C
u(x)p
|x|σ2
(x · ∇u(x)) dx,
(d) B4 :=
∫
BR(0)C
v(x)q
|x|σ1
(x · ∇v(x)) dx.
From Lemma 7 and the standard identity we used in (2.11), we obtain
|B1|+ |B3| ≤ C
∫ ∞
R
rn−σ2u(r)p|ru′(r)|
dr
r
+ C
∫ ∞
R
rn−σ2u(r)p+1
dr
r
≤ C
∫ ∞
R
rn−σ2u(r)p+1
dr
r
≤ C
∫ ∞
R
rn−σ2−
α(1+q)−(σ1+σ2q)
pq−1 (p+1)
dr
r
≤ C
∫ ∞
R
rn−α−
α(1+q)−(σ1+σ2q)+α(1+p)−(σ2+σ1p)
pq−1
dr
r
<∞,
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since the subcritical condition (1.15) is equivalent to
α(1 + q)− (σ1 + σ2q) + α(1 + p)− (σ2 + σ1p)
pq − 1
> n− α.
This proves the convergence of the integrals in parts (a) and (c). Parts (b) and (d) follow
similarly.
Proof of Theorem 5. On the contrary, assume (u, v) is a positive radial solution pair. As
before, we obtain
x · ∇u(x) =
d
dλ
u(λx)
∣∣∣
λ=1
= −(n− α)u(x) − (n− α)
∫
Rn
(z · (x− z))v(z)q
|x− z|n−α+2|z|σ1
dz.
If we multiply this by |x|−σ2u(x)p and integrate over Rn, we get∫
Rn
u(x)p
|x|σ2
(x · ∇u(x)) dx = − (n− α)
∫
Rn
u(x)p+1
|x|σ2
dx
− (n− α)
∫
Rn
∫
Rn
(z · (x − z))u(x)pv(z)q
|x− z|n−α+2|x|σ2 |z|σ1
dzdx. (4.4)
Analogous calculations on the second integral equation will lead to∫
Rn
v(x)q
|x|σ1
(x · ∇v(x)) dx = − (n− α)
∫
Rn
v(x)q+1
|x|σ1
dx
− (n− α)
∫
Rn
∫
Rn
(z · (x− z))u(z)pv(x)q
|x− z|n−α+2|z|σ2 |x|σ1
dzdx. (4.5)
By summing (4.4) and (4.5) together and recalling that z · (x− z) + x · (z − x) = −|x− z|2,
we get∫
Rn
v(x)q
|x|σ1
(x · ∇v(x)) dx +
∫
Rn
u(x)p
|x|σ2
(x · ∇u(x)) dx = −(n− α)
∫
Rn
v(x)q+1
|x|σ1
dx. (4.6)
In view of Lemma 8, integration by parts implies∫
BR(0)
v(x)q
|x|σ1
(x · ∇v(x)) dx +
∫
BR(0)
u(x)p
|x|σ2
(x · ∇u(x)) dx
= −
n− σ1
1 + q
∫
BR(0)
v(x)q+1
|x|σ1
dx −
n− σ2
1 + p
∫
BR(0)
u(x)p+1
|x|σ2
dx
+
R
1 + q
∫
∂BR(0)
v(x)q+1
|x|σ1
ds︸ ︷︷ ︸
=o(1) as R→∞
+
R
1 + p
∫
∂BR(0)
u(x)p+1
|x|σ2
ds︸ ︷︷ ︸
=o(1) as R→∞
.
Sending R→∞ yields∫
Rn
v(x)q
|x|σ1
(x · ∇v(x)) dx +
∫
Rn
u(x)p
|x|σ2
(x · ∇u(x)) dx
= −
{
n− σ1
1 + q
+
n− σ2
1 + p
}∫
Rn
v(x)q+1
|x|σ1
dx, (4.7)
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where we used the fact that∫
Rn
u(x)p+1
|x|σ2
dx =
∫
Rn
∫
Rn
u(x)pv(z)q
|x− z|n−α|x|σ2 |z|σ1
dzdx =
∫
Rn
v(x)q+1
|x|σ1
dx.
Hence, (4.6) and (4.7) imply that{
n− σ1
1 + q
+
n− σ2
1 + p
− (n− α)
}∫
Rn
v(x)q+1
|x|σ1
dx = 0,
but this contradicts with (1.15). This completes the proof of the theorem.
Acknowledgements: This work was completed during a visiting position at the University
of Oklahoma. The author would like to thank the university and the Department of Mathe-
matics, especially Professor Ru¨diger Landes and Professor Meijun Zhu, for their hospitality.
References
[1] J. Busca and R. Mana´sevich, A Liouville-type theorem for Lane-Emden systems, Indiana
Univ. Math. J., 51 (2002), 37–51.
[2] L. Caffarelli, B. Gidas and J. Spruck, Asymptotic symmetry and local behavior of semilinear
elliptic equations with critical Sobolev growth, Comm. Pure Appl. Math., 42 (1989), 271–297.
[3] L. Caffarelli, R. Kohn and L. Nirenberg, First order interpolation inequalities with weights,
Compos. Math., 53 (1984), 259–275.
[4] G. Caristi, L. D’Ambrosio and E. Mitidieri, Representation formulae for solutions to some
classes of higher order systems and related Liouville theorems, Milan J. Math., 76 (2008),
27–67.
[5] G. Caristi, E. Mitidieri and R. Soranzo, Isolated singularities of polyharmonic equations, Atti
Sem. Mat. Fis. Univ. Modena, 46 (1998), 257–294.
[6] F. Catrina and Z. Wang, On the Caffarelli-Kohn-Nirenberg inequalities: sharp constants,
existence (and nonexistence), and symmetry of extremal functions, Comm. Pure Appl. Math.,
54 (2001), 229–258.
[7] W. Chen, Y. Fang and C. Li, Super poly-harmonic property of solutions for Navier boundary
problems on a half space, J. Funct. Anal., 265 (2013), 1522–1555.
[8] W. Chen and C. Li, Classification of solutions of some nonlinear elliptic equations, Duke
Math. J., 63 (1991), 615–622.
[9] W. Chen and C. Li, Super polyharmonic property of solutions for PDE systems and its
applications, Commun. Pure Appl. Anal., 12 (2013), 2497–2514.
[10] W. Chen, C. Li and B. Ou, Classification of solutions for a system of integral equations,
Comm. in Partial Differential Equations, 30 (2005), 59–65.
[11] W. Chen, C. Li and B. Ou, Qualitative properties of solutions for an integral equation, Discrete
Contin. Dyn. Syst., 12 (2005), 347–354.
[12] W. Chen, C. Li and B. Ou, Classification of solutions for an integral equation, Comm. Pure
Appl. Math., 59 (2006), 330–343.
[13] L. D’Ambrosio and E. Mitidieri, Hardy-Littlewood-Sobolev systems and related Liouville
theorems, Discrete Contin. Dyn. Syst. Ser. S, 7 (2014), 653–671.
[14] D. G. De Figueiredo and P. L. Felmer, A Liouville-type theorem for elliptic systems, Ann. Sc.
Norm. Sup. Pisa, 21 (1994), 387–397.
23
[15] B. Gidas, W. Ni and L. Nirenberg, Symmetry of positive solutions of nonlinear elliptic
equations in Rn, Adv. Math. Suppl. Studies A, 7 (1981), 369–402.
[16] B. Gidas and J. Spruck, A priori bounds for positive solutions of nonlinear elliptic equations,
Comm. Partial Differential Equations, 6 (1981), 883–901.
[17] B. Gidas and J. Spruck, Global and local behavior of positive solutions of nonlinear elliptic
equations, Comm. Pure and Appl. Math., 34 (1981), 525–598.
[18] G. H. Hardy, J. E. Littlewood and G. Po´lya, Some properties of fractional integral (1), Math.
Z., 27 (1928), 565–606.
[19] M. He´non, Numerical experiments on the stability of spherical stellar systems, Astronom.
Astrophys., 24 (1973), 229–238.
[20] Y. Lei, Asymptotic properties of positive solutions of the Hardy-Sobolev type equations, J.
Differential Equations, 254 (2013), 1774–1799.
[21] Y. Lei and C. Li, Sharp criteria of Liouville type for some nonlinear systems, preprint,
arXiv1301.6235.
[22] C. Li, Local asymptotic symmetry of singular solutions to nonlinear elliptic equations, Ivent.
Math., 123 (1996), 221–231.
[23] C. Li, A degree theory approach for the shooting method, preprint, arXiv1301.6232.
[24] E. Lieb, Sharp constants in the Hardy–Littlewood–Sobolev and related inequalities, Ann. of
Math., 118 (1983), 349–374.
[25] J. Liu, Y. Guo and Y. Zhang, Existence of positive entire solutions for polyharmonic equations
and systems, J. Partial Differential Equations, 19 (2006), 256–270.
[26] J. Liu, Y. Guo and Y. Zhang, Liouville-type theorems for polyharmonic systems in RN , J.
Differential Equations, 225 (2006), 685–709.
[27] E. Mitidieri, A Rellich type identity and applications, Comm. Partial Differential Equations,
18 (1993), 125–151.
[28] E. Mitidieri, Nonexistence of positive solutions of semilinear elliptic systems in RN , Differ.
Integral Equations, 9 (1996), 465–480.
[29] Q. H. Phan, Liouville-type theorems and bounds of solutions for Hardy-He´non systems, Adv.
Differential Equations, 17 (2012), 605–634.
[30] Q. H. Phan and P. Souplet, Liouville-type theorems and bounds of solutions of Hardy-He´non
equations, J. Differential Equations, 252 (2012), 2544–2562.
[31] P. Pola´cˇik, P. Quittner and P. Souplet, Singularity and decay estimates in superlinear problems
via Liouville-type theorems, I: Elliptic equations and systems, Duke Math. J., 139 (2007), 555–
579.
[32] J. Serrin and H. Zou, Non-existence of positive solutions of Lane-Emden systems, Differ.
Integral Equations, 9 (1996), 635–653.
[33] P. Souplet, The proof of the Lane–Emden conjecture in four space dimensions, Adv. Math.,
221 (2009), 1409–1427.
[34] E. B. Stein and G. Weiss, Fractional integrals on n-dimensional Euclidean space, J. Math.
Mech., 7 (1958), 503–514.
[35] J. Villavert, Shooting with degree theory: Analysis of some weighted poly-harmonic systems,
J. Differential Equations, 257 (2014), 1148–1167.
[36] J. Wei and X. Xu, Classification of solutions of higher order conformally invariant equations,
Math. Ann., 313 (1999), 207–228.
24
