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Unlike the traditionally fixed recipes in batch process operation, flexible recipes 
allow the adjustment of some of its relevant recipe items. These adjustments can 
either be predefined in cases of planned experimentation, or suggested by a formal 
process optimization or control algorithm on the basis of actual information. In 
both the response surface methodology and the simplex evolutionary operation 
(EVOP), some well-known methods for empirical model building and process op- 
timization, flexible recipes are involved. Another application of flexible recipes arises 
in a feedforward quality control strategy of batch processes when variations in 
market or process conditions are known a priori. The experimental results of these 
strategies are presented for the batchwise production of benzylalcohol on a pilot- 
plant scale. Experiments have been performed to obtain a reliable model of the 
yield. On the basis of this model, better process conditions have been suggested, 
which substantially deviate from the final simplex resulted from experiments within 
simplex E VOP. Finally, an adaptive feedforward control strategy has been applied 
for a priori known disturbances in the process inputs. 
Introduction 
Flexibility is one of the keywords in industrial activities 
today. Due to variations in both market and process conditions 
the plant operation must be adjusted in order to meet the 
specific final conditions of the product in terms of quality and 
quantity as well as to produce efficiently. Examples of market 
variations are changes in costs of raw materials and energy, 
selling-prices of the final products and product requirements. 
Apart from this, fluctuations in feed quality or quantity, foul- 
ing of the process equipment and temperature limitations will 
cause variations in the process operation conditions. 
Since the late 70s it has been recognized that already in the 
design stage attention has to be paid to the flexibility of chem- 
ical processes for variations which might occur in the future. 
This flexibility was analyzed by incorporating uncertainty in 
the process parameters and constraints that appeared in the 
optimal design procedure (see, for instance, Grossman et al., 
1983, for an overview; Grossmann and Floudas, 1987). 
In this article, we will not focus on the design, but on the 
operation of flexible chemical processes. Note that, unlike the 
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procedures for process design, we have to deal now with actual 
variations in market and process conditions. In our approach, 
flexibility in operation is obtained by flexible recipes which 
allow adjustments of some recipe items. The key idea behind 
this flexible recipe approach is that by deviating from the 
traditionally fixed recipes better performance can be obtained 
under a wide range of changing conditions. Usually, a recipe 
is defined as a set of predetermined instructions for the man- 
ufacturing of a specific product. In the flexible recipe context, 
however, the term recipe is used in a more abstract way by 
referring to a selected set of adjustable recipe items which 
control the process output. In the following, we will restrict 
ourselves to batch processes, or more specifically, to the re- 
action phase in a single batch unit under changing process 
conditions. In our context, these changes may also include 
variations imposed by an experimenter. It should be noted 
that, although batch processes exhibit more flexibility than 
continuous ones, the approach is certainly not restricted to 
batch processes. 
Within the setting of evolutionary operation (EVOP) (see, 
for instance, Box, 1957; Box and Draper, 1969) flexible recipes 
have been introduced in process operation for the first time. 
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Their main objective was to gain insight into the process be- 
havior in a statistically elementary way in order to gradually 
improve the process efficiency. A more sophisticated approach 
and, in fact, an extension of EVOP, is the response surface 
methodology (RSM) (see Box and Draper, 1987) which involves 
more complicated experiment designs (inclusive possible trans- 
formations of the process variables and responses) as well as 
a formal analysis of the response surface. A well-known al- 
ternative to this statistical approach, which is also based on 
the application of flexible recipes, is the so-called simplex EVOP 
(Spendley et al., 1962). In simplex EVOP, unlike the original 
EVOP, optimal process conditions are found empirically. These 
applications of flexible recipes have in common that the ad- 
justment of the recipe is performed within a feedback loop 
which includes one or more batch cycles. 
Recently, a feedforward (quality) control strategy has also 
been proposed (see Keesman, 1991; Rijnsdorp, 1991). In this 
strategy, the adjustments of the relevant recipe items are cal- 
culated from a (non)linear program, assuming that the vari- 
ations in market and process conditions are known a priori. 
This application of flexible recipes is indicated as recipe ini- 
tialization. Apart from recipe initialization, the recipe can also 
be adjusted during the batch cycle when in-line measurements 
of the process conditions become available. However, these 
recipe adjustments within a feedback loop during a batch cycle 
is out of the scope of the article. 
The purpose of this article is to present a real-world, in- 
dustrial application of flexible recipes for empirical model 
building, process optimization, and quality control. The article 
has been organized as follows. The second section is devoted 
to the region of applicability for both RSM and simplex EVOP, 
and some essential tools within these procedures are discussed. 
Furthermore, an adaptive recipe initialization strategy is pro- 
posed which accounts for structural changes in process op- 
eration. The third section gives the results of the application 
of flexible recipes for a batchwise production of benzylalcohol. 
Since all these applications have, in essence, an iterative char- 
acter the evaluation of information as a function of the ex- 
perimental run number will be emphasized in the discussion 
of the results. 
Methods 
The key ideas behind empirical model building have been 
published extensively (see, for instance, Box and Draper, 1987). 
Therefore, only some crucial steps in this “black-box” mod- 
eling process are shortly outlined. 
First, an appropriate model structure must be chosen. Com- 
monly, when no dynamics are involved and the experimental 
region is limited, one starts with a simple first-order polynomial 
approximation of the underlying process. For a single variable 
system the model, assuming small deviations in the nominal 
process conditions and additive uncertainty, can be represented 
as ; 
where Sy is the variation in model response and Po is the nominal 
model response. Furthermore, the vectors 6x, P(ERk) contain, 
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respectively, (coded/transformed) variations in the selected 
flexible recipe items, which are the inputs of the model, and 
model parameters. The observed process output and associated 
error are represented by z and e. 
Secondly, to efficiently estimate the (unknown) model pa- 
rameters from the data, an approximate experiment design 
must be specified. A well-known design for this class of models 
is the 2k factorial design in which each input occurs at just two 
levels. Observe, then, that in this model building stage the 
experimenter-imposed variations on the inputs can be inter- 
preted in terms of flexible recipe manipulation. 
Thirdly, the model parameters (po,pI, ...,pk) can be estimated 
from the experimental data set ( X , z ) ,  where zERN and the 
N x  ( k +  1) matrix X includes the column vector 1. A very 
popular estimation procedure for this kind of model and data 
is the least-squares method which, under the assumption that 
the residuals are statistically independent with constant vari- 
ance and are normally distributed, offers maximum likelihood 
estimates. These conditions allow an exact interpretation of 
the uncertainty in the parameter estimates of the linear model. 
However, when the number of measurements is small there is 
no detailed uncertainty structure characterization in terms of 
independency and normality. Moreover, hypotheses with re- 
spect to a detailed uncertainty structure cannot be tested. Re- 
cently, as an alternative to this stochastic approach, a so-called 
set-membership approach has been proposed for parameter 
estimation from small data sets (see Walter and Piet-Lahanier, 
1990, for a recent survey). In this approach, the only as- 
sumption with respect to the uncertainty is that it is point-wise 
bounded. Hence, a set of feasible parameter vectors instead 
of a single optimal parameter vector will be found. Obviously 
less detailed information about the parameter estimate uncer- 
tainty, in terms of parameter bounds or individual feasible 
realizations (Keesman, 1990), is offered. Apart from the fea- 
sible set estimation, several different algorithms can be chosen 
if a specific point estimate is desired as, for instance, the central 
estimate (Milanese and Tempo, 1985) or the maximally robust 
(min-max) estimate (see Tempo et al., 1988; Keesman and van 
Straten, 1989). Whensoever reliable model parameter estimates 
are available, a response surface analysis can be performed in 
order to gain insight into the relation between response and 
inputs (Eq. la). 
Finally, the set of residuals must be analyzed to verify the 
presuppositions made with respect to the uncertainty structure. 
When it appears that, for instance, the residuals are not serially 
uncorrelated or the maximum of the min-max residuals, which 
has not been detected as an outlier, is too large, the model 
structure must be modified in terms of increasing model order 
or variable transformation. Obviously, this modification step 
implies a new iteration in the modeling process. 
On the basis of the response surface associated with the 
finally accepted model, a new set of recipe item values, which 
will most likely provide a higher yield, can be specified. As 
Box (1957) already pointed out, EVOP and in its more so- 
phisticated form RSM basically rely on “scientific” instead of 
“empirical” feedback. If, however, the response surface 
changes as a result of process disturbances that are difficult 
to specify such as, for instance, fouling of the process equip- 
ment or catalyst deactivation, empirical feedback would be 
preferred. An effective empirical optimization technique, which 
uses a simplex instead of a factorial design, has been proposed 
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by Spendley et al. (1962). Nelder and Mead (1965) modified 
this method for function minimization. For application of the 
Nelder-Mead method in a bounded input space, Verwater (1990) 
proposes an additional operation, namely, shadow contrac- 
tion. 
So far, recipe adjustments for process optimization have 
been considered, and a distinction was made between model- 
based and empirical optimization. However, in both cases rec- 
ipe adjustments occur on the basis of measured deviations in 
the process output. The question that arises then is: what 
happens when this deviation is large? As a result of replication 
of the design, large random deviations are filtered out in RSM. 
In simplex EVOP, on the contrary, the evaluation of the ver- 
tices in a simplex will be affected directly as will be demon- 
strated in the application. 
Now, in addition to these more or less conventional methods, 
a novel adaptive feedforward control strategy for process qual- 
ity control will be proposed, which will allow us to accom- 
modate the process conditions to (I priori known variations. 
Consider, therefore, the block diagram of Figure 1 in which 
there are only external process disturbances. Clearly, the dis- 
turbances ( d )  must be elements of the input vector 6x€Rk to 
calculate the compensation on the basis of the model (Eq. la), 
so that 6x = ( dl, . .  ,dm,6ul,.. ,6uk-,,,)'where ui is a control input 
variable. Let the disturbances d and the model parameter es- 
timates 6 be known, and let us try to maximize the yield y .  
The bounded control variables can then be calculated from 
the linear program (LP), 
max (6y(b,d,6u)) 16uil s v i  vi= 1, ..., k-m (2) 
6u 
Note that the estimate b,,, the average process output for 6x = 0, 
can be omitted in this LP problem, and that linear quality 
constraints on 6y can easily be added (Keesman, 1991). The 
bounds on 6u result from operability and model validity con- 
siderations. After implementation of the resulting values in 
the recipe, the reaction can be performed under the adjusted 
process operation conditions. At the end of the reaction phase, 
when the process output measurement becomes available, the 
parameters should be updated (see Figure 1) in order to keep 
the model as close as possible to the real process. The model 
parameters are adapted using a recursive least-squares algo- 
rithm with a random walk model for the parameters (see, for 
instance, Young, 1984). The incorporation of the random walk 
model, 
where 4,- , is a k x 1 white noise vector of serially-independent 
random variables with zero mean and covariance matrix Q at 
run number j - 1, allows a rapid change in the parameters, so 
that the model can be adjusted instantaneously. The problem, 
however, is the choice of Q which is a tradeoff between tracking 
ability and noise sensitivity. 
The linear model will become invalid when the process is 
operated near a (local) unconstrained optimum or when the 
operability region is largely extended. Under these circum- 
stances, a second-order model (possibly with transformed vari- 
ables) will sufficiently describe the response in most appli- 
cations, that is 
I -  d 
ESTIMATOR 
Figure 1. Feedforward control system for batch proc- 
esses. 
where B is a symmetric square (k x k) matrix. The LP problem 
of Eq. 2 transforms then into a quadratic programming prob- 
lem. Moreover, when a bound on the 2-norm of 6x(116~11~) is
introduced, a nonlinear programming (NLP) problem results. 
Application 
In this section, we present the results of RSM for model- 
building, simplex EVOP (with a modification to the Nelder- 
Mead method) for process optimization, and the adaptive feed- 
forward control strategy for the control of the final product 
quantity. These flexible recipe applications have been tested 
on the production of benzylalcohol in a pilot plant. The re- 
action equation for the reduction of benzaldehyde to benzy- 
lalcohol is: 
benzaldehyde + formaldehyde + potassium-hydroxide- 
benzylalcohol + potassium-formate 
which is an example of a so-called crossed-Cannizarro reaction 
(see Figure 2). 
For our application four input variables were selected: tem- 
perature of reaction, time of reaction, amount of potassium- 
hydroxide (KOH), and amount of formaldehyde. The meas- 
ured process output is the conversion (Yo) from benzaldehyde 
to benzylalcohol, which has been analyzed in a Gas-Liquid 
Chromatography (GLC) device. 
I formaldehyde 
I benzaldehyde 
benzylalcohol formate 
Figure 2. Reaction mechanism. 
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Table 1. Experimental Region 
Coded Levels 6Xi - 1  + 1  
the following LP problem with k + 2 parameters and 2N+ 1 
constraints (Dem'yanov and Malozemov, 1974), 
~ ~~ ~~ ~~ 
Reaction Temperature 5 ,  63 65 ("C)  
Reaction Time 5 2  1 2 (h) 
Amount of KOH 5 3  450 550 (€9 
Amount of Formaldehyde E4 375 475 (g) 
Model- building 
In the modeling stage, experiments were performed on the 
basis of a two-level design for four inputs with center points. 
The experimental region is presented in Table 1, where 
6x3 = ( E 3  - 500)/50, 6x4 = (E4 - 425)/50. 
To reduce the effect of systematic disturbances on main effects 
and the significant interactions, the experiments were arranged 
in blocks. When only one half of the total number of blocks 
is run, we speak about a 24-1 fractional factorial design. From 
the first 10 experiments, which constitute the so-called first 
half-fraction of the 24 factorial plus two center points, the five 
parameters of the linear model (Eq. la) can efficiently be 
estimated (see Table 2 for the results). In addition to the pa- 
rameter estimates the associated standard deviation (SJ, for 
which an approximated value for all parameters is represented, 
and the standard deviation of the residuals (s) are also presented 
in the table. However, for this small data set, the assumptions 
for an unbiased estimate from the ordinary least-squares 
method are questionable. Therefore, in addition to the least- 
squares estimate, the min-max estimate for bounded errors 
(that is, llellm: = max lejl 16 is also added in Table 2. In this 
linear case, the min-max estimate can easily be found by solving 
j =  I , , . . ,N  
min ( € 1  € 2 0  z j - ~ ~ b o + 6 x T b ~ z j + ~ , j =  1 ,  ..., N (5) 
s,b,$R,b€Rk 
After running the second half-fraction plus two center points 
one cycle has been completed. From this cycle, in addition to 
the linear parameters, the two-factor interaction parameters 
(denoted as b,) can also be estimated efficiently. 
The addition of center points to the 24-design allows us to 
test for second-order curvature, since the expectation of the 
contrast between the average response at the factorial points 
(2) and the average response at the center (To) is equal to the 
trace of matrix B, that is 
(see Box and Draper, 1982). It appears that this contrast is 
equal to + 0.5 for the first cycle. Note that a small value does 
not necessarily mean that there is no curvature of the response 
surface; the parameters Bii can be of the opposite sign. 
To separately quantify the pure error, consisting of setup 
errors, sampling errors and analytical errors, and the lack of 
fit due to incompleteness of the model, the cycle has to be 
repeated at least once. Moreover, additional experiments will 
also contribute to more reliable parameter estimates. The pa- 
rameter estimates, the mean-squared errors associated with the 
pure error (MS,) and the lack of fit for the linear model with 
interaction terms (MS,) after two cycles are presented in the 
eighth column of Table 2. In addition to the separate mean- 
squared errors the rate FL =MS,/MS,, a statistic which allows 
a formal hypothesis testing of the model validity, it also rep- 
resented. It can easily be verified that the diagonal elements 
Table 2. Model-Building Results 
Runs 10 20 40 59 
LS* MM LS MM LS MM LS MM LS MM 
bo 67.0 67.6 68.0 67.9 67.8 68.2 67.5 67.7 67.7 70.8 
bl 4.9 4.0 4.6 4.4 4.5 4.7 4.5 4.4 4.4 5.6 
b2 5.4 8.0 6.7 5.4 6.7 6.5 7.1 6.8 8.1 6.9 
b3 1.8 0.9 2.8 1.3 3.1 2.8 2.9 3.0 1.9 1.6 
3.0 5.7 2.3 3.0 2.0 2.1 2.7 3.0 1.9 2.3 
-2.1 - 2.0 - 1.5 - 1.0 - 1.3 0.7 
b14 1.8 1.1 2.3 2.2 2.3 3.1 
b23 1.1 1.1 1.4 1.2 1.4 3.6 
b24 1.3 1.6 0.8 0.4 0.8 0.5 
- 3.2 -3.0 -3.1 - 2.7 -3.1 - 3.8 b34 
0.5 - 0.7 hi - 2.9 - 3.4 b22 
b33 3.3 3.2 
- 0.4 - 0.9 b44 
sbt 2.5 1.4 0.9 0.5 0.6 
S 7.4 5.5 2.5 2.7 3.7 
E 7.8 7.9 2.4 3.5 6.6 
MSL 
Mse 
FL 
- 2.0 - 1.6 - 2.3 - 2.5 - 2.3 - 3.6 
2,- 
bl3 
22.6 41 .O 
3.2 5.6 
7.0 1.3 
'LS = least-squares estimate; MM = min-max estimate. 
'Approximate value for all estimates. 
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Note that b,=ZB, for i # j ,  and b,,=B,, (see Eqs. 4 and 7). I .  
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I +I -1 x2 A a 
Figure 3. Composite design (cube, star and center 
points) for &= 3. 
of B, unlike the off-diagonal elements, cannot be estimated 
efficiently from our experiments based on the first-order design 
with center points. 
For quadratic models (Eq. 4) Box and Draper (1987) rec- 
ommend a second-order composite design (see Figure 3) con- 
sisting of: a “cube” and “star” part of the design with center 
points. The “cube” part compromises points with coordinates 
of the type ( f 1, f 1 ,. .., f 1). The axial points with coordinates 
(fa,O ,..., 0), (0, f a  ,..., 0) ,..., (0,O ,..., f a )  form the “star” part 
of the design. And, the point (O,O, ..., 0) is the center point. In 
Table 15.2 of their book, useful second-order composite de- 
signs for different values of k are presented. In order to obtain 
a rotatable design Q must be equal to 2 for k = 4. In addition 
to the 40 runs from the first-order design another two cycles 
of 10 runs each have been performed on the basis of the “star” 
design in order to complete the composite design. From a first 
analysis, it appeared that one run was invalid, so that the 
parameters of our second-order model had to be estimated 
from the remaining 59 experiments. The effect of removing 
this outlier on parameter bI2 can be seen in Table 2. Note also 
that the parameters b24, bII and b.,,, could be considered as 
nonsignificant. However, we have chosen to keep these pa- 
rameters in the model, since removal of these terms hardly 
affected the other estimates, and it kept the model more flexible 
for adaptation to changing conditions. The resulting second- 
order model is, then, 
6Yz4.4 6Xl+ 8.1 6X2+ 1.9 6X3+ 1.9 6x4 
(*0.6) ( f0 .6)  (*0.6) (*0.6) 
- 1 . 3  6~16x2-2.3 6~16~,+2.3 6~16x4 
(+0.7) (f0.7) (*0.7) 
+ 1.4 6~26x3 + 0.8 6~26x4- 3.1 6~36x4 
(*0.7) (*0.7) (*0.7) 
+0.5 6d- 2.9 6 4 +  3.3 6$- 0.4 6x2, 
( *0 .5 )  (*0.5) ( *0.5)  (*0.5) (7) 
: 
1 
-1 
-a 
-a -1 0 1 2 
X 1  
Figure 4. Response surface and contour lines for re- 
action time and amount of KOH. 
and bo is 67.7( * l.l), where the number between the paren- 
theses are the standard deviations of the parameter estimates. 
In Figure 4 the response surface and the associated contour 
lines for x2 (time of reaction) and x, (amount of KOH) are 
presented. Notice that the response surface in this figure is a 
minimax, which will obstruct an empirical process optimization 
procedure. Similar surfaces have been obtained for xI -x2, 
xI -x4, x3-x4 with 16xi1 5 2  for i= 1 ,..., k.  
In fact, we can perform now a formal optimization on the 
basis of our model (Eq. 7), which lead to the optimum 
6xo,=(-0.19, 0.72, 1.82, -0.37)Twith 116xop,I12=2and acon- 
version of 89.9%. Notice that the optimum is situated on the 
border of the experimental region. However, in practice, such 
an approach is hardly allowed in view of the uncertainty in 
the response surfaces. Under these circumstances, a more ac- 
ceptable approach is to investigate the graphical representa- 
tions of the response surface. Obviously, this can only be 
realized when one or two variables are involved. For studies 
with more than two variables a canonical analysis of the model 
can be performed (see Box and Draper, 1987). In this analysis, 
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Table 3. Starting Simplex 
Vertex 1 2 3 4 5  
Reaction Temperature E, 63 65 64 64 64 ("C) 
Reaction Time E2 1.16 1.16 2.16 1.5 1.5 (h) 
Amount of Formaldehyde 405 405 405 405 505 (g) 
Amount of KOH E 3  475 475 475 575 500 (g) 
the coordinate axes system is rotated in order to remove the 
interaction terms, which allows an easier interpretation of the 
response surface. Our second-order model transforms then 
into. 
where 6x'=MT6x, and O=MTf l=(-O. l ,  -4.9, -3.1, 7.6)', 
in which M is a k x k matrix containing the eigenvectors of B. 
The diagonal matrix A=diag(4.5, 0.3, - 1.0, -3.3) contains 
the associated eigenvalues. In addition to the interaction terms, 
the linear terms can be removed from the model by shifting 
the axes system to the stationary point in the rotated system, 
Axs' =(O.O, 8.8, - 1.6, 1.2)T, so that 
6y ( A ,~x"  ) = 6ys + SX"~ASX" 
= - 14.6 + 4.5(6x1' - 0.0)2 + 0.3(6x; - 8.8)2 
-(6x; + 1.6)2-3.3(6xi - 1.2)2 (9) 
where 6ys is the deviation in the response at the stationary point 
6xs' and 6x" = 6x' - 6xsr. 
Notice that the direction of 6x; is dominant (X, is largest 
eigenvalue). Let us select new process operation conditions on 
the basis of this information. For 6x' = ( -  2, 0, 0, O)r ,  for 
instance, which is equivalent with 6x= ( -  0.7,0.2, 1.7, - 0.7)T, 
the yield is then 87.7%. It appears that this new point is rather 
close to tlie optimum which resulted from the preceding formal 
optimization. It should be noted that this approach, unlike the 
steepest ascent procedure, is essentially based on evaluation 
of the Hessian instead of the Jacobian of the model. 
Process optimization 
In the process optimization stage better operation conditions 
have been found by performing experiments which were based 
on a simplex design. The starting simplex for this procedure, 
enclosing the center point of Table 1, is presented in Table 3. 
For a comparison between these results and those from RSM, 
constraints have been imposed on the (coded) variables, that 
is, 116~11~~2. The evaluation of the simplices has been based 
on the Nelder-Mead procedure with a minor modification for 
the presence of constraints. In order to reduce the effects of 
analytical errors, which can disturb the search path signifi- 
cantly, each sample of the final product has been analyzed 
twice during the preparation phase of the next run. 
The evaluation of the individual input variables 6xi in terms 
of their combined contribution to the squared norm, can be 
seen from Figure 5 ,  where the first five bars are related to the 
starting simplex of Table 3. Note that the squared norm is 
smaller than or equal to four, which directly results from our 
restriction of the experimental region (a sphere with diameter 
two). 
- I  I I I I I I I I , ,  I 
1 3 5 7 9 1 1  13 15 17 19 21 23 25 27 
Run number 
Figure 5. Evaluation of reaction temperature, reaction 
time, amount of KOH and formaldehyde in 
terms of 6x2. 
From this graphical analysis, it appears again that in the 
selected experimental region both the reaction time (xz) and 
the amount of KOH (x3) are dominant in controlling the process 
output. However, unlike the results presented in the preceding 
section, the effect of the reaction time appears to be larger 
than the effect of KOH. Note from Figure 5 that in the tenth 
run process operation conditions that are close to the optimal 
conditions obtained from the preceding model-based optimi- 
zation have been realized. The associated process output 
(73.4%) is, however, significantly lower than the predicted 
output for these conditions (85 .5%)  using the model of Eq. 
7. In order to analyze this effect more specifically, the devia- 
tions between measured process output and predicted model 
response are presented for eighty-six experiments (see Figure 
6). 
The nonstationary conditions in the residuals coincides 
clearly with the start of the new experiment cycle at run number 
sixty. The disturbance is most likely the result of carryover 
effects; between the two types of experiments other experi- 
ments have been performed in the reactor. 
The process improvement can most clearly be visualized by 
the measured process output as a function of the run number 
(see Figure 7). In (Nelder-Mead) simplex EVOP, the "optimal" 
process operation conditions are enclosed by the final simplex. 
The final simplex for our application is presented in Table 4. 
Residuals 
I 10 
5 
0 
-5 
-10 
-15 
model-building I process optimization 
cube 1 star 
20 40 60 80 0 
Run number 
Figure 6. Model validation test. 
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Conversion (%I  
loo- - 
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1 4 7 10 13 16 19 22 25 
Run number 
Figure 7. Measured process outputs in the process o p  
timization stage. 
Note the relative small variations in reaction time (6x,= 0.22) 
and amount of KOH (6x3=0.32) which would support our 
conclusion that these variables are dominant if all variables 
were independent. For a more complex interpretation of the 
dominance of (a linear combination of) variables, we should 
perform an eigenvalue decomposition analysis of the matrix 
B.  From the preceding section, in which this analysis has been 
performed, we know that the response surface is a minimax, 
so that a different simplex may have been resulted when, for 
instance, the starting simplex had been mirrored with respect 
to the origin. This fact clearly shows the problem one can run 
into when implementing an empirical process optimization pro- 
cedure without evaluating the response surface. 
Adaptive feedforward control 
In this section, the experiment results of the adaptive feed- 
forward control strategy with respect to the yield are discussed. 
For a number of initial disturbances in the input variables an 
optimal compensation has been determined from the following 
NLP problem: 
max 1 6x7b + 6x7BSx 1 116~11~ 5 2 (10) 
6U 
where6x= (d ,,..., dm,6u ,,..., 6u,-,,)7(comparewithEq. 2). Note 
that for m = 0 the optimal process operation conditions, as a 
result of a formal optimization, will be found again. 
Table 4. Final Simplex 
Vertex 1 2 3 4 5  
Reaction Temperature E ,  64.1 64.5 64.3 64.2 64.3 ('C) 
Reaction Time E2 2.29 2.22 2.33 2.33 2.22 (h) 
Amount of KOH [, 545 552 537 541 553 (9) 
Amount of Formaldehyde 438 463 454 449 465 (g) 
For the first run (see Table 5) the reaction temperature has 
been limited to 63°C (that is, 6x, = - 1). This process disturb- 
ance was compensated by adjusting the other input variables 
according to Eq. 10, where 0 and B have been estimated from 
the preceding experiments. It appeared that the reaction time 
had to be extended with respect to the nominal conditions with 
0.44 h, the total amount of KOH to be charged was 572 g 
instead of 500, and the amount of formaldehyde was 405 g 
instead of 425. The predicted output associated with these 
adjustments was 81.4%, while the actual yield was only 74.6%. 
For the third run this deviation was even larger due to the 
sudden occurrence of a side-reaction which spoiled the batch. 
Also, for runs five and seven rather large errors appeared. 
Summarizing, at first sight the results of this control strategy 
are rather disappointing. However, we must keep in mind that, 
in fact, we should have rejected the fitted model (Eq. 7); the 
value of FL (Table 2) is larger than the upper 1% point of the 
associated F distribution. So, better results might have been 
obtained when a more adequate model was used, or when the 
disturbance were chosen smaller. It should be noted that ap- 
plication of the model without the nonsignificant terms would 
not substantially deviate from the implemented strategy, at 
least for the first runs. 
Conclusions 
The application of flexible recipes can be a powerful tool 
in the (batch) process industries for increasing the productivity. 
Both a model-based and an empirical optimization procedure 
have been performed to a specific industrial application: the 
batch-wise production of benzylalcohol on a pilot-plant scale. 
It appears that from these procedures, response surface meth- 
odology and (Nelder-Mead) simplex EVOP, different solutions 
are found, which is caused by the special form of the response 
surface (mini-ma). Therefore, we conclude that for more com- 
plex response surfaces RSM is preferable to simplex EVOP. 
In addition to the actual information about the process, the 
graphically presented evaluation of, for example, measured 
Table 5. Experiment Results of Feedforward Control 
Temperature Time of Amount Amount of Predicted Measured Prediction 
of Reaction Reaction of KOH Formaldehyde Effect Effect Error 
€ 1  €2 €3 €4 Y Z e 
63.0: 
65.2 
65. I 
63.9 
63.0 
65.3 
65.3 
63.0 
63.2 
1.94 
1.04 
2.05 
2.08 
1.00 
1 .oo 
1 .OO 
2.15 
2.10 
572 
446 
450 
565 
430 
450 
468 
450 
450 
405 
459 
467 
375 
437 
446 
375 
397 
375 
81.4 
73.7 
82.4 
80.3 
55.6 
70.0 
63.7 
63.7 
64.0 
14.6 
76.5 
47.0 
16.8 
39.9 
77.7 
50.9 
63.2 
63.9 
-6.8 
2.8 
- 35.4 
- 3 . 5  
- 15.7 
7.7 
- 12.8 
-0.5 
-0.1 
'Bold-faced numbers represent the imposed disturbance. 
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process output, parameter estimates or residuals is also of great 
importance. The proposed adaptive feedforward control strat- 
egy offered rather large prediction errors, which can be at- 
tributed to the inadequacy of the identified second-order model. 
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Notation 
b =  
B =  
d =  
e =  
k =  
m =  
M =  
N =  
4 =  
u =  
x =  
Y =  
z =  
vector of first-order parameter estimates 
matrix of second-order parameter estimates 
disturbance vector 
output error 
number of independent inputs 
number of disturbances 
matrix of eigenvectors 
number of experiments 
white noise vector 
control input vector 
(coded) input vector 
model response 
measured process output 
Greek letters 
f l  = vector of first-order parameters 
Po = nominal model response 
B = matrix of second-order parameters 
6 = difference operator 
c = guaranteed (output) error 
8 = vector of transformed first-order parameters 
A = diagonal matrix of eigenvalues 
Y = vector of input bounds 
= vector of nominal inputs 
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