We study the core mass function (CMF) within 32 dense clumps in seven infrared dark clouds (IRDCs) with the Atacama Large Millimeter/submillimeter Array (ALMA) via 1.3 mm continuum emission at a resolution of ∼1 . We have identified 107 cores with the dendrogram algorithm, with a median radius of about 0.02 pc. Their masses range from 0.261 to 178 M . After applying completeness corrections, we fit the combined IRDC CMF with a power law of the form dN/d logM ∝ M −α and derive an index of α 0.86±0.11 for M ≥ 0.79M and α 0.70±0.13 for M ≥ 1.26M , which is a significantly more top-heavy distribution than the Salpeter stellar initial mass function (IMF) index of 1.35. We also make a direct comparison of these IRDC clump CMF results to those measured in the more evolved protocluster G286 derived with similar methods, which have α 1.29 ± 0.19 and 1.08 ± 0.27 in these mass ranges, respectively. These results provide a hint that, especially for the M ≥ 1.26 M range where completeness corrections are modest, the CMF in high pressure, early-stage environments of IRDC clumps may be top-heavy compared to that in the more evolved, global environment of the G286 protoclusters. However, larger samples of cores probing these different environments are needed to better establish the robustness of this potential CMF variation.
INTRODUCTION
The origin of the stellar initial mass function (IMF) remains one of the most important unsolved problems in astrophysics. In general, the IMF can be described as having a broad peak just below 1 M , similar in shape to a log normal, but then extending with a power law form at high masses (see, e.g., Bastian et al. 2010) , i.e.,
Salpeter (1955) derived α 1.35 between 0.4 and 10 M and this value has remained valid as the standard description of the 1 M IMF from more recent studies.
Observations of dense cores show that the core mass function (CMF) may be similar in shape to the IMF (e.g., Alves et al. 2007; André et al. 2010; Offner et al. 2014; Könyves et al. 2015; Ohashi et al. 2016; Cheng et al. 2018) . Such a similarity is taken as evidence that the stellar IMF is in large part determined by the fragmentation process in molecular clouds, after also allowing for a core to star formation efficiency. However, to most accurately test such a scenario, then observationally one should ideally measure the pre-stellar core (PSC) mass function, with PSCs being cores at an evolutionary stage just before the onset of star formation. This method has been carried out using FIR Herschel imaging of nearby regions, such as Aquila (d =260 pc), by, e.g., Könyves et al. (2015) , who find a pre-stellar core mass function (PSCMF) that is similar in shape to the stellar IMF.
Unfortunately identifying PSCs in more distant starforming regions is a non-trivial task. Using mm continuum emission to identify cores, i.e., the thermal emission from dust, is the typical method adopted (and will be the one used in this paper). This then allows a measure of the mass of the sources, assuming given dust emissivities, dust-to-gas mass ratio and dust temperature. At this point the sample likely contains a mixture of prestellar cores and protostellar cores, and with the latter tending to be more easily detected given their internal heating. Attempts can then be made to remove obvious protostellar sources, e.g., those cores associated with infrared or x-ray emission or with outflow tracers. Such an approach was adopted by Ohashi et al. (2016) , who first identified 48 cores in IRDC G14.225-0.506 from 3 mm continuum emission and then proposed 28 of these to be PSCs, based on a lack of IR or x-ray emission. However, in high column density regions such as IRDCs, lack of detected IR emission, e.g., from Spitzer MIPSGAL 24 µm images (Carey et al. 2009) , is no guarantee a core is pre-stellar, as found by, e.g., Tan et al. (2016) , who find that the presence of protostellar outflows, e.g., as traced by CO, can be a more powerful probe of protostellar activity depending on the extinction in the region. Furthermore, even if a core is identified as being pre-stellar from the above methods, it is not clear at which evolutionary stage it is at, i.e., whether it will grow much more in mass before forming a star.
An alternative approach is to try and select PSCs that are on the verge of forming stars via certain chemical species, especially deuterated species, such as N 2 D + (see, e.g., Caselli & Ceccarelli 2012; Tan et al. 2013; Kong et al. 2017 ). However, this requires very sensitive observations, and then the question of measuring the masses of the PSCs still needs to be addressed, e.g., via associated mm continuum emission or dynamically via line widths from some measured size scale.
Given the above challenges, a first step for distant regions is to characterize the combined pre-stellar and protostellar CMF, by simply treating all the detected sources as cores of interest. This approach has been adopted by, e.g., Beuther & Schilke (2004) , , Cheng et al. (2018) and Motte et al. (2018) . Such an approach, which is the one we will also adopt in this paper, is really a measurement of the mm luminosity function of "cores" with potentially a mixture of PSCs and protostellar cores being included in the sample, although, it is the latter, being warmer, that will tend to be identified in a given protocluster.
Since there are large potential systematic uncertainties associated with both core identification and core mass measurement, it is important to attempt to provide uniform and consistent observational metrics of core populations in different star-forming regions and environments to allow comparison of relative properties. With this goal in mind, we derive the mm-continuumbased CMF from observations of dense regions of Infrared Dark Clouds (IRDCs), thought to be representative of early stages of massive star and star cluster formation (see, e.g., Tan et al. 2014) . Most importantly, we use the same methods as our previous study of the more evolved protocluster G286.21+0.17 (hereafter G286) (Cheng et al. 2018 , hereafter Paper I).
There have been several previous studies of clump and core mass functions in IRDCs. Rathborne et al. (2006) measured an IRDC clump (∼0.3 pc-scale) mass function, with high-end power law slope α 1.1±0.4 above a mass of 100 M via 1.2 mm continuum emission. Ragan et al. (2009) identified structures on ∼0.1pc scales and found α 0.76 ± 0.05 from 30 to 3000 M through dust extinction. measured the masses of 38 dense cores (with ∼0.01 pc scales) in the massive IRDC G28.34+0.06, clump P1 (also known as C2 in the sample of Butler & Tan 2009 ) via 1.3 mm continuum emission and found a lack of cores in the range 1 to 2 M compared with that expected from an extrapolation of the observed higher-mass population with a Salpeter power law mass function. Finally, as mentioned above, Ohashi et al. (2016) studied IRDC G14.225-0.506 and identified 28 starless cores on scales ∼0.03 pc and derived α 1.6 ± 0.7 from with masses ranging from 2.4 to 14 M via 3 mm dust continuum emission.
We have conducted a 1.3 mm continuum and line survey of 32 IRDC clumps with ALMA in Cycle 2. These regions are of high mass surface density, being selected from mid-infrared (Spitzer -IRAC 8 µm) extinction (MIREX) maps of 10 IRDCs (A-J) (Butler & Tan 2012) . The distances to the sources, based on near kinematic distance estimates, range from 2.4 kpc to 5.7 kpc. The first goal of this survey was to identify PSCs via N 2 D + (3 − 2) emission, with about 100 such core candidates detected (Kong et al. 2017 ). Here we report on the analysis of the 1.3 mm continuum cores and derivation of the CMF in these 32 IRDC clumps. In §2 we describe the observations and analysis methods. In §3 we present our results on the construction of the CMF, including with completeness corrections, and the comparison to G286. We discuss the implications of our results and conclude in §4.
OBSERVATIONS AND ANALYSIS METHODS

Observational Data
We use data from ALMA Cycle 2 project 2013.1.00806.S (PI: Tan), which observed 32 IRDC clumps on 04-Jan-2015, 10-Apr-2015 and 23-Apr-2015, using 29 12 m antennas in the array. The total observation time including calibration is 2.4 hr. The actual on-source time is ∼2-3 min for each pointing (30 pointings in total).
The spectral set-up included a continuum band centered at 231.55 GHz (LSRK frame) with width 1.875 GHz from 230.615 GHz to 232.490 GHz. At 1.3 mm, the primary beam of the ALMA 12 m antennas is 27 (FWHM) and the largest recoverable scale for the array is ∼ 11 (∼ 0.3 pc at a typical distance of 5 kpc). No ACA observations were performed. The sample of 32 targets was divided into two tracks, each containing 15 pointings. Track 1, with reference velocity of +58 kms −1 , includes A1, A2, A3, B1, B2, C2, C3, C4, C5, C6, C7, C8, C9, E1, E2 (following the nomenclature of Butler & Tan 2012) . Track 2, with reference velocity of +66 kms −1 , includes D1, D2 (also contains D4), D3, D5 (also contains D7), D6, D8, D9, F3, F4, H1, H2, H3, H4, H5, H6. The continuum image reaches a 1σ rms noise of ∼0.2 mJy in a synthesized beam of ∼ 1.36 × 0.82 . Other basebands were tuned to observe N 2 D + (3-2), SiO(5-4), C 18 O(2-1), DCN(3-2), DCO + (3-2) and CH 3 OH (5(1, 4) − 4(2, 2)). These data have mostly been presented by Kong et al. (2017) , with the SiO(5-4) data to be presented by Liu et al. (in prep.) .
To investigate the flux recovery of our 12m data, we use the archival data from the Bolocam Galactic Plane Survey (BGPS) (Aguirre et al. 2011; Ginsburg et al. 2013) , which are the closest in frequency single-dish millimeter data available. We measure the flux density in both ALMA and BGPS images of each clump (the aperture is 27 across, i.e., one ALMA primary beam size) and then convert the BGPS flux density measurements at 267.8 GHz to the mean ALMA frequency of 231.6 GHz via S ν ∝ ν αν assuming α ν = 3.5 ± 0.5. For the ALMA data we measure the total flux above a 3σ noise level threshold. Finally we derive a median flux recovery fraction of 0.19 ± 0.02. As expected, these 12m array only ALMA observations filter out most of the total continuum flux from the clumps.
Core Identification
Our main objective is to identify cores using standard, reproducable methods. In particular, we aim to follow the methods used in our Paper I study of the G286 protocluster as closely as possible so that a direct comparison of the CMFs can be made. Thus for our fiducial core finding algorithm we will adopt the dendrogram (Rosolowsky et al. 2008 ) method as implemented in the astrodendro 1 python package. We set the minimum threshold intensity required to identify a parent tree structure (trunk) to be 4σ, where σ is the rms noise level in the continuum image prior to primary beam correction, with typical value σ ∼ 0.2 mJy beam −1 , except for C9 where σ = 0.6 mJy beam −1 due to its large dynamic range.
For identification of nested substructures (branches and leaves), we require an additional 1σ increase in intensity. Finally, we set a minimum area of half the synthesized beam size for a leaf structure to be identified. These "leaves" are the identified "cores". The parameters associated with these three choices are the same as the fiducial choices of Paper I. We note that Paper I carried out an extensive exploration of the effects of these parameter choices on the derived CMF, which we do not carry out here, rather focusing on the comparison of fiducial-method CMFs between the IRDC clump and G286 protocluster environments.
While the dendrogram algorithm is our preferred fiducial method of core identification, following Paper I, we will also consider the effects of using the clumpfind algorithm (Williams et al. 1994) . The main differences of clumpfind are that it is non-hierarchical, so that all the detected signal is apportioned between the "cores", leading, in general, to more massive cores and thus a more top-heavy CMF (see Paper I).
We note that one difference between our methodology compared to that of Paper I is that our core identification is done in images before primary beam correction. This is because our observational data set consists of multiple individual pointings, whereas that of Paper I is a mosaic of a single region, i.e., with a more uniform noise level. The result of this difference is that our threshold levels that define cores vary depending on position in the image. Our method of implementing completeness corrections, described below, attempts to correct for this effect. Note, we restrict core identification to the area within the FWHM primary beam in each image.
Core Mass Estimation
We estimate core masses by assuming optically thin thermal emission from dust, following the same assumptions adopted in Paper I. The total mass surface density corresponding to a given specific intensity of mm continuum emission is
(2)
where F ν is the total integrated flux over solid angle Ω, κ ν,0.00638 ≡ κ ν /(6.38 × 10 −3 cm 2 g −1 ) is the dust absorption coefficient, λ 1.3 = λ/1.30 mm and T d,20 = T d /20 K with T d being the dust temperature. To obtain the above fiducial normalization of κ ν , we assume an opacity per unit dust mass κ 1.3mm,d = 0.899 cm 2 g −1 (moderately coagulated thin ice mantle model of Ossenkopf & Henning 1994) , which then gives κ 1.3mm = 6.38 × 10 −3 cm 2 g −1 using a gas-to-refractorycomponent-dust ratio of 141 (Draine 2011) . The numerical factor following the → in the final line shows the fiducial case where λ 1.3 = 1 and T d,20 = 1. We note that even though temperatures in IRDCs are often measured to be cooler than 20K, e.g., ∼ 15K from studies using inversion transitions of NH 3 (e.g., Pillai et al. 2006; Sokolov et al. 2017) or from multiwavelength sub-mm continuum emission maps (e.g., Lim et al. 2016) , we expect that most of the cores identified in our images are protostellar cores that are internally heated to somewhat higher temperatures. If temperatures of 15 K or 30 K were to be adopted, then the mass estimates would differ by factors of 1.48 and 0.604, respectively.
Core Flux Recovery and Completeness Corrections
Following Paper I, we estimate two correction factors needed to estimate a "true" CMF from a "raw" observed CMF. The first factor is the flux recovery fraction, f flux ; the second factor is the number recovery fraction, f num .
To evaluate these factors, artificial cores of a given mass (i.e., after primary beam correction) are inserted into each of the IRDC images, with three sources being inserted at a given time at random locations within the primary beam and this exercise repeated 50 times. This enables 150 experiments for each core mass. We note that the choice of random placement within the primary beam is different from that adopted in Paper I, which used the ACA-only image of the mosaic region as a weighting factor for core placement. We also note that our method means that cores of a given mass that are placed near the edge of the primary beam have smaller fluxes in the image and thus are harder to detect. We explore a range of masses from 10 −1 to 10 1.2 M with even spacing of 0.2 in log M . We assume the flux of the artificial cores has a gaussian distribution with the shape of the synthesized beam. This is an approximation that is most accurate in the limit of small, unresolved cores, which is where the correction factors become most important. The dendrogram algorithm is run to determine if the cores are recovered and then the recovered flux is compared to the true flux. An example of this procedure is shown in Figure 1 . We can tell from the figure that whether a core of ∼ 1.6M , which has a peak flux of ∼ 10 σ at 5.0 kpc, can be detected depends on its location within the filed of view, i.e., being harder to detect near the edge of the primary beam, and also on the local background. The local background can have two main effects. First, if a faint core happens to be placed on an already identified stronger core, then the artificial core is likely to be undetected due to confusion. Second, if a faint core is placed on a region of emission in the original image that was too faint to be detected as a core, this increases the chances that the core will now be recovered by the core finding algorithm. In this case its recovered flux will have been artificially boosted by the presence of this background emission, though the total recovered flux may still be less than that inserted, e.g., due to the threshold criteria of core finding algorithm.
The median value of the ratio of recovered to true flux defines f flux , with this quantity being measured both as a function of true flux (mass) and of recovered flux (mass). The ratio of the actual number of cores recovered to the number inserted defines f num . The derived values of f flux and f num are presented below in §3.
3. RESULTS
Continuum Images
The continuum images of the 30 positions in the IRDCs, covering 32 clumps, are shown in Figure 2 , together with the identified cores (i.e., leaves from the dendrogram algorithm). The size of the FWHM of the primary beam is shown with a dashed circle in each image.
Overall we have identified 107 cores in these images. Note that we only identify cores that are within the primary beam. Although there may be true cores that show strong emission outside the primary beam, as in B2 and C2, in most cases the noise outside is relatively high and thus it is harder to identify cores of a given mass. We also note that we identify cores in all the regions apart from C3 and D2. Cores are named as, e.g., A1c1, A1c2, etc, in the region A1, with the numbering order from higher to lower Galactic latitude.
The properties of the identified cores (after primary beam correction) are listed in Table 1 . The masses range from 0.261M to 178M (0.150 M to 178 M without flux correction), given our fiducial methods of mass estimation. The median radius of the cores is R c ∼ 0.02 pc, with the radii evaluated as R c = A/π, where A is the projected area of the core. We then evaluate the mean mass surface density of the cores, Σ c ≡ M/A, which have values 0.3g cm −2 . This is consistent with expectations of the Turbulent Core Model of McKee & Tan (2003) given that the mass surface densities of the IRDC clump environments are at about this level of ∼ 0.3 g cm −2 (Butler & Tan 2012) . We also evaluate the mean H nuclei number density in the cores, n H,c ≡ M c /(µ H V ), where µ H = 1.4m H is the mean mass per H assuming n He = 0.1n H and V = 4πR 3 c /3. The mean value of log 10 (n H,c /cm −3 ) is 6.58, with a dispersion of 0.34. From an inspection of the molecular line data of these regions, as presented by Kong et al. (2017) , we note that more than half of the cores are associated with molecular line emission, e.g.,
18 O(2-1) and, occasionally, SiO(5-4). However, only the latter of these transitions is known to be a good tracer of outflows, especially from more massive protostars. Analysis of the SiO emission will be presented in a companion paper (Liu et al., in prep.) . 
Core Mass Function
As described in §2.4, we have estimated flux correction, f flux , functions for all the observed regions and these are shown in Figure 3a for the seven IRDCs. Here the values shown are the median of the results for each IRDC in each mass bin (excluding values f flux > 1, which we attribute to false assignments; and extrapolating with constant values at the low-mass end once an effective minimum is reached in the distribution: at even smaller values of M , the median f flux is seen to rise, which we attribute to false assignment to weak image feature, including noise fluctuations). Similar to the results of Paper I for G286, our estimated values of f flux rise from ∼ 0.5 to 0.6 for M 1 M towards close to unity for M several M . The curves are shifted to lower masses for the most nearby IRDCs. Figure 3a also shows for each IRDC the masses corresponding to a core that has a flux level of 4σ at the position of half the beam size, which represents one of the detection threshold criteria (in this case the most stringent), assuming its flux distribution is shaped as the beam. These mass detection limits range from about 0.4 M to 2 M , depending on the distance to the cloud. However, we note that these are only approximate limits, since, e.g., the core shape may not be exactly the same as the beam. In particular, less centrally peaked cores will be able to satisfy the area threshold condition at a lower mass.
As also described in §2.4, we then derive the number recovery fraction, f num , for the observed regions, again averaging for each IRDC (Fig. 3b) . These rise steeply from near zero to near unity as M increases from ∼ 0.2 to 1 M , depending on the distance to the IRDC.
Recall that overall we have identified 107 cores in the seven IRDCs. Cloud C contains the most (37), followed by cloud D (23) and cloud H (18). We will first derive the CMFs for each IRDC separately and then combine them.
The raw (uncorrected) CMF of IRDC C is shown by the black histogram in Figure 4 . The mass binning has been chosen to match that used in Paper I, i.e., five bins per dex, with a bin centered on 1 M (and thus also on 10M and 100M , etc). The error bars on each bin indicate N 1/2 Poisson counting uncertainties. The CMF after flux correction is shown by the blue histogram: note that cores in the lowest mass bin of the raw CMF are all shifted to higher mass bins. Finally, the number correction is applied to the flux-corrected CMF to derive the final, "true" CMF, shown by the red histogram. Note, its error bars are assumed to be the same fractional size as those found for the blue histogram, i.e., the Poisson errors from this distribution, with no allowance for any additional systematic uncertainty in f num . Thus these uncertainties should be treated with caution, i.e., they likely underestimate the true uncertainties.
Following Paper I, we first carry out "simple" power law fitting to CMFs starting from the 1 M bin, i.e., for M 0.79 M . This fitting minimizes differences in the log of dN/dlogM , normalized using the asymmetric Poisson errors. For empty bins, to treat these as effective upper limits, we assume the point is 1 dex lower than the level if the bin had 1 data point and set the upper error bar such that it reaches up to the level if there were 1 data point. For bins that have 1 data point, the lower error bar extends down by 1 dex rather than to and α is estimated as
with an uncertainty (confidence interval)
Here x min is the starting mass of the power law, x i is the mass of each core with mass above x min and n is the number of such cores. We note that this estimate is valid assuming the upper limit (if any) of the distribution is much larger than x min . Note also, our fiducial results involve CMFs that have been corrected in logarithmic bins for flux and number incompleteness, so these are used to generate synthetic populations of cores, to which the MLE analysis method is then applied. We generate the corresponding number of random masses uniformly distributed in each mass bin and apply the MLE method. We repeat this for 50 times and then derive the median α and confidence interval σ. For IRDC C, with simple power law fitting we derive a value of α = 0.56 ± 0.13 for the true CMF. The raw and flux-corrected CMFs had power law indices of 0.23 and 0.31, respectively, so we see the effects of these corrections has been to steepen the upper end slope of the CMF, as expected. For the MLE method we find α = 0.48 ± 0.08, 0.49 ± 0.08 and 0.75 ± 0.09 for the raw, flux-corrected and "true" CMF. The slopes derived from the MLE method are slightly steeper than those derived from the linear fitting method within 1.5 combined σ. In Figure 5 we show the equivalent CMFs for the six other IRDCs, most of which are very sparsely sampled. We also carry out power-law fitting for IRDC D (23 cores). From simple power law fitting we derive a value of α = 1.13 ± 0.19 for the true CMF. This is significantly steeper than the result for IRDC C, however, it driven mostly by the lowest mass bin, i.e., ∼ 1 M , for which the completeness correction is about a factor of 10. Due to potential uncertainties associated with this correction, as we discuss below, we will consider CMFs down to two mass thresholds, i.e., cases of including and excluding this mass bin.
Next, in Figure 6 , we show the combined CMFs for the entire sample of seven IRDCs. The raw, flux-corrected and "true" CMFs (black, blue and red histograms, respectively) are obtained by simple addition of the equivalent CMFs for each individual IRDC. Note that the Poisson errors are now reduced. Note also, however, there are still two empty bins near 100 M and only one core more massive that this. At the low-mass end, the CMFs of the seven individual IRDCs all have detections down to or below the bin centered on M = 1 M , which is approximately the detection threshold of Cloud D, the farthest cloud.
For the raw, flux-corrected and "true" CMFs, with simple fitting we then derive power law indices for M > 0.79 M of α = 0.50 ± 0.10, 0.49 ± 0.09 and 0.86 ± 0.11, respectively. For MLE, we derive α = 0.61±0.07, 0.63± 0.07 and 1.02 ± 0.08 for these three cases, respectively. Again, the slopes derived from the MLE method are slightly steeper than those derived from the linear fitting method within 1.5 combined σ. If we only fit to the true CMF starting from the next bin above 1 M (i.e., allowing for the possibility that IRDC D is artificially distorting the low-end CMF), then we derive α = 0.70 ± 0.13 for the true CMF. The MLE analysis yields α = 0.83 ± 0.09.
While we prefer the dendrogram algorithm as our fiducial method of identifying cores, since it is a hierarchical method that we consider better at separating cores from a surrounding background clump environment (see §2.2 and Paper I), for completeness we also evaluate the CMF as derived from the clumpfind algorithm. With the fiducial parameters (i.e., a 4σ noise threshold, 3σ step size, minimum area of 0.5 beams; see Paper I), we find 120 cores with masses from 0.150 to 286 M . After flux and number recovery corrections on each IRDC, for the combined "true" CMF we derive a high-mass end (M > 0.79 M ) power law index of α = 0.86 ± 0.11 with simple fitting and 1.02 ± 0.08 with MLE fitting. The first of these values is coincidentally the same (within the first two significant figures) as that derived from the dendrogram analysis. These results indicate that for our ALMA observations of IRDC clumps, the resulting core properties are not that sensitive to whether dendrogram or clumpfind is used as the identification algorithm. This contrasts with the results of Paper I for G286 (for the case of 1.5 resolution), which found a value of α = 1.12 ± 0.18 for dendrogram and α = 0.49 ± 0.12 for clumpfind. We expect that this difference is due, at least in part, to the observation of G286 utilizing both the 12-m and 7-m arrays, so that a larger range of scales are recovered. Thus more emission from the surrounding protocluster clump material is detected in G286, readily apparent from Figures 1 & 2 of Paper I, in comparison to our images of the IRDC clumps (Fig. 2) . Since most of the larger-scale emission is resolved out in our IRDC observations (an approximate comparison with BGPS data of the clumps assuming a dust spectra index of 3.5 finds typical flux recovery of ∼ 20% [see §2.1]), one then expects clumpfind results to be closer to those derived from dendrogram.
We examine whether the CMF we measure in IRDC environments is consistent with a Sapleter distribution (α = 1.35). We can already infer from our measurements of α = 0.70 ± 0.13 (or with MLE α = 0.83 ± 0.09) for the true CMF at M > 1.26 M , that the result differs from Salpeter by about 5.0σ (or 5.8σ for MLE). However, it is not known if the uncertainties in these parameters, especially given systematic uncertainties, will follow a simple gaussian distribution. More generally we compare the IRDC core population (including allowance for completeness corrections) with an idealized large (e.g., 1, 000, but result is independent of this size for large enough numbers) population of cores that follow the Salpeter distribution over the same mass range. We carry out a Kolmogorov-Smirnov (KS) test with synthetic populations of cores by generating the corresponding number of random masses uniformly distributed in each mass bin and repeat for 50 times. We find that the median p value, which indicates the probability that these distributions are consistent with the same parent distribution, is 10 −4 . Thus we conclude that our estimated CMF in IRDC environments is top heavy compared to Salpeter. Such a conclusion has also recently been reported in the more evolved "mini-starburst" W43 region by Motte et al. (2018) .
Comparison to G286
Here we present a detailed comparison of our fiducial dendrogram-derived CMF in IRDC clumps with that measured in the more evolved G286 protocluster in Paper I. We have already noted and summarize again that there are some unavoidable differences in our observational data and analysis methods compared to Paper I. In addition to the primary beam effect mentioned in §2.2, our observations do not include the 7m array and so lack sensitivity to larger-scale structures. Also, we compile a CMF from observations of multiple clouds that are at a range of distances, whereas Paper I studied a single protocluster, G286, at a single distance of 2.5 kpc. We will compare to the results of the 1.5 resolution analysis of Paper I, since, as discussed below, this is a better match to our observations of typically more distance IRDCs at ∼1 resolution. Figure 7a shows shows the dendrogram-derived flux and number-corrected, i.e., "true" CMFs from the IRDC clumps and G286 together. Figure 7b shows these same CMFs, but now normalized by the number of cores they contain in the 1 M mass bin and greater, i.e., M ≥ 0.79 M . Figure 7c shows the CMFs normalized by the number of cores they have with M ≥ 1.26 M , i.e., in case the 1 M mass bin is adversely affected by systematic errors, especially from IRDC D. This panel also displays the power law indices that result from simple fitting over this slightly higher mass range.
The potential systematic difference resulting from the lack of 7-m array data for the IRDC clumps needs to be considered. Paper I found that the CMF derived without 7-m array data in G286 is steeper by about 0.1. Accounting for this effect thus may accentuate the difference between the IRDC clump and G286 CMFs.
We proceed to re-analyze the G286 data but now excluding the 7m-array data, which gives the fairest comparison with our IRDC clump observations. These results are shown in Figure 7 d, e and f. We carry out a KS test of the high-mass end CMFs to see if the distributions identified in IRDC clumps and in G286 (with 12m only data) are consistent with being drawn from the same parent distribution. For the case of CMFs in the range M ≥ 0.79M , the resulting p value is 0.42. For the distributions in the range M ≥ 1.26 M , the KS test yields p = 0.23. Thus these results indicate that the distributions are possibly consistent with one another, in spite of the apparent differences in their power law indices. If we were to boost the number of cores by a factor of 5 and keeping the same distributions, then the p values would become smaller to the point that they would be inconsistent with one another. This test indicates that such an increase in sample size is needed to be able to distinguish between CMFs that have a difference in α of about 0.4.
One potential systematic effect resulting from differences between the observations is that G286 is at a single distance of d = 2.5 kpc and was observed with a resolution of about 1.5 and with a noise level of 0.5 mJy beam −1 , while the IRDCs, are observed with a resolution of ∼ 1 and noise level of ∼ 0.2 mJy beam −1 . Paper I also presented results for 1.0 resolution and with a noise level of 0.45 mJy beam −1 , which yields α = 1.24 ± 0.17 for M ≥ 0.79 M , however, we have decided to focus on the lower resolution resolution results, given that the IRDCs span a range of distances from 2.4 to 5.7 kpc, but with IRDC C at 5 kpc and IRDC D at 5.7 kpc contributing a large fraction of the sample so that the average distance of the IRDC cores is 4.4 kpc. Thus in the end the effective linear resolutions are similar (within about 15%) for the average IRDC core and that achieved in G286. Overall the mass sensitivities are also quite similar between the two observations and the completeness correction factors are relatively modest, at least for M ≥ 1.26 M .
DISCUSSION AND CONCLUSIONS
We have measured the CMF in a sample of about 30 IRDC clumps, including accounting for flux and number recovery incompleteness factors. With simple fitting, we derived high-end power law indices of α 0.86 ± 0.11 for M ≥ 0.79 M and α 0.70 ± 0.13 for M ≥ 1.26 M . An MLE analysis yielded similar values. These results indicate a CMF that is top heavy compared the standard Salpeter distribution with α = 1.35.
To reduce the potential effects of systematic uncertainties, we have compared the above results to the CMF derived with similar methods in the more evolved protocluster G286 (Paper I). From the considerations of §3, we expect that the most reliable comparison is for the higher mass range of the CMF, M ≥ 1.26 M , for which we have found α = 1.08 ± 0.27 for G286 when only the 12m-array data are analyzed. These results thus indicate only a hint of a potential variation in the high-mass end of the CMF between the Galactic environments of IRDC clumps (i.e., early stage, high pressure centers of protoclusters) and G286, i.e., a more evolved protocluster that is sampled more globally, i.e., both central and outer regions. One of the main factors limiting our ability to distinguish the distributions is the relatively small number of cores in each of the samples used in this direct comparison. Increasing the sample by about a factor of 5 is expected to enable these distributions to be reliably distinguished, if they maintain their currently observed forms.
Overall, the values of power law index of the CMF derived in G286 is similar to that of the Salpeter stellar IMF, i.e., α = 1.35, while that in the IRDC clumps is shallower, indicating relatively more massive cores are present. This may indicate that massive stars are more likely to form in high mass surface density, high pressure regions of IRDCs. Such a difference in the CMF and resulting IMF could potentially be caused by a number of different physical properties of the gas that vary systematically between the regions. On the one hand, the higher density, higher pressure regions of IRDC clumps is expected to lead to a smaller Bonnor-Ebert mass, which would also take a value 1 M (see, e.g., McKee & Tan 2003) . The fact that we see evidence for a more top-heavy CMF indicates that thermal pressure is not the main factor resisting gravity in setting core masses in these environments, which would then indicate that some combination of increased turbulence and/or magnetic field support is present in IRDC clumps.
Note that IRDC clumps are cold regions, so that extra thermal heating of the ambient environment from radiative feedback from surrounding lower-mass stars, as proposed in the model of Krumholz & McKee (2008) , is not expected to be greater here compared to more evolved stages as represented by G286. However, localized heating of the core from the protostar itself is expected to be higher in higher mass surface density environments, if powered mostly by accretion (Zhang & Tan 2015) . At the moment we do not have any direct indication if the localized temperatures of cores are higher in the IRDC clumps compared to G286. Note, if localized IRDC core temperatures were systematically higher than in G286, then we would have overestimated their masses. If this effect is greater for the more luminous mm cores and is systematically greater in the IRDC sample compared to G286, then this would make their intrinsic CMFs more similar. Such considerations highlight additional potential systematic effects due to temperature or dust opacity variations that need to be treated as caveats to our results, and indeed all results of CMFs derived from mm dust emission when individual core temperature and opacity data are not available.
Comparing with previous studies in IRDCs, our relatively flat high-mass end power law index is consistent with the results of Ragan et al. (2009) , although they probed a different mass range of 30 to 3,000 M and used different methods, i.e., MIR extinction, which is subject to a variety of systematic uncertainties (Butler & Tan 2012) , including foreground corrections that effect lower column density regions and "saturation" effects at high optical depths causing the mass in high column density regions to be underestimated. also found a relative lack of lower-mass cores compared to the Salpeter (1955) distribution, but their sample size was relatively small (only 38 cores selected in a single small, ∼ 0.5 pc region) and they did not carry out completeness corrections. Still, their results do illustrate the effects of using higher angular resolution (by about a factor of two, i.e., ∼ 0.8 ), better sensitivity (by about a factor of three, i.e., 1σ rms of 75 µJy), but with more limited sensitivity to larger scale structures (given a more extended configuration of ALMA was employed) compared to our current study. The 5 cores we identify in the C2 clump are further decomposed into 34 cores by , i.e., the bulk of their sample, in their analysis of core identification, which is based on the dendrogram method, but also supplemented by dendrogram-guided Gaussian fitting of additional structures. On the other hand, Ohashi et al. (2016) found a steeper power law index for the pre-stellar CMF derived in their study (28 cores in IRDC G14.225-0.506 found by 3 mm continuum emission), although the uncertainty in their result is large (α 1.6 ± 0.7) and, again, their methods differ from ours, especially the lack of completeness corrections for flux and number. Motte et al. (2018) have recently studied the 1.3 mm dust continuum derived CMF in the W43-MM1 "mini-starburst region", finding α = 0.90 ± 0.06 for M > 1.6 M , based on a sample of 105 cores. We note they used different methods of core identification, i.e., the getsources algorithm (Men'shchikov et al. 2012 ), but also carried out a visual inspection step of removing cores that were "too extended, or whose ellipticity is too large to correspond to cores, or that are not centrally-peaked", so a direct comparison with our results is not as meaningful as our comparison to the G286 protocluster.
In summary, we see that quantitative direct comparison of our results with these previous studies is not particularly useful given the differences in the data and methods used to identify cores and estimate CMFs. We thus emphasize that, in addition to finding a more top heavy CMF compared to the Salpeter distribution, our main result for a hint of a potential variation in the CMF in different environments is based on the comparison with our Paper I study of G286, which used more similar data and methods.
Future progress in this field can take several directions. First, as discussed above, much larger samples of cores in these types of environments are needed. Second, a wider range of Galactic environments need to be probed. Third, the CMF should be probed to lower masses to better determine the location of any peak. This will require higher sensitivity and higher angular resolution observations. Such observations will also likely change the shape of the high-mass end of the CMF by sometimes breaking up more massive "cores" into smaller units. Fourth, better constraints on potential systematic effects related to mass determination from mm continuum flux are needed, especially by individual temperature measurements of the cores. Fifth, the evolutionary stage of the cores should be determined, i.e., protostellar mass to core envelope mass, including determining if cores are pre-stellar, i.e., via astrochemical indicators or via an absence of outflow indicators or concentrated continuum emission. Such information is needed to better determine how the CMF and IMF are actually established in protocluster environments, as discussed by Offner et al. (2014) .
