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resumo Apresenta-se uma avaliação de vários métodos de downscaling dinâmico. Os 
métodos utilizados vão desde o método clássico de aninhar um modelo 
regional nos resultados de um modelo global, neste caso as reanálises do 
ECMWF, a métodos propostos mais recentemente, que consistem em utilizar 
métodos de relaxamento Newtoniano de forma a fazer tender os resultados do 
modelo regional aos pontos das reanálises que se encontram dentro do 
domínio deste. O método que apresenta melhores resultados envolve a 
utilização de um sistema variacional de assimilação de dados de forma a 
incorporar dados de observações com resultados do modelo regional. A 
climatologia de uma simulação de 5 anos usando esse método é testada 
contra observações existentes sobre Portugal Continental e sobre o oceano na 
área da Plataforma Continental Portuguesa, o que permite concluir que o 
método desenvolvido é apropriado para reconstrução climática de alta 
resolução para Portugal Continental.
keywords Dynamic downscaling, data assimilation, Portuguese climatology.
abstract An evaluation of various methods of dynamic downscaling is presented. The 
methods used range from the classic method of nesting a regional model 
results in a global model, in this case the ECMWF reanalysis, to more recently 
proposed methods, which consist in using Newtonian relaxation methods in 
order to nudge the results of the regional model to the reanalysis. The method 
with better results involves using a system of variational data assimilation to 
incorporate observational data with results from the regional model. The 
climatology of a simulation of 5 years using this method is tested against 
observations on mainland Portugal and the ocean in the area of the Portuguese 
Continental Shelf, which shows that the method developed is suitable for the 
reconstruction of high resolution climate over continental Portugal.
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Capítulo 1
Introdução
O estudo do clima de uma região pode ser feito usando dados meteorológicos histó-
ricos obtidos a partir da rede de estações climatológicas que operam na área de estudo.
No entanto, esse estudo é muito dificultado pela irregularidade da cobertura espacial da
rede de estações e pela densidade espacial e temporal das observações ser normalmente
baixa. À escala global, esses problemas foram ultrapassados assimilando essas obser-
vações em Modelos de Circulação Geral da Atmosfera (AGCM), produzindo campos
meteorológicos regularmente distribuídos no tempo e no espaço. Porém, a utilização
desses campos meteorológicos, designados por análises, também apresenta problemas
relacionados a deficiências inerentes aos modelos numéricos, e às sucessivas alterações
verificadas nos métodos de assimilação e nos próprios modelos ao longo do tempo. Ao
se aplicar o mesmo modelo e o mesmo método de assimilação, para um longo período
de tempo, chega-se a um conjunto de dados climáticos que recebem o nome de reanáli-
ses. Contudo, devido à complexidade dos modelos e às limitações de poder de cálculo
disponível, a resolução espacial destas reanálises é demasiado baixa para evidenciar
mecanismos físicos de escalas mais pequenas.
Uma forma de estudar os fenómenos em escalas mais pequenas é com a utilização de
Modelos de Área Limitada (LAM), sendo os modelos globais utilizados para fornecer
condições iniciais e de fronteira para forçar os modelos de mais alta resolução. Esta
técnica, chamada de downscaling dinâmico, tem sido usada com sucesso desde os anos
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noventa do século passado para previsão do tempo a curto prazo, particularmente em
áreas onde o forçamento devido às características topográficas complexas, ou da linha
de costa, ou de ambos, determina a distribuição regional das variáveis meteorológicas.
A Península Ibérica, e particularmente Portugal, é uma dessas áreas. Nos últimos anos,
este procedimento tem sido também utilizado em diversos estudos climáticos [Pasqui
et al., 2004; Castro et al., 2005; Lo et al., 2008; Miranda et al., 2003; Mourato et al.,
2008; Menezes, 2003; Whetton et al., 2001; Christensen et al., 1998].
Outra abordagem para lidar com os fenómenos de sub-grelha dos modelos de escala
global é a aplicação de modelos de área limitada acoplados a sistemas de assimilação de
dados existentes na região de estudo, cujos domínios se encontram aninhados nas saídas
do modelo de escala global ou de reanálises globais. Exemplos disso são as Reanálises
Regionais da América do Norte (NARR)[Mesinger et al., 2006], ou projetos similares
de iniciativa Europeia como as Reanálises e Observações Europeias para Monitorização
(EURO4M). Há autores que sugerem o uso destes modelos de área limitada em conjunto
com métodos de assimilação de dados a quatro dimensões, em que o que é assimilado não
são observações mas sim os pontos das reanálises que se encontrem dentro do domínio
com a aplicação de técnicas de grid nudging [Lo et al., 2008].
Este estudo tem como objetivo avaliar as várias metodologias de regionalização di-
nâmica citadas anteriormente e propor um método híbrido, em que se força o modelo
Weather Research Forecast - core dinâmico ARW (WRFARW) com dados de reanálises
de mais larga escala e que combina a assimilação de dados observados para a deter-
minação da condição inicial com o método de relaxamento newtoniano (grid nudging)
aos pontos das reanálises que se encontram dentro dos domínios de cálculo. A fina-
lidade destes testes é a reconstrução do clima recente de Portugal continental, para
isso fez-se uma simulação de cinco anos de forma a comparar a climatologia do modelo
deste período com as climatologias provenientes de observações derivadas de satélite,
nomeadamente, temperatura a dois metros sobre o continente e velocidade do vento a
dez metros sobre o oceano.
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1.1 Organização da tese
Além do presente capítulo, a Tese inclui mais cinco capítulos. No segundo capítulo
descrevem-se as ferramentas numéricas usadas neste estudo, mais concretamente o mo-
delo numérico e o sistema de assimilação utilizados. No capítulo 3 justifica-se qual o
conjunto de parametrizações físicas que irá ser adotado ao longo deste estudo e testa-se
a influência da escolha da configuração de domínios e da resolução horizontal nos re-
sultados do modelo numérico, tendo como objeto de estudo um caso de um evento de
precipitação extrema. No capítulo 4, faz-se um estudo comparado de vários métodos de
downscaling dinâmico a fim de escolher o método que proporciona melhores resultados
para o domínio em análise. O método escolhido é utilizado, no capítulo 5, para fazer
a reconstituição climática do período de 2001 a 2005. Para validação do método de
reconstituição, compararam-se os campos reconstituídos para a temperatura a 2 m e
a velocidade do vento a 10 metros com dados derivados de satélites. Finalmente, no
capítulo 6, apresentam-se as conclusões deste estudo e aponta-se trabalho que irá ser
efetuado no futuro com base nos resultados deste projeto.
Capítulo 2
Enquadramento teórico
2.1 Modelo numérico
O modelo usado nas simulações efetuadas nos capítulos 3, 4 e 5 é o WRFARW. Trata-
se de um sistema de modelação que inclui programas de pré-processamento de campos
estáticos (uso da terra, topografia, etc.), pré-processadores de campos dinâmicos e des-
codificador de dados em formato grib, o modelo numérico propriamente dito e ainda
programas de pós-processamento como o ARWPost. O sistema vem ainda acompanhado
por um módulo de assimilação de dados, chamado de WRF-Var, e de um módulo de
química da atmosfera (WRF-Chem). Em conjunto, é um sistema de modelação versá-
til, que possibilita a escolha entre diversos esquemas de parametrizações bem como o
acoplamento bidirecional de domínios com diferentes resoluções espaciais, tornando-se
um instrumento muito útil para a investigação e caracterização de fenómenos atmos-
féricos de mesoescala. A manutenção e desenvolvimento das diversas componentes do
sistema de modelação são partilhados por agências governamentais dos Estados Unidos
da América e, sendo a sua utilização aberta à comunidade científica, conta também
com os contributos de cientistas de várias universidades.
Skamarock et al. [2008] descrevem as principais características do WRFARW , sendo
de destacar o core dinâmico constituído por um sistema de equações não hidrostático,
conservativo para as variáveis escalares. A implementação do core dinâmico, com as
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equações escritas sobre a forma de fluxo, utiliza um esquema de divisão do incremento
de integração para ondas acústicas e gravíticas, oriundo do modelo de nuvens de Klemp
and Wilhelmson [1978] , descrito e analisado em Klemp et al. [2007]. A coordenada
vertical, seguindo a topografia, é definida através da componente hidrostática da pressão
com o topo do modelo a uma pressão constante,
η =
(Ph − Pht)
(Phs − Pht)
, (2.1)
onde Ph é a componente hidrostática da pressão e Phs e Phs são pressões à superfí-
cie e no topo do modelo, respectivamente. As variáveis dinâmicas e termodinâmicas
são calculadas numa malha horizontal descentrada do tipo C de Arakawa. As condi-
ções de fronteira laterais podem ser periódicas, simétricas ou especificadas. A condição
de fronteira superior absorve as ondas gravíticas (difusão, amortecimento de Rayleigh
ou amortecimento de Rayleigh implícito para a velocidade vertical) e a condição de
fronteira inferior é especificada ou de escorregamento total (free-slip). São suporta-
das quatro projeções: Mercator, cónica conforme de Lambert, polar estereográfica e
latitude-longitude. O aninhamento de malhas pode ser unidimensional, bidimensional,
com subdomínios fixos ou móveis, sendo permitidos vários níveis e razões inteiras de
aninhamento.
O WRFARW incorpora um conjunto de parametrizações que pretendem estimar os
efeitos nas variáveis de prognóstico dos processos físicos em escala de subgrelha. As
opções físicas existentes no modelo podem ser classificadas em cinco categorias: (1)
microfísica, (2) parametrização de cúmulos, (3) camada limite planetária (PBL), (4)
modelo de solo (LSM) e (5) radiação. Em cada uma destas categorias existem várias
opções de esquemas que podem ser usados e combinados entre si. Uma descrição mais
pormenorizada das várias opções existentes, assim como das referências aos artigos que
lhes deram origem pode ser encontrada em Skamarock et al. [2008].
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2.2 O sistema WRF-Var
Para realizar uma previsão numérica do estado do tempo é necessário especificar o
valor das variáveis de estado no instante inicial do período de simulação. Isto é, deve-se
fornecer o estado inicial a partir do qual o sistema de equações diferenciais do modelo
é integrado para à frente no tempo. Em meteorologia, ao processo de determinar o
estado inicial da atmosfera é chamado análise de dados ou assimilação de dados e ao
resultado deste processo chama-se análise. Estas análises são muito úteis por si só uma
vez que descrevem o sistema físico da atmosfera [Hólm, 2003], disto são prova os vários
conjuntos de reanálises globais históricas disponibilizados pelos grandes centros meteo-
rológicos mundiais e com os quais foi possível identificar certos padrões de variabilidade
da atmosfera. Exemplos destes conjuntos de dados são as reanálises do National Centers
for Environmental Prediction (NCEP), as reanálises do European Centre for Medium-
Range Weather Forecast (ECMWF)ou as reanálises do centro meteorológico do Japão,
para só falar de conjuntos de dados de cobertura global, pois neste momento esses
mesmos centros já identificaram a necessidade de desenvolver conjuntos de reanálises
regionais, como uma resolução espacial muito maior do que os respectivos conjuntos de
dados globais.
A assimilação da dados, tal como sugere a palavra, trata de combinar dados ob-
servados com resultados de modelos numéricos, combinando assim dados observados
com as leis físicas que se encontram implícitas no estado previsto por um modelo nu-
mérico. A motivação para assimilação de dados vem da necessidade de se ter boas
condições iniciais de forma a se melhorar as previsões dos modelos numéricos. A ca-
pacidade de previsão de um modelo numérico está limitada por vários fatores, como
a necessidade de se parametrizar processos de escala inferior à dimensão da malha do
modelo ou processos biológicos ou químicos e também pela natureza caótica da at-
mosfera, em que pequenos erros nas condições iniciais podem levar a erros elevados
nas previsões. Os principais centros meteorológicos tentam contornar este problema
da sensibilidade às condições iniciais com a melhoria dos seus sistemas de assimila-
ção de dados atmosféricos, de forma a melhorar a qualidade das condições iniciais,
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desta forma consegue-se melhorar a qualidade das previsões dos modelos numéricos em
escalas de tempo curtas. Por exemplo, o MetOffice afirma, no seu sítio da Internet
(http://www.metoffice.gov.uk/research/nwp/ensemble), que a melhoria nos mo-
delos numéricos e nos sistemas de assimilação de dados é responsável por, na atualidade,
uma previsão numérica de três dias, ser tão boa como uma previsão de um dia há vinte
anos atrás.
As próximas subsecções pretendem dar a conhecer um pouco do sistema de assimi-
lação de dados do sistema WRFARW, chamado WRF-Var. Uma vez que este sistema
é baseado no método variacional, e nos capítulos 4 e 5 é aplicado o método 3DVAR,
mostram-se alguns conceitos básicos deste método num sentido mais generalizado.
2.2.1 Assimilação variacional a três dimensões
Esta parte centra-se no sistema de assimilação usado pelo WRFARW, que na sequên-
cia do desenvolvimento que já tinha sido efetuado para o modelo de mesoescala MM5,
usa o método variacional tridimensional para combinar observações com uma previ-
são prévia do modelo para melhor estimar as condições iniciais. Numa primeira parte
definem-se as variáveis de um sistema de assimilação, a seguir explora-se o problema
da modelação dos erros e finaliza-se com a derivação da função de custo da análise
variacional a três dimensões sobre o ponto de vista probabilístico.
2.2.2 Variáveis de um sistema de assimilação
Enumeram-se a seguir o conjunto de variáveis que fazem parte de um sistema de
assimilação de dados [Bouttier and Courtier, 1999]:
Vector de controlo
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O vector de estado é o conjunto de variáveis, definidos nos pontos da malha do domínio
computacional, que representam o estado discreto do modelo. Geralmente, o problema
da análise não é resolvido para todas as componentes do estado de um modelo, assim, ao
conjunto de variáveis extraídos do vector de estado, usados no sistema de assimilação,
dá-se o nome de vector de controlo, x. Seja xt a melhor representação possível do estado
real do vector de controlo, a assimilação de dados tem como objetivo determinar um
valor ótimo do vector de controlo, chamado de análise, xa, que esteja mais próximo de
xt, do que uma estimativa à priori (ou de fundo) do vector de controlo, xb. Trata-se,
então, de encontrar um fator de correção (ou incremento de análise), de forma que
xa = xb + δx (2.2)
esteja o mais próximo possível de xt [Bouttier and Courtier, 1999].
Vector de observações
Embora as observações sejam esparsas, tanto no espaço como no tempo, estas contêm
informação sobre a dinâmica do sistema. As observações estão organizadas num vector
de observações z. Uma vez que, durante o processo de assimilação de dados, a estimativa
de fundo e o vector de observações precisam de ser combinados, é necessário definir
uma função que faça corresponder as variáveis do espaço do modelo com as variáveis
no espaço das observações, chamado de operador observação, h(x). Este operador é
geralmente não linear [Delmotte et al., 2011] e, na prática, é composto por um conjunto
de operadores de interpolação do espaço do modelo para os pontos das observações
e por transformações de variáveis do modelo para variáveis observadas [Bouttier and
Courtier, 1999].
Um ponto fulcral na assimilação de dados é o cálculo das discrepâncias entre o vector
de estado e o vector das observações.
z− h(x) (2.3)
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O vector resultante da diferença entre as observações e a projeção da estimativa de
fundo no espaço das observações (z - h(xb)) recebe o nome de vector inovação. À
diferença entre as observações e a projeção do vector de análise chama-se resíduos da
análise.
2.2.3 Modelação de erros
Uma vez que o verdadeiro vector de controlo é desconhecido, os erros do vector da
estimativa de fundo, do vector das observações e da análise também o são. Por isso,
é necessário estimar estes erros usando um modelo. Se forem efetuadas um elevado
número de simulações, podem-se inferir estatísticas como o valor esperança e a variância,
que dependem apenas dos processos físicos responsáveis pelo erros e não numa realização
particular desses erros. É por esta razão que um modelo estatístico é uma abordagem
razoável para tratar os erros presentes no sistema [Delmotte et al., 2011]. A abordagem
natural para relacionar medidas como o valor esperança e a variância é através da
função de densidade de probabilidade (PDF). O modelo mais generalizado deste tipo
de funções é a função Gaussiana e é este o modelo usado para modelar os erros do
sistema de assimilação.
Erros de fundo Define-se o erro de fundo como a diferença entre a melhor repre-
sentação possível do estado real do vector de controlo xt e a estimativa à priori xb,
x˜b = xt − xb (2.4)
Assume-se que os erros não têm viés,
E [x˜b] = 0 (2.5)
e que a estrutura espacial da covariância de x˜b é dada por
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B = E
[
x˜bx˜
T
b
]
(2.6)
onde B é uma matriz simétrica positiva definida e E [arg], representa a média do ar-
gumento. Encontra-se em Fisher [2003] uma revisão dos métodos usados para a deter-
minação desta matriz. No decorrer deste trabalho é usado o método chamado NMC
[Parrish and Derber, 1992] e cuja implementação no sistema WRF-Var se encontra
documentada em Barker et al. [2003].
Assim, xb é uma variável aleatória proveniente de uma distribuição Gaussiana xb ∼
N ((xt) ,B).
Erros de observação Tal como nos erros de fundo, o erro das observações (v) é dado
como a diferença entre o vector das observações e o estado real projetado no espaço das
observações
v = z− h(xt) (2.7)
Assume-se que este erro não tem viés, ou seja,
E (v) = 0 e que a covariância é dada por R = Cov (v) = E
(
vv
T
)
(2.8)
onde R é uma matriz simétrica e positiva definida conhecida. Para além disso, este
erro não está correlacionado com xt nem com o estado de fundo xb.
E
[
vx
T
b
]
= E
[
xbv
T
]
= 0 (2.9)
assume-se assim que o erro da observação, v, possui uma distribuição de probabilidade
multivariada normal, v ∼ N (0,R). Assim, as observações são representadas como uma
variável aleatória z provenientes de uma distribuição Gaussiana z ∼ N (h (xt) ,R).
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2.2.4 Otimização variacional - ponto de vista Bayesiano
Uma forma de formalizar o problema da análise é através do estudo das probabilida-
des condicionais [Lorenc, 1986; Daley, 1991; Lewis et al., 2006]. Seja p(x) a função de
densidade de probabilidade do estado do modelo antes das observações serem conside-
radas, ou seja, a PDF de fundo. Da modelação dos erros de fundo descritos na secção
anterior, resulta que
p (x) =
1
(2π)
n
2 |B|
1
2
e[−Jb(x)] (2.10)
onde |B| é o determinante de B, n a dimensão do vector xb e
Jb (x) =
1
2
(x− xb)
T
B
−1 (x− xb) (2.11)
Seja p(z) a PDF das observações. O objetivo da análise é encontrar o máximo
da função de densidade de probabilidade condicional do estado do modelo, dadas as
observações (p(x|z)). A função de densidade de probabilidade conjunta de x e z, ou
seja, a probabilidade de x e z ocorrerem simultaneamente é dada pelo teorema de Bayes
e pode ser escrita como:
p (x|z) =
p (z|x) p (x)
p (z)
(2.12)
onde p(z) é independente de x e toma o papel de constante de normalização. Tomando
C = [p (z)]−1, pode-se escrever (2.12) como
p (x|z) = Cp (z|x) p (x) (2.13)
Da modelação dos erros de observação, descrito na secção anterior, resulta que [Lewis
et al., 2006]:
p (z|x) =
1
(2π)
m
2 |R|
1
2
e[−Jo(x)] (2.14)
e
2.2. O sistema WRF-Var 13
Jo (x) =
1
2
(z− h (x))T R−1 (z− h (x)) (2.15)
Substituindo (2.10) e (2.14) na expressão (2.13), tem-se
p (x|z) =
C
(2π)
m
2
+n
2 |R|
1
2 |B|
1
2
e[−Jo(x)−Jb(x)] (2.16)
O que se pretende é determinar o máximo desta função de densidade de probabilidade,
ou seja, determinar o valor de x que maximiza o lado direito desta equação. Isto
pode ser conseguido tomando os logaritmos neperianos de ambos os lados da equação
e maximizando a função de x daí resultante. Então
ln p (x|z) = ln C1 − [Jo (x) + Jb (x)] (2.17)
onde C1 toma o valor do termo constante da equação (2.16). É fácil de ver que (2.17)
é máximo quando
J (x) = Jo (x) + Jb (x)
=
1
2
(z− h (x))T R−1 (z− h (x)) +
1
2
(x− xb)
T
B
−1 (x− xb) (2.18)
é um mínimo. A esta função dá-se normalmente o nome de função de custo. A mi-
nimização desta função de custo consiste em encontrar um compromisso ótimo entre
o campo de fundo e as observações, dependendo das suas respectivas precisões, B−1 e
R−1.
O objetivo da assimilação de dados é determinar xa = argmin(J(x)), ou seja,
∇J (xa) = 0 (2.19)
ou seja,
B
−1 (xa − xb)−D
T
h (xa)R
−1 [z− h (xa)] = 0 (2.20)
onde DTh (xa) é a matriz jacobiana de h (xa).
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2.2.5 Implementação do método 3DVAR no sistema unificado
variacional de assimilação de dados para o WRF - WRF-
Var
O WRF-Var é um sistema de assimilação de dados variacional desenvolvido pela divi-
são de meteorologia de mesoescala e microescala da National Centers for Atmospheric
Research (NCAR) com capacidade para realizar assimilação de dados variacional a 3 ou
4 dimensões. Embora tenha sido desenhado para ser aplicado principalmente no modelo
WRF, o WRF-Var também é usado em aplicações operacionais com outros modelos na
India, Coreia e Taiwan [Barker et al., 2005a]. O WRF-Var é baseado no sistema 3DVAR
desenvolvido para o modelo MM5 e descrito em Barker et al. [2004]. A implementa-
ção do sistema 3DVAR é semelhante ao implementado pelo Serviço meteorológico do
Reino Unido em 1999, [Lorenc et al., 2000]. A este sistema foi acrescentado um sistema
variacional a 4 dimensões, 4DVAR, descrito em Huang et al. [2009], que usa o núcleo
dinâmico do WRFARW e o sistema 3DVAR como os seus componentes básicos [Barker
et al., 2005b].
Os métodos existentes no WRF-Var para resolver o sistema de equações descrito
em (2.18) são o método Quase-Newton e o método do gradiente conjugado, que para
um modelo numérico típico são demasiado exigentes em termos computacionais [Barker
et al., 2003, 2004]. Para resolver este problema, o algoritmo 3DVAR aplicado no sistema
WRF recorre a uma formulação incremental [Courtier et al., 1994], onde x
′
= x−xb e a
um precondicionamento através de uma transformação de variável de controlo definida
por x
′
= Uv Lorenc et al. [2000]. A transformação U é escolhida de forma a satisfazer
aproximadamente a relação B = UUT . Assim, usando a formulação incremental e a
transformação de variável de controlo, pode-se escrever a equação (2.18) da seguinte
forma:
J (v) = Jb (v) + Jo (v) =
1
2
v
T
v +
1
2
(d−HUv)T R−1 (d−HUv) (2.21)
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onde d = z−Hxb é o vector inovação e H é a linearização do potencialmente não linear
operador observação h(x), isto é h (x) = Hx.
As vantagens do uso desta formulação são enumeradas em Barker et al. [2003], onde
também se podem encontrar detalhes sobre o algoritmo de minimização da função de
custo ou as transformações das variáveis de controlo que são efetuadas, entre outros
detalhes.
Capítulo 3
Parametrizações físicas e influência da
configuração de domínios na simulação
de um evento de precipitação extrema
3.1 Introdução
A escolha de parametrizações físicas tem impactos importantes nos resultados dos
modelos numéricos. Tanto Fernández et al. [2007] como Awan et al. [2011] fizeram
simulações onde testaram as diferentes parametrizações físicas, tanto do modelo MM5
como do WRFARW, com respeito à temperatura à superfície e à precipitação, tendo
chegado a resultados bastante diferentes, entre os vários conjuntos de parametrizações
testados. Awan et al. [2011], refere que o modelo WRFARW é mais sensível ao conjunto
de parametrizações escolhida do que o MM5 e ainda sugere que se consegue uma redução
significativa dos erros mediante a escolha adequada do conjunto de parametrizações.
Apesar do aumento do poder computacional dos últimos anos, a validação dos re-
sultados dos modelos nas quantidades de precipitação e nas regiões afetadas mostram
que este parâmetro meteorológico é ainda difícil de simular [Rakesh et al., 2009; Wenshi
et al., 2000]. Em modelos cuja resolução horizontal é inferior a 4 km os movimentos
associados às nuvens são difíceis de simular explicitamente e devem ser parametrizados
17
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[Jacobson, 1999]. Temos ainda que, os processos de condensação das nuvens são pa-
rametrizados através de esquemas de microfísica, e que são responsáveis pela remoção
direta de humidade atmosférica dos campos dinâmicos previstos de vento, tempera-
tura e humidade. Assim, a quantidade e as regiões onde ocorre precipitação dependem
das parametrizações físicas escolhidas assim como as variáveis de escala do modelo im-
portantes para este fenómeno, velocidade do vento, razão de mistura e temperatura
potencial, horizontal e vertical.
Kuo et al. [1996] estudaram o impacto que as parametrizações de cúmulos têm na
ciclogénese marinha com o modelo de mesoescala MM5 e com domínios com resoluções
de 60 km e 20 km. Eles chegaram à conclusão que, para estes processos meteorológi-
cos a melhor parametrização de cúmulos é a de Kain-Fritsch, independentemente da
resolução do modelo, mas que pequenas características da evolução do gradiente de
pressão são fortemente dependentes da parametrização de cúmulos nas resoluções mais
elevadas. Num trabalho contemporâneo, Gang and Seaman [1997] comparam quatro
parametrizações de cúmulos do mesmo modelo numérico, em simulações de eventos
de precipitação forçados por diferentes processos sazonais, ambos em estações fria e
quente. A configuração do modelo é de dois domínios aninhados unidireccionalmente
com 36 e 12 km de resolução. Os autores chegaram à conclusão de que a capacidade
de previsão dos esquemas de parametrização de cúmulos são sazonais e dependem da
resolução da malha do modelo, tendo um melhor desempenho no inverno e com ligeiras
melhorias com as resoluções mais elevadas do modelo. No entanto, para quantidades
de precipitação mais elevadas, existe um maior acerto das previsões. Estudos recentes
sobre previsões de precipitação intensa usando o WRFARW [Kumar et al., 2008; Kirt-
saeng et al., 2010; Brito et al., 2011] referem que o esquema de cúmulos GrellDévényi
[Grell and Devenyi, 2002] tende a dar melhores resultados, quando comparados com
os restantes esquemas implementados no modelo. Contudo, a previsão da precipitação
não depende apenas do esquema de cúmulos, Lowrey and Yang [2008] e Nasrollahi et al.
[2011] referem que, quanto à precipitação, a combinação do esquema de cúmulos com
o esquema de microfísica apresenta diferenças significativas nos resultados do modelo.
3.1. Introdução 19
Exemplos sobre o impacto dos esquemas de parametrização de microfísica utilizados
pelo modelo MM5 na simulação de um evento de precipitação podem ser encontrados
em Wenshi et al. [2000]. Neste caso, o evento foi associada a um sector quente sobre
a parte sul da China, no sul do Rio Yangtze. As outras opções físicas, relativas aos
esquemas de cumulus, camada limite e radiação, foram mantidos constantes e aplicados
a dois domínios aninhados de 54 e 18 km de resolução. Os autores foram capazes de
detetar a influência dos vários esquemas na quantidade de precipitação, e até, para este
evento em particular, na pressão ao nível do mar.
Foram realizadas simulações climáticas regionais de médio prazo sobre a Península
Ibérica [Fernández et al., 2007]. Esses autores realizaram um teste de sensibilidade para
as parametrizações do modelo durante um período de cinco anos. Quanto à precipita-
ção, os autores descobriram que os maiores erros se davam nas regiões montanhosas.
Referem também que o esquema de parametrização de cúmulos de Kain-Fritsch produz
precipitação anormalmente elevada nos meses de verão.
Como já foi dito, a simulação da precipitação apresenta muitos desafios devido à
sua intrínseca relação com os movimentos convectivos, com a imposição da orografia
e com forçamentos superficiais e laterais [Rakesh et al., 2009]. Assim, de modo a que
um modelo de mesoescala possa descrever os movimentos associados às perturbações de
mesoescala (incluindo as fases inicial, de maturação e de dissipação) precisa não só de
ser forçado por condições de fronteira laterais e de superfície de qualidade, mas também
com o melhor estado inicial da atmosfera [Dance, 2004]. Particularmente, em situações
de previsão de tempo em que a dinâmica dos sistemas convectivos desempenha um
papel importante na precipitação prevista com um pequeno intervalo de previsibilidade é
muito importante ter uma condição inicial das variáveis termodinâmicas o mais precisas
possíveis.
Ferreira et al. [2008] fizeram um estudo de sensibilidade às parametrizações físicas
do modelo WRFARW aplicado a Portugal Continental, com o objetivo de escolher o
conjunto de parametrizações que iria ser aplicado em modo operacional na Universidade
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de Aveiro. Uma vez que a região de estudo desta tese é a mesma do trabalho que foi
efetuado por Ferreira et al. [2008], é natural que as parametrizações físicas escolhidas no
resto deste estudo sejam as mesmas a que chegaram os referidos autores. O estudo citado
faz comparações dos resultados do modelo com observações à superfície de temperatura,
razão de mistura e vento, não se fazendo nenhum estudo de sensibilidade à configuração
do domínio (extensão horizontal e resolução horizontal e vertical). Este capítulo tem
como objetivo testar a influência da configuração dos domínios computacionais, usando
para tal o estudo de um evento de precipitação extrema ocorrida em Lisboa e Setúbal
na madrugada e manhã do dia 18 de Fevereiro de 2008. Neste caso usaram-se duas
configurações e dois conjuntos de parametrizações de forma a avaliar a quantidade de
precipitação simulada pelo modelo sobre Lisboa e Setúbal.
A área metropolitana de Lisboa e as regiões circundantes sofreram pesadas inunda-
ções devido a um evento de precipitação extrema a que a população não estava alertada
na madrugada do dia 18 de Fevereiro de 2008. O presente capítulo pretende explorar
a predictabilidade de tal evento. Para tal, colocam-se duas questões que se pretendem
ver respondidas usando o modelo numérico meteorológico WRFARW, que se encontra
a fazer previsão do tempo em modo operacional pelo Departamento de Física da Uni-
versidade de Aveiro: (i) qual é o impacto da configuração dos domínios? (ii) qual a
influência das parametrizações escolhidas na simulação do evento?.
Este capítulo está organizado da seguinte forma: na secção 3.2, faz-se um resumo
do trabalho que justifica a escolha das parametrizações físicas que vão ser adotadas
nos restantes capítulos desta tese. Na secção 3.3 faz-se uma descrição do estado do
tempo associado ao evento de precipitação extrema que se pretende simular. Na secção
3.4 fala-se do desenho dos domínios de simulação e das parametrizações que foram
usadas nas experiências numéricas, assim como uma descrição do modelo numérico que
fornece condições iniciais e de fronteira para os modelos de previsão locais. Na secção
3.5 mostram-se e analisam-se os resultados das várias aplicações do modelo WRFARW
para o presente caso de estudo e finalmente na secção 3.6 fecha-se este capítulo tecendo
algumas considerações finais.
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3.2 Parametrizações físicas
As parametrizações físicas usadas ao longo desta tese resultam do trabalho de Ferreira
et al. [2008]. Os autores efetuaram 36 períodos de simulações de 48 horas distribuídas
pelo ano de 2006. Os períodos escolhidos correspondem a situações em que o estado do
tempo apresentava instabilidade superior à média do mês durante 4 dias consecutivos
de cada mês, escolhidos de acordo com dados observados em 4 estações de medição em
Portugal Continental (Bragança, Coimbra Évora e Lisboa).
Para cada um dos 36 períodos de simulação escolhidos, foram testadas 24 combina-
ções de parametrizações físicas de microfísica, radiação de onda curta, camada limite
planetária, camada limite superficial e nuvens convectivas.
Os resultados das 864 simulações efetuadas foram validados com base em observa-
ções de temperatura a 2 metros, razão de mistura a 2 metros, intensidade do vento
a 10 metros e rumo do vento a 10 metros, em 7 estações de medição sobre Portugal
Continental, localizadas em Bragança, Castelo Branco, Coimbra, Évora, Faro Lisboa e
Porto. As medidas de erro calculadas foram o erro médio e o erro quadrático médio,
determinou-se também o desvio padrão do erro.
Os resultados a que chegaram Ferreira et al. [2008] mostram que os erros do modelo
têm uma grande variabilidade de acordo com a altura do dia e com a estação do ano,
assim como as diferenças entre as várias parametrizações. Contudo, os autores referem
que a escolha de parametrizações da camada limite planetária e da camada superficial
têm um impacto significativo nas previsões da velocidade do vento nas estações frias.
É com base neste estudo que o conjunto de parametrizações PAR1 da tabela 3.1
foi escolhida. É este conjunto de parametrizações que é usado nas simulações cujos
resultados se mostram nos capítulos 4 e 5.
O outro conjunto de parametrizações que é usada neste capítulo, designado como
PAR2 na tabela 3.1, resulta das primeiras implementações do modelo WRFARW no
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Departamento de Física da Universidade de Aveiro desde 2001 [Carvalheiro et al., 2008],
que fornecia previsões até 120 horas e que tinha como objetivo, junto com uma aplicação
do modelo MM5 [Yamasaki, 2006; Yamazaki et al., 2003], implementar um sistema
de modelação de mesoescala para estudar os fenómenos meteorológicos que afetam
Portugal Continental.
3.3 Descrição do estado do tempo no período de inte-
resse
A motivação para a escolha deste caso surgiu do conhecimento dos danos causados
por um evento de precipitação extrema na área metropolitana de Lisboa e arredores
[Fragoso et al., 2010]. De acordo com Moreira et al. [2009], a precipitação não foi
bem prevista pelos modelos operacionais, nem na quantidade nem na localização, e
desta forma não foram dados avisos à população. Este evento mostra que a previsão
da precipitação apresenta ainda um desafio às capacidades dos sistemas de previsão
operacional.
O evento de precipitação extrema que se deu no dia 18 de Fevereiro de 2008 esteve
associado a uma baixa pressão que se formou entre os dias 14 e 15 de Fevereiro localizado
a sul do arquipélago dos Açores e a Oeste do arquipélago da Madeira. Este sistema
dissipou-se à medida que se dirigiu para Nordeste. Nas primeiras horas do dia 18
estava localizado a Oeste da Península Ibérica (ver Figura 3.1). A esta baixa estiveram
associadas superfícies frontais frias de superfície e em altitude, que durante o dia 17
se movimentaram de Sudoeste para Nordeste, tendo a superfície frontal de superfície
evoluído para uma frente oclusa. A situação sinóptica verificada durante este período
permitiu a advecção de humidade de uma massa de ar tropical Atlântica. Apresenta
também condições favoráveis para movimento verticais profundos, formação de cúmulos
e processos de condensação local que fizeram precipitar grandes quantidades de água à
superfície durante o início e meio da manhã do dia 18 de Fevereiro.
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Figura 3.1: Pressão ao nível médio do mar (isolinhas) e altura do geopotencial aos 500 hPa
(cor) entre os dias 15 e 18 de Fevereiro de 2008. Mapas retirados de www.wetterzentrale.de
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Ao longo da manhã do dia 18, a instabilidade presente na atmosfera foi suficiente-
mente forte para produzir quantidades anormais de precipitação nos distritos de Lisboa
e Setúbal. Na figura 3.2 mostra-se uma representação espacial da precipitação horária
máxima, feita com base em 24 estações de medição nas regiões envolventes a Lisboa e
Setúbal e onde é possível observar que, para além de se terem registado valores muito
elevados de precipitação, esta parece ter-se concentrado mais na região de Lisboa no iní-
cio da manhã e em Setúbal cerca do meio-dia. Na figura 3.3 mostra-se séries temporais
de precipitação horária das estações usadas na representação da figura 3.2 que tenham
registado um valor horário superior a 20 mm, e onde se vê que a região foi fustigada por
precipitações elevadas durante toda a manhã do dia 18. Embora se tenham registado
precipitações horárias muito elevadas em várias estações, a precipitação diária registada
na estação de Lisboa/Geofísico atingiu o valor recorde de 118 mm (das 09 UTC do dia
17 até às 09 UTC do dia 18 de Fevereiro), batendo o anterior máximo de 110.7 mm
registado em Dezembro de 1876. Em Setúbal foram registados 41.2 mm de precipita-
ção entre as 11:10 e as 12:10 UTC e o máximo em 6 horas foi de 84.2 mm durante a
manhã do dia 18 [Moreira et al., 2009]. As quantidades de precipitação ocorridas neste
dia foram responsáveis pela existência de avultados estragos nestas duas cidades. Em
Fragoso et al. [2010] pode-se encontrar uma descrição detalhada da variação interanual
da precipitação diária máxima e da evolução horária das quantidades de precipitação
em Lisboa.
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Figura 3.2: Precipitação horária máxima entre as 12h do dia 17 e as 18h do dia 18 de Fevereiro
de 2008
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Figura 3.3: Série temporal da precipitação horária das 12h do dia 17 até às 18h do dia 18 de
Fevereiro de 2008 em algumas estações do INAG
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3.4 Metodologias
O modelo meteorológico usado foi o WRFARW, cuja breve descrição é dada no ca-
pítulo 2. Na presente aplicação do modelo, este foi forçado por previsões do Global
Forecast System (GFS), [NCEP, 2003], para o período de interesse.
O modelo GFS tem uma resolução horizontal de aproximadamente 0.5◦ × 0.5◦ e o
domínio vertical estende-se desde a superfície até aos 0.27 hPa discretizado em 64 níveis
sigma, dos quais, 15 estão abaixo dos 800 hPa e 24 estão acima dos 100 hPa.
O modelo WRFARW é corrido em modo operacional na Universidade de Aveiro
em duas configurações (http://climetua.fis.ua.pt e www.fis2.ua.pt/torre) cada
uma com a sua definição de domínios e conjuntos de parametrizações. Ambas as con-
figurações incluem dois domínios aninhados a correr em modo bidirecional entre os
domínios. Ao longo deste capítulo, as duas configurações de domínios do modelo serão
designadas como OP1 e OP2 e aos dois conjuntos de parametrizações usados dá-se o
nome de PAR1 e PAR2. Na figura 3.4 e na tabela 3.2 estão resumidas as principais
características dos domínios testados.
Figura 3.4: Domínios computacionais
As principais parametrizações usadas pelas duas configurações operacionais do mo-
delo, chamados de PAR1 e PAR2 encontram-se resumidas na tabela 3.1. As principais
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Tabela 3.1: Parametrizações usadas nas previsões operacionais
Parametrização PAR1 PAR2
Microfísica WSM 6 class graupel Ferrier
Cúmulos Grell-Devenyi ensemble Kain-Fritsch
Radiação Onda Longa RRTM RRTM
Radiação Onda Curta Dudhia Dudhia
Camada Limite Planetária Yonsei University Yonsei University
Camada Limite Superfície Monin-Obukhov Monin-Obukhov
Modelo Superfície Unified Noah land-surface model Thermal diffusion
Fluxos de calor e Sim Sim
humidade com a superfície
N◦ de camadas no solo 4 5
Tabela 3.2: Características dos domínios dos dois modelos operacionais
Geometria Domínio OP1 OP2
Resolução horizontal Exterior ∆L = 25km ∆L = 21km
Interior ∆L = 5km ∆L = 7km
Dimensões horizontais Exterior EW = 60 EW = 78
SN = 73 SN = 54
Interior EW = 86 EW = 52
SN = 141 SN = 94
Níveis verticais E/I 27 40
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Tabela 3.3: Combinações de conjuntos de parametrizações e configuração de domínios usados
nas experiências numéricas
Experiência Conjunto de Configuração de
parametrizações domínios
CS1 PAR1 OP1
CS2 PAR2 OP1
CS3 PAR2 OP2
CS4 PAR1 OP2
diferenças entre as parametrizações das duas configurações encontram-se no modelo de
solo e nas parametrizações de cúmulos e de microfísica, de onde se crê que possam
existir as maiores diferenças, uma vez que o evento de precipitação se deveu, de acordo
com Moreira et al. [2009], à repetida passagem de células convectivas.
As combinações entre configuração de domínios e conjuntos de parametrizações, que
se encontram sumariadas na tabela 3.3, foram inicializadas em diversos instantes, con-
tudo, os campos de precipitação mais intensos foram obtidos quando os modelos foram
inicializados às 00 UTC do dia 18 de Fevereiro, assim, todos os resultados onde se com-
param OP1 e OP2, e as respectivas combinações entre PAR1 e PAR2, são inicializados
nesse instante.
A análise de resultados consiste na comparação dos resultados do domínio D02 das
experiências numéricas da tabela 3.3 com dados observados de pressão ao nível médio
das águas do mar, temperatura a 2 metros, humidade relativa a 2 metros, componente
zonal e meridional do vento a 10 metros e precipitação, medidos em estações sobre
Portugal Continental (ver figura 3.5). A comparação é feita mediante o cálculo de me-
didas de erro de cada simulação com os dados observados. Assim, para cada simulação,
calculou-se o erro médio (viés) e a raiz quadrada do erro quadrático médio (RMSE) ,
de acordo com as seguintes expressões [Keyser and Anthes, 1977; Pielke, 2002]:
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V =
1
N
N∑
i=1
Φ
′
i (3.1)
para o viés e
RMSE =
√√√√ 1
N
N∑
i=1
(Φ
′
i)
2 (3.2)
para o RMSE. Em que Φ
′
i = Φi−Φi,obs, sendo Φi e Φi,obs o valor modelado e observado,
para o mesmo ponto, respectivamente, e N é o número de pares observação-modelo. A
comparação foi feita entre as 03 UTC e as 23 UTC do dia 18 de Fevereiro, ignorando
assim as primeiras três horas de simulação de cada experiência.
Cabo Carvoeiro (Farol)
Sagres (Quartel da Marinha)
Sines (Monte Cha˜os)
Porto (Pedras Rubras)
Coimbra (Cernache)
Faro (Aeroporto)
E´vora (C. C.)
Viseu (C. C.)
Beja
Vila Real (C. C.)
Penhas Douradas
(Observato´rio)
Castelo Branco
(C. C.)
Portalegre
Braganc¸a
Lisboa (Gago Coutinho)
 10.0° W   7.5° W   5.0
°
 W 
 37.5° N 
 40.0° N 
 42.5° N 
Figura 3.5: Estações de observação em Portugal Continental
3.5 Resultados
Nesta secção mostram-se os resultados das experiências numéricas que se encontram
enumeradas na tabela 3.3, mas antes, analisa-se o comportamento das previsões do GFS,
modelo que fornece condições iniciais e de fronteira aos modelos que se encontram a
correr em modo operacional no Departamento de Física da Universidade de Aveiro.
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Assim, uma vez que as experiências numéricas têm como instante inicial de simulação
as 00 UTC do dia 18 de Fevereiro de 2008 (CS1 a CS4, ver tabela 3.3), comparam-se as
previsões dos campos de pressão ao nível médio das águas do mar (figura 3.6), a altura
do geopotencial dos 500 hPa (figura 3.7) e a humidade específica e as linhas de corrente
(figura 3.8), de 6, 12 e 18 horas após o início da simulação com as análises do GFS para
os mesmos instantes, para a região de aplicação dos modelos regionais operacionais em
análise.
As figuras 3.6 a 3.8 dão uma ideia do acerto das previsões do GFS. Nota-se que o
modelo tende a prever a depressão mais cavada do que se observa na análise, tanto à
superfície, como se pode ver na figura 3.6, como em altitude (figura 3.7). No entanto a
diferença entre estes campos é muito pequena e os campos previstos são muito parecidos
às análises, o que indica que as condições de fronteira com que se forçam os modelos
regionais são de boa qualidade.
Analisando a figura 3.8 nota-se que as isolinhas de humidade específica estão mais
próximas na região de Lisboa a Setúbal nos campos das análises do que nos campos
previstos às 06 e às 12 UTC, isto deve-se à isolinha dos 10 g/kg, que na análise se
encontra mais afastado dessa região do que na previsão, no entanto, as isolinhas de 8
e 9 g/kg encontram-se bem localizadas e se nos afastarmos da região de Lisboa vemos
que o campo previsto de humidade específica é muito próximo da análise, ou seja, a
fronteira, no que toca à humidade, deve estar bem representada. Nesta figura nota-se
também que as linhas de corrente tornam-se muito próximas nessa região, o que indica
que a advecção de humidade se encontra intensificada nessa região.
Analisam-se a seguir os resultados das experiências numéricas enumeradas na tabela
3.3, dos domínios D02 de ambas configurações. Comparam-se o viés, o RMSE e os
desvios padrão de cada experiência numérica com observações horárias de pressão ao
nível médio das águas do mar, temperatura a 2 metros, humidade relativa a 2 metros,
componente zonal e meridional do vento a 10 metros e precipitação, nas estações de
Cabo Carvoeiro (Farol), Sagres (Quartel da Marinha), Lisboa (Gago Coutinho), Sines
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Figura 3.6: Pressão ao nível médio das águas do mar - previsão (painéis do lado esquerdo)
e análise do GFS (painéis do lado direito) às 06 (painéis de cima), 12 (painéis do meio) e 18
(painéis de baixo) UTC do dia 18 de Fevereiro de 2008
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Figura 3.7: Altura do geopotencial aos 500 hPa - previsão (painéis do lado esquerdo) e análise
do GFS (painéis do lado direito) às 06 (painéis de cima), 12 (painéis do meio) e 18 (painéis de
baixo) UTC do dia 18 de Fevereiro de 2008
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Figura 3.8: Humidade específica (g/kg) e linhas de corrente - previsão (painéis do lado
esquerdo) e análise do GFS (painéis do lado direito) às 06 (painéis de cima), 12 (painéis
do meio) e 18 (painéis de baixo) UTC do dia 18 de Fevereiro de 2008
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(Monte Chãos), Porto (Pedras Rubras), Coimbra (Cernache), Faro (Aeroporto), Évora
(C. C.), Viseu (C. C.), Beja, Vila Real (C. C.), Penhas Douradas (Observatório), Castelo
Branco (C. C.), Portalegre e Bragança (ver figura 3.5).
Nas tabelas 3.4 a 3.9 estão apresentadas as medidas de erro de cada experiência
numérica para cada variável. A pressão ao nível médio das águas do mar foi melhor
prevista na simulação CS4, que é a experiência numérica com menor valor de viés e
de RMSE contudo, é a experiência CS2 que tem o valor de desvio padrão que mais se
aproxima do valor observado. Na avaliação da temperatura, é a experiência CS1 que
tem o menor valor de viés e de RMSE assim como o mesmo valor de desvio padrão
que as observações. Na humidade relativa, é a experiência CS3 que tem menor valor
de viés, mas a experiência CS1 é a que tem um valor mais baixo de RMSE e um
valor de desvio padrão mais próximo do observado. No vento, as experiências CS2
e CS3 são as que têm menor viés na componente zonal, no entanto é a experiência
CS4 que tem um valor mais favorável de RMSE e de desvio padrão nesta componente,
quanto à componente meridional, é a experiência CS1 que tem menor viés e RMSE e a
simulação CS4 a que tem um desvio padrão mais próximo das observações. Quanto à
precipitação horária, o menor viés é obtido coma experiência CS1, as simulações CS1
e CS4 têm o valor mais baixo de RMSE e a experiência CS1 tem o valor de desvio
padrão que mais se aproxima do valor observado. Geralmente, os valores mais baixos
de RMSEsão obtidos pelas simulações CS1 ou CS4 e os desvios padrão mais próximos
das observações são também obtidos com estas simulações. É de notar que o que separa
estas duas simulações é a configuração do domínio, uma vez que as duas partilham o
mesmo conjunto de parametrizações.
Para analisar o desempenho das previsões de precipitação na região de Lisboa e Se-
túbal, mostra-se na tabela 3.10 o viés a RMSE , o desvio padrão das várias experiências
numéricas e das observações para as estações enumeradas na figura 3.2. Confirmam-se
os mesmos resultados obtidos quando se analisam os dados para Portugal Continental.
Tanto na precipitação horária como na diária, são as experiências CS1 e CS4 que têm os
valores mais baixos de viés e RMSE assim como são as experiências que têm os valores
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Tabela 3.4: Pressão ao nível médio das águas do mar (Pa) - Viés, RMSE, Desvio padrão das
experiências numéricas (STD CS) e Desvio padrão das observações (STD Obs)
CS1 CS2 CS3 CS4
Viés -65.5 -65.2 -69.7 -54.5
RMSE 130.8 128.9 133.4 126.5
STD CS 163.4 170.8 168.2 157.0
STD Obs 237.8 237.8 237.8 237.8
Tabela 3.5: Temperatura a 2 metros (K) - Viés, RMSE, Desvio padrão das experiências
numéricas (STD CS) e Desvio padrão das observações (STD Obs)
CS1 CS2 CS3 CS4
Viés 1.4 1.4 1.4 1.5
RMSE 1.9 2.1 2.0 2.0
STD CS 3.6 3.6 3.7 3.7
STD Obs 3.6 3.6 3.6 3.6
Tabela 3.6: Humidade Relativa a 2 metros (%) - Viés, RMSE, Desvio padrão das experiências
numéricas (STD CS) e Desvio padrão das observações (STD Obs)
CS1 CS2 CS3 CS4
Viés -3.5 -2.3 -2.2 -3.5
RMSE 7.5 7.7 8.2 7.7
STD CS 8.5 5.9 6.3 8.4
STD Obs 9.4 9.4 9.4 9.4
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Tabela 3.7: Componente zonal do vento a 10 metros (m/s) - Viés, RMSE, Desvio padrão das
experiências numéricas (STD CS) e Desvio padrão das observações (STD Obs)
CS1 CS2 CS3 CS4
Viés 0.4 -0.1 0.1 0.4
RMSE 2.9 2.8 2.9 2.7
STD CS 3.1 2.9 3.0 2.8
STD Obs 2.4 2.4 2.4 2.4
Tabela 3.8: Componente meridional do vento a 10 metros (m/s) - Viés, RMSE, Desvio padrão
das experiências numéricas (STD CS) e Desvio padrão das observações (STD Obs)
CS1 CS2 CS3 CS4
Viés 2.6 2.9 2.9 3.0
RMSE 3.5 3.9 3.8 3.8
STD CS 3.0 3.1 3.0 2.9
STD Obs 2.6 2.6 2.6 2.6
Tabela 3.9: Precipitação horária (mm/h) - Viés, RMSE, Desvio padrão das experiências
numéricas (STD CS) e Desvio padrão das observações (STD Obs)
CS1 CS2 CS3 CS4
Viés -1.3 -1.7 -1.6 -1.5
RMSE 4.5 5.2 5.3 4.5
STD CS 2.9 0.9 0.9 2.0
STD Obs 3.5 3.5 3.5 3.5
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de desvio padrão que mais se aproximam dos valores observados.
Tabela 3.10: Precipitação na região de Lisboa e Setúbal - Viés, RMSE, Desvio padrão das
experiências numéricas (STD CS) e Desvio padrão das observações (STD Obs)
Precipitação Horária (mm/h) Precipitação Diária (mm/dia)
CS1 CS2 CS3 CS4 CS1 CS2 CS3 CS4
Viés -2.4 -2.7 -2.8 -2.5 -27.1 -31.4 -34.3 -28.9
RMSE 6.0 6.2 6.2 6.0 36.2 40.0 42.3 38.5
STD CS 2.9 1.4 1.1 2.3 18.9 9.4 8.1 21.5
STD Obs 4.7 4.7 4.7 4.7 27.4 27.4 27.4 27.4
Analisam-se a seguir os campos de precipitação previstos pela aplicação do modelo
WRFARW em cada uma das experiências listadas na tabela 3.3. Uma vez que se
pretende analisar um evento de precipitação extrema ocorrida em Lisboa e Setúbal,
analisa-se apenas os resultados do domínio D02 (ver figura 3.4) para a área compreen-
dida entre -10◦W a -8.5◦W e 38◦N a 39.5◦N. Restringe-se a análise às previsões das 06
UTC e 12 UTC do dia 18 de Fevereiro, uma vez que, na região de Lisboa as precipi-
tações mais elevadas foram obtidas entre as 05 e 07 UTC (figura 3.3) e na estação de
Setúbal foi atingida entre as 11:10 e as 12:10 UTC [Moreira et al., 2009].
Na figura 3.9 observa-se que as experiências que simularam eventos de precipitação
extrema às 06 UTC na região de Lisboa são as simulações CS1 e CS4. As mesmas
simulações são as que apresentam as maiores quantidades de precipitação horária às 12
UTC na região de Setúbal, como mostra a figura 3.10. A experiência CS2 apresenta
precipitações intensas na costa Oeste às 06 UTC e pouca precipitação às 12 UTC no
subdomínio apresentado (figuras 3.9 e 3.10). A experiência CS3 também apresenta
pouca precipitação na mesma região.
De forma a avaliar o peso que o esquema de convecção tem na precipitação prevista
pelo modelo, representa-se nas figuras 3.11 e 3.12 os campos de precipitação previstos
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Figura 3.9: Precipitação horária total de todas as experiências. Previsão para as 06 UTC do
dia 18 de Fevereiro de 2008
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Figura 3.10: Precipitação horária total de todas as experiências. Previsão para as 12 UTC
do dia 18 de Fevereiro de 2008
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explicitamente pelo modelo com isolinhas da precipitação calculada pelo esquema de
cúmulos usado em cada conjunto de parametrizações. Na figura 3.11 pode-se obser-
var que, para as simulações que previram maiores precipitações, a precipitação total
teve uma contribuição importante do esquema de cúmulos, mas a precipitação prevista
explicitamente pelo modelo também é bastante elevada.
Quanto à precipitação prevista às 12 UTC, na figura 3.12 pode-se observar que a
precipitação prevista explicitamente pelo modelo não é significativa, e que, mesmo nas
simulações que previram maiores quantidades de precipitação horária, ou seja, nas
experiências CS1 e CS4, a precipitação total simulada pelo modelo é gerada pela para-
metrização de cúmulos.
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Figura 3.11: Precipitação horária - parametrização de convecção (contornos a cheio) e à escala
do modelo (isolinhas). Previsão para as 06 UTC do dia 18 de Fevereiro de 2008
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Figura 3.12: Precipitação horária - parametrização de convecção (contornos a cheio) e à escala
do modelo (isolinhas). Previsão para as 12 UTC do dia 18 de Fevereiro de 2008
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3.6 Conclusões
Os resultados apresentados na secção 3.5 mostram que a escolha do conjunto de
parametrizações é fundamental para obter bons resultados nas simulações de precipi-
tação. Disso é exemplo os resultados que se mostram nas figuras 3.9 e 3.10, onde as
precipitações mais elevadas na região de interesse foram obtidas pelas simulações em
que foi usado o conjunto de parametrizações PAR1 inicializado às 00 UTC do dia 18
de Fevereiro de 2008, independentemente da configuração de domínios que foi usada,
havendo apenas diferenças na localização da precipitação máxima, sem dúvida devido
à diferença na resolução horizontal de cada uma das configurações.
As experiências que deram maiores quantidades de precipitação horária às 06 UTC,
ou seja, CS1 e CS4, partilham o mesmo conjunto de parametrizações. Nestas experi-
ências, e para este instante, nota-se que a precipitação gerada pelo esquema convectivo
é bastante elevada e como tal o esquema de cúmulos de PAR1 é o mais indicado para
simular este evento. Contudo, a precipitação total recebe um contributo importante
por parte da precipitação gerada explicitamente à escala do modelo, apesar de as reso-
luções horizontais de CS1 e CS4 serem diferentes, o que indica que a interação entre as
várias parametrizações de cada conjunto tem um papel muito importante na simulação
de evento extremos de precipitação.
Capítulo 4
Métodos de downscaling dinâmico
4.1 Introdução
Modelos de circulação geral da atmosfera são ferramentas numéricas que são muitas
vezes usados para realizar simulações do clima com vista ao estudo de alterações cli-
máticas, contudo, devido a limitações nos recursos computacionais, estes tendem a ter
resoluções muito baixas, longe do desejado para estudos de escalas regionais. Devido
a este problema de escala, foi desenvolvido uma técnica de modelação do clima cha-
mada de regionalização (downscaling) por métodos dinâmicos e atualmente tornou-se
um método muito comum para obter informação climática de alta resolução regional.
O ponto inicial de um downscaling dinâmico é um conjunto de campos meteorológicos,
de baixa resolução, sejam eles obtidos de um modelo de circulação geral acoplado ou
de reanálises, que são usados para fornecer condições iniciais e de fronteira ao LAM. O
objetivo não é corrigir ou modificar a circulação de larga escala dos dados globais, mas
dar-lhes detalhe regional, em resposta ao forçamento de escala local, efeitos devidos,
por exemplo, à topografia, linhas de costa ou cobertura/uso da terra.
O método clássico, para a realização de downscaling dinâmico, consiste em simulações
dos modelos regionais contínuas, com prazos temporais de simulação maiores que vários
dias. A extensão das simulações vão desde corridas de vários meses [Pasqui et al.,
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2004], a várias décadas em contínuo [Déqué et al., 2005]. Recentemente, Lo et al.
[2008] exploraram outros métodos, que consistem na combinação de simulações com
reinicializações mais frequentes com um método de relaxamento newtoniano, de forma
a fazer tender a solução do modelo regional aos valores das reanálises cujos pontos se
encontrem dentro do domínio do modelo regional, com o qual obtiveram bons resultados.
No caso de se pretender correr o modelo regional para simular climas passados, pode-
mos incorporar dados observados nas simulações efetuadas. Este capítulo explora essa
possibilidade, uma vez que o sistema WRFARW incorpora um sistema de assimilação
de dados (WRF-Var). Assim, parte-se de algumas conclusões do trabalho de Lo et al.
[2008] e testa-se uma metodologia que combina simulações com reinicializações frequen-
tes, mas cujas condições iniciais são dadas pelo sistema de assimilação variacional de
dados a três dimensões (3DVAR) que acompanha o modelo WRFARW, e cuja evolução
no tempo é controlada pelo relaxamento newtoniano das solução do modelo em torno
das reanálises.
4.2 Metodologia
Uma vez que se pretende testar vários métodos de regionalização, aplicaram-se as
diferentes metodologias para o ano de 2004, usando os campos atmosféricos das Rea-
nálises ERA Interim (ERAInterim) do ECMWF para fornecer condições de fronteira
laterais e condições iniciais para o modelo WRFARW. O modelo é forçado com os cam-
pos de temperatura superficial da água, que são obtidas a partir das análises de alta
resolução do NCEP.
A configuração da aplicação do modelo é de dois domínios aninhando de 25 e 5 km
de resolução horizontal. O domínio exterior está centrado em 39.5◦ N e -8.0◦ W, com
100 × 100 pontos de malha. O domínio interior é constituído por 251 pontos na direção
oeste-este e 336 pontos na direção sul-norte. Na Figura 4.1 mostra-se uma representação
dos domínios computacionais. O domínio de interesse é o domínio de maior resolução
horizontal, ou seja o domínio D02, este abrange Portugal Continental e a sua plataforma
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continental. Fica também abrangido por este domínio a província espanhola da Galiza.
Figura 4.1: Domínios de aplicação do modelo
As principais opções físicas usadas em todas as experiências são as mesmas descritas
no capítulo 3, ou seja:
Microfísica: esquema WRF Single-Moment 6-class [Hong and Lim, 2006].
Radiação de pequeno comprimento de onda: esquema de Dudhia [Dudhia, 1989].
Radiação de grande comprimento de onda: modelo Rapid Radiative Transfer Mo-
del (RRTM) [Mlawer et al., 1997].
Camada limite de superfície: esquema MM5 similarity surface layer [Skamarock
et al., 2008].
Camada limite planetária: esquema Yonsei University (YSU) planetary boundary
layer [Noh et al., 2003].
Modelo de solo: Noah Land Surface Model [Chen and Dudhia, 2001].
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Parametrização de cúmulos: esquema Grell-Dévényi ensemble convective parame-
terization [Grell and Devenyi, 2002].
A discretização vertical é composta por 28 níveis eta (η = 1, 0.993, 0.983, 0.97,
0.954, 0.934, 0.909, 0.880, 0.830, 0.779, 0.729, 0.678, 0.592, 0.514, 0.443, 0.380, 0.324,
0.273, 0.228, 0.188, 0.153, 0.121, 0.094, 0.069, 0.048, 0.030, 0.014, 0), que são níveis que
acompanham a topografia, com a fronteira superior do modelo no nível de pressão de
50 hPa.
As condições de fronteira laterais são compostas por um ponto em que a condição de
fronteira é especificada e uma região de relaxamento constituída pelos quatro pontos
mais próximos da fronteira. As condições de fronteira nos pontos onde é especificada
são inteiramente determinadas por interpolações temporais dos dados de seis em seis
horas das reanálises ERAInterim, no caso do domínio D01 e da integração do domínio
D01 em cada intervalo de tempo deste domínio para o domínio D02. As condições de
fronteira laterais na zona de relaxamento são nudged em direção às reanálises seguindo
o método de Davies and Turner [1977], com maiores coeficientes de relaxamento para
os pontos mais próximos de onde a condição de fronteira é completamente especificada.
A temperatura superficial da água do mar é atualizada de seis em seis horas ao longo
das simulações.
A aplicação do método de relaxamento Newtoniano (nudging) consiste em relaxar o
estado do modelo em direção a um estado observado adicionando às equações de prog-
nóstico um termo de tendência artificial resultado da diferença entre os dois estados.
No sistema WRFARW é possível aplicar esta técnica a observações (nudging de obser-
vações) ou a análises (grid nudging). Estas duas técnicas de relaxamento podem ser
aplicadas de forma individual ou simultânea, e foram originalmente desenvolvidas para
o modelo MM5 por Stauffer and Seaman [1990, 1994] e Stauffer et al. [1991]. O relaxa-
mento da análise, para uma dada variável, é proporcional à diferença, em cada ponto da
malha, entre o valor da variável produzida pelo modelo e a análise das observações. No
WRFARW a forma da equação preditiva da variável α(x, t) na forma de fluxo, pesada
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pela massa com pressão p∗ é [Stauffer and Seaman, 1990]:
∂p∗α
∂t
= F (α, x, t) +Gα ·Wα(x, t) · ǫα(x).p
∗(αˆ0 − α) (4.1)
Na equação , todos os termos de forçamento físico do modelo, como termos de ad-
vecção, efeito de Coriolis, entre outros, estão representados no termo F (α, x, t), onde
α são as variáveis dependentes do modelo, x representam as variáveis espaciais inde-
pendentes e t o tempo. O segundo termo da direita da equação representa o termos
de relaxação para α. O termo de relaxamento Gα é que determina a magnitude do
termo, relativamente a todos os outros processos do modelo em F (α, x, t). A sua vari-
ação espacial e temporal é determinada, na maioria das vezes, pela função ponderada
a quatro dimensões, W , o qual especifica o peso da ponderação aplicado nas análises,
onde W = wxywσwt. O factor de qualidade da análise, ǫ, qua varia entre 0 e 1, é
baseado na qualidade e distribuição dos dados para produzir as análises nos pontos da
malha. A estimativa da observação para α, analisado para o ponto da malha do modelo
é representado por αˆ0.
O factor de relaxamento Gα é definido com base em argumentos de escala. Uma vez
que o processo de relaxamento é uma contribuição artificial, este não deve ter um peso
dominante na equação governante. Neste trabalho adotou-se o valor de 3×10−4s−1, que
é o valor proposto também em outros estudos [Lo et al., 2008; Stauffer and Seaman,
1990]. As variáveis às quais se aplicou a técnica relaxamento Newtoniano foram o
vento horizontal, a temperatura e a humidade, em toda a coluna atmosférica exceto na
camada limite.
Na tabela 4.1 mostra-se um resumo das simulações que se realizaram neste capítulo.
Assim, as simulações Run2 e Run4 são simulações de 30 dias com reinicializações de
29 dias, em que as primeiras 24 horas não são consideradas na análise uma vez que
se toma como período de spinup, e à última é aplicada a técnica de grid nudging às
reanálises. Estes dois métodos foram explorados no trabalho de Lo et al. [2008]. De
acordo com os autores desse estudo, os resultados da simulação Run4 seriam os mesmos
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Tabela 4.1: Simulações numéricas
Frequência de Comprimento Grid nudging 3dvar
reinicialização da simulação
Run2 29 dias 30 dias Não Não
Run4 29 dias 30 dias Sim Não
Run8 6 horas 12 horas Não Sim
Run12 6 horas 12 horas Sim Sim
Run14 6 horas 12 horas Não Não
do que correr o modelo em contínuo durante todo o período, aplicando a técnica de
grid nudging, contudo, por uma razão de portabilidade da simulação Run2 para a
simulação Run4, manteve-se o mesmo comprimento das simulações e o mesmo período
de reinicialização. As restantes três simulações, Run8, Run12 e Run14, consistem em
corridas de 12 horas reinicializadas a cada 6, em que as primeiras 6 horas de cada
reinicialização é considerada como período de spinup e não é tida em conta na análise
dos resultados. Nas simulações Run8 e Run12, a condição inicial de cada reinicialização
é obtida por assimilar dados com o método 3DVAR tendo como simulação de fundo o
último instante produzido por uma simulação anterior no mesmo tempo válido que a
hora da análise. A diferença que existe entre a simulação Run8 e a simulação Run12 é
que nesta última é também aplicada a técnica de grid nudging.
Para aplicar o método variacional nas simulações Run8 e Run12 foi necessário realizar
vários procedimentos antes de iniciar as simulações. Existem pelo menos três fases para
o sistema de assimilação ficar completo. A primeira é a determinação da matriz de
covariância dos erros de fundo, a chamada matriz B. A segunda fase é a obtenção,
extração e processamento das observações que irão ser assimiladas. A terceira é correr
o próprio sistema de assimilação para determinação das análises.
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Observações
As observações que foram usados neste capítulo são observações com cobertura global,
provenientes do site http://dss.ucar.edu em que foram usados os seguintes conjuntos
de dados:
ds351.0 Upper air data
ds461.0 Surface data
Estas observações são usadas com duas finalidades neste capítulo. A primeira
é para serem usados no sistema de assimilação 3DVAR do WRFARW 
A segunda é para
comparar os resultados das diferentes experiências numéricas descritas na tabela 4.1.
Os dados usados para no sistema WRF-Var são
O programa obsproc (o pré-processador de observações) ingere as observações no
formato little_r, contudo estas observações encontram-se no formato bufr. Existem
descodificadores para estes dois conjuntos de dados, esses descodificadores encontram-
se nas páginas web dos respectivos conjuntos de dados na secção destinada ao software.
OBSPROC
Depois de ter as observações descodificadas de buffr para little_r a fase seguinte é
passar essas observações pelo programa processador de observações (OBSPROC), cuja
documentação e descrição pode ser encontrada em http://www.mmm.ucar.edu
/wrf/users/docs/user_guide_V3.1/users_guide_chap6.htm. O formato little_r é
concatenável, pelo que as observações descodificadas pelos dois programas anteriores
são concatenadas num ficheiro único.
Deve-se editar o namelist, indicando o caminho para o ficheiro com as observações
em little_r, a data da análise assim como a janela de assimilação, e os valores referentes
à localização do domínio, como parâmetros de projeção numero de pontos do domínio,
etc. Nesta aplicação a janela de assimilação foi definida como sendo um minuto, para
garantir que apenas as observações à hora da análise são assimiladas.
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Este programa deve ser executado para cada domínio, dado que os dois domínios
cobrem áreas diferentes.
Matriz de Covariâncias de Erros de Fundo (B)
Para determinar a matriz B correu-se previamente um conjunto de simulações de 24
horas para um período de um ano (de 1 de Janeiro a 31 de Dezembro de 2005), em que
as saídas são de 12 em 12 horas e são colocadas em ficheiros separados. As diferenças
entre previsões de 12 e 24 horas, validas para o mesmo tempo, são usadas para determi-
nar as estatísticas dos erros de fundo pelo "método NMC"[Parrish and Derber, 1992].
Em Barker et al. [2003] encontra-se detalhado os passos usados para determinação desta
matriz e sobre a sua representação no sistema WRF-Var. O programa gen_be assiste o
utilizador na determinação desta matriz. A forma de configurar este programa é descrita
no manual do utilizador do WRFARW, disponível online em http://www.mmm.ucar.
edu/wrf/users/docs/user_guide_V3.1/ARWUsersGuideV3.pdf. Dependendo do nú-
mero de pontos do domínio, esta fase poderá demorar algum tempo a terminar a sua
execução.
Depois de ter as observações processadas e de se ter determinado a matriz B, basta
executar o programa da_wrfvar.exe editando os namelists deste programa convenien-
temente para produzir a análise.
O período de avaliação é de 1 de Janeiro de 2004 a 1 de Janeiro de 2005 e a região de
verificação é todo o domínio D02 onde existam dados observados. As saídas do modelo
têm periodicidade de uma hora. A comparação entre as várias simulações descritas
na tabela 4.1 consiste em comparar medidas de erro de cada simulação com dados
observados. Assim, para cada instante da saída de cada simulação calculou-se o erro
médio (viés) e a RMSE para esse instante, usando as expressões 3.1 e 3.2. As saídas
do modelo têm periodicidade de uma hora, assim, cada simulação tem um valor de
viés e de RMSE para essa hora. Os resultados que se apresentam na secção seguinte
correspondem à média horária do viés e da RMSE . Quanto à precipitação, calculou-se
o viés e a RMSE apenas para os casos em que o valor observado é superior a 0.1 mm/h.
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Na figuras 4.2 mostram-se gráficos com a representação espacial das observações uti-
lizadas nos processos de assimilação e de validação, para cada tipo de observação. É de
referir que no processo de assimilação não foram usadas as observações de sondagens de
satélite (SATOB), estas apenas foram usadas no processo de validação. As observações
de precipitação só foram usadas no processo de validação e correspondem às estações
representadas na figura 3.5.
Figura 4.2: Observações usadas no processo de assimilação (pontos azuis) e validação (pontos
azuis e vermelhos), por tipo de observação
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4.3 Resultados
Nesta secção ir-se-á analisar a performance do modelo nas várias experiências des-
critas na secção anterior. A análise irá ser feita em duas secções separadas. A pri-
meira consiste em analisar o modelo relativamente a observações de superfície, para
isso calculou-se o viés e a RMSE de cada uma das experiências para os seguintes parâ-
metros: pressão à superfície, temperatura do ar a dois metros, temperatura do ponto
de orvalho a dois metros, componente zonal e meridional do vento a dez metros. Nesta
fase dividiram-se os dados entre observações sobre terra e observações sobre mar.
A segunda secção da análise consiste em calcular as mesmas medidas de erro usadas
na comparação de dados de superfície, mas agora para dados colhidos em altitude,
por radiosondagens, de temperatura, temperatura do ponto de orvalho, e componentes
meridional e zonal do vento. Para o vento, calcularam-se ainda as medidas de erro das
experiências numéricas com observações de sondagens de satélite (SATOB).
Na comparação dos resultados do modelo com dados observados dividiu-se ainda
a análise temporalmente, agrupando os dados por estações do ano: Inverno (DJF),
Primavera (MAM), Verão (JJA) e Outono (SON) e finalmente analisa-se o ano inteiro.
Cada gráfico é acompanhado por uma tabela em que se apresenta o significado es-
tatístico das diferenças das medidas de erro em análise para as estações do ano e para
todo o período de simulação. Para isso usa-se o teste t para investigar a igualdade dos
valores médios (pág. 623 de Pestana and Velosa [2008]). Assim, nessas tabelas, onde
aparece o símbolo "**" é porque os valores médios são diferentes ao nível α = 0.01,
o símbolo "*" significa que os valores médios são diferentes ao nível α = 0.05, onde o
símbolo é um traço, é porque as médias não são estatisticamente diferentes.
4.3.1 Superfície
Nas figuras seguintes apresenta-se a comparação dos resultados das várias aplicações
do modelo quando comparados com dados à superfície, seguindo a terminologia da
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tabela 4.1. Nas figuras 4.3 e 4.4 mostra-se o viés e a RMSE da pressão à superfície, res-
pectivamente. O viés é sempre positivo na comparação com as observações sobre terra,
o que reflete em parte o alisamento da topografia por parte do modelo, e geralmente
positivo nas observações sobre mar. O viés é muito mais pequeno sobre mar do que
sobre terra, em todas as experiências numéricas. Comparativamente, as simulações que
apresentam maior viés são as simulações com reinicializações de 30 dias (Run2 e Run4)
e as que apresentam menor viés são as simulações com reinicializações de 6 horas. No
viés destaca-se o valor significativamente mais baixo na experiência Run8 do que nas
restantes, nas observações sobre terra, enquanto nas observações sobre mar, o viés desta
experiência tende a ser maior do que as restantes experiências. Também a simulação
Run8 apresenta um valor de RMSE significativamente mais baixo do que as restantes
experiências na comparação com as observações de pressão à superfície sobre terra.
Contudo, na comparação com as observações sobre mar, esta simulação é a que tem,
geralmente um pior desempenho. Quanto à comparação das restantes experiências, as
diferenças relativas entre elas são baixas, mas, tal como se pode observar na tabela cor-
respondente a esta medida de erro para esta variável, são geralmente estatisticamente
significativas.
Tabela 4.2: Viés - Significado estatístico das diferenças entre experiências - Pressão à super-
fície
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** * ** - ** * ** - ** * ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - - - - - - - - - -
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - - - - * - ** ** - ** ** ** ** - ** - ** ** - ** - ** **
R4 - - - - - * - - - - - - - ** - - - ** - -
R8 - - - - ** ** - * - - ** ** - ** **
R12 - - - - - - - - - -
As figuras 4.5 e 4.6 mostram o viés e a RMSE da temperatura a dois metros de cada
experiência efetuada. O viés das várias aplicações do modelo é geralmente negativo para
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Figura 4.3: Viés - Pressão à superfície. Colunas da esquerda: comparação com dados sobre
terra. Colunas da direita: comparação com dados sobre o oceano.
Tabela 4.3: RMSE - Significado estatístico das diferenças entre experiências - Pressão à
superfície
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - ** - ** - **
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** -
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - ** - ** - **
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Figura 4.4: Raiz quadrada do erro médio quadrático - Pressão à superfície. Colunas da
esquerda: comparação com dados sobre terra. Colunas da direita: comparação com dados
sobre o oceano.
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as experiências Run2, Run4 e Run8, tanto nas observações desta variável sobre terram,
como sobre mar, já as experiências Run12 e Run14, têm geralmente viés positivo,
nas observações sobre terra e negativo nas observações sobre mar. Quanto à RMSE
da temperatura, tanto nas observações sobre terra como sobre mar, ela é geralmente
mais elevada nas simulações com reinicializações menos frequentes. Geralmente, esta
medida de erro é mais baixa nas medições efetuadas sobre o oceano, do que sobre
terra, comparando o desempenho das várias experiências em cada estação do ano. A
experiência com melhor desempenho é geralmente a experiência Run8 e que a diferença
relativa entre esta experiência e as experiências Run12 e Run14 nas medições sobre o
oceano é pequena. Geralmente a diferença entre as medidas de erro alcançadas entre
as várias experiências é estatisticamente significativa.
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Figura 4.5: Viés - Temperatura a 2 m. Colunas da esquerda: comparação com dados sobre
terra. Colunas da direita: comparação com dados sobre o oceano.
A seguir mostram-se gráficos do acerto das várias experiências com respeito à tem-
peratura do ponto de orvalho a dois metros. Estes resultados dão-nos uma indicação
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Tabela 4.4: Viés - Significado estatístico das diferenças entre experiências - Temperatura a 2
metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** * ** ** - ** ** ** ** - ** - ** ** - ** - ** ** - ** - ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - - - - - - - - - -
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** - ** ** - ** * ** ** - ** - ** ** - ** ** ** ** - ** * ** -
R4 - ** ** ** - ** ** ** - ** - - - ** ** ** - ** ** **
R8 - ** ** - ** * - ** ** - - - - ** **
R12 - - - - - - - - - -
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Figura 4.6: Raiz quadrada do erro médio quadrático - Temperatura a 2 m. Colunas da
esquerda: comparação com dados sobre terra. Colunas da direita: comparação com dados
sobre o oceano.
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do acerto do modelo ao campo de humidade à superfície. A figura 4.7 mostra o viés da
temperatura do ponto de orvalho a dois metros das várias experiências efetuadas. Uma
característica que sobressai é a diferença clara que existe entre a experiência Run2 e
as restantes, sobretudo na comparação com as observações sobre o oceano, sendo esta
experiência a que tem um pior desempenho. Nas observações sobre mar, a segunda
experiência a ter um mau desempenho é a simulação Run8, no entanto, este mau de-
sempenho sobre mar é compensado por valores de viés mais baixos que as restantes
experiências, quando se analisam as observações sobre terra.
Tal como para o viés, a RMSE (4.8) mostra um clara diferenciação entre a Run2 e as
restantes experiências, sendo que esta diferença é ainda mais acentuada nas observações
sobre o mar. O desempenho da simulação Run8 sobre o oceano é, tal como no viés,
claramente pior ao desempenho sobre terra. Geralmente é a Run12 a que apresenta o
viés mais baixo, tanto na comparação sobre terra como sobre o oceano. Nesta medida
de erro, a variação relativa entre as simulações Run12 e Run14 é geralmente pequena,
contudo, como se pode ver na tabela correspondente, é estatisticamente significativa.
A análise ao vento é feita por componente zonal e meridional. Começando pela
componente zonal, as figuras 4.9 e 4.10 mostram o viés e a RMSE desta componente
do vento a dez metros. Esta componente do vento é geralmente subestimada sobre
Tabela 4.5: RMSE - Significado estatístico das diferenças entre experiências - Temperatura
a 2 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - * ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - - ** - ** ** - ** ** - ** ** - ** -
R12 - ** - ** - ** - ** - **
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** - ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - ** - ** - **
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Figura 4.7: Viés - Temperatura do ponto de orvalho a 2 m. Colunas da esquerda: comparação
com dados sobre terra. Colunas da direita: comparação com dados sobre o oceano.
Tabela 4.6: Viés - Significado estatístico das diferenças entre experiências - Temperatura do
ponto de orvalho a 2 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - - - - - ** - **
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** - - - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - - - - - - - * - *
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Figura 4.8: Raiz quadrada do erro médio quadrático - Temperatura do ponto de orvalho a 2
m. Colunas da esquerda: comparação com dados sobre terra. Colunas da direita: comparação
com dados sobre o oceano.
Tabela 4.7: RMSE - Significado estatístico das diferenças entre experiências - Temperatura
do ponto de orvalho a 2 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** - - ** ** ** - ** - - - ** ** **
R8 - ** ** - ** ** - * ** - ** ** - ** -
R12 - - - ** - ** - - - **
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - * - - - ** - ** - **
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terra e sobrestimada nas observações sobre o oceano, em quase todas as simulações
efetuadas, como se pode ver pela figura 4.9. Na comparação com observações efetuadas
sobre terra, as experiências com maior viés (em valor absoluto), são as simulações com
reinicializações menos frequentes (Run2 e Run4). O valor de viés mais baixo alterna
entre as simulações Run8, Run12 e Run14. Ao analisar a RMSE desta componente do
vento, observa-se que a experiência Run2 é a que tem pior desempenho, tanto sobre
terra como sobre mar. Geralmente, esta medida de erro é superior sobre o oceano do
que sobre terra, em todas as simulações efetuadas. Na comparação com as observações
sobre terra, os valores de RMSE mais baixos são obtidos com as simulações Run8 e
Run12. Na comparação com as observações sobre o oceano, O viés mais baixo alterna
entre todas as experiências exceto a simulação Run2, e com variações relativas por vezes
pequenas, ao ponto de não serem estatisticamente diferentes entre si.
Inv Prim Ver Out Ano Inv Prim Ver Out Ano
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
V
el
o
ci
da
de
(m
/s
)
BIAS
 
 
Run2
Run4
Run8
Run12
Run14
Figura 4.9: Viés - Componente zonal do vento a 10 m. Colunas da esquerda: comparação
com dados sobre terra. Colunas da direita: comparação com dados sobre o oceano.
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Tabela 4.8: Viés - Significado estatístico das diferenças entre experiências - Componente zonal
do vento a 10 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - - ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - * - - - - - ** **
R12 - - - - - - - - - -
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - * - - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - - - - - ** - - - ** - * - - - - - ** - -
R8 - - - - ** ** - ** ** - - - - ** **
R12 - - - - - - - - - -
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Figura 4.10: Raiz quadrada do erro médio quadrático - Componente zonal do vento a 10 m.
Colunas da esquerda: comparação com dados sobre terra. Colunas da direita: comparação
com dados sobre o oceano.
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Quanto à componente meridional do vento a dez metros, observa-se que esta com-
ponente do vento é geralmente subestimada, tanto sobre terra como sobre mar. Na
comparação das observações sobre terra, é notório o melhor desempenho por parte da
simulação Run8, quando comparado com as restantes simulações. Na comparação so-
bre o oceano, a escolha da simulação com melhor viés não é evidente, variando entre
as experiências Run8 e Run14, mas ao se analisar todo o período de simulação, a ex-
periência com maior viés é a experiência Run8. A RMSE desta componente (figura
4.12) apresenta, tal como acontece com a componente zonal, uma diferença clara entre
as experiência Run2 e as restantes simulações, tendo esta experiência os piores valores
desta medida de erro. A experiência que apresenta melhores resultados de RMSE é a
simulação Run8, nas observações sobre terra, mas nas observações sobre mar é a expe-
riência Run12 a que tem melhor desempenho, exceto no Verão, em que a simulação com
melhor desempenho é a simulação Run8. Ainda sobre a comparação com as observações
sobre o oceano, as simulações Run12 e Run14 têm valores de RMSE muito próximos,
ao ponto de só serem estatisticamente diferentes na comparação para todo o período
de simulação.
Os resultados do modelo só são comparados com estações de medição de precipitação
sobre terra. Assim, os gráficos das figuras 4.13 e 4.14, mostram o viés e a RMSE
respectivamente, dos resultados das simulações de precipitação diária de cada uma
Tabela 4.9: RMSE - Significado estatístico das diferenças entre experiências - Componente
zonal do vento a 10 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** ** ** - ** - ** - ** ** ** - ** ** **
R8 - ** - - ** ** - ** ** - - ** - - **
R12 - ** - ** - ** - ** - **
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** ** ** - ** - * - * ** ** - ** - - - ** * **
R8 - ** ** - ** - - ** ** - * - - ** **
R12 - - - * - - - - - -
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Figura 4.11: Viés - Componente meridional do vento a 10 m. Colunas da esquerda: compa-
ração com dados sobre terra. Colunas da direita: comparação com dados sobre o oceano.
Tabela 4.10: Viés - Significado estatístico das diferenças entre experiências - Componente
meridional do vento a 10 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - ** - - - ** ** ** ** - ** ** ** ** - - ** - - - - ** - -
R4 - ** - - - ** - - - ** - - - ** - - - ** - -
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - - - - - - - - - -
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - * - ** ** - * - ** ** - ** ** ** ** - ** ** ** ** - ** * ** **
R4 - * ** ** - ** - - - - - - - - ** ** - ** ** **
R8 - ** ** - ** ** - - - - ** ** - ** **
R12 - * - - - - - - - **
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Figura 4.12: Raiz quadrada do erro médio quadrático - Componente meridional do vento a 10
m. Colunas da esquerda: comparação com dados sobre terra. Colunas da direita: comparação
com dados sobre o oceano.
Tabela 4.11: RMSE - Significado estatístico das diferenças entre experiências - Componente
meridional do vento a 10 metros
Sobre terra
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** - ** - ** - ** - ** - ** - ** ** ** - ** - **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - ** - ** - **
Sobre o oceano
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - - ** ** - ** ** ** - ** ** ** - ** ** ** - ** ** **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - - - - - - - - - *
68 4. Métodos de downscaling dinâmico
das experiências numéricas. A experiência Run2 é a que apresenta viés menor, exceto
na análise dos meses de Primavera. Quanto aos valores de viés mais elevados que se
registaram durante o Verão, em comparação com as restantes estações, deve-se a ter
havido poucos dias com precipitação superior a 0.1 mm/dia e a estatística ser baseada
em menos realizações do que nas restantes estações ou até em todo o período. Destaca-se
que, geralmente, as diferenças entre simulações não são estatisticamente significativas, o
que implica que, estatisticamente, não se pode dizer que a médias do viés da precipitação
diária das simulações seja diferente entre si.
Quanto à RMSE calculada para a precipitação, observa-se que, em todas as estações
exceto no Verão, é a simulação Run14 a que tem melhor resultado e que esse mesmo
resultado se confirma quando se analisam os dados em todo o período de simulação.
Também nesta medida de erro se verifica que as várias simulações tiveram um mau
desempenho, quando comparadas com as restantes estações do ano, confirmando a
observação que tinha sido feita na análise do viés a esta variável.
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Figura 4.13: Viés - Precipitação diária
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Tabela 4.12: Viés - Significado estatístico das diferenças entre experiências - Precipitação
diária
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - * * ** * - - - ** ** - - - - - - - - - - - ** - ** **
R4 - - - - - - - - - - - - - - - - - * - -
R8 - - - - ** * - - - - - - - ** -
R12 - - - - - - - - - -
Inv Prim Ver Out Ano
0
1
2
3
4
5
6
7
8
9
RMSE
 
 
Run2
Run4
Run8
Run12
Run14
Figura 4.14: Raiz quadrada do erro médio quadrático - Precipitação diária
Tabela 4.13: RMSE - Significado estatístico das diferenças entre experiências - Precipitação
diária
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - - - - - ** ** ** - ** - ** ** - ** ** - - - ** - - **
R4 - - - - - ** ** ** - ** - ** - - ** ** - ** ** **
R8 - - - - - - - ** ** - ** ** - - **
R12 - - - - - ** - - - **
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4.3.2 Em altitude
Na comparação dos resultados das várias aplicações do modelo com observações em
altitude, a análise foi dividida em três partes. A primeira consiste em fazer a comparação
entre os resultados do modelo com as observações em altitude que se encontrem abaixo
dos 50 hPa, a segunda é fazer a mesma comparação, mas para observações que se
encontrem abaixo dos 700 hPa, em que se definiu este nível como sendo o que representa
a altura da camada limite planetária na área de aplicação do modelo. A última fase
da análise é comparar os resultados do modelo com observações colhidas entre os 700 e
os 50 hPa, ou seja pretendemos avaliar o comportamento do modelo acima da camada
limite. Esta análise revelou que, no geral, os erros das várias simulações (viés e RMSE)
são superiores na análise entre os 700 e os 50 hPa, quando comparada com a análise
abaixo dos 700 hPa, no entanto, na comparação entre simulações, as conclusões seriam
iguais à comparação dos resultados para toda a coluna Assim, nesta secção apresentam-
se apenas as médias de erro de cada experiência com observações medidas abaixo do
50 hPa de temperatura, temperatura do ponto de orvalho e vento (componentes zonal
e meridional).
Temperatura
O viés da temperatura em altitude, na comparação com dados observados abaixo do
nível de pressão dos 50 hPa, é sempre positivo, em todas as estações do ano e para toas as
experiências numéricas, o que indica que o modelo tende a sobrestimar a temperatura
em altitude. A experiência que tem menor viés é claramente a experiência Run2,
no entanto, as diferenças entre o viés das várias simulações não são estatisticamente
significativas. Ao se analisar a RMSE desta variável, notamos que a experiência Run2 é
a que têm um valor mais elevado, sendo a experiência Run12 a que tem um valor mais
baixo e muito próximo do valor obtido pelas simulações Run4 e Run14. É de realçar
que, no que toca à RMSE , as várias experiências têm valores muito semelhantes entre
si, de forma que, as diferenças entre simulações, para esta medida de erro, só serem
estatisticamente significativas entre as simulações Run2, Run8 e as simulações Run4,
Run12, Run14. As diferenças entre a RMSE das experiências Run4, Run12 e Run14
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não são estatisticamente significativas.
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Figura 4.15: Viés - Temperatura abaixo dos 50 hPa
Tabela 4.14: Viés - Significado estatístico das diferenças entre experiências - Temperatura
abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - - - - - - - - - - - - - - - - - - - - - - -
R4 - - - - - - - - - - - - - - - - - - - -
R8 - - - - - - - - - - - - - - -
R12 - - - - - - - - - -
Tabela 4.15: RMSE - Significado estatístico das diferenças entre experiências - Temperatura
abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** - ** ** - ** ** ** ** - - - - - - ** - ** * - ** ** ** **
R4 - * - - - ** - - - - - - - - - - - ** - -
R8 - * * - ** ** - - - - - - - ** *
R12 - - - - - - - - - -
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Temperatura do ponto de orvalho
O viés da temperatura do ponto de orvalho das observações em altitude (figura 4.17),
mostra que o viés das simulações Run2, Run8 e Run14 são muito inferiores ao viés das
restantes duas experiências, tendo a simulação Run8 o valor mais baixo em todos os
períodos temperais analisados, exceto nos meses de Inverno, no entanto, as diferenças
relativas entre as várias experiências, para esta medida de erro, não têm significado
estatístico. Esta figura revela que, a aplicação da técnica de relaxamento newtoniano
para os pontos de análise tem o efeito de aumentar a sobrestimação da temperatura do
ponto de orvalho por parte do modelo.
Mostra-se na figura 4.18 a RMSE da temperatura do ponto de orvalho das medidas
em altitude. Esta medida de erro revela que as simulações com pior desempenho são
as simulações Run2 e Run8 e a que apresenta melhor desempenho desta medida de
erro é a experiência Run14. Esta última tem uma diferença relativa às experiências
Run4 e Run12 pequena, mas, tal como se pode observar na tabela 4.16 esta diferença
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Figura 4.16: Raiz quadrada do erro médio quadrático - Temperatura abaixo dos 50 hPa
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é estatisticamente significativa.
Figura 4.17: Viés - Temperatura do ponto de orvalho abaixo dos 50 hPa
Tabela 4.16: Viés - Significado estatístico das diferenças entre experiências - Temperatura do
ponto de orvalho abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - * - * - - - - - - - - - - - - - - - - - * - - -
R4 - * - - - - - - - - - - - - - - - * - -
R8 - - - - - - - - - - - - - * -
R12 - - - - - - - - - -
Tabela 4.17: RMSE - Significado estatístico das diferenças entre experiências - Temperatura
do ponto de orvalho abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** - ** - ** - ** - ** - - - ** - ** - ** - **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - - - ** - **
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Figura 4.18: Raiz quadrada do erro médio quadrático - Temperatura do ponto de orvalho
abaixo dos 50 hPa
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Componente zonal da velocidade do vento
O viés da componente zonal da velocidade do vento (figuras 4.19 e 4.21) mostra que,
com exceção do Inverno na comparação com radiosondagens e do Verão na comparação
com SATOB, os valores calculados para as simulações Run2 e Run8 são, geralmente,
mais pequenas que das restantes simulações. Na comparação com dados de radioson-
dagens, a simulação Run14 é a que tem o maior viés, em valor absoluto. Apenas as
diferenças entre as simulações Run2, Run8 e as restantes simulações são estatistica-
mente diferentes e mesmo assim, só para os meses de Verão ou quando se considera o
período inteiro na comparação com dados de radiosondagens. Em termos estatísticos,
as médias do viés de cada experiência não são diferentes entre si.
A RMSE mostra uma diferença de comportamento claro entre as simulações Run2,
Run8 e as restantes. As simulações Run4, Run12 e Run14 são as que têm valor mais
baixo desta medida de erro, tanto na comparação com dados de radiosondagens, fi-
gura 4.20, como na comparação com dados de sondagens de satélite (SATOB), figura
4.22. Na comparação com radiosondagens, a experiência com menor viés é a simulação
Run14, com valores muito próximos das simulações Run4 e Run12, mas estatistica-
mente significativas. Na comparação com dados SATOB, a RMSE mais baixa é obtida
na simulação Run12, mas com valores muito próximos da simulação Run4 e Run14,
embora a diferença com a simulação Run4 não seja estatisticamente significativa, esta
já o é com a simulação Run14.
Tabela 4.18: Viés - Significado estatístico das diferenças entre experiências - Componente
zonal do vento abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - - - - - - - - - ** - ** ** - - - - ** - ** - ** **
R4 - - - - - - - - - ** - - - * - - - ** - -
R8 - - - - - - - ** ** - * ** - ** **
R12 - - - - - - - - - -
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Figura 4.19: Viés - Componente zonal do vento abaixo dos 50 hPa
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Figura 4.20: Raiz quadrada do erro médio quadrático - Componente zonal do vento abaixo
dos 50 hPa
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Tabela 4.19: RMSE - Significado estatístico das diferenças entre experiências - Componente
zonal do vento abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** - ** - ** - ** - ** - ** - ** - - - ** - **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - * - - - **
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Figura 4.21: Viés - Componente zonal do vento abaixo dos 50 hPa. Dados SATOB.
Tabela 4.20: Viés - Significado estatístico das diferenças entre experiências - Componente
zonal do vento abaixo dos 50 hPa. Dados SATOB
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - - - - - - - - - - - - - - - - - - - - - * -
R4 - - - - - - - - - - - - - - - - - - - -
R8 - - - - - - - - - - - - - - -
R12 - - - - - - - - - -
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Figura 4.22: Raiz quadrada do erro médio quadrático - Componente zonal do vento abaixo
dos 50 hPa. Dados SATOB.
Tabela 4.21: RMSE - Significado estatístico das diferenças entre experiências - Componente
zonal do vento abaixo dos 50 hPa. Dados SATOB
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** - ** - ** - ** - ** - ** - ** - ** - ** - **
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - ** - ** - **
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Componente meridional da velocidade do vento
Ao analisar o viés da componente meridional do vento em toda a coluna da atmos-
fera, mostrada na figura 4.23 para a comparação com observações de radiosondagens
e na figura 4.25 na comparação com sondagens de satélite, nota-se que, geralmente, a
temperatura tende a ser subestimada pelo modelo e o viés tem valores superiores na
comparação com dados SATOB. Na comparação com radiosondagens, a simulação com
viés mais baixo varia de estação para estação. Na comparação para todo o período,
a simulação com menor viés é a simulação Run12, mas esta apenas é estatisticamente
diferente das experiências Run2 e Run14.
Na análise à RMSE , tal como acontece na componente zonal, a componente meri-
dional do vento é pior simulada pelas experiências Run2 e Run8, sendo estas duas as
que têm maior valor de RMSE (figura 4.24). Nas estações de Inverno e Primavera, as
simulações com valor mais favorável desta medida de erro é a Run14, nas restantes duas
estações do ano é a Run12 que tem vantagem. Na comparação para todo o período, a
simulação Run14 é a que tem o valor mais baixo de RMSE , com valores muito próximos
das simulações Run12 e Run4, mas com diferenças estatisticamente significativas. Na
análise da comparação dos dados do modelo com observações SATOB, nota-se que o
erro é ligeiramente superior à análise com dados de radiosondagens e que nesta compa-
ração, é a simulação Run12 a que tem valor de RMSE mais baixo. A diferença entre
experiência e a simulação Run14 é estatisticamente significativa para todos os casos
analisados exceto para os meses de Verão. Já a diferença entre a simulação Run12 e a
simulação Run4 não é estatisticamente significativa.
Tabela 4.22: Viés - Significado estatístico das diferenças entre experiências - Componente
meridional do vento abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** * ** ** - - - - - - - - - - - ** - ** * - ** * ** -
R4 - - - - - - - - - - - - - * - * - - - **
R8 - - - - - - - - * - * - - - -
R12 - - - - - - - * - **
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Figura 4.23: Viés - Componente meridional do vento abaixo dos 50 hPa
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Figura 4.24: Raiz quadrada do erro médio quadrático - Componente meridional do vento
abaixo dos 50 hPa
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Tabela 4.23: RMSE - Significado estatístico das diferenças entre experiências - Componente
meridional do vento abaixo dos 50 hPa
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** - ** - ** - ** - ** - * - ** - - - ** - *
R8 - ** ** - ** ** - ** ** - ** ** - ** **
R12 - ** - ** - - - - - **
Figura 4.25: Viés - Componente meridional do vento abaixo dos 50 hPa. Dados SATOB.
Tabela 4.24: Viés - Significado estatístico das diferenças entre experiências - Componente
meridional do vento abaixo dos 50 hPa. Dados SATOB
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - - - - - - - - - - - - * - - - * * * ** - - ** - **
R4 - - - - - - - - - - - - - - - - - * - *
R8 - - - - - - - - - - - - - * -
R12 - - - - - - - - - *
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Figura 4.26: Raiz quadrada do erro médio quadrático - Componente meridional do vento
abaixo dos 50 hPa. Dados SATOB.
Tabela 4.25: RMSE - Significado estatístico das diferenças entre experiências - Componente
meridional do vento abaixo dos 50 hPa. Dados SATOB
Inverno Primavera Verão Outono Ano
R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14R2R4R8R12R14
R2 - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** ** - ** ** ** **
R4 - ** - ** - ** - ** - - - - - ** - ** - ** - **
R8 - ** ** - ** ** - - - - ** ** - ** **
R12 - ** - ** - - - ** - **
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4.4 Discussão e conclusão
Os resultados da secção anterior mostram que a escolha do método de downscaling
não é uma decisão fácil de tomar. No cálculo do viés, os resultados das experiências
numéricas variam muito de acordo com a variável em análise, com o tipo de observação
(observações de superfície ou em altitude), com a estação do ano a ser considerada e com
a comparação ter sido efetuada com dados sobre terra ou sobre o oceano. De qualquer
forma, o significado estatístico das diferenças de viés entre as várias simulações não é,
na maior parte dos casos, significativo.
Os gráficos apresentados com o cálculo da RMSE revelam que a simulação Run2 é
claramente a experiência de regionalização com pior desempenho, tendo esta simulação
os valores mais elevados desta medida de erro em quase todas as variáveis analisadas,
tanto à superfície como em altitude. A dificuldade recai em escolher uma das restantes
experiências numéricas que foram analisadas. Na comparação com dados à superfície
de medições feitas sobre terra, as simulações com RMSE mais baixo varia entre a ex-
periência Run8 e a experiência Run12, embora na temperatura a 2 metros, a simulação
Run14 possa ter valores desta medida de erro mais favorável do que as restantes expe-
riências em alguma estações do ano. Já na comparação com as observações à superfície
sobre o oceano, as simulações Run4, Run8, Run12 e Run14 alternam entre si os valores
mais baixos de RMSE dependendo da variável a ser estudada ou a estação do ano que
é considerada.
No que toca à comparação com observações em altitude, as simulações que alternam
entre si os valores mais baixos de RMSE são as simulações Run4, Run12 e Run14. Tanto
a simulação Run2 como a simulação Run8, têm pior desempenho em observações em
altitude, o que não é surpresa, uma vez que são as simulações que menos informação
retêm das reanálises, que em altitude, não são tão afetadas pelo problema da baixa
resolução, como acontece à superfície.
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Desta análise não resulta uma escolha clara sobre o método de dowscaling a ser usado,
uma vez que, tal como já foi referido atrás, cada simulação tem o seu ponto forte, de
acordo com a variável a ser estudada ou com a estação do ano, para além de, muitas
vezes, a diferença relativa entre as várias experiências ser pequena. Assim, essa escolha
tem de pesar também aspetos de ordem prática, como a facilidade relativa de aplicar
cada um dos métodos considerados, o tempo de cálculo que cada experiência toma para
concluir um determinado período de simulação, ou se se pretende fazer o downscaling
para estudar fenómenos junto à superfície ou em altitude.
Partindo do pressuposto que se pretende dar mais atenção aos resultados do modelo
sobre superfície e sobre terra, uma vez que é aqui que os efeitos locais têm mais sig-
nificado, a escolha deve recair entre os métodos representados pelas simulações Run8,
Run12 e Run14. Uma vez que a simulação Run14 só tem melhores resultados de RMSE
na temperatura, a escolha deve variar entre as simulações Run8 e Run12. A nossa
escolha recai sobre a simulação Run12, uma vez que é a simulação que tem o compor-
tamento mais constante, ou seja, normalmente ou é a simulação que tem melhor RMSE
ou então é a segunda melhor. Além disso, a implementação prática desta experiência
não é muito mais complexa do que experiência Run8.
Ainda sobre os métodos de regionalização que aqui foram estudados, é de referir
que os aspetos de ordem prática de cada tipo devem ser tidos em conta, uma vez
que a perda na precisão de uma dado método pode ser compensada em rapidez de
cálculo e de implementação de um determinado método. Em termos de complexidade
crescente e de maiores gastos em recursos computacionais, as simulações podem ordenar-
se por: Run2, Run4, Run14, Run8 e Run12, sendo a experiência Run2 a simulação
mais fácil de implementar e mais rápida a acabar a execução e a experiência Run12 a
de implementação mais difícil e a que leva mais tempo a terminar a sua execução.
Capítulo 5
Simulação climática
5.1 Introdução
No capítulo anterior fizeram-se várias experiências tendo como objetivo decidir que
método de downscaling dinâmico teria melhores resultados. Concluiu-se que os melhores
resultados são obtidos quando se fazem simulações com reinicializações de 6 horas com
grid nudging das reanálises ERAInterim em que o estado inicial de cada reinicialização
é obtido por assimilação de dados pelo método 3DVAR aplicado sobre o resultado do
último instante da simulação anterior, ou seja, assimilação 3DVAR com o campo de
first guess dado por uma simulação prévia de 6 horas.
Neste capítulo aplicamos este método para fazer uma simulação de 5 anos, de forma a
podermos comparar os resultados com observações à superfície recolhidos nas estações
representadas na figura 3.5. Compara-se também a climatologia desta simulação com a
climatologia de observações de superfície derivados de dados de satélite, em particular,
temperatura a 2 metros sobre terra e vento a 10 metros sobre o oceano.
A climatologia da temperatura a 2 metros, derivados de dados de satélite, com que
se vai comparar a climatologia da mesma variável gerada pelo modelo, é resultado do
trabalho de Benali et al. [2011]. A temperatura vem sobre a forma de temperatura
média semanal, assim a resolução temporal é mais baixa do que se consegue com a
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aplicação do modelo numérico, mas a resolução espacial é melhor, uma vez que os
dados estão armazenados numa malha com 1 km de resolução.
Finaliza-se o capítulo comparando a climatologia de 5 anos do vento sobre o oce-
ano, gerados neste trabalho, com a climatologia da mesma variável, gerada a partir de
medições do vento efetuadas através do Quick Scatterometer (QuikSCAT) da NASA.
5.2 Configuração
Uma vez que se pretende fazer uma simulação mais longa do que a que foi efetuada no
capítulo anterior, foi necessário reduzir as dimensões horizontais do domínio, por razões
que se prendem com o tempo de cálculo. Mantiveram-se as parametrizações físicas e
as resoluções horizontais e verticais, reduziu-se o número de pontos nas direções Este-
Oeste e Norte-Sul dos dois domínios aninhados. Assim, a configuração do modelo é
de dois domínios aninhados, de 25 e 5 km de resolução para o domínio D01 e D02,
respectivamente. O domínio pai (D01) encontra-se centrado em 41.5◦N , −9.3◦O. O
domínio D01 é constituído por 60 pontos na direção Este-Oeste e 73 pontos na direção
Norte-Sul. O domínio aninhado (D02), é constituído por 156 pontos na direção Este-
Oeste e por 141 na direção Norte-Sul. Na figura 5.1 pode-se ver uma representação
gráfica dos domínios. Esta configuração é, na verdade, uma adaptação da configuração
OP1 descrita no capítulo 3, tabela 3.2, sendo a diferença no número de pontos na direção
Este-Oeste do domínio usado para a simulação de 5 anos analisada neste capítulo.
O modelo é forçado lateralmente e à superfície pelas reanálises ERAInterim. O
conjunto de parametrizações usadas nesta simulação de 5 anos é o mesmo descrito na
secção de metodologia dos capítulos 3 (PAR1) e 4.
O período de simulação decorre entre 1 de Janeiro de 2001 a 31 de Dezembro de 2005.
O modelo escreve as saídas de 6 em 6 horas para o domínio D01 e de 3 em 3 horas para
o domínio D02.
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A simulação necessária para gerar a matriz de covariância de erros de fundo, de forma
a correr o sistema de assimilação 3DVAR do WRFARW, foi feita para o período de 1
de Janeiro de 2006 a 1 de Janeiro de 2007. Esta matriz foi gerada pelo método NMC,
para isso realizaram-se simulações de 24 horas em ciclos de 12 horas, para as análises
das 00 e 12 UTC, tal como vem recomendado no manual do WRFARW e se encontra
descrito em algum pormenor no capítulo 4.
As observações usadas para alimentar o sistema de assimilação provêm do mesmo
conjunto de observações usadas no capítulo 4 e são os conjuntos ds351.0 e ds461.0,
extraídos de http://dss.ucar.edu, que contêm observações em altitude e de superfície,
respectivamente, desde 1999 até ao presente e que são distribuídos no formato BUFR,
que é facilmente ingerido pelo pré-processador de observações do sistema de assimilação
do WRF (OBSPROC - ver secção de Metodologia do capítulo 4).
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Figura 5.1: Domínios de aplicação do modelo
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5.3 Resultados
5.3.1 Estações de superfície
Com base nos valores horários das estações representadas na figura 3.5, calculou-se
o viés e a RMSE das médias diárias de temperatura a 2 metros, humidade relativa a
2 metros, pressão ao nível médio das águas do mar, componentes zonal e meridional
do vento a 10 metros. Foram também calculadas as mesmas medidas de erro para a
precipitação diária. Mostram-se os resultados destes cálculos nas tabelas 5.1 e 5.2. Não
se mostra o valor das medidas de erro da pressão na estação das Penhas Douradas por
se ter verificado que os valores de pressão desta estação não serem válidos.
Na pressão ao nível médio das águas do mar, os erros maiores, tanto no viés como na
RMSE , são obtidos nas estações do interior, nas regiões montanhosas, assim, o maior
viés e RMSE desta variável é obtido nas estações de Portalegre, Penhas Douradas,
Viseu, Vila Real e Bragança. Este comportamento é verificado em todas as estações do
ano e para todo o período de simulação e revela o alisamento da topografia que é feita
pelo modelo.
Os valores mais baixos de viés e de RMSE da temperatura são obtidos para os meses
de Outono, nas estações mais próximas da costa e no Verão nas estações no interior.
O viés desta variável revela que o modelo está a subestimar a temperatura em quase
todas as estações consideradas, uma vez que o valor desta medida de erro é negativa
na maior parte das estações e na maior parte das estações do ano. O viés varia entre
-0.06 K e -1.57 K na estação de Lisboa. Quanto à RMSE esta varia entre 1.13 K em
Coimbra e 2.14 K em Lisboa e Faro.
A humidade relativa tem um comportamento muito variável de estação para estação,
mas é quase sempre constante ao longo de uma mesma estação, isto é, quando o modelo
subestima a humidade numa determinada estação de medição, este comportamento
é normalmente observado em todas as estações do ano, o que revela uma constância
temporal e espacial na simulação da humidade por parte do modelo. O modelo revela
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o pior desempenho na simulação da humidade na estação de Coimbra, isto é revelado
tanto no viés como na RMSE . Este facto é difícil de explicar, até porque as estações
mais próximas de Coimbra, como Porto, Viseu, Cabo Carvoeiro e Penhas Douradas não
revelam valores tão elevados destas medidas de erro.
Na componente zonal do vento, nota-se que as estações a norte do sistema montanhoso
Montejunto-Estrela tendem a ter valores de viés mais baixos em valor absoluto, do que
as restantes estações. Na RMSE nota-se que as estações de montanha são as que têm
uma medida de erro desta componente do vento mais elevada, que pode ser explicado
pelas diferenças entre a topografia do modelo e a topografia real.
A componente meridional do vento revela que geralmente as estações mais próximas
da costa apresentam erros maiores, como se pode observar pelos valore de RMSE desta
componente do vento. Ao analisar todo o período de simulação, nota-se que geralmente
esta componente do vento é subestimada pelo modelo, sobretudo nos meses de Verão.
É também nesta estação que se observam os valores mais elevados de viés, sobretudo
nas estações junto à costa, o que significa que o modelo tem dificuldades em simular o
fenómeno de brisas que se observam em Portugal Continental nestes meses.
A precipitação diária é geralmente subestimada pelo modelo, como é revelado nos
valores de viés negativos registados na tabela 5.1. As estações onde o modelo teve pior
desempenho nesta variável, foram no Porto e nas Penhas Douradas, estações onde os
valores de RMSE se destacam das restantes, para todas as estações do ano.
5.3.2 Temperatura a 2 metros
Nesta secção mostra-se uma comparação da climatologia da temperatura a 2 metros,
resultado da simulação de 5 anos do domínio D02, descrito na secção anterior, com
a climatologia da mesma variável, estimados por Benali et al. [2011]. Estes autores
estimaram a temperatura média semanal, baseado em dados de deteção remota e dados
auxiliares. Fazendo uso de técnicas estatísticas avançadas, criaram vários modelos es-
tatísticos, de onde selecionaram um que relaciona os dados adquiridos pelo satélite nas
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Tabela 5.1: Viés - Comparação de séries temporais diárias do modelo com observações
Pressão NMM (hPa) Temperatura (K) Humidade Relativa (%) Vento - U (m/s) Vento - V (m/s) Precipitação (mm/dia)
DJFMAMJJASONTotalDJFMAMJJASONTotal DJF MAMJJA SON TotalDJFMAMJJASONTotalDJFMAMJJASONTotalDJFMAMJJASON Total
Sagres -0.16 -0.22 -0.32 -0.32 -0.26 1.58 -0.48 -1.37 1.19 0.21 0.79 8.07 14.07 2.63 6.46 -0.65 0.57 2.03 0.35 0.54 -0.73 -0.43 -1.13 -0.36 -0.64 1.04 0.2 0.03 1.14 0.6
Sines 0.22 0.07 -0.17 0.01 0.03 -0.26 -0.95 -0.72 0.21 -0.44 -3.54 -1.68 3.13 -3.56 -1.38 -1.14 -0.72 -0.4 -0.8 -0.76 0.55 0.23 -0.7 0.1 0.04 0.04 0.07 0.04 0.49 0.16
Lisboa 0.02 -0.02 0.02 0.11 0.03 -1.34 -2.27 -1.85 -0.81 -1.57 1.36 3.97 5.96 1.35 3.2 -0.49 -0.47 -0.38 -0.4 -0.43 -0.09 -0.07 -0.41 -0.18 -0.18 -1.09 -0.77 -0.19 -1.17 -0.8
Cabo Carvoeiro 0.44 0.2 -0.04 0.24 0.21 -1.53 -2.51 -1.04 -0.14 -1.31 2.98 4.95 5.88 0.79 3.66 -0.51 0.12 0.89 0.16 0.14 1.04 0.49 -1.07 0.52 0.3 -0.35 -0.39 0.09 -0.82 -0.36
Coimbra -0.08 -0.09 -0.16 0.06 -0.07 -0.23 -0.15 0.1 0.01 -0.06 -10.44 -10.65 -8.75-11.36-10.28-0.36 -0.15 -0.07 -0.14 -0.18 0.23 0.2 0.06 0.3 0.2 -0.82 -0.69 -0.17 -1.4 -0.77
Porto 0.04 -0.05 -0.25 -0.03 -0.08 -0.4 -0.93 -0.79 -0.28 -0.61 -0.84 2.59 2.24 0.02 1.03 -0.01 0.16 0.25 0.2 0.16 0.74 0.07 -1.1 0.48 0 -0.23 -0.5 -0.33 -0.02 -0.27
Faro 0.35 0.19 -0.01 0.14 0.17 -1.17 -2.29 -1.87 -0.72 -1.52 -4.45 0.16 2.21 -3.36 -1.29 -1.2 -0.5 0.26 -0.52 -0.5 -0.59 -0.52 -0.68 -0.57 -0.59 -0.3 -0.13 -0.01 0.05 -0.1
Beja -0.09 0.11 0.28 0.18 0.12 -1.27 -1.26 -0.26 -0.72 -0.88 -5.9 -5.74 -6.95 -7.32 -6.48 -0.76 -0.77 -0.93 -0.83 -0.82 -0.45 -0.14 -0.42 -0.28 -0.32 -0.73 -0.69 -0.03 -1.21 -0.66
Évora -0.13 0.11 0.42 0.16 0.15 -1.09 -1.35 -0.83 -0.9 -1.05 -0.41 0.93 0.4 -1.07 -0.02 -0.8 -0.74 -1.23 -0.8 -0.89 0.12 -0.11 -0.63 -0.09 -0.19 -0.54 -0.4 -0.07 -0.98 -0.49
Portalegre -1.82 -1.09 0.03 -0.95 -0.95 -1.68 -1.55 -1.27 -1.37 -1.47 5.41 4.45 2.65 3.4 3.97 -1.28 -0.64 -0.22 -0.7 -0.72 -0.44 -0.26 -0.51 -0.13 -0.33 -0.04 -0.06 -0.05 -0.36 -0.13
Castelo Branco -0.65 -0.23 0.56 -0.12 -0.11 -1.53 -1.1 -0.62 -1.03 -1.07 1.02 -1.34 -3.31 -2.31 -1.51 -0.72 -0.48 -0.52 -0.53 -0.56 -0.12 -0.26 -0.68 -0.26 -0.32 -0.84 -0.43 -0.14 -1.21 -0.65
Penhas Douradas - - - - - -0.33 -0.12 -0.42 -0.03 -0.23 1.3 -0.33 0 -2.49 -0.36 -0.34 -0.14 -0.84 -0.15 -0.35 0.4 -0.05 -0.04 0.3 0.16 1.46 0.66 -0.53 -1.45 0.05
Viseu -1.26 -0.51 0.09 -0.44 -0.53 -0.51 -0.28 0.17 -0.24 -0.21 -0.79 -2.89 -7.24 -3.64 -3.66 0.29 0.11 -0.19 0.11 0.08 0.67 0.21 0.04 0.48 0.34 -1.79 -1.45 -0.37 -1.79 -1.35
Vila Real -2.12 -1.01 -0.21 -1.08 -1.1 -0.78 -0.9 -0.62 -0.66 -0.74 -1.65 -3.18 -6.12 -4.06 -3.77 -0.64 -0.16 -0.32 -0.48 -0.4 -0.37 -0.34 -0.68 -0.23 -0.41 -1.19 -0.76 -0.26 -0.5 -0.68
Bragança -2.07 -0.57 0.94 -0.66 -0.59 -0.86 -1.39 -1.74 -1.03 -1.26 -0.14 0.48 2.51 0.58 0.86 0.01 -0.18 -0.56 -0.1 -0.22 -0.05 -0.32 -0.21 -0.11 -0.17 -0.64 -0.3 -0.23 -0.53 -0.43
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Tabela 5.2: RMSE - Comparação de séries temporais diárias do modelo com observações
Pressão NMM (hPa) Temperatura (K) Humidade Relativa (%) Vento - U (m/s) Vento - V (m/s) Precipitação (mm/dia)
DJFMAMJJASONTotalDJFMAMJJASONTotalDJFMAMJJASON Total DJFMAMJJASONTotalDJFMAMJJASONTotalDJFMAMJJASON Total
Sagres 0.4 0.34 0.41 0.47 0.41 2.01 1.42 2 1.91 1.85 5.89 11.08 15.56 8.76 10.96 2.74 2.26 2.31 2.27 2.4 2.09 1.48 1.56 2.02 1.83 5.65 2.6 0.28 6.03 4.3
Sines 0.43 0.27 0.32 0.35 0.35 1.37 1.56 1.48 1.18 1.41 8.63 8.87 7.13 8.6 8.33 1.86 1.34 1.01 1.72 1.51 1.06 0.94 1.14 1.07 1.06 3.19 3.36 0.96 5.38 3.56
Lisboa 0.38 0.31 0.29 0.39 0.34 2.14 2.6 2.15 1.57 2.14 6.33 6.45 7.26 6.29 6.6 1.01 0.77 0.66 0.97 0.87 1.32 0.88 0.71 1.18 1.06 5.15 3.39 1.73 5.67 4.24
Cabo Carvoeiro 0.6 0.36 0.33 0.49 0.46 2.29 2.86 1.83 1.58 2.2 8.81 9.3 8.71 6.69 8.46 1.95 1.05 1.14 1.53 1.48 1.67 1.08 1.63 1.58 1.52 3.68 2.83 1.19 5.88 3.77
Coimbra 0.39 0.34 0.4 0.39 0.38 1.21 0.93 1.11 1.25 1.13 12.34 12.07 10.8513.16 12.11 1.24 0.89 0.74 1.1 1.02 1.04 0.75 0.5 0.91 0.84 4.55 3.35 1.95 4.94 3.87
Porto 0.43 0.34 0.43 0.42 0.41 1.18 1.35 1.53 1.19 1.32 5.82 7.74 9.1 6.96 7.53 1.69 1.22 1.04 1.61 1.41 1.93 1.55 1.74 1.67 1.73 5.74 6.47 3.23 8.09 6.11
Faro 0.49 0.32 0.25 0.35 0.36 1.72 2.66 2.45 1.48 2.14 8.46 8.13 9.96 8.59 8.82 1.99 1.25 1.19 1.49 1.52 1.37 1.2 1.29 1.41 1.33 4.4 2.96 0.28 7.46 4.53
Beja 0.35 0.38 0.44 0.41 0.4 2.06 1.86 1.1 1.63 1.69 9.45 8.83 8.83 10.37 9.38 1.1 1.08 1.19 1.14 1.13 1.05 0.76 0.77 0.99 0.91 3.12 3.53 0.48 4.91 3.4
Évora 0.41 0.4 0.56 0.49 0.47 1.78 1.8 1.34 1.66 1.65 6.61 6 5.4 7.01 6.27 1.4 1.2 1.41 1.31 1.33 0.94 0.84 0.97 0.97 0.93 3.19 2.99 0.87 4.6 3.18
Portalegre 1.89 1.36 0.73 1.29 1.38 2.23 2.17 1.81 2.15 2.1 8.87 8.55 6.75 7.76 8.01 2.45 1.59 1.14 1.75 1.81 1.69 1.34 1.19 1.35 1.41 4.85 3.88 1.01 5.49 4.16
Castelo Branco 0.79 0.55 0.7 0.6 0.67 2.3 1.82 1.3 2 1.89 7.48 7.06 6.16 7.93 7.18 1.28 0.93 0.98 1.1 1.09 0.97 0.92 1.05 0.96 0.97 4.31 3.14 1.09 6.01 4.03
Penhas Douradas - - - - - 1.86 1.5 1.4 1.75 1.63 10.92 8.38 8.29 9.25 9.25 2.18 1.85 2.09 1.86 1.99 1.49 1.23 0.93 1.28 1.25 12.29 8.9 3.2 8.27 8.73
Viseu 1.36 0.83 0.71 0.88 0.97 1.59 1.38 1.02 1.48 1.38 6.84 7.23 9.58 7.1 7.77 1.07 0.94 0.77 0.98 0.94 1.41 1.02 0.99 1.2 1.16 5.91 5.91 2.47 6.17 5.34
Vila Real 2.27 1.19 0.63 1.41 1.49 1.53 1.5 1.22 1.53 1.45 6.35 6.67 8.6 7.77 7.41 2.34 1.93 1.51 1.99 1.96 1.28 1.15 0.95 1.13 1.13 4.8 4.56 2.46 5.25 4.4
Bragança 2.29 1.01 1.16 1.27 1.51 1.79 2 2.17 1.93 1.98 7.94 7.63 8.08 8.65 8.08 1.99 1.65 1.37 1.78 1.7 1.38 1.3 0.69 1.19 1.15 4.44 3.15 2.2 5.42 4.01
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passagens diurna e noturna, o dia Juliano, a elevação e a distância até à costa. Com este
modelo obtiveram um coeficiente de eficiência do modelo de Nash-Sutcliffe (MEF) de
0.941 e uma RMSE de 1.33 degC. Este conjunto de dados apresenta-se sobre a forma
de uma malha com espaçamento de 1 km, com cada ponto da malha sendo constituído
pela temperatura média semanal. Assim. a resolução espacial destes dados é de 1 km
e a resolução temporal é de temperatura média de 7 dias. O horizonte temporal destes
dados é de 2000 a 2010, no entanto, para comparação com os resultados da simulação
do modelo numérico, só foram usados os dados de 2001 a 2005.
Numa primeira fase fazem-se comparações da temperatura média, e respectivo desvio
padrão, por estação do ano dos dois conjuntos de dados. Os dois conjuntos que aqui
se comparam têm resoluções horizontais e temporais diferentes, por isso, de forma a se
poder fazer comparações, fez-se uma interpolação linear, baseada em triangulação, dos
dados de 1 km para a malha do domínio D02 do modelo com resolução de 5 km. Por
outro lado, no tempo, calculou-se a temperatura média de 7 dias, de forma a coincidir
com os dados derivados de satélite. A comparação restringe-se também aos valores
que existem sobre terra, uma vez que a metodologia para estimar a temperatura a 2
metros, com base na temperatura de brilho de satélite, não tem valores fiáveis sobre mar.
Aqui temos de ter em consideração que o conjunto de dados de Benali et al. [2011] é
representativo da temperatura a 2 metros sobre condições de céu limpo, dada a natureza
dos dados usados no modelo estatístico, enquanto o conjunto de dados do modelo não
tem em conta este constrangimento, desta forma, uma avaliação quantitativa entre os
dois conjuntos de dados não é aconselhável, podendo-se, contudo, fazer uma avaliação
qualitativa dos padrões espaciais das climatologias dos respectivos conjuntos de dados.
Nos meses de Inverno nota-se que o modelo tem um viés negativo relativamente aos
dados de satélite, como se pode ver na figura 5.2, esse viés é mais notório na zona Centro
e Sul de Portugal, contudo, o modelo capta as principais características presentes na
temperatura derivada de dados de satélite, sobretudo nas zonas com topografia mais
complexa. A comparação entre o desvio padrão dos dois conjuntos de dados (figura
5.3) mostra que a variabilidade temporal dos resultados do modelo é maior, no entanto,
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os dois conjuntos apresentam como zonas de maior variabilidade o interior norte de
Portugal Continental.
Figura 5.2: Comparação da média da temperatura a 2 m no Inverno. Painel da esquerda:
Temperatura obtida por observações de satélite. Painel da direita: Temperatura simulada pelo
modelo numérico.
Na temperatura média dos meses de Primavera (figura 5.4) é ainda mais evidente
o viés negativo dos resultados obtidos pelo modelo numérico, embora esse desvio para
temperaturas mais baixas pareça ter uma natureza mais persistente, uma vez que os
padrões espaciais de temperatura que se notam num painel também se vêm no outro
mas numa escala de temperatura diferente. O desvio padrão para o mesmo período
(figura 5.5) para os dois conjuntos apresenta uma boa concordância, embora seja claro
que a variabilidade temporal do modelo é maior, os principais padrões de variabilidade
são observados nos dois conjuntos.
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Figura 5.3: Comparação do desvio padrão da temperatura a 2 m no Inverno. Painel da
esquerda: Temperatura obtida por observações de satélite. Painel da direita: Temperatura
simulada pelo modelo numérico.
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Figura 5.4: Comparação da média da temperatura a 2 m na Primavera. Painel da esquerda:
Temperatura obtida por observações de satélite. Painel da direita: Temperatura simulada pelo
modelo numérico.
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Figura 5.5: Comparação do desvio padrão da temperatura a 2 m na Primavera. Painel da
esquerda: Temperatura obtida por observações de satélite. Painel da direita: Temperatura
simulada pelo modelo numérico.
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As médias de temperatura para os meses de Verão dos dois conjuntos de dados são
muito parecidas, como se pode observar na figura 5.6, tendo os mesmos padrões de
temperatura em ambos os painéis, não se notando, como nos dois casos anteriores,
qualquer tipo de viés claro entre os dois modelos. Existe, no entanto, uma clara dife-
rença na variabilidade temporal da temperatura a 2 metros destes meses (figura 5.7),
com o modelo numérico a apresentar, tal como nos dois casos anteriores, uma maior
variabilidade quando comparada com a variabilidade dos dados derivados de satélite.
De acordo com Benali et al. [2011], uma das limitações da metodologia usada para
produzir este conjunto de dados prende-se com a dificuldade que esse modelo tem para
representar convenientemente os extremos de temperatura e o que se observa é que as
maiores diferenças entre os desvios padrão dos dois conjuntos de dados são obtidas no
Inverno (figura 5.3) e no Verão (figura 5.7).
A comparação dos padrões espaciais da temperatura média a 2 metros nos meses
de Outono, que se mostra na figura 5.8 apresenta uma boa concordância entre os dois
modelos, tal como se verificou nos meses de Verão, os dois modelos concordam melhor
que nos meses de Inverno e Primavera. A comparação do desvio padrão para este
período, que se mostra na figura 5.9, revela que os dois conjuntos de dados apresentam
variabilidades temporais muito semelhantes, contudo, mais uma vez, o modelo numérico
apresenta uma variabilidade maior, embora a diferença seja menor que nas estações que
foram apresentadas anteriormente.
Ao comparar a média da temperatura a 2 metros de todo o período de simulação
do modelo numérico, figura 5.10 nota-se que a temperatura do modelo numérico tende
a ser mais baixa que a temperatura obtida por dados de satélite. Nesta figura parece
existir maior detalhe na temperatura derivada de dados de satélite, isso deve-se a que os
dados são obtidos a partir de uma malha com 1 km de resolução, por isso, nas zonas de
topografia mais complexa os padrões ficam mais definidos. Um exemplo disso é que em
todas as figuras que se analisaram até agora, os painéis da esquerda apresentam o efeito
que a bacia hidrográfica do Douro tem na temperatura à superfície com muito mais
detalhe do que os painéis correspondentes aos resultados do modelo numérico, embora
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Figura 5.6: Comparação da média da temperatura a 2 m no Verão. Painel da esquerda:
Temperatura obtida por observações de satélite. Painel da direita: Temperatura simulada
pelo modelo numérico.
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Figura 5.7: Comparação do desvio padrão da temperatura a 2 m no Verão. Painel da esquerda:
Temperatura obtida por observações de satélite. Painel da direita: Temperatura simulada pelo
modelo numérico.
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Figura 5.8: Comparação da média da temperatura a 2 m no Outono. Painel da esquerda:
Temperatura obtida por observações de satélite. Painel da direita: Temperatura simulada pelo
modelo numérico.
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Figura 5.9: Comparação do desvio padrão da temperatura a 2 m no Outono. Painel da
esquerda: Temperatura obtida por observações de satélite. Painel da direita: Temperatura
simulada pelo modelo numérico.
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neste também se consiga notar esse efeito. A variabilidade temporal da temperatura,
quando se analisa todo o período de simulação, apresenta o mesmo comportamento nos
dois conjuntos de dados, revelando padrões espaciais muito parecidos nos dois conjuntos,
como se pode observar na figura 5.11.
Figura 5.10: Comparação da média da temperatura a 2 m em todo o período de simula-
ção. Painel da esquerda: Temperatura obtida por observações de satélite. Painel da direita:
Temperatura simulada pelo modelo numérico.
As maiores discrepâncias entre os dois conjuntos de dados acontece nos meses de
Inverno e Primavera, onde o modelo numérico tem notoriamente uma temperatura mais
baixa que a temperatura derivada de dados de satélite. Na análise dos padrões espaço
temporais do conjunto de dados de Benali et al. [2011], os autores referem que os valores
de MEF são significativamente mais baixos nos meses de Março-Abril e em Outubro e
que a análise dos erros sugere que a cobertura de nuvens tem uma relação inversa com
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Figura 5.11: Comparação do desvio padrão da temperatura a 2 m em todo o período de
simulação. Painel da esquerda: Temperatura obtida por observações de satélite. Painel da
direita: Temperatura simulada pelo modelo numérico.
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os resultados do modelo estatístico. Dada a maior dependência dos dados derivados de
satélite com a cobertura de nuvens, é natural encontrar uma maior discrepância entre
os resultados do modelo e o conjunto de dados de Benali et al. [2011]. Esta discrepância
nos meses de Primavera e Inverno contrasta claramente com a boa concordância entre
os dois conjuntos de dados para os meses de Verão, devido à mesma razão, mas neste
caso seguindo uma linha de raciocínio inversa.
Essa explicação adequa-se também ao facto do modelo numérico apresentar maiores
semelhanças com os dados derivados de satélite no Outono, quando comparado com
a Primavera (figuras 5.4 e 5.8). Comparando os painéis do lado esquerdo destas duas
figuras nota-se que a temperatura derivada de dados de satélite é maior no Outono do
que na Primavera, assim, é de esperar que os meses de Primavera tenham mais dias
cobertos com nuvens do que os meses de Outono. Ora esta observação é confirmada
pela observação da figura 10 de Benali et al. [2011], onde se observa que a percentagem
de pixeis marcados como coberto com nuvens é maior no trimestre Março, Abril e Maio,
do que nos três meses de Outono.
A seguir mostram-se mapas de correlação ponto a ponto entre a temperatura a 2
metros derivada de dados de satélite e da aplicação do modelo em modo de downscaling,
para cada estação do ano e para o conjunto dos 5 anos. Nesta fase é recomendável
retirar, aos dois conjuntos de dados, a influência do ciclo sazonal de forma a analisar
apenas as variações de semana para semana e não variações de origem sazonal, que
em dados com resolução temporal de uma semana tem um sinal muito forte e que
nas estações de transição se iriam refletir em correlações muito elevadas. Este ciclo
sazonal é removido subtraindo, para cada ponto da malha de cada conjunto de dados,
a média de longo prazo de cada semana, filtrada com uma média móvel de 3 semanas,
de forma a filtrar as variações de mais alta frequência e obter um ciclo sazonal com um
comportamento mais suave.
Nas estações de Primavera (painel da direita da figura 5.12) e Verão (figura 5.13)
obtêm-se valores de correlação elevados, onde se revela uma tendência para valores
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mais baixos de correlação junto à costa e valores mais elevados no interior. Nos meses
de Inverno (painel da esquerda da figura 5.12) os valores de correlação são nitidamente
mais baixos do que nas estações referidas, com o Alentejo e Algarve a serem as regiões
com correlação mais baixa entre os dois conjuntos de dados. A estação do ano que
apresenta correlação mais baixa corresponde aos meses de Outono.
Figura 5.12: Correlação entre a temperatura a 2 metros derivada de satélite e a temperatura a
2 metros do modelo numérico. Painel da esquerda: meses de Inverno (DJF). Painel da direita:
meses de Primavera (MAM).
A correlação ponto a ponto calculada para todo o período de simulação (figura 5.14)
apresenta valores moderados, certamente influência dos meses de Outono, mas mostra
uma tendência clara de menor correlação junto à costa do que no interior. Isto dever-
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Figura 5.13: Correlação entre a temperatura a 2 metros derivada de satélite e a temperatura
a 2 metros do modelo numérico. Painel da esquerda: meses de Verão (JJA). Painel da direita:
meses de Outono (SON).
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se-á ao efeito das neblinas e nuvens que se forma junto à costa e que depois se dissipam
a medida que se deslocam para o interior. É de referir que, de acordo com Benali et al.
[2011], as estações com performance mais baixas encontravam-se localizadas junto à
costa.
Figura 5.14: Correlação entre a temperatura a 2 metros derivada de satélite e a temperatura
a 2 metros do modelo numérico, para todo o período de simulação.
É de referir que as diferenças na temperatura de superfície encontradas nos dois
conjuntos em questão, tanto na temperatura média como no desvio padrão, estão dentro
dos limites de erro calculados para o modelo numérico (ver capítulo 4) e para o modelo
estatístico derivado de observações de satélite [Benali et al., 2011].
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5.3.3 Vento a 10 metros sobre o mar
Mostra-se a seguir a comparação dos resultados do modelo com observações de vento
a 10 metros sobre o mar, derivados pela Remote Sensing Systems (http://www.ssmi.
com) com base nos dados de satélite QuikScat, reprocessados usando um novo mo-
delo geofísico desenvolvido em Março de 2011 [Ricciardulli and Wentz, 2011]. Os dados
usados nesta comparação são compósitos de 7 dias, interpolados para uma malha de co-
bertura global com resolução de 0, 25◦ de latitude × 0, 25◦ de longitude. Os compósitos
de 7 dias têm tipicamente 10 observações de 14 possíveis. Não são gerados compósi-
tos para períodos com menos de 5 observações ( http://www.ssmi.com/qscat/qscat_
description.html ).
Como referido anteriormente, os dados derivados de observações de QuikScat têm
cobertura global, assim, nas figuras que se seguem, apenas se mostram climatologias
obtidas com esta base de dados para a área de oceano correspondente ao domínio D02
da figura 5.1. Uma vez que os dois conjuntos de dados da comparação têm resoluções
horizontais diferentes, fez-se uma interpolação linear, baseada em triangulação, dos
resultados do modelo numérico, com resolução de 5 km, para a malha dos dados com
resolução de 0, 25◦ de latitude e longitude. O satélite faz duas passagens diárias, que
na área do domínio computacional, corresponde às 06 UTC, na passagem de manhã, e
18 UTC, na passagem da tarde. Assim, calcularam-se médias de 7 dias dos dados do
modelo com os resultados obtidos às 06 e 18 UTC do modelo, para as mesmas datas
que os dados QuikScat.
Existem alguns problemas conhecidos com os dados de vento derivados de QuikS-
cat. Devido à forma como opera o satélite, os dados de vento são irrealisticamente
afetados por terra, o que significa que observações a menos de 30 km de terra não
são fiáveis [Risien and Chelton, 2008]. Outro problema conhecido é a contaminação
devido à precipitação, que tende a resultar em velocidades mais elevadas do que na
realidade acontecem. Devido a esse problema, as células que estavam marcadas como
contendo precipitação nos dados de QuikScat não foram consideradas para o cálculo
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das climatologias dos dois conjuntos de dados.
As figuras 5.15 e 5.17 mostram a média de Inverno (DJF) das componentes zonal
e meridional do vento a 10 metros sobre o oceano, respectivamente. Na componente
zonal (figura 5.15), observa-se que a maior diferença entre os dois conjuntos de dados
ocorre na região norte do domínio, onde chegam a ter direções invertidas. A compa-
ração da componente meridional para esta estação do ano mostra que, em média, esta
componente é mais fraca nos resultados do modelo numérico do que nas observações
efetuadas pelo Quikscat, no entanto, o padrão espacial desta componente apresenta o
mesmo comportamento nos dois conjuntos de dados.
As figuras 5.16 e 5.18 mostram a comparação do desvio padrão das componentes
zonal e meridional, respectivamente, dos dois conjuntos de dados em análise. Estas
mostram que a variância do modelo é inferior à observada pelo QuikScat. Em média,
esta diferença é de cerca de 1 m/s em cada componente.
Ao compararmos as médias dos meses de Primavera (MAM), observa-se que a compo-
nente zonal simulada pelo modelo apresenta alguma diferenças em relação à climatologia
gerada pelo QuikSCAT (figura 5.19), sobretudo junto à costa, onde o QuikSCAT tende
a apresentar valores mais elevados nesta componente. Por outro lado, esta não é a
componente predominante para esta estação. Na verdade, a componente meridional
apresenta valores mais elevados e assim o vector resultante será mais influenciado por
esta. Na componente meridional, que se mostra na figura 5.21, os dois conjuntos de
dados são mais concordantes, tendo o modelo simulado bem as principais características
observadas no padrão espacial da climatologia gerada pelo QuikSCAT para estes meses.
Ao comparar o desvio padrão da componente zonal (figura 5.20) e meridional do
vento (figura 5.22) para os meses de Primavera, observa-se que, tal como no Inverno,
a variabilidade das observações de QuikScat é mais elevada que a dos resultados do
modelo numérico, no entanto, esta diferença não é muito elevada e os padrões espaciais
do desvio padrão das observações de QuikScat são reproduzidos também nos resultados
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Figura 5.15: Comparação da média da componente zonal da velocidade do vento a 10 metros
para os meses de Inverno (DJF). Painel de cima: dados de QuikScat. Painel de baixo: Simulada
pelo modelo numérico.
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Figura 5.16: Comparação do desvio padrão da componente zonal da velocidade do vento a 10
metros para os meses de Inverno (DJF). Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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Figura 5.17: Comparação da média da componente meridional da velocidade do vento a 10
metros para os meses de Inverno (DJF). Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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Figura 5.18: Comparação do desvio padrão da componente meridional da velocidade do vento
a 10 metros para os meses de Inverno (DJF). Painel de cima: dados de QuikScat. Painel de
baixo: Simulada pelo modelo numérico.
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do modelo numérico.
Figura 5.19: Comparação da média da componente zonal da velocidade do vento a 10 metros
para os meses de Primavera (MAM). Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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Figura 5.20: Comparação do desvio padrão da componente zonal da velocidade do vento a
10 metros para os meses de Primavera (MAM). Painel de cima: dados de QuikScat. Painel de
baixo: Simulada pelo modelo numérico.
116 5. Simulação climática
Figura 5.21: Comparação da média da componente meridional da velocidade do vento a 10
metros para os meses de Primavera (MAM). Painel de cima: dados de QuikScat. Painel de
baixo: Simulada pelo modelo numérico.
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Figura 5.22: Comparação do desvio padrão da componente meridional da velocidade do vento
a 10 metros para os meses de Primavera (MAM). Painel de cima: dados de QuikScat. Painel
de baixo: Simulada pelo modelo numérico.
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No Verão (JJA), a climatologia do vento a 10 metros simulado pelo modelo concorda
bem com a climatologia obtida com os dados de QuikScat para este período (figuras
5.23 e 5.25). Tal como observado para os meses de Primavera, também nos meses de
Verão a componente zonal é a que apresenta maiores diferenças, contudo, as principais
características que se observam na climatologia de QuikScat para esta componente,
e para estes meses, são observadas na climatologia obtida pela simulação numérica,
como a intensidade desta componente ser mais forte junto à costa do que ao largo.
A componente meridional é a dominante, tendo valores muito mais elevados do que a
componente zonal. Para esta componente, o modelo simula as principais características
observadas na climatologia obtida com os dados de QuikScat.
Ao analisarmos o desvio padrão dos dois conjuntos de dados para o Verão, das com-
ponentes zonal (figura 5.24) e meridional (figura 5.26) do vento a 10 metros verificamos
que, tal como nas restantes estações, a variância das observações de QuikScat é maior
do que a do modelo numérico, no entanto, é nesta estação que essa diferença é mais
pequena.
Tal como nas restantes estações do ano, também nos meses de Outono se observa que,
no geral, o modelo numérico simula bem o vento à superfície sobre o oceano (figuras 5.27
e 5.29). Nestes meses observa-se, tal como nas estações anteriores, que a componente
meridional tem maior intensidade que a zonal nos dois conjuntos de dados.
A comparação do desvio padrão dos dois conjuntos de dados para os meses de Outono
(SON) revela um comportamento semelhante há outras estações do ano que já forma
analisadas, ou seja, a variabilidade das observações é maior que a dos resultados do
modelo, contudo essa diferença é pequena e os padrões espaciais da variabilidade são
observados nos dois conjuntos de dados, figuras 5.28 e 5.30, para as componentes zonal
e meridional, respectivamente.
Ao comparar a climatologia dos 5 anos do modelo numérico com a climatologia para
o mesmo período das observações de QuikScat (figuras 5.31 e 5.33) chega-se às mesmas
5.3. Resultados 119
Figura 5.23: Comparação da média da componente zonal da velocidade do vento a 10 metros
para os meses de Verão (JJA). Painel de cima: dados de QuikScat. Painel de baixo: Simulada
pelo modelo numérico.
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Figura 5.24: Comparação do desvio padrão da componente zonal da velocidade do vento a
10 metros para os meses de Verão (JJA). Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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Figura 5.25: Comparação da média da componente meridional da velocidade do vento a 10
metros para os meses de Verão (JJA). Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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Figura 5.26: Comparação do desvio padrão da componente meridional da velocidade do vento
a 10 metros para os meses de Verão (JJA). Painel de cima: dados de QuikScat. Painel de
baixo: Simulada pelo modelo numérico.
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Figura 5.27: Comparação da média da componente zonal da velocidade do vento a 10 metros
para os meses de Outono (SON).Painel de cima: dados de QuikScat. Painel de baixo: Simulada
pelo modelo numérico.
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Figura 5.28: Comparação do desvio padrão da componente zonal da velocidade do vento a
10 metros para os meses de Outono (SON). Painel de cima: dados de QuikScat. Painel de
baixo: Simulada pelo modelo numérico.
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Figura 5.29: Comparação da média da componente meridional da velocidade do vento a 10
metros para os meses de Outono (SON). Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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Figura 5.30: Comparação do desvio padrão da componente meridional da velocidade do vento
a 10 metros para os meses de Outono (SON). Painel de cima: dados de QuikScat. Painel de
baixo: Simulada pelo modelo numérico.
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conclusões a que se chegou quando se analisaram as estações do ano por separado. A
componente meridional domina sobre a componente zonal nos dois conjuntos de dados.
Normalmente o modelo representa melhor os gradientes horizontais da componente me-
ridional observados na climatologia do QuikScat do que da componente zonal, embora,
a componente meridional tenha geralmente padrões espaciais mais complexos do que a
componente zonal. A comparação do desvio padrão para este período revela, tal como
já foi constatado na análise por estações do ano, que os resultados do modelo numérico
apresentam uma variabilidade mais baixa que a observada, mas os padrões horizontais
dessa variabilidade são geralmente concordantes nos dois conjuntos de dados (figuras
5.32 e 5.34).
A seguir mostram-se, tal como foi feito para a temperatura a 2 metros da secção
anterior, mapas de correlação ponto a ponto, entre as componentes zonal e meridional
do vento a 10 metros derivada de dados de QuikScat e do downscaling dinâmico descrito
anteriormente, para cada estação do ano e para o conjunto dos 5 anos. De forma a
avaliar apenas as variações de semana a semana, retirou-se, aos dois conjuntos de dados
e para cada componente, a influência do ciclo sazonal da mesma forma que foi descrita
para a temperatura a 2 metros.
A correlação calculada para cada componente é mostrada nas figuras 5.35 a 5.39. A
correlação entre os dois conjuntos de dados exibe valores elevados em todas as estações
do ano.
A correlação da componente zonal caracteriza-se por ter valores de correlação mais
elevados ao largo e que diminuem junto à costa, sendo esta característica menos visí-
vel no Inverno, onde a correlação entre os dois conjuntos de dados desta componente
apresenta um distribuição espacial mais uniforme (painel de cima da figura 5.35). Nas
restantes estações do ano, a correlação desta componente junto à costa é mais baixa
(painel de cima das figuras 5.36 a 5.38). Ao calcular a correlação desta componente
para todo o período de simulação (painel de cima da figura 5.39), essa característica
sobressai, onde se notam isolinhas de correlação quase paralelas à linha de costa.
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Figura 5.31: Comparação da média da componente zonal da velocidade do vento a 10 metros
para todo o período. Painel de cima: dados de QuikScat. Painel de baixo: Simulada pelo
modelo numérico.
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Figura 5.32: Comparação do desvio padrão da componente zonal da velocidade do vento a 10
metros para todo o período. Painel de cima: dados de QuikScat. Painel de baixo: Simulada
pelo modelo numérico.
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Figura 5.33: Comparação da média da componente meridional da velocidade do vento a 10
metros para todo o período. Painel de cima: dados de QuikScat. Painel de baixo: Simulada
pelo modelo numérico.
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Figura 5.34: Comparação do desvio padrão da componente meridional da velocidade do
vento a 10 metros para todo o período. Painel de cima: dados de QuikScat. Painel de baixo:
Simulada pelo modelo numérico.
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A correlação da componente meridional tem um comportamento mais regular que a
componente zonal. Tanto no espaço, como na divisão feita por estações do ano (painel
de baixo das figuras 5.35 a 5.39). Apesar da correlação desta componente ser mais
regular no espaço que a componente meridional, nota-se também uma degradação da
correlação junto à costa.
Esta degradação da correlação junto à costa, por parte das duas componentes não
tem só a ver com o facto de os dados de QuikScat não serem fiáveis junto a costa, mas
também, como se pode ver nas figuras de médias sazonais e de desvio padrão dos dados
de QuikScat que foram apresentadas, pelo facto de que é junto à costa que tanto a média
como o desvio padrão são mais baixos e significa que o modelo tem mais dificuldade em
acompanhar variações pequenas.
Tendo em conta os resultados apresentados para a velocidade do vento a 10 metros
sobre o mar, o modelo tem um comportamento aceitável e que reproduz, dentro das
margens de erro calculadas no capítulo anterior, os valores que foram registados pelo
satélite QuikScat.
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Figura 5.35: Correlação entre o vento a 10 metros derivado do satélite QuikScat e o vento a
10 metros do modelo numérico, para os meses de Inverno (DJF). Painel de cima: correlação
da componente zonal. Painel de baixo: correlação da componente meridional.
134 5. Simulação climática
Figura 5.36: Correlação entre o vento a 10 metros derivado do satélite QuikScat e o vento a 10
metros do modelo numérico, para os meses de Primavera (MAM). Painel de cima: correlação
da componente zonal. Painel de baixo: correlação da componente meridional.
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Figura 5.37: Correlação entre o vento a 10 metros derivado do satélite QuikScat e o vento a
10 metros do modelo numérico, para os meses de Verão (JJA). Painel de cima: correlação da
componente zonal. Painel de baixo: correlação da componente meridional.
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Figura 5.38: Correlação entre o vento a 10 metros derivado do satélite QuikScat e o vento a
10 metros do modelo numérico, para os meses de Outono (SON). Painel de cima: correlação
da componente zonal. Painel de baixo: correlação da componente meridional.
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Figura 5.39: Correlação entre o vento a 10 metros derivado do satélite QuikScat e o vento a
10 metros do modelo numérico, para todo o período de simulação. Painel de cima: correlação
da componente zonal. Painel de baixo: correlação da componente meridional.
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5.4 Conclusões
A comparação da simulação de 5 anos com dados observados em estações distribuídas
sobre o território de Portugal Continental permitem notar algumas características do
modelo. Por exemplo, o pior desempenho do modelo na componente meridional do
vento nas estações costeiras nos meses de Verão, juntamente com a baixa correlação
dos dados do modelo com os dados de QuikScat para essa estação poderá significar
que o efeito de brisa que se faz sentir no território Português, sobretudo nos meses
de Verão, não se encontra bem representado no modelo. Este resultado sugere que se
tem de aprofundar mais o estudo dos processos relativos ao forçamento de superfície do
modelo.
As comparações da climatologia de uma simulação de 5 anos, usando o método de
downscaling dinâmico a que se chegou no capítulo 4, com as climatologias resultantes de
sistemas de deteção remota, mostram uma boa concordância nos padrões espaciais. Na
comparação com a temperatura, mostra-se que o modelo consegue reproduzir padrões
espaciais de temperatura devidos a efeitos locais que se observam nos dados derivados
de observações de satélite, sobretudo nas regiões mais montanhosas do domínio.
Conjuntos de dados estudados neste capítulo, como dados de temperatura a 2 metros,
ou dados de vento sobre o mar, como o QuikScat ou o ASCAT, que são derivados de
observações de satélites, têm a vantagem de conseguirem ter uma resolução espacial
elevada, com grande detalhe para os fenómenos de mais pequena escala. Têm a desvan-
tagem de serem limitados na resolução temporal, devido à natureza como são obtidos.
Outra desvantagem prende-se com o facto de só serem normalmente dedicados a uma
variável. No caso de dados obtidos por modelos numéricos, da forma como foi descrita
neste trabalho, têm a desvantagem de ter resoluções espaciais mais baixas, mas que têm
vindo a melhorar graças ao acesso a recursos computacionais mais potentes e à capaci-
dade de paralelização do modelo WRFARW. Têm a vantagem de se poder controlar a
resolução temporal das saídas do modelo. Outra vantagem prende-se com o facto de se
gerar um conjunto de dados que provêm de um modelo físico consistente, assim, tem-se
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à disposição para análise várias variáveis, bidimensionais e tridimensionais, que provêm
de um mesmo modelo.
Capítulo 6
Conclusão e trabalho futuro
6.1 Conclusão
No capítulo 3 referiu-se o conjunto de parametrizações que iria ser usado ao longo
desta tese e fizeram-se vários testes de sensibilidade à influência que a configuração
de domínios tem nos resultados do modelo. Chegou-se à conclusão que o conjunto
de parametrizações era robusto e que a configuração do domínio de cálculo é menos
importante do que o conjunto de parametrizações escolhidas.
No capítulo 4 testaram-se vários métodos de regionalização (downscaling) dinâmi-
cos, chegando-se à conclusão que o processo de escolha não é evidente, uma vez que
apenas se descarta uma metodologia, tendo as restantes comportamentos variáveis, de
acordo com o parâmetro meteorológico que se pretende estudar e com a aplicação que
se pretende fazer do método de downscaling, além de ter de se pesar aspetos práticos da
implementação de cada método. Tendo de escolher um método, optou-se pelo método
que combina forçar o modelo WRFARW com dados de reanálises de mais larga escala,
com reinicializações frequentes, aplicando o método de grid nudging aos pontos das
reanálises que estão dentro do domínio de cálculo e com a condição inicial obtida por
assimilação de dados observados.
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Este método de downscaling dinâmico foi aplicado para um período de simulação
de 5 anos e a sua climatologia testada contra observações de superfície, um modelo
empírico de determinação de temperatura a 2 metros derivado de dados de satélite
[Benali et al., 2011] e contra uma climatologia de vento sobre o mar derivada de dados
de QuikScat (ver capítulo 5). Esta simulação ajudou a revelar alguns problemas que
podem existir no forçamento superficial do modelo e que devem ser estudados no futuro.
Assim como permitiu comparar os padrões espaciais obtidos pelo modelo com dados
em grelha disponíveis para Portugal, tendo, no geral, um resultado satisfatório.
6.2 Trabalho futuro
Em Abril de 2011 iniciou-se um projeto de três anos com o título: Previsão de
alta resolução da precipitação com potencial erosivo  RESORT, onde este método
será aplicado para reconstruir o clima dos últimos 30 anos sobre Portugal Continental,
com o objetivo de ajudar a criar mapas de potencial erosivo da precipitação e para o
desenvolvimento de modelos usados para a previsão da erosão do solo numa dada bacia
hidrográfica. Neste projeto pretende-se testar de forma exaustiva o comportamento da
previsão de precipitação do modelo.
Bibliografia
Awan, N. K., Truhetz, H., Gobiet, A., 2011. Parameterization-Induced Error Charac-
teristics of MM5 and WRF Operated in Climate Mode over the Alpine Region: An
Ensemble-Based Analysis. J. Climate 24, 31073123.
Barker, D. M., Guo, Y. R., Huang, W., Rizvi, S., Xiao, Q. N., Kuo, Y. H., Gu, J.,
Huang, X. Y., Lee, M. S., 2005a. Wrf-var - a unified variational data assimilation
system for wrf. WRF/MM5 Users' Workshop - June 2005Available online at: http:
//www.mmm.ucar.edu/people/huang/publications/wrfvar2005ws.pdf.
Barker, D. M., Huang, W., Guo, Y.-R., Bourgeois, A. J., 2003. A three-dimensional
variational (3dvar) data assimilation system for use with mm5. Tech Note NCAR/TN-
453 + STR, NCAR, Boulder, CO, 80307-3000, USA.
Barker, D. M., Huang, W., Guo, Y.-R., Bourgeois, A. J., Xiao, Q. N., 2004. A three-
dimensional variatoinal data assimilation system for mm5: Implementation and initial
results. Monthly Weather Review 132, 897914.
Barker, D. M., Lee, M. S., Guo, Y. R., Huang, W., Rizvi, S., Xiao, Q. N., 2005b. Wrf-
vara unified 3/4d-var variational data assimilation system for wrf. Sixth WRF/15th
MM5 Users' Workshop, Boulder, CO, NCAR, 17 pp.
Benali, A., Nunes, J. P., Carvalho, A. C., Carvalhais, N., Santos, A., 2011. Estima-
ting airssurface temperature in portugal using modis lst data. Submitted to Remote
Sensing of Environment, 52 pp.
Bouttier, F., Courtier, P., March 1999. Data assimilation concepts and methods.
143
144 BIBLIOGRAFIA
Meteorological training course lecture series, ECMWF, http://www.ecmwf.int/
newsevents/training/lecture_notes/pdf_files/ASSIM/Ass_cons.pdf.
Brito, A. L., Veiga, J. A. P., Aranha, A. F., 2011. SimulaÇÃo de um caso de evento
extremo de chuva na cidade de manaus-am com o modelo wrf: O caso 17 de fevereiro
de 2011. IV simpósio Internacional de Climatologia - Mudanças Climáticas e seus
Impactos em Áreas Urbanas 16 a 19 de Outubro de 2011.
Carvalheiro, L., Correia, P., Yamasaki, Y., Manso, M. D., 2008. Gor-
don extra-tropical depression over portugal: A case study with wrf (ver-
sion 2.2). Proceedings of the 8th WRF User's Workshop, Boulder, Colo-
rado, 4 ppHttp://www.mmm.ucar.edu/wrf/users/workshops/WS2007/abstracts/p1-
28_Carvalheiro.pdf.
Castro, C. L., Sr., R. A. P., Leoncini, G., 2005. Dynamical downscaling: Assessment of
value retained and added using the Regional Atmospheric Modeling System (RAMS).
J. Geophys. Res. 110, 21 pp.
Chen, F., Dudhia, J., 2001. Coupling an advanced land-surface/ hydrology model with
the Penn State/ NCAR MM5 modeling system. Part I: Model description and im-
plementation. Mon. Wea. Rev 129, 569585.
Christensen, O. B., Christensen, J. H., Machenhauer, B., Botzet, M., 1998. Very High-
Resolution Regional Climate over Scandinavia - Present Climate. Journal of Climate
11 (12), 32043229.
Courtier, P. J., Thépaut, N., Hollingsworth, A., 1994. A strategy for operational im-
plementation of 4d-var, using an incremental approach. Quart. J. Roy. Meteor. Soc.
120, 13671387.
Daley, R., 1991. Atmospheric Data Analysis. Cambridge atmospheric and space science
series. Cambridge University Press, New York.
Dance, S. L., 2004. Issues in high resolution limited area data assimilation for quanti-
tative precipitation forecasting. Physica D 196, 127.
BIBLIOGRAFIA 145
Davies, H. C., Turner, R. E., 1977. Updating prediction models by dynamical relaxation:
An examination of the technique. Q. J. R. Meteorol. Soc. 103, 225245.
Delmotte, B., Ricci, S., Rochoux, M., Thual, O., March 2011. Introduction to data
assimilation. application to the calibration of a model parameter on the 1d diffusion
equation. Report, available online at: .
Dudhia, J., 1989. Numerical study of convection observed during the winter monsoon
experiment using a mesoscale two-dimensional model. J. Atmos. Sci. 46, 30773107.
Déqué, M., Jones, R. G., Wild, M., Giorgi, F., Christensen, J. H., Hassell, D. C., Vidale,
P. L., Rockel, B., Jacob, D., Kjellstrom, E., de. Castro, M., Kucharski, F., van den
Hurk, B., 2005. Global high resolution versus Limited Area Model climate change pro-
jections over Europe: quantifying confidence level from PRUDENCE results. Clim.
Dyn. 25 (6), 653670.
Fernández, J., Montávez, J. P., Sáenz, J., González-Rouco, J. F., Zorita, E., 2007.
Sensitivity of the MM5 mesoscale model to physical parameterizations for regional
climate studies: Annual cycle. Journal of Geophysical Research 112 (D04101).
Ferreira, A. P., Castanheira, J. M., Rocha, A., Ferreira, J., 2008. Estudo de sensibili-
dade das previsões de superfície em portugal pelo wrf face à variação das parame-
trizações físicas. XXX Jornadas Científicas da AME - AGUA Y CAMBIO CLIMÁ-
TICO, IX Encuentro Hispano Luso de Meteorología y XII Congreso Latinoamericano
e Ibérico de MeteorologíaHttp://www.ame-web.org/images/stories/Congresos/30-
Zaragoza-2008/3A_Ferreira_2.pdf.
Fisher, M., 2003. Background error covariance modeling. Seminar o recent development
in data assimilation for atmosphere and ocean, ECMWF.
Fragoso, M., Trigo, R. M., Zêzere, J. L., Valente, M. A., 2010. The exceptional rainfall
event in lisbon on 18 february 2008. Weather 65 (12), 31  35.
Gang, W., Seaman, N. L., 1997. A comparison study of convective parameterization
schemes in a mesoscale model. Monthly Weather Review 125 (2).
146 BIBLIOGRAFIA
Grell, G. A., Devenyi, D., 2002. A generalized approach to parameterizing convection
combining ensemble and data assimilation techniques. Geophys. Res. Lett. 29 (14),
article 1693.
Hong, S.-Y., Lim, J.-O. J., 2006. The WRF Single-Moment 6-Class Microphysics
Scheme (WSM6). J. Korean Meteor. Soc. 42, 129151.
Huang, X.-Y., Xiao, Q., Barker, D. M., Zhang, X., Michalakes, J., Huang, W., Hender-
son, T., Bray, J., Chen, Y., Ma, Z., Dudhia, J., Guo, Y., Zhang, X., Won, D.-J., Lin,
H.-C., Kuo, Y.-H., 2009. Four-Dimensional Variational Data Assimilation for WRF:
Formulation and Preliminary Results. Monthly Weather Review 137 (299-313).
Hólm, E. V., June 2003. Lecture Notes on Assimilation Algorithms. ECMWF 2007
Trainig Course.
Jacobson, M. Z., 1999. Fundamentals of Atmospheric Modeling. Cambridge University
Press.
Keyser, D., Anthes, R. A., 1977. The applicability of a mixed-layer model of the plane-
tary boundary layer to real-data forecasting. Mon. Weather Rev. 105, 13511371.
Kirtsaeng, S., Chantara, S., Kreasuwun, J., 2010. Mesoscale simulation of a very heavy
rainfall event over mumbai, using the weather research and forecasting (wrf) model.
Chiang Mai J. Sci. 37 (3), 429442.
Klemp, J. B., Skamarock, W. C., Dudhia, J., 2007. Conservative split-explicit time
integration methods for the compressible nonhydrostatic equations. Mon. Wea. Rev.
135, 28972913.
Klemp, J. B., Wilhelmson, R., 1978. The simulation of three-dimensional convective
storm dynamics. J. Atmos. Sci. 35, 10701096.
Kumar, A., Dudhia, J., Rotunno, R., Niyogib, D., Mohanty, U. C., 2008. Analysis of
the 26 july 2005 heavy rain event over mumbai, india using the weather research and
forecasting (wrf) model. Q. J. R. Meteorol. Soc. 134, 18971910.
BIBLIOGRAFIA 147
Kuo, Y.-H., Reed, R. J., , Liu, Y., 1996. The erica iop 5 storm. part iii: Mesoscale
cyclogenesis and precipitation parameterization. Monthly Weather Review 124, 1409
 1434.
Lewis, J. M., Lakshmivarahan, S., Dhall, S. K., 2006. Dynamic Data Assimilation: a
Least Squares Approach. Vol. 104 of Encyclopedia of Mathematics and its Applica-
tions. Cambridge University Press, The Edinburgh Building, Cambridge CB2 2RU,
UK.
Lo, J. C.-F., Yang, Z.-L., Sr., R. A. P., 2008. Assessment of three dynamical climate
dowscaling methods using the Weather Research and Forecasting (WRF) model. J.
Geophys. Res. 113, 16 pp.
Lorenc, A. C., 1986. Analysis methods for numerical weather prediction. Quart. J. R.
Met. Soc. 112 (476), 11771194.
Lorenc, A. C., Ballard, S. P., Bell, R. S., Ingleby, N. B., Andrews, P. L. F., Barker,
D. M., Bray, J. R., Clayton, A. M., Dalby, T., Li, D., Payne, T. J., Saunders, F. W.,
2000. The met. office global three dimensional variational data assimilation scheme.
Quart. J. Roy. Meteor. Soc. 126, 29913012.
Lowrey, M. R. K., Yang, Z. L., 2008. Assessing the capability of a regional-scale we-
ather model to simulate extreme precipitation patterns and flooding in central texas.
Weather and Forecasting 23, 11021126.
Menezes, I. A. L. P. C., 2003. Extremos Meteorológicos em Portugal Continental De-
duzidos de um Modelo Regional de Clima. Master in climate and atmospheric envi-
ronment, Universidade de EVORA, Portugal.
Mesinger, F., DiMego, G., Kalnay, E., Mitchell, K., Shafran, P. C., Ebisuzaki, W.,
Jovic, D., Woollen, J., Rogers, E., Berbery, E. H., Ek, M., Fan, Y., Grumbine, .,
Higgins, W., Li, H., Lin, Y., M., G., Parrish, D., Shi, W., 2006. North American
Regional Reanalysis. BAMS 87, 343360.
148 BIBLIOGRAFIA
Miranda, P. M. A., Valente, M. A., Ferreira, J. P., 2003. Simulação numérica do escoa-
mento atmosférico sobre a Ilha da Madeira: efeitos não lineares e de estratificação no
estabelecimento do potencial eólico na zona do Paul da Serra. Relatório Técnico 9,
Centro de Geofísica da Universidade de Lisboa.
Mlawer, E. J., Taubman, S. J., Brown, P. D., Iacono, M. J., Clough, S. A., 1997.
Radiative transfer for inhomogeneous atmosphere: RRTM, a validated correlated-k
model for the long-wave. J. Geophys. Res. 102 (D14), 1666316682.
Moreira, N., Silva, A., Prates, F., Ferreira, J., Neto, J., Bugalho, L., Lopes, M. J.,
Mendes, M., Frada, M. J., Pinto, P., Cota, T., Cabrinha, V., 2009. Cheias de 18 de
fevereiro de 2008 em portugal - um caso de estudo. 6◦ simpósio de meteorologia e
geofísica da APMG. 10◦ encontro Luso-Espanhol de meteorologia, Caparica, 16 a 18
de Março de 2009. Desastres naturais - Um desafio para a Humanidade, 5156.
Mourato, S. J. M., Moreira, M. M., Corte-Real, J., 2008. Correcção de viés em modelos
regionais de clima e impactes na modelação dos recursos hídricos. 9o Congresso da
Água, Centro de Congressos do Estoril  Cascais, 2-4 de Abril de 2008.
Nasrollahi, A., AghaKouchak, A., Li, J., Gao, X., Sorooshian, S., 2011. Assessing the
impacts of different WRF precipitation physics in hurricane forecasts. Weather and
Forecasting, in pressHttp://amir.eng.uci.edu/abstracts.html.
NCEP, 2003. The GFS Atmospheric Model. NCEP Office Note 442, National Centers
for Environmental Prediction.
Noh, Y., Cheon, W. G., Hong, S.-Y., Raasch, S., 2003. Improvement of the K-profile
model for the planetary boundary layer based on large eddy simulation data. Bound.-
Layer Meteor. 107, 401427.
Parrish, D. F., Derber, J. C., 1992. The national meteorological center's spectral sta-
tistical interpolation analysis system. Mon. Weather Rev. 120, 17471763.
Pasqui, M., Gioli, B., Gozzini, B., Miglietta, F., 2004. Atmospheric Regional Reanalysis
BIBLIOGRAFIA 149
simulations, based on RAMS model, as input for crop modelling. Prep. 26th Confe-
rence on Agricultural and Forest Meteorology, AMS, Vancouver, BC, 6 pp.
Pestana, D. D., Velosa, S. F., 2008. Introdução à probabilidade e à estatística, 3rd
Edition. Vol. 1 of Serviço de Educação e Bolsas. Fundação Calouste Gulbenkian, Av.
de Berna, Lisboa.
Pielke, R. A., 2002. Mesoscale Meteorological Modeling. Academic Pressm, San Diego,
CA.
Rakesh, V., Singh, R., Joshi, P. C., 2009. Intercomparison of the performance of
MM5/WRF with and without satellite data assimilation in short-range forecast ap-
plications over the Indian region. Meteorology and Atmospheric Physics 105 (3 -
4).
Ricciardulli, L., Wentz, F., 2011. Reprocessed quikscat (v04) wind vectors with ku-2011
geophysical model function. Technical Report 043011, Remote Sensing Systems, 444
Tenth Street, Suite 200 Santa Rosa, CA 95401 USA.
Risien, C. M., Chelton, D. B., 2008. A Global Climatology of Surface Wind and Wind
Stress Fields from Eight Years of QuikSCAT Scatterometer Data. Journal of Physical
Oceanography 38, 23792413.
Skamarock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., Barker, D. M., Duda, M. G.,
Huang, X.-Y., Wang, W., g. Powers, J., 2008. A description of the Advanced Research
WRF version 3. Technical Note NCAR/TN475+STR, NCAR.
Stauffer, D. R., Seaman, N. L., 1990. Use of four-dimensional data assimilation in a
limited-area mesoscale model. part i: Experiments with synoptic-scale data. Mon.
Wea. Rev. 118, 12501277.
Stauffer, D. R., Seaman, N. L., 1994. Multiscale four-dimensional data assimilation. J.
Appl. Meteor. 33, 416434.
150 BIBLIOGRAFIA
Stauffer, D. R., Seaman, N. L., Binkowski, F. S., 1991. Use of four-dimensional data
assimilation in a limited-area mesoscale model. part ii: effects of data assimilation
within the planetary boundary layer. Mon. Wea. Rev. 119, 734754.
Wenshi, L., Soikun, F., Chisheng, W., Chimeng, K., Anyu, W., Yan, Y., 2000. A
simulating study on resolvable-scale microphysical parameterization in a mesoscale
model. Advances in Atmospheric Sciences 17 (3).
Whetton, P. H., Katzfey, J. J., Hennessy, K. J., Wu, X., McGregor, J. L., Nguyen, K.,
2001. Developing scenarios of climate change for Southeastern Australia: an example
using regional climate model output. Clim. Res. 16, 181201.
Yamasaki, Y., 2006. Sistemática das estimativas de água precipitável e modelos de
mesoescala. Ph.D. thesis, Universidade de Aveiro, Campus Universitário de Santiago,
3810-193 Aveiro, Portugal.
Yamazaki, Y., Orgaz, M. D. M., Prior, V. P., 2003. A mm5 extreme precipitation
event forecast over portugal. PSU/NCAR Mesoscale Model USER's Workshop., 85
98Http://www.mmm.ucar.edu/mm5/workshop/ws03/session5/Yamazaki.pdf.
