The Bloomberg Terminal has been a leading source of financial data and analytics for over 30 years. Through its thousands of functions, the Terminal allows its users to query and run analytics over a large array of data sources, including structured, semi-structured, and unstructured data; as well as plot charts, set up event-driven alerts and triggers, create interactive maps, exchange information via email and instant messaging, and so on. To improve user experience, we have been building question answering systems that can understand a wide range of natural language constructs for various domains that are of fundamental interest to our users. Such natural language interfaces, while exceedingly helpful to users, introduce a number of usability challenges of their own. We tackle some of these challenges through auto-completion. A distinguishing mark of our auto-complete systems is that they are based on and guided by corresponding semantic parsing systems. We describe the autocomplete problem as it arises in this setting, the novel algorithms that we use to solve it, and report on the quality of the results and the efficiency of our approach.
GUIs. For example, if users wanted to find bonds that satisfied certain criteria, they would first navigate to a bond-search function, and then specify the conditions of interest by interacting with a variety of GUI widgets. Long-time power users of the Terminal are typically comfortable with their usual workflows. However, the large number of available functions and the complex GUI interactions they require may present challenges to those who need to step outside their usual workflows, and can impose a steep learning curve on newcomers [15] .
To mitigate these challenges, we have undertaken work aimed at enabling users to interact with the Terminal in natural language, and specifically to formulate queries directly in natural language. These range from simple factoid questions to structurally complex queries. The following are representative examples from a number of different domains:
• What are the top 5 European auto companies with eps > 3?
• What was Apple's market cap in the second quarter?
• Show me investment grade bonds in the emerging markets with yield at least 4% • News about brexit from the NYT between March and now • Tech CEOS in California who graduated from Sloan Our QA (question answering [3, 16, 22] ) systems use semantic parsing to compute a formal representation of the meaning of such a query. These representations are then translated into executable query languages (such as SQL or SPARQL). Those queries are finally executed against the back end and the results are presented to users.
However, natural language interfaces present usability challenges of their own [9] . In short, it is not clear to users what a QA system can and cannot do. The first part pertains to discovery, and specifically to discovering what the system can do-what class of questions or commands it can understand. The second part pertains to expectation management. We want to steer the users away from the (inevitable) limitations of the QA system. Such limitations include lack of support for specific kinds of functionality, incompleteness of the underlying data, and limitations of semantic parsing technology. We use auto-completion as a tool that can help to tackle both the discovery problem, by suggesting queries which we know to be fully parsable and answerable; and expectation management, whereby we stop offering suggestions as a signal indicating that we are not able to understand and/or answer what is being typed. Figure 1 showcases some inputs and outputs from our auto-complete system for news (a domain we will discuss further in the sequel).
Building AC (auto-complete) systems for new QA systems introduces a set of unique challenges, the main one being the cold-start problem. Since AC systems aim to address fundamental usability issues with QA systems, we aim to release QA and AC systems in tandem. This means that we don't have the luxury of large query logs that can be used to bootstrap the AC systems. However, on amaz 1 amazon amazon web services amazon japan amazon go amazon hq2 → amazon news fro 2 amazon news from the nyt amazon news from business insider amazon news from last week amazon news from today amazon news from april amazon news from t 3 amazon news from the nyt amazon news from today amazon news from this year → amazon news from thr 4 amazon news from three days ago amazon news from three months ago amazon news from three years ago the positive side, because we have access to the grammatic structure encoded in the semantic parser, it is possible, with the aid of appropriate data and statistics, to generate large sets of queries synthetically, which can then be used as if they were user queries.
In this paper we report on our experience building AC systems for natural language interfaces. Specifically, the paper makes the following contributions: We introduce the problem of auto-completion for QA systems that are based on semantic parsing, and identify a set of properties that systems tackling this problem should satisfy (Section 3); we outline our approach and introduce a number of algorithms for solving this problem (Section 4); and we report experimental results on the effectiveness and efficiency of our AC systems (Section 5). Section 5 also introduces some new performance metrics that are more attuned to the presence of structured semantics; we report numbers for the conventional syntactic metrics as well as for their new semantic versions. The following section provides some brief background on semantic parsing (Section 2), and the last section discusses related work (Section 6).
BACKGROUND: SEMANTIC PARSING
Semantic parsers map natural language utterances into logical forms that capture their meaning [12] . This is done in two conceptual stages (though in practice these stages may be interleaved). The first is a parsing analysis, whereby a sentence is mapped to all interpretations that can be derived from it, reflecting the lexical and syntactic ambiguity of natural language. The second is a ranking stage aimed at ordering these interpretations in accordance with their plausibility. The top interpretation is executed by the back end in order to return results, plot a chart, set up an alert, etc.
At Bloomberg, we deploy QA systems based on semantic parsing for multiple domains, each of which might have its own domainspecific executable query language in the back end, reflecting differences in the underlying data models and supported operations. It is not feasible to tailor each QA system to each desired target query language. Therefore, we use a generic intermediate meaning representation language (IMR) based on a fragment of first-order logic. Our semantic parsers map natural language to this IMR, and IMR formulas are then readily translated to whatever executable query language is used by the domain's back end.
An IMR formula ϕ is typically either an atomic formula α (or atom for short); or else a complex sentential combination of formulas, namely, negations, conjunctions, or disjunctions. Atoms are usually equalities between variables (or fields, also known as attributes) and values, where a variable has a primitive type, usually numeric (integer or real); or an enumeration (enum for short), in which case the value must be one of the finitely many values of that variable; or string; or boolean. Examples of numeric fields are stock price and salary; examples of enumeration fields include credit ratings and country of domicile; and examples of boolean fields are actively traded (for tickers), convertible (for bonds), privately held (for companies), etc. An atom might also be an inequality such as f ≤ v or f > v, when f is a numeric field and v is a numeric value (possibly with units or other additional information attached). In the general case, an atom can be any n-ary relation between values of certain types, for n > 0. Here we will be mostly concerned with formulas that are conjunctions of one or more atoms: ϕ ≡ α 1 ∧ · · · ∧ α n where n > 0. For a query like q ="Chinese non-tech bonds maturing in three years", the meaning representation would ultimately be a formula such as this: ϕ q = (COUNTRY_OF_RISK = CHINA) AND NOT(SECTOR = SEC_TECH) AND MATURITY_DATE = RELATIVE_TIME(amt=3,unit=YEAR,ref=NOW), with three atomic fomulas and two complex ones (the negated formula and the full interpretation ϕ q ).
We do not have space here to say much about our semantic parsing technology, but it is important to note that our discussion is agnostic on that point. The semantic parsers could be based on CCGs and machine learning, or on PCFGs and first-order or higher-order logic (with or without machine learning), or on parser combinators, or even on a purely deep learning pipeline. The only requirement is that there is some notion of a structured (tree-based) meaning representation.
PROBLEM STATEMENT
We now outline a set of properties that should be satisfied by AC systems designed to improve the usability of semantics-based QA technology. The problem we address in this paper is building AC systems that satisfy these properties. As the QA and corresponding AC systems should ideally be released together, a major challenge that we deal with is satisfying these properties despite the scarcity of data in the form of query logs, due to cold starts.
Two minimal requirements that characterize the AC problem in our setting are soundness and completeness. Soundness itself is split into two properties, syntactic and semantic soundness. An AC system is syntactically sound provided that every completion q = t 1 · · · t m that it returns for a given partial query p = s 1 · · · s n is a syntactic extension of p, meaning that the tokens of q can be partitioned into two sets T 1 and T 2 , where every t i ∈ T 1 is a suffix of a unique token s j in p, and every s j in p is a prefix of a unique t i ∈ T 1 . It is semantically sound if q is semantically parsable and answerable. Both properties are conditional statements and thus would be easy to attain if the system never provided any completions. We also need completeness: The system should provide at least some completions whenever p is in fact extensible to some semantically parsable and answerable query. But we need a number of additional properties above and beyond soundness and completeness:
(1) The completions should be predictive of user intent. In particular, the user's intended query should be as high up on the list of completions as possible. (2) The completion list should be diverse, i.e., it should contain entries of different types. In the case of a QA system for news, for example, if the partial query is the letter i, the results should not be limited to companies whose names start with an i, such as IBM; it should include people (such as Icahn), sectors (such as insurance), regions (Ireland), and so on.
(3) The completions should be propositional, that is, the semantic parser must fully map the completion to a formula in the underlying logic, which could be a sentential atom or a more complex formula. For example, if the partial query is investment grade bonds i, then investment grade bonds in the emerging markets is an acceptable completion, but investment grade bonds in the is not. (4) The completions should be as grammatical as possible, modulo what the user has already typed. The QA system should be able to understand telegraphically formulated queries [11] , but nevertheless we should strive to offer completions that are as linguistically well-formed as possible. There is tension between this requirement and completeness, which is why we formulate this as a soft constraint.
APPROACH
We now outline the high-level approach we take to solve the autocompletion problem introduced and motivated above. The approach relies on a number of different completion algorithms, each of which takes a prefix string provided by the user, potentially along with additional domain-dependent configuration parameters, and returns an ordered sequence of Completion objects, each of which contains at least four pieces of information:
• completion: the completion string to be shown to the user.
• interpretation: the interpretation (semantics AST) of the completion, used mainly for deduplicating completions. • type: one of a finite number of identifiers designating the different types of completions, used for maximizing diversity.
• grade: a qualitative score comparable across different completion algorithms, used for weaving and ranking the final set of completions.
When an AC system receives an input prefix, it passes it to a top-level coordinating algorithm that runs a number of available completion algorithms in parallel (we describe the main algorithms in the following sections). The coordinating algorithm will wait until every algorithm returns its completions or until a timeout occurs. Each individual algorithm is expected to return a diversified ranked list of completions. The coordinating algorithm then takes these lists and weaves them in a way that again ensures diversity and respects the grades. The top-level algorithm will also ensure that semantic and lexical duplicates are eliminated, though the individual (lower-level) algorithms may also perform their own deduplication. Note that the availability of semantics allows us to detect duplicate completions in a much stronger sense than would be allowed by simple morphology. For instance, ibm and big blue will be conflated assuming that their semantic representation is identical (the ticker IBM). We now proceed to describe the main completion algorithms that we typically use in most domains.
Most Popular Completion (mpc)
A natural starting point for auto-completion is utilizing available query logs (following a number of careful steps intended to safeguard user privacy). As discussed, in our setting we need to deploy a QA and a corresponding AC system in tandem, which means we don't have any user query logs initially. However, we can often use queries collected internally or from annotators to provide a core initial set of queries for log-based AC, and we may also generate queries synthetically. For fast matching against a user's partial query q, this algorithm uses standard mpc ("most popular completion") implementation techniques, albeit augmented to address aspects of the problem that are peculiar to our setting, as discussed in Section 3 [7] .
Atomic Completions (atomic)
Log-based (mpc) auto-completion suffers from a major shortcoming that results in underutilization of query logs. In particular, a completion provided by this algorithm must be a log query that contains all tokens in the user's partial query, i.e., a log query that extends whatever the user has typed. This is an exceedingly strong condition. As a very simple example, suppose that our log contains only the following two queries:
ibm bonds maturing in 2020 bullet bonds with yield > 2 pct
And suppose now that the user types the partial query bullet bonds mat
Log-based (mpc) algorithms are incapable of offering any completions for input (1), because there is no single query in the log that extends this input. The first query in our log does not contain bullet, while the second one does not contain any tokens that extend mat. Note that this inability persists even if we loosen up the notion of matching used by the mpc algorithm. For instance, we might not insist on left-to-right matching, so that an input like in 2020 might still be completed to the first query, ibm bonds maturing in 2020. But even with such restrictions lifted, the algorithm would be unable to complete (1), because the gist of the limitation is that no one single query in the log matches (1) . The fundamental units returned by this algorithm are entire queries in the log, which is not just unduly limiting as just indicated, but is also often inappropriate. For example, if the user types ib, the mpc algorithm will return ibm bonds maturing in 2020 as a completion, which is rather unnecessarily long and specific. Arguably, a more appropriate completion might simply be ibm bonds. This is a more general completion (carries less information than ibm bonds maturing in 2020) while still satisfying the propositionality requirement.
The atomic completion algorithm described in this section addresses these issues not by completing to entire queries in the log, but rather to atoms found in the log, or more precisely, to atom surface forms. 1 Typically, each query in the log contains multiple atoms, so this might not only give us a larger pool of potential results to return as completions, but the results themselves are smaller, more general, and most importantly, they can be more flexibly stitched on at the end of user inputs. In our simple running example, there are four atoms total: Atoms (a) and (b) derive from the first query in the logs, and atoms (c) and (d) from the second query. These four atoms now become our major completion candidates. The atoms we extract from a query log are then organized into a trie T A , the atom trie. (We will have more to say on how atoms are extracted from query logs shortly.) Then, online, when we are given a partial query p = w 1 · · · w k to complete, where k ≥ 1 and w k is any sequence of characters that is a prefix of some token in the vocabulary, 2 the atomic algorithm proceeds as follows: First, we use the domain's semantic parser to parse as much of p as possible. This means that our semantic parser must tolerate disfluencies and noise, at least at the tail end of the input. This decomposition analysis splits the input p into two parts:
(1) an initial segment i p = w 1 · · · w m that is understood by the semantic parser and results in some semantics ϕ i p , where m might be equal to k; and (2) the remainder of the input, r p = w m+1 · · · w k , which constitutes an unrecognized segment.
Assuming that the remainder is non-empty, we match it against the atom trie T A , and this returns a list of atoms L = [A 1 , . . . , A n ] as potential completions. We then assign a score to each atom A j , relative to the initial segment i p . This score can be understood as a numeric measure of the goodness of the fit between A j and i p , i.e., the degree to which A j is an appropriate completion of the unrecognized segment given or conditioned upon the existence of i p to the left of r p . This is obtained by a scoring function S that takes i p , r p , A j , and an atom model M as inputs (to be described below). We then select the top k elements of L on the basis of
where k is the desired number of completions (typically 5 or 10). For each of those top k atoms, its untokenized form is appended to the end of i p , and the result becomes the corresponding final atomic completion. The semantics of that final completion are typically obtained by conjoining ϕ i p with the (pre-cached) semantics of the atom A j . 3 As a quick illustration, suppose again that the input q is bullet bonds mat. During the decomposition analysis, the semantic parser will recognize bullet bonds as the maximal initial segment i p that is parsable, with atomic semantics
and will identify the segment mat as unrecognized. That segment will then be matched against the atom trie T A and will return the singleton list [maturing in 2020] as the only candidate completion (recall that T A has only four atoms in the running example). So in this trivial example there is no ranking to be done, and by concatenating i p with this atom we obtain the one and only atomic completion: bullet bonds maturing in 2020.
Its semantics are given by the conjunction of (2) and the semantics of the atom itself, namely
How well this algorithm works hinges on the quality of the similarity metric S. To describe how S(i p , r p , A j , M) is computed, we first need to discuss the contents and offline generation of the atom model M. This model is essentially a map, computed offline and loaded upon initialization, from each atom A j to a record of information about A j , such as its count (the number of times it occurs in the corpus), its tokenized and untokenized representation, its semantics (encoded as an AST), and most importantly, its context vector space. The context vector space of an atom A j , denoted by C A j , is defined as a lexical vector space (sparse map from vocabulary words to integer counts), obtained as follows:
• Set C A j = ∅.
• For every query q in the log: -For every occurrence of A j in q: * Let w 1 , . . . , w l be all and only the words in q to the left of that occurrence of A j . For each such w i , set
While this algorithm is parameterized over a single atom A j , it is possible to build C for all atoms at the same time with just one linear scan over all queries in the log. To continue the running example, the model computed here would contain records such as the following (expressed in pseudo-JSON notation):
{"ibm bonds" := { semantics := "COMPANY_NAME = IBM", count := 1, context := {}, ... }} We can now outline the scoring function S(i p , r p , A j , M):
• If i p and A j are incompatible, penalize A j (in proportion to the degree of incompatibility). This is typically determined by additional statistics that are computed offline from the corpus and stored in the model M. • Otherwise, compute the similarity by looping through the words in i p , using the context C A j as a grader: -Set score := 0.0; -For each w ∈ i p :
where h is a scaling function (or the identity if no scaling is needed). The function f may be the identity function or some other layer of processing on top of the raw counts. Accordingly, words in i p that have been seen before to the left of A j in the corpus are rewarded in proportion to how often they have been seen. Words in i p that have never been seen before to the left of A j may be accordingly penalized. To simplify the presentation, we stated earlier that the remainder r p is matched against the atom trie T A , and that this operation returns a list of atoms L = [A 1 , . . . , A n ] which are then ranked on the basis of the scoring function. The real picture is only marginally more complicated, in order to ensure semantic diversity. Specifically, the matching operation returns the list of trie matches L partitioned into a set of buckets, where all atoms in the same bucket have the same type of atomic semantics. That type is usually determined by-and can be identified with-the field that occurs on the lefthand side of the operator op, assuming that the atom is of the form (field op value). For atoms of different form, some other unique type identifier must be specified as the atom's type.
These types play a dually useful role. First and foremost, they allow us to diversify the results by ensuring that we don't get atomic completions of one type only (or two types only), say only completions of the form COMPANY_NAME = · · · .. This is particularly important for short inputs, because with hundreds of thousands of companies in total, there will be thousands of company names completing any one-letter prefix, and it might well be that several of these will be popular. In general, we want to mix up the set of results to the greatest possible extent while still ensuring that the provided completions are plausible and are reasonably predictive of user intent. In our case this is accomplished by ranking each bucket separately and then weaving the resulting ranked lists.
The second major use of atom types is in avoiding completions of a type that has already been encountered in the initial segment i p . For instance, consider the partial query q = maturing in 2020 m. Here i p is maturing in 2020, with semantics (3). As discussed, the type of that atom can be identified with the field MATURITY_DATE. The unrecognized segment r p is the single letter m, which will match very many atoms in T A , quite a few of them might be of the form maturing in · · · . We do not want to give a completion of the form maturing in 2020 maturing in 2023 (4) or, even worse, maturing in 2020 maturing in 2020.
Much more appropriate completions might be maturing in 2020 issued by microsoft or maturing in 2020 mining sector and so on. While completions such as (4) and (5) are naturally likely to have lower scores due to the context analysis, it is much safer to weed them out of consideration altogether by realizing that the type of the completion atom is identical to the rightmost type of the initial segment (more precisely, the type of the rightmost atom in the initial segment). 4 Note that the list L = [A 1 , . . . , A n ] of candidate atoms that is obtained by matching r p against T A is already sorted, by a statically known measure such as the popularity of each A j (which may be defined simply as the number of occurrences of A j in the corpus). This is important for the following reason: In a domain with a large log of queries (which may be user queries or synthetically generated), there may be millions of atoms in the model, and a short unrecognized segment q r (e.g., only one character long) may return hundreds of thousands of atoms as candidates, or potentially even millions. The similarity function S(i p , r p , A j , M) is fairly computationally expensive, so having to select the top 10 or so atoms based on this function from a list L of that length can be prohibitively expensive. A lot of work can be saved here by realizing that in such cases (very short prefixes that match a very large number of 4 Depending on the domain, there are some fields and some constructions for which this type of juxtaposition is sensible and should not result in the elimination of the corresponding atom. For instance, a phrase like "french, german or italian bonds" necessitates the juxtaposition of three atoms of the same type, the first two of which are conjoined for prefixes prior to the "or" particle. These situations receive special treatment in our system on a configurable basis. candidate atoms), we are dealing with an embarrassment of riches: If L is already pre-sorted by sheer atom count, then we can simply take the top 100K or so atoms in the front of the list and drop the remainder. The most popular 100K atoms are guaranteed to give us the results we want for that kind of input: more than enough popular atoms with more than enough semantic diversity. Atoms in the tail of the list are much less likely as completions at that point; if needed, they will surface subsequently as the user types additional characters.
Occasionally, the initial split produced by the decomposition analysis is not optimal. In particular, the initial segment i p may be overly long, and to get the right split we need to backtrack, by shifting one or more tokens from the tail end of i p to the front end of r p . This might happen when r p is initially empty (and thus i p is identical to q), or it might happen when both i p and r p are nonempty. As an example of the first case, consider a partial query like ibm b. Because b is a credit rating and our semantic parser is by necessity flexible in order to understand queries that are telegraphically or elliptically expressed, this entire query is fully parsed as COMPANY_NAME = IBM ∧ BB_COMPOSITE_RATING = B, which would mean that there is no unrecognized segment to match against T A and therefore no completions offered by the atomic algorithm. A better decomposition analysis, however, is to treat b as unrecognized, setting i p to the single-token sequence ibm. This would result in a wealth of atomic completions, such as ibm bullet. We have heuristics in place for determining when and how far to backtrack in such a case. In the second case, when both i p and r p are nonempty, a simple but effective heuristic for evaluating the goodness of the split is the number of results returned by the trie match. If we get a small number of results from the initial split, but a much larger number when we backtrack by a certain number of tokens, then the latter split should be preferred. Note that backtracking cannot proceed on a token-by-token basis, because we need to maintain the invariant that i p is fully recognized and its semantics consist of a number of constraints. Therefore, on each backtracking attempt, we need to backtrack by the exact number of tokens that correspond to the rightmost constraint left in i p at that point. Ideally, of course, we would consider all possible decompositions, obtain completions for each of them, and then merge in accordance with the scores. However, such an approach would be time-inefficient. Our results indicate that the present approach of picking one single decomposition to work with, but using informed heuristics in its selection, provides high-quality results and is efficient.
While the notion of an atom is typically fixed by the semantics of the domain, with sufficient imagination the notion can be extended to include altogether different types of atoms, rendering this algorithm applicable in new ways. Indeed, it is possible to have multiple instances of the atomic algorithm running in parallel, one that is based on the conventional notion of atom, as determined by the domain's semantics, and others based on more alternative conceptions. As an example of the latter, consider autocomplete for news searches. News queries in Bloomberg are based on (a) a closed ontology of topics (such as oil, brexit, etc.), tickers (IBM, etc.), persons, and wires (news sources); and (b) arbitrary keywords (free text). News queries may also specify time periods of interest, in natural language. For instance, a query like news about oil prices from the Financial Times last month must be understood as the conjunction of TOPIC:OIL, KEYWORDS:''prices'', WIRE:FT, and time=TimePeriod(m1/d1/y1 --m2/d2/y2), where the time period is whatever corresponds to last month. A good source of completions for news queries are news headlines, and more specifically, noun phrases that occur in such headlines. These noun phrases, which can be extracted with any standard NLP tool, can be viewed as atoms of sorts. If one views the headlines as a query log and the noun phrases as atoms, then one can extract an atom model M as discussed above, and use it as data for the atomic algorithm to produce noun-phrase completions for user input. Our news autocomplete system includes an algorithm based on this approach.
Template Completions (template)
The mpc and atomic completion schemes above both rely on access to query collections, either from users or artificially synthesized. Even in a best-case scenario where the QA system has been deployed for a long time, resulting in a large query log, it is practically impossible to observe the entire vocabulary of a given domain in the log. The completeness requirement (Section 3) dictates that we need a way to generate completions based on what the QA system can understand, regardless of whether it has been asked before. This is where template-based completions come into play.
Templates are an interpretable and controllable way of performing natural language generation [25] . A template provides a schema for a natural language utterance, which can be instantiated at completion time using suitable lexicons. Templates for natural language generation have been used before in the context of verbalizing database queries [14, 20] . Our setting is different in that we are not only verbalizing a logical form, but also have to generate the underlying semantics first with only a prefix to work with.
Generating fluent natural language is an open research problem that gets harder as utterances become longer and more compositional, due to issues like agreement (on number, gender, tense) and coherence. We have to work in this difficult setting, as our QA systems support complex and highly compositional questions, which means that we need our AC systems to support the same. There are two ways in which we can use templates for completion. The first is to use atomic templates that capture atoms, which are matched in a fashion similar to atomic completions (Section 4.2), but against a template rather than a trie of atoms. The second approach is to use full-query templates where a template specifies how complete multi-atom queries are formulated. Multi-atom completions generated from atomic templates would need to rely on some form of scoring to handle fluency issues such as well-formedness, agreement and coherence. However, in contrast to the atomic completion algorithm of Section 4.2, which is based on data gleaned from logs, most template instances have very likely never been observed in any logs. Accordingly, we rely on full-query templates.
In principle, a full-query template can be instantiated offline and the resulting queries can be added to the query log to be used by the mpc and atomic completion algorithms outlined above. However, the desire to complete compositional multi-atom queries means that we would run into a combinatorial explosion if we consider a domain's semantic vocabulary and the corresponding lexicalizations. Because of this, we resort to instantiating templates online at completion time in response to a user's input. This has the added benefit of enabling us to handle completions for infinite sets like numbers and dates, as we detail below. Figure 2 shows a fragment of a full-query template template used for completing queries related to equities. Templates are encoded in the same formalism used to encode the grammars for our QA systems, which allows us to reuse a great deal of the infrastructure already in place for query understanding. Language generation in templates is primarily grounded in lexicons that are stored as tries for fast prefix matching. A full-query template (<fqt 1 > in Figure 2 ) is composed of atomic templates (<adjectives>, <numeric-atom> in Figure 2 ). Atomic templates are terminated with a mark construct, used to mark atom boundaries. This allows the completion algorithm to complete atom-by-atom to the next full atom.
Some of the lexicons used for AC are derived from larger lexicons used by the corresponding QA system. Such derived lexicons are typically logical views of the originals and are not materialized, but are instead derived dynamically when the AC system is first launched. This ensures that the QA and AC data remain in sync. It also minimizes the amount of data that has to be maintained, allowing updates to the QA system to be directly reflected in the corresponding AC system.
Completing quantities with templates. The use of templates that are instantiated online and have full access to the expressiveness of our semantic parsing formalism results in a flexible AC framework. We will demonstrate this by describing how we use templates to complete infinite sets like numbers. The problem here is this: As the user is typing, it is easy to complete fields (e.g., 'listed on', 'market cap', 'maturity date') and entities (e.g., 'nyse', 'bill gates', 'siemens'), as these come from finite sets, but how do we complete numbers, of which there are infinitely many? One solution can be to hardcode a few templates with a fixed set of numbers, such as {"1", "5m", "3,000,000"}. We could then complete a prefix like "market cap > 3" to "market cap > 3,000,000 usd", but would fail on the prefix "market cap > 2". This failure violates completeness. The lack of completions might give users the impression that their queries cannot be extended to something the system can understand. This shortcoming when dealing with numbers is particularly unacceptable in the financial domain. While it is generally impossible to anticipate the exact number a user will type, we are mostly interested in exploiting AC to communicate to the user that their input is a prefix of a query that we can potentially understand. A completion of the form "market cap > 2... usd" for the input "market cap > 2", where the number is completed by ellipses, would communicate to the user that (i) our system understands that they are typing a number, and (ii) that the value being typed is for the market cap field, where usd is an appropriate unit.
We address this problem using the completable construct, a function which takes an arbitrary prefix and returns true or false depending on whether or not that prefix can be extended in any way that can be understood by our semantic parser. Specifically, this construct does the following: It it is initialized with a parser P (the numeric-parser in our example) and substitution string sub. At completion time, when this construct is passed a string s, it checks which one of the following cases holds: i. a prefix of s can be parsed by P, ii. s is a prefix of a string that can be fully parsed by P, or iii. none of the above, indicating that this template cannot complete the user input.
The following examples demonstrate what happens in each of the respective three cases for three different prefixes, where P is a parser for numeric quantities:
i. "market cap > 2" → "market cap > 2... usd" ii. "market cap > 2M u" → "market cap > 2M usd" iii. "market cap > ibm's market c" → template match failure.
EXPERIMENTAL RESULTS
We now report on quantitative experiments intended to evaluate our approach in domains with different characteristics. As is the norm in similar work [7, 19] , our experiments focus on predictiveness, although we also report numbers on performance speed. Some of the other desiderata mentioned in Section 3 are guaranteed by the manner in which we compute completions: soundness, diversity, and propositionality. Others, like grammaticality and completeness (which needs to be constrained by grammaticality), are better evaluated qualitatively through user studies. We omit such qualitative results.
Experimental Setup
We present experiments in the bonds (BNDS) and news (NEWS) domains. The two domains are markedly different, which motivates the use of different completion algorithms in each, and allows us to observe different patterns in the results. In the BNDS domain, queries are issued against a large but relatively static database (terminologically). The information needs are typically complex, as reflected by long multi-atom queries, such as: European nongbp high yield bonds maturing between 2020 and 2030; and USD hybrid subordinate bonds issued in the last 6 months. By contrast, NEWS queries are issued against documents with various annotations, such as publisher, publication date, named entities within an article (such as companies or persons), etc. A NEWS query is mapped by our semantic parser to a combination of structured conditions matched against these annotations and keyword conditions matched against the body of a document (see p. 6). NEWS queries are typically shorter than BNDS queries. Examples include:
• "Negative news about Guaido" → The distinguishing feature here is dynamism. New people, topics, and keyword phrases emerge in the news every day.
The above characteristics motivate the algorithms used in each domain. Because of the relatively stable state of BNDS data, the mpc and atomic algorithms trained on reasonably sized query sets are generally sufficient. To accommodate the dynamism of NEWS, the AC system needs to capture any semantic entities and topics that the QA system recognizes. It also needs to be aware of the latest unstructured topics (e.g., "world's longest flight") that emerge in the news, resulting in sudden interest from users. The first requirement is tackled by using the template algorithm, which allows the AC system to stay in sync with any entities known to the QA system, as well as the atomic algorithm, which generates atomic-chunk completions extracted offline from queries. The second requirement, related to unstructured topics, is tackled by using an instance of the atomic algorithm, atomic-headline, that is trained on noun phrases extracted from news documents (p. 5).
Our experimental setup is intended to test how robustly predictive our AC systems are. To do so, we simulate users interacting with our systems to ask questions that have never been asked before. We do so by taking an existing set of queries Q from a time interval [t 1 , t 2 ], specifying a a cutoff time t cutoff in that interval, and partitioning Q into two sets Q 1 and Q 2 , respectively comprising the queries that appear in [t 1 , t cutoff ] and (t cutoff , t 2 ]. Q 1 will be used to train those algorithms that need training as described below. Now, to simulate users asking questions that the system has not seen before, we use Q 2 \ Q 1 as our set of test queries (where \ is the set difference operator). Because training and testing queries are disjoint, mpc is effectively useless and is taken out of consideration for both BNDS and NEWS. For BNDS, this leaves the atomic algorithm trained on Q 1 . For NEWS, Q 1 is used to train atomic. Additionally, atomic-headline is trained on news headlines from articles published up until t 2 , and template uses the data available to the corresponding NEWS QA system.
Following previous work, we restrict ourselves to prefixes of length at least 3 characters, when a word starts to emerge, as the completion of shorter prefixes like 'c' and 'ci' is somewhat ill-defined. The AC systems are configured to return 10 completions for a given prefix. Individual algorithms typically generate many more completion candidates, allowing the top-level coordinating algorithm (Section 4) to choose the best 10 (accounting for grades, the need for diversification, and so on). Completion algorithms run concurrently, and pass their results to the top-level algorithm to be merged.
Predictiveness
A predictive AC system is one that can suggest a user's intended query closer to the top of the completion list. In this section we present experiments that demonstrate the predictive abilities of our AC approach. Predictiveness Measures. We evaluate predictiveness using the standard approach in the literature: For each test query q = [c 1 , ..., c n ] (where each c i is a character), we generate its prefixes, each one of the form p j q = [c 1 , ..., c j ], j ∈ {1, . . . , n}. For each prefix, we would like a completion that matches q, in some appropriate sense, to appear as high as possible in the completion list produced by the AC system. Let completions(p j q ) = [q ′ 1 , ..., q ′ m ] be the ordered list of completions returned by the AC system, and let match(q, q ′ ) ∈ {0, 1} be a predicate that returns 1 if q and q ′ have the same intent and 0 otherwise. We will present several possible instantiations of this predicate below. The reciprocal rank (RR) is defined as follows:
For an evaluation query collection Q, we report the Mean Reciprocal Rank (MRR), which is the average of all RR scores over all prefixes of all queries. We now present various instantiations of the match(q, q ′ ) predicate above. The simplest one, STR, is when we look for exact string matches, i.e., q = q ′ . A more appropriate measure for settings like ours, where queries can be long, has been introduced by Park and Chiba [21] , and is known as the partial match criterion (PSTR).
Here the completion can be the same as q or a prefix of it. Partial matching is an important notion in our setting due to the propositionality of our completions (Section 3). Outside of mpc, our core AC algorithms are designed to complete to the next atom, so for a prefix like p 18 q european non-gbp h originating from the reference query q = european non-gbp high yield bonds maturing between 2020 and 2030, our systems would generate q ′ = european non-gbp high yield bonds, which is a match under PSTR but not under STR.
Next, if we look at the definition of syntactic soundness in Section 3, a valid completion can reorder the individual tokens in the user's input prefix. For example, a valid completion for "guai" is "juan guaido". This easily extends to longer multi-atom questions. To capture this, we generalize the STR matching to bag-of-word (BOW) matching, where a match occurs if the set of words in q and the completion are the same. This can also be relaxed in the same way that PSTR is a relaxation of STR, through the notion of the bag-of-word subset (PBOW).
Finally, given that we are in a setting where we have access to both completions and their semantic interpretations, we can perform matching based on the semantics rather than the surface form of the completion, resulting in the SEM and PSEM matching predicates. For example, consider an input query ibm in the BNDS domain. The semantics of this query are captured by a formula along the lines of
Given a prefix like ib, the completion ibm bonds is, strictly speaking, neither a prefix of the intended query (ibm), nor the same bag of words. Accordingly, neither of the partial measures described above would count this completion as successful. However, the semantics of the completion are in fact identical to the semantics of the intended query, as given by (6) , and by that important measure, the completion is in fact a perfect match, even if its lexical form is different. Table 1 shows the results of the predictiveness experiment. It is important to keep in mind that in our setting we are completing to queries that have never been observed before (by restricting evaluation to Q 2 \ Q 1 ). With this in mind, we start by analyzing the results for BNDS. The contrast between (full match) MRR and partial match MRR is striking. The low MRR numbers are expected given the highly compositional nature of BNDS queries and the fact that the algorithm we are testing is designed to complete to the next full atom, which makes a complete match only possible when the prefix contains characters for the very last atom in the reference query. If we focus on the partial MRR results for BNDS, we can observe how, as we move down the table, the numbers increase, reflecting the fact that our AC systems are semantically driven, which means that even if they do not reproduce the exact same reference query, they produce a semantic equivalent with possible reordering of words. The semantic (SEM) partial MRR reflects that the desired completion appears, on average, at rank 1 or 2.
The MRR numbers for NEWS reflect the contrast between query length and the degree of query compositionality compared to BNDS. As in BNDS, completion in NEWS is done to the next atom. However, since the queries are shorter, exact matches are easier to come across. The partial MRR numbers for news tell the complete picture about the quality of the results. They are in line with the numbers observed for BNDS, with the desired completion appearing at rank 2 on average, which is a strong result given that none of the target queries has been seen in its entirety by the system before.
Efficiency
AC systems need to be highly responsive: We impose a hard upper bound of 100ms between a user's keystroke and the presentation of the corresponding completions on the screen, in order to ensure interactivity and avoid the user noticing any lag [18] . This time span needs to include not only the time it takes to compute completions, but also the time needed to transmit them over a network and paint them on the UI. We have been targeting response times of well below 100ms, and our experiments demonstrate that we consistently achieve them.
We report on the mean completion time, as well as the nth percentile P n for several values of n. Table 2 shows the results we obtain. All numbers indicate that our AC systems are fast; even when considering the 99th percentile, we are well below the 100ms maximum allotted for the end-to-end completion of a prefix.
RELATED WORK
We developed the AC framework described in this work and the corresponding QA framework in the context of the larger problem of Session: Applied -Language Models CIKM '19, November 3-7, 2019, Beijing, China improving the usability of information systems. These usability issues have long been recognized [15] . Our focus here is on usable query interfaces. A wide array of solutions have been proposed, from visual query interfaces [6] to textual ones based on keyword queries [1, 11, 28] to interfaces based fully on natural language [16, 28] , like the ones we have been developing. Semantic parsing for question answering has a long history [26, 27] . It has seen a revival in recent years [17] brought on in part by business needs whereby nontechnical users need access to expressive query interfaces, as well as the proliferation of smart phones and digital personal assistants, where natural language is a convenient mode of interaction. We tackle the AC problem from a unique angle, heavily informed by the semantics of the underlying query and with the aim of supporting semantic query interfaces, resulting in the desiderata in Section 3. Auto-completion, however, has a long history in the information retrieval community for search interfaces over text documents [7] . Most work in that setting is based on completion from query logs using various flavors of mpc, with the main focus being on appropriate ranking of completions [23] . Work has also been done on providing completions in the absence of query logs in relatively small-scale search settings like enterprise, intranet, and email search [4] . In this setting, completions are generated either by means of phrase extraction and scoring from the underlying corpora [5, 10] . In Section 4.2 we described how we use a similar approach in the atomic algorithm for the News domain by relying on phrases extracted from news article headlines. More recent work has looked at completing before-unseen prefixes by generating synthetic completions based on n-grams extracted from query logs, and relying on neural ranking methods due to their ability to generalize [19] . This is somewhat similar to our atomic algorithm, the main distinction being that instead of arbitrary n-grams we rely on semantics to complete to full atoms. Recent work has also explored the use of deep learning for autocompletion, usually via generative RNN models [21, 24] . However, such approaches require large query logs for training purposes and lack tree-structured semantics, which makes it challenging to ensure that the output is meaningful and to ensure properties such as propositionality.
Auto-completion has also been explored for formal query languages like SQL [13] and SPARQL [2] . The goal here is to help users formulate correct formal queries in cases where they might be unfamiliar with language constructs or the vocabulary of the underlying data. Like ours, these systems are guided by semantics and strive to make contextually relevant suggestions. AC for formal query languages can be very helpful for technically proficient users. Our QA and corresponding AC systems target a wider user base, where such proficiency cannot be assumed.
Finally, recent work has looked at assisted writing as a completion problem. The focus there is on aiding users writing prose by reducing repetitive typing. A prominent example here is Google's SmartCompose and SmartReply systems [8] . By constrast, our work focuses on completing much shorter questions, with the focus being on facilitating the expression of user information needs and on helping them to discover functionality. Crucially, assisted writing systems have an abundance of training data; the same cannot be said about our auto-completion setting.
