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A B S T R A C T
Anomalous transport phenomena have their origin in the chiral anomaly, the anomalous
non-conservation of the axial charge, and can arise in systems with chiral fermions. The
anomalous transport properties of free fermions are well understood, but little is known
about possible corrections to the anomalous transport coefficients that can occur if the
fermions are strongly interacting.
The main goal of this thesis is to study anomalous transport effects in media with
strongly interacting fermions. In particular, we investigate the Chiral Magnetic Effect
(CME) in a Weyl Semimetal (WSM) and the Chiral Separation Effect (CSE) in finite-dens-
ity Quantum Chromodynamics (QCD).
The recently discovered WSMs are solid state crystals with low-energy excitations
that behave like Weyl fermions. The inter-electron interaction in WSMs is typically very
strong and non-perturbative calculations are needed to connect theory and experiment.
To realistically model an interacting, parity-breaking WSM we use a tight-binding lattice
Hamiltonian with Wilson-Dirac fermions. This model features a non-trivial phase dia-
gram and has a phase (Aoki phase/axionic insulator phase) with spontaneously broken
CP symmetry, corresponding to the phase with spontaneously broken chiral symmetry
for interacting continuum Dirac fermions. We use a mean-field ansatz to study the
CME in spatially modulated magnetic fields and find that it vanishes in the Aoki phase.
Moreover, our calculations show that outside of the Aoki phase the electron interaction
has only a minor influence on the CME. We observe no enhancement of the magnitude
of the CME current.
For our non-perturbative study of the CSE in QCD we use the framework of lattice
QCD with overlap fermions. We work in the quenched approximation to avoid the sign
problem that comes with introducing a finite chemical potential on the lattice. The over-
lap operator calls for the evaluation of the sign function of a matrix with a dimension
proportional to the volume of the lattice. For reasonably large lattices it is not feasible to
compute the matrix sign function exactly and one has to resort to approximation meth-
ods. To compute conserved currents for the overlap operator it is necessary to take de-
rivatives of the overlap operator with respect to the U(1) lattice gauge field. Depending
on which approximation is used to evaluate the overlap operator it is not always clear
how to compute this derivative. We develop and implement a new numerical method
to take derivatives of matrix functions. This method makes it possible to calculate the
conserved currents of the finite-density overlap operator with high precision and opens
the way to explore anomalous transport phenomena on the lattice.
We study the CSE in the confining and deconfining phase of QCD. On very small
lattices we observe corrections to the CSE in the phase with broken chiral symmetry,
which seem to be of topological origin. For larger lattices we find that in both phases
the CSE current is the same as for free fermions.
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Part I
I N T R O D U C T I O N

1
P R E A M B L E
The development of quantum field theory, the combination of quantum mechanics and
special relativity, is one of the biggest triumphs of theoretical physics. In the Standard
Model of particle physics all elementary interactions, except gravity, are described by
quantum field theory. The Standard Model has proven to be a very accurate and suc-
cessful description of nature. The applicability of quantum field theoretical concepts is
not limited to particle physics. Quantum field theory has also become an important tool
in other branches of physics, for example in solid state physics.
Quantum mechanics gives rise to a variety of fascinating new phenomena, which are
absent in classical physics. Although most of these effects can only be observed on a
microscopic scale, also macroscopic quantum effects exist. Well known examples are
superfluidity and superconductivity. Anomalous transport phenomena, which are the
topic of this thesis, are also a macroscopic manifestation of a quantum field theoretical
effect, namely of the chiral anomaly.
Anomalous transport phenomena in systems with chiral fermions play an important
role in many different areas of physics, ranging from high energy physics and heavy ion
collision experiments [1–3] over solid state physics [4–6] to astrophysics [7–11]. For free
chiral fermions the anomalous transport coefficients are fixed by the anomaly. It has been
argued that the transport coefficients are universal and do not achieve any corrections
in interacting theories, because of their relation to the anomaly. There are, however,
two scenarios where fermion interactions can instigate corrections to the anomalous
transport coefficients: In the case of spontaneous chiral symmetry breaking [12–14] and
if the electric current is coupled to a dynamical gauge field [15–17].
The goal of this thesis is to investigate possible corrections to the anomalous transport
coefficients in theories with strongly interacting fermions. We consider applications in
condensed matter physics and high energy physics. In particular, we study the Chiral
Magnetic Effect in Weyl Semimetals and the Chiral Separation Effect in dense QCD. For
better clarity this work is divided into several parts. The parts dealing with the Chiral
Magnetic Effect and the Chiral Separation Effect have their own specific introduction
and separate conclusions.
In the remaining chapters of this introductory part we briefly discuss gauge theories
and chiral symmetry in the continuum. Moreover, we introduce lattice gauge theory
and explain how chiral symmetry can be implemented on the lattice. The final chapter
of Part I deals with the chiral anomaly and describes the anomalous transport effects we
study in Part II and Part III.
Part II is dedicated to the investigation of the Chiral Magnetic Effect in Weyl Semi-
metals. We present a model of a parity-breaking Weyl Semimetal and use a mean-field
ansatz to calculate the phase diagram of the model. We then compute the chiral mag-
netic conductivity and try to connect our results to experiments.
3
4 preamble
The study of the Chiral Separation Effect in dense QCD is the topic of Part III. As
a first step we have to develop the necessary numerical tools to compute conserved
currents of chiral lattice fermions. Before applying these tools to physical calculations
we validate them in a test setup. Finally, we calculate the chiral separation conductivity
in quenched lattice QCD and discuss our results.
In Part IV we present an outlook and describe possible future research directions.
2
L AT T I C E G A U G E T H E O RY
In this work we are interested in the physics of strongly interacting fermions, where
perturbative calculations are not possible and more advanced techniques have to be
employed. Lattice gauge theory is a very successful numerical tool to study strongly
interacting field theories non-perturbatively. In the following, we briefly review the as-
pects of lattice gauge theory that will be used throughout this thesis. For this introduc-
tion textbooks on quantum field theory [18–20] and lattice gauge theory [21, 22] were
consulted.
2.1 continuum gauge theory
We start by considering a general gauge theory with Nf different species, or flavours, of
fermions in the continuum. The fermion fields Ψ depend on the (4-dimensional) space-
time coordinate x and have three indices
Ψ = Ψfµ,c(x) Ψ¯ = Ψ¯
f
µ,c(x), (2.1)
where µ is the Dirac index, c is a gauge index and the index f numbers the Nf different
flavours. The gauge field A also depends on the space-time coordinate x and carries a
Dirac index and gauge indices
A = Aµ,cd(x). (2.2)
To avoid a cluttered notation we switch to a matrix-vector notation from now on and do
not show the indices explicitly. The action of the theory is given by
S(ψ, ψ¯,A) =
∫
dx4 ψ¯(x) (iγµD
µ −M)ψ(x)︸ ︷︷ ︸
SF
−
∫
dx4
1
2g2
tr (Fµν(x)Fµν(x))︸ ︷︷ ︸
SG
, (2.3)
with gauge coupling g and the covariant derivative
Dµ(x) = ∂µ + iAµ(x) (2.4)
and the field strength tensor
Fµν(x) = −i[Dµ(x),Dν(x)] = ∂µAν(x) − ∂νAµ(x) + i[Aµ(x),Aν(x)]. (2.5)
In the action (2.3) we have also introduced the mass matrixM = diag(m1, · · · ,mNf) and
assumed that every fermion flavour couples to the gauge field in the same way. It will
be convenient later on to consider the gauge part SG containing only contributions from
the gauge field and the fermionic part SF of the action separately.
5
6 lattice gauge theory
In the path integral formalism the expectation value of an operator O(ψ, ψ¯,A) is given
by
〈O〉 = 1
Z
∫
DψDψ¯DAO(ψ, ψ¯,A)eiS(ψ,ψ¯,A), Z =
∫
DψDψ¯DAeiS(ψ,ψ¯,A). (2.6)
A mathematical trick to render calculations involving the path integral more manage-
able is to perform a so-called Wick rotation. The Wick rotation amounts to substituting
the time coordinate x0 = t with an imaginary time t → −it. This substitution changes
the Minkowski metric to an Euclidean metric. The Euclidean action SE reads as
SE(ψ, ψ¯,A) =
∫
dx4 ψ¯(x)
(
γEµDµ +M
)
ψ(x)︸ ︷︷ ︸
SEF
+
∫
dx4
1
2g2
tr (F(x)µνF(x)µν)︸ ︷︷ ︸
SEG
, (2.7)
where γEµ are the Euclidean gamma matrices defined in Appendix A. After the Wick
rotation Equation (2.6) becomes
〈O〉E =
1
ZE
∫
DψDψ¯DAO(ψ,A)e−SE(ψ,ψ¯,A), ZE =
∫
DψDψ¯DAe−SE(ψ,ψ¯,A). (2.8)
For many applications of interest the Euclidean action (2.7) turns out to be a real number
and by employing a Wick rotation the strongly oscillating integrand exp(iS) is replaced
by the exponentially decaying exp(−SE), greatly improving the convergence properties
of the integral. For the rest of this chapter we assume that we are working in the Euc-
lidean space and we suppress the index E.
Equation (2.8) bears a striking resemblance to the computation of expectation values
in statistical mechanics. For a given inverse temperature β = 1/T and Hamiltonian H
the expectation value of the observable O reads as
〈O〉 = 1
ZP
∑
s
O(s)e−βH(s), ZP =
∑
s
e−βH(s), (2.9)
where the sum is to be understood as a sum (or integral for systems with continuous
degrees of freedom) over all possible states s and ZP is the partition function. This equi-
valence between quantum field theory and statistical mechanics is one of the foundations
of lattice gauge theory.
2.1.1 Chiral Symmetry
The fermion action SF as defined in Equation (2.7) has an interesting feature. For van-
ishing fermion masses M = 0 the action is symmetric under rotations in the flavour
space. The corresponding symmetry group for Nf flavours is U(Nf). Let ta for a ∈
{1, 2, · · · ,N2f − 1} be the generators of SU(Nf). Two types of symmetry transformations,
which are commonly named after the transformation properties of the corresponding
Noether currents, can be defined. For a real parameter ϑ the N2f vector transformations
are given by
ψ→ eiϑtaψ, ψ¯→ ψ¯e−iϑta , (2.10)
ψ→ eiϑ1ψ, ψ¯→ ψ¯e−iϑ1, (2.11)
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and the associated Noether currents are jV,t
a
µ = ψ¯γµt
aψ and jV,1µ = ψ¯γµψ. The axial
vector or chiral transformations read as
ψ→ eiϑγ5taψ, ψ¯→ ψ¯eiϑγ5ta , (2.12)
ψ→ eiϑγ51ψ, ψ¯→ ψ¯eiϑγ51, (2.13)
and the axial Noether currents are given by jA,t
a
µ = ψ¯γµγ5t
aψ and jA,1µ = ψ¯γµγ5ψ.
The chiral symmetry got its name because it allows us to decouple the right-handed
and left-handed fermions in the mass-less action. This is most easily seen for the case
Nf = 1, where we can define the operators
PR =
1+ γ5
2
and PL =
1− γ5
2
. (2.14)
A simple calculation shows that these operators have the properties
P2R/L = PR/L, PRPL = PLPR = 0, PR + PL = 1, (2.15)
and can be interpreted as right-handed and left-handed projector, respectively. Using
the projectors we can define right- and left-handed fields as
ψR = PRψ, ψL = PLψ, ψ¯R = ψ¯PL, ψ¯L = ψ¯PR. (2.16)
With the mass-less Dirac operator D = γµDµ the fermion Lagrangian (density) is given
by LF = ψ¯(x)Dψ(x). Inserting the identity in the form 1 = PR + PL on both sides of the
Dirac operator and using the properties of the projectors (2.15) and the anti-commutator
{γ5,γµ} = 0 yields:
ψ¯(x)Dψ(x) = ψ¯(x)(PR + PL)D(PR + PL)ψ(x) = ψ¯R(x)DψR(x) + ψ¯L(x)DψL(x). (2.17)
Upon closer inspection of the chiral transformations it becomes evident that the chiral
symmetry is equivalent to the statement that the mass-less Dirac operator anti-com-
mutes with the matrix γ5, i.e.:
{D,γ5} = Dγ5 + γ5D = 0. (2.18)
The fermionic mass term M commutes with γ5 and therefore spoils the chiral symmetry.
Note that for degenerate masses M = diag(m, · · · ,m) the vector symmetries are still
intact. For finite, non-degenerate masses only the U(1) symmetry (2.11) survives.
Combining the transformations (2.10) – (2.13) we find that the gauge action for Nf
massless fermion flavours has the symmetry SU(Nf)V× SU(Nf)A×U(1)V×U(1)A. This
is a classical symmetry of the action and it does not necessarily persist in the quantised
theory.
In interacting theories the formation of a so-called chiral condensate
〈
ψ¯ψ
〉
, which
acts as a mass term, can spontaneously break the chiral symmetry. As we will see in
Chapter 3, the UA(1) symmetry is explicitly broken by quantum fluctuations.
2.2 lattice gauge theory
The main idea behind lattice gauge theory is to discretise space-time on a lattice with
a finite lattice spacing and a finite volume, while keeping the gauge symmetry of the
8 lattice gauge theory
theory exact. Going from the continuum to the lattice formulation the continuous space-
time variable x ∈ R4 is replaced by a discrete multi-index n = a(n1,n2,n3,n4) where
a is the lattice spacing and ni ∈ {1, · · · ,Li} is the number of lattice sites in direction i.
Switching to the discrete lattice formulation significantly simplifies the calculation of
the partition function ZE, because the path integral turns into a product of ordinary
integrals:∫
Dψ→
∫∏
n
dψ(n). (2.19)
Evaluating the large but finite-dimensional integrals numerically makes it possible to
compute the expectation values (2.8) on the lattice. In order to draw meaningful conclu-
sions about the continuum theory from lattice results the discretised lattice action has to
be constructed in such a way that the continuum action is recovered in the limit a → 0
and Li →∞.
As a first step towards the lattice discretisation of the continuum action (2.7) we con-
sider the free fermionic action S0F [ψ, ψ¯] := SF[ψ, ψ¯, 0]. The (symmetric) discretisation of
the partial derivative is given by
∂µψ =
ψ(n+ µˆ) −ψ(n− µˆ)
2a
, (2.20)
where µˆ is the unit vector in µ direction.
At first sight it seems to be straightforward to plug this expression into (2.7) to obtain
the lattice action. There is however an issue with Equation (2.20). Let G(n) be an element
of the gauge group. Under a lattice gauge transformation the fields transform as
ψ(n)→ ψ ′(n) = G(n)ψ(n) and ψ¯(n)→ ψ¯ ′(n) = ψ¯(n)G†(n). (2.21)
The problem is that terms involving the discretised derivative are obviously not gauge
invariant, since
ψ¯(n) ′ψ(n+ µˆ) ′ = ψ¯(n)G†(n)G(n+ µˆ)ψ(n+ µˆ) (2.22)
and in general G†(n)G(n+ µˆ) 6= 1. A way out of this dilemma is to introduce an addi-
tional field Uµ(n) which transforms as
Uµ(n)→ U ′µ(n) = G(n)Uµ(n)G†(n+ µˆ). (2.23)
The terms Uµ(n) can be visualised as living on the links connecting the lattice sites n
and n+ µˆ. For this reason they are commonly called link variables. The link variable
Uµ(n) can be interpreted as the lattice parallel (gauge) transporter [21, 22] and in terms
of the (lattice) gauge field Aµ(n) it is given by
Uµ(n) = exp(iaAµ(n)). (2.24)
A gauge invariant discretised derivative can be defined with the help of the link variables
Uµ(n), using terms of the form ψ¯(n)Uµ(n)ψ(n+ µˆ), which are gauge invariant:
ψ¯(n) ′U ′µ(n)ψ(n+ µˆ)
′ = ψ¯(n) ′G(n)Uµ(n)G†(n+ µˆ)ψ ′(n+ µˆ)
= ψ¯(n)Uµ(n)ψ(n+ µˆ).
(2.25)
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Using the link variables we can finally write down an expression for the gauge invari-
ant lattice fermion action:
SF(ψ, ψ¯,U) = a4
∑
n
ψ¯
 4∑
µ=1
γµ
Uµ(n)ψ(n+ µˆ) −U−µ(n)ψ(n− µˆ)
2a
+Mψ(n)
 , (2.26)
where the link variable in negative direction is defined as U−µ(n) := Uµ(n− µˆ)†. Equa-
tion (2.26) is called the naive fermion action and it can be shown that it reduces to the
Euclidean continuum action (2.7) in the limit a→ 0 (for momenta pµa 1).
Having utilised the link variables in the construction of the fermionic action it is
natural to also define the gauge action in terms of the fields Uµ(n). A gauge invariant
action can be defined with the plaquette variables
Uµν(n) := Uµ(n)Uν(n+ µˆ)U−µ(n+ µˆ+ νˆ)U−ν(n+ νˆ). (2.27)
A plaquette is the shortest closed loop on the lattice and the plaquette variable Uµν is
the product of the link variables along the loop. Note that Uµν(n) transforms as
Uµν(n)→ U ′µν(n) = G(n)Uµν(n)G(n)† (2.28)
and is not gauge invariant. The trace of the plaquette variable, on the other hand, is
gauge invariant:
tr(Uµν(n))→ tr(U ′µν(n)) = tr(G(n)Uµν(n)G(n)†) = tr(Uµν(n)), (2.29)
where we have used the invariance of the trace under cyclic permutations. The gauge
invariant trace of the plaquette variable can be employed to define the lattice gauge
action. An action with the correct continuum limit is given by
SG(U) = β
∑
n
∑
ν<µ
(
1−
1
dG
Re(tr[Uµν(n)])
)
, (2.30)
where β = 2dG/g2 and dG is the dimension of the representation of the gauge group.
2.2.1 Fermion Doubling and Wilson Fermions
Even though the naive fermion action (2.26) is gauge invariant, there is still a subtle
problem with it. To get to the bottom of the issue it is convenient to define the lattice
Dirac operator for a single fermion flavour with mass m¯ as
D(n,m) :=
4∑
µ=1
γµ
Uµ(n)δn+µˆ,m −U−µ(n)δn−µˆ,m
2a
+ m¯δn,m. (2.31)
The corresponding naive fermion action can be written in the compact form
SF(ψ, ψ¯,U) = a4
∑
n,m
ψ¯(n)D(n,m)ψ(m). (2.32)
For free lattice fermions (Uµ(n) = 1) the lattice Fourier transform can be computed
analytically and the Dirac operator in momentum space is given by
D˜(p,q) = δ(p− q)D˜(p) with D˜(p) = m¯1+
i
a
4∑
µ=1
γµ sin(pµa). (2.33)
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This operator is diagonal and the momentum space fermion propagator can be calcu-
lated by inverting D˜(p):
D˜−1(p) =
m¯1− ia−1
4∑
µ=1
γµ sin(pµa)
m¯2 + a−2
4∑
µ=1
sin2(pµa)
. (2.34)
In the limit m¯→ 0 this expression becomes
lim
m¯→0
D˜−1(p) =
−ia−1
4∑
µ=1
γµ sin(pµa)
a−2
4∑
µ=1
sin2(pµa)
. (2.35)
A straightforward calculation shows that it has the correct continuum limit:
lim
a→0
lim
m¯→0
D˜−1(p) =
−i
4∑
µ=1
γµpµ
p2
. (2.36)
In the continuum theory the momentum space propagator of a free fermion has a
single pole at pµ = (0, 0, 0, 0), corresponding to a single mass-less fermion. The problem
with the naive fermion action is that it gives rise to a propagator which has additional
poles whenever
∑
µ sin
2(pµa) = 0. For the lattice momenta pµ ∈ (−pi/a,pi/a] this sum
vanishes if every entry of the 4-momentum is either 0 or pi/a. Hence the naive lattice
propagator has 24 = 16 poles. The additional unpyhsical poles at pµ 6= (0, 0, 0, 0) are
commonly referred to as doublers.
In summary the issue is that we set out to define a lattice theory with only one fer-
mion flavour but ended up with a theory describing 16. One way to solve the problem,
originally suggested by Wilson, is to add the following term to the momentum space
propagator:
δD˜W(p) := 1
2r
a
4∑
µ=1
sin2(
pµa
2
), (2.37)
where r ∈ (0, 1] is a free parameter and is often set to 1 in practice. The so-called Wilson
term (2.37) vanishes at the physical pole and has the value 2rλ/a for the doublers, with
λ being the number of non-zero components of pµ. With the addition of the Wilson term
the mass of the doublers is given by
m¯+
2rλ
a
. (2.38)
In the continuum limit a → 0 the doublers become infinitely heavy and effectively
decouple from the theory.
After an inverse Fourier transform we find that the Wilson term in position space
reads as
δDW(n,m) = −a
4∑
µ=1
Uµ(n)δn+µˆ,m − 2δn,m +U−µ(n)δn−µˆ,m
2a2
. (2.39)
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With the Wilson–Dirac operator DW = D+ δDW a doubler free lattice fermion action
can be defined:
SWF (ψ, ψ¯,U) = a
4
∑
n,m
ψ¯(n)DW(n,m)ψ(m). (2.40)
An explicit expression for the Wilson–Dirac operator in lattice QCD is given in Ap-
pendix D.1.
We emphasise that the lattice gauge action is not uniquely defined and different dis-
cretisation schemes than the ones described above are possible.
2.2.2 Numerical Evaluation of Lattice Expectation Values
On the lattice the fermion fields are Grassman numbers and the fermionic action is
bilinear in the fermion fields. It is therefore possible to evaluate the fermionic part of
the expectation value O(ψ, ψ¯,U) analytically and with the definitions
〈O〉F :=
1
ZF
∫ ∏
n,m
dψ(m)dψ¯(n)O(ψ, ψ¯,U)eψ¯(n)D(n,m)ψ(m),
ZF :=
∫ ∏
n,m
dψ(m)dψ¯(n) eψ¯(n)D(n,m)ψ(m) = det(D),
(2.41)
the expectation value of an observable O(ψ, ψ¯,U) is given by
〈
O(ψ, ψ¯,U)
〉
=
1
Z
∫∏
n,µ
dUµ(n) e
−SG(U) det(D) 〈O〉F
Z :=
∫∏
n,µ
dUµ(n) e
−SG(U) det(D).
(2.42)
The term det(D) is commonly referred to as fermion determinant. We have suppressed
the dependence on the link variables in Equation (2.41), but it is important to keep in
mind that the Dirac operator D = D(U) and 〈O〉F = 〈O〉F (U) still depend on the link
variables.
Even after integrating out the fermionic degrees of freedom we are still left with a
high-dimensional integral over the link variables. Equation (2.42) can not be tackled
with the same numerical integration methods as lower dimensional problems. At this
point the similarity between the lattice path integral and the partition function (2.9)
comes into play: If the term e−SE = e−SG det(D) is positive it can be interpreted as a
statistical weight and the path integral can be evaluated using Monte Carlo integration
algorithms with importance sampling.
Obviously the exponent of the gauge action (2.30) is positive. The fermion determin-
ant, on the other hand, is not necessarily positive and can even become complex. For
γ5-Hermitian1 Dirac operators it can be shown that the determinant is real and by using
an even number of mass degenerate fermions on can ensure its non-negativity. Not all
Dirac operators of interest have this property and in particular the introduction of a
finite chemical potential or vacuum angle gives rise to a complex fermion determinant.
This is the infamous sign problem or complex action problem. So far a general solution
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to the sign problem is not known and it remains a major impediment to lattice simula-
tions of quantum field theories. For recent advances see the review [23] and references
therein.
The idea of importance sampling is to approximate the lattice path integral by an
average over N samples
〈
O(ψ, ψ¯,U)
〉 ≈ 1
N
N∑
n=1
O(Cn), (2.43)
where the field configurations Cn = Cn(ψ, ψ¯,U) are sampled with a probability pro-
portional to their weight factor e−SG(Cn) det(D(Cn)). A set of such configurations can
be generated with Markov chain algorithms. For implementation details we refer to the
textbooks [21, 22].
In a typical Markov process a large amount of the computer time is spent for the
computation of weight factors. In four dimensions the lattice Dirac operator is given
by a (4dGV)-dimensional matrix, where V is the number of lattice sites. Even for relat-
ively small lattice sizes it is numerically very costly to calculate the fermion determin-
ant. Many practical simulations therefore apply the so-called quenched approximation,
where the value of the fermion determinant is set to one. It can be shown that this
amounts to neglecting the contributions from fermionic vacuum loops.
2.2.3 Finite Temperature and Chemical Potential
In the continuum theory finite temperature is introduced by performing a Wick rotation,
identifying the temperature with the imaginary time extent, compactifying the time
direction and choosing the appropriate (anti-)periodic boundary conditions in time for
the (fermionic) bosonic fields. In lattice simulations it is customary to choose n4 as the
time index and the total extent of the lattice in time direction is given by LT = L4. The
physical time extent is then aLT and in analogy to the continuum case we identify the
inverse temperature β with
β =
1
T
= aLT. (2.44)
Working at finite fermion chemical potential on the lattice turns out to be more of
a challenge. The chemical potential couples to the conserved fermion number, which
is simply the charge related to the conserved current ψ¯γ4ψ in the continuum theory.
Consequently, in the continuum theory a finite chemical potential µ can be implemented
by adding the term µψ¯γ4ψ to the action, which amounts to the replacement ∂4 → ∂4+µ.
Naively adopting the same strategy to implement a finite chemical potential on the
lattice gives rise to terms that diverge in the continuum limit [24, 25]. Note that in the
continuum the chemical potential enters the action in the same way as the 4-component
of a gauge field. On the lattice this is no longer true which is, in essence, the source of
the problem [24]. One correct way to introduce a lattice chemical potential is to replace
the link variables in 4-direction by [24, 26]
γ4U4(n)→ γ4eaµU4(n) , −γ4U†4(n− 4ˆ)→ −γ4e−aµU†4(n− 4ˆ). (2.45)
1 A Dirac operator D is said to be γ5-Hermitian if γ5Dγ5 = D† or equivalently (γ5D)† = γ5D.
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We have mentioned above that lattice Dirac operators with a finite chemical poten-
tial are not γ5-Hermitian. This can be seen easily by multiplying (2.45) with γ5 from
both sides and taking the Hermitian conjugate. We find that under these operations
γ4e
aµU4(n) → −γ4eaµU†4(n) and −γ4e−aµU†4(n− 4ˆ) → γ4e−aµU4(n− 4ˆ). In the fer-
mion action we sum over all lattice sites. A simple renaming of the summation indices
reveals that an originally γ5-Hermitian Dirac operator now obeys the equation
γ5D(µ)γ5 = D
†(−µ). (2.46)
Therefore, a finite chemical potential in general leads to a sign problem.
2.2.4 Chiral Symmetry on the Lattice
The naive fermionic action (2.26) is chirally symmetric for vanishing fermion masses.
This property is lost when we add the Wilson term to get rid of the doublers. The
Wilson term acts like an momentum dependent mass and explicitly breaks the chiral
symmetry even for M = 0.
Naively one would expect that it should be possible to get rid of the doublers without
breaking chiral symmetry, probably by adding a more complicated function of pµ to
D˜(p). There is however a famous no-go theorem by Nielsen and Ninomiya [27–29] (see
also [30, 31]) that states that it is not possible to construct a lattice Dirac operator with
all of the following properties:
1. D is local
2. D has the correct continuum limit
3. D is free of doublers
4. γ5D+Dγ5 = 0
In Section 2.1.1 we have argued that a Dirac operator has to have property 4 in order to
be invariant under chiral transformations. Thus the Nielsen–Ninomiya theorem seems to
forbid a lattice Dirac operator which is simultaneously local, chiral and free of doublers.
However, a loophole was discovered by Ginsparg and Wilson in [32], where they
proposed to replace the continuum condition (2.18) by
Dγ5 + γ5D = aDγ5D. (2.47)
The Ginsparg–Wilson equation reduces to (2.18) in the continuum limit and makes it
possible to implement a lattice version of chiral symmetry [33]. If the Dirac operator D
obeys Equation (2.47) a lattice chiral transformation can be defined by
ψ→ eiϑγ5(1−a2D)ψ, ψ¯→ ψ¯eiϑ(1−a2D)γ5 , (2.48)
which reduces to (2.13)2 in the limit a → 0. A few lines of algebra show that the lattice
action ψ¯Dψ is indeed invariant under (2.48).
The definition of the left- and right-handed field components also has to be modified.
Let us again consider a theory with only one fermion flavour. We define the projectors
PˆR =
1+ γˆ5
2
, PˆL =
1− γˆ5
2
with γˆ5 = γ5(1− aD). (2.49)
2 The lattice version of (2.12) is defined analogously.
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It is easy to see that these projectors have properties analogous to (2.15) and from the
Ginsparg–Wilson equation follows that DPˆR = PLD and DPˆL = PRD. With the defini-
tions
ψR = PˆRψ, ψL = PˆLψ, ψ¯R = ψ¯PL, ψ¯L = ψ¯PR, (2.50)
the fermionic action decouples into a left- and right-handed part, in analogy to (2.17).
Note that two different types of projectors are used to define the chiral field components
on the lattice.
As in the continuum theory, the addition of a mass term ψ¯m¯ψ to the action should
break the chiral symmetry by mixing field components with different chirality:
ψ¯m¯ψ = m¯
(
ψ¯RψL + ψ¯LψR
)
= m¯ψ¯
(
PLPˆL + PRPˆR
)
ψ = m¯ψ¯
(
1−
a
2
D
)
ψ. (2.51)
A Dirac operator describing massive Ginsparg–Wilson fermions is therefore given by
Dm¯ = D+ m¯
(
1−
a
2
D
)
. (2.52)
The zero modes of a Dirac operator obeying the Ginsparg–Wilson equation have a very
interesting feature. Given that γ5D |ψ〉 = 0 Equation (2.47) implies Dγ5 |ψ〉 = 0, i.e. the
Dirac operator commutes with γ5 on its kernel. We can therefore find a basis in which
the zero modes of D are also eigenmodes of γ5. The operator γ5 is Hermitian and
γ25 = 1, so its eigen values can only be ±1 and γ5 |ψ〉 = ± |ψ〉. A comparison with the
projectors (2.49) shows that the zero modes of D therefore have a definite handedness.
This makes it possible to formulate an equivalent to the Atiyah–Singer index theorem
for mass-less Ginsparg–Wilson fermions. The index theorem connects the topological
charge Q of a gauge field configuration to the number of left- and right-handed zero
modes of the Dirac operator. For a Dirac operator respecting Equation (2.47) the topo-
logical charge is given by Q = a2 tr(γ5D) (cf. [34–37]) and the index theorem takes the
form
Q =
a
2
tr(γ5D) = n− −n+, (2.53)
where n− and n+ are counting the left- and right-handed zero modes.
2.2.5 Overlap Fermions
After the ground-breaking paper [32] it took over a decade before the first solutions to
the Ginsparg–Wilson equation were found. Nowadays several solutions and approxim-
ate solutions are known and lattice simulations with Ginsparg–Wilson fermions have
become routine. In this work we will use the so-called overlap Dirac operator as defined
in [38]. The overlap operator is a solution to the Ginsparg–Wilson Equation [39] and can
be written as
Dov =
1
a
(
1+ γ5 sgn(H)
)
, (2.54)
where the kernel is given by H = γ5D and sgn is the matrix sign function. We will
use the Wilson–Dirac operator DW (see Appendix D) to construct the kernel, but in
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principle any other doubler-free Dirac operator with the correct continuum limit can be
taken instead.
A straight forward calculation shows that the overlap operator indeed obeys Equa-
tion (2.47):
aDovγ5Dov =
1
a
(
1+ γ5 sgn(H)
)
γ5
(
1+ γ5 sgn(H)
)
=
1
a
(
γ5 + γ5 sgn(H)γ5 + sgn(H) + γ5 sgn2(H)
)
=
1
a
(
1+ γ5 sgn(H)
)
γ5 +
1
a
γ5
(
1+ γ5 sgn(H)
)
= Dovγ5 + γ5Dov,
(2.55)
where we have used the identity sgn2(H) = 1. Keep in mind that we have not used
any of the properties of the kernel H in this derivation. In the overlap operator the sign
function ensures that the Ginsparg–Wilson relation is fulfilled, independent from the
form of H. The role of the kernel is solely to provide the proper continuum limit.
It is possible to generalise the definition of the overlap operator to finite chemical
potential [40]
Dov(µ) =
1
a
(
1+ γ5 sgn(H(µ))
)
, (2.56)
with the new kernel given by H(µ) = γ5DW(µ). As we have seen above the operator
Dov(µ) still obeys the Ginsparg–Wilson equation and thus makes it possible to simulate
chiral fermions at finite density on the lattice.
The evaluation of the overlap operator is numerically very expensive, because it re-
quires the calculation of the matrix sign function. Moreover, at finite chemical potential
Dov(µ) is not γ5-Hermitian and calculations with dynamical overlap fermions at fi-
nite density suffer from the sign problem. For these two reasons, we will work in the
quenched approximation in this thesis. We postpone a detailed discussion of the numer-
ical aspects of overlap fermions at finite chemical potential µ to Chapter 7.

3
A N O M A L O U S T R A N S P O RT
In this chapter we briefly discuss the chiral anomaly, which is the origin of all anomal-
ous transport phenomena. Moreover, we introduce the anomalous transport effects that
are studied in this thesis, namely the Chiral Magnetic Effect (CME) [7, 41] and the Chiral
Separation Effect (CSE) [8, 9]. The description is mainly qualitative and for a more de-
tailed discussion we refer to the original papers on the subject and the recent reviews [42,
43].
3.1 the chiral anomaly
The chiral anomaly was first encountered in the context of high-energy physics. Origin-
ally it was believed that the classical UA(1) symmetry of the fermionic action is also a
symmetry of the quantised theory. It became soon apparent, however, that the existence
of such a symmetry leads to a theoretical result for the decay width of pi0 → 2γ which
is at odds with experimental findings.
pi0
γ
γ
Figure 3.1: The triangle diagram for the decay pi→ γγ.
An explanation for this discrepancy was eventually found by Adler [44] and Bell
and Jackiw [45]: The triangle diagram depicted schematically in Figure 3.1 is divergent
and has to be regularised. A careful analysis reveals that any regularisation breaks the
chiral UA(1) symmetry1. Fujikawa later showed that in the path integral formalism the
anomaly emerges because the integral measure is not invariant under the chiral trans-
formation [46].
1 Strictly speaking one finds that it is not possible to simultaneously preserve both the UA(1) and the UV(1)
symmetry.
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Because of the explicit breaking of the UA(1) symmetry by quantum fluctuations the
axial current is no longer conserved. For fermions coupling to electromagnetic fields the
divergence of the axial current is given by
∂µjAµ =
N
(4pi)2
F˜µνF
µν =
N
2pi2
~E · ~B, (3.1)
where F˜µν = µνσρFσρ is the dual field strength tensor and N is a number depending
on the number of fermion flavours and the charges of the fermions. The anomaly is not
subject to perturbative corrections [47] and therefore the relation (3.1) is exact.
3.2 anomalous transport phenomena
For simplicity we discuss the anomalous transport effects for case of a single fermion
flavour with electric charge q = 1 and set N = 1 in the following. The introduction of
more fermion species and different charges is straightforward and in later chapters we
simply use the appropriate generalisations of the equations in this section.
In this work we consider the CME and the CSE, but we note that many other anom-
alous transport effects are known [43].
3.2.1 The Chiral Magnetic Effect
The CME is the induction of an electric (vector) current parallel to an external magnetic
field B in a medium with an imbalance between left- and right-handed chiral fermions:
ji = σCMEBi. (3.2)
It is characterised by the transport coefficient σCME, the so-called chiral magnetic con-
ductivity. The numerical value of σCME is related to the anomaly coefficient and is given
by
σCME =
µA
2pi2
, (3.3)
where µA is the chiral chemical potential which parametrises the imbalance between
right- and left-handed particles. Derivations of this value with different methods and
in various setups can be found in the literature, see for example [42, 43] and references
therein. Instead of reproducing the calculations from these works, we follow [43] and
provide an intuitive, qualitative description of the CME.
To this end we consider the schematic depiction of the CME given in Figure 3.2. A
(sufficiently strong) magnetic field leads to a magnetisation and the majority of the
fermion spins ~s (dashed arrows) point in the same direction as ~B, which implies 〈~s〉 ∝ ~B.
For chiral fermions the direction of the momentum ~p (full arrows) is related to the spin,
~p is parallel to ~s for right-handed fermions and parallel to (−~s) for left-handed fermions.
At µA > 0 the average momentum 〈~p〉 vanishes, but for µA > 0 there will be a net
correlation between average spin and momentum, i.e. 〈~p〉 ∝ µA 〈~s〉. Therefore, 〈~p〉 ∝
µA~B, which gives rise to a vector current ~j ∝ 〈~p〉 ∝ µA~B. The picture for anti-fermions
is essentially the same and it is easy to see that they contribute an equal amount to the
total current as the fermions.
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~B
R
R
L
L
R
L
+
R
L
µA > 0
=
R
R
µA > 0
~B ~j
R
~s ~p
Figure 3.2: Illustration of the Chiral Magnetic Effect. The anti-particles are not shown in the
graphic. See text for details.
From the simple argumentation above we can not infer the value of σCME, but it shows
how a current parallel to a magnetic field can emerge.
An interesting observation about the chiral magnetic conductivity (3.2) is that it is
time-reversal (T) invariant. A T-even conductivity gives rise to a non-dissipative cur-
rent [48].
3.2.2 The Chiral Separation Effect
The CSE is the complimentary transport phenomenon to the CME, in the sense that it
describes the axial current parallel to an external magnetic field in chiral media with a
finite (vector) chemical potential µ:
jAi = σCSEBi, (3.4)
with the chiral separation conductivity σCSE given by
σCSE =
µ
2pi2
. (3.5)
The value of σCSE is also related to the anomaly. For a derivation of this value we again
refer to the literature.
~B
R
R+
R
µ > 0
=
R
R
µ > 0
~B ~jA
R
~s ~p
R
R¯
R¯
R¯
R¯
Figure 3.3: Illustration of the Chiral Separation Effect. For simplicity only right-handed
particles and anti-particles are shown. See text for details.
We follow [43] and consider Figure 3.3 to gain a qualitative understanding of the CSE.
The magnetic field gives rise to a spin polarisation. The momenta ~p (full arrows) of
right-handed fermions (and anti-fermions) are parallel to their spin ~s (dashed arrows).
Because of their opposite charge fermions and anti-fermions will have opposite average
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momentum,
〈
~pR/R¯
〉
∝ ±~B, and the total axial current is zero. If µ > 0 there are more
fermions than anti-fermions and there is a net current of right-handed fermions~jR ∝ µ~B.
Analogously the left-handed particles and anti-particles form the current jL ∝ −µ~B and
together they constitute the axial current~jA =~jR −~jL ∝ µ~B.
If we express the ~jR/L in terms of ~j and ~jA it becomes evident that the CME and the
CSE have the same origin:
~jR/L =
~j±~jA
2
= ±σR/L~B, (3.6)
where σR/L =
µR/L
4pi2
with the chemical potential for left- and right-handed particles given
by µR/L = µ±µA2 . Equation (3.6) is simply the CME relation (3.2) for purely right-handed
and purely left-handed fermions. It is therefore not surprising that the same factor 1
2pi2
appears in the transport coefficients (3.3) and (3.5).
3.2.3 Anomalous Transport Coefficients in Strongly Interacting Theories
The CME and the CSE are closely related to the chiral anomaly and it is possible to
derive non-renormalisation statements for the values of the transport coefficients σCME
and σCSE. For this reason (3.3) and (3.5) are often called the “universal” values of the
transport coefficients.
It is, however, important to keep in mind that these non-renormalisation statements
are generally derived in a context where the coupling of the dynamical gauge fields to
the anomalous currents is neglected [16, 17]. Moreover, they are often based on addi-
tional non-trivial assumptions, like a finite static correlation length and the applicability
of a hydrodynamic approximation [16, 49–51].
If dynamic (electromagnetic) gauge fields are taken into account, the correlators of the
electric current~j are subject to perturbative QED corrections. It has been shown that this
can lead to a renormalisation of the conductivities σCME and σCSE [15–17].
Additionally, in systems with strongly interacting fermions the chiral symmetry can
be spontaneously broken by the formation of a chiral condensate. The spontaneous
breaking of chiral symmetry is necessarily accompanied by the appearance of massless
Goldstone modes. The assumptions that underlie the hydrodynamic approximation are
then no longer valid. Moreover, the chiral condensate acts like an effective mass term
which mixes particles with left- and right-handed chirality. The concept of a Fermi sur-
face at fixed chiral chemical potential µA becomes ill defined in this case [13].
It is therefore reasonable to expect that the anomalous transport coefficients can differ
from the universal values in strongly interacting theories. In the following parts of this
thesis we further investigate this possibility.
Part II
T H E C H I R A L M A G N E T I C E F F E C T I N W E Y L S E M I M E TA L S
This part of the thesis is mainly concerned with the Chiral Magnetic Effect in
Weyl semimetals. Preliminary results for the study of the mean-field phase
diagram of the model considered in this part were published in [52]. The
main results were derived during the work on the paper [53] and finite-size
effects in Weyl semimetal slabs were investigated in [54].

4
M O D E L L I N G A W E Y L S E M I M E TA L
4.1 motivation and introduction to weyl semimetals
From the viewpoint of electronic band theory all solids can be classified as either metals,
semimetals, insulators or semiconductors. In a metal the valence and conduction bands
touch at the Fermi level Ef, whereas in semiconductors and insulators the Fermi level
lies in a band gap. Semimetals are similar to metals in the sense that there is no gap
between the valence and conducting band, but in a semimetal the density of states
around the Fermi level is negligible. Figure 4.1 shows a simplified sketch of the band
structure in metals, semimetals and insulators.
Metal Semimetal Insulator
~k
Ef
E(~k)
Figure 4.1: Qualitative sketch of the band structure in different types of solids.
An interesting type of semimetals are the Dirac semimetals, see for example the recent
reviews [55, 56]. In a Dirac semimetal the valence and conduction bands touch only at
discrete points, so-called Dirac points, in the Brillouin zone. Around the Dirac points the
dispersion relation is linear in all directions. Thus Dirac semimetals harbour low-energy
excitations that behave like massless Dirac fermions.
Each Dirac point can be viewed as consisting of two degenerate Weyl points. By break-
ing either the time-reversal (T) or the parity (P) symmetry the Weyl points are no longer
degenerate and the Dirac semimetal turns into a different topological material, dubbed
WSM [57], with Weyl fermions as low-energy excitations.
If the T-symmetry is broken the Weyl nodes are separated in momentum space and if
P-symmetry is broken they are shifted in different directions in the energy [58]. A way
to break T-symmetry is to dope the material with magnetic impurities and P-symmetry
can be broken by introducing a chiral chemical potential.
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The Weyl points are (anti-)monopoles of Berry curvature and are topologically protec-
ted. The only way to destroy Weyl points is by bringing a monopole and an anti-mono-
pole together.
Another way to understand the stability of the Weyl nodes against perturbations is to
look at the Hamiltonian that describes the low energy excitations. This Hamiltonian can
be brought in the form of a Weyl Hamiltonian and, up to an irrelevant additive constant
and a possible shift in the lattice momentum, reads as
H = vF~σ ·~k, (4.1)
where the Fermi velocity vF plays the role of the speed of light. In three dimensions
there are only three Pauli matrices σi. Any perturbation is therefore proportional to one
of the matrices σi and can only shift the Weyl node in momentum space, but can not
open up a gap.
The robustness against perturbations makes WSMs ideal candidates to realise Weyl
fermions in an experiment and to study anomalous transport properties of chiral fermi-
ons in the laboratory with a relatively simple experimental setup, see for example the
recent studies [5, 6, 59–62].
A signature of the CME in solids where Weyl modes of different chirality have dif-
ferent energies (i.e. with a finite chiral chemical potential) is the negative magnetores-
istivity in the direction of an applied external magnetic field [63]. Observations of a neg-
ative magnetoresistivity have recently been reported for the semimetals Bi1−xSbx [5],
ZrTe5[6], Na3Bi [60] and TaAs [61]. Numerically a similar dependence of the electric
conductivity on the magnetic field was found in SU(2) lattice gauge theory [64] and in
holographic model calculations [65, 66].
The well known expression for σCME for free Dirac fermions in the continuum is [41]
σCME =
NfµA
2pi2
, (4.2)
where Nf is the number of Dirac cones in the spectrum and µA is the chiral chemical
potential. The chiral chemical potential is simply a convenient way to parametrise the
difference in the density of left- and right-handed fermions. Strictly speaking because
of the chiral anomaly the chiral charge is not conserved and µA is thus not a chemical
potential in the usual sense. We will discuss this point in more detail later on.
In an experimental setup with parallel electric and magnetic fields a chirality imbal-
ance (and therefore a chiral chemical potential) is created by the axial anomaly. Apply-
ing a simple relaxation time approximation gives the following relation for the chiral
chemical potential [6]
µA =
3v3F
4pi2
~E · ~B
T2 + µ
2
pi2
τ, (4.3)
with the chemical potential µ, the chirality-changing scattering time τ and the temper-
ature T . Combining Equations (3.2), (4.2) and (4.3) it is straight forward to see how the
quadratic dependency of the conductivity on the magnetic field ensues.
The expression (4.2) is frequently quoted as the universal value for the chiral mag-
netic conductivity and was reproduced in several independent model calculations
of P-breaking WSMs [4, 67–70]. It was shown, however, that for lattice models the
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value (4.2) is only valid in the limit of a spatially homogeneous magnetic field that
slowly varies in time [71]. For a static homogeneous magnetic field σCME vanishes [58].
Using general gauge invariance arguments it can even be shown that in the thermody-
namic limit in the ground state the current has to vanish and consequently σCME = 0 [72].
If the static external magnetic field is not homogeneous, however, the chiral magnetic
conductivity becomes a non-trivial function of the wave vector ~k of the external field.
Furthermore, as long as chiral symmetry is not spontaneously broken, it is possible to
relate the asymptotic value of σCME(~k) for large ~k to the anomaly coefficient [13]. The
relation between σCME(~k) and the axial anomaly is highly non-trivial, but for large ~k the
conductivity approaches minus the universal value (4.2). The reason for the different
results for σCME lies in the use of different regularisation schemes. If the regularisation
conserves the vector current σCME vanishes for static homogeneous magnetic fields [13,
73], in accordance with the results from [72]. Note that in both regularisations it is
possible to relate σCME to the anomaly coefficient.
In most calculations of the chiral magnetic conductivity the fermion interactions have
been neglected. On the one hand this approach is justified by the results of studies
within the hydrodynamic, Fermi liquid and kinetic theory approximations, where the
anomalous transport coefficients have universal values and do not depend on the inter-
-fermion interactions [49–51, 74–76]. On the other hand, as discussed in Chapter 3, there
are two settings where inter-fermion interactions can lead to corrections to the anomal-
ous transport coefficients: If chiral symmetry is spontaneously broken or if the electric
current is coupled to a dynamical gauge field.
As it turns out, both of these scenarios can be relevant for realistic Weyl semimetals.
The Fermi velocity vF in Dirac and Weyl semimetals typically lies between vF ∼ 10−3
and vF ∼ 10−2 (see e.g. [5, 6, 77]) and the effective coupling constant αeff = α/vF ∼ 1137vF
is of order one. Hence the electrons in a Weyl semimetal are strongly coupled and
can become unstable towards spontaneous chiral symmetry breaking. Moreover, the
inter-electron interactions in a solid are mediated by dynamical gauge fields (photons)
and perturbative corrections to σCME are possible even in the absence of spontaneous
chiral symmetry breaking .
In view of the potential effects on the chiral magnetic conductivity it is interesting
to study a Weyl semimetal with strongly interacting fermions. An important question
in this context is whether inter-electron interactions can lead to significant deviations
of σCME from the universal value (4.2). The striking possibility of a drastic increase of
the chiral magnetic conductivity due to the inter-electron interactions has recently been
observed in a mean-field study with continuum Dirac fermions [14]. Now that more
and more anomalous transport experiments with WSMs are being performed, a better
theoretical understanding of the influence of inter-electron interactions on the chiral
magnetic effect in solids is certainly desirable.
4.2 the model
In this work we are not interested in the properties of a specific material, but in general
qualitative (anomalous) transport properties of WSMs. To this end it is not necessary to
consider a realistic material with a complicated band structure. It is sufficient to work
in a model that reproduces all the features of realistic WSMs.
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In experiments one typically works with static and homogeneous magnetic fields and
a static or low-frequency electric field [5, 6, 60, 61]. In such a setup it is a good approx-
imation to assume that the current induced by the static magnetic field is also static. The
calculation of the current can then be performed assuming that the whole system is in
thermodynamic equilibrium, which greatly simplifies the computation.
The defining property of a WSM is the emergent chiral symmetry at small energies
and the existence of low energy excitations that behave like Weyl fermions. A P-breaking
WSM in thermodynamic equilibrium can be modelled by a time-independent Dirac-type
Hamiltonian with finite chiral chemical potential µA. As we have mentioned above, the
chiral charge is not conserved due to the anomaly and the notion of a chiral chem-
ical potential is problematic. Moreover, calculations in the framework of chiral kinetic
theory [78, 79], magnetostatics [80, 81] and magnetohydrodynamics [82] point to the
existence of the so-called chiral plasma instability: In a plasma of chiral fermions that
is coupled to an electromagnetic field the chiral chemical potential decays at the ex-
pense of increasing the magnetic helicity. The origin of the chiral plasma instability is
the coupling of the chiral fermions to the magnetic field. In solid state systems the inter-
action with the magnetic field is suppressed by a factor of 1/vF, which is quite large in
WSMs. It is therefore reasonable to assume that the timescale of the decay of the chiral
imbalance in a WSM is much larger than the timescale for the dynamics due to the in-
ter-electron interactions, like for example the spontaneous breaking of chiral symmetry
and the formation of a chiral condensate. Real-time simulations of the chiral plasma
instability support this assumption [83]. Furthermore, the decay of the chiral chemical
potential can be compensated by “chirality pumping” in parallel electric and magnetic
fields, as described by Equation (4.3). We conclude that the concept of a chiral chemical
potential, albeit ill defined in general, can be quite useful as an approximation if either
the timescale of the dynamics one is interested in is much smaller than the decay time
of the chiral imbalance or if the decay is counterbalanced by the generation of chiral
charge in parallel or circularly polarised electromagnetic fields.
Since the magnetic interactions are suppressed by a factor of vF/c compared to the
electric interactions, we neglect the magnetic part of the electromagnetic inter-electron
interactions in our model. In this first, exploratory study we keep the model as simple
as possible and only include spontaneous on-site inter-electron interactions. In general,
mean-field phase diagrams with only on-site interactions qualitatively reproduce the
most important features of phase diagrams obtained with more realistic interaction po-
tentials. Moreover, as we will see later on, this approximation significantly reduces the
complexity of the calculations in the mean-field approximation. The instantaneous ap-
proximation, on the other hand, is justified by the smallness of the Fermi velocity vF in
realistic WSMs.
In any realistic WSM the chiral symmetry around the Weyl points in the spectrum
is just a low-energy effective symmetry and it is explicitly broken for high energies.
The possible patterns of spontaneous symmetry breaking in a WSM are therefore quite
different than for continuum Dirac fermions.
It is therefore important to go beyond a simple Dirac cone approximation and take
the explicit breaking of chiral symmetry into account. The ansatz [58, 84–87] for our
tight-binding lattice model of a WSM is the Wilson–Dirac Hamiltonian with finite bare
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chiral chemical potential µ0A and a repulsive on-site inter-electron interaction potential
U > 0:
Hˆ =
∑
x,y
ψˆ†xh
(0)
xy ψˆy +U
∑
x
(
ψˆ†xψˆx − 2
)2
, (4.4)
where the sums run over all the lattice sites, h(0)xy is the single-particle Wilson–Dirac
Hamiltonian on the isotropic three-dimensional cubic lattice and ψˆ†x and ψˆy are the
fermionic creation and annihilation operators at the lattice sites x and y. In the absence
of external gauge fields the momentum space single-particle Hamiltonian is given by
h(0)(~k) =
3∑
i=1
αivF sin(ki) + 2rγ0
3∑
i=1
sin2(ki/2) + γ0m0 + γ5µ0A, (4.5)
with the Dirac mass term m0, the Fermi velocity vF and the Wilson coefficient r. The
explicit form of the Dirac matrices αk and the gamma matrices is given in Appendix A.
In Equation (4.5) we have applied a convention from lattice QCD, where the lattice
spacing a is set to a = 1 and all dimensionful quantities are measured in units of
the lattice spacing a. If necessary the explicit dependence on the lattice spacing can be
restored by dimensional analysis.
In momentum space the single-particle Hamiltonian is given by
h
(0)
xy =
3∑
k=1
−iαkvF∇k,xy + rγ0
2
∆xy + γ0m
0 + γ5µ
0
A (4.6)
and the dependence of the Hamiltonian (4.4) on external gauge fields ~A(~x) can be in-
corporated by applying a Peierls substitution of the link phases Ax,k =
∫x+kˆ
x Ax,k(z)dz,
where kˆ is the lattice unit vector in direction k, to the finite difference operators [88–
90]. After the Peierls substitution the lattice discretisations of the covariant derivative
operator ∇k and the Laplacian ∆ = −∇2k are given by
∇k,xy = 1
2
(
eiAx,kδx+kˆ,y − e
−iAx−kˆ,kδx−kˆ,y
)
and
∆xy =
3∑
k=1
(
2δx,y − e
iAx,kδx+kˆ,y − e
−iAx−kˆ,kδx−kˆ,y
)
.
(4.7)
Note that in the Hamiltonian (4.4) we ignore back-reactions and treat the vector potential
Ak(x) as a non-dynamical external field, which acts as the source of the static electric
current.
Altogether there are five free parameters in our model: The bare mass m0 and bare
chiral chemical potential µ0A, the strength of the inter-electron interaction U, the Wilson
parameter r and the Fermi velocity vF.
In Appendix B we show that the dependence on the Fermi velocity is trivial and
changing vF simply amounts to a rescaling of the model parameters and observables.
We can therefore set vF = 1 in all our calculations and the dependence of our results on
vF can be restored with the help of the expressions given in Appendix B.
The dependence of the single-particle Hamiltonians (4.5) and (4.6) on the Wilson
parameter is non-trivial. Changing r amounts to rescaling the phase diagram in the
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m0-direction and an additional squeezing/stretching. Nevertheless, as we show in Ap-
pendix B, qualitatively the phase structure of our model looks the same for different
values of r. In order to further reduce the number of free parameters we thus also set
the Wilson parameter to r = 1.
4.3 the partition function
In thermodynamic equilibrium all physical properties of a system can be derived from
the partition function and its derivatives. The partition function at temperature T is
given by
Z = tr exp
(
−βHˆ
)
; β = T−1. (4.8)
Even for the simple model Hamiltonian (4.4) it is not possible to calculate the parti-
tion function analytically. In this work we follow [14] and use a mean-field ansatz as a
starting point for numerical calculations. As a first step we have to bring the partition
function of our model in a form suitable for performing a mean-field approximation.
We begin by splitting the Hamiltonian (4.4) in a free part Hˆ0 and the inter-electron
interaction term HˆI. Applying a Suzuki–Trotter decomposition and introducing the nota-
tion ∆τ = β/N the exponent in the partition function can be rewritten as
e−βHˆ = e−β(Hˆ0+HˆI) = lim
N→∞
(
e−∆τHˆ0e−∆τHˆI
)N
. (4.9)
In terms of the charge operator qˆx =
∑
α ψˆ
†
x,αψˆx,α − 2, where the sum runs over the
Dirac indices α, the interaction term is given by HˆI = U
∑
x qˆ
2
x. What makes the evalu-
ation of the partition function challenging is the term with a product of four fermionic
operators, which appears if we square the charge operator:
qˆ2x =
(
ψˆ†x,αψˆx,α − 2
)(
ψˆ
†
x,βψˆx,β − 2
)
= −ψˆ†x,αψˆx,βψˆ
†
x,βψˆx,α + ψˆ
†
x,αψˆx,α,
(4.10)
In Equation (4.10) and for the rest of this chapter we assume an implicit summation over
repeated Dirac indices to avoid a cluttered notation. Note that the charge operators qˆx
and qˆy at different lattice sites x and y commute and we can write
exp
(
−∆τHˆI
)
=
∏
x
exp
(
−U qˆ2x
)
. (4.11)
Inserting (4.10) into Equation (4.11) gives terms of the form
exp
(
−∆τU (ψˆ†x,αψˆx,βψˆ
†
x,βψˆx,α + ψˆ
†
x,αψˆx,α)
)
(4.12)
and we can use the Baker–Campbell–Hausdorff formula to replace (4.12) by a product
of exponents:
exp
(
−∆τU ψˆ†x,αψˆx,βψˆ
†
x,βψˆx,α
)
exp
(
−∆τU ψˆ†x,αψˆx,α)
)
. (4.13)
In doing so we make an error of O(∆τ2), which vanishes in the limit ∆τ→ 0 (N→∞).
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What we have achieved so far is to rewrite an exponential function of a sum of oper-
ators as an product of exponential functions. The exponents containing products of at
most two fermionic operators will lead to simple Gaussian integrals, but the term with
a product of four fermionic operators cannot be treated analytically.
The next task is to rewrite the exponential function of a product of four fermionic op-
erators in a more manageable form and to this end we perform a Hubbard–Stratonovich
transformation [91, 92]. The Hubbard–Stratonovich transformation is a generalisation of
the Gaussian integral identity
exp
(
−κx2
)
=
1√
κpi
∞∫
−∞
exp
(
−
y2
4κ
− ixy
)
dy κ ∈ R+ (4.14)
and allows us to rewrite the first exponential function in (4.13) in terms of a Gaussian
integral over an auxiliary Hubbard–Stratonovich field Φx containing only products of
at most two fermionic operators. In principle, the Hubbard–Stratonovich field is just a
dummy integration variable and the specific form of the field does not matter. This is
true if the integration over the field is performed exactly, but later on we want to apply
a mean-field approximation. As we will see, the choice of the field then has an effect on
the possible mean-field condensates. Keeping this in mind we choose a general form for
the Hubbard–Stratonovich field where Φx = Φx,αβ(τ) can be any Hermitian matrix in
spinor space and can have an explicit Euclidean time dependence:
exp
(
−∆τU ψˆ†x,αψˆx,βψˆ
†
x,βψˆx,α
)
=∫
dΦx,αβ exp
(
−
∆τ
4U
Φx,αβΦx,βα −∆τΦx,αβψˆ
†
x,αψˆx,β
)
, (4.15)
where we have suppressed the explicit τ dependence of the field Φx,αβ in our notation
and absorbed the constant 1/
√
piU in the definition of the integral measure dΦx,αβ.
Inserting our results (4.11),(4.13) and (4.15) into (4.9) and taking the limit ∆τ → 0 we
can express the partition function (4.8) in terms of the partition function Z0[Φx(τ)] of a
free fermion gas in the background of the Hubbard–Stratonovich field Φx(τ). Using the
time ordering operator T and switching to a matrix-vector notation in spinor space we
arrive at
Z =
∫
DΦx,αβ(τ)Z0[Φx(τ)] exp
− 1
4U
β∫
0
trΦ2x(τ)dτ
 , (4.16)
where the partition function Zo is given by
Z0[Φx(τ)] = trT exp
− β∫
0
(
Hˆ0 +
∑
x
ψˆ†xΦx(τ)ψˆx
)
dτ
 . (4.17)
It is important to stress that so far we have not used any approximations. The partition
function (4.16) is still exact. What we have achieved by using the Hubbard–Stratonovich
transformation to rewrite the partition function is to bring it to a form that is well suited
for a mean-field approximation.
30 modelling a weyl semimetal
4.4 the free energy in the mean-field approximation
Starting from the partition function in the form (4.16) we can compute the free energy
of the model in the mean-field approximation. The mean-field approximation amounts
to replacing the integral over the field Φx(τ) by a saddle-point approximation. It is
at this point of our calculation that the type of the field Φx(τ) becomes important. In
general, the saddle-point of a matrix valued field will be different than, for example, the
saddle-point of a scalar field.
Let Φ?(τ) be the value of the Hubbard–Stratonovich field at the saddle-point. Under
the additional assumption that Φ?(τ) = Φ? does not depend on the Euclidean time τ,
the free energy F = −T ln(Z) in the mean-field approximation is given by
F[Φ?x] = F0[Φ
?
x] +
∑
x
trΦ?2x
4U
, (4.18)
where F0[Φx] is the free energy of the free single-particle Hamiltonian
hˆxy = h
(0)
xy +Uδxy +Φxδxy. (4.19)
Explicitly F0[Φx] reads as
F0[Φx] = −T ln
[
tr exp
(
−β
∑
x,y
ψˆ†xhˆxyψˆy
)]
= −T
∑
i
ln
(
1+ e−βεi
) (4.20)
and the sum in the second line is over all energy levels εi of the single particle Hamilto-
nian (4.19).
Experiments with WSMs are typically performed at very low temperatures of order
∼ 10K [5, 6, 60, 61]. We will thus perform most of our calculations in the limit of van-
ishing temperature. The effects of finite temperature on our results are discussed in
Sections 4.5.3 and 5.2.1.
In the limit T → 0 the terms −T ln (1+ e−βεi) in (4.20) become Θ(−εi), where
Θ(x) =
0 x < 0
1 x > 0
(4.21)
is the Heaviside step function. The free energy is then given by
F =
∑
εi<0
εi +
∑
x
trΦ?2x
4U
. (4.22)
The first sum in (4.22) is the fermionic contribution to the free energy and has an intuitive
physical interpretation: In the ground state all the negative energy states of the Dirac
sea are filled and all the positive energy states are empty. Therefore, the fermionic free
energy is simply the sum over all the negative energy levels.
If we restore the spin indices in the single-particle Hamiltonian, we find that it con-
tains a term, Uδαβδxy, which is diagonal in spinor space and therefore acts as an effect-
ive chemical potential. A finite chemical potential induces a finite electric charge in the
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system. Our initial Hamiltonian describes an electrically neutral system and this would
lead to a violation of charge conservation. Note that the Hubbard–Stratonovich field
Φx,αβ also contains terms that can introduce an effective chemical potential. We can
explicitly rewrite the Hubbard–Stratonovich field Φx,αβ = µeffδαβ + Φ˜x,αβ as the sum
of an effective chemical potential term and a traceless Hermitian matrix Φ˜x,αβ. In [14]
it was shown that in a self-consistent mean-field approximation the term Uδαβδxy will
be exactly cancelled by the contribution µeffδαβ from the Hubbard–Stratonovich field
and that the total chemical potential is zero. This means that we can simplify our model
by considering only trace-less Hubbard–Stratonovich fields Φx from now on and by
simultaneously replacing the effective single-particle Hamiltonian (4.19) by
hˆxy = h
(0)
xy +Φxδxy. (4.23)
Additionally, we introduce a “physical basis” for the Hubbard–Stratonovich fields and
write Φx as a sum over a basis set of 15 traceless Hermitian matrices:
Φx =
15∑
A=1
ΓAΦx,A ,
ΓA ∈ {γ5αk,γ0,γ0γ5αk,−iγ5γ0, iγ0αk,γ5,αk} ,
(4.24)
where the index k ∈ {1, 2, 3} labels the spatial directions. It is straightforward to check
that the basis matrices are normalised such that tr(ΓAΓB) = 4δAB and the trace of the
squared Hubbard–Stratonovich field is given by trΦ2x = 4
∑15
A=1Φ
2
x,A. In the mean-field
approximation a non-zero value of Φx,αβ = Φ?x,αβ corresponds to a finite value of the
fermionic condensate, i.e. Φx,αβ ∝ 〈ψˆ†x,αψˆx,β〉. The basis (4.24) is very convenient if we
are interested in the properties of the condensates under symmetry transformations.
4.5 mean-field phase diagram
A priori there are no physical constraints for the saddle-point Hubbard–Stratonovich
Φ?x field and it can depend on the lattice site x. To make the computation of the phase
diagram and the transport properties of the model significantly simpler, we assume that
Φ? = Φ?x is homogeneous and isotropic. Under this assumption, whose validity will be
discussed in more detail later on, all possible saddle-point values can be written in the
form
Φ? = (mr −m
0)γ0 + imiγ0γ5 + (µA − µ
0
A)γ5, (4.25)
where we introduced the renormalised mass mr, the renormalised chiral chemical po-
tential µA and the CP-breaking mass term mi, which corresponds to the “pion” (or “ax-
ion”) condensate 〈ψˆ†γ0γ5ψˆ〉. Remember that the chiral chemical potential is not coupled
to a conserved charge and is not protected from renormalisation.
Using the ansatz (4.25) the mean-field free energy for a lattice with spatial extend LS
has the simple form
F[Φ?]
L3S
=
1
L3S
∑
ε<0
ε+
(mr −m
0)2 +m2i + (µA − µ
0
A)
2
U
. (4.26)
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In the absence of external fields (i.e. Ax,k = 0) the energy levels of the effective single-
particle Hamiltonian (4.23) can be evaluated analytically and are given by
ε = εs,σ(~k) = s
√
(S− σµA)2 +m
2
i + (mr +W)
2, (4.27)
where s ± 1, σ ± 1 and we define the abbreviations S =
√∑
ki
sin2(ki) and W =∑
ki
2 sin2(ki/2) for the sake of better readability.
The parameter space of our model is quite large and it is not feasible to scan over all
possible values of the free parameters. Ultimately we are only interested in regions in
parameter space where our model reproduces the features of a WSM. In particular, this
means that we can discard parts of the parameter space where the renormalised mass is
large and chiral symmetry is broken explicitly even at small energies.
To better understand the effect of mass renormalisation in our model let us look at
the Wilson–Dirac Hamiltonian (4.4) again. As we have seen in Section 2.2.1, in lattice
QCD Wilson introduced the term proportional to ∆xy to get rid of the doublers. Here,
however, Wilson–Dirac fermions are used to model the band structure of a crystal, where
the lattice spacing has a fixed and finite value. In our model the Wilson term is added
to take into account the fact that the continuum chiral symmetry in realistic WSMs is
only an emergent symmetry at low energies and is explicitly broken away from the Weyl
points.
In a crystal the doublers are observable physical excitations. Their mass is given by
the poles of the propagator in momentum-space. It is sufficient to consider the first
Brillouin zone, i.e. crystal momenta ki ∈ (−pi,pi], and the poles are located at positions
where
∑
ki sin
2(ki) = 0, see Equation (2.35). In the notation of this chapter the mass of
the doublers is given by
md = mr + 2λ, (4.28)
where λ is the number of components of ~k with ki 6= 0. In three dimensions λ can take
four values: λ = 0, 1, 2, 3. The values λ = 0 and λ = 3 can only be achieved in one way,
all components of ~k have to be the same. For λ = 1 there are three possibilities to place
the entry pi in a three-dimensional vector
~k = (pi, 0, 0)T, ~k = (0,pi, 0)T and ~k = (0, 0,pi)T. (4.29)
By the same argument there are three ways to place the 0 for λ = 2. Hence for a mass of
mr = 0 and −6 there is Nf = 1 Dirac cone in the spectrum of our model, whereas there
are Nf = 3 Dirac cones for mr = −2 and −4. In the limit U → 0 the renormalised mass
mr = m
0 and from Equation (4.28) it is easy to see that non-trivial phases with massless
excitations can only exist for −6 6 m0 6 0. Thus we restrict m0 to this parameter range
in our study of the phase diagram.
Remember that we have set vF = r = 1 and expressed all dimensionful quantities
in units of the lattice spacing a. There are now only three free parameters left in our
model, namely the bare mass m0, the bare chiral chemical potential µ0A and the inter-
-electron interaction potential U. We scan over these free parameters to compute the
phase diagram. The value of the mean-field parameters can be found by minimising the
free energy (4.22) with respect to mr,µA and mi. A variant of the differential evolution
algorithm [93] is used to find the global minimum of the free energy numerically.
4.5 mean-field phase diagram 33
The mean-field phase diagram of our model features two distinct phases – an “Aoki”
phase [94] where the CP-symmetry is spontaneously broken by a non-zero CP-breaking
mass term mi 6= 0 and a CP-symmetric phase where mi = 0. The spontaneous breaking
of the discrete CP symmetry in the lattice model (4.4) is a remnant of the spontaneous
breaking of the continuous chiral symmetry, which is only a emergent low-energy sym-
metry for Wilson–Dirac fermions.
In condensed matter and solid state physics terminology the Aoki phase is known as
“axionic insulator” phase with an non-zero condensate of an effective axion field. (For
some recent examples of effective axion fields in condensed matter systems see e.g. [86,
95–97].)
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Figure 4.2: Mean-field phase diagram for the model (4.4) in the m0-U–plane for different
values of the bare chiral chemical potential. The symbols mark the boundary of the Aoki
phase. The CP-breaking mass term mi 6= 0 in the region enclosed by the symbols.
The mean-field phase diagram of our model in the m0-U-plane for different values of
the bare chiral chemical potential µ0A is depicted in Figure 4.2. We find that the phase
diagram is symmetric around the line where m0 = −3. Increasing the value of µ0A shifts
the critical inter-electron interaction potential for the onset of the Aoki phase to smaller
values. An analogous effect was observed in a model of interacting continuum Dirac
fermions, where the chiral chemical potential decreases the critical interaction strength
for spontaneous chiral symmetry breaking [14].
In Figure 4.3a the mean-field value of the CP-breaking mass term mi is plotted as
a function of U for different values of the bare chiral chemical potential and m0. The
transition between the normal insulator/semimetal phase and the Aoki phase withmi 6=
0 appears to be a sharp second-order phase transition for all values of µ0A.
The chiral chemical potential is subject to a strong multiplicative renormalisation. Fig-
ure 4.3b shows the renormalised chiral chemical potential as a function of U for different
values of µ0A and m
0. If the initial bare chiral chemical potential is zero, the renormal-
ised chiral chemical potential stays zero up to the highest values of U investigated in
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Figure 4.3: (a) The CP− breaking mass term mi as a function of the interaction potential
U for different values of the bare mass m0 and bare chiral chemical potential µ0A. (b) The
renormalised chiral chemical potential µA as a function of the interaction potential U at
fixed values of m0 and µ0A.
this study. For every finite value of µ0A, on the other hand, a strong renormalisation of
the chiral chemical potential is observed in both phases of our model. The increase of
µ0A with U is a bit stronger in the phase with broken CP-symmetry. This can be seen,
for example, in the plot for µA with µ0A = 0.15 and m
0 = −3.50, where a small kink is
visible around U = 3 . Comparing with the plots for mi in Figure 4.3a it becomes clear
that this kink coincides with a change from the Aoki phase to the CP-symmetric phase.
Again the results are in good qualitative agreement with [14].
4.5.1 Finite Volume Effects
All results presented so far were achieved with a lattice of spacial extend LS = 50. Pos-
sible finite size effects on the phase diagram were addressed in [52]. There it was found
numerically for LS = 8, 10, 12 that finite size effects have little influence on the mean-field
phase diagram. In general, our results for LS = 50 confirm these findings, but we ob-
serve that the so called “Aoki fingers”, the thin structures which point to the values of
m0 = 0,−1,−3,−6, get thinner as LS is increased. As is shown in Figure 4.4, for LS = 50
we are no longer able to resolve the fingers numerically.
Even for small lattice sizes the Aoki fingers vanish (or are too small to be resolved) as
soon as we introduce a finite bare chiral chemical potential µ0A. To study the anomalous
transport properties of our model we are working with values 0 < µ0A < 0.3 of the
bare chiral chemical potential. The volume dependence of the Aoki fingers is thus of
minor importance for the main points of this work and we will use LS = 50 in all our
calculations.
4.5.2 Fate of the Aoki Fingers
The Aoki fingers are an interesting feature of our model and for completeness we briefly
discuss their finite volume dependence for µ0A = 0. In [94] Aoki has published a conjec-
ture for the phase diagram of lattice QCD with Wilson fermions. A phase diagram with
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Figure 4.4: Dependence of the mean-field phase diagram on LS. The Aoki fingers are volume
dependent and seem to vanish in the limit LS → ∞. For finite values of µ0A the fingers are
not present and the phase diagrams for different lattice sizes LS overlap within numerical
precision. The phase boundaries for µ0A = 0.10 are shifted by −0.8 in U-direction for better
visibility.
two phases was suggested, based on calculations in the two-dimensional Gross–Neveu
model and in an effective model of lattice QCD. In the context of our model the order
parameter for the phase transition is the CP-breaking term mi, which becomes finite in
one phase (Aoki phase, axionic insulator phase) and vanishes in the other phase. In the
Hamiltonian formalism time is not discretised and is treated as a continuous variable.
Thus in the conjectured phase diagram in D dimensions the Aoki phase forms D fingers,
which touch the bare mass axis at characteristic points as the coupling U goes to zero.
A simple heuristic argument shows that in our model, in general, the fingers will not
extend all the way down to touch the bare mass axis. The “pion” mass, which is given
by m2pi =
∂2F
∂m2i
, has to vanish at the border of the Aoki phase. In D = d+ 1 dimensions
the second derivative of the mean-field free energy (4.26) is given by
∂2F
∂m2i
=
1
2LdS
∑
~k,σ
(
1
ε−1,σ(~k)
−
m2i
ε−1,σ(~k)3
)
−
2
U
, (4.30)
where ~k is now a d-dimensional vector and we sum over all vectors ~k in the Brillouin
zone. If we take the limit LS →∞ the sum in (4.30) becomes an integral:
1
LdS
∑
~k
→ 1
(2pi)d
∫
d~k ∝
∫
dkk(d−1). (4.31)
In the last integral we have switched to d-dimensional spherical coordinates. If µ0A = 0
the energy levels become degenerate1 and we define ε−1 := ε−1,1 = ε−1,−1. The phase
1 The d-dimensional energy levels are simply a generalisation of (4.27).
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transition is not of first order and therefore mi is continuous across the phase boundary.
Consequently close to the phase boundary mi  1 and around points of constant W +
mr = 0 the integral is dominated by the contributions from k 1 approximated by
∂2F
∂m2i
≈ 2
U
− γ
∫
dkk(d−1)
 1√
k2 +m2i
−
m2i√
(k2 +m2i )
3
 , (4.32)
where the normalisation factors 1/(2pi) and the contribution from the solid angle integral
are combined in the positive constant γ. For the following argument the exact numerical
value of γ is not important.
Obviously the term 2/U diverges as we approach the bare mass axis. For the pion
mass m2pi =
∂2F
∂m2i
to vanish, this divergence has to be cancelled by the integral in (4.32).
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Figure 4.5: Pion mass in 2D in the limit LS → ∞. Left: Pion mass in the m0-U–plane. At
the border of the Aoki phase mpi = 0 and the Aoki fingers are clearly visible up to very
small values of U. Right: The small peak in the pion mass around U = 0.047 at m0 = −1.97
is a sign for the existence of the Aoki phase. The vanishing of the pion mass at the phase
boundaries is hard to resolve in numerical calculations.
If we fix the dimension toD = 1+ 1, the integral of the first term will diverge as ln(mi)
and the integral of the second term will not be divergent as mi → 0. It is then possible to
cancel the divergence and the Aoki fingers can reach all the way down to the bare mass
axis. Results of numerical calculations in our model in the limit LS → ∞ in D = 1+ 1
dimensions are shown in Figure 4.5. The results strongly support our heuristic reasoning
and are consistent with the statement that the Aoki fingers touch the bare mass axis.
Let us now turn to the caseD = 3+ 1. Here the first integral is not divergent asmi → 0
and neither is the second integral. Thus the Equation (4.32) does no longer have roots
for small values of U and the Aoki phase cannot persist all the way down to the bare
mass axis.
The same argument can explain why the Aoki fingers depend on the lattice size LS. For
small LS the sum in Equation (4.30) diverges as 1/
√
k2 for vanishing mi and a solution
for ∂
2F
∂m2i
= 0 can be found even for small U. As LS is increased, the sum becomes an ever
better approximation of a (non-diverging) integral and hence (4.30) does no longer have
roots for U 1.
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4.5.3 Finite Temperature
Although we will mostly work in the limit of T → 0 it is interesting to check how the
mean-field phase diagram depends on the temperature. Numerically this does not pose
any difficulties, all we have to do is to replace the fermionic part of the free energy (4.26)
by the more general expression (4.20).
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Figure 4.6: Phase diagram in the m0-U-plane for different temperatures at fixed µ0A = 0.10.
In Figure 4.6 the phase diagram for different temperatures at fixed µ0A = 0.10 is shown.
In general, finite temperature tends to “melt” the fermionic condensates and one expects
that the onset of the Aoki phase is shifted to higher values of the inter-electron inter-
action potential U as T is increased. In our model this shift turns out to be quite small,
even for a temperature T = 1, which is of the order of the bandwidth in our model.

5
S TAT I C C H I R A L M A G N E T I C C O N D U C T I V I T Y
In the lattice model (4.4) current can only flow along the links between adjacent lattice
points. We denote the electric current in direction k at lattice site x by jx,k. The expect-
ation value of the current jx,k is given by the derivative of the free energy over the link
phase factor Ax,k:
〈jx,k〉 = δF[Ax,k]
δAx,k
. (5.1)
For the derivations in this chapter it is important to keep in mind that the free energy
F = F[Ax,k] depends on the link phases and we reflect this in our notation.
The linearised response of the current density to small external fields can be found
by expanding Equation (7.17) around A = 0. In thermodynamic equilibrium the elec-
tric current vanishes in the absence of external gauge fields and therefore in the linear
response approximation the current is given by
〈jx,k〉 =
∑
y,l
δ2F[Ax,k]
δAx,kδAy,l
∣∣∣∣
A=0
Ay,l. (5.2)
Ultimately we are not interested in the current itself, but in the static chiral magnetic
conductivity σCME. The chiral magnetic conductivity is the proportionality constant that
relates the external magnetic field to the induced current. In this work we consider static
magnetic fields with a spacial modulation. We assume that the vector gauge potential is
parallel to the second coordinate axis and that the wave vector of the magnetic field is
parallel to the third axis. The magnetic field Bi(x) = ijk∂xjAk(x) and the current are
then both parallel to the first coordinate axis. In momentum space the Kubo formula for
σCME is given by [98–100]:
σCME(k3) = −
i
k3
1
L3S
∑
x,y
eik3(x3−y3)
〈
jx,1jy,2
〉
= −
i
k3
1
L3S
∑
x,y
eik3(x3−y3)
δF[Ax,k]
δAx,1δAy,2
∣∣∣∣
A=0
,
(5.3)
where the (double) sum in the lattice Fourier transformation runs over all lattice sites.
5.1 second variation of the mean-field free energy
Equation (5.3) relates the chiral magnetic conductivity to the second variations of the
free energy with respect to the link phases Ax,k. The mean field free energy F = F[Φ?]
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is given by minimising Equation (4.18) with respect to the Hubbard–Stratonovich field.
In general, the free energy as well as the value Φ? of the Hubbard–Stratonovich at the
minimum will depend on the external fields, i.e. F[Φ?] = F[Φ?(Ax,k),Ax,k].
In this section, following the arguments in [14], we derive a formula for the second
variation of the mean-field free energy, taking into account the explicit external field
dependence of Φ?. For the sake of a compact notation and to improve the readability of
the formulas we switch to a multi-index notation. Uppercase letters with a bar are used
as multi-index for Hubbard–Stratonovich fields and lowercase letters with a bar for the
link phases. Moreover, we assume summation over multi-indices if they appear twice in
an equation. In this notation the variation with respect to a link phase reads as
δ
δAa¯
=
∂
∂Aa¯
+
δΦA¯
δAa¯
∂
∂ΦA¯
. (5.4)
Using Equation (5.4) the second variation of the mean-field free energy is given by
δ2F
δAa¯δAb¯
∣∣∣∣
Φ?
=
δ
δAa¯
(
∂F
∂Ab¯
+
δΦB¯
δ∂Ab¯
∂F
∂ΦB¯
)∣∣∣∣
Φ?
=
(
∂2F
∂Aa¯∂Ab¯
+
δΦA¯
δAa¯
∂2F
∂ΦA¯∂Ab¯
+
+
δΦB¯
δAb¯
∂2F
∂Aa¯∂ΦB¯
+
δΦB¯
δAb¯
δΦA¯
δAa¯
∂2F
∂ΦA¯∂ΦB¯
)∣∣∣∣
Φ?
,
(5.5)
where we used the mean-field equation
∂F
∂ΦA¯
∣∣∣∣
Φ?
= 0 (5.6)
to get rid of all the terms containing a first order derivative of the free energy with
respect to the Hubbard–Stratonovich field.
It is clear how to compute the second order partial derivatives of the free energy in
Equation (5.5), but we still need to find an explicit expression for the variation of the
Hubbard–Stratonovich field with respect to the link phases. An implicit equation for
this quantity can be found by computing the variation of Equation (5.6):
δ
δAa¯
(
∂F
∂ΦA¯
)∣∣∣∣
Φ?
=
∂2F
∂ΦA¯∂Aa¯
∣∣∣∣
Φ?
+
δΦB¯
δAa¯
∂2F
∂ΦA¯∂ΦB¯
∣∣∣∣
Φ?
= 0 (5.7)
If we define the propagator GA¯B¯ of the Hubbard–Stratonovich field ΦA¯ via
GA¯B¯
∂2F
∂ΦA¯∂ΦB¯
∣∣∣∣
Φ?
= δA¯B¯ (5.8)
the variation is given by
δΦB¯
δAa¯
∣∣∣∣
Φ?
= −GA¯B¯
∂2F
∂ΦA¯∂Aa¯
∣∣∣∣
Φ?
. (5.9)
Using Equation (5.7) it is straightforward to see that the sum in the last line of Equa-
tion (5.5) is equal to zero. Exchanging the remaining variation term with the right hand
side of Equation (5.9), the second variation of the mean-field free energy reads as
δ2F
δAa¯δAb¯
∣∣∣∣
Φ?
=
∂2F
∂Aa¯∂Ab¯
∣∣∣∣
Φ?
− GA¯B¯
∂2F
∂ΦA¯∂Aa¯
∂2F
∂ΦA¯∂Ab¯
∣∣∣∣
Φ?
. (5.10)
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The last equation contains only partial derivatives with respect to the link phases and
Hubbard–Stratonovich fields. Computing the partial derivatives of the contribution of
the Hubbard–Stratonovich fields to the free energy (4.18) is trivial, but taking the deriv-
atives of F0 is quite involved.
In Equation (4.17) we have expressed the free energy F0 as a sum of simple func-
tions f(εi) of the energy levels εi of the effective singe-particle Hamiltonian (4.23). In
the following we use the finite temperature version of the free energy, where f(εi) =
−T ln(1+ e−βεi).
The second derivatives of F0 with respect to some arbitrary parameters ϑ and ζ can
be rewritten in terms of derivatives of F0 with respect to εi and derivatives of εi with
respect to these parameters:
∂2F0
∂ϑ∂ζ
=
∑
εi
(
∂2f(εi)
∂ε2i
∂εi
∂ϑ
∂εi
∂ζ
+
∂f(εi)
∂εi
∂2εi
∂ϑ∂ζ
)
(5.11)
It is a simple exercise to compute the derivatives of the function f, which are given by
∂f(εi)
∂εi
=
1
eεiβ + 1
and
∂2f(εi)
∂ε2i
=
−β
4 cosh2(βεi2 )
. (5.12)
However, in the presence of external gauge fields there is no longer a closed analytical
expression for the energy levels εi. In general, it will not be possible to compute the
derivatives of the energy levels analytically.
We are interested in the case where the parameters ϑ and ζ are either link phases
or Hubbard–Stratonovich fields. In our approximation the Hubbard–Stratonovich fields
and the external gauge fields are static. Hence we can use time independent perturbation
theory to approximate the derivatives of the energy levels:
∂εi
∂ϑ
≈ 〈ψi| ∂hˆ
∂ϑ
|ψi〉
∂2εi
∂ϑ∂ζ
≈ 〈ψi| ∂
2hˆ
∂ϑ∂ζ
|ψi〉+
∑
j6=i
〈ψi| ∂hˆ∂ϑ
∣∣ψj〉 〈ψj∣∣ ∂hˆ∂ζ |ψi〉
εi − εj
+
∑
j6=i
〈ψi| ∂hˆ∂ζ
∣∣ψj〉 〈ψj∣∣ ∂hˆ∂ϑ |ψi〉
εi − εj
,
(5.13)
where hˆ is the single-particle Hamiltonian (4.23) and |ψi〉 is the single-particle wave
function corresponding to the energy level εi. The first line in Equation (5.13) is simply
the first order perturbation theory result for the change in the energy εi. Taking the
derivative of the first line and using first order perturbation theory for the derivatives
of the eigenstates gives the second line1.
1 Compare also Equations (C.5) and (C.9) in Appendix C.
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Inserting the expressions (5.13) into Equation (5.11) yields
∂2F0
∂ϑ∂ζ
≈
∑
i
−β
4 cosh2(εiβ2 )
〈ψi| ∂hˆ
∂ϑ
|ψi〉 〈ψi| ∂hˆ
∂ζ
|ψi〉
+
∑
i
n(εi) 〈ψi| ∂
2hˆ
∂ϑ∂ζ
|ψi〉+
∑
i,j6=i
n(εi)
〈ψi| ∂hˆ∂ζ
∣∣ψj〉 〈ψj∣∣ ∂hˆ∂ϑ |ψi〉
εi − εj
+
∑
i,j6=i
n(εi)
〈ψi| ∂hˆ∂ϑ
∣∣ψj〉 〈ψj∣∣ ∂hˆ∂ζ |ψi〉
εi − εj
,
(5.14)
where n(εi) := ∂f(εi)/∂εi is the Fermi–Dirac distribution.
We stress again that we are calculating σCME in the linear response approximation.
When we use Equation (5.14) to compute the variation of the free energy in the Kubo
formula (5.3), we should therefore work in the limit of vanishing external fields and
set all link phases Ax,k to zero and the Hubbard–Stratonovich field to its mean-field
value Φ?. In this work we consider only the case of a homogeneous and isotropic Hub-
bard–Stratonovich field. Under this assumption the eigenstates of the effective single-
particle Hamiltonian (4.23) can be found analytically and the calculation of the partial
derivatives of the free energy in Equation (5.10) (5.14) is straightforward.
5.1.1 Explicit Expressions for the Second Variations of the Free Energy
For completeness we derive analytical expressions for the eigenstates of the effect-
ive-single particle Hamiltonian and briefly discuss the numerical implementation of the
second derivatives of the free energy.
In the absence of external gauge fields the momentum-space form of the Hamilto-
nian (4.23) is given by
hˆ(k) =
3∑
i=1
αi sin(ki) + 2γ0
3∑
i=1
sin2(ki/2) + γ0mr + iγ0γ5mi + γ5µA. (5.15)
The eigenvalues of this Hamiltonian are given by Equation (4.27) and have already been
used to find the mean-field values of mr, mi and µA. The eigenstates are given by
ϕs,σ(~k) =
 √12 + σS−µA2εs,σ ησ
s W+mr−imi
|W+mr+imi|
√
1
2 −
σS−µA
2εs,σ
ησ
 , (5.16)
where W and S are the short-hand notations defined after Equation (4.27) and ησ is the
eigenstate of the operator σi sin(ki) corresponding to the eigenvalue σS. The normalised
Bloch functions have the form
Ψs,σx (~k) = ϕs,σ(~k)
ei
~k·~x√
L3S
. (5.17)
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If we restore the explicit dependence of the free energy on all indices Equation (5.14)
reads as
∂2F0
∂ϑ∂ζ
≈
∑
s,σ,~p
n(εs,σ(~p)) 〈s,σ,~p| ∂
2hˆ
∂ϑ∂ζ
|s,σ,~p〉
−
∑
s,σ,~p
s¯,σ¯,~q
β
4 cosh2(εs,σ(~p)β2 )
〈s,σ,~p| ∂hˆ
∂ϑ
|s,σ,~p〉 〈s,σ,~p| ∂hˆ
∂ζ
|s,σ,~p〉
+
∑
s,σ,~p
s¯,σ¯,~q
(n(εs,σ(~p) −n(εs¯,σ¯(~q))
× 〈s,σ,~p|
∂hˆ
∂ζ
|s¯, σ¯,~q〉 〈s¯, σ¯,~q| ∂hˆ∂ϑ |s,σ,~p〉
εs,σ(~p) − εs¯,σ¯(~q)
,
(5.18)
where the sum is over s, s¯ = ±1, σ, σ¯ = ±1 and over all vectors ~p,~q in the Brillouin zone
and we have introduced the bra-ket–notation
〈s,σ,~p| Oˆ |s¯, σ¯,~q〉 =
∑
x,y
Ψ†s,σx (~p)OˆxyΨ
s¯,σ¯
y (~q). (5.19)
The first derivatives of the position-space single-particle Hamiltonian (4.23) with respect
to the link phases and Hubbard–Stratonovich field components are given by
∂hˆxy
∂Az,i
∣∣∣∣∣
A=0
= P+δz+iˆ,xδz,y + P−δz,xδz+iˆ,y and
∂hˆxy
∂Φz,A
∣∣∣∣∣
Φ=Φ?
= δz,xδz,yΓA,
(5.20)
with the definition P± = αi±iγ02 . The mixed second derivatives with respect to one
link phase and one Hubbard–Stratonovich field component are zero. The Hamilto-
nian depends linearly on Φx and thus the second derivatives with respect to the Hub-
bard–Stratonovich field components are also zero. The only second derivative that does
not vanish is
∂2hˆxy
∂Az,i∂Az¯,j
∣∣∣∣∣
A=0
= iδz,z¯δi,j(P−δz,xδz+iˆ,y − P+δz+iˆ,xδz,y). (5.21)
With the explicit formulae for the derivatives (5.20) and (5.21) to rewrite the matrix
elements in Equation (5.18) as
〈s,σ,~p| ∂hˆ
∂Az,i
|s¯, σ¯,~q〉 = ϕ¯s,σ(~p)jˆiϕs¯,σ¯(~q)e
−i(~p−~q)·~z
L3S
, (5.22)
〈s,σ,~p| ∂hˆ
∂Φz,A
|s¯, σ¯,~q〉 = ϕ¯s,σ(~p)ΓAϕs¯,σ¯(~q)e
−i(~p−~q)·~z
L3S
, (5.23)
〈s,σ,~p| ∂hˆ
∂Az,i∂Az¯,j
|s,σ,~p〉 = ϕ¯s,σ(~p) ∂jˆi
∂Aj
ϕs,σ(~p)
δz,z¯
L3S
, (5.24)
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where we define
jˆi
∣∣
A=0
:= P+e
−ipi + P−e
iqi , (5.25)
∂jˆi
∂Aj
∣∣∣
A=0
:= iδi,j(P−e
ipi − P+e
−ipi). (5.26)
Let us consider the partial derivative ∂2F0/∂Ai∂Aj as an example of how the terms
in Equation (5.10) can be evaluated numerically. By plugging the expressions (5.22) and
(5.24) into Equation (5.18) and performing the lattice Fourier transformation with respect
to z and z¯, i.e.
∂2F0
∂Ai∂Aj
(~k) =
1
L3S
∑
z,z¯
ei
~k(~z−~¯z) ∂
2F0
∂Ai∂Aj
(z, z¯), (5.27)
we finally arrive at an expression that can be summed up numerically in a straightfor-
ward way:
L3S
∂2F0
∂Ai∂Aj
(~k) =
∑
s,σ
∑
~p
[
n(εs,σ(~p))ϕ¯s,σ(~p)
∂ji
∂Aj
ϕs,σ(~p)
− δ~k,0β
ϕ¯s,σ(~p)jiϕs,σ(~p)ϕ¯s,σ(~p)jjϕs,σ(~p)
4 cosh2(βεs,σ2 )
+
∑
s¯,σ¯
ϕ¯s,σ(~p)jiϕs¯,σ¯(~q)ϕ¯s¯,σ¯(~q)jjϕs,σ(~p)
εs,σ(~p− εs¯,σ¯(~q)
× (n(εs,σ(~p) −n(εs¯,σ¯(~q))
]
,
(5.28)
where we have already performed the lattice Fourier transform, ~q is fixed to ~q = ~p+ ~k
and we sum over all momenta ~p in the Brillouin zone. Analogous expressions can be
derived for the partial derivatives ∂2F0/∂Ai∂ΦA and ∂2F0/∂ΦA∂ΦB.
5.2 mean-field results for the static chrial magnetic conductivity
After finding the renormalised values of mr, mi and µA by minimising the mean-field
free energy (4.26), the chiral magnetic conductivity σCME(~k) can be computed with the
Kubo formula (5.3) by using the approach outlined in the last section to evaluate the
second variation of the free energy given by Equation (5.10).
In Figure 5.1 σCME is plotted as a function of the wave vector ~k of the external magnetic
field. The wave vector ~k of the modulation of the external magnetic field is chosen to
be parallel to the third coordinate axis, i.e. ~k = k~e3. The bare chiral chemical potential
is fixed to µ0A = 0.05 and LS = 50 for all the plots in Figure 5.1. As we have discussed
in Section 4.5, gapless modes in our model can only exist along lines with constant
renormalised mass mr = 0,−2,−4,−6. Strictly speaking it is only for these characteristic
values of mr that our model describes a Weyl semimetal. In Figure 5.1 we thus focus
on the values mr = 0.00,−2.00,−4.00. To study the effects of a finite Fermion mass we
also include the value mr = −2.20. Remember that for mr = 0,−6 the spectrum of our
model contains one Dirac cone and Nf = 3 Dirac cones for mr = −2,−4. This can be
seen by comparing the plots for mr = 0.0 and mr = −4.0, where the linear scaling of
σCME(~k) with Nf is obvious.
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Figure 5.1: Numerical results for the chiral magnetic conductivity σCME at fixed, characteristic
values of the renormalised mass mr for different values of the inter-fermion interaction
potential U (lines with symbols). LS = 50 and µ0A = 0.05 in all plots. Clockwise from top left:
mr = 0.00,mr = −2.00, mr = −4.00 and mr = −2.20. The lines without symbols mark the
result (5.29) for free continuum fermions with Pauli–Villars regularisation evaluated at the
renormalised chiral chemical potential µA. Within each plot corresponding curves for the
continuum result and our model are plotted in the same style.
Additionally, we find that in our model the renormalised masses mr and −6 −mr
are equivalent, but the roles of the left- and right-handed spinor components are inter-
changed for the two renormalised mass values: Changing the mass from mr to −6−mr
in our model is effectively equivalent to changing the sign of the chiral chemical po-
tential. A clear signature of this behaviour can be seen in our plots, where the chiral
magnetic conductivity for mr = −2.0 and mr = −4.0 at the same U differs only by
a minus sign. Consequently the chiral magnetic conductivity exactly vanishes for any
value of the wave vector ~k on the line of fixed mr = −3, which is the symmetry axis of
the phase diagram of our model.
Taking the phase structure of our model and the number of Dirac cones in the spec-
trum into account, we find a qualitative agreement between our data outside the Aoki
phase at small wave vectors ~k and the continuum results for σCME(~k) obtained with
Pauli–Villars regularisation [13, 73]:
σPVCME =
Nr
(2pi)2
(
µA +
µ2A − k
2/4
k
ln
∣∣∣∣2µA − k2µA + k
∣∣∣∣) (5.29)
The sudden growth of the chiral magnetic conductivity around k = 2µA, a char-
acteristic feature of Equation (5.29), is also clearly visible for the lattice model results.
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Furthermore, we find that at some value of k > 2µA our results come close to the asymp-
totic value ± µA
2pi2
of the continuum result. At large values of k our data shows a decrease
of σCME(k) and not a saturation like in the continuum. This is to be expected, because in
our model chiral symmetry is explicitly broken for large k by the Wilson term.
We emphasise that σCME(k) depends on the renormalised chiral chemical potential µA,
which is measurable in experiments and not on the bare value µ0A. The chiral chemical
potential in WSMs can be measured, for example, in angular resolved photoemission
spectroscopy (ARPES) experiments [101] and such experiments will yield the renormal-
ised value of µA. To compare our data with the continuum result (5.29) we therefore use
the renormalised chiral chemical potential.
For all the plots in Figure 5.1 the lattice result for σCME(k) is smaller than the continuum
result (5.29) evaluated at the renormalised chiral chemical potential. We therefore con-
clude that the observed enhancement of σCME(k) with increased interaction potential U
is mainly caused by the strong renormalisation of the chiral chemical potential.
In the Aoki phase, where the effective single-particle Hamiltonian is gapped because
the CP-breaking mass term mi becomes finite, σCME(k) is suppressed for all values of k.
This is illustrated by the plot in the top right of Figure 5.1. At U = 2.25 we are deep
in the Aoki phase for a bare mass of m0 = −2.80 (compare Figure 4.2) and σCME(k)
is approximately zero. Note that this is not caused by a small renormalised chemical
potential. On the contrary, µA as a function of U in general grows faster in the Aoki
phase as is evident from Figure 4.3b and also from the continuum result in Figure 5.1.
Away from the characteristic mass valuesmr = 0,−2,−4,−6 the single-particle Hamilto-
nian is also gapped outside of the Aoki phase. In the top left of Figure 5.1 we show
results for σCME(k) at fixed mr = −2.20. In qualitative agreement with expectations from
continuum calculations [13, 73] the chiral magnetic conductivity is strongly suppressed.
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Figure 5.2: Estimate σmax of the asymptotic value of σCME(k) at µA  k  1 in the m0-U–
plane at fixed bare chiral chemical potential µ0A = 0.05. The red crosses mark the boarder of
the Aoki phase and the black dots denote the lines of constant mr = 0,−2,−4,−6.
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So far we have only presented results for some specific points in the phase diagram.
To study the behaviour of the chiral magnetic conductivity throughout the whole phase
diagram it is convenient to characterise σCME(k) by a single value. A choice that suggests
itself is the asymptotic value of σCME(k) at µA  k  1. For this range of momenta the
lattice value of σCME(k) should be a good approximation to the continuum value, which
approaches the asymptotic value NfµA
2pi2
for k µA (compare Figure 5.1). This asymptotic
value is – in a highly non-trivial way [13] – related to the anomaly coefficient and is
therefore universal.
On a lattice with finite spacial extend the number of (quantised) momenta in the range
µA  k 1 is finite. In particular, for LS = 50 the number of lattice momenta for which
it is reasonable to compare σCME(k) with the universal value NfµA2pi2 is quite small. The
numerical cost of our calculation scales like L3S and it is not feasible to increase LS in
order to have more lattice momenta in a given range. Thus we decided to estimate the
asymptotic value at µA  k  1 simply as the one where the absolute value of σCME(k)
among all lattice momenta is maximal. We define this estimate as
σmax:= ±max
k
|σCME(k)|, (5.30)
where the appropriate sign has to be chosen.
Characterising the chiral magnetic conductivity by a single scalar value makes it much
simpler to visualise its qualitative behaviour. In Figure 5.2 we plot σmax as a function of
the bare mass m0 and the interaction potential U at fixed µ0A = 0.05. We find that σmax is
peaked around the lines of constant bare massmr = 0,−2,−4,−6, where our model har-
bours massless excitations. In the Aoki phase with broken CP-symmetry σmax is strongly
suppressed and quickly decreases away from the phase boundary. The dependence on
σmax on U and m0 is non-trivial and depending on the value of m0 increasing U can lead
to an increase or decrease of σmax.
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Figure 5.3: Dependence of σmax on the renormalised chiral chemical potential µA for different
points in the m0-U–plane. The points are connected with straight lines to guide the eye.
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To compare the results for σmax with the universal value µA2pi2 in the result for free
continuum fermions (4.2), we assume that σmax is a linear function of the renormalised
chiral chemical potential µA. Figure 5.3, where σmax is plotted as a function of µA for
different sets of parameters, supports this assumption.
We can therefore estimate the ratio of the asymptotic value σmax over the renormalised
chiral chemical potential µA by fitting σmax(µA) to a one parameter linear function:
σCME(µA) = κµA. (5.31)
The fit parameter κ is precisely the ratio we are interested in. Figure 5.4 shows the
results for the fit parameter κ = σCME/µA fitting as a function of the bare mass m0 and
the inter-electron interaction potential U. For the fits we used three data points at bare
chiral chemical potential µ0A = 0.05, 0.10, 0.15, where σmax(µA) is well approximated by
a linear function. Like σmax itself the ratio σCME/µA has peaks along the lines of constant
renormalised mass mr = 0.0,−2 − 0,−4.0 − 6.0 and is very small in the Aoki phase.
Even the peak value of σCME/µA in the vicinity of the lines with Nf = 3 or Nf = 1
Dirac cones in the energy spectrum never exceeds the universal value NfµA/(2pi2). In
stark contrast to the results for model calculations with interacting continuum Dirac
fermions, where a strong enhancement of σCME has been observed in the phase with
broken chiral symmetry [14], we find that σCME becomes very small in the Aoki phase.
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Figure 5.4: Ratio of the estimated asymptotic value σmax of σCME(k) at µA  k  1 to
the renormalised chiral chemical potential µA. The black dots mark the lines of constant
renormalised mass mr = −6,−4,−2, 0 and the red crosses indicate the border of the Aoki
phase for µA = 0.0.
To better understand the influence of inter-electron interactions on the chiral magnetic
conductivity let us have a closer look at the second variation of the free energy (5.10),
which enters the Kubo formula (5.3). The first term on the right hand side of Equa-
tion (5.10) is given by the partial derivatives of F with respect to the link phases and
describes the electromagnetic response of the non-interacting system with the renorm-
alised singe-particle Hamiltonian (4.23). In an experiment the renormalised and not the
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bare parameters are the physical observables. The first term does therefore not really
capture the effects of inter-electron interactions. The second term in Equation (5.10), on
the other hand, describes the non-trivial contributions to the variation of the free energy
due to the interactions. It has been shown in [14] that this term can be interpreted as an
infinite sum of ladder diagrams in the weak-coupling regime.
In summary the first (tree-level) term in the variation of the free energy includes the
change of the linear electromagnetic response due to a renormalisation of the model
parameters mr,mi, µ0A and the second term describes non-trivial loop corrections corres-
ponding to ladder diagrams with an arbitrary number of fermionic loops.
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Figure 5.5: Relative importance of the two contributions to the chiral magnetic conductivity.
Solid lines with symbols mark the tree-level contributions to σCME(k) (first term in (5.10))
and dashed lines the contribution of the loop diagrams (second term in (5.10)). Curves with
the same symbol are evaluated for the same set of parameters. To fit both contributions on
the same plot the (very small) contributions of loop diagrams are multiplied by a factor 104
(mr = 0.0) or 102 (mr = −2, 0). The bare chiral chemical potential is fixed to µ0A = 0.15 in all
plots.
In Figure 5.5 we separately plot the tree-level and the loop-diagram contributions
to the chiral magnetic conductivity σCME(k) for fixed bare chiral chemical potential
µ0A = 0.15. The loop contributions turn out to be orders of magnitude smaller than
the tree-level contributions in the CP-symmetric phase. For a bare mass m0 = −2.0 the
loop corrections are approximately 100 times smaller and for m0 = −0.0 they are even
104 times smaller than the tree-level contributions. In the Aoki phase the situation is
different. As we have seen σCME(k) is strongly suppressed if mi 6= 0. The point with
mr = −2.0 and U = 2.25 lies deep in the Aoki phase and the tree-level contribution
becomes very small. The contribution from the loop-diagrams on the other hand has
roughly the same value it had outside of the Aoki phase and hence the two contribu-
tions now have roughly the same magnitude.
It is interesting to check if the results for the few specific points in Figure 5.5 are
representative and hold for all points in the phase diagram. To this end we look at the
absolute value of the ratio of the tree-level and the loop contributions to the chiral mag-
netic conductivity. In Figure 5.6 we plot this ratio for different fixed lattice momenta k
and fixed µ0A = 0.05 as a function of m
0 and U.
While there clearly is a strong k dependence in the plots, the general qualitative fea-
tures are independent of the lattice momentum k. Outside of the Aoki phase the loop
contributions are in general very small. In particular, close to the lines of fixed renor-
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Figure 5.6: Absolute value of the ratio of the loop over the tree-level contributions to the
chiral magnetic conductivity. The ratio is ploted in the m0-U–plane for fixed values of the
lattice momentum k. Clockwise from top left k = 2, 4, 8, 6× 2pi/LS. Red crosses mark the
boarder of the Aoki phase. In all plots µ0A = 0.05.
malised mass mr = 0,−2,−4,−6 the loop contributions are negligible compared to the
tree-level contributions. The exception are the lines of renormalised mass mr = −1,−5,
where the loop contributions are comparable to the tree-level contributions. In the Aoki
phase however, the two contributions to σCME are roughly of the same order of mag-
nitude. We emphasise that the reason for this is the strong suppression of the tree-level
contribution in the Aoki phase and not a growth of the loop contribution.
In general, we observe that the relative importance of the tree-level and loop contri-
butions has a highly non-trivial dependence on m0 and U. Moreover, the ratio strongly
depends on the wave vector ~k of the modulation of the external magnetic field.
5.2.1 Chiral Magnetic Conductivity at Finite Temperature
In the derivation of the equation for the second variation of the free energy we have
not used the limit T → 0 and it is straight forward to compute σCME(k) at finite temper-
atures. We observe that finite temperature suppresses the chiral magnetic conductivity
for all points in the parameter space. As an example Figure 5.7 shows the temperature
dependence of σCME(k) for points with renormalised mass mr = −2, 2.2 and fixed bare
chiral chemical potential µ0A = 0.15.
The suppression of σCME(k) is relatively small as long as the temperature is smaller
than or comparable to the chiral chemical potential µA. At higher temperatures, on the
other hand, σCME(k) is strongly suppressed and vanishes for T  µA. This temperature
dependence can be explained with a simple physical argument: A temperature that is
large compared to the chiral chemical potential tends to reduce the difference in the
occupation numbers of left- and right-handed fermions with a given momentum. It is
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also easy to see that the fermionic free energy (4.20) (and therefore also the second
variation (5.14) of the free energy) becomes independent of µA in the limit T → ∞.
Consequently the chiral magnetic conductivity σCME(k) has to vanish in the infinite tem-
perature limit.
As was mentioned above, transport experiments with WSMs are typically performed
at temperatures below or around 10K. A temperature of 10K correspond to an energy of
approximately 1meV. From our results we conclude that in order to be able to measure
σCME in a experiment the (renormalised) chiral chemical potential in the sample WSM
should not be smaller than 1meV.
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5.3 connection to experiment
From a theoretical viewpoint spatially modulated magnetic fields are a convenient ap-
proach to study the chiral magnetic effect. The use of spatially inhomogeneous magnetic
fields allows, for example, to relate the chiral magnetic conductivity to the anomaly coef-
ficient in the limit of large k [13]. In experiments, on the other hand, one typically works
with static and homogeneous magnetic fields. All our calculations clearly show that
σCME(k) vanishes in the limit k → 0, in agreement with [72]. The vanishing of the chiral
magnetic conductivity for k → 0 raises the question how the chiral magnetic effect can
be observed in a realistic experimental setup with a constant magnetic field.
The WSM samples that are used in experiments have a finite size and the smallest
side length is of order 1 mm [6, 60–62]. One can expect that the magnetic fields in an
experiment have a spatial modulation with a characteristic wavelength of the same order,
or even smaller if the inhomogeneities and defects in real crystals are taken into account.
So far all our calculations have been performed for a finite crystal lattice with periodic
boundary conditions. In this section we study the possible effects of boundaries on the
chiral magnetic conductivity in WSM.
5.3.1 Linear Response Analysis
The static Kubo Equation (5.3) is based on approximations and idealisations and will in
general not take into account all the relevant details of realistic experiments. Neverthe-
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less, we will argue in the following that our results can provide a reasonable order of
magnitude estimate for the effect sizes one can expect in an experiment.
We have found that outside of the Aoki phase and for small momenta our results are
in good agreement with the expression (5.29), which has been derived for continuum
Dirac fermions in infinite space using Pauli–Villars regularisation. To model the spatial
inhomogeneities of the magnetic field related to the finite sample size in a way that is
consistent with the approximations we have used in this work, we consider the case of
a magnetic field that is static and constant inside a finite region of space and vanishes
outside of this region. To simplify the calculations we assume that the field has the form
of the magnetic field of an infinitely long solenoid with radius R that points in the x3
direction. The magnetic field is then constant inside the solenoid, parallel to the x3 axis
and vanishes outside of the solenoid, i.e.:
~B(x1, x2, x3) = B0Θ
(
R−
√
x21 + x
2
2
)
~e3, (5.32)
with the magnetic field strength B0, the unit vector parallel to the third coordinate axis ~e3
and the Heaviside step function (4.21). The Fourier transform of the magnetic field (5.32)
can be evaluated analytically and its third component reads as
B˜3(~k) = B
0R2
√
pi
2
δ(k3) 0F1
(
2;−
1
4
(k21 + k
2
2)R
2
)
, (5.33)
where 0F1 is a generalised hypergeometric function [102].
Using the linear response relation (5.2) and the Kubo formula (5.3), we find that the
Fourier transform of the third component of the electric current is given by
j˜3(~k) = σCME(~k)B˜3(~k). (5.34)
To compute a qualitative estimate of the electric current, we simply use the continuum
expression (5.29) for σCME(~k), since it describes our numerical data in the CP-symmetric
phase quite well (compare Figure 5.1).
For a comparison with experimental results it is advantageous to calculate the co-
ordinate space current j3(~x). There is no analytic expression for the inverse Fourier
transform of (5.34), but it is straightforward to calculate it numerically. The magnetic
field configuration (5.32) has a cylindrical symmetry and the current j3(~x) = j3(ρ) de-
pends only on the radial coordinate ρ =
√
x21 + x
2
2 and the free parameters R,µA and B
0.
The magnetic field strength simply enters the final result as multiplicative factor, but
j3(ρ) is a non-trivial function of the parameters R and µ. The current j3(ρ) at fixed µA
for different values of the dimensionless product RµA is plotted in Figure 5.8. If RµA is
small the current inside the solenoid is almost constant and its magnitude is close to
µAB
0
2pi2
and in agreement with the universal value (4.2). As RµA is increased the current
develops a stronger dependence on the coordinate ρ and assumes its maximum close
to the boundary of the solenoid. The total current through the plane perpendicular to
the solenoid axis is proportional to σCME(~k → 0), which follows immediately if we sum
over x1 and x2 in the inverse Fourier transform of (5.34). Consequently the total cur-
rent through the x1-x2-plane vanishes identically and the current inside the solenoid is
compensated by a current density of opposite sign outside of the solenoid.
We can use experimental data to find an estimate for µA in typical experiments. In [6]
a good description of the experimental data has been achieved under the assumption
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Figure 5.8: Electric current density j3(ρ) parallel to the magnetic field as a function of the
radial coordinate ρ for different values of the dimensionless quantity RµA. To make a com-
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.
µA  µ and the chemical potential has been found to be roughly µ ∼ 100meV. We can
hence assume that the chiral chemical potential is not bigger than µA ∼ 10meV. The
results plotted in Figure 5.8 suggest that one should have RµA . 1 in order to observe
a strong chiral magnetic current inside the sample. This means that the sample size (in
the directions perpendicular to the magnetic field) has to be of order R ∼ 102 meV−1.
If we translate this to MKS units we find R ∼ 10−2 mm. Considering that characteristic
sample sizes for WSMs are of order 1 mm and that there are possible inhomogeneities
and crystal defects, this seems to be a reasonable estimate. A direct comparison of our
results with the experimental data in [6] is unfortunately not possible. The electric field
strength inside the sample has not been reported and we cannot use Equation (4.3) to
find an estimate for the stationary value of µA.
An interesting consequence of the dependence of j3(ρ) on the product RµA is that
the chiral magnetic current gets a non-linear dependence on the electric field via Equa-
tion (4.3). For small electric fields the stationary value of µA and therefore the product
RµA are small and j3(ρ) should be close to the universal value given by (4.2). As the
electric field strength and therefore µA is increased, the chiral magnetic current is no
longer homogeneous inside the sample and moreover the conductivity parallel to the
magnetic field should decrease.
5.3.2 Finite Size Samples of a Non-Interacting Weyl Semimetal
The simple analysis in the previous subsection clearly shows that finite size effects can
have a huge influence on the chiral magnetic conductivity in Weyl semimetals. Moreover,
the role of boundaries has been investigated recently in [103], where it has been demon-
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strated that in a WSM sample with slab geometry σCME vanishes for an external magnetic
field that is perpendicular to the slab boundaries.
In the following we will study the other limiting case and consider a non-interacting
WSM slab subjected to a magnetic field parallel to the slab boundaries. To this end we
again consider the lattice Wilson-Dirac Hamiltonian. We choose open boundary condi-
tions at x3 = 0 and x3 = L3. In x1 and x2 direction the sample is infinite. The single-
particle Hamiltonian is again given by Equation (4.6), but we have to modify the lattice
discretisations (4.7) of the derivative and the Laplace operator to take the boundary into
account:
∇k,xy = 1
2
(
Θ(L3 − x3 − 1)e
iAx,kδx+kˆ,y −Θ(x3)e
−iAx−kˆ,kδx−kˆ,y
)
and
∆xy =
3∑
k=1
(
2δx,y −Θ(L3 − x3 − 1)e
iAx,kδx+kˆ,y −Θ(x3)e
−iAx−kˆ,kδx−kˆ,y
)
.
(5.35)
The external magnetic field is chosen to be parallel to the x1 direction. We use a gauge
that preserves the translation symmetry in x1 and x2, such that the vector potential is
given by ~A = (0,−Bx3, 0)T . The current density operator is also modified because of the
boundaries and reads as
jxi(z) =
∂hˆxy
∂Az,i
= P+Θ(z3)e
−iAz,iδz+iˆ,xδz,y+ P−Θ(L3− z3− 1)e
iAz,iδz,xδz+iˆ,y, (5.36)
where P± = αi±iγ02 . Since we have constructed the Hamiltonian in such a way that it
preserves translation invariance in x1 and x2 it can be partially diagonalised by using a
plane wave basis in these directions:
hzz ′(k1,k2) = −iα3∇3,zz ′ + γ0
2
∆zz ′ + δzz ′
{
α1 sin(k1) +α2 sin(k2 −Bx3)
+ 2γ0 sin2(k1/2) + 2γ0 sin2((k2 − bx3)/2) + γ0m+ γ0µA
} (5.37)
The partially diagonalised current in x1 direction is then given by
jx1,zz ′(k1,k2) = δzz ′ {α1 cos(k1) + γ0 sin(k1)} . (5.38)
In the zero temperature limit the expectation value of the current (5.38) can be computed
by summing over all the contributions from eigenstates of the single particle Hamilto-
nian (5.37) with negative energy values2:
〈jx1(z)〉 =
∑
i
pi∫
−pi
dk1
2pi
dk2
2pi
Θ(−εi(k1,k2))ψ¯i,z(k1,k2)jx1,zz(k1,k2)ψi,z(k1,k2), (5.39)
where the energy levels εi(k1,k2) and the eigenstates ψi,z(k1,k2) are determined by the
equation∑
z ′
hzz ′(k1,k2)ψi,z ′(k1,k2) = εi(k1,k2)ψi,z(k1,k2). (5.40)
To calculate the profile of the j1 current in the slab Equation (5.39) is evaluated nu-
merically. The Cubature [104] package is used for the numerical integration over the
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Figure 5.9: Spatial profiles of the current density j1 at fixed µA for different values of B. From
left to right and from top to bottom: µA = 0.01, µA = 0.05, µA = 0.1 and µA = 0.3. The solid
black lines marks the result of a linear response calculation with σCME from Equation (4.2).
momenta k1 and k2. The spatial profiles of the current density j1 for different values
of the chiral chemical potential µA and a slab width L3 = 60 are shown in Figure 5.9.
The current density is symmetric with respect to the centre of the slab and therefore
only half of the full profile is plotted. For all values of µA and B the current density is
largest (in absolute value) close to the boundary of the slab and can show oscillations of
comparatively small amplitude in the bulk. Directly at the boundary the magnitude of
current density is close to the universal value and depending on the parameters it can be
slightly smaller or bigger than (4.2). Summing up the total current over the cross-section
of the slab numerically, we find that it vanishes within the precision of the numerical
integration over the Brillouin zone.
The plot in Figure 5.10 depicts the dependence of the current profile on the slab
with L3 for small values of B and µA. Interestingly the current distribution near the
boundary seems to be independent of the slab width. For large L3 our numerical data
shows that the current deep inside the bulk almost vanishes. This suggests that in the
limit of very large slab widths all non-trivial behaviour of the current density is localised
near the boundaries and does only depend on the magnetic field strength B and the
chiral chemical potential µA and no longer on L3. Moreover, for all the parameter values
we have considered the absolute value of the current density assumes its maximum at
the slab boundaries.
To study the dependence of the current density on the magnetic field strength and
the chiral chemical potential we will therefore simply consider the current density at the
slab boundaries. Figure 5.11 shows the current density on the boundary as a function of
the magnetic field strength for different values of µA. As long as B and µA are small we
2 At zero temperature only the states in the Fermi sea are occupied. Compare also the derivation of the zero
temperature limit of the free energy in Section 4.4
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Figure 5.10: The current density in slabs with different width L3 at fixed magnetic field
B = 0.007 and chiral chemical potential µA = 0.05. The solid black lines denotes the universal
value (4.2).
observe a linear scaling of the current density with a slope that is close to the universal
conductivity value (4.2). At larger values of B we see a saturation effect and in some
cases the current density even decreases as B increases.
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Figure 5.11: The current density at the boundaries of the slab as a function of the magnetic
field strength B for different values of µA. The solid black line corresponds to (4.2). Left: For
small magnetic fields the current dependence on B is approximately linear. Right: At large
magnetic fields we observe a saturation of the current.
We now introduce the localisation width l0 to further investigate the localisation of
the current density near the slab boundaries. To this end we define l0 as the distance
from the slab boundary to the nearest extremum of the current density, i.e. l0 is the
(smallest) value for which
dj1(x3)
d(x3)
∣∣∣∣
x3=l0
= 0. (5.41)
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Numerical estimates for l0 for different points in the parameter space are plotted
in Figure 5.12. If the magnetic field strength
√
B  µA is very large compared to the
chiral chemical potential the localisation with l0 seems to depend only on B and is
approximately equal to the magnetic length lB = 1/
√
B as long as lb < L3/2. On the
other hand, if µA &
√
B, the dependence of l0 on B is saturated and consequently l0
depends only on µA.
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Figure 5.12: The localisation width l0 as a function of the magnetic field strength B at
different values of the chiral chemical potential µA. The solid black curve is the magnetic
length lB = 1/
√
B. For this plot the slab with is set ti L3 = 60. As long as lB < L3/2 the
localisation width l0 is independent of L3.
There is a conceptional difference between the linear response calculation of the last
subsection and the model calculations with finite slab width. In one case we are dealing
with a infinitely large WSM sample and a magnetic field that vanishes outside of a given
region. In the other case we have a slab of finite width with open boundary conditions.
To estimate the effect of the open boundaries of the slab we repeat the linear response
calculation of the last subsection with a magnetic field that vanishes everywhere except
for a finite region of size L3, where it is constant. The Fourier transform of this magnetic
field configuration is then multiplied by σCME(~k) as given by Equation (5.29) and the
current density is transformed back into coordinate space. The results of this calculation
is depicted with solid black lines in Figure 5.9.
Like for the magnetic field of a solenoid we find that the qualitative behaviour of
the linear response current density depends on the dimensionless product L3µA, where
length scale is now given by the slab with L3 instead of the solenoid radius R. In qualit-
ative agreement with the results of subsection 5.3.1, the current density inside the slab is
constant and its magnitude is close to the value (4.2) for L3µA . 1. In the regime where
L3µA  1 the current density is localised near the slab boundary. The localisation width
is comparable to the l0 found for the lattice calculation in the setup with µA 
√
B
and does not depend on L3. Figure 5.13 shows exemplary results for the linear response
current density.
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Figure 5.13: Profile of the linear response current density. Left: For L3µA . 1 the current
density inside the slab is constant. Right: The current density is localised near the slab
boundary if L3µA  1. The localisation width l0 does not depend on L3. The current
density outside of the slab is not shown.
In the linear response framework the total current summed over the whole space
vanishes, but the current through a cross-section of the slab is not zero. The reason for
this is that in the linear response calculations the sample is infinite and also extends into
the region where the magnetic field vanishes.
We have identified two regimes with a qualitatively different behaviour of the chiral
magnetic conductivity as a function of the magnetic field strength B in Figure 5.11. If
B  µ2A the absolute value of the current density at the slab boundary is close to the
universal value (4.2) and the current depends linearly on the magnetic field. In the
regime where µA 
√
B calculations within our non-interacting WSM model show that
higher order effects in B become important and the current is no longer a linear function
of B.
This raises the question which of the two scenarios is realised in realistic experimental
setups. Above we have argued that the chiral chemical potential inside a WSM is of
order µA ∼ 10 meV. Typical magnetic field strengths in experiments are on the order of
B ∼ 1T. In natural units one Tesla is approximately 1T ≈ (26eV)2, which suggests that
experiments are performed deep in the non-linear regime. This is a reminder that the
results of the linear response analysis should be taken with a grain of salt.
Additionally, we emphasise that all the calculations in this section are performed in
a highly idealised setup. Possible complications that can occur in realistic experiments
have simply been neglected. We have made the assumption that the system is in a state of
dynamical equilibrium due to chirality pumping and that this state can be approximated
by a ground state of a many-body Hamiltonian with finite chiral chemical potential.
Any dynamical processes have been disregarded. We have also ignored the fact that
the magnetic field inside a crystal can depend on many different parameters and can
in general be a complicated function of the applied external field. Moreover, possible
contributions from boundary states have not been taken into account and we did not
consider the effect of grain boundaries inside the sample.
Even so, the naive model calculations show that it is in principle possible to observe
the chiral magnetic effect also in the case of static and homogeneous magnetic fields and
our results can be used to make educated order-of-magnitude estimates that can offer
some guidance in the design of new experiments.
6
D I S C U S S I O N A N D C O N C L U S I O N
In the last two chapters we studied the CME in an interacting, P-breaking WSM. To
this end we considered a lattice model with on-site inter-electron interactions. In our
model we used the Wilson–Dirac operator and therefore the chiral symmetry is explicitly
broken and is only an emergent symmetry at low energies. By taking the inter-electron
interaction and the explicit breaking of chiral symmetry into account, we have gone
beyond some of the limitations of previous model calculations.
Using a mean-field approximation we investigated the phase diagram of our model in
the parameter space of bare mass, interaction strength and bare chiral chemical potential.
For every set of parameters that we considered in our scan over the parameter space we
additionally computed the static chiral magnetic conductivity with a linear response
ansatz.
In our mean-field calculations we made the assumption that the mean-field Hub-
bard–Stratonovich field is isotropic and homogeneous. In this case the mean-field value
of the Hubbard–Stratonovich field can be parametrised by Equation (4.25), which sig-
nificantly simplifies the mean-field calculations and in particular the numerical minim-
isation of the mean-field free energy. In view of the results of [78–82], which suggest
that the chiral chemical potential is unstable and can decay by creating helical mag-
netic field configurations, this assumption seems to be highly questionable. The Hub-
bard–Stratonovich field can mimic external gauge fields, since the condensates can take
the form Φ ∼ αiAi. If a configuration with finite chiral chemical potential is indeed un-
stable, one can therefore expect that a spatially inhomogeneous Hubbard–Stratonovich
field has a lower energy than a homogeneous field configuration and constitutes the true
ground state of our model. Studies of the holographic Sakai–Sugimoto model [105–107]
lend some credence to the possibility of a non-homogeneous ground in a system with
finite chiral chemical potential, at least for sufficiently large values of µA of the order of
the vector meson masses in the model.
To compute the static conductivity σCME(k) with the Kubo formula (5.3) we have to
evaluate the second variation of the free energy. As part of this evaluation the Hessian
matrix ∂
2F[Φx,Ax,k]
∂Φx,A∂Φy,B
containing the second derivatives of the mean-field free energy with
respect to the Hubbard–Stratonovich field components Φx,A has to be computed and
evaluated at Φx = Φ?. If the homogeneous field configuration Φ? is a local minimum in
the space of all possible Hubbard–Stratonovich fields all the eigenvalues of this matrix
should be positive. Owing to the spatial homogeneity of Φ?, the entries of the Hessian
matrix can only depend on the relative coordinate x − y and we can calculate its ei-
genvalues by performing a Fourier transformation with respect to x− y. For each wave
vector in the Brillouin zone one then has to diagonalise only a matrix of size 15× 15,
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corresponding to the 15 different spinor structures that we chose as a basis for Φx in
Equation (4.24). We calculated the eigenvalues of the Hessian for every point in our scan
over the parameter space and for the wave vectors k3 = 2pim/LS with m ∈ {0, · · · , 8} and
found that they are always positive. An exemplary plot of the eigenvalues of the Hessian
as a function of the interaction strength U for the parameter values m0 = −2.6, µ0A = 0
and k3 = 0 is shown in Figure 6.1. An interesting feature of this plot is the behaviour
of the eigenvalue corresponding to the pion mass. At the phase boundaries of the Aoki
phase the pion mass vanishes, and we can clearly see the two dips of the eigenvalue
close to the phase transitions (compare with the phase diagram in Figure 4.2). From
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Figure 6.1: Eigenvalues of the Hessian matrix as a function of U for m0 = −2.6, µ0A = 0 and
k3 = 0. The spectrum of the Hessian is highly degenerate, reflecting the symmetries of the
free energy. All eigenvalues are positive, except at the second order phase transition where
the pion mass vanishes.
the positivity of all the eigenvalues of the Hessian matrix it follows that the homogen-
eous and isotropic Hubbard–Stratonovich field Φ? is a local minimum in the space of
all possible Hubbard–Stratonovich fields Φx. If a non-homogeneous field configuration
which further decreases the mean-field free energy exists it is separated from Φ? by a
potential barrier in the field space. In hindsight, this result to some extend justifies the
assumptions we made for the mean-field value of Φ?. The decay of the chirality imbal-
ance was also investigated in the framework of classical statistical field theory in [83].
In this study no sign for the formation of a non-trivial spatially inhomogeneous gauge
field configuration was found. Combining the evidence from all these numerical studies
it seems reasonable to assume that the ground state in an interacting, P-breaking WSM
is homogeneous and isotropic, at least for small values of the chiral chemical potential.
The mean-field phase diagram of the model exhibits two different phases: A
CP-symmetric phase and the Aoki phase (or axionic insulator phase) where the
CP-symmetry is spontaneously broken. Our numerical results suggest that the phase
transition to the Aoki phase is of second order. The Aoki phase is still present at finite
temperature and finite chiral chemical potential. Naively, one would expect that a finite
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temperature acts against the formation of the fermionic condensates 〈ψˆ†x,αψˆx,β〉 6= 0.
Indeed we find that for T > 0 the critical interaction strength for the onset of the Aoki
phase is shifted to slightly larger values, see Figure 4.6. Increasing the bare chiral chem-
ical potential, on the other hand, leads to a decrease of the critical interaction strength,
as is evident from Figure 4.2.
In both phases we observe a strong multiplicative renormalisation of the chiral chem-
ical potential. The slope of the renormalised chiral chemical potential as a function of
the interaction strength changes at the phase boundary and its growth is even more
pronounced in the Aoki phase. This is consistent with the results of a previous study of
a model with continuum Dirac fermions with on-site inter-fermion interactions [14].
In our model the static chiral magnetic conductivity is strongly enhanced compared
to a system with non-interacting fermions. This enhancement is however almost entirely
a result of the strong renormalisation of the chiral chemical potential. The numerical
estimates for σmax are plotted in Figure 5.4 and the absolute value of σmax is never larger
than the canonical value NfµA
2pi2
, provided that we use the renormalised value µA of the
chiral chemical potential in Equation (4.2) and take into account the number Nf of Dirac
cones in the spectrum. From a field-theoretical point of view one could therefore argue
that the inter-electron interactions do not lead to a enhancement of the chiral magnetic
conductivity, since only the renormalised µA is physically observable. In the context of
experiments with WSMs, on the other hand, the situation might be different. The “bare”
value of the chiral chemical potential could in principle be measurable, for example if it
is generated dynamically by chirality pumping via Equation (4.3). In the tight-binding
model in [108] the chiral chemical potential is related to the mechanical strain. As we
have mentioned above, the renormalised chiral chemical potential in a WSM sample
can be measured in ARPES experiments [101]. It is an interesting open question how
and if the multiplicative renormalisation of µA is realised in the case of a dynamically
generated chiral chemical potential and how this affects the chiral magnetic conductivity.
Interestingly in our model the chiral magnetic conductivity is strongly suppressed
as soon as the CP-symmetry is spontaneously broken. This is in stark contrast to the
findings of the study with continuum Dirac fermions in [14], where – on the contrary –
σCME takes its largest values inside the phase with spontaneously broken chiral symmetry.
We conclude that the exact chiral symmetry in the continuum is important for the strong
enhancement of σCME in [14].
In principle, one could also perform calculations with lattice fermions with an exact
chiral symmetry. One possibility are staggered fermions [109], but in this case there are
Nf = 4 species of fermions and only a U(1) symmetry. A direct comparison with the
results for continuum fermions is hence not possible. Using the Hamiltonian for over-
lap fermions [110] Nf = 1 and an exact U(1) chiral symmetry can be achieved. The
overlap Hamiltonian as well as the chiral symmetry transformations for overlap fermi-
ons are however non-local and therefore the overlap chiral symmetry is not compatible
with local on-site interactions. Apart from conceptional difficulties and the fact that a
non-local Hamiltonian looks rather unrealistic and artificial in the context of solid state
physics, it is important to keep in mind that chiral symmetry is explicitly broken at
high energies in a WSM. Any model aiming for a realistic description of a WSM should
therefore take the explicit symmetry breaking into account.
Considering the two contributions to the variation of the free energy in Equation (5.10)
individually allows us to disentangle the effects of the renormalisation of the parameters
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of the Hamiltonian from non-trivial corrections to the σCME caused by the inter-electron
interactions. The ratio of the absolute value of the two contributions is an intricate func-
tion of the model parameters and depends also on the wave vector k, see Figure 5.6.
Nevertheless, it is possible to make some general statements. First of all it is remarkable
that in the region where the gap in the energy spectrum is small the conductivity is
basically saturated by the tree-level contributions. Especially close to the lines with con-
stant renormalised mass mr = −6,−4,−2, 0 the only relevant effect of the interactions
is the renormalisation of the chiral chemical potential and the relative magnitude of the
loop corrections is significantly below the percent level.
In the Aoki phase, where the gap size is large, the loop corrections to σCME become
more important and can have the same magnitude as the tree-level contributions. The
chiral magnetic conductivity is, however, strongly suppressed in this phase. The loop
contributions become relevant because the tree-level contributions are orders of mag-
nitude smaller inside the Aoki phase than outside, whereas the magnitude of the loop
contributions does not change much.
In our lattice model the CP-symmetry is a remnant of the continuum chiral symmetry.
Theoretical arguments suggest that σCME is no longer related to the anomaly coefficient
if the chiral symmetry is spontaneously broken [14, 111] and our results support this
expectation.
For completeness we also investigated the temperature dependence of σCME. While
a finite temperature does not have a huge effect for the phase diagram of or model
(Figure 4.6), we found that σCME strongly decreases with temperature. The underlying
physical reason is that a temperature comparable to or larger than the chiral chemical
potential tends to smooth out the differences in the occupation numbers of left- and
right-handed fermions. Exemplary results at finite temperature are plotted in Figure 5.7.
The main aim of our calculations within a lattice model of an interacting, P-breaking
WSM has been to attempt a first, qualitative description of experiments with Dirac se-
mimetals [5, 6, 60, 61], where a chirality imbalance is dynamically generated by chirality
pumping in parallel electric and magnetic fields. The chirality imbalance breaks parity,
turning the Dirac semimetal into a WSM. The signature of the CME in these experiments
is a negative magnetoresistivity in the direction of the applied magnetic field.
To keep the model as simple as possible we worked in a strongly idealised setup and
introduced several approximations. The most important one is the parametrisation of
the chiral imbalance by a chiral chemical potential. In an experiment chirality pumping
is a dynamical process and for a more realistic description this should be taken into
account. A possible improvement would be to adapt the mean-field approximation to
use the real-time linear-response theory. Moreover, in most of our calculations we used a
lattice with periodic boundary conditions and completely neglected possible boundary
effects. The results of [103] and of Section 5.3 clearly show that such effects can be
important.
Nevertheless, we can draw some general conclusions from our calculations. In partic-
ular, it is interesting to see the difference between our model with an explicitly broken
chiral symmetry compared to the chirally symmetric continuum model [14]. While both
models give similar qualitative results as long as the (remaining) symmetry is intact,
there are huge differences in the phase with spontaneously broken symmetry. The con-
tinuum model predicts an interaction induced enhancement of the static chiral magnetic
conductivity throughout the phase diagram and in particular in the phase with spontan-
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eously broken chiral symmetry. In the lattice model the enhancement of σCME due to the
interactions seems to come solely from the strong renormalisation of the chiral chemical
potential. In the Aoki phase σCME is strongly suppressed, even though the renormalisa-
tion of µA is strongest in this phase. The clear message here is that it is important to take
the explicit breaking of chiral symmetry away from the Weyl points in the spectrum into
account to model a WSM.

Part III
T H E C H I R A L S E PA R AT I O N E F F E C T I N Q C D
The following part deals with the Chiral Separation Effect in QCD at fi-
nite temperature and density. To study the Chiral Separation Effect in the
framework of lattice QCD it was necessary to develop and implement a new
numerical method for the calculation of conserved lattice currents for chiral
overlap fermions. The numerical method was developed and tested in [112,
113], but first results were already presented in [114]. Some of the more tech-
nical parts of Sections 7.2 – 7.4 and the descriptions of the plots in the Fig-
ures 7.3 – 7.7 are taken (almost) verbatim from [112]. The first application of
this new method to a physical problem was the study of the Chiral Separa-
tion Effect in quenched QCD [115].

7
A N O M A L O U S T R A N S P O RT O N T H E L AT T I C E
7.1 motivation
In heavy-ion collision experiments it is possible to create temperatures and densities
similar to the conditions in the early universe shortly after the big bang. They are an
essential experimental tool to address important open questions in high-energy physics,
astrophysics and cosmology. The plasma generated in such collisions is dominated by
quarks and gluons and rapidly cools to form particles. Conclusions about the underlying
elementary interactions can be drawn from the type and distribution of the particles
generated in a collision.
At high temperatures the chiral condensate of QCD “melts” and the chiral symmetry
of the theory is restored. QCD is asymptotically free and it is therefore generally believed
that at high temperatures and densities a chirally symmetric phase with deconfined
quarks and gluons, the so-called quark-gluon plasma, emerges. Moreover, in off-centre
heavy-ion collisions large magnetic fields can be generated [2, 116]. For all these reasons,
it is sensible to assume that anomalous transport effects can play a role in heavy-ion
collision experiments. For a discussion of possible experimental signatures of anomalous
transport effects in heavy-ion collisions see for example [43, 117].
It is therefore of great interest to study anomalous transport phenomena in QCD
and in particular possible corrections to the anomalous transport coefficients due to the
strong interactions. In principle, lattice simulations provide a framework for non-per-
turbative, ab-initio calculations in QCD. However, as we have already discussed in
Chapter 2, the introduction of a finite quark chemical potential as well as the imple-
mentation of chiral symmetry on the lattice pose technical difficulties.
For Wilson–Dirac fermions it is possible to introduce a chiral chemical potential
without causing a sign problem. The anomalous transport coefficient for the CME was
measured in [118, 119] with quenched and dynamical Wilson-Dirac fermions for a range
of different temperatures. In these simulations it was found that the numerical value of
the transport coefficient differs significantly from theoretical predictions. The reason for
this deviation and the systematic error of the calculations due to a renormalisation of the
vector current for Wilson–Dirac fermions were not further investigated. For chiral lattice
fermions it can be shown that the axial as well as the vector current are not renormal-
ised and in [13] it was suggested to use overlap fermions to study anomalous transport
phenomena on the lattice.
Constructing a chiral chemical potential for overlap fermions is quite involved [120]
and for a first anomalous transport study with strongly interacting overlap fermions
we consider the CSE on the lattice, which only requires a (vector) chemical potential.
In heavy-ion collisions the CSE can potentially generate a chirality imbalance, acting as
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a trigger for the CME. In combination these effects can give rise to a Chiral Magnetic
Wave [121–123].
The overlap Dirac operator at finite quark chemical potential is given by Equation (2.56)
and for the kernel we use the Wilson–Dirac operator (D.1). To avoid the sign problem
we work in the quenched approximation.
The form of the conserved currents depends on the action and can be derived using
Noether’s theorem. Conserved currents for Ginsparg–Wilson fermions that also have
the correct transformation properties under the lattice chiral symmetry (2.48) were con-
structed in [124, 125]. The overlap version of the continuum current densities jµ = ψ¯γµψ¯
and jAµ = ψ¯γ5γµψ¯ is given by
jx,µ =
1
2
ψ¯
(
Kx,µ − γ5Kx,µγ5(1−Dov)
)
ψ, (7.1)
jAx,µ =
1
2
ψ¯
(
− γ5Kx,µ +Kx,µγ5(1−Dov)
)
ψ, (7.2)
where Kx,µ = ∂Dov∂Θx,µ is the derivative of the overlap operator Dov over the U(1) lattice
gauge field Θx,µ. Computing the overlap operator and its derivative at finite chem-
ical potential is numerically very demanding. The following sections are dedicated to a
discussion of the numerical aspects of overlap fermions and the implementation of an
efficient numerical algorithm to evaluate derivatives of matrix functions. Physical results
will be presented in the next chapter.
7.2 matrix functions
The matrix sign function, as used to define the overlap Dirac operator, maps a matrix
to a matrix. Functions of this type have become an essential tool in many different
sub-fields of science and engineering [126, Chapter 2]. While we are mainly interested
in the matrix sign function, we emphasise that the theoretical and numerical methods
introduced in this chapter are very general and can in principle be applied to arbitrary
matrix functions.
Let f : C → C be a function that is well defined on the spectrum of some general
complex matrix A ∈ Cn×n. There exist several equivalent ways to generalise the defin-
ition of f to a matrix function f : Cn×n → Cn×n, for an in-depth discussion see for
example [126, 127]. The definition best suited to our purpose is the one employing the
Jordan canonical form. A well known linear algebra theorem [128] states that any matrix
A ∈ Cn×n can be written in the Jordan canonical form
X−1AX = J = diag(J1, J2, · · · , Jk) (7.3)
where every Jordan block Ji corresponds to an eigenvalue λi of the matrix A and is
given by
Ji = Ji(λi) =

λi 1 0 · · · 0
0 λi 1
. . .
...
0
. . . . . . . . . 0
...
. . . . . . λi 1
0 · · · 0 0 λi

∈ Cmi×mi , (7.4)
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with m1 +m2 + · · · +mk = n. The Jordan matrix J is unique up to permutations of
the Jordan blocks, but the transformation matrix X is not. With the help of the Jordan
canonical form the function of a matrix can be defined as [126, 127]
f(A) := Xf(J)X−1 = Xdiag(f(Ji))X−1. (7.5)
The function of the Jordan block Jl is given by the upper triangular matrix
f(Jl) :=

f(λl) f
′(λl) . . .
f(ml−1)(λl)
(ml−1)!
0 f(λl)
. . .
...
...
. . . . . . f ′(λl)
0 · · · 0 f(λl)
 ∈ Cml×ml , (7.6)
where f(ml−1) stands for the (ml − 1)-th derivative of the function f. Notice that the
existence of the derivatives f(ml−1)(λl) for l = 1, · · · ,k is required to define the matrix
function f(A). If A is diagonalisable every Jordan block has size one and Equation (7.6)
simplifies to the so-called spectral form
f(A) = Xdiag(f(λ1), f(λ2), . . . , f(λn))X−1, (7.7)
which does not depend on the derivatives of f.
To evaluate the overlap Dirac operator at finite chemical potential one has to compute
the matrix sign function of a non-Hermitian matrix. A non-Hermitian matrix has com-
plex eigenvalues and in the light of equations (7.5) and (7.7) this means that we need
a generalisation of the sign function to complex arguments. It is important to ensure
that the generalised sign function still squares to unity, i.e. sgn(z)2 = 1, for any complex
number z. This feature of the sign function ensures that the overlap operator obeys the
Ginsparg–Wilson equation. Additionally, the complex sign function should reduce to
the standard definition sgn(x) = ±1 for x ∈ R±. A possible definition which fulfils all
the requirements is
sgn(z) :=
z√
z2
= sgn(Re(z)), (7.8)
where the cut of the square root is chosen along z ∈ R−, such that the cut of the sign
function is along the imaginary axis where Re(z) = 0.
Another possibility to define the matrix sign function is to use the so-called Roberts
iteration. This iterative method is based on applying Newton’s method to the matrix
equation S2 − 1 = 0 and is defined by
Sk+1 :=
1
2
(
Sk + S
−1
k
)
with S0 := A, (7.9)
where the iteration is stopped once the desired accuracy has been reached. It can be
shown that the Roberts iteration converges quadratically to sgn(A), provided that A has
no purely imaginary eigenvalue [126].
The Jordan (or spectral) decomposition [129] as well as the Roberts iteration1 are
computationally expensive task and require O(n3) floating point operations. In lattice
1 The complexity of the Roberts iteration is given by the complexity of matrix multiplication. Algorithms for
matrix multiplication with a complexity O(nω) with ω < 3 are known. At the time of writing the optimum
is ω = 2.3728639 [130]. In practical implementations of matrix multiplication algorithms, however, a value
of ω ≈ 3 is typical.
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calculations the dimension of the matrix is given by 12V , where V is the lattice volume
and the factor 12 appears because the fermionic field at every lattice site has 4 Dirac
and 3 colour components. The numerical cost for an evaluation of the overlap operator
increases drastically with the lattice size and even for relatively small lattice volumes it
is not feasible to compute the matrix sign function exactly.
Additionally, the memory required to store the result of a matrix function can also
become an issue. The kernelH of the overlap operator is a sparse matrix and the memory
needed to store it grows as the lattice size V . The result of the function of a sparse matrix
is not necessarily a sparse matrix itself and the memory needed to store it is proportional
to V2.
7.2.1 Numerical Approximation of Matrix Functions
The numerical cost and the memory requirements for the evaluation of functions of
large matrices seem daunting at first. Fortunately for a large class of applications it is
sufficient to compute the result |y〉 = f(A) |x〉 of the matrix f(A) acting on a vector |x〉
and the knowledge of the explicit form of f(A) is not necessary.
A variety of algorithms to efficiently compute an approximation of |y〉 = f(A) |x〉 were
developed, see for example [126, Chapter 13] and [127, Chapter 9].
For Hermitian matrices A the sign function can be efficiently approximated by a poly-
nomial or a rational function (see for example [131–134]), for non-Hermitian matrices
these algorithms generally become inefficient. A method that works well for non-Her-
mitian matrices is the so-called Two-Sided Lanczos (TSL) algorithm. The TSL algorithm
belongs to the class of Krylov subspace algorithms. The Krylov subspace of order k for
a matrix A and a vector |x〉 is defined as
Kk(A, |x〉) := span(|x〉 ,A |x〉 , · · · ,Ak−1 |x〉). (7.10)
The idea of the TSL algorithm is to construct biorthogonal bases Vk = (|v1〉 , · · · , |vk〉)
and Wk = (|w1〉 , · · · , |wk〉) of the right (Kk(A, |x〉)) and left (Kk(A†, |x〉)) Krylov sub-
space of A such that the k-dimensional matrix
Tk :=W
†
kAVk (7.11)
is tridiagonal, i.e.
Tk =

α1 γ1 0 . . . 0
β1 α2
. . . . . .
...
0
. . . . . . . . . 0
...
. . . . . . . . . γk−1
0 . . . 0 βk−1 αk

. (7.12)
By plugging Equation (7.12) into (7.11) it is straightforward to derive recursion relations
for the entries of Tk [127]:
βi |vi+1〉 = (A−αi) |vi〉− γi−1 |vi−1〉 γ0 |v0〉 := 0 (7.13)
γ∗i |wi+1〉 = (A† −α∗i ) |wi〉−β∗i−1 |wi−1〉 β∗0 |w0〉 := 0 (7.14)
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The main diagonal of the matrix Tk is fixed, since the recurrence relations in combin-
ation with the biorthogonality condition W†kVk = 1 imply that αi := 〈wi|A |vi〉. The
off-diagonal entries βi and γi are not uniquely determined, but have to be chosen self-
consistently such that 〈wi+1| vi+1〉 = 1. As we will see later on, it is advantageous to use
|v1〉 = |w1〉 = |x〉 /‖x‖, with the norm ‖x‖ =
√〈x| x〉, as seed for the recurrence relations.
The product matrix VkW
†
k is an oblique projector to the Krylov subspace Kk(A, |x〉).
Having constructed Vk and Wk we can approximate |y〉 by the oblique projection of
f(A) |x〉 on Kk(A, |x〉):
|y〉 ≈ |y〉obl := VkW†kf(A)VkW†k |x〉 (7.15)
This expression still contains the function of the original matrix f(A). The trick now
is to additionally make the approximation W†kf(A)Vk ≈ f(Tk). The seed vector for the
recurrence relations is parallel to |x〉 and by construction 〈wi| x〉 = ‖x‖ |e1〉 δ1i, where
|e1〉 is the unit vector in the direction of the first coordinate axis. Applying the last
approximation therefore yields
|y〉 ≈ ‖x‖Vkf(Tk) |e1〉 . (7.16)
The task of calculating |y〉 is now reduced to the construction of the bases Vk andW†k and
the evaluation of the matrix function of the tridiagonal matrix f(Tk). An implementation
of the TSL in pseudo-code can be found in Listing F.1.
By using the approximation (7.16) the complexity of evaluating the action of the matrix
function on a vector is decreased from O(n3) to O(nk) + O(k3). In many cases it is
possible to obtain a very good approximation of |y〉 already for k n. Broadly speaking
the TSL algorithm approximates a function by a matrix polynomial of order k, where
the coefficients of the interpolating polynomial depend on the matrix A and the source
vector |x〉. Compared to the (global) polynomial or rational function approximations, by
tuning the approximation to a specific source vector the TSL typically achieves a given
precision already with a lower order polynomial (see for example Figure 7.3).
The finite density overlap Dirac operator in particular can be approximated very ef-
ficiently with the TSL algorithm and the performance of the method can be further
increased by using deflation methods [135, 136] (see also [137]) and a nested version of
the algorithm [138].
For larger lattice sizes even the storage of the comparatively small matrices Vk and
W
†
k can become a problem. In such cases it is necessary to use a double-pass version
of the TSL algorithm. In the double pass algorithm only basis vectors necessary for the
next iteration are stored. The first pass is used to construct the tridiagonal matrix Tk and
in the second pass the matrix product Vkf(Tk) is computed, trading speed for memory.
7.3 numerical matrix function derivatives
In this section we address the question of how to compute derivatives of matrix func-
tions numerically. From now on we assume that the matrix A ≡ A(t) depends on the
parameter t. In lattice calculations this parameter will typically be related to the link
variables. The derivatives of |y〉 with respect to t are given by
∂t |y〉 = (∂tf (A (t))) |x〉 , (7.17)
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where ∂t := ∂∂t . For the rational and polynomial approximations explicit expressions
for the derivative are known, but computing the derivative for an implicit, source vector
dependent algorithm like the TSL is more involved. The TSL could be combined with
a finite difference method, but finite differences are very sensitive to round-off errors
and in practical calculations with a limited machine precision it is often not possible
to compute the finite difference derivatives with a high enough precision. Algorithmic
differentiation (AD) is a more advanced numerical differentiation technique and can
in principle evaluate numerical derivatives with machine precision [139]. Listing F.2
sketches the algorithmic differentiation of the TSL. It turns out that a naive implementa-
tion of AD for the TSL method leads to a numerically unstable algorithm. Results of test
runs for different matrix dimensions are shown in Figure 7.1. Even for relatively small
matrices the error of the derivative is very large. The reason for this is probably the
inherent numerical instability of the TSL. Because of round-off errors the bases Wk and
Vk are not really biorthogonal in any practical calculation. In the TSL algorithm itself
this is not a big issue, since in the final step the product W†k |x〉 can simply be replaced
by the analytical result ‖x‖ |e1〉. Using the known analytic expression to some amount
corrects for the accumulated numerical errors. In the AD calculation, however, the loss
of biorthogonality seems to be a severe problem.
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Figure 7.1: Error of the numerical derivative of the TSL computed with the algorithmic
differentiation algorithm. The symbols mark the mean error for different matrix dimensions.
For every matrix dimensions 200 different test matrices were used. The exponential growth
of the error with the Krylov subspace size shows that the algorithm is numerically unstable.
To develop a stable numerical derivative algorithm for matrix functions, which also
works for implicitly defined matrix function approximations, we therefore use a different
ansatz. The proposed algorithm is based on the following theorem [140]:
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Theorem 1. Let A(t) ∈ Cn×n be differentiable at t = 0 and assume that the spectrum of A(t)
is contained in an open subset D ⊂ C for all t in some neighbourhood of 0. Let f be 2n− 1 times
continuously differentiable on D. Then
f (B) ≡
(
f(A(0)) ∂tf(A(t))|t=0
0 f(A(0))
)
, B(A,∂tA) :=
(
A(0) ∂tA(t)|t=0
0 A(0)
)
Theorem 1 relates the derivative ∂tf(A) of a matrix function to the function f(B) of
the block matrix B(A,∂tA). It is not necessary to know the explicit expression for ∂tf(A)
to compute the derivative of f(A), the knowledge of ∂tA is sufficient. This comes at a
price, though. The function f has to be evaluated for a block matrix with twice the size
of the original matrix A. In practical calculations the derivative ∂tA is usually known
analytically or can be approximated with high precision. The block matrix B is very
sparse and only the matrices A and ∂tA need to be stored.
At first sight Theorem 1 might look counterintuitive. To gain a better understanding it
is helpful to consider the theorem for the special case where f is a matrix power function.
We define pn(B) := Bn and consider n = 2 first, where the theorem obviously gives the
correct answer for the derivative:
p2(B) =
(
A ∂tA
0 A
)2
=
(
A2 A∂tA+ (∂tA)A
0 A2
)
=
(
p2(A) ∂tp2(A)
0 p2(A)
)
(7.18)
The generalisation to arbitrary powers is straightforward. Assume the theorem holds for
a given power n. Then the result for n+ 1 follows immediately:
pn+1(B) =
(
A ∂tA
0 A
)n(
A ∂tA
0 A
)
=
(
pn(A) ∂tpn(A)
0 pn(A)
)(
A ∂tA
0 A
)
=
(
pn(A)A pn(A)∂tA+ (∂tpn(A))A
0 Apn(A)
)
=
(
pn+1(A) ∂tpn+1(A)
0 pn+1(A)
)
(7.19)
Equations (7.18) and (7.19) make the role of the block matrix for the calculation of the
derivative more transparent. By taking the n-th power of the block matrix the sum of
all possible permutations of the matrix product consisting of (n− 1) times the matrix
A and ∂tA, which is precisely the derivative of An, appears in the upper right block of
the result by virtue of the recursion (7.19). The result for power functions can be directly
generalised to polynomials of A and therefore to any analytic function f. A proof for
arbitrary (sufficiently smooth) functions can be found in [140].
Using Theorem 1 makes it possible to compute the action of the derivative of a matrix
function via
f(B)
(
0
|x〉
)
=
(
∂tf(A) |x〉
f(A) |x〉
)
, (7.20)
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where the left hand side can be evaluated using a matrix function approximation method.
In the following the TSL approximation is used, but keep in mind that any other ap-
proximation scheme can be applied instead.
7.3.1 Deflation and Properties of the Block Matrix B
The convergence properties of a matrix approximation algorithm are in general related
to the spectrum of the matrix in question. Calculating the matrix function amounts to
evaluating the function for every Jordan block. Considering Equation (7.6) it becomes
clear right away that an eigenvalue close to a pole or a branch cut of the function f can
cause problems in a numerical algorithm. The sign function in particular has a discon-
tinuity along the imaginary axis. As mentioned above, the efficiency of approximations
of the sign function can be greatly improved with deflation methods [135–137]. The idea
of the deflation procedure is to compute the eigenvalues of the matrix close to the prob-
lematic points and their corresponding eigenvectors. These eigenvectors are projected
out from the source vector |x〉. The approximation is then applied to the new source vec-
tor and the function is evaluated exactly on the subspace spanned by the eigenvectors.
The important point here is that it is not necessary to compute all eigenvalues of the
matrix. The eigenvalues of interest for deflation can be calculated very efficiently with
the Arnoldi algorithm, for example by using the ARPACK package [141].
In the case of the sign function the m eigenvalues closest to the origin are computed2
and the evaluation of the sign function is split in the following way
sgn(A) |x〉 =
m∑
i=1
sgn(λi) |Ri〉 〈Li| x〉︸ ︷︷ ︸
exact
+ sgn(A)Pnm |x〉︸ ︷︷ ︸
approximation
, (7.21)
where |Ri〉 and 〈Li| are the right and left eigenvectors of A corresponding to the eigen-
value λi and Pnm =
∑n
i=m+1 |Ri〉 〈Li| is a projector onto the space orthogonal to the m
eigenvectors.
To visualise how deflation works we plot the sign function of 100 random points from
the set (−1,−∆) ∪ (∆, 1) together with an approximating polynomial of order 10 for
different values of ∆ in Figure 7.2. Clearly for the given polynomial order the approx-
imation is better for a larger gap ∆. By treating the eigenvalues close to 0 exactly one
effectively increases the gap in the matrix spectrum and an approximation with a given
precision will already be achieved by a smaller order polynomial or a smaller Krylov
subspace size in the case of the TSL.
If Equation (7.20) is used to calculate the derivative of a matrix function, it is no
longer the spectrum of A that is important for the efficiency of the matrix function ap-
proximation but the spectrum of B(A,∂tA). Since B is an upper block matrix det(B) =
det(A)det(A) = det(A)2 and it immediately follows that the eigenvalues of B are de-
generate and identical to the eigenvalues λi of A.
The deflation procedure as described above is based on the spectral decomposition
and hence it works only for diagonalisable matrices. The block matrix B, however, is in
general not diagonalisable as the following theorem states:
2 For numerical reasons in practical calculations it is advantageous to calculate the eigenvalues with smallest
absolute value |λi| instead of the ones with the smallest absolute real part |Re(λi)| [138].
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Figure 7.2: Visualisation of the deflation process. The plots show the sign function for 100
random points take from (−1,−∆) ∪ (∆, 1) together with an approximating polynomial of
order 10. On the left plot ∆ = 0 and there are some points very close to the discontinuity
at the origin. Consequently a high order polynomial would be needed to approximate the
abrupt change in the function. On the right plot the gap is ∆ = 0.2 and even the low order
polynomial is a good approximation of the sign function.
Theorem 2. Let A be a diagonalisable matrix. If ∂tλi 6= 0 for at least one eigenvalue λi of A
then the matrix B is not diagonalisable. If A has no degenerate eigenvalues and ∂tλi 6= 0 for all
i ∈ {1, . . . ,n} then every Jordan block in the Jordan normal form of B is of size two, i.e.
J =

J1 0 0 . . . 0
0 J2
. . . . . .
...
0
. . . . . . . . . 0
...
. . . . . . . . . 0
0 . . . 0 0 Jn

, Ji :=
(
λi 1
0 λi
)
.
A matrix is diagonalisable if and only if its minimal polynomial is a product of distinct
linear factors. We will now discuss the outline of a proof of Theorem 2. In the following
we assume that A has no degenerate eigenvalues to simplify the argumentation. The
generalisation to the case of degenerate eigenvalues is possible but a bit more involved.
For every eigenvalue λi of A we define the two vectors
|vi,1〉 :=
(
|Ri〉
0
)
and |vi,2〉 :=
(
|∂tRi〉
|Ri〉
)
, (7.22)
where |∂tRi〉 is the derivative of the eigenvector as defined in Appendix C. It is easy to
convince oneself that these vectors are linearly independent and that |vi,1〉 is an eigen-
vector of B to the eigenvalue λi. For |vi,2〉 we have
B |vi,2〉 =
(
A |∂tRi〉+ (∂tA) |Ri〉
A |Ri〉
)
=
(
∂t(A |Ri〉)
A |Ri〉
)
=
(
λi |∂tRi〉+ (∂tλi) |Ri〉
λi |Ri〉
)
= λi |vi,2〉+ (∂tλi) |vi,1〉 .
The vector |vi,2〉 is an eigenvector of B only if ∂tλi vanishes. If ∂tλi 6= 0 we find
(B− λi1)
2 |vi,2〉 = (∂tλi)(B− λi1) |vi,1〉 = 0 (7.23)
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and therefore |vi,2〉 is a generalised eigenvector of rank two corresponding to the eigen-
value λi. From this and the fact that the algebraic multiplicity of the eigenvalue λi of B
is two it immediately follows that the multiplicity of λi in the minimal polynomial of B
is also two. This proves the first part of Theorem 2.
To see that the second part of Theorem 2 is true, note that for every eigenvalue of Awe
have at least one Jordan block. Moreover, the size of the largest Jordan block belonging
to an eigenvalue λi is the multiplicity of the eigenvalue in the minimal polynomial.
Therefore, if the eigenvalues are all pairwise distinct there are at least n Jordan blocks
of size 2 and since the dimension of B is 2n this proves the Theorem.
Theorem 2 prohibits a straightforward application of the standard deflation proced-
ure (7.21), but also gives us a precise knowledge of the form of the Jordan matrix of B.
This allows us to develop a generalised deflation algorithm based on the Jordan normal
form. The Jordan decomposition of B can be written as X−1BX = J and using Theorem 2
it is possible to derive an analytic expression for X and X−1 in terms of the eigenvalues
and left and right eigenvectors of A and their derivatives.
7.3.1.1 Jordan decomposition of B
In practice one never encounters a matrix A with degenerate eigenvalues. Gauge con-
figurations that give rise to a Dirac operator with degenerate eigenvalues are a set of
measure zero in the space of all possible gauge configurations. In a Monte Carlo simu-
lation it is therefore very unlikely to encounter them. In addition the Jordan matrix of
B will only become simpler should one or more of the derivatives of the eigenvalues of
A vanish. For this reason we assume that every Jordan block of B is of size two for the
rest of this section. The generalisation to the case where some of the Jordan blocks have
size one is straightforward.
We start our calculation of the transformation matrix X by rewriting the Jordan de-
composition of B as
BX = XJ (7.24)
In bra–ket notation the transformation matrix reads as X := (|x1〉 , . . . , |x2n〉). Evaluating
the right hand side of equation (7.24) yields
x1,1 . . . x1,2n
...
...
x2n,1 . . . x2n,2n


λ1 1 0 · · · 0
0 λ1
. . . . . .
...
...
. . . . . . . . . 0
...
. . . λn 1
0 · · · · · · 0 λn

=

λ1x1,1 x1,1 + λ1x1,2 . . . λnx1,(2n−1) x1,(2n−1) + λnx1,2n
...
...
...
...
λ1x2n,1 x2n,1 + λ1x2n,2 . . . λnx2n,(2n−1) x2n,(2n−1) + λnx2n,2n
 (7.25)
Combining equations (7.24) and (7.25) leads to n coupled equations
B
∣∣x(2j−1)〉 = λj ∣∣x(2j−1)〉 (7.26)
B
∣∣x2j〉 = ∣∣x(2j−1)〉+ λj ∣∣x2j〉 , (7.27)
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where j ∈ {1,n}. Equation (7.26) is just the eigenvalue equation for the matrix B and
is easy to solve. We have already argued that (
∣∣Rj〉 , 0)T is an eigenvector of B to the
eigenvalue λj if
∣∣Rj〉 is an eigenvector of A to the same eigenvalue.
Using the solution of equation (7.26) and defining
∣∣x2j〉 := (∣∣xj,1〉 , ∣∣xj,2〉)T equation
(7.27) can be written as(
A ∂tA
0 A
)(∣∣xj,1〉∣∣xj,2〉
)
=
(∣∣Rj〉
0
)
+ λj
(∣∣xj,1〉∣∣xj,2〉
)
(7.28)
which simplifies to
(A− λj)
∣∣xj,1〉+ (∂tA) ∣∣xj,2〉 = ∣∣Rj〉 I
(A− λj)
∣∣xj,2〉 = 0 II (7.29)
Equation II in the system (7.29) is again the eigenvalue equation for A and the solution is
simply
∣∣xj,2〉 = κi ∣∣Rj〉, where κi is a finite complex number. With this result Equation (I)
becomes
(A− λj)
∣∣xj,1〉+ (∂tA)κi ∣∣Rj〉 = ∣∣Rj〉 . (7.30)
Let {
〈
Lj
∣∣}j=1,...,n denote the set of left eigenvectors of A, i.e. 〈Lj∣∣A = λj 〈Lj∣∣ and
assume the normalisation
〈
Lj
∣∣Ri〉 = δij. By assumption the eigenvalues are not degen-
erate and P :=
∑
i 6=j
|Ri〉〈Li|
λi−λj
is well defined. Multiplying both sides of equation (7.30) by P
yields∑
i 6=j
|Ri〉
〈
Li| xj,1
〉
=
∑
i 6=j
κi
|Ri〉 〈Li|
λi − λj
(∂tA)
∣∣Rj〉 . (7.31)
The term
∑
i 6=j
|Ri〉 〈Li| on the right hand side of equation (7.31) is a projector to the space
1 −
∣∣Rj〉 〈Lj∣∣ and using equation (C.9) one finds that the right hand side is equal to∣∣∂tRj〉. It follows that the projection of ∣∣xj,1〉 is equal to κj∣∣∂tRj〉 and therefore∣∣xj,1〉 = κj∣∣∂tRj〉+ γj ∣∣Rj〉 , (7.32)
where γj is a complex number. Note that
∣∣Rj〉 is in the kernel of (A− λj), which means
we can add any scalar multiple of
∣∣Rj〉 to the solution ∣∣xj,1〉 of equation (I) and get
another solution. By exploiting this freedom it is possible to set γj = 0. To compute the
value of κj we simply multiply equation (I) by
〈
Lj
∣∣ from the left. This annihilates the
first term on the left hand side and we obtain
κj
〈
Lj
∣∣ (∂tA) ∣∣Rj〉 = 1. (7.33)
Applying equation (C.6) gives κj = 1/∂tλj. Putting everything together yields an ana-
lytic expression for the columns of the matrix X:
∣∣x(2j−1)〉 =
(∣∣Rj〉
0
)
∣∣x2j〉 = 1
∂tλi
(∣∣∂tRj〉∣∣Rj〉
)
.
(7.34)
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To compute the columns of X−1 we start with the equation
X−1B = JX−1, (7.35)
which follows directly from equation (7.24). It turns out that it is more convenient to
consider the transpose of this equation
BTY = YJT , (7.36)
where Y := (X−1)T is introduced to simplify the notation. The right hand side of equa-
tion (7.36) can be written as

y1,1 . . . y1,2n
...
...
y2n,1 . . . y2n,2n


λ1 0 · · · · · · 0
1 λ1
. . .
...
0
. . . . . . . . .
...
...
. . . . . . λn 0
0 · · · 0 1 λn

=

λ1y1,1 + y1,2 λ1y1,2 . . . λny1,(2n−1) + y1,2n λny1,2n
...
...
...
...
λ1y2n,1 + y2n,2 λ1y2n,2 . . . λny2n,(2n−1) + y2n,2n λny2n,2n
 (7.37)
The next steps are analogous to the derivation of the columns of X above. Let |yi〉 be the
i−th column of Y, then (7.37) is equivalent to n systems of two equations:
BT
∣∣y2j〉 = λj ∣∣y2j〉 (7.38)
BT
∣∣y(2j−1)〉 = λj ∣∣y(2j−1)〉+ ∣∣y2j〉 , (7.39)
Equation (7.38) is an eigenvalue equation and the solution is
∣∣y2j〉 = ηj (0, ∣∣∣RTj 〉)T ,
where
∣∣∣RTj 〉 is the eigenvector of AT to the eigenvalue λj and ηj is a scalar constant that
will be fixed later by requiring YTX = 1.
With the notation
∣∣y(2j−1)〉 := (∣∣yj,1〉 , ∣∣yj,2〉)T we can rewrite equation (7.39) as a
system of two equations:
(AT − λj)
∣∣yj,1〉 = 0 I
(∂tA
T )
∣∣yj,1〉+ (AT − λj) ∣∣yj,2〉 = ηj ∣∣RTj 〉 II (7.40)
Mimicking the steps used to solve the system (7.29) one finds the following expressions
for the columns of Y:
∣∣y(2j−1)〉 = ηj
∂tλj
 ∣∣∣RTj 〉∣∣∣∂tRTj 〉

∣∣y2j〉 = ηj
 0∣∣∣RTj 〉
 .
(7.41)
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The rows of the inverse transformation matrix X−1 = YT follow immediately from equa-
tion (7.41):
X−1 =

η1
∂tλ1
(〈L1| , 〈∂tL1|)
η1 (0, 〈L1|)
...
ηn
∂tλn
(〈Ln| , 〈∂tLn|)
ηn (0, 〈Ln|)

, (7.42)
where we used the fact that
∣∣∣RTj 〉T = 〈Lj∣∣.
To find the values of the complex constants ηj one has to evaluate the product X−1X.
In this computation one encounters only four different types of bra–ket products, which
are all shown in the following matrix product:(
ηi
∂tλi
(〈Li| , 〈∂tLi|)
ηi (0, 〈Li|)
)((∣∣Rj〉
0
)
, 1∂tλj
(∣∣∂tRj〉∣∣Rj〉
))
=
 ηi∂tλi δij 0
0 ηi∂tλj
δij
 (7.43)
The entry below the diagonal is trivially zero and the super-diagonal entry vanishes
because
〈
Li|∂tRj
〉
+
〈
∂tLi|Rj
〉
= ∂t
(〈
Li|Rj
〉)
= ∂tδij = 0. With the choice ηi = ∂tλi
the right hand side of equation (7.43) becomes the unit matrix and we finally get
X−1 =

(〈L1| , 〈∂tL1|)
∂tλ1 (0, 〈L1|)
...
(〈Ln| , 〈∂tLn|)
∂tλn (0, 〈Ln|)

and (7.44)
X =
((
|R1〉
0
)
, 1∂tλ1
(
|∂tR1〉
|R1〉
)
, · · · ,
(
|Rn〉
0
)
, 1∂tλn
(
|∂tRn〉
|Rn〉
))
, (7.45)
The matrix X−1 consists of 2n-dimensional row vectors, i.e.
(〈Li| , 〈∂tLi|) = (〈Li|1 , . . . , 〈Li|n , 〈∂tLi|1 , . . . , 〈∂tLi|n). (7.46)
Analogously X is made up by 2n-dimensional column vectors. With the help of the
matrices X and X−1 we can define a generalised deflation. Let |xi〉 be the columns of X
and 〈x¯i| the rows of X−1, then
2n∑
i=1
|xi〉 〈x¯i| = 1. We define the projectors Pm =
m∑
i=1
|xi〉 〈x¯i|
and P¯m := 1−
m∑
i=1
|xi〉 〈x¯i|, such that for every vector |ψ〉 we have
|ψ〉 = Pm |ψ〉+ P¯m |ψ〉 (7.47)
Now we have all the necessary ingredients to define a deflation algorithm for the matrix
B. Say we want to deflate the first 2l eigenvalues of B (corresponding to the first l
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eigenvalues λ1, . . . , λl of A). To calculate f(B) we split the evaluation of the function
into two parts:
f(B) |ψ〉 = Xf(J)X−1P2l |ψ〉+ f(B)P¯2l |ψ〉 (7.48)
where we used Equation (7.5) for the first term on the right side. To compute the func-
tion of the Jordan matrix we only need to consider the function for each Jordan block.
Applying Equation (7.6) to the j-th block of J yields:
f(Ji) :=
(
f(λj) ∂tf(λj)
0 f(λj)
)
(7.49)
Since the block structure of J is preserved by the function and the |xi〉 and 〈x¯i| are
biorthogonal one finds:
Xf(J)X−1P2l |ψ〉 =
l∑
i=1
[
f(λi) (|x2i−1〉 〈 x¯2i−1|ψ〉+ |x2i〉 〈 x¯2i|ψ〉) + (∂tf(λi))
∣∣x2j−1〉 〈 x¯2i|ψ〉] (7.50)
It is not necessary to compute the full transformation matrices X and X−1 since the rows
and columns needed to evaluate equation (7.50) are known analytically in terms of the
left and right eigenvectors of A. The latter can be efficiently computed using the Arnoldi
algorithm. In practical calculations one chooses 2l 2n and splits the calculation of f(B)
in the following way
f(B) |ψ〉 = f(B)P¯2l |ψ〉︸ ︷︷ ︸
TSL approximation
+
l∑
i=1
[f(λi) (|x2i−1〉 〈 x¯2i−1|ψ〉+ |x2i〉 〈 x¯2i|ψ〉) + (∂tf(λi)) |x2i−1〉 〈 x¯2i|ψ〉]︸ ︷︷ ︸
exact
(7.51)
This looks very similar to the standard deflation formula for diagonalisable matrices.
The difference is that now, because the Jordan blocks have size two, there is an additional
“mixing term” proportional to ∂tf(λi).
In the derivation above we have always implicitly assumed that all calculations can
be carried out with infinite precision. In a numerical implementation of the deflation
the finite machine precision has to be taken into account. Additionally, it is necessary to
find a fast way to compute the derivatives of the eigenvectors needed for the deflation.
The numerical aspects of the deflation algorithm are discussed in detail in Appendix E.
For the sign function Equation (7.51) becomes even simpler. The sign function is piece-
wise constant and for realistic gauge field configurations the eigenvalues of H do not
cross the discontinuity line Re(z) = 0 when an external parameter is varied. Therefore,
the derivative of the sign function ∂t sgn(λi) is identically zero and the mixing term is
absent in the deflation.
An important exception are Hybrid Monte-Carlo simulations with dynamical over-
lap fermions. In these simulations it is possible that an eigenvalue λi of H crosses the
discontinuity of the sign function at Re λi = 0, which corresponds to a change of the
7.4 numerical test 81
topological charge (see Equation (2.53)). If that happens the derivative of sgn (λi) in the
last term in (7.51) becomes singular. In practical calculations singularities in the Fermi-
onic Force can be avoided by modifying the Molecular Dynamics process in the vicinity
of the singularity, for example by using the transmission-reflection step of [142, 143].
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7.4.1 Tuning the TSL Algorithm
In the last section we developed a method to calculate derivatives of matrix functions
with the help of the TSL algorithm. Before this new method is applied to a physical
problem it is important to assess its performance and reliability in a well defined test
setup. To this end we used quenched SU(3) gauge configurations with different lattice
sizes and parameter sets and a Wilson–Dirac operator with an external U(1) gauge field
and finite chemical potential. Details of the lattice setup and the analytic expression for
the Wilson–Dirac operator and its derivative can be found in Appendix D.
We use a nested version of the TSL algorithm, as described in [138]. Performance tests
revealed that the main gains are reached already after a single nesting step and further
nesting does not significantly improve the efficiency of the algorithm. For that reason,
a single nesting step is used in all our calculations. In this case the TSL algorithm has
two adjustable parameters, the sizes of the inner and outer Krylov subspace. It is not
known how to compute a priori error estimates for the TSL algorithm and therefore
it is a non-trivial question how to chose these parameters in order to achieve a given
precision in the approximation.
For the sign function it is possible to calculate an a posteriori estimate for the numer-
ical error εA by employing the identity sgn(A)2 = 1:
εA =
‖ sgn(A)2 |ψ〉− |ψ〉 ‖
2 ‖ψ‖ , (7.52)
where the factor two is added because the TSL has to be applied twice to calculate the
square of the sign function.
Equivalently an estimate for the error εB in the computation of the derivative of the
sign function can be defined by replacing the matrix A in (7.52) with B and |x〉 with the
sparse vector (0, |x〉)T :
εB =
∥∥∥∥∥sgn(B)2
(
0
|ψ〉
)
−
(
0
|ψ〉
)∥∥∥∥∥
2 ‖|ψ〉‖ . (7.53)
It is interesting to note that the square of the sign function of the block matrix B is given
by
sgn(B)2 =
(
sgn(A)2 sgn(A)(∂t sgn(A)) + (∂t sgn(A)) sgn(A)
0 sgn(A)2
)
(7.54)
and that the error estimate εB for the derivative contains the anti-commutator of the
{sgn(A),∂t sgn(A)} of the sign function and its derivative:
εB =
√(‖ sgn(A)2 |ψ〉− |ψ〉 ‖
2 ‖ |ψ〉 ‖
)2
+
(‖{sgn(A),∂t sgn(A)} |ψ〉 ‖
2 ‖ |ψ〉 ‖
)2
(7.55)
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Typically, the approximating polynomials for the sign function of A and B are not the
same and the first term under the square root in Equation (7.55) is not equal to ε2A.
The commutator {sgn(A),∂t sgn(A)} = ∂t(sgn(A)2) = ∂t1 should vanish identically
and its deviation from zero can be used as an error measure for the approximation of
∂t sgn(A). This approach was used in an earlier work [114], but subsequent numerical
studies showed that εB gives a more reliable estimate of the true error of the derivative.
Additionally, the anti-commutator is more cumbersome to compute and therefore we
will use εB as an error estimate from now on. Calculating the error using equations (7.52)
and (7.53) takes one additional evaluation of the sign function per source vector, which
would effectively double the run time of the algorithm. In production runs it is not
feasible to check the error for every source vector |x〉 and a more viable method to
control the error is needed.
As a rule the optimal values for the Krylov subspace size depends on the matrix
and the source vector. The situation is different, however, if deflation techniques are
used. In this cast the performance critical parts of the source vector are projected out
and treated exactly . It is reasonable to assume that for a given matrix the optimal
parameters depend only weakly on the deflated source vectors. It should therefore be
possible to find a set of parameters such that the nested TSL gives the desired error for
any (deflated) vector.
In order to find the optimal TSL parameters for a given gauge configuration we pro-
pose to perform an initial “tunig run” consisting of the following steps:
1. Select the desired precision ε0.
(Typically, ε0 = 10−8 is sufficient for practical calculations)
2. Select a trial vector |φ〉.
The trial vector should be kept fixed during the tuning run in order to make dif-
ferent parameter sets comparable. Additionally, it should be representative for the
vectors that will be used in the production runs. We used |φ〉 = (1, · · · , 1)T to
estimate the error εA of sgn(A) and (0, |φ〉) for the error εB of sgn(A).
3. Choose a set p of trial parameters.
Let kO (kI) be the size of the outer (inner) Krylov subspace size. Then p is given
by p = {(kO1 ,k
I
1), · · · , (kO1 ,kI1)}.
4. For every pi ∈ p compute the corresponding error εi = ε(pi) and the elapsed CPU
time ti = t(pi) for the TSL approximation.
5. Discard all pi for which εi > ε0
6. From the remaining tuples pi choose the one for which the elapsed CPU time ti is
minimal.
7. Store the optimal parameters kOopt and kIopt found in the last step for use in the
production runs.
Be aware that there is no guaranty that for some vector other than the trial vector the
parameters kOopt and kIopt will give an error smaller than ε0. To validate the results on
can expand the tuning procedure and perform a cross check:
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8. Compute the error for l random vectors using the parameters kOopt and kIopt.
(In practice l = 20− 30.)
9. Check if the maximal error for all l random vectors is smaller than ε0.
If the maximal error turns out to be larger than the desired error ε0 one can restart
the tuning run with a different trial vector, for example with the random vector that led
to the largest error, to find better estimates for the optimal parameters. Another strategy
is to use a smaller value for ε0 than is actually necessary. Our calculations show that in
most cases the largest error for the random vectors is of the same order of magnitude as
the error for the trial vector. As a rule of thumb one should therefore choose the target
precision ε0/10 for the trial run to achieve a precision of ε0.
A different and independent way to check the reliability of the optimal parameter
estimates obtained in the trial run is to compare the results of the TSL approximation
to some other matrix function approximation algorithm. We have mentioned above that
the TSL implicitly constructs a polynomial interpolation of the sign function. The size of
the (outer) Krylov subspace corresponds to the order of the approximating polynomial.
If we set the chemical potential to aµ = 0 the matrix H is Hermitian and the minimax
polynomial approximation [132] can be used to evaluate the sign function.
To compare the minimax polynomial approximation with the TSL algorithm we gen-
erated 20 gauge configurations on a lattice of size 8× 83 and β = 8.1. The role of the
matrix A in is now played by the operator H, which is a matrix of size n = 49152 for this
lattice size. For the given parameters the spectrum of H has only a small gap around
the line Re(z) = 0, which makes it harder to approximate the sign function with a low
order polynomial (compare Figure 7.2). For both algorithms the 30 eigenvalues of H
with smallest absolute value were deflated.
The mean error is computed by averaging over random vectors and over gauge con-
figurations. In Figure 7.3 the mean error is plotted as a function of the highest power of
H in the approximating polynomial. For a fixed polynomial degree the error of the TSL
approximation is smaller than the error of the minmax polynomial approximation. The
explanation for this result is quite simple and intuitive: The minimax polynomial tries
to minimise the maximal error over all possible source vectors, while the TSL method
constructs a different optimised polynomial for every source vector.
As the matrix size grows larger the main computational cost for both algorithms is
coming from the evaluation of the matrix-vector products. As a result the differences in
the time the algorithms spend for the construction of the coefficients of the approximat-
ing polynomial becomes negligible. The minimax method internally actually constructs
a polynomial in H2, while the TSL method generates the Krylov subspace for both H
and H†. Taking this into account one finds that for a given maximal power of H in the
interpolating polynomial the TSL algorithm takes twice as many matrix-vector multi-
plications as the minmax method. While it is still possible to keep all the Krylov vectors
in the RAM for a lattice of size 8× 83, this is in general not feasible. Therefore, we used
a two-pass version of the TSL as described above. As a result one expects that the TSL
is roughly four times slower than the minimax algorithm. The CPU time for the two
algorithms is plotted in Figure 7.3 and is in very good agreement with this expectation.
The numerical test for configurations of size 8× 83 confirms our earlier arguments
and shows that the error of the (deflated) TSL method does not strongly depend on
the source vector. Moreover, the error for a given Krylov subspace size is almost an
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Figure 7.3: Comparison of the TSL approximation with the minmax polynomial method.
Left: Logarithm of the mean error of both methods as a function of the highest power of the
polynomial. Right: Mean time required for the calculation of sgn(H) |x〉 on an Intel® Core™
i5-3470 CPU, with multi-core OpenBLAS [144] used for basic linear algebra. As expected
the TSL is slower than the minmax polynomial approach by a factor of four.
order of magnitude smaller than a naive comparison with the minimax method would
suggest, see Figure 7.3. Building on these findings we use a single tuning run per gauge
configuration to find the optimal parameters for the production runs.
7.4.2 TSL Approximation of the Derivatives of the Matrix Sign Function
Having developed a reliable tuning prescription for the TSL algorithm, we come back
to the problem of computing derivatives of the matrix sign function. Ultimately we
are interested in the calculation of the conserved lattice currents for the overlap Dirac
operator. For the numerical tests we therefore consider the derivative of the operator H
taken with respect to the Abelian lattice gauge field Θx,µ as defined in Appendix D and
the block matrix is given by B = B(H,∂H), where ∂H = ∂H∂Θx,µ .
Figure 7.4 shows results for the estimated error of sgn(H) and sgn(B(H,∂H) as a
function of the outer Krylov subspace size at aµ = 0 with lattice sizes ranging from
4× 43 (n = 3072) to 14× 143 (n = 460992). In most of the plots the positive effects of
the deflation procedure are clearly visible. The one exception is the configuration with
V = 6× 183 and β = 8.45. For this setup the temperature is above the deconfinement
transition temperature for the Lüscher-Weisz action (see for example [145]) and the spec-
trum of H already has a large gap around the line Re(z) = 0. Widening the gap further
only leads to a relatively small improvement of the efficiency of the TSL approximation.
Interestingly deflation has an additional positive side effect in the case of the de-
rivative computation. The source vector that is used as an input for the calculation of
the derivative has a vanishing upper part. Additionally, the derivative matrix ∂H is very
sparse, since in lattice QCD a single link only affects two lattice sites ( see Equation (D.3)).
For this reason the Krylov vectors constructed in the TSL algorithm have a sparse upper
part and the Krylov subspace is not a good approximation of the full space. For the
deflation the vectors corresponding to the eigenvalues close to the zero are projected
out from the source vector and in general the deflated source vector will not be sparse.
The Krylov subspace of the deflated source vector has a more general form, which has
a positive influence on the convergence rate of the TSL method.
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Figure 7.4: Matrix size dependence of the optimal outer Krylov subspace size for zero chem-
ical potential. The green, dash-dotted line marks the desired error of 10−8. (Un-)deflated
results are marked by (circular) triangular Symbols. The data points are connected with
lines to guide the eye. A solid line stands for the sign function results while a broken line
indicates the results for the derivative. Clockwise from top left the results are shown for
4× 43, 6× 63, 14× 143 and 6× 183 lattices. For 4× 43, 6× 63, 14× 143 lattices we used
β = 8.1 (a = 0.125 fm) and for 6× 183 lattice we used β = 8.45 (a = 0.095 fm). The inner
Krylov subspace size is set to 100 in all plots. For the deflation of the sign function we
use the 40 eigenvalues with the smallest magnitude. To deflate the derivative, we used two
eigenvalues for 4× 43, 6× 63 and 6× 183 lattices and six eigenvalues for 14× 143.
Another observation from Figure 7.4 is that the TSL scales very well with the lattice
volume V . The size of the Krylov subspace needed to achieve a given error only slightly
increases with V . It is also of interest to study the dependence of the optimal Krylov
subspace size on the chemical potential. As µ is increased the matrix H differs more and
more from a Hermitian matrix and the expectation is that a larger Krylov subspace size
is necessary to obtain the desired precision. Figure 7.5 shows the results for test runs at
different values of µ. The plots in Figure 7.4 and Figure 7.5 indicate that for aµ = 0 and
V = 14×143 an outer Krylov subspace size of 500 is sufficient to achieve an error of 10−8
for the deflated derivative. If the chemical potential is increased to aµ = 0.05 a subspace
size of approximately 600 has to be used for the same error. For aµ = 0.30 it seems that
an error of 10−8 can be obtained by increasing the subspace size to 650. Comparing the
relative changes in the Krylov subspace size we find that it is necessary to increase the
subspace size by about 20% when going from vanishing chemical potential to aµ = 0.05.
Once the chemical potential is switched on the further increase in the optimal Krylov
subspace size is not that dramatic. Between aµ = 0.05 and the relatively large value
aµ = 0.30 the Krylov size grows by approximately 10%.
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Figure 7.5: Chemical potential dependence of the error as a function of the outer Krylov
subspace size. Top: V = 6 × 183 and aµ = 0.04 on the left and aµ = 0.23 on the right.
Bottom: V = 14 × 143 and aµ = 0.05 on the left and aµ = 0.30 on the right. All other
parameters are the same as for Figure 7.4.
For the V = 8× 163 configuration the picture is a bit different. Switching on a small
chemical potential has only a negligible effect on the error for a given Krylov subspace
size. For larger values of the chemical potential it is necessary to use a larger Krylov
subspace to obtain the desired error and for aµ = 0.23 the size is around 350. Compared
to the Krylov subspace size of 280 at aµ = 0 this is an increase of roughly 25%.
In summary, we find that the Krylov subspace size necessary to obtain the desired
precision does indeed depend on the value of the chemical potential. Even for compar-
atively large values of µ the relative growth of the optimal Krylov subspace size does
not exceed 25% and in practical calculations this should not pose a problem.
7.4.3 A Physical Test Case - The Divergence of the U(1) Vector Current
Finally we consider a test case for our numerical derivative method that is more prac-
tice-oriented, namely the computation of the divergence of the U(1) vector current
δjx =
∑
µ
(jx,µ − jx−µ,µ) . (7.56)
To perform the test we randomly pick a single configuration from an ensemble of equi-
librium gauge configurations. For this fixed configuration we calculate δjx for a ran-
domly chosen lattice site x.
The invariance of the lattice Dirac operator under the gauge transformations Θx,µ →
Θx,µ + φx − φx+µ gives rise to a conserved (Noether) vector current. Hence the di-
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Figure 7.6: Results for divergence (red squares) of the vector current and the total current
(green circles) at a lattice site for configurations with β = 8.1 and aµ = 0.30, plotted as
functions of the number of stochastic estimators. Left: For this small configuration with
V = 3× 43 the exact values can be computed and are indicated by solid blue lines. Right:
Here V = 6× 63 and it is not feasible to compute the exact values. The results for the total
current are shifted by 100 estimators to the right for better visibility and the blue line marks
zero.
vergence (7.56) has to vanish on physical grounds. For the overlap Dirac operator the
expectation value of the conserved vector current (7.1) is given by
〈jx,µ〉 = tr
(
D−1ov
1
2
(
Kx,µ − γ5Kx,µγ5(1−Dov)
))
= tr
(
D−1ov
∂Dov
∂Θx,µ
)
,
(7.57)
where we used the Ginsparg–Wilson equation and the fact3 that ∂Θ tr(Dγ5) = 2∂ΘQ = 0
to simplify the expression.
On small lattices the trace in Equation (7.57) can be evaluated exactly, but for larger
lattice volumes this becomes unfeasible. A standard method to calculate an estimate for
the trace of large matrices is the so-called stochastic estimation. The trace of a matrix
A ∈ Cn×n is defined as
tr(A) =
n∑
i=1
〈i|A |i〉 , (7.58)
where any orthonormal basis of Cn×n can be used for the vectors |i〉. For the stochastic
estimation of the trace one constructs l random vectors |η1〉 , · · · , |ηl〉 of dimension n
which obey the following constraints〈
ηi
〉
s = 0 and〈
ηiηj
〉
s = δij,
(7.59)
where 〈· · · 〉s is the stochastic expectation value defined as
〈
ηi
〉
s :=
1
l
∑l
k=1 η
i
k with η
i
k
being the i-th component of the random vector |ηk〉. The stochastic estimator for the
trace of A is given by
tr(A) ≈ 1
l
l∑
k=1
〈ηk|A |ηk〉 . (7.60)
3 The topological charge Q is constant for smooth variations of the field Θν(x).
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In the limit l→∞ this equation becomes exact. The error that is made for a finite value
of l depends to some amount on the properties of the random vectors. In our calculations
we use stochastic estimators with Z2-noise, where the entries of the random vectors are
chosen randomly from the set {1,−1} [146].
As an additional check we also computed the “total current” at the lattice site x,
which is defined as the sum over incoming and outgoing currents. The total current is
calculated by simply changing the minus to a plus sign in Equation (7.56). This quantity
has no physical meaning and its value is not constrained. If the total current is finite an
exact cancellation is necessary to render the divergence zero. Finding numerically that
divergence vanishes while the total current is finite can be seen as an additional cross
check.
Figure 7.6 shows results for the divergence and the total current as a function of the
number of stochastic estimators for two gauge configurations of different size. The error
bars in the plots show the standard estimate for the error of the sample mean. In both
plots we observe that the total current is finite, while the value of the divergence is
consistent with zero.
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Figure 7.7: Results for divergence and the sum of the vector current at a lattice site for large
lattices, plotted as functions of the number ne of stochastic estimators. Left V = 6× 183 with
β = 8.45, right V = 14× 143 with β = 8.1. The chemical potential is aµ = 0 for both plots.
The results for the total current are shifted by 50 estimators to the right for better visibility.
The straight blue line marks zero and the curved blue lines depicting ±1/√ne are drawn to
visualise the error dependence on the number of estimators.
In Figure 7.7 we present results for configurations with a larger volume. The calcula-
tion of the stochastic estimators is numerically very expensive, even for relatively small
lattice sizes. For the larger lattices we therefore consider only the numerically less de-
manding case aµ = 0. The divergence as well as the total current turn out to be very
small for both configurations. A much larger number of stochastic estimators would be
needed to see a clear separation of the two quantities within error bars. Even so, we
find that for both configurations the divergence is consistent with zero. Moreover, the
error bars evidently show the expected inverse square root dependence on the number
of stochastic estimators.
8
T H E C H I R A L S E PA R AT I O N E F F E C T I N D E N S E Q C D
In the last chapter we developed a numerical differentiation method for matrix functions
and presented a tuning prescription for the TSL algorithm. Using these tools we can now
finally study the CSE in QCD on the lattice.
At low temperatures and densities the chiral symmetry of QCD is broken by a finite
chiral condensate and non-perturbative corrections to the CSE current (3.4) are expected
to occur. For a sufficiently small chemical potential the changes to the transport coeffi-
cient σCSE can be expressed in terms of the in-medium amplitude gpi0γγ of the pi0 → γγ
decay [12]:
σCSE = σ
0
CSE(1− gpi0γγ), (8.1)
where σ0CSE is the universal value. For continuum QCD with Nf = 1 quark flavour it is
given by
σ0CSE =
qNcµ
2pi2
, (8.2)
where Nc = 3 is the number of colours and q is the charge of the quark.
In the high-temperature phase of QCD chiral symmetry is restored. The transport
coefficient in this phase is the same as for free quarks and gpi0γγ = 0 [8, 9, 12]. So
far there are no first-principle QCD calculations of gpi0γγ in the the phase with broken
chiral symmetry. Computations within the linear sigma model yield [12, 147, 148]
gpi0γγ =
7ζ(3)m2
4pi2T2
, (8.3)
where m is the constituent quark mass and ζ is the Riemann ζ-function. In the linear
sigma model the constituent quark mass is a free parameter. A realistic description of
the low energy spectrum of QCD can be achieved if it is set to m ∼ 300 MeV [149]. If
we plug m = 300 MeV into Equation (8.3) we find that even at a relatively large temper-
ature of T ∼ 150 MeV the term gpi0γγ is still of order of O(1). The linear sigma model
therefore predicts large corrections to the CSE current in the phase with spontaneous
chiral symmetry breaking. The aim of our lattice simulations is to test this prediction
and to provide a model independent, first-principle calculation of the corrections to σCSE
in QCD.
8.1 numerical setup
Before we discuss our results, we briefly describe the lattice setup and the numerics used
in our calculations. Our quenched SU(3) gauge configurations were generated using the
same parameters as for the test runs in the last chapter, see Appendix D for details.
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To study the CSE current it is necessary to work with a finite (external) magnetic field.
We followed the prescription in [150] to introduce a constant and homogeneous external
magnetic field in our simulations. On the lattice the quantisation of the magnetic flux
leads to the quantisation condition
qB =
2piΦB
L2S
. (8.4)
Additionally, the periodicity of the lattice gauge field restricts the value of the magnetic
flux quantum to 0 6 ΦB < L2S . Simulations with a homogeneous magnetic field can
therefore only be performed at specific values of qB for a given LS.
A big advantage of using conserved currents for the overlap operator is that they are
protected from renormalisation at zero quark mass. Therefore, they can be directly re-
lated to the continuum currents. We have already discussed the expectation value of the
conserved vector current in Section 7.4.3. The analogous expression for the expectation
value of the conserved axial current (7.2) reads as〈
jAx,µ
〉
= tr
(
D−1ov Kx,µγ5
)
, Kx,µ =
∂Dov
∂Θx,µ
. (8.5)
To improve the statistics of our result for the CSE current we computed the average axial
current over all lattice sites x, which is given by
〈
jAµ
〉
=
1
V
∑
x
〈
jAx,µ
〉
=
1
V
∑
x
tr
(
D−1ov Kx,µγ5
)
=
1
V
tr
(
D−1ov
∑
x
Kx,µγ5
)
, (8.6)
where we have exploited the linearity of the trace in the last step. The operator
∑
x Kx,µ
is sparse and can be constructed in a straight forward way using (D.3). Since just a single
trace has to be evaluated the calculation of
〈
jAµ
〉
is only insignificantly more expensive
than the computation of
〈
jAx,µ
〉
.
The trace in Equation (8.6) was calculated using the stochastic estimator method (7.60).
For every stochastic estimator the inverse of Dov has to be computed. To evaluate the
action of the inverse overlap operator on a source vector |η〉 we used the identity
D−1ov |η〉 = D†ov(DovD†ov)−1 |η〉 (8.7)
and applied the Conjugate Gradient (CG) algorithm to the Hermitian operator DovD
†
ov.
Most of the CPU time in our calculations was spent in the CG algorithm and we there-
fore used a deflation method to speed up the inversions. To this end we calculated the
30 eigenvalues with smallest absolute value λ¯i and the corresponding eigenvectors
∣∣λ¯i〉
of DovD
†
ov with ARPACK [141] and evaluated the inverse exactly on the subspace spanned
by these eigenvectors:
(DovD
†
ov)
−1 |η〉 =
30∑
j
1
λ¯j
∣∣λ¯j〉 〈 λ¯j∣∣η〉︸ ︷︷ ︸
exact
+(DovD
†
ov)
−1P |η〉︸ ︷︷ ︸
CG
, (8.8)
with the projector P = 1−
∑30
j
∣∣λ¯j〉 〈λ¯j∣∣. The eigenvalues and eigenvectors were calcu-
lated once for every gauge configuration and stored, so that they could be reused for all
stochastic estimators.
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The knowledge of the eigenvalues λ¯i makes it possible to compute the topological
charge of our gauge configurations via Equation (2.53). It is straight forward to show
that the number of zero modes of DovD
†
ov is exactly the same as the number of zero
modes of Dov. For realistic gauge configurations it never occurs simultaneously that
n+ 6= 0 and n− 6= 0, see for example the discussion in [22, Chapter 7]. By simply
counting the number of zero modes of DovD
†
ov we therefore immediately obtain the
absolute value of Q.
Obviously, for massless quarks the expectation value (8.6) is only well defined ifQ = 0,
since the massless overlap Dirac operator is not invertible for Q 6= 0. Our calculations
for vanishing quark mass are therefore restricted to fixed topology Q = 0.
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Figure 8.1: The axial current as a function of the magnetic field strength for topological
charge Q = 0 at T > Tc. The red dots with error bars denote our data for 80 stochastic estim-
ators and the shaded regions show the bootstrap confidence intervals for σCSE for different
numbers of estimators.
For each of the lattices with V = 6× 183 and V = 14× 143 we generated about 103
gauge configurations. From these configurations we randomly chose 100 with Q = 0
for our calculations with vanishing quark mass. Moreover, we picked 100 configurations
with |Q| = 1 for the V = 6× 183 lattice and for the V = 14× 143 lattice 111 configurations
with |Q| = 1 and 97 with |Q| = 2. For the computations on configurations with |Q| > 0
we introduced a small but finite quark mass amq = 0.001.
The calculations for the smaller V = 8× 83 lattice are considerably cheaper than for
the larger lattices. It is therefore viable to work with a larger number of configurations.
We generated around 5 · 103 gauge configurations for the small lattice. From these we
randomly chose 200 configurations with Q = 0, |Q| = 1 and |Q| = 2. To investigate the
quark mass dependence of the conductivity σCSE we considered a vanishing quark mass,
amq = 0.001, and amq = 0.002 for the small lattice.
We stress again that we did not explicitly compute the chirality of the zero modes
of the overlap operator and therefore only know the absolute value of the topological
charge Q for our configurations.
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The conductivity σCSE is given by the slope of the axial current as a function of the
external magnetic field. It can be found by fitting a linear function to our axial current
data. At a2qB = 0 the CSE current vanishes and thus the offset is fixed to zero and the
fit has only one parameter. The confidence intervals for σCSE were computed with the
statistical bootstrap. For the same gauge configuration axial current results for different
values of ΦB are strongly correlated. Therefore, independent samples for every value of
ΦB are drawn for the bootstrap fits.
8.2 results
8.2.1 High Temperature
First we present the results for the high temperature phase. For the lattice setup with
V = 6 × 183 and β = 8.45 the temperature T = 346 MeV is higher than the critical
temperature Tc for the deconfinement transition of the Lüscher–Weisz action. At this
temperature the chiral symmetry should be at least partially restored1. As mentioned
above no corrections to the CSE are expected in this case.
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Figure 8.2: The axial current as a function of the magnetic field strength for topological
charge |Q| = 1 and aµ = 0.04 at T > Tc for a quark mass amq = 0.001. The red dots with
error bars denote our data and the shaded regions show the bootstrap confidence intervals
for σCSE computed with different numbers of stochastic estimators. Note that the scale is
different than in Figure 8.1.
In Figure 8.1 we plot our results for the axial current as a function of qB at ΦB =
1, 2, 5, 10 for two values aµ = 0.04, 0.23 of the chemical potential. The outcome of our
calculations depends on the number of stochastic estimators used in the trace calcula-
tion. To ensure that the final results are not affected by the way we compute the trace we
1 For a discussion of the restoration of chiral symmetry in the high temperature phase of quenched QCD we
refer to [151, 152].
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increased the number of stochastic estimators until the bootstrap confidence intervals
converged. The shaded regions in the plot show the bootstrap confidence intervals for
σCSE for a different number of estimators. The error bands for 40, 60 and 80 stochastic
estimators already lie on top of each other. Our results can therefore no longer be im-
proved by using more estimators to compute the trace.
In general, we find a good agreement between the free fermion result σ0CSE and our
data. The one exception is the data point for aµ = 0.23 and ΦB = 10, where the chemical
potential and the magnetic flux are quite large. It is possible that we observe the onset
of a saturation effect for these parameters.
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Figure 8.3: The axial current as a function of the magnetic field strength for topological
charge Q = 0 at T < Tc for the lattice V = 14× 143. The red dots with error bars mark
the results for 80 stochastic estimators. The shaded regions show the bootstrap confidence
intervals for σCSE computed with different numbers of estimators.
By working at fixed topology we made a systematic error and it is important to in-
vestigate possible effects of a nonzero topological charge on the CSE current. To this
end we additionally computed the axial current for configurations with |Q| = 1 at
ΦB = 0, 1, 2, 3, 5 for aµ = 0.04. We introduced a small finite quark mass amq = 0.001
to make the overlap operator invertible. The results are shown in Figure 8.2 and again
the bootstrap confidence intervals for the slope show good agreement with σ0CSE. For this
setup we performed an additional cross check and also calculated the axial current for
ΦB = 0. As expected the result is consistent with a vanishing axial current for a2qB = 0.
To take a possible saturation effect for large magnetic flux into account we performed
additional fits where the data for the largest magnetic flux was left out for all the lattice
setups we considered. The results for the bootstrap confidence intervals are summarised
in Figure 8.6. For the configurations with Q = 0 as well as for the configurations with
|Q| = 1 and amq = 0.001 we find that our results are consistent with the value σ0CSE
within statistical errors. We observe that the signal-to-noise ratio of our measurements
is better for larger values of the chemical potential. At aµ = 0.23 the relative error of the
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slope measurement is smaller than 10%, even if we leave out the data point for ΦB = 10
in our fits.
8.2.2 Low Temperature
In this section we discuss our results for the low temperature phase of QCD, where the
chiral symmetry is spontaneously broken. The setup with V = 14× 143 and β = 8.1
corresponds to a temperature T = 113 MeV, which is considerably lower than Tc. The
linear sigma model result (8.3) suggests that there should be large corrections to σCSE in
this phase.
In Figure 8.3 we show our results2 for Q = 0, amq = 0, ΦB = 1, 2, 5, 10 and aµ =
0.05, 0.30. Again we increased the number of stochastic estimators until the bootstrap
confidence intervals became stable. Contrary to the expectation our results for σCSE are
in very good agreement with the universal value σ0CSE and we do not observe any correc-
tions to the anomalous transport coefficient. The confidence intervals for σCSE are very
small, see Figure 8.6, and for the best fit at large chemical potential the relative error of
the slope is smaller than 6%.
For this parameter set we do not observe any saturation of the axial current, even for
the highest value of the chemical potential and magnetic field strength we considered.
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Figure 8.4: The axial current in different topological sectors for the V = 8× 83 lattice. Filled
symbols denote the results for amq = 0.001. The results for amq = 0.002 are shifted by
0.02/a2 in the qB direction for better visibility and are marked by open symbols. For com-
parison we plot the results for the axial current for vanishing quark mass at Q = 0 as black
dots. The black dashed line corresponds to the free continuum result σ0CSE. To guide the eye
a linear (Q = 0) or second order polynomial (|Q| > 0) fit to the data is shown. The error bars
are smaller than the symbols and are not plotted.
2 One of the configurations with the parameters aµ = 0.05 and ΦB = 1 caused a serious breakdown in the
Lanczos algorithm in the computation of the overlap operator. Only the remaining 99 configurations were
used for this parameter set.
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The computations for the large lattice in the low temperature phase are numerically
very expensive. For a first study of the CSE in different topological sectors we therefore
considered a smaller lattice with V = 8× 83 with β = 8.1 and T = 197 MeV and only one
chemical potential aµ = 0.10. The results for the axial current in this setup are shown in
Figure 8.4.
0
2
4
6
8
10
12
14
16
18
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
jA
×
1
0
3
[a
−
3
]
qB [a−2]
95.45% CI 20 Est.
σ0CSE
0
2
4
6
8
10
12
14
16
18
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
jA
×
1
0
3
[a
−
3
]
qB [a−2]
95.45% CI 20 Est.
σ0CSE
Figure 8.5: The axial current as a function of the magnetic field strength in sectors with
nonzero topological charge for the lattice with V = 14× 143 at T < Tc. On the left plot
|Q| = 1 and on the right |Q| = 2. The red dots show the results for 20 stochastic estimators
and the shaded region is the corresponding bootstrap confidence interval for σCSE.
In the topological sector with Q = 0 we studied the axial current for zero quark mass
and for amq = 0.001, 0.002. The data for all three quark masses are in good agreement
with the free fermion result σ0CSE and it seems that finite-volume effects are very small
for the CSE current.
On the gauge configurations with nonzero topological charge |Q| = 1 and |Q| = 2 we
observe a strong suppression of the axial current. Moreover, the dependence of the axial
current on the magnetic field is no longer linear. We fitted a second order polynomial
to the data and the results suggest that there is still a finite slope for small qB, which
is much smaller than σ0CSE. At larger values of qB the non-linear effects seem to be
dominant.
In all topological sectors we find that the axial current practically does not depend
on the quark mass mq. At finite quark mass the axial current is no longer protected
from renormalisation and strictly speaking it should not be directly compared with
the continuum result. For our data, however, we do not see any effects related to a finite
quark mass. For the very small quark masses used in our calculations (mq = 1.6, 3.2MeV
in physical units) the renormalisation of the axial current seems to be negligible.
To gain a better understanding of the role of topology for the CSE we separately
computed the contributions〈
ψ0k
∣∣D−1ov ∑
x
Kx,µγ5
∣∣ψ0k〉 (8.9)
of the “topological modes”
∣∣ψ0k〉 to the CSE current. We define the topological modes∣∣ψ0k(mq)〉 for k = 1, · · · , |Q| as the eigen modes of the massive overlap Dirac operator
that become zero modes in the limit mq → 0. After subtracting the contribution from the
topological modes we find that the axial current becomes a linear function of qB again.
The slope is given by σ0CSE and we recover the free fermion result once more.
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Figure 8.6: Confidence intervals for the ratio σCSE/σ0CSE on larger lattices (V = 6× 183 and
V = 14× 143) for different values of the chemical potential µ and the topological charge
|Q|. Boxes and whiskers mark the confidence interval for a fit with all data points and with
the data for largest value of ΦB excluded, respectively. The open boxes denote the result for
T > Tc and the filled boxes for T < Tc.
The results for Q = 0 on the V = 8× 83 lattice agree very well with the results for
the larger lattice and suggest that finite volume effects do not play a large role for the
axial current. Nevertheless, it is desirable to perform a cross check of our findings for
|Q| 6= 0 on the larger lattice. We therefore carried out additional calculations for the
V = 14 × 143 lattice at |Q| = 1 and |Q| = 2 for a quark mass amq = 0.001 and a
single chemical potential value aµ = 0.30. To better resolve possible non-linearities in
the qB dependence of the axial current we used more ΦB values than for the Q = 0
calculations and chose ΦB = 1, 3, 5, 8, 10. The results of these computations are shown
in Figure 8.5. Because of the large numerical costs we calculated only a maximum of 20
stochastic estimators per parameter set. Even though the number of stochastic estimators
is relatively small we get a very narrow error band. The reason for this is that we have
an additional data point compared to the calculations for Q = 0.
On the larger lattice we do not see any corrections to the CSE current for configur-
ations with topological charge |Q| = 1 and |Q| = 2. The slope of the axial current as
a function of qB is consistent with σ0CSE within the very small statistical errors. In Fig-
ure 8.6 we plot the confidence intervals for σCSE/σ0CSE for all our calculations on larger
lattices. For all the parameter sets we studied and for both phases of QCD we find,
within statistical errors, that the chiral separation conductivity is given by the universal
value σ0CSE.
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D I S C U S S I O N A N D C O N C L U S I O N
In Chapter 7 we developed and tested a numerical method to efficiently compute deriv-
atives of matrix functions of general complex matrices. The method in principle works
in combination with any matrix function approximation algorithm. We showed that to-
gether with the TSL algorithm our method can be used to compute derivatives of the
matrix sign function with high precision.
The efficiency of approximation algorithms for the matrix sign function can often be
greatly improved by a so-called deflation. The standard deflation methods only work
for diagonalisable matrices. Our method to calculate derivatives makes it necessary to
compute the sign function of a non-diagonalisable matrix. To improve the numerical
matrix derivative algorithm we therefore developed an generalised deflation method
that also works for non-diagonalisable matrices.
In practical calculations it is very important to know the error of an approximation.
A big disadvantage of the TSL is that it is in general not possible to obtain an a-pri-
ori estimate for the error. We developed a heuristic for tuning the parameters of our
method to obtain a given error. The reliability of the error estimates was checked for
a large number of random source vectors on gauge configurations with V = 8× 83. In
addition we compared the error of the TSL method to the error of a minmax polynomial
approximation. We found that our heuristic performs very well and results in a good
error estimate.
To test the numerical matrix function derivative in a realistic setting we computed
derivatives of the finite-density overlap Dirac operator on different gauge configurations
and for several values of the chemical potential µ. The larger the chemical potential the
more the kernel operator H differs from a Hermitian matrix. The tests show that our
method works very well even for relatively large values of µ of approximately 470 MeV
in physical units. The Krylov subspace size necessary to obtain the desired error does
not strongly depend on µ.
We compared the performance of the deflated and the undeflated version of the de-
rivative algorithm on all test configurations. On the configurations with T < Tc the
spectrum of the operator H in general only has a small gap around the line Re(z) = 0
where the sign function has a discontinuity. For these configurations deflation greatly
improves the efficiency of the derivative computation. At T > Tc the situation is differ-
ent. We find numerically that the spectrum of H on configurations with T > Tc has a
comparatively large gap around zero. As expected the deflation has only a minor effect
in this case.
The part consuming the most CPU time in the deflated version of the derivative
calculation described in Chapter 7 and Appendix E is the inversion of the matrices
Aλi = (λi −A) in Equation (E.4). All this inversions act on the same source vector. It
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should therefore be possible to greatly improve the efficiency of the algorithm by using
a multi-shift inverter. We tried to use a multi-shift version of the Biconjugate Gradient
Stabilized (BiCGSTAB) algorithm for the inversions, but this turned out to be numer-
ically unstable. Finding a stable multi-shift inverter for the matrices Aλi could further
improve the performance of our method.
In physical calculations also higher order derivatives can be of interest. Second or-
der derivatives are for example required to compute current-current and charge-charge
correlators, which can be used to compute the electric conductivity or the charge dif-
fusion rate. Generalisations of Theorem 1 to higher order derivatives exist [140]. Thus
it is in principle possible to extend our method to calculate higher order derivatives.
The calculation of the k-th derivative of a n-dimensional matrix function does, however,
require the construction of an upper block triangular matrix of dimension (k+ 1)n. For
matrices of this type the deflation procedure becomes very involved. Therefore, defla-
tion is no longer feasible for higher derivatives, which severely limits the usefulness of
the method.
The main motivation for the development of described matrix function differentiation
method was the computation of conserved currents for the overlap Dirac operator. The
conserved currents of a chiral lattice Dirac operator are not renormalised in lattice simu-
lations with massless quarks and are therefore well suited to study anomalous transport
phenomena on the lattice.
In Chapter 8 we used the framework of quenched lattice QCD to study the CSE in
finite density QCD. It is expected that the CSE is very sensitive to the spontaneous
breaking of chiral symmetry in QCD [12]. In the high temperature phase, where the
chiral symmetry is restored, no modifications to the transport coefficient σCSE are an-
ticipated. If chiral symmetry is spontaneously broken, on the other hand, calculations
within the linear sigma model predict strong corrections to σCSE. The goal of our lattice
simulations was to test this prediction and to quantify possible corrections to the CSE
current. To this end we generated quenched SU(3) gauge configurations for the high
temperature and the low temperature phase and computed the conserved axial current
of the overlap Dirac operator as a function of the chemical potential and an external
magnetic field.
In order to calculate the expectation value of the conserved axial current it is necessary
to compute the inverse of the overlap operator. For vanishing quark mass the overlap
operator can have exact zero modes and the expectation value of the current becomes
ill defined. The index theorem (2.53) relates the zero modes of the overlap operator to
the topological charge of the gauge configurations. On the lattice on never encounters
the case that there are zero modes of both chiralities for a single configuration and
the absolute value of the topological charge is simply given by the number of zero
modes. We used this fact to calculate the absolute value of the topological charge for our
configurations and considered only configurations with Q = 0 for our computations
with vanishing quark mass.
We first studied the CSE in the deconfinement phase of QCD for two different values
of the chemical potential. The results are depicted in Figure 8.1 and we observe that the
axial current depends linearly on the magnetic field strength and on the chemical po-
tential. Our fits for the transport coefficient show that it is consistent with the universal
value σ0CSE for free quarks within statistical errors. The relative errors we obtain for the
fit parameter are very small, especially for the larger chemical potential value.
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The restriction to gauge configurations with Q = 0 introduces a systematic error in
our calculations. At vanishing quark mass we can not directly check possible effects
of a finite topological charge on the CSE. We therefore introduced a small but finite
quark mass to study the axial current on configurations with |Q| = 1. For the finite
Q calculations we only considered a single chemical potential value and the results
are shown in Figure 8.2. We find again a very good agreement between the observed
conductivity and σ0CSE. All in all our calculations for the high temperature phase show
that there are no corrections to the CSE in this phase.
We also investigated the CSE in the low temperature phase with broken chiral sym-
metry. In this phase large deviations of σCSE from the universal value are expected. For
our calculations with massless quarks in the topological sector Q = 0 we considered two
different chemical potential values. The results are plotted in Figure 8.3. Contrary to the
predictions in [12] we do not find any corrections to σCSE and reproduce the free fermion
value σ0CSE within our small statistical errors. For the best fit at large chemical potential
the bootstrap error for the fit parameter is smaller than 6%.
The numerical calculations in the low temperature phase are very expensive and we
decided to use a smaller lattice to study the effects of fixed topology on the CSE. For
the smaller lattice we could afford to use a larger number of configurations and two
different finite quark masses. The data for all our simulations with smaller lattice size
are summarised in Figure 8.4. For vanishing topological charge we once more reproduce
the free fermion result for the CSE. The data points for different quark masses lie all very
close to each other and we do not see any renormalisation of the axial current due to a
finite quark mass.
Interestingly, for |Q| > 0 we observe large corrections to the CSE current. The axial
current is strongly suppressed and no longer a linear function of the external magnetic
field. It seems that the corrections are bigger for larger values of |Q|. Fits to a second or-
der polynomial suggest that the slope at a2qB = 0 is still finite, but very small compared
to σ0CSE. To better understand the origin of the corrections to the CSE we calculated the
contribution of the topological modes, the eigen modes of Dov that become zero modes
in the limit mq → 0, to the total axial current. After removing the contribution from the
topological modes we regain the free fermion result for the CSE. We conclude that the
corrections to the CSE at non-zero topological charge are saturated by contribution of
topological modes to the total axial current.
The results for Q = 0 on the smaller lattice do not show any signs of a finite size effect.
It is therefore tempting to assume that also the results for |Q| > 0 will hold for larger
lattices. To test this assumption we additionally studied the CSE for |Q| = 1 and |Q| = 2
on the larger lattice. Although we could only afford to use a relative small number of
stochastic estimators in these calculations, the errors for the final results are very small.
The results are depicted in Figure 8.5. For the larger lattice the axial current for |Q| > 0
is again a linear function of the field strength. We recover the universal value σ0CSE for
the slope and find no signs for a correction to the chiral separation conductivity.
A possible explanation for the different results for |Q| > 0 for the small and the large
lattice is that the configurations for the small lattice correspond to the large instanton
limit. It was shown in an analytical calculation that the CSE current identically vanishes
in the background of a constant Euclidean self-dual non-Abelian gauge field (see [115,
Supplemental Material]). This setup can be understood as the limit of a very large in-
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stanton[153]. If the instantons occupy a large ratio of the total volume of the smaller
lattice, this would explain the suppression of the CSE current.
The main result of Chapter 8 is the plot in Figure 8.6, where we summarise our fi-
nal results for the simulations with the large lattices. The plot shows the normalised
confidence interval for the transport coefficient σCSE for both phases of QCD and for all
parameter sets we considered. All of the confidence intervals are consistent with the uni-
versal value σ0CSE for the chiral separation conductivity. In particular, for the phase with
broken chiral symmetry the statistical errors are very small and for the larger chemical
potential value the best relative error is . 5%.
Taking all our results together we conclude that non-perturbative corrections to the
CSE current are absent in quenched lattice QCD. This clearly contradicts the model
calculation in [12], which predicts large modifications to the transport coefficient in the
phase with broken chiral symmetry. The reason for this discrepancy remains unclear.
One the one hand, it is known from random matrix theory that the chiral condensate
vanishes in quenched QCD for any finite chemical potential µ > 0 [154]. This suggests
that the pattern of chiral symmetry breaking in our simulations is different than in the
linear sigma model. On the other hand, random matrix theory calculations do not take
into account finite magnetic fields. An external magnetic field can act as a catalyst for
the formation of a chiral condensate [155] or give rise to a different kind of fermionic
condensate, the so-called chiral shift parameter. In model calculations it was shown that
a finite chiral shift parameter gives corrections to the axial current, see for example [156].
It would be interesting to check if our results hold in unquenched lattice QCD with
dynamical overlap fermions. Simulations with dynamical fermions at finite chemical
potential are, however, hampered by the sign problem. Our calculations show that it is
possible to observe the CSE current already for small values of the chemical potential,
albeit with a relatively large statistical error. It might therefore be viable to use reweight-
ing methods to investigate the CSE with dynamical overlap fermions.
As a final remark we emphasise that the high precision we achieved in our calcula-
tions of the anomalous transport coefficient σCSE proves the reliability of our numerical
methods. Together with the finite-density overlap Dirac operator described in [40] the
numerical tools developed in this thesis lay the foundations to anomalous transport
studies with overlap fermions on the lattice.
Part IV
E P I L O G U E
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In the final chapter of this thesis we discuss possible future research directions. In Part II
we considered an application from solid state physics and investigated the CME in
a WSM. We used a model based on the Wilson–Dirac Hamiltonian and performed a
mean-field approximation to calculate the static chiral magnetic conductivity.
A potential next step could be to go beyond the mean-field approximation and to
study a tight-binding WSM model with Monte-Carlo methods. In general, Monte-Carlo
simulations with dynamical fermions suffer from the sign problem. It was shown, how-
ever, that the fermion determinant is positive definite in models with a T-symmetric
Hamiltonian [157]. Tight-binding models that are are T-symmetric and exhibit a WSM
phase were described in [108, 158]. An interesting continuation of the work in this thesis
would be to do Monte-Carlo simulations of these WSMs models.
In Part III we developed a numerical differentiation method that makes it possible to
compute conserved currents for the finite-density overlap operator. Using this method
we studied the CSE in a homogeneous external magnetic field in quenched lattice QCD.
In the existing implementation of the deflated numerical differentiation method for
the matrix sign function a large fraction of the total CPU time is spent for the inversion
of the matrices Aλi . All of these inversions act on the same source vector and the devel-
opment of an multi-shift algorithm for the inversions could vastly improve the efficiency
of the differentiation method.
Conserved currents of the overlap operator are not only interesting in the context of
anomalous transport calculations, they also have potential applications in hadron struc-
ture calculations and in general transport/conductivity studies on the lattice. Moreover,
comparing the results for conserved and naive currents is a possible way to determine
the value of renormalisation factors.
A conceivable continuation of the work started in this thesis is to investigate the CSE
in spatially inhomogeneous external magnetic fields. While this is interesting in itself,
it also has an additional advantage: For inhomogeneous magnetic fields the flux and
the field strength are not directly related, which allows for a better control of the field
strength in lattice simulations.
A more ambitious research project would be to use reweighting techniques to study
the CSE with dynamical overlap fermions. Our calculations in Chapter 8 show that
CSE current is observable already for small chemical potential values. A reweighting
approach could therefore be feasible.
Another interesting research direction is to study the CME with interacting over-
lap fermions. Previous works either used free overlap fermions [13] or interacting
Wilson–Dirac fermions, which explicitly break chiral symmetry and give rise to system-
atic errors [118, 119]. The introduction of a finite chiral chemical potential for overlap
fermions is quite involved but possible [120]. Lattice QCD with finite chiral chemical
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potential does not have a sign problem and unquenched calculations are viable. In a
first exploratory study one could work with overlap valence quarks and Wilson–Dirac
sea quarks to minimise the numerical costs. A comparison with a quenched calculation
could give insights into the effects of quenching and be useful for the interpretation of
the CSE results, where unquenched calculations are hindered by the sign problem.
On the whole it can be said that the numerical tools developed in this thesis lay the
ground to address interesting open questions about the transport properties of strongly
interacting chiral fermions.
Part V
A P P E N D I X

A
C O N V E N T I O N S
a.1 natural units
“For the same reason that we no longer use a certain king’s feet to measure distance,
we use natural units in which the speed of light c and the Dirac symbol  h are both set
equal to 1” [20]. Additionally, we also set the Boltzmann constant kB to 1. Using natural
units every dimensionful quantity can be expressed in powers of energy. Owing more
to historical reasons than to actual practical considerations the convention in particle
physics is to measure energy in units of electron volt (eV).
In lattice gauge theory calculations it is convenient to set the lattice spacing a to 1 and
to measure dimensionful quantities in units of a.
a.2 dirac matrices and metric
Throughout this work the n-dimensional unit matrix is denoted by 1n and frequently
we will leave out the dimension index if the matrix dimension can be inferred unam-
biguously from the context.
We use the chiral representation of the Dirac gamma matrices γi and in terms of the
Pauli spin matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(A.1)
they read as
γ0 =
(
0 12
12 0
)
, γ1,2,3 =
(
0 σ1,2,3
−σ1,2,3 0
)
. (A.2)
The matrix γ5 = iγ0γ1γ2γ3 anti-commutes with all other gamma matrices and is diag-
onal in the chiral representation:
γ5 =
(
12 0
0 −12
)
(A.3)
The anti-commutator of the gamma matrices is given by {γµ,γν} = 2gµν1. We use the
metric gµν = diag(1,−1,−1,−1). In the Hamiltonian formalism it is more common to
work with the alpha matrices, which are related to the gamma matrices via αk = γ0γk.
The Euclidean Dirac gamma matrices γEi are defined as
γE1 = −iγ1, γ
E
2 = −iγ2, γ
E
3 = −iγ3 and γ
E
4 = γ0 (A.4)
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and γE5 = γ
E
1γ
E
2γ
E
3γ
E
4 = γ5. The anti-commutator of the Euclidean gamma matrices is
given by {γEµ,γEν} = 2δµν1. When there is no risk for a confusion with the Minkowski
gamma matrices we will simply drop the index E.
B
F E R M I V E L O C I T Y A N D W I L S O N T E R M I N T H E W S M M O D E L
The model (4.4) with the single-particle Hamiltonian (4.5) contains five free parameters.
In this work we are interested in general qualitative features of WSMs, hence we do not
fix these free parameters and scan over the whole parameter space.
Even for our simple model the computation of the phase diagram and the static chiral
magnetic conductivity is numerically very costly. An exhaustive study of the whole
parameter space is not feasible and, as we will show in this Appendix, not necessary. It
turns out that different values of the Fermi velocity vF or the Wilson parameter r will
not change qualitative results for our model.
dependence on the fermi velocity
In the Hamiltonian (4.4) we use a instantaneous on-site interaction as an approximation
for the inter-fermion interactions. The simple form of the interaction term gives rise to
a non-trivial feature of our model: If we use the rescaled parameter values
m˜0 = m0/vF, r˜ = r/vF, µ˜0A = µ
0
A/vF, U˜ = U/vF (B.1)
and set the Fermi velocity vF = 1 in the Hamiltonian (4.4), this simply amounts to
rescaling the original Hamiltonian by 1/vF, i.e.:
Hˆ(vF = 1, m˜0, r˜, µ˜0A, U˜) =
1
vF
Hˆ(vF,m0, r,µ0A,U). (B.2)
A straightforward calculation shows that the same scaling law holds for the Hub-
bard–Stratonovich transformation, if we use the rescaled Hubbard–Stratonovich field
Φ˜x = Φx/vF. Consequently the knowledge of the renormalised model parameters µ˜A,
m˜r and m˜i immediately gives us the renormalised values for any value of the Fermi
velocity:
µA = vFµ˜A, mr = vFm˜r, mi = vFm˜i. (B.3)
It is obvious that the free energy F = −T ln(tr e−βHˆ) inherits the scaling law (B.2) of the
Hamiltonian, if we additionally rescale the temperature T˜ = T/vF:
F(vF = 1, m˜0, µ˜0A, U˜, T˜) =
1
vF
F(vF,m0,µ0A,U, T). (B.4)
To calculate the static chiral magnetic conductivity with the Kubo formula (5.3) the
second variations of the free energy with respect to the link phases Ax,k have to be
evaluated. The link phases enter the single-particle Hamiltonian (4.6) via the Peierls
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substitution in (4.7). They do not depend on vF and are not affected if the Fermi velocity
is rescaled. Using (B.4) we find
δ2F(vF,m0,µ0A,U, T)
δAx,kδAy,l
= vF
F(vF = 1, m˜0, µ˜0A, U˜, T˜)
δAx,kδAy,l
. (B.5)
The coordinates x,y and the wave vector k in the Kubo formula (5.3) do not depend on
vF and are not rescaled. Plugging (B.5) into the Kubo formula yields
σCME(k, vF,m0,µ0A,U, T) = vFσCME(k, vF = 1, m˜
0, µ˜0A, U˜, T˜). (B.6)
Expanding both sides of (B.6) and using equations (B.3) and (B.1) we find that the de-
rivative of σCME(k, vF,m0,µ0A,U, T) with respect to µA (or µ
0
A) does not depend on the
Fermi velocity. This result is actually to be expected, since the derivative of the chiral
magnetic conductivity with respect to µA is related to the anomaly coefficient, which
does not depend on vF.
Exploiting the scaling laws (B.2) and (B.4) we can set vF = 1 in all the calculations of
Part II. We are then left with only four free parameters. The dependence of our results
on the Fermi velocity can be restored in our results using equations (B.3), (B.1) and (B.6)
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Figure B.1: The phase diagram in the U-m0–plane for different values of the Wilson para-
meter r. In the plot on the left hand side the boundary of the Aoki phase is plotted for
different values or r. The right hand side shows the same data but with a rescaled bare
mass m0 → m0/r.
dependence on the wilson term
The dependence of the Hamiltonian on the Wilson term r is non-trivial. The phase
diagram of the model in the U-m0–plane for T = 0, LS = 8, µ0A = 0 and different values
of r is depicted on the left hand side of Figure B.1. As r gets smaller and smaller the Aoki
phase shrinks and the whole phase diagram is shifted towards the origin. On the right
hand side of Figure B.1 we plot the same data for the rescaled bare mass m0 → m0/r.
On the one hand, changing the Wilson parameter is obviously not equal to a simple
rescaling of the phase diagram. On the other hand, the phase diagrams for different
values of r look very similar and have the same main features. While the exact location
of the Aoki phase depends on the Wilson term, this phase clearly exists for all (finite)
values of r.
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We conclude that we can expect qualitatively similar results for different values of r.
Thus, in addition to vF = 1, we set r = 1 (or rather r/vF = r˜ = 1) throughout this work.
In doing so we have effectively eliminated two free parameters from our model and
significantly decreased the numerical costs of our mean-field calculations.

C
D E R I VAT I V E S O F E I G E N V E C T O R S A N D E I G E N VA L U E S
In this chapter of the appendix1we formally define the notion of the derivative of eigen-
vectors and summarise some useful results.
Let A(t) be a diagonalisable matrix which depends on an parameter t and has eigen-
values λi, left eigenvectors 〈Li| and right eigenvectors |Ri〉. For the sake of brevity we
assume that A has no degenerate eigenvalues, i.e. λi 6= λj if i 6= j. For the Wilson-Dirac
operator on real lattice QCD configurations, this is usually the case, since configurations
with degenerate eigenvalues form a set of measure zero in the space of all gauge field
configurations.
If
∣∣Rj〉 is an eigenvector of A so is α ∣∣Rj〉 for any α ∈ C \ {0}. The direction of an
eigenvector is fixed, but its norm and phase are not. In practice a common choice is to
fix the eigenvectors by requiring that the left and right eigenvectors are biorthonormal:〈
Li|Rj
〉
= δij (C.1)
In general, α can be any non-vanishing differentiable function α(t). The freedom in
choosing α leads to a freedom in the norm and the direction of the derivative of the
eigenvector, since
∂t
(
α
∣∣Rj〉) = α∣∣∂tRj〉+ (∂tα) ∣∣Rj〉 (C.2)
This means the derivative of an eigenvector is fixed only up to a multiplication with a
scalar and the addition of any vector from span(
∣∣Rj〉). Therefore, it is necessary to specify
which one of all this possible derivatives is used in a certain calculation. Requiring the
normalisation (C.1) does not fully fix the derivatives of the eigenvectors. Throughout
this thesis we will therefore employ the additional constraint〈
Lj
∣∣∂tRj〉 = 0 (C.3)
so that the derivative of an eigenvector is uniquely defined. It is always possible to
choose the eigenvectors such that (C.3) is fulfilled. To see this note that the condition
(C.1) does not fix the norm of the vectors
∣∣Rj〉 and 〈Lj∣∣. Suppose we found vectors
that obey (C.1). Then
〈
Lj
∣∣∂tRj〉 = ξ, where ξ is a complex number. If we now define∣∣Rj〉 := e−ξt ∣∣Rj〉 and 〈Lj∣∣ := 〈Lj∣∣ eξt we find that 〈Lj∣∣Rj〉 = 1 and 〈Lj∣∣∂tRj〉 = 0.
Using the definitions above we will now derive some useful relations. We start with
the eigenvalue equation
A
∣∣Rj〉 = λj ∣∣Rj〉 . (C.4)
1 An earlier version of this chapter appeared in [112].
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Taking the derivative on both sides yields
(∂tA)
∣∣Rj〉+A∣∣∂tRj〉 = (∂tλj) ∣∣Rj〉+ λj∣∣∂tRj〉. (C.5)
Multiplying from the left by
〈
Lj
∣∣ gives the following relation for the derivative of the
eigenvalue:〈
Lj
∣∣ (∂tA) ∣∣Rj〉 = ∂tλj (C.6)
To derive a similar result for the derivative of the eigenvectors multiply (C.5) from the
left by 〈Li| for some i 6= j. With the normalisation (C.1) this gives
〈Li| (∂tA)
∣∣Rj〉+ λi 〈Li|∂tRj〉 = λj 〈Li|∂tRj〉 . (C.7)
Therefore, the following equation holds for i 6= j:
〈
Li|∂tRj
〉
=
〈Li| (∂tA)
∣∣Rj〉
λj − λi
(C.8)
Multiplying this equation by |Ri〉 from the left and summing over i 6= j yields
∣∣∂tRj〉 =∑
i 6=j
|Ri〉 〈Li| (∂tA)
∣∣Rj〉
λj − λi
, (C.9)
where we used (C.3) and the identity
n∑
i=1
|Ri〉 〈Li| = 1 to make the replacement∑
i 6=j
|Ri〉
〈
Li|∂tRj
〉
=
n∑
i=1
|Ri〉
〈
Li|∂tRj
〉
=
∣∣∂tRj〉. Similarly we obtain for the derivative
of the left eigenvectors
〈
∂tLj
∣∣ =∑
i 6=j
〈
Lj
∣∣ (∂tA) |Ri〉 〈Li|
λj − λi
. (C.10)
D
S E T U P O F L AT T I C E C A L C U L AT I O N S
d.1 dirac operator
In Section 2.2.1 we have discussed the construction of the Wilson–Dirac operator DW(µ).
For lattice QCD with a single quark flavour at finite quark chemical potential µ and in
the presence of a background U(1) gauge field the Wilson–Dirac operator is given by
DW(µ) = 1− κ
3∑
i=1
(
G+i +G
−
i
)
− κ
(
eµG+4 + e
−µG−4
)
, (D.1)
with
(G±ν )x,y := (1± γν)U±ν(x)eiΘ±ν(x)δx±νˆ,y. (D.2)
The U±ν(x) ∈ SU(3) are (dynamical) lattice gauge fields and the factors eiΘ±ν(x) ∈ U(1)
describe the (background) lattice gauge fields corresponding to the external Abelian
gauge field Θν(x). The lattice spacing a and the Wilson parameter r are set to one and
the hopping parameter is defined as κ := 1/(2mW + 8), where mW ∈ (0, 2) is the Wilson
mass term.
The derivative of the Wilson–Dirac operator with respect to the Abelian gauge field
Θν(x) can be computed analytically and reads as(
∂DW
∂Θν(z)
)
x,y
= −iκ
(
(G+ν )x,y δx,z − (G
−
ν )x,y δx−νˆ,z
)
. (D.3)
d.2 lattice parameters
For the quenched lattice simulations in Part III we use the tadpole-improved [159–162]
Lüscher–Weisz gauge action [163]. An improved gauge action suppresses the UV fluc-
tuations of the gauge field and has a positive effect on the numerical properties of the
lattice Dirac operator. The tadpole-improved Lüscher–Weisz action has one free para-
meter, the inverse gauge coupling β, and two additional parameters that have to be
fixed self-consistently. We take these parameters from [164], where they were computed
with high precision.
All together we used three different sets of lattice parameters, which are summarised
in the upper part of Table D.1. The lattice volume is given by V = LT× L3S , where LT and
LS stand for the temporal and spacial extend of the lattice.
The deconfinement transition temperature Tc for the Lüscher–Weisz action is Tc ≈
300 MeV [145]. The setup with V = 6× 183 and β = 8.45 corresponds to a temperature
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T > Tc. The simulations with V = 14 × 144 and V = 8 × 84 at β = 8.1 both have a
temperature T < Tc.
To set the scale we use results from [164], where the lattice spacing was determined
using the Sommer parameter [165]. The physical values of the lattice parameters are
summarised in Table D.1.
Setup
β 8.1 8.1 8.45
Volume 14× 143 8× 83 6× 183
Lattice Phys. Value
a [fm] 1 0.125 0.125 0.095
L3S [fm
3] L3S 5.4 1.0 5.0
T [MeV] L−1T 113 197 346
µ [MeV] 0.050 79 – –
0.100 – 158 –
0.300 474 – –
0.040 – – 83
0.230 – – 478
qB
ΦB
[MeV]2 2pi
a2L2S
2832 4952 2892
Table D.1: Simulation parameters
E
E F F I C I E N T D E F L AT I O N O F D E R I VAT I V E S O F T H E S I G N
F U N C T I O N
In the following we present an efficient numerical algorithm for the deflation of deriv-
atives of the sign function1. Considering Equation (7.20) it is tempting to exploit the
sparsity of (0, |x〉)T to simplify the deflation calculations. However, it turns out that it
is necessary to define the deflation for general source vectors |Φ〉 := (|x1〉 , |x2〉)T . The
reason is that the most convenient way to estimate the error of the TSL approximation
is via Equation (7.52), where the TSL approximation is applied twice and the deviation
from unity of the final result is measured. Even if the source vector is sparse, the res-
ulting vector after the first TSL approximation will in general not be. Consequently, we
need a deflation method that works with general input vectors. From Equation (7.51) we
then get
sgn(B)
(
|x1〉
|x2〉
)
=
k∑
i=1
si
{(
|Ri〉
0
)
[〈Li| x1〉+ 〈∂tLi| x2〉] +
(
|∂tRi〉
|Ri〉
)
〈Li| x2〉
}
︸ ︷︷ ︸
I
+ sgn(B)P¯2k
(
|x1〉
|x2〉
)
︸ ︷︷ ︸
II
, (E.1)
where we used the fact that ∂t sgn(λi) = 0 since the sign function is piecewise constant
and introduced the notation si := sgn(λi). Let us now investigate part I of (E.1).
I =
k∑
i=1
si

(
|Ri〉
0
)
[〈Li| x1〉+ 〈∂tLi| x2〉]︸ ︷︷ ︸
c1i
+
(
|∂tRi〉
|Ri〉
)
〈Li| x2〉︸ ︷︷ ︸
c2i
 (E.2)
In a practical calculation we are interested in finding an efficient way to compute
the coefficients c1i and c2i. Note that these coefficients are proportional to the scalar
products of |Φ〉 with the odd and even rows of the matrix X−1 respectively. The same
coefficients appear in the projection P¯2k |Φ〉, which is needed to compute part II. Apart
from c1i and c2i the only non-trivial part of the deflation is the computation of |∂tRi〉.
As we mentioned earlier, the left and right eigenvectors 〈Li| and |Ri〉 can be computed
with ARPACK routines.
The coefficients c2i are simply scalar products. As we will see later on, they appear in
several parts of the deflation and therefore it pays off to pre-compute and save them.
1 This chapter also appeared in [112].
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The first part of the coefficients c1i is again a scalar product. The computation of the
second part is more involved. First we use Equation (C.10) to get rid of the derivative of
the eigenvector:
〈∂tLi| x1〉 =
∑
j6=i
〈Li| (∂tA)
∣∣Rj〉 〈Lj∣∣ x2〉
λi − λj
(E.3)
Computing all the eigenvectors of A is in general way too expensive and only the first k
eigenvectors are known explicitly. The trick now is to use the identity
n∑
j=k+1
|Rj〉〈Lj|x2〉
λi−λj
≡
(λi −A)
−1 Pk |x2〉, where Pk :=
n∑
i=k+1
|Ri〉 〈Li|. Note that the inverse of (λi −A) is well
defined for Pk |x2〉 and we can write
〈∂tLi| x1〉 =
k∑
j=1
j6=i
〈Li| (∂tA)
∣∣Rj〉 c2j
λi − λj
+ 〈Li| (∂tA) (λi −A)−1 Pk |x2〉 (E.4)
In practical applications the matrix Aλi := (λi −A) is sparse and its inverse can be com-
puted very efficiently with iterative methods. Since the vector Pk |x2〉 in Equation (E.4)
is the same for all λi with i ∈ {1, . . . ,k} it is in principle possible to use a multi-shift
inversion algorithm to compute the inversions. In practice, however, we found that the
numerical inversion with the (multi-shift) BiCGSTAB algorithm was unstable. To avoid
stability issues we used the CG algorithm to find the inverse of the Hermitian matrix
AλiA
†
λi
, from which it is straightforward to compute the inverse of Aλi .
The vector |Ri〉 lies in the kernel of the matrix Aλi . For this reason and because of
numerical errors the vector A−1λi Pk |x2〉 can have non-zero components in |Ri〉 direction.
Remember that we normalised the derivative of the eigenvectors such that 〈∂tLi|Ri〉 = 0.
In order to enforce this normalisation in a numerical calculation we have to project out
the spurious |Ri〉 component. To this end we define the projection operator Qi in the
following way
Qi |ψ〉 := |ψ〉− |Ri〉 〈Li|ψ〉 . (E.5)
With this operator we can now write down the final equation for 〈∂tLi| x1〉 that can be
used in numerical calculations
〈∂tLi| x1〉 = 〈Li| (∂tA)
 k∑
j=1
j6=i
∣∣Rj〉 c2j
λi − λj
+Qi (λi −A)
−1 Pk |x2〉
 . (E.6)
Analogously one can use Equation (C.9) to derive the following formula for the derivat-
ive of the right eigenvectors
|∂tRi〉 =
k∑
j=1
j6=i
∣∣Rj〉 〈Lj∣∣ (∂tA) |Ri〉
λi − λj
+Qi (λi −A)
−1 Pk(∂tA) |Ri〉 . (E.7)
We now have all the parts needed for an efficient computation of the deflation and an
implementation in pseudo-code is given in Listing F.3.
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F
C O D E L I S T I N G S
1: function Lanczos(A,|x〉,k,f)
2: |v1〉 ← |x〉 /‖x‖
3: |w1〉 ← |x〉 /‖x‖
4: for i← 1 to k− 1 do
5: Tii ← 〈wi|A |vi〉
6:
7: |vi+1〉 ← (A− Tii) |vi〉
8: |wi+1〉 ← (A† − T∗ii) |wi〉
9:
10: if i > 1 then
11: |vi+1〉 ← |vi+1〉− T(i−1)i |vi−1〉
12: |wi+1〉 ← |wi+1〉− T∗i(i−1) |wi−1〉
13: end if
14:
15: if 〈wi+1| vi+1〉 = 0 then
16: if |wi+1〉 = 0 or |vi+1〉 = 0 then
17: invariant subspace found
18: k← i
19: else
20: serious breakdown
21: end if
22: end if
23:
24: T(i+1)i ← ‖ |vi+1〉 ‖
25: Ti(i+1) ← 〈wi+1| vi+1〉
26: Ti(i+1) ← Ti(i+1)/T(i+1)i
27: |vi+1〉 ← |vi+1〉 /T(i+1)i
28: |wi+1〉 ← |wi+1〉 /T∗i(i+1)
29: end for
30: Tkk ← 〈wk|A |vk〉
31:
32: return ‖x‖Vf(T) |e1〉
33: end function
Listing F.1: An implementation of the Lanczos algorithm in pseudocode. The algorithm can
end prematurely if an invariant subspace of A (or A†) is found or if a serious breakdown
occurs. The first case can be taken care of, but a serious breakdown can not be fixed.
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1: function LanczosAD(A,∂tA,|x〉,k,f,∂tf)
2: |v1〉 ← |x〉 /‖x‖ |∂tv1〉 ← 0
3: |w1〉 ← |x〉 /‖x‖ |∂tw1〉 ← 0
4:
5: for i← 1 to k− 1 do
6: Tii ← 〈wi|A |vi〉 ∂tTii ← 〈∂twi|A |vi〉+ 〈wi| (∂tA) |vi〉+ 〈wi|A |∂tvi〉
7:
8: |vi+1〉 ← (A− Tii) |vi〉 |∂tvi+1〉 ← (∂tA− ∂tTii) |vi〉+ (A− Tii) |∂tvi〉
9: |wi+1〉 ← (A† − T∗ii) |wi〉 |∂twi+1〉 ← (∂tA† − ∂tT∗ii) |wi〉+ (A† − T∗ii)∂t |wi〉
10:
11: if i > 1 then
12: |vi+1〉 ← |vi+1〉− T(i−1)i |vi−1〉
13: |∂tvi+1〉 ← |∂tvi+1〉− {(∂tT(i−1)i) |vi−1〉+ T(i−1)i |∂tvi−1〉}
14: |wi+1〉 ← |wi+1〉− T∗i(i−1) |wi−1〉
15: |∂twi+1〉 ← |∂twi+1〉− {(∂tT∗i(i−1)) |wi−1〉+ T∗i(i−1) |∂twi−1〉}
16: end if
17:
18: T(i+1)i ← ‖ |vi+1〉 ‖ ∂tT(i+1)i ← Re(〈vi+1|∂tvi+1〉)/‖ |vi+1〉 ‖
19: Ti(i+1) ← 〈wi+1| vi+1〉 ∂tTi(i+1) ← 〈∂twi+1| vi+1〉+ 〈wi+1|∂tvi+1〉
20:
21: Ti(i+1) ← Ti(i+1)/T(i+1)i
22: ∂tTi(i+1) ← (∂tTi(i+1))/T(i+1)i − (Ti(i+1)∂tT(i+1)i)/T2(i+1)i
23: |vi+1〉 ← |vi+1〉 /T(i+1)i
24: |∂tvi+1〉 ← |∂tvi+1〉 /T(i+1)i − (|vi+1〉∂tT(i+1)i)/T2(i+1)i
25: |wi+1〉 ← |wi+1〉 /T∗i(i+1)
26: |∂twi+1〉 ← |∂twi+1〉 /T∗i(i+1) − (|wi+1〉∂tT∗i(i+1))/T∗2i(i+1)
27: end for
28:
29: Tkk ← 〈wk|A |vk〉 ∂tTkk ← 〈∂twk|A |vk〉+ 〈wk| (∂tA) |vk〉+ 〈wk|A |∂tvk〉
30:
31: return ‖x‖
(
(∂tV)f(T) |e1〉+ V(∂tf(T)) |e1〉+ Vf(T)(∂tW) |x〉
)
32: end function
Listing F.2: Algorithmic differentiation for the TSL. The original parts of the algorithm are set
in grey and the algorithmic differentiation steps in black. Note that in a practical calculation
the algorithmic differentiation would be performed automatically and not put in the code
by hand.
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1: function DeflatedSignDerivative
2: // Compute |out〉 = (|out1〉 , |out2〉)T = sgn(B)(|x1〉 , |x2〉)T
3: // with deflation
4:
5: for i← 1 to k do // Compute |∂tRi〉
6: |∂tRi〉 = |0〉
7: for j← 1 to k do
8: if i 6= j then
9: |∂tRi〉 = |∂tRi〉+ |Rj〉〈Lj|(∂tA)|Ri〉λi−λj
10: end if
11: end for
12: |∂tRi〉 = |∂tRi〉+Qi (λi −A)−1 Pk(∂tA) |Ri〉
13: end for
14:
15: for i← 1 to k do // Compute c2i
16: c2[i] = 〈Li| x2〉
17: end for
18:
19: // Compute c1i, the exact part and the projection of |x〉
20: |xk〉 = Pk |x2〉
21: |out1〉 = |0〉
22: |out2〉 = |0〉
23: for i← 1 to k do
24: |v〉 = Qi (λi −A)−1 |xk〉
25: for j← 1 to k do
26: if i 6= j then
27: |v〉 = |v〉+ c2[j]|Rj〉λi−λj
28: end if
29: end for
30: c1[i] = 〈Li| ((∂tA) |v〉+ |x1〉)
31: // Exact part of output
32: si = sgn(λi)
33: |out1〉 = |out1〉+ si (c1[i] |Ri〉+ c2[i] |∂tRi〉)
34: |out2〉 = |out2〉+ si (c2[i] |Ri〉)
35: // Projection of input vector
36: |x1〉 = |x1〉− (c1[i] |Ri〉+ c2[i] |∂tRi〉)
37: |x2〉 = |x2〉− (c2[i] |Ri〉)
38: end for
39: // Exact part plus TSL approximation of projected part
40: |out〉 = (|out1〉 , |out2〉)T + TSL(B, (|x1〉 , |x2〉)T )
41: return |out〉
42: end function
Listing F.3: Deflated version of the derivative computation using the Lanczos algorithm.
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