Spectral kernels for Gaussian processes by Shen, Zheyang
Aalto University
School of Science
Master's Programme in Computer, Communication and Information Sciences
Zheyang Shen
Spectral kernels for Gaussian processes
Master's Thesis
Espoo, February 18, 2019
Supervisor: Professor Samuel Kaski, Aalto University
Advisor: Markus Heinonen, Ph.D
Aalto University
School of Science
Master's Programme in Computer, Communication and
Information Sciences
ABSTRACT OF
MASTER'S THESIS
Author: Zheyang Shen
Title:
Spectral kernels for Gaussian processes
Date: February 18, 2019 Pages: vii + 42
Major: Machine Learning, Data Science and
Articial Intelligence
Code: SCI3044
Supervisor: Professor Samuel Kaski
Advisor: Markus Heinonen, Ph.D
Gaussian processes are exible distributions over functions, which provide a non-
parametric nonlinear Bayesian regression framework. The covariance kernel, an
operator determining the similarity between two points, is central to every Gaus-
sian process model, for it encodes prior knowledge of the function being inferred.
In this work, we extend the expressive power of Gaussian process models by
proposing two families of kernels, over which an ecient search of expressive hid-
den representations of data is possible. The harmonizable mixture kernel (HMK)
is a theoretically sound approach, to derive a parametric kernel by taking the
Fourier transform of a generalized spectral density, modeled by a Gaussian mix-
ture model. The convolutional spectral kernel (CSK) is a nonparametric kernel
generalizing HMK, derived from taking the convolution of two spectral mixture
kernel feature maps. We show that the two classes of kernels theoretically exhibit
high levels of expressiveness, and we introduce Wigner distribution functions as
a useful tool to interpret kernels.
We also study ecient inference specially designed for the two new kernel families.
We propose variational Fourier features (VFF), an inter-domain sparse inference
approach utilizing the generalized spectral density.
Experiments are extensively conducted for the two kernels and one new inference
methods. We demonstrate experimentally that HMK interpolates between local
patterns, and VFF oers a robust framework for learning kernel hyperparameters.
We show that CSK can extract complex patterns using a nonparametric approach,
with the added advantage of adapting spectral frequencies for each pair of data
points.
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Chapter 1
Introduction
Machine learning is fundamentally about pattern recognition. A good ma-
chine learning model can, in principle, not only help human analyze data,
but also learn hidden representations in data, thus automating the learning
and decision making process [39].
Kernel method is one of the cornerstones of machine learning and pat-
tern recognition. Kernels, as a measure of similarity between two objects,
depart from the common linear hypotheses by allowing for complex nonlinear
patterns [36]. In a Bayesian framework, kernels are interpreted probabilisti-
cally as covariance functions of random processes, such as for the Gaussian
processes in Bayesian nonparametrics.
Gaussian processes (GP) have been of increasing interest in the machine
learning community. As rich distributions over functions, GPs are noted for
their connection to Bayesian neural networks [38], as well as their tractability,
robustness to overtting and scalability [24]. Properties of likely functions
drawn from a GP, e.g., periodicity and dierentiability, are determined by
a positive denite covariance kernel. The choice of kernel is thus central to
any GP models for it encodes prior knowledge of the function being inferred.
Despite the rich nonlinearity permitted by kernels, GPs are rarely used as
expressive statistical tools, but instead as simple smoothing devices mainly
intended for interpolation. Squared exponential (SE) kernels are used by de-
fault, which includes a set of xed basis functions encoding only global and
monotonic covariance patterns. Smoothing devices are not sucient to com-
pare with the automatic feature extraction performed by neural networks.
Various eorts have contributed to the automation of pattern recognition
inside a GP framework, or more exactly, the construction of expressive kernels
capable of extracting hidden representations in data. Early works explored
the possiblity of local monotonic covariances by convolving more expressive
feature maps [8, 19]. Recent works construct expressive kernels mainly by
1
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two dierent approaches, namely by mimicking a manual search for best
kernel forms by adding, multiplying and composing simple kernel forms [1,
4, 9, 24, 33] and by modeling the spectral representations [21, 25, 28, 35,
39]. However, previous approaches are not without their pitfalls, namely
tendencies to overt [1, 4, 9, 21, 39], lack of interpretabilities [1, 4, 9, 25, 33],
stationarity constraints [21, 35, 39], ad-hoc choices of certain kernel forms
[1, 4, 9, 25, 33], and inclusion of invalid kernels [28].
In this thesis, we seek to overcome the shortcomings and present a unied
view over various perspectives provided by previous works by proposing a
new, theoretically sound framework that bridges and generalizes them. Our
main contributions include
 We introduce harmonizability, a term previously used only in statis-
tics literature, into the eld of machine learning. Harmonizable kernels
generalize stationary kernels by allowing for non-stationarity, while re-
maining interpretable with their generalized spectral representations.
 We propose the practical harmonizable mixture kernels (HMK), a class
of kernels dense in the set of harmonizable covariances with generalized
spectral distributions.
 We propose convolutional spectral kernels, a spectral kernel family tak-
ing exible functions as input. We demonstrate its expressiveness by
showing its ability of including various previous kernels as special cases.
 We propose variational Fourier features, an inter-domain GP inference
framework for GPs equipped with HMK. Functions drawn from such
GP priors have a well-dened Fourier transform, a desirable property
not found in stationary GPs.
Chapter 2
Two sets of spectral kernels
In this chapter, we introduce two sets of spectral kernels, with theoretical
analysis of each kernel. We introduce necessary background information in
2.1, namely on kernel methods and two approaches to construct expressive
kernels relevant to this thesis. We introduce harmonizability and present
certain subclass of harmonizable kernels in 2.2. We construct harmonizable
mixture kernels, a new kernel family that spans harmonizable covariances in
2.3. We construct convolutional spectral kernels, an interpretable nonpara-
metric spectral kernel in 2.4. We explore the expressiveness of the new kernel
families in 2.5. We seek interpretation of spectral kernels in 2.6. Finally, we
empirically demonstrate the expressiveness of spectral kernels using kernel
recovery experiments in 2.8.
2.1 Background
This section is a short tutorial about kernel methods and two methods to
construct expressive kernels. For notational consistency, we denote the input
domain by X : x 2 X , and we mostly consider vectorial input: X = RD.
2.1.1 Kernel method
Kernel method studies similarity measures between objects. In this section,
we demonstrate an equivalence between positive denite kernels with feature
mappings.
Positive denite kernels k : X  X 7! K, where K = R or C, stem from
positive denite Gram matrices.
Denition 1. Let X be a nonempty set, a function k : X X 7! K which for
all m 2 N and x1; : : : ;xm 2 X gives rise to a positive denite mm matrix
3
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K, where Kij , k(xi;xj). Such function k is a positive denite kernel, or we
shall simply refer to the function k as a kernel.
The positive deniteness of kernels implies positivity on the diagonal and
symmetry :
k(x;x)  0; 8x 2 X ; (2.1)
k(x;x0) = k(x0;x); (2.2)
where g denes complex conjugate when k is complex-valued .
Given a positive denite kernel k, we dene a map  : X 7! KX , ff :
X 7! Kg, via
 :X 7! KX ;
x 7! k(;x): (2.3)
It was proved1 that the \feature map"  denes a dot product on the vec-
tor space containing the image of  such that, the dot product eectively
reproduces the kernel:
k(x;x0) = h(x);(x0)i: (2.4)
The mathematical theory of equivalence between kernels and dot product in
a linear feature space has a profound impact on machine learning. It allows
machine learning algorithms to depart from common linear hypotheses, and
operate in a nonlinear projection of possibly innite dimensional feature space
using functions satisfying the positive denite property, and dene measures
of similarity for vastly dierent sets of X .
Kernels usually come with kernel hyperparameters, a set of parameters
that makes the kernel function form valid. Kernel learning refers to the
learning of those hyperparameters { it is an attempt to extract hidden repre-
sentations of data encoded within the projected feature map. When we are
given a class of kernels with a exible enough feature map, we can extract
patterns using kernel learning.
2.1.2 Stationary kernels
Stationary kernels are an important and well-studied subset of kernels. A
stationary kernel is a kernel whose value is a function of  = x   x0, i.e., it
is invariant to translation of inputs:
k(x;x0) = k(x  x0); (2.5)
k(x + z;x0 + z) = k(x;x0): (2.6)
1The detailed proof is in section 2.2.2 in Smola and Scholkopf [31]
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Stationary kernels can be fully characterized by nite measures using Bochner's
theorem [2]. Bochner's theorem denes a one-to-one mapping from station-
ary kernels to nite measures via a Fourier transform.
Theorem 1. (Bochner) A complex-valued function k : RD  RD 7! C is a
stationary kernel if and only if it can be represented as
k( ) =
Z
RD
e2i
> k(d); (2.7)
where  k is a positive nite measure, denoted as the spectral distribution of
k.
We can construct any stationary kernel by dening a nite measure, and
then using the inverse Fourier transform. More specically, we can construct
expressive classes of kernels using mixtures of distributions for  k. For ex-
ample:
 Finite pure point measures give the sparse spectrum kernel [21]:
kSS( ) =
QX
q=1
w2q exp(2i!
>
q  ); (2.8)
 kSS() =
QX
q=1
w2q=!q : (2.9)
 Gaussian mixtures give the spectral mixture kernel [39]:
kSM( ) =
QX
q=1
w2q exp( 22q + 2i!>q  ); (2.10)
 kSM() =
QX
q=1
w2qN (j!q;q): (2.11)
We will discuss the expressiveness of the two classes of kernels in 2.5. Note
that kSS encodes a nite-dimensional feature map, which renders it function-
ally equivalent with a nite basis expansion with trigonometric functions.
Expressive stationary kernels are appealing in the sense that they oer a
exible feature map with the inductive bias of stationarity.
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2.1.3 Convolutional kernels
Convolutional kernels [13, 20] stem from an explicit construction of feature
maps. A covariance function C(; ) can be constructed by convolving two
kernel functions centered respectively at xi and xj:
C(xi;xj) =
Z
RD
Kxi(u)Kxj(u) du; (2.12)
where Kx(u) is a kernel function centered around x. The positive deniteness
of C(; ) is straightforward given that the convolution is consistent with a
dot product of feature maps.
Paciorek [20] derives a closed-form generalization of squared exponential
kernel by deningKxi(u) = exp

 1
2
(xi   u)> 1i (x  u)

. The derivation
is straightforward once we consder the Fourier transform of Kxi(u). After
proper normalization, we get a non-stationary correlation function:
R(xi;xj) =
2D=2jij1=4jjj1=4
ji + jj1=2 exp
 
 (xi   xj)>

i + j
2
 1
(xi   xj)
!
:
(2.13)
It is straightforward to see that (2.13) recovers the squared exponential co-
variance RSE(xi;xj) = exp
  (xi   xj)> 1(xi   xj) when i  . The
same kernel form where i is also derived in Gibbs [8].
Construction of expressive kernels using convolution often gives a non-
stationary kernel with a functional parameter { (2.13) gives a non-stationary
correlation with input dependent covariance. However, this kernel form is
limited in that it is positive-valued and monotonic.
2.2 Harmonizable covariances
In this section we introduce harmonizability, a generalization of stationar-
ity previously not considered in the machine learning literature. We rst
dene harmonizable kernel, and then analyze two existing special cases of
harmonizable kernels, stationary and locally stationary kernels.
A harmonizable kernel [16, 18, 41] is a kernel with a generalized spectral
distribution dened by a generalized Fourier transform:
Denition 2. A complex-valued bounded continuous kernel k : RDRD 7!
C is harmonizable when it can be represented as
k(x;x0) =
Z
RDRD
e2i(!
>x >x0)	k(d!; d); (2.14)
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where 	k is the Lebesgue-Stieltjes measure associated to some positive def-
inite function 	k(!; ) with bounded variations.
The positive denite measure induced by function 	k is dened as the
generalized spectral distribution of the kernel, and when 	k is twice dier-
entiable, the derivative Sk(!; ) =
@2	k
@!@
is dened as generalized spectral
density (GSD).
Harmonizable kernel is a very general class in the sense that it contains a
large portion of bounded, continuous kernels with only a handful of (some-
what pathological) exceptions [41].
2.2.1 Comparison with Bochner's theorem
One can clearly see the similarity between the denition of harmonizable
kernel (2.14) and the Fourier transform specied by the Bochner's theorem
(2.7): both of them draw a connection between measures and kernels using
a Fourier transform.
The harmonizable denition is indeed a generalization of Bochner's the-
orem. When the mass of the measure 	 is concentrated on the diagonal
! = , the generalized inverse Fourier transform devolves into an inverse
Fourier transform with respect to  = x   x0, and therefore recovers the
exact form in Bochner's theorem.
However, there are some key distinctions between harmonizable kernels
and Bochner's theorem. While Bochner's theorem species a positive nite
measure  k, the generalized spectral distribution 	k is a complex-valued mea-
sure, with subsets assigned to complex numbers.
Bochner's theorem inherently species a feature map, while such feature
map is notably absent from the harmonizable denition. The integral (2.7)
can be seen as an expectation after normalizing  k as a probability measure:
k(x;x0) =
Z
RD
e2i
>(x x0) k(d)
= 2 kEp( k)

exp(2i>x)exp(2i>x0)

: (2.15)
The expectation representation (2.15) gives rise to the random Fourier fea-
tures [23], an approximation of feature map derived from sampling the spec-
tral distribution  k. While Bochner's theorem allows easy sampling and
straightforward feature map representation, neither is apparent for harmo-
nizable kernels: the complex measure 	k prevents a sampling paradigm, and
the exponential term e2i(
>x !>x0) no longer follows a dot product structure.
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2.2.2 Locally stationary kernels
As a generalization of stationary kernels, the locally stationary kernels [30]
are a simple yet unexplored concept in machine learning. A locally stationary
kernel is a stationary kernel multiplied by a sliding power factor:
kLS(x;x
0) = k1

x + x0
2

k2(x  x0): (2.16)
where k1 : RD 7! R0 is an arbitrary nonnegative function, and k2 : RD 7!
C is a stationary kernel. k1 is a function of the centroid between x and
x0, describing the scale of covariance on a global structure, while k2 as a
stationary covariance describes the local structure [7]. It is straightforward
to see that locally stationary kernels reduce into stationary kernels when k1
is constant.
Integrable locally stationary kernels are of particular interest because they
are harmonizable with a GSD. Consider a locally stationary Gaussian kernel
(LSG) dened as a SE kernel multiplied by a Gaussian density on the centroidex = (x + x0)=2. Its GSD can be obtained using the generalized Wiener-
Khintchin relations [30].
kLSG(x;x
0) = e 2
2ex>1exe 22>2 ; (2.17)
SkLSG(!; ) = N

! + 
2
 0;2N (!   j 0;1) : (2.18)
2.3 Harmonizable mixture kernels
In this section we propose a novel harmonizable mixture kernel, a family
of kernels dense in harmonizable covariance functions. Our construction is
inspired by the spectral mixture kernel [39].
Consider the simple one-dimensional case X = R. The integral (2.14)
can thus be discretized over a grid of !s: !0 < !1 <    < !m:Z
RR
e2i(!x x
0)	k(d!; d) 
m 1X
i=0
m 1X
j=0
e2i(!ix !jx
0)	([!i; !i+1] [!j; !j+1])
= (x)yB(x0); (2.19)
where (x)i = e
2i!ix, Bij = 	([!i; !i+1] [!j; !j+1]), and (x)y denotes vec-
tor Hermitian. We can see that the Darboux sum of the integral is equivalent
to a nite basis expansion (x), combined with an inner product specied
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by a positive denite matrix B. The kernel form kGSS = (x)
yB(x0) is a
generalization of the sparse spectrum kernel.
Spectral mixture kernel can be viewed as a sparse spectrum kernel mul-
tiplied by an SE kernel. This perspective is partially discussed by Samo
and Roberts [28]. We can apply similar logic to constructing a harmonizable
kernel with innite-dimensional feature map. Consider a positive denite,
continuous and integrable kernel h(; ), the following form is a valid kernel
encoding a possibly innite-dimensional feature map:
k(x; x0) = h(x; x0)(x)yB(x0)! (x)yB(x0) as  ! 0+: (2.20)
Using the added exibility of the kernel h, we can construct a generalized
form of the harmonizable mixture kernel in a multidimensional setting:
kp(x;x
0) = h(x  p;x0  p)p(x)yBpp(x0); (2.21)
where  denotes the Hadamard (pointwise) product of two vectors, pq(x) =
e2i
>
pqx; q = 1; : : : ; Qp are sinusoidal feature maps, Bp  0Qp are spectral
amplitudes, p 2 RD+ are input scalings, and pq 2 RD are frequencies. In a
concrete setting, we propose the locally stationary Gaussian kernel kLSG(2.17)
as a suitable candidate for h.
The multiplication of an integrable kernel h renders the kernel kp (2.21)
local. We can add to the exibility of (2.21) by adding shifts of the input
space:
kHM(x;x
0) =
PX
p=1
kp(x  xp;x0   xp): (2.22)
2.3.1 Spectral representations
Utilizing the harmonizability theory, we can construct spectral representation
of the proposed harmonizable mixture kernel (2.22) when h = kLSG. The
derivation is straightforward using the generalized Fourier transform (2.14).
The generalized spectral density (GSD) of kHM takes the following form:
SkHM(!; ) =
PX
p=1
Skp(!; )e
 2ix>p (! ); (2.23)
Skp(!; ) =
1QD
d=1 
2
pd
X
1i;jQp
bpijSpij(!; ); (2.24)
Spij(!; ) = SkLSG((!   pi) p; (   pj) p); (2.25)
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where bpij denotes the ij
th term in matrix Bp,  denotes the pointwise divi-
sion of two vectors. We can see that kHM takes a mixture model form on its
GSD.
2.4 Convolutional spectral kernels
Apart from a strict construction from the harmonizability denition, we can
construct a non-stationary spectral kernel by convolving stationary spectral
kernels, which gives a kernel form that is not only non-stationary, but also
nonparametric in the sense that it takes functions as parameters.
Consider a feature map Kxi(u) (see (2.12)) parametrized by a linear span
of spectral mixture kernels:
Kxi(u) =
QX
q=1
wqi exp( 22Sqi + 2iqi ); (2.26)
where Sqi = (u   xi)>qi (u   xi), qi = hqi ;u   xii, and qi , qi are input-
dependent precision matrices and frequencies, and i = 
 1
i are input-
dependent input covariances. The convolution results in a total of Q2 in-
tegrals:
k(xi;xj) =
Z
RD
Kxi(u)Kxj(u) du
=
X
1q;pQ
wqi w
p
j
Z
exp( 22(Sqi + Spj ) + 2i(qi   pj )) du: (2.27)
The integral (2.27) can be solved by normalizing into a Gaussian density:
k(xi;xj) =
X
1q;pQ
wpiw
q
j
(2)D=2jqi + pj j1=2
exp( 2Sqpi;j + 2iqpi;j  Rqpi;j);
(2.28)
Rqpi;j = (
q
i   pj)>
 
(qi + 
p
j)=2
 1
(qi   pj); (2.29)
Sqpi;j = (xi   xj)>
 
(qi + 
p
j)=2
 1
(xi   xj); (2.30)
qpi;j = hqi (qi + pj) 1pj + pj(qi + pj) 1qi ;xi   xji: (2.31)
We then employ normalization similar to that of Paciorek [20], and a positive
denite matrix B  0QQ:
kconv(xi;xj) =
X
1q;pQ
bqpw
q
iw
p
j jqi j
1
4 jpj j
1
4
j(qi + pj)=2j
1
2
exp( 22Sqpi;j + 2iqpi;j  Rqpi;j):
(2.32)
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kconv (2.32) gives a convolutional spectral kernel.
2.4.1 Spectral interpretations
Unlike HMK, CSK does not have an intuitive spectral representation, but
we can view the functions being convolved, Kxi(u), as the \square root" of
the local spectrum.
We can draw an equivalence between characteristic functions of probabil-
ity distributions (or more generally, positive nite measures) and stationary
kernels, for they are both the inverse Fourier transform of a nite measure.
The input-dependent spectral measure is then characterized by the Fourier
transform of F (Kxi) = bKxi :
bKxi() = QX
q=1
wqiN (jqi ;qi ): (2.33)
Because the Fourier transform of the convolution (2.27) is the product of the
Fourier transform of the two functions being convolved. Therefore, we can
see the convolution encodes a spectrum:bKxi;xj = bKxi bKxj : (2.34)
CSK can be interpreted as a \spectral mixture kernel" on a semi-metric space
[29], where the distance between two points are dened by d(xi;xj) =
q
Sqpi;j,
which gives the exponential term of CSK a typical Gaussian kernel form
exp(d2(xi;xj)), and the covariance and frequencies are determined by the
product of two local \square root of" spectra dened by (2.34).
2.5 Expressiveness of spectral kernels
In this section, we will discuss in detail the expressiveness of various spec-
tral kernels. The discussion is motivated by an attempt to identify the ex-
act expressive power of the spectral approach. We manage to demonstrate
that certain types of spectral kernels are dense in the set of stationary, or
harmonizable covariance functions, with the topology dened by pointwise
approximation of functions.
2.5.1 Stationary spectral kernels
We will start with the discussion about existing stationary spectral kernels,
namely the spectral mixture kernel [39]. We rst demonstrate a generalized
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version of the SM kernel, called the generalized spectral kernel in Samo and
Roberts [28]:
kGS( ) =
QX
q=1
w2qh(  q) exp(2i!>q  ); (2.35)
where h() is a continuous, integrable stationary kernel. We propose the
following theorem regarding (2.35):
Theorem 2. Let h be a complex-valued positive denite, continuous and
integrable function. Then the family of generalized spectral kernels (2.35)
is dense in the family of stationary, complex-valued kernels with respect to
pointwise convergence of functions. Here  denotes the Hadamard product,
!q 2 RD, q 2 RD+ , Q 2 N+.
Proof. We know from the uniform convergence of random Fourier features
[23], that for an arbitrary stationary kernel k0(x;x
0) = k0(x   x0), for all
compact subset M 2 RD, and for all  > 0, there exists a feature map
!(x) =

wqe
2!>q x
Q
q=1
, such that j!(x)!(x0)   k0(x   x0)j < . The uni-
form convergence of random Fourier features suggests the expressiveness of a
generalized form of sparse spectrum kernel kSS(x x0) =
PQ
q=1 w
2
qe
2!>q (x x0).
For an arbitrary continuous, integrable kernel h, consider the function
~k( ) =
h(  )
h(0)
kSS( );  0. Because of the continuity of function h, ~k
uniformly approximates kSS as  ! 0+, and thus can be used to approximate
any stationary covariance k0.
~k( ) uniformly approximates any stationary kernel k0 on arbitrary com-
pact subset,M of RD. We can therefore construct a sequence of ~kn by setting
n =
1
n
, Mn = B(0; n) = fvj kvk  ng, n = 1; 2; 3;    . f~kng1n=1 converges
pointwise to k0. kGS takes a more general form, and thus has the same level
of expressiveness as ~k.
Theorem 2 speaks to the expressive power of the spectral mixture kernel:
given an arbitrary stationary covariance k0, we can nd a parametrization
of (2.35) that approximates k0 with arbitrary precision. Samo and Roberts
[28] present similar to Theorem 2, but their proposed family of \kernels"
include invalid ones. However, later in Samo [27], a similarly strengthened
result is presented. By presenting a strengthened result, we demonstrate that
stationary covariances can be arbitrarily well approximated by a sequence of
strictly valid SM kernels.
CHAPTER 2. TWO SETS OF SPECTRAL KERNELS 13
Kernel Parameterization Non-stationary Non-monotonic Nonparametric Reference
SE Q = 1;1  diag(1=`2i;d)Dd=1; w1i  w0 7 7 7 |
Gibbs Q = 1;1i = diag(1=`
2
i;d)
D
d=1; w
1
i  1 3 7 3 Gibbs [8]
PS Q = 1;1i = 
 1
i ; w
1
i  1 3 7 3 Paciorek and Schervish [19]
SM B = I; wqi  wq 7 3 7 Wilson and Adams [39]
GCSMz B = 1; wqi 
p
wq 7 3 7 Chen et al. [3]
HMKy wqi = exp(2ihq;xii) 3 3 7 current work
CSK | 3 3 3 current work
Table 2.1: Subsets of CSK. The parametrization of HMKy corresponds to
a variant form where h is stationary. The parametrization of the GCSMz
corresponds to a subtype of GCSM with  = 0,  = 0. The full version is
harmonizable and a subset of CSK, with a non-constant wqi .
In the proof of Theorem 2, we can see that the sparse spectrum (SS)
kernel shares the same level of expressiveness with the SM kernel. How-
ever, sparse spectrum kernel encodes a nite dimensional feature map, which
renders the kernel equivalent to a nite basis expansion. The SM kernel
improves upon the SS kernel by adding uncertainty to the frequency compo-
nents, which translates to an integrable kernel: instead of one frequency
components propagating throughout the entirety of input space, the SM
kernel gives a measure of regularization, with the added benet of having
innite-dimensional features.
2.5.2 Non-stationary spectral kernels
In this section, we demonstrate the expressive power of non-stationary spec-
tral kernels2. We demonstrate that the HMK's density in harmonizable co-
variances is similar to that of kGS (2.35) in stationary covariances. Building
on the expressiveness of HMK, we can determine the expressiveness of CSK
by showing its ability to include several dierent cases of proposed expressive
kernels as special cases.
We propose the following theorem with regards to the expressiveness of
HMK:
Theorem 3. Given a continuous, integrable kernel h(; ), the harmonizable
mixture kernel (2.22) is dense in the family of harmonizable covariances with
respect to pointwise convergence of functions.
Proof. The proof follows a similar course as that of Theorem 3, with the
observation that a generalized form of sparse spectrum kernel (x)yB(x0)
is dense in the family of stationary covariances.
2In this context, this phrase refers to the two non-stationary kernel family proposed in
this thesis, and should not be confused with Remes et al. [25].
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Theorem 3 depicts the expressive power of HMK, which suggests that
HMK can almost approximate arbitrary bounded, continuous kernels.
While we cannot explicitly determine the expressiveness of CSK, we can
show its ability to include various previously proposed kernels as special cases.
The equivalence relationships are shown in table 2.1. CSK includes both
non-spectral kernels (Gaussian, Gibbs and PS) as well as spectral kernels
(SM, GCSM and HMK). It eectively spans harmonizable covariances for it
includes variants of HMK as special cases, which is proved to approximate any
harmonizable covariance. It is also not hard to see that CSK expands beyond
harmonizable kernels, for the weight components wiq can be unbounded.
2.6 Interpreting spectral kernels
In this section, we discuss ways to interpret spectral kernels, namely using
the Wigner distribution function (WDF) as a proxy for spectrogram.
2.6.1 Wigner distribution functions
A spectrogram shows the relation between input and frequency, however, this
concept is less well-dened than the spectrum, which is usually obtained via
a Fourier transform.
We suggest that Wigner distribution function [5] can be seen as a spec-
trogram. WDF is dened by the Wigner transform:
Denition 3. The Wigner distribution function (WDF) of a kernel k(; ) :
RD  RD 7! C is dened as Wk : RD  RD 7! R:
Wk(x;!) =
Z
RD
k

x +

2
;x  
2

e 2i!
> d : (2.36)
The Wigner transform rst changes the kernel k into a function of the
centroid of the input: (x+x0)=2 and the lag x x0, and then takes the Fourier
transform of the lag. The Wigner distribution functions are fully equivalent
to non-stationary kernels. Given the domain of WDF, we can view WDF
as a `spectrogram' demonstrating the relation between input and frequency.
Converting an arbitrary kernel into its Wigner distribution sheds light into
the frequency structure of the kernel.
The WDFs of locally stationary kernels adhere to the intuitive notion of
local stationarity where frequencies remain constant at a local scale. Take
locally stationary Gaussian kernel kLSG (2.17) as an example:
WkLSG(x;!) = N (!j0;2)e 2
2x>1x: (2.37)
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There is, however, an important distinction between Wigner distribution and
the conventional notion of a spectrogram. The spectrogram is usually viewed
as a joint distribution between input and frequency, but Wigner distribution
is characterized as a \quasiprobability distribution", which generalizes the
probability density function by allowing for negative densities. While mod-
eling on the domain of Wigner distributions seems promising in fully charac-
terizing the non-stationary covariance functions, the eort is dampened by
the inability to model negative densities.
The WDF of HMK (2.21) can be derived with a switch in subscript:
kp(x;x
0) = kLSG(x  p;x0  p)
X
1i;jQp
pije
2i(>pix >pjx0)
= kLSG(x  p;x0  p)(Re(g(ex;  )) + Im(g(ex;  ))); (2.38)
Re(g(ex;  )) = X
1i;jQp
pij
 
cos 2

pi + pj
2
>

!
cos(2(pi   pj)>ex);
(2.39)
Im(g(ex;  )) =  Im(g(ex;  )): (2.40)
The imaginary part has integral 0 with the Wigner transform, therefore we
can derive the Wigner transform of HMK:
WkHM(x;!) =
PX
p=1
Wkp(x  xp;!); (2.41)
Wkp(x;!) =
1QD
d=1 pd
X
1i;jQp
Wpij(x;!); (2.42)
Wpij(x;!) = WkLSG
 
x  p;
 
!   (pi + pj)=2
 p cos(2(pi   pj)>x):
(2.43)
2.6.2 Spectral symmetry for real-valued kernels
In this chapter, we mainly discuss complex-valued kernel for the sake of
generality. Real-valued kernels are a subset with certain `spectral symmetry'.
Such properties are easily detected when we see a real valued kernel as an
average between a complex valued kernel and its conjugate: kr =
kc + kc
2
,
CHAPTER 2. TWO SETS OF SPECTRAL KERNELS 16
1 1x
1
1
x'
(a) Gaussian Kernel
1 1x
4
4
w
(h) Gaussian Wigner
4 4w
4
4
w'
(o) Gaussian GSD (Re)
1 1x
1
1
x'
(b) SS Kernel
1 1x
4
4
w
(i) SS Wigner
4 4w
4
4
w'
(p) SS GSD (Re)
1 1x
1
1
x'
(c) SM Kernel
1 1x
4
4
w
(j) SM Wigner
4 4w
4
4
w'
(q) SM GSD (Re)
1 1x
1
1
x'
(d) GSK Kernel
1 1x
4
4
w
(k) GSK Wigner
4 4w
4
4
w'
(r) GSK GSD (Re)
4 4w
4
4
w'
(v) GSK GSD (Im)
1 1x
1
1
x'
(e) GSM Kernel
1 1x
4
4
w
(l) GSM Wigner
4 4w
4
4
w'
(s) GSM GSD (Re)
4 4w
4
4
w'
(w) GSM GSD (Im)
1 1x
1
1
x'
(f) HM Kernel
1 1x
4
4
w
(m) HM Wigner
4 4w
4
4
w'
(t) HM GSD (Re)
4 4w
4
4
w'
(x) HM GSD (Im)
1 1x
1
1
x'
(g) CSK Kernel
1 1x
4
4
w
(n) CSK Wigner
4 4w
4
4
w'
(u) CSK GSD (Re)
4 4w
4
4
w'
(y) CSK GSD (Im)
Figure 2.1: Overview of kernels and their spectral representations.
we can therefore derive the symmetry of its GSD and WDF:
Wkr(x; ) =
Wkc +Wkc
2
=
Wkc(x; ) +Wkc(x; )
2
; (2.44)
Skr(!; ) =
Skc + Skc
2
=
Skc(!; ) + Skc( !; )
2
: (2.45)
2.7 An overview of spectral kernels
We have extensively discussed the spectral properties of kernels. Figure 2.1
demonstrates an overall visualization of kernels and their spectral interpre-
tations. As we can see from the rst three columns of stationary kernels
((a), (b), (c)), stationary kernels are translation-invariant, and their Wigner
distributions ((h), (i), (j)) are input-independent: W (x; !) = W (x0; !). The
generalized spectral distribution ((o), (p), (q)) is concentrated on the diago-
nal3.
As we can see from the non-stationary kernel matrices ((d), (e), (f), (g)),
the kernel values are clearly input-dependent, with a clear rising trend for
3We have an intuitive visualization of the GSD for stationary kernels because stationary
kernels do not allow a generalized spectral density
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GSM and CSK. We can also observe the non-stationarity from the Wigner
distributions ((k), (l), (m), (n)), where local spectra is not invariant with the
input. We can see rising trend of the GSM and CSK, and we can observe
the irregularity of Wigner distribution with gures (k) and (m), where the
Wigner distributions involve negative densities. The frequencies of spectral
kernels are clearly visible from the generalized spectral densities, where GSK
and HMK have xed frequency values, and GSM and CSK has a rising trend
with respect to the input.
2.8 Kernel recovery experiments
We determined the expressiveness of spectral kernels in theory by propos-
ing two new theorems in section 2.5. In this section, we demonstrate the
expressiveness with empirical evidence.
2.8.1 Kernel recovery with HMK
From the theory in 2.5, we know that harmonizable mixture kernels are dense
in harmonizable covariances, which include most bounded, continuous ker-
nels. We use HMK to recover the kernel matrices of two non-stationary ker-
nels, the covariance function of a time-inverted fractional Brownian motion
(IFBM), and the generalized spectral kernel [25]:
kIFBM(t; s) =
1
2
 
1
t2h
+
1
s2h
 
1t   1s
2h
!
; 0 < h < 1; (2.46)
kGSM(x; x
0) = w(x)w(x0)kGibbs(x; x0) cos(2((x)x  (x0)x0)); (2.47)
kGibbs(x; x
0) =
s
2l(x)l(x0)
l2(x) + l2(x0)
exp

  (x  x
0)2
l2(x) + l2(x0)

: (2.48)
We parametrize the Hurst index h = 0:6, and assign functional parameters
w(); l(); () with polynomials. We recover the kernel values in a compact
subset of R: s; t 2 (0:1; 1], x; x0 2 [ 1; 1].
In 2.2, we can see that how HMK approximates IFBM and GSM kernels
with low error.
2.8.2 CSK records unbiased frequency information
The generalized spectral mixture kernel (GSM) shares similar levels of ex-
pressiveness as convolutional spectral kernel. However, only CSK keeps an
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Figure 2.2: Kernel approximation of IFBM and GSM kernels.
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Figure 2.3: Kernel matrices and Wigner distribution functions of GSM and
CSK, red lines denotes the values of the frequency function ().
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unbiased record of frequency information with the frequency function pa-
rameter . In this section, we conduct kernel recovery experiments for GSM
and CSK, which demonstrates that when two kernels share similar shape,
the underlying frequency is accurately depicted with CSK as observed from
the approximated WDF of the two kernels.
We use two dierent parametrizations of GSM and CSK, so that the
two kernels share similar kernel values, and then we use HMK with p = 20
components to recover the kernel matrix. The result is demonstrated in
Figure 2.3.
As we can see from Figure 2.3, the GSM kernel overestimates low frequen-
cies and underestimates higher ones, while the frequency function values of
CSK closely corresponds to the approximated WDF. The unbiasedness of
CSK adds to the interpretability, where the function values of the frequency
components can be directly interpreted with respect to the underlying peri-
odicity of the function being inferred.
The distinction between GSM and CSK can also be easily seen from
a rst-order approximation of (). Assuming other functions remain con-
stant, ~x = (x + x0)=2,  = x   x0, then (x)  (~x) + 0(~x)=2. The
cosine term for GSM is inaccurate in that the rst-order approximation
is cos(2((x)x   (x0)x0))  cos(2(~x) + 20(~x)(x2   x02)), where the
quadratic term is a bias. The same issue does not apply to CSK, where the
rst-order approximation of the cosine term is unbiased.
2.9 Summary
In this chapter, we discussed properties of harmonizable kernels, and propose
two new classes of kernels, where the harmonizable mixture kernel is derived
by applying a mixture model on its generalized spectral density, and the
convolutional spectral kernel is derived from convolving two spectral mixture
kernels as a feature map. Both kernels show high level of expressiveness given
by theoretical and empirical evidence. The scope of discussion in this chapter
is strictly contained within the kernel method framework, but we will discuss
ecient inference using the proposed kernels in the next chapter.
Chapter 3
Inference
In this chapter, we study inference methods specically designed for Gaussian
process models with spectral kernels. We begin with a brief introduction to
Gaussian processes and sparse variational inference in 3.1. We introduce
variational Fourier features, an inter-domain sparse GP inference approach
for harmonizable mixture kernels in 3.2. We derive random Fourier features
for non-stationary kernels in 3.3, and we briey introduce sparse inference
for convolutional spectral kernels in 3.4.
3.1 Background
Gaussian processes (GP) are a popular nonparametric probabilistic frame-
work noted for its nonlinearity, tractability and robustness to overtting [24].
However, the power of GP models is hindered by the computation of the log-
likelihood, which involves a matrix inversion with time complexity O(N3),
where N is the number of data points. Recent studies have focused on the
scalability of GP models, the most popular method being the sparse varia-
tional inference with pseudo-inputs [32], or inducing points. In this section,
we introduce GPs and variational inference relevant to this thesis.
3.1.1 Gaussian processes
Gaussian processes are a generalization of the Gaussian distribution, which
denes a collection of random variables, any nite number of which have a
joint Gaussian distribution [24]. A GP is fully specied by the mean function
and covariance function, or kernel. The mean function m() and covariance
20
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function k(; ) of a real process f(x) dene the following expectations:
m(x) = E[f(x)]; (3.1)
k(x;x0) = E

(f(x) m(x))(f(x0) m(x0)): (3.2)
A GP prior is characterized as f  GP(m(); k(; )). Without loss of gen-
erality, we study zero-mean GPs, i.e., m()  0. A GP regression is a GP
prior coupled with a Gaussian observation model with noise variance 2:
yjf  N (f ; 2I). We can subsequently derive the log-likelihood of a GPR
model:
log p(yj) =  1
2
y>(K + 2I) 1y| {z }
data t
 1
2
log jK + 2Ij| {z }
model complexity
 N
2
log 2: (3.3)
Here  represents the set of possible kernel hyperparamters. We can see
from (3.3) that the log-likelihood naturally combines the data t and model
complexity, and we can optimize the hyperparameters  using likelihood
maximization.
Because of the tractability of multivariate Gaussian distribution, we can
easily derive the predictive distribution over the test set X:
y
f

 N

0;

k(X;X) + 2I k(X;X)
k(X;X) k(X;X)

; (3.4)
fjX;X;y  N (;) ; (3.5)
 = k(X;X)
 
k(X;X) + 2I
 1
y; (3.6)
 = k(X;X)  k(X;X)
 
k(X;X) + 2I
 1
k(X;X): (3.7)
More generally, the posterior distribution is a GP with transformed mean
and covariance functions:
f()jX;y  GP(bm();bk(; )); (3.8)bm(x) = k(x;X) k(X;X) + 2I 1y; (3.9)bk(x;x0) = k(x;x0)  k(x;X) k(X;X) + 2I 1k(X;x0): (3.10)
3.1.2 Variational inference with inducing points
Variational inference (VI) is a Bayesian inference technique that transforms
inference into an optimization problem [15, 37]. The main idea of VI is to
approximate a possibly intractable posterior distribution, denoted by p(j)
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where denotes possible hyperparameters, with a parametrized family of dis-
tributions, or the approximating variational family Q = q : q(; );  2 
	,
minimizing the Kullback-Leibler (KL) divergence, which gives the variational
approximation q(), the member in Q with the smallest KL-divergence:
q() = arg min
q2Q
fKL(q(; ) k p())g : (3.11)
Minimization of the KL-divergence is equivalent to maximization of the ev-
idence lower bound (ELBO), which is a function of the parameters of the
approximated distributions,
L() = Eq(;) [log p(;)  log q(; )] : (3.12)
In the case of Gaussian process regression, the posterior distribution p(f jX;y)
(3.8) involves inverting the matrix k(X;X)+2I, which has time complexity
O(N3), where N is the number of training data points. Gaussian process
models are computationally expensive due to the cubic time complexity of
matrix inversion.
Various eorts have been applied to making GP models more scalable
using variational inference, most notably, reducing the rank of the covariace
matrix using sparse Gaussian processes [10, 22, 32, 34]. Sparse GP models
approximate the posterior (3.8) by imposing an approximating variational
family of a vector of pseudo inputs (or inducing points) Z and its functional
values u: q(u) = N (m;S), and minimize the distance between the true
posterior p(f ;ujX;y) and the approximated posterior q(f ;u) = p(f ju)q(u),
which leads to an ELBO:
L1(Z;m;S) = Eq(f ;u) [log p(yjf)p(u)  log q(u)] : (3.13)
In GP regression, the lower bound (3.13) can be rst maximized by analyti-
cally solving the variational parameters (m;S), which leads to the variational
lower bound in Titsias [34]:
L2(z) = logN (yj0; k(X;X) KXjZ)  1
22
tr(KXjZ); (3.14)
where the matrix KXjZ is the posterior covariance matrix KXjZ = k(X;X) 
k(X;Z)k(Z;Z) 1k(Z;X). The analytical solution of the variational param-
eters are given in Hensman et al. [10]:
bS = 1
2
K 1Z;ZKZ;XKX;ZK
 1
Z;Z + K
 1
Z;Z; (3.15)
bm = 1
2
bS 1K 1Z;ZKZ;Xy: (3.16)
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The variational lower bound (3.14) only requires matrix inversion of size
m  m, where m is the number of inducing points. Considering m  N ,
computing the lower bound requires time complexity O(Nm2).
3.1.3 Variational inference with inducing features
The variational lower bound (3.14) requires computing covariances between
the function values at data points and inducing points, i.e., cov(f(xi); f(zj)),
cov(f(zj); f(zk)). The inter-domain Gaussian processes [17] generalizes the
computation of cross-covariances by applying a linear transform, which projects
the data into another domain where the pseudo dataset lies.
Consider a GP prior f  GP(0; k(; )) and a linear transform L , for
instance, a convolution between f(x) and a deterministic feature extraction
function g(x; z):
L f(z) =
Z
f(x)g(x; z)dx: (3.17)
The function h = L f is a Gaussian process on the transformed domain,
when the linear transform L is well dened with condition
cov(h(z); h(z0)) =
ZZ
k(x;x0)g(x; z)g(x0; z0)dxdx0 <1: (3.18)
The h function is a Gaussian process with zero mean and kernel dened
in (3.18). The equation (3.18) also denes the cross-covariances between
inducing \features" (as opposed to inducing points which lies on the same
domain). The cross-covariances between input points and inducing features
are also well-dened:
cov(f(x); h(z)) =
Z
k(x;u)g(u; z)dz: (3.19)
Therefore, the variational lower bound can be computed with inter-domain
Gaussian processes where the entries in KZ;X are replaced using (3.19), and
the entries in KZ;Z are replaced using (3.18).
While the Fourier transform g(x; z) = exp( 2ix>z) is plausibly a good
choice for a feature extraction function in that it provides inducing features
on the feature domain, it generates invalid transformed GPs as the variances
go to innity for every frequency with the non-convergent integral in (3.18).
While inter-domain Gaussian processes [17] uses an `2 inner product be-
tween f and the feature extraction function g, other forms of inner product
applies as well as long as the transform remain a well-dened Gaussian pro-
cess. In Hensman et al. [12], the reproducing kernel Hilbert space (RKHS)
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inner product i used to derive inter-domain harmonic inducing frequencies
for Matern type kernels, which gives a structured form of the cross-covariance
matrix K(Z;Z), allowing for a linear complexity matrix inversion.
3.1.4 Sparse spectrum Gaussian processes
We introduced Bochner's theorem in 2.1. The equivalence between stationary
kernels and nite measures can also be applied to obtaining scalable Gaussian
process models.
A direct consequence of Bochner's theorem is a reformulation of station-
ary kernels as expectations:
k(x  x0) = k(0)E!Sk

exp(2i!>(x  x0))
= k(0)E!Sk
h
exp(2i!>x)exp(2i!>x0)
i
: (3.20)
The representation of stationary kernels as expectation of feature maps gives
an approximation of kernels using random features [23]. Using dot product
of random features for Gaussian process models, we obtain the sparse spec-
trum Gaussian processes [21], which approximates the original model using
a generative model:
!j  Sk(!); j = 1; : : : ; J; (3.21)
bk(x;x0) = k(0)
J
JX
j=1
exp(2i!>j (x  x0)); (3.22)
f jX;
  N  0;bk(X;X);
 = !1; : : : ;!J	; (3.23)
yjf  N  f ; 2I: (3.24)
Sparse spectrum GP uses a nite-dimensional feature map, which makes the
GP regression devolve into a Bayesian linear regression with trigonometric
basis expansion [21], which has linear time complexity. Gal and Turner [6]
improve sparse spectrum GP by placing variational distribution over the
frequencies, which adds uncertainty measures in frequency inputs.
3.2 Variational Fourier features
In this section, we introduce variational Fourier features (VFF), an inter-
domain inference approach designed for HMKs. We will rst discuss the
Fourier transform of GPs, and we will derive the VFF designed for the ad-
ditive harmonizable mixture kernels (2.22).
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3.2.1 Fourier transform of GPs
The Fourier transform is a linear transform decomposing a function of time
in the frequency domain:
F(f) = f^() =
Z
RD
f(x)e 2i
>x dx: (3.25)
Previous research on inter-domain GPs focused on transforming the original
GP with a Fourier transform: L = F , substituting inducing points with
`inducing frequencies'. However, such eort is dampened by the fact that
sample paths from GPs with a stationary kernel are not square integrable
almost surely (a.s.):
E
 Z jf(x)j2 dx = Z k(x;x) dx =1 (3.26)
Therefore, samples from a stationary GP do not have a Fourier transform.
However, for integrable kernel k, the sample paths from GP(0; k) are square
integrable almost surely, thus making the Fourier transform possible. The
Fourier transform of a GP is a (complex-valued) GP:
f^(!)  GP(m^(); k^(; )); (3.27)
m^(!) = E
Z
f(x)e 2!
>x dx

= 0; (3.28)
k^(!; ) = E
ZZ
f(x)f(x0)e 2i(!
>x >x0) dxdx0

= Sk(!; ); (3.29)
cov(f^(!); f(x)) = E
Z
f(x)f(t)e 2i!
>t dt

=
Z
k(t;x)e 2i!
>t dt: (3.30)
Therefore, we can see that the transformed GP has a covariance function
equivalent to the GSD of the original covariance function, and all integrals
are proper because the kernel k is integrable.
The derivation is closed-form for HMK, the cross-covariances in (3.30) for
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k = kp (2.21) is derived as follows:Z
kp(t;x)e
 2i>t dt =
X
1i;jQp
pij exp

 22x>

1
4
+ 2

x

 exp   2i(>pjx + >x0)
N

(   pi) p
0; 14 + 2

; (3.31)
x0 = (1 + 42)
 1(42  1)x: (3.32)
3.2.2 Variational Fourier features of harmonizable mix-
ture kernel
HMK belongs to the kernel family discussed in 3.2.1, but we can further
utilize the additive structure of an HMK, kHM =
PP
p=1 kp(x   xp;x0   xp).
A GP with kernel kHM can be decomposed into P independent GPs:
f(x) =
PX
p=1
fp(x  xp); (3.33)
fp(x)  GP(0; kp(x;x0)): (3.34)
Given this formulation, we can derive variational Fourier features with in-
ducing frequencies conditioned on one fp. For the p
th component, we have mp
inducing frequencies (!p1; : : : ;!pmp) and mp inducing values (up1;    ; upmp).
We can compute inter-domain covariances in a similar fashion:
Kfu(!qj;x) , cov(f(x); uqj) (3.35)
=
PX
p=1
cov(fp(x  xp); uqj)
= cov(fq(x  xq); f^q(!qj)):
Similarly, we compute the entries of the matrix Kuu
Kuu(!pi;!qj) , cov(upi; uqj) =
(
Sp(!pi;!qj); p = q;
0; p 6= q: (3.36)
The matrix Kuu has a block diagonal structure, which allows for faster matrix
inversion. The variational Fourier features are then completed by plugging
in the entries in Kfu (3.35) and Kuu (3.36) into the evidence lower bound
(3.13).
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3.3 Random Fourier features
In this section, we derive the random Fourier features for HMK, which can be
generalized to other harmonizable covariances. We then use the generative
model to derive another variational inference paradigm for HMK. Here we
consider (2.21), where the entries in matrix Bp are nonnegative, which makes
the GSD Sp a proper probability distribution, making it possible to sample
tuples of frequency (!; ) from Sp
1. We can rewrite (2.22).
kHM(x;x
0) =
PX
p=1
2pkp(x  xp;x0   xp); (3.37)
kp(x;x
0) = kLSG(x  p;x0  p)p(x)>Bpp(x0); (3.38)
where 1>Bp1 = 1. Given the generalized Fourier transform dened in (2.14),
we can nd the following unbiased estimate of kp:
kp(x;x
0) = 2pE(!;)Sp
h
e2i(!
>x >x0)
i
: (3.39)
However, this estimate does not translate to a feature map, which renders
the estimate e2i(!
>x >x0) not positive denite with probability 1.
We can useN draws from Sp(!; ). Denote 
 = f!1n;!2njn = 1; 2; : : : ; Ng:
k(x;x0) = 2p lim
N!1
1
4N2
E(!1n;!2n)Sp
" X
!;2

e2i(!
>x >x0)
#
= lim
N!1
E(!1n;!2n)Sp
h
N(x)N(x0)
i
; (3.40)
N(x) =
p
2N
X
!2

e2i!
>x: (3.41)
Using multiple draws from GSD, we can construct a consistent, albeit biased
estimate of the kernel. For real-valued kernels, the complex feature map N
(3.41) can be rewritten as a two-dimensional feature map:
'N(x) =
p
2N
P
!2
 cos(2!
>x)P
!2
 sin(2!
>x)

: (3.42)
Introducing an auxiliary variable in the same fashion as Rahimi and Recht
[23], we can rewrite (3.42):
'N;b(x) =
pp
2N
X
!2

cos(2!>x + b); b  Unif[0; 2]: (3.43)
1It is imperative to note the fact that Sp is not necessarily a valid probability distribu-
tion.
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A random Fourier feature is constructed by stacking (3.43):
 p(x) =
1p
M
0BBBB@
'N1;b1(x)
: : :
'Nm;bm(x)
: : :
'NM ;bM (x)
1CCCCA : (3.44)
An immediate generalization of random Fourier features is to formulate as
a generative model, and represent uncertainty in the frequency inputs [6].
However, this approach is not feasible due to the computation of ELBO
involving an intractable KL-divergence term between two Gaussian mixtures.
3.4 Sparse inference for CSK
In this section, we study sparse inference for convolutional spectral kernel
for bivariate or univariate data. We impose Gaussian process priors over the
\component functions" wq(), qd() and q() =

21 12
12 
2
2

:
wq()  GP(cw; kSE(; )); (3.45)
logit(qd())  GP(c; kSE(; )); d = 1; 2; (3.46)
d()  GP(cd ; kSE(; )); d = 1; 2; (3.47)
logit(())  GP(c; kSE(; )): (3.48)
The hierarchical model consists of the latent Gaussian process function f(x)
and the three component functions w(x), (x), (x) as kernel functions. We
construct a sparse variational inference approximation of the latent function
[11], and estimate a MAP solution for the component functions. We param-
eterize the variational approximation with shared inducing locations Z with
inducing point distribution q(uf ) = N (uf jm;S). The component function's
values are determined by inducing points U = (uw;u;u), and with corre-
sponding kernel lengthscales ` = (`w; `; `) and variances  = (w; ; ).
Following Hensman et al. [11], we infer the latent function posterior ap-
proximation by minimising the ELBO,
arg max
U;Z;`;
n
log p(y)  Eq(f) log p(yjf)] KL[q(uf )jjp(uf )]
o
(3.49)
q(f) = N (f jAm;KXX  A(KZZ   S)A>); (3.50)
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where the kernel function depends on the three component functions. The
model parameters are (m;S;Z; uw;u;u; `;). We model the bivariate
precision matrix with a bivariate Gaussian with a correlation . where
q(u) = N (ujm;S) (3.51)
q(f) = N (f jAm;KXX  A(KZZ   )A>) (3.52)
3.5 Summary
In this chapter, we applied the two classes of spectral kernels as covariance
functions for Gaussian process models. GPs with HMK sample square inte-
grable sample paths, which allows for the construction of variational Fourier
features, an inter-domain sparse inference paradigm with inducing frequen-
cies. The introduction of phase shifts xp turns the generalized spectral den-
sity into a proper density function, which allows for random Fourier features
for non-stationary kernels, a consistent biased estimate of kernel values. Fi-
nally, the inference for CSK is done by shared inducing points location of the
kernel component functions, and the function being inferred. We will test
the ecacy of the inference in the next chapter.
Chapter 4
Experiments
In this chapter, we demonstrate the power of spectral kernels in the context
of classication and regression tasks. We show that spectral kernels manage
to extract interpretable patterns within the framework of Gaussian process
models. For harmonizable mixture kernels, we use a simplied version of the
harmonizable kernel where the two matrices of the locally stationary kLSG
are diagonals: 1 = diag(
2
d), 2 = 
2I. For convolutional spectral kernels,
we also use a simplied version where the subscripts in (2.28) only contain
items where q = p. This is equivalent to using a slightly dierent convolution
with concatenation of feature vectors:
Kqxi(u) = w
q
i exp( 22Sqi + 2iqi ); q = 1; : : : ; Q; (4.1)
k(xi;xj) =
QX
q=1
Z
RD
Kqxi(u)K
q
xj
(u): (4.2)
The variational framework using inducing frequencies is based on Titsias [34]
for GP regression, Hensman et al. [10] for GP classication, Salimbeni et al.
[26] for natural gradient optimization of variational parameters.
4.1 GP classication
In this section, we test the ecacy of HMK in GP classication with the
banana dataset, with similar settings as in Hensman et al. [11]. We show the
eectiveness of variational Fourier fetures in GP classication with HMK.
We use an HMK with P = 4 components to classify the banana dataset, and
compare SVGP with inducing points (IP) [11] and SVGP with variational
Fourier features (VFF). The model parameters are learned by alternating
optimization rounds of natural gradients for the variational parameters, and
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Figure 4.1: Sparse GP classication with the banana dataset. The model is
learned by an HMK with P = 4 components, and thus 2 inducing frequencies
for each component constitute a total of 2  4 inducing frequencies.
Adam optimizer for the other parameters [26]. Figure 4.1 shows the decision
boundaries of the two methods over the number of inducing points. For
both variants, we experiment with model complexities from 6 to 24 inducing
points in IP, and from 2 to 8 inducing frequencies for each component of
HMK in the VFF. The centers of HMK (red triangles) spread to support the
data distribution. The IP method is slightly more complex compared to VFF
at the same parameter counts in terms of nonzero entries in the variational
parameters.
The VFF method recovers roughly the correct decision boundary even
with a small number of inducing frequencies, while converging faster to the
decision boundaries as the number of inducing frequencies increases.
4.2 GP regression
4.2.1 Harmonizable mixture kernel
In this section, we demonstrate the eectiveness of HMK in interpolation
for the non-stationary solar irradiance dataset. We run sparse GP regres-
sion with squared exponential, spectral mixture and harmonizable mixture
kernels, and show the predicted mean, and 95% condence intervals for each
model (See Figure 4.2). We use sparse GP regression proposed in [34] with
50 inducing points marked at the x axis. The SE kernel cannot estimate the
periodic pattern and overestimates the signal smoothness. The SM kernel ts
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Figure 4.2: Sparse GP regression with solar irradiance dataset.
the training data well, but misidenties frequencies on the rst and fourth
interval of the test set.
For sparse GP with HMK, we use the same framework where the varia-
tional lower bound is adjusted for VFF. The model extrapolates better for
the added exibility of nonstationarity, and the inducing frequencies aggre-
gate near the learned frequencies. Both rst and last test intervals are well
tted. The Wigner distribution with inducing frequencies of the optimised
HM kernel is shown in Figure 4.2d.
4.2.2 Convolutional spectral kernel
We replicate the experimental setting for convolutional spectral kernels. We
observe good predictive performance on the test data, and sensible trends
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Figure 4.3: CSK with solar irradiance. Both the training points (black)
and test points (red) are tted accurately (a). The frequency, variance and
lengthscale functions have three components (b-d).
for component functions.
GP regression with CSK exhibits better performance compared with
HMK. While HMK \interpolates" local patterns by summing over the dif-
ferent components, while CSK gets rid of this rigid framework by eectively
calculating adaptive frequencies for each pair of data points using a weighted
average of the frequency function values.
Chapter 5
Discussion
In this chapter, we discuss the possible pitfalls of spectral kernels, the most
important of which being the possibility of overtting.
While an automated search of expressive kernels for Gaussian process
models has proven successful on a variety of occasions, it is paramount to
notice the eect of overtting, which has been a largely overlooked issue in
current research. In this chapter, we discuss how stationary spectral kernels
would overt any functions without proper regularization.
5.1 Overtting of sparse spectrum kernels
The sparse spectrum kernel [21] can be seen as a special case of spectral
mixture kernel [39] when the covariance of frequency q = 0,
kSS(x;x
0) =
QX
q=1
2q exp(2i!
>
q (x  x0)) (5.1)
= w  (x) w  (x0); (5.2)
where (x)q = exp(2i!
>
q x). Using the dot product representation, it is easy
to see a GP regression f  GP(0; kSS) is equivalent to the following Bayesian
linear regression with a trigonometric basis expansion,
y = >(x) + ; (5.3)
  N (0; diag(w2)): (5.4)
The exibility of sparse spectrum kernels lies within the learnable frequencies
!q and prior variances on coecients q.
The trigonometric basis expansion is indeed too exible if we view (x)q
as a set of linearly independent functions in the separable Hilbert space
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L2(M), where M is a compact subset of RD. We can nd an orthonormal
Fourier basis of L2(M), which implies that
8f 2 L2(M); f(x) =
1X
q=1
q exp(2i!
>
q x); (5.5)
where the convergence is in the L2 norm. Given a large enough Q 2 N+, the
Bayesian linear regression with basis expansion (x)q = exp(2i!
>
q x) will
approximate any f 2 L2(M) with good enough precision.
The perspective of a trigonometric basis expansion sheds light on over-
tting and optimization issues for sparse spectrum kernels. Sparse spectrum
kernels manage to asymptotically span the entirety of square integrable func-
tions dened on M, which tends to include overtting solutions to a regres-
sion. Sparse spectrum kernel can also t arbitrary square integrable functions
given a xed set of frequencies values f!qgQq=1, which negates the eect of
interpretable kernel learning: the frequencies values are supposed to be the
peaks of the spectrum of a stationary process.
5.2 Complexity of spectral mixture kernels
Spectral mixture kernels [39] attempts to remedy the caveats of sparse spec-
trum kernel. Instead of a degenerate kernel with a nite rank Q, the spectral
mixture kernel multiplies each spectral component exp(2i!>q (x x0)) with a
Gaussian kernel (or other non-degenerate stationary kernel [28]), which trans-
lates into \uncertainty" of frequency components on the spectrum. Wilson
[40] demonstrates that the multiplication of a non-degenerate kernel makes
SM kernel more robust to overtting compared with SS kernel. However, we
think that such modication might be insucient in that SM kernel demon-
strates the counterintuitive fact that \simple models overt".
When we maximize the log-likelihood of a Gaussian process:
log p(yj) =  1
2
y>(K + 2I) 1y| {z }
data t
 1
2
log jK + 2Ij| {z }
model complexity
 N
2
log 2; (5.6)
we see the log-determinant of the noisy kernel matrix log jK+2Ij as a mea-
sure of the model complexity, and therefore, the log-likelihood formula is a
compromise between model t and complexity. However, when the Gaussian
process is equipped with a SM kernel:
k(x;x0) =
QX
q=1
2q exp( 22(x  x0)>q(x  x0) + 2i!>q (x  x0)): (5.7)
CHAPTER 5. DISCUSSION 36
When we decrease jqj, the kernel matrix becomes less diagonally dominant
with the diagonal values unchanged, which decreases log jK + 2Ij. There-
fore, the maximization of log-likelihood gives a SM kernel whose value does
not decay within long range, behaving similar to a sparse spectrum kernel.
The non-degeneracy of SM kernel might not provide the intended regu-
larizing eect. One way of regularization is to introduce a process over all
possible SM kernels [14].
Given that harmonizable covariances include stationary ones as special
cases, the same argument can be made about HMK. We need to proceed
with caution with non-stationary Gaussian process modeling given the above
argument about overtting.
Chapter 6
Conclusions
In this thesis, we discuss the theoretical and practical aspects of spectral
kernels used in Gaussian processes. The main contributions of this thesis
include:
 We introduced harmonizability, a concept previously only used in prob-
ability theory, into machine learning. Harmonizable kernels help pro-
vide new insight into the non-stationary modeling of stochastic pro-
cesses.
 We propose harmonizable mixture kernel (HMK), a new kernel family
that is non-stationary, non-monotonic and with closed-form tractable
interpretations. We determine theoretically and empirically the expres-
sive power of HMK.
 We propose convolutional spectral kernel (CSK), a new kernel family
taking functions as kernel hyperparameters. We demonstrate that CSK
has superior expressiveness as it contains multiple previously proposed
expressive kernels as special cases.
 We propose variational Fourier features (VFF), an inter-domain sparse
variational inference scheme designed for HMK. We show that HMK
has the desirable property of producing sample paths that are most
likely square integrable, which makes the VFF capable of recovering
the exact kernel form.
 We propose random Fourier features (RFF), an algorithm that gener-
ates a biased, consistent estimate of harmonizable kernels.
While there is much to be done with respect to the proper regularization
for spectral kernels, given its tendency to overt the data, this thesis lays
37
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the groundwork for non-stationary spectral modeling for Gaussian process
models.
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