I. Introduction
Autonomous and reliable path following is a fundamental and key technology of Unmanned Aerial Vehicles (UAVs) to accomplish their mission objectives [1] [2] [3] [4] . The primary objective of a path following guidance algorithm is to drive the vehicle to converge to a desired trajectory and remain on it thereafter. The desired path usually can be categorized into two classes: a continuous curve and a finite number of waypoints. Compared with continuous curve following, the generation of waypoints only requires the selection of several characteristic points and therefore is more computational efficient [5] . Besides, this approach does not require the concept of a look-ahead-distance [6, 7] or a virtual target on a continuous curve [8] . For these reasons, this paper aims to handle the issue of waypoint-following guidance.
The problem of following a path has received massive interest in the robotics literature. In [9] , the authors utilized vector fields to represent the desired headings to guide the UAV to follow a pre-designed path. The key feature of this approach is that both the heading error and the lateral distance error converge to zero asymptotically. By formulating the path following as a finite horizon regulation problem, model predictive control and receding-horizon control were also applied in [10] [11] [12] to minimize the distance tracking error. A nonlinear path following guidance law, adapted from the concept of pure pursuit, was suggested in [6] and its performance as well as stability were analyzed in [7] .
Inspired by the development of missile guidance, the authors in [8] applied pursuit guidance to follow a virtual target.
The trajectory of the virtual target is specifically designed to cater for the requirement of path following. This concept was further modified by using trajectory shaping guidance (TSG) in [13, 14] . The advantage of utilization of TSG, compared with pure pursuit, lies in that TSG generates the same instantaneous radius of curvature as a curved path, thus providing accurate path following. In order to fully exploits the synergism between the guidance loop and the control loop, an integrated guidance-autopilot algorithm was proposed in [15] for UAV path following. By leveraging the properties of differential geometry of space curves, a three-dimensional nonlinear guidance law for UAV path following was developed in [16] . The almost-global asymptotic stability for a constant-curvature trajectory was also rigorously proved in this reference. Considering the turning rate limit, an algorithm was proposed in [17, 18] to find the globally shortest path through a given sequence of waypoints.
In [19] , a linear quadratic optimal waypoint-following guidance was proposed to follow a straight line between two waypoints. The line segment changing point was also analytically derived by minimizing the magnitude of the required acceleration. Although this guidance law is optimal in each line segment, it fails to provide the global optimality when considers all waypoints. In practical flight, the energy consumption of a UAV governs the endurance of the vehicle. For this reason, numerical optimization approaches were utilized in [20, 21] to minimize energy consumption in waypoint following guidance. The drawback of using numerical algorithms is their relatively high computational complexity, which precludes their applications in low-cost small-scale UAVs. To alleviate this issue, the authors in [22] leveraged optimal impact angle guidance between every two consecutive waypoints to develop a globally energy-optimal guidance law for waypoint following of anti-ship missiles. However, the implementation of this algorithm requires offline parameter optimization to find the boundary conditions, e.g., passing angle and passing acceleration.
Intuitively, waypoint-following guidance can be viewed as a point-to-point guidance between two consecutive waypoints. This means that the well-developed missile guidance laws during last few decades can also be applied for UAV waypoint-following guidance. It is well-known that classical proportional navigation guidance (PNG) with a constant navigation gain three is energy-optimal for point-to-point guidance [23] [24] [25] . If a specific arrival angle or approach angle is required, TSG becomes the energy-optimal point-to-point guidance law [26] [27] [28] . However, it is unclear whether or not the total energy consumption is optimal for the case of multiple waypoints if we simply apply these two optimal guidance laws between two consecutive points. The difficulty of finding closed-form minimum-effort guidance law naturally arises in the multiple boundary conditions, e.g., multiple waypoint constraints and multiple angle constraints.
Motivated by the above observations, this paper aims to propose minimum-effort or energy-optimal guidance laws for UAV waypoint following. By formulating a finite-time linear regulation problem, two waypoint-following guidance laws are analytically derived using optimal control theory based on a linear kinematics model. The first guidance law is suited for the optimal waypoint following mission while the second one additionally considers partial arrival angle constraints, e.g., the UAV is required to pass several waypoints with specific flight path angles if it utilizes the terrain reference navigation as its navigation system. Theoretical analysis reveals that the proposed guidance laws reduce to classical PNG and TSG when there exists only one waypoint to be visited. The significant contribution of the proposed algorithm lies in its generic feature. That is, the proposed guidance law can be applied for energy-optimal waypoint following with arbitrary number of waypoints and arbitrary number of angle constraints. Nonlinear numerical simulations demonstrate that the proposed guidance laws help to increase the endurance of the vehicle, compared to waypoint-following guidance laws based on classical PNG and TSG.
The remainder of this paper is organized as follows. The backgrounds and preliminaries of this paper are stated in Sec. II. Section III presents the details of the proposed guidance law for waypoint following, followed by the guidance law derived for optimal waypoint following with partial arrival angle constraint shown in Sec. IV. Finally, some simulation results and conclusions are offered.
II. Backgrounds and Preliminaries
This paper assumes that the UAV is equipped with a high-performance low-level flight control system that provides roll, pitch and yaw stability of the UAV as well as velocity tracking, heading and altitude hold functions. This study aims to design guidance inputs to this low-level controller for energy-optimal waypoint following in a two-dimensional geometry.
A. Nonlinear Kinematics
Consider there exist N waypoints that will be visited by the UAV. The relative geometry between the UAV and the ith waypoint is shown in Fig. 1 , where the symbols U and W i denote the UAV and the ith waypoint, respectively. The frame X I OY I is a inertial coordinate. The notation γ stands for the UAV's flight path angle. In general, the UAV speed is pre-determined according to specific mission objective and is maintained by an engine controller. For this reason, we assume that the UAV is flying with a constant velocity V. The UAV changes its direction through the lateral acceleration a. The variable a σ denotes the UAV acceleration normal to the line-of-sight (LOS) direction. For simplicity, the UAV is assumed to be an ideal point mass model, i.e., the autopilot has no time delay. The variables r i and σ i represent the relative range and LOS angle between the UAV and the ith waypoint. Based on the principles of kinematics, the differential equations describing the engagement geometry, depicted in Fig. 1 , are formulated as
where θ i denotes the velocity lead angle and can be determined as
Without loss of generality, assume that the N waypoints are ordered by the increase of their corresponding passing times t f ,i as t f ,i < t f ,i+1 . Around the ideal approaching course, the waypoint passing time can be approximated by
where r i (0) denotes the initial relative range between the UAV and the ith waypoint.
B. Linearized Kinematics
In this paper, optimal guidance laws will be derived based on a linearized model around the desired approaching course. For the purpose of kinematics linearization, a new frame called the reference frame X R OY R is introduced, as depicted in Fig. 1 . This frame is rotated from the inertial frame by σ 0 , which is the reference angle. Let y i = y W i − y U be the relative displacement between the UAV and the ith waypoint normal to the X R axis. In the reference frame, the engagement kinematics can be expressed as
where v i is the relative velocity between the UAV and the ith waypoint perpendicular to the X R direction.
The complementary equation that describes the relationship between a σ and a is given by
By choosing proper σ 0 , the angle σ i − σ 0 can be made relatively small since the LOS angle variation is small during the flight if a guidance law works properly [29] . In practical flight, the velocity lead angle is also relatively small [30] .
With these assumptions in mind, the relative kinematics between the UAV and the ith waypoint can be formulated as
as the system state vector and y = [y 1 , y 2 , . . . , y N ] T ∈ R N ×1 as the output vector. Then, the linearized equations of motion can be written in a compact matrix form as
where A ∈ R 2N ×2N is a block diagonal matrix, B ∈ R 2N ×1 , and C ∈ R 1×2N . These three matrices are defined as
C. Problem Formulation
In practice, the energy consumption is of paramount importance for a UAV since it determines the endurance of the vehicle. For this reason, this paper considers the following quadratic integral control effort performance index
. . .
The aim of this paper is to find analytical solutions of the following two generalized optimal waypoint-following problems: 
Problem 1 (Optimal waypoint-following guidance problem) Given the kinematics model (6), finds the guidance command a that minimizes performance index (9) and ensures perfect waypoint passing constraints
where l( j) is the index of waypoints that have specific flight path angle constraints and
denotes the desired flight angle of the UAV when it passes the l( j)th waypoint.
III. Guidance Law Design for Optimal Waypoint-Following

A. Guidance Law Derivation
This subsection will derive an optimal guidance law to address Problem 1. To reduce the system order, the concept of zero-effort-miss (ZEM) transformation [26, 30] is used in this paper. The ZEM between the UAV and the ith waypoint, denoted as Z i , is defined as
where Φ i t f ,i , t is the transition matrix associated with matrix A i and is determined as
Substituting Eq. (13) into Eq. (12) gives the ZEM as
where t go,i = t f ,i − t denotes the remaining flight time, or the so-called time-to-go, to pass the ith waypoint.
The ZEM dynamics can be obtained from Eq. (14) as
With this state transformation, the system order now reduces from 2N to N. Problem 1 reduces to a problem with the same performance index given by Eq. (9) but reduced-order system dynamics (15) . Notice that the ZEM Z i represents the miss distance between the UAV and the ith waypoint if, from the current time onward, the UAV will not apply any maneuver input. With this in mind, the terminal constraints of the new system states are determined as
According to linear system theory, the solution of system (15) can be obtained as
Imposing the terminal constraints (16) on Eq. (17) gives
Consider the Hilbert space H = L 2 t, t f , N with the inner product ( f , g) =
Lemma 1, shown in Appendix, if the guidance command a is optimal in terms of energy minimization, then there exist N Lagrange multipliers λ i , i ∈ {1, 2, · · · , N }, such that the lateral acceleration command can be formulated as
The Lagrange multipliers λ i can then be determined by introducing the expression in Eq. (18) 
T as the Lagrange multiplier vector and the ZEM vector, respectively. Then, Eq. (20) can be rewritten in a compact matrix form as
where G ∈ R N ×N is a symmetric matrix, e.g., G T = G, and is given by
From Eq. (21), the Lagrange multiplier vector λ can be obtained as
The guidance command for t ≤ t f ,1 can then be obtained by substituting Eq. (23) into Eq. (19) as
Remark 1 Following similar procedures, the solutions for t > t f ,1 can be easily obtained. For example, when
T and the matrix G becomes
The guidance command for t f ,1 < t ≤ t f ,2 is then given by 
Taking the time derivative of Eq. (27) results in
Using Eq. (28) , the ZEM Z i can then be written in an alternative form as 
where τ a denotes the autopilot time constant and a c represents the guidance command generated by the guidance law.
For this first-order lag case, the ZEM Z i is given by [23, [32] [33] [34] ]
where
Then, the ZEM dynamics can be readily obtained as
Following similar procedures shown above, we can easily obtain the guidance command a c that can account for the first-order autopilot lag.
B. Particular Cases
When there exists only one waypoint to be visited by the UAV, Problem 1 reduces to energy-optimal intercept problem. For this specific case, the guidance command (19) can be written as
Under condition N = 1, matrix G reduces to a scalar as G = t 3 go,1 /3 and the single Lagrange multiplier can be readily obtained as λ 1 = 3/t 3 go,1 Z 1 . Substituting this expression into Eq. (34) gives the explicit guidance command as
which coincides with the classical optimal PNG. As shown in [35] , the PNG with a navigation gain three is energy optimal in the case of single waypoint. However, from the previous derivation, it is clear that simply applying PNG to every two consecutive waypoints is not energy optimal when the number of waypoints satisfies N ≥ 2. The reason is that PNG cannot control the UAV's flight path angle and therefore the energy consumption of PNG is different from that of the proposed guidance law if the arrival angles γ t f ,i are different.
N = 2
When there are two waypoints to be visited by the UAV, the guidance command (19) under condition t ≤ t f ,1 can be written as
and matrix G becomes
The corresponding Lagrange multipliers can be readily obtained from Eq. (23) as 
Define a B = N 2 V σ 2 , Eq. (40) can be further reduced to
which means that the proposed guidance law can be viewed as a biased PNG law with a time-varying navigation gain N 1 when t ≤ t f ,1 .
In the following, we will analyze the effect of the biased term a B to provide better insights of the proposed guidance law. To this end, we assume that the navigation gain N 1 and the biased term a B are constant in the vicinity of the first waypoint. For PNG with a constant biased term, the closed-form solution is given by [36] y 1 = c 1 t
where c 1 and c 2 are constants determined by the initial conditions.
Since σ 1 − σ 0 ≈ y 1 /r 1 ≈ y 1 / Vt go,1 , we have
Differentiating Eq. (44) with respect to time gives the LOS rate σ 1 as
It follows from Eq. (41) that lim
Hence, when the UAV approaches the first waypoint, LOS rate σ 1 becomes lim t go,1 →0 +
Therefore, the acceleration command in the vicinity of the first waypoint becomes
Since lim t go,1 →0 + N 2 → 3, the guidance command of the proposed guidance law under condition t go,1 → 0 reduces to
which coincides with the guidance command when t f ,1 < t ≤ t f ,2 . This clearly reveals that the bias term N 2 V σ 2 helps to reduce the transient effect when the UAV passes the first waypoint.
When there are three waypoints to be visited by the UAV, the guidance command (19) under condition t ≤ t f ,1 can be written as
and matrix G becomes 
Using Eq. (29), the guidance command can be reformulated in terms of measured signals as
where 
Recall the results derived for N = 2, the guidance command for t f ,1 < t ≤ t f ,2 is determined as
Therefore, the explicit guidance command for N = 3 is given by
Following similar procedures shown in the previous subsection, the characteristics of the proposed guidance law near the waypoint can also be analyzed in a theoretical way using the concept of biased PNG.
IV. Guidance Law Design for Optimal Waypoint-Following with Partial Flight Path Angle Constraints
A. Guidance Law Derivation
In practice, it is desirable to constrain the UAV's flight path angle as some fixed desired values at some certain waypoints for surveillance missions. For this reason, this subsection will derive an optimal guidance law to address Problem 2. With the ZEM state transformation provided in the previous section, Problem 2 reduces to a problem with the same performance index given by Eq. (9) but reduced-order system dynamics (15) . The terminal constraints are determined as
According to the linear system theory, the solution of ZEM and flight path angle can be obtained as
Imposing the terminal constraints (58) on Eq. (59) gives
According to Lemma 1, shown in Appendix, if the guidance command a is optimal in terms of energy minimization, then there exist N + M Lagrange multipliers λ i , β j , i ∈ {1, 2, · · · , N }, j ∈ {1, 2, · · · , M }, such that the lateral acceleration command can be formulated as
where a λ refers to the ZEM regulation term and a β represents the flight path angle error regulation command.
Similar to previous section, we only consider the case t ≤ t f ,1 in the following derivations. The solutions for t > t f ,1
can be easily obtained through similar procedures. Substituting Eq. (61) into Eq. (60) under condition t ≤ t f ,1 results in
Evaluating the integrals in Eqs. (63) and (64) gives
as the Lagrange multiplier vector and the flight path angle error vector, respectively. Substituting Eqs. (65)- (68) into Eqs. (63) and (64) yields
where G 1 ∈ R N ×N is a symmetric matrix which is given by
and G 12 = G T 21 = g i j ∈ R N ×M with elements g i j being
and G 2 ∈ R M×M is a symmetric matrix which is obtained as
From Eq. (69), the Lagrange multiplier vectors λ and β can be obtained as
The explicit guidance command for t ≤ t f ,1 can then be readily obtained by substituting Eq. (73) into Eq. (61) as
Remark 6 From Eq. (74), it is clear that the implementation of the proposed guidance law requires the inverse of matrix G.
Since matrix G is defined as a block form, the block inverse approach [37] can be applied to simplify the matrix inverse calculation as 
B. Particular Case: M = N
Let us consider the case that the UAV is required to pass multiple waypoints and every waypoint requires a specific arrival angle γ d i . For this specific case, the proposed guidance law is equivalent to TSG applied to every two consecutive waypoints. To validate this, let a i andā i be, respectively, the guidance commands of the proposed guidance law and TSG between the (i − 1)th and the ith waypoints, with i = 0 being the initial point for convenience. The corresponding energy consumptions of these two different guidance laws between the (i − 1)th and the ith waypoints are then determined as
The equivalence of these two guidance laws will be proved through mathematical induction. When there exists only one waypoint to be visited by the UAV with a specified flight path, e.g., N = 1, Problem 2 reduces to energy-optimal rendezvous problem. Then, the guidance command of the proposed guidance law, shown in Eq. (61), can be formulated
Note that matrix G under condition N = 1 becomes
From Eq. (73), we can readily solve the Lagrange multipliers as
Substituting Eq. (79) into Eq. (77) gives the explicit guidance command as
which coincides with the classical TSG. As shown in [35] , the TSG is energy optimal in the case of single waypoint with an arrival angle constraint. Table 1 Inertial positions of all waypoints.
By the mathematical induction concept, assume that for
which means that both guidance laws ensure the same flight path at the Lth waypoint.
Then, for N = L + 1, if the guidance command of TSG is different from the proposed guidance law, e.g., a L+1 ā L+1 , we have J L+1 <J L+1 since the proposed guidance law guarantees global optimality. Notice that both guidance laws have the same boundary constraints at the (L + 1)th waypoint. This means that condition a L+1 ā L+1 violates the optimality of TSG. Therefore, we have a L+1 =ā L+1 and consequently these two guidance laws provide the same level of optimality of energy consumption when M = N. However, for the problem with M < N, TSG is not applicable and applying hybrid PN/TSG to every two consecutive waypoints is obviously not energy optimal.
V. Numerical Simulations
In this section, nonlinear numerical simulations are performed to validate the proposed guidance law. In the considered scenario, a UAV with constant speed V = 30m/s is required to follow 8 waypoints. The UAV initially locates at (0m, 0m) with an initial flight path angle of 30 • . The inertial positions of all waypoints are summarized in Table 1 .
A. Performance of Guidance Law (24)
This subsection considers the problem of minimum effort waypoint following without any arrival angle constraint to validate the effectiveness of guidance law (24) . For the purpose of comparison, the optimal PNG is also applied to every two consecutive waypoints in the simulations. Fig. 2 (a) The acceleration commands of different guidance laws are presented in Fig. 2 (c) , which shows that the guidance command under PNG exhibits discontinuity when passing waypoints. As a comparison, the proposed optimal guidance law generates a continuous command, which is more desirable for the implementation. The quantitative comparison results of energy consumption obtained from both guidance laws are summarized in Fig. 2 (d) . From this figure, we can clearly observe that the proposed guidance law requires less energy consumption, compared with PNG. In the considered scenario, the proposed guidance law helps to reduce more than 40% energy consumption. Therefore, the UAV guided by the proposed approach is expected to have longer endurance than PNG.
B. Performance of Guidance Law (74)
This subsection considers the problem of minimum effort waypoint following with partial arrival angle constraint to validate the effectiveness of guidance law (74). In the scenario considered, we assume that the UAV is required to pass the 4th waypoint with desired flight path angle 0 starts to work from the beginning. Fig. 3 (c) compares the UAV acceleration command generated by these two different guidance laws. Unlike the previous scenario, the proposed guidance law also shows discontinuity when the UAV passes a waypoint that requires a specific arrival angle, e.g., the 4th waypoint in the considered scenario. The reason for this fact is that the angle regulation term β 1 /V disappears when t > t f ,4 . After passing the 7th waypoint, there exists only one waypoint, i.e., the 8th, to be visited with a specific arrival angle constraint. For this reason, the proposed guidance law reduces to classical TSG when t > t f ,7 . Therefore, the proposed guidance law and OGL are expected to share similar characteristics during that period, which is confirmed by Fig. 3 (c) . The quantitative comparison results of energy consumption obtained from both guidance laws are presented in Fig. 3 (d) . From this figure, it can be noted that the proposed guidance requires approximate 20% less energy consumption in the considered scenario, compared with OGL. For this reason, the proposed guidance law can be utilized to increase the endurance of the UAV.
VI. Conclusions
This paper discusses the minimum-effort waypoint-following guidance problem for a UAV. Both optimal waypointfollowing guidance and optimal waypoint-following guidance with partial flight path angle constraint are rigorously derived using optimal control theory. When there exits only one waypoint to be traveled by the UAV, the proposed guidance laws reduce to the well-known PNG and TSG. The guidance law developed is generic and can be applied to an By exploiting the advantages of the proposed approach, the guidance law developed in this paper can also be applied to midcourse guidance of sea-skimming anti-ship missiles and cruise missiles.
Appendix: Lemma 1
This appendix collects a useful lemma from [38] that has been utilized in the derivation of the proposed guidance laws.
Lemma 1 Let H be a Hilbert space and α 1 , α 2 , · · · , α n be a set of n linearly independent vectors in H. If the condition (x, α i ) = c i , i ∈ {1, 2, · · · , n}, with c i being arbitrary scalars, holds among all vectors of H, then, the one that has the minimum norm is given by
where the coefficients b i satisfy the condition
