In their remarkable work [1] , Bobkov, Gentil and Ledoux improve, generalize and simplify most previously known results about hypercontractivity, logarithmic Sobolev and transport inequalities. Among other results, they are able to recover and generalize the HWI inequalities introduced in [4] , (1)
Here f and g are arbitrary probability distribution functions, H(f |g) ≡ f log(f /g) is the Kullback relative entropy of f w.
is the relative Fisher information of f w.r.t g, and
See [4, Theorem 3] or [1, Theorem 4.3] ; conventions differ by a factor 2.
We keep the conventions of [4] because of the similarity of arguments here and there. The method in [1] relies on the heat semigroup (S t ) t≥0 , associated with the PDE (2) ∂f ∂t
The authors combine the inequality
due to Bakry and Emery, with the new, clever inequality Our goal in this comment is to point out that, at least in the case K = 0, (i) ineq. (5) can also be seen as a consequence of ineq. (1), or rather as a consequence of the slightly more precise version given in our previous work [4] and in Cordero-Erausquin [3] :
where ∇ϕ is the unique (on the support of f ) gradient of a convex function s.t.
(ii) A stronger regularization estimate, involving the Fisher information, can also be stated. This bound is a variant of an a priori estimate introduced by Brézis for gradient flows of a convex function on a Hilbert space [2, Theorem 3.7] . The bound below is a Riemannian version of Brézis' Euclidean argument, in the sense of the gradient flow interpretation of (2) given in [4, Chapter 3] Here is a precise statement :
and let (S t ) t≥0 be the associated heat semigroup. Then, for any smooth probability distribution function f on R n , and for any t > 0,
Corollary 1. Under the same assumptions, for any
Corollary 2. Under the same assumptions, for any t > 0,
Of course Corollary 1 follows from (8) by Young inequality, and it implies Corollary 2 via ineq. (1) (with K = 0). Eq. (8) shows that both the entropy and the Fisher information become finite in arbitrarily short time, like O(1/t) and O(1/t 2 ) respectively. Before sketching the proof of the Theorem, we note that the same method yields comparable estimates in the more general case D 2 V ≥ KId (K ∈ R), but we do not know if it is posible to recover the presumably optimal bound (5) for arbitrary K as a variant of Corollary 2.
One may conjecture that there is a general regularization inequality of the type of (5) for any gradient flow with semi-convex energy...
Lemma. Let g = e −V
, and let f be a smooth probability distribution function, with f /g bounded from below and above. Then, for all t > 0,
Here 
Proof of lemma.
This result is well-known to specialists of mass transportation and PDE's. We only sketch the proof because it is quite similar to the proof of lemma 2 in [4] . W.l.o.g, we prove the lemma only for t = 0.
First of all, by the Brenier-McCann theorem, there exists a unique ∇ϕ 0 , gradient of a convex function, s.t.
(10) ∇ϕ 0 #f 0 = g, and moreover
For t ≥ 0, consider S t f = f t as the solution to the nonlinear transport equation
Since ξ t is a smooth, bounded vector field (uniformly in x, locally in t), by the general theory of linear transport equations
where (T t ) t≥0 is the family of diffeomorphisms defined by the characteristic equations
From (13) and (10),
In particular, by the definition of W ,
the equality on the r.h.s being a consequence of (10). Therefore,
This was the desired inequality.
Proof of the Theorem. We keep the notation g = e −V
. The idea is to look for a Lyapunov functional in the form In order to ensure dψ/dt ≤ 0, we choose c(t) ≡ 1, b(t) ≡ 2t, a(t) = t 
