ABSTRACT Sparse random linear network coding (SRLNC) is a promising solution for reducing the complexity of random linear network coding (RLNC). RLNC can be modeled as a linear operator channel (LOC). It is well known that the normalized channel capacity of LOC is characterized by the rank distribution of the transfer matrix. In this paper, we study the rank distribution of SRLNC. By exploiting the definition of linear dependence of the vectors, we first derive a novel approximation to the probability of a sparse random matrix being non-full rank. By using the Gauss coefficient, we then provide a closed approximation to the rank distribution of a sparse random matrix over a finite field. The simulation and numerical results show that our proposed approximation to the rank distribution of sparse matrices is very tight and outperforms the state-of-the-art results, except for the finite field size and the number of input packets are small, and the sparsity of the matrices is large.
I. INTRODUCTION
Network Coding (NC) [1] has been proven to achieve the multicast capacity and has attracted extensive research attention. Among all techniques of NC, Random Linear Network Coding (RLNC) [2] stands out as the most widespread solution, due to its distributed nature and robustness against packet losses. In the single source scenario of RLNC, the source node injects n packets into the network, each of which contains L symbols over a finite field F q with q elements. These packets propagate through the network, and possibly passing through a number of intermediate nodes between the source node and the sink node. The intermediate nodes generate random linear combinations of the packets it has received. The sink node collects m such randomly generated packets and tries to infer the set of packets injected into the network. Such network transmission can be modelled as a Linear Operator Channel (LOC) [3] (or a multiplicative matrix channel [4] ) given by
where X ∈ F n×L is the input matrix whose rows are the packets injected by the source node, Y ∈ F m×L is the
The associate editor coordinating the review of this manuscript and approving it for publication was Angelos Antonopoulos. output matrix whose rows are the packets collected by the sink node, and H ∈ F m×n is called the transfer matrix that represents the linear relationship between the input and the output of the network and depends on the random choices of coding coefficients, the network topology, and the link erasure. We assume that X and H are independent, the transfer matrices in different channel uses are independent and follow the same distribution. For both the source node and the sink node, the distribution of H is given in advance, but the instances of H are unknown. Here we do not consider packet transmission errors caused by noise or intentional jamming. If considering these conditions, we have to model the network transmission as Y = HX + KZ , where Z is the matrix whose rows are the additive error packets injected at some network links and K is the transfer matrix like H [4] , [5] . However, it is not the topic of this paper since as noted in [3] , there is no equivalent way to model it as a LOC.
One of the main limitations of the RLNC scheme is the relatively high encoding and decoding complexity. Indeed, the RLNC scheme assumes the full-rank transfer matrices, which is true with high probability if the finite field size for NC is sufficiently large in proportion with the network size [2] . But the large finite field size means the high computing complexity. In addition, using Gaussian Elimination, the decoding complexity is O(n 3 ), which is considerably high if n is more than several hundreds. To reduce such complexity, Sparse Random Linear Network Coding (SRLNC) [6] - [8] was proposed. In the SRLNC scheme, the coding coefficients are chosen sparsely over F q rather than uniformly. Consequently, the encoding and decoding complexity can be reduced.
SRLNC can be modeled as a sparse LOC. We assume that the transfer matrix of SRLNC has the following property, as discussed in [9] , [10] . The entries of transfer matrix H are independent and identically distributed with
where p 0 is the probability of the entry of the transfer matrix being zero and called the sparsity of the transfer matrix. In the RLNC scheme, p 0 = 1/q, the transfer matrix is uniform (or is called purely random matrix [11] , [12] ), but in the SRLNC scheme, p 0 > 1/q, the transfer matrix is sparse. 1 In the practical scenario of SRLNC, it is desirable to increase p 0 so as to simplify the implementation without sacrificing the performance. That is why SRLNC is practically attractive.
Yang et al. in [3] derived an upper bound and a lower bound on the normalized channel capacity of the noncoherent transmission of LOC as follows:
where rk(H ) is the rank of the transfer matrix H and E[rk(H )] is the expectation of the rank of the transfer matrix H . Therefore, a fundamental problem is to obtain the rank distribution of the transfer matrix for calculating the channel capacity of LOC. In this paper, we focus on the rank distribution of the transfer matrix of sparse LOC. In fact, the rank distribution of the sparse random matrix over F q has been widely investigated as a problem in probabilistic combinatorics. The representative works are [13] and [14] . In [13] , authors derived an upper-bound on the probability of a sparse random matrix being non-full rank. However, as pointed in [15] , [16] , for n > 10 and p 0 ≥ 0.7, [13, Th. 6.3] is not a tight upper-bound to the probability of a sparse random matrix being non-full rank. In [14] , authors derived the asymptotic rank distribution of a sparse (n−s)×n random matrix over F q provided the conditions (n − s)/n → 1, s ≥ 0, n → ∞, q ≥ 3, q = O(log log n), and 1 − p 0 = (log n + d(n))/n, d(n) ≥ − log(log n/(9q)). However, these conditions are difficult to be satisfied in practical SRLNC scenarios.
Several works have investigated the performance of the RLNC scheme. Trullols-Cruces et al. in [17] and Zhao et al. in [18] derived the exact decoding success probability of RLNC. In fact, the more general problem, the rank distribution of the uniform random matrix over F q , has already been solved a long time ago [19] , [20] , but they do not explicitly use this result for coding purposes. Moreover, these techniques used to analyze uniform random matrix are difficult to be extended to sparse random matrix.
Many works have focused on characterizing the performance of the SRLNC scheme. Based on the zero pattern of the random matrix, Li et al. [9] , [10] derived an upper and lower bound on the rank distribution of SRLNC. However, these bounds are limited to very small generation size (n ≤ 5) and infinite finite field size (q → ∞). In [21] - [23] , authors therein investigated the decoding failure probability of RLNC over a multi-source multi-relay network. The transmission over such network is analogous to the SRLNC scheme. Among these three works, authors in [23] derived the tightest upper and lower bound on the decoding failure probability by extending and adapting [13, Th. 6.3] . However, as noted in [16] , these bounds are also not tight, which are mainly impacted by the tightness of [13, Th. 6.3] . In [24] , Feizi et al. derived an upper bound on the probability of a sparse random matrix being non-full rank. However, this result is not tight because it is equivalent to [13, Th. 6 .3] when p 0 ≥ 1/q. In recent works [15] and [25] , via an Absorbing Markov Chain (AMC), authors derived the decoding success probability of the SRLNC scheme. However, transition probabilities in [15] are built upon the not tight bound in [13, Th. 6.3] , and transition probabilities in [25] rely on Montecarlo simulation to estimate the statistical correlation between the rows of full rank sparse matrices. Moreover, the AMC-based result notoriously is not a closed expression. More recently, in [16] , based on the Stein-Chen method, Brown et al. derived the probability of a sparse m × n random matrix being full rank. However, their result is an approximated recursive expression, and knowing the probability of the sparse random matrix being full rank is far from knowing its rank distribution.
As aforementioned, all existing works aiming to analyze the SRLNC scheme or the sparse random matrix either have some limitations or lack accuracy. In the practical scenarios of SRLNC, the limitations, such as the infinite matrix size and the sufficiently large finite field size are difficult to be satisfy. Therefore, it is highly desirable to obtain some results on the rank distribution of a sparse random matrix over F q applicable to any parameters, such as the finite field size q, the number of input packets n, and the sparsity of the matrices p 0 . In this paper, we address the limitations of the previous works by providing a novel and tight approximation to the rank distribution of a sparse random matrix over F q , except for q and n are small and p 0 is large.
The rest of this paper is organized as follows. In Section II, we first obtain a tightest upper-bound on the probability of a sparse random matrix being non-full rank, and strictly prove that this tightest upper-bound is actually very loose. Then, we derive a novel approximation to the probability of a sparse random matrix being non-full rank. In Section III, we provide a closed approximation to the rank distribution of a sparse random matrix over F q . Section IV gives relevant numerical and simulation results. Finally, in Section V, we draw our conclusions. VOLUME 7, 2019 
II. THE PROBABILITY OF LINEAR DEPENDENCE
In this Section, we investigate the probability p(i, n) of a sparse (i + 1) × n random matrix being non-full rank when the current rank of the matrix is i. To the best of our knowledge, the exact expression for the probability p(i, n) is still unknown, but [8] , [13] , [15] , [23] , [24] provided some bounds. In Appendix, we prove that the tightest one among these bounds is p [24] (i, n) = (p 0 ) n−i , which however is actually very loose. In the remainder of this section, we address this issue by providing a novel approximation to the probability p(i, n), which is very tight across a large range of parameters.
A. PROPOSED APPROXIMATION
We first introduce two lemmas that can be used for deriving the approximation to the probability p(i, n).
Lemma 1: Let the random variables G 1 , G 2 , · · · , G k be independent and follow a distribution as (2) with different
(ii) When q → ∞,
Proof: (i) We use the second mathematical induction to prove the lemma. Because F q is a field, α 1 = 0 and according to (2) ,
Hence, the lemma is true when k = 1. When k = 2,
Therefore, the lemma is true when k = 2.
Assume that the lemma is true when k = n. By using the assumption (k = n) and the above conclusion (k = 1), we have
According to the assumption (k = n), the random variable G 1 +G 2 +· · ·+G n follows a distribution as (2) with parameter
. By using the above conclusion (k = 2), we have
Therefore, the lemma is also true when k = n + 1. This completes the proof of the lemma.
(ii) We also use the second mathematical induction to prove the lemma. The lemma is obviously true when k = 1. When k = 2, let q → ∞, we have
According to (5), we have
Therefore, the lemma is true when k = 2. Assume that the lemma is true when k = n. Hence, the random variable G 1 + G 2 + · · · + G n follows a distribution as (2) with parameter p 0 = Pr{G 1 = 0}Pr{G 2 = 0} · · · Pr{G n = 0}. By using above conclusion (k = 2), we have
Lemma 2:
Let the random variables G 1 , G 2 , · · · , G k be independent and identically distributed with (2) . The distribution of the random variable
Proof: The recursive relation between β k (p 0 , t) and β k−1 (p 0 , t) is as follows:
The lemma follows. The above lemma reveals that the form of the distribution of the sum of k independent random variables identically distributed with (2) does not change, just p 0 becomes β k (p 0 , t = 0). Inspired by the idea of [13, Th. 6.3] and the definition of linear dependence of the vectors, we derive a novel approximation to the probability p(i, n) in the following theorem.
Theorem 1: Let M be a random (i+1)×n matrix, where all entries are independent and identically distributed with (2), 0 ≤ i ≤ n−1, and i out of i+1 rows are linearly independent. Then the probability that M has not full rank is
where
Proof: We assume that the first i rows M 1 , M 2 , · · · , M i of the matrix M are linearly independent, since elementary row operations do not change the subspace generated by the rows of the matrix M . Therefore, the probability that the matrix M has not full rank is equivalent to the probability that the row M i+1 is linearly dependent of the first i rows M 1 , M 2 , · · · , M i or the probability that the row M i+1 is contained in the subspace generated by the first i rows
the matrix A can be uniquely transformed into a reduced-rowechelon matrix A containing i pivot columns by elementary row operations. Without loss of generality, we assume that the first i columns of the matrix A are pivot columns, as shown in (9) . It is worth to mention that there is no guarantee that the matrix A can be transformed into a matrix as (9) only by elementary row operations. The rows of the matrix A generate the same subspace as the rows of the matrix A.
By the definition of linear dependence of the vectors,
. . .
From (10), the row M i+1 contained in the subspace generated by the rows M 1 , M 2 , · · · , M i can be easily described, i.e. its first i components can be arbitrary and the remaining n − i components are uniquely determined by its first i components.
Now we need to know the distribution of the entries a j ,k (j = 1, . . . , i and k = i + 1, . . . , n) of the matrix A . In general, it is difficult to characterize the exact distribution of a j ,k of A . Fig. 1 shows the example of the transformation from the matrix A to the matrix A when i = 3, n = 4, where k 1 , k 2 , k 3 = 0. From this example, we can see that a j ,4 (j = 1, 2, 3) is a linear combination of a 14 , a 24 , a 34 and the coefficient of a j,4 (j = 1, 2, 3) is the sum of some products of some random variables a j,k (j = k and j, k = 1, 2, 3). Unfortunately, it is intractable to obtain the coefficient of a j,4 (j = 1, 2, 3), especially when i is large. However, we observe that the coefficient of a j,4 in a j ,4 contains the term a j ,j except for j = j . For instance, the coefficient of a 14 Here we assume that random variables a 31 , a 32 a 21 , a 31 a 12 a 21 are approximately independent. Based on this observation, we approximate the probability of the coefficient of a j,4 (j = 1, 2, 3) being zero by p 0 . Therefore, the probability of a j ,k being zero, denoted as p a , is Pr{a j ,k = 0} = p a ∼ = β i p 0 + (1 − p 0 )p 0 , t = 0 . This relation holds because we assume that the coefficients of a j,4 in a j ,4 are approximately independent.
Let M i+1 = (g 1 , g 2 , · · · , g n ). Now we compute the probability that the component g i+1 is uniquely determined by the first i components g 1 
Consider the random variables g j are independent and identically distributed with (2), then Pr{g j a j ,i+1 = 0} = p 0 · 1 + (1 − p 0 ) · p a = p 0 , and Pr{g j a j ,i+1 = 0} = (1 − p 0 )(1 − p a ) = 1 − p 0 . It is worth mentioning that the form of the distribution of random variable g j a j ,i+1 does not change, just p 0 becomes p 0 . From Lemma 2, Pr{g i+1 = a 1,i+1 g 1 + a 2,i+1 g 2 + · · · + a i,i+1 g i } = β i (p 0 , g i+1 ), hence the probability that the component g i+1 is uniquely determined by the first i components g 1 
. Since the components g i+1 , · · · , g n are independent, the probability that the row M i+1 = (g 1 , g 2 , · · · , g n ) is contained in the subspace generated by the first i rows M 1 , M 2 , · · · , M i is as follows:
The theorem follows. Remark: The probability that the component g i+1 is uniquely determined by the first i components g 1 
i . Since 1/q < p 0 < 1 and 1/q < p a < 1, then 1/q < p 0 = 1−(1−p 0 )(1−p a ) < 1, and 0 < 1−
, and
The first derivatives of p a and f 1 (i) are
Therefore, the first derivative of p is
So p is a decreasing function of i when p 0 ≥ 1/q. When
From the second inequality in (12), our derived approximation is tighter than the tightest upper-bound p [24] (i, n) = (p 0 ) n−i . It is well known that the probability of a coding vector being contained in the subspace spanned by i linearly independent coding vectors is q i q n , for the RLNC scheme [14] , [17] . Substituting p 0 = 1/q into (8), then p = 1/q, and p(i, n) = ( 1 q ) n−i , which shows that our derived approximation can degenerate into the RLNC case, (12) also confirms this.
III. RANK DISTRIBUTION
In this Section, we derive a closed approximation to the rank distribution of a sparse random matrix over F q . In fact, like [15] , [25] , based on an AMC with the states defined by the rank of the transfer matrix and the probability p(i, n), we can obtain the rank distribution of the random matrix. However, the AMC-based results are not explicit expressions. In this paper, we provide another method to obtain a closed expression for the rank distribution of the random matrix. As shown in the next section, our method is equivalent to the AMC method under the same condition.
We observe that the zero-column can cause a matrix to be non-full rank. Hence, we condition out these events as follows:
Pr{rk(H ) = r}
= Pr{H has at most n − r zero-columns} · Pr{rk(H ) = r | H has at most n − r zero-columns} (13) Inspired by the conclusion that the embedded summatories can be reduced by the Gauss Coefficient [17] , we derive a closed approximation to the rank distribution of a sparse random matrix over F q in the following theorem.
Theorem 2: Let H be a random m × n matrix, where all entries are independent and identically distributed with (2).
(i)Let C be the event that H has no zero-columns.
Pr{rk(H
In particular, when r = n,
(ii)
Proof: We first condition on the event that H has c zerocolumns. Since the number of zero-columns follows binomial distribution B(n, p m 0 ), then
From (13),
Thus, if we can prove theorem(i), then theorem(ii) directly follows, just n becomes n − c. Therefore we only prove theorem(i) in the following proof. Consider p(i, n) is the probability that a row does not increase the rank of the random matrix which has rank i. Assuming that the rank of the random matrix H is r, then VOLUME 7, 2019 there are r rows increasing the rank and m − r rows maintaining the rank in m rows of the random matrix. Therefore, the relation between the rank distribution of the random matrix and the probability p(i, n) is as follows: (20) Note that there are m − r sums in above formula. However, the computing complexity of the embedded sum is O(r m−r ), which is a daunting amount if n is large. Fortunately, this formula can be reduced by the Gauss Coefficient, but we need to approximate the probability p(i, n) .
From the previous section, p is a decreasing function of i when p 0 ≥ 1/q. Therefore, consider 0 ≤ i ≤ n, we have
n . So we approximate the probability p(i, n) by its lower bound as follows:
Therefore, (20) can be reduced to 
The definition of the Gauss Coefficient is
where m and l are both non-negative integers. When l = 0, define m 0 q = 1. In fact, the Gauss Coefficient is a polynomial of q since the denominator is a factor of the numerator.
From [17] , using the Gauss Coefficient properties
q r 2 for m − r = 2. Using these recursions, it is easy to prove that m m − r q is equal to the embedded summatories. Therefore, (22) can be reduced to
According to the definition of the Gauss Coefficient,
The theorem(i) follows.
Remark: Now, we show that our derived approximation can degenerate into the RLNC case.
Substituting p 0 = 1/q into (14), then s = 1/q,
→ 1 when q is sufficiently large and n → ∞, then
In particular, when k = 0,
It is easy to check that (26) and (27) are same to the Theorem 1 in [14] .
Again, it is easy to check that (28) is same to (7) in [17] .
IV. NUMERICAL AND SIMULATION RESULTS
In this Section, we compare our proposed approximation against the state-of-the-art results in the previous literatures. In order to ensure statistical tightness of results, all simulation results are the average value of 10 8 and 10 7 independent runs per configuration when n = 64 and n = 128, respectively. Due to the limitation of space, we only exhibit p 0 = {1/q, 0.8, 0.9, 0.96} when q = 2 and p 0 = {1/q, 1/q + 0.8, 1/q + 0.9, 1/q + 0.96} when q = 256. Fig. 2 and Fig. 3 shows the probability of a sparse random matrix being non-full rank against the current rank of the matrix. The curve marked with 'Bound' is given by p [24] (i, n) and the curve marked with 'Approx' is given by (8) . As can be seen from these figures, our proposed approximation (Approx) is much tighter than the state-of-the-art bound (Bound). Without abusing concepts, the tightness of results can be measured by the Mean Squared Error (MSE) between it and simulation results. From Table 1 , in the case of q = 256, the maximum MSE between Approx and simulation results is experienced at n = 64, p 0 = 0.9639 and it is equal to 4.9372 · 10 −3 . That is 10.2 times smaller than the corresponding MSE between Bound and simulation results, which is equal to 5.0572·10 −2 . The similar conclusion can be also drawn in the case of q = 2, the maximum MSE between Approx and simulation results is experienced at n = 64, p 0 = 0.96 and it is equal to 5.0406 · 10 −3 . That is 9.9 times smaller than the corresponding MSE between Bound and simulation results, which is equal to 4.9928 · 10 −2 . We can observe that both Approx and Bound overlaps with simulation results when p 0 = 1/q, this confirms the conclusion in Section II that they can all degenerate into the RLNC case when p 0 = 1/q. In addition, it can be also found that Approx is very tight across a large range of parameters except for n is small and p 0 is very large. For example, Approx marginally deviates from simulation results when n = 64, p 0 = 0.9639, which may be caused by the approximation of the distribution of a j,k in the proof of Theorem 1, but this deviation decreases as n increases. However, Bound significantly deviates from simulation results except for p 0 = 1/q. Fig. 4 and Fig. 5 shows the probability of successful decoding as a function of m. As mentioned in Section III, given the probability p(i, n), the probability of successful decoding can be obtained either by the method provided in Section III or by an AMC model. The curve marked with 'm1' is given by our proposed method, and the curve marked with 'm2' is given by an AMC model. The curve marked with 'Brown' is given by Theorem 3.1 in [16] . As can be seen Approx m1 and simulation results, and the MSE between Approx m2 and simulation results are equal to 2.9645 · 10 −4 and 2.6283 · 10 −4 , respectively. This shows that our proposed method provided in Section III is equivalent to an AMC model and it is reasonable to approximate (8) by (21) . Again, Bound significantly deviates from simulation results except for p 0 = 1/q. In addition, from Table 2 , it can be also found that for n = 64, 128, the deviation between Approx and simulation results is negligible across the whole range of parameters, the maximum MSE between Approx m1 and simulation results, and the maximum MSE between Approx m2 and simulation results are both experienced at q = 2, n = 64, p 0 = 0.96, and are equal to 3.9781·10 −4 and 3.3253·10 −4 , respectively. And Approx is tighter than Brown across a large range of parameters except for q = 2, p 0 = 0.96. Indeed, when q is small and p 0 is large, the probability of the rows of the matrix summing to the zero vector increases, and therefore the probability of the event V S r (see the definition 3.2 in [16] ) happening decreases. This makes the assumptions of approximation in [16] easy to satisfy. However, as shown in the proof of Th. 1, when q is small and p 0 is large, the entry of the matrix trends to zero, and therefore the independence assumptions required by applying Lemma 1 and Lemma 2 are not easy to satisfy. Therefore, our approximation is not as good as Brown in this case. It is worth to mention that when n is also small, i.e. in the case of q and n are small and p 0 is large, our approximation is not as good as Brown. Indeed, as shown in the proof of Th. 1, the ratio of the coefficient of a j,4 in a j ,4 that contains the term a j ,j to all coefficients decreases as n decreases, and therefore the accuracy of our approximation is reduced. However, in the practical scenario of network coding, the finite field size q and the number of input packets n are relatively large [2] , [6] , [7] . Hence our results can provide useful guidelines for the performancesparsity tradeoff in practical application of SRLNC. Fig. 6 and Fig. 7 shows the rank distribution of the sparse random matrix. Here the sparse random matrix is a square matrix, i.e. m = n. We can observe that Approx m2 is very tight across the whole range of parameters and Approx m1 is also very tight across a large range of parameters except for q = 256, n = 64, p 0 = 0.9639 and q = 2, n = 64, p 0 = 0.96, which are caused by the approximation of the probability p(i, n) in (21) . Again, our proposed method provided in Section III is equivalent to an AMC model and Bound significantly deviates from simulation results except p 0 = 1/q. All these can be also confirmed from Table 3 . In addition, we can also observe an interesting phenomenon that there is a certain value for p 0 , defined as p c , such that when p 0 < p c , the rank distribution of the matrix is same to the case p 0 = 1/q, however when p 0 > p c , the rank distribution of the matrix is greatly different from the case p 0 = 1/q. This observation means that we can find a maximum value of p 0 such that the properties of the rank distribution of SRLNC are still same to RLNC. This is the theoretical basis to reduce the complexity of RLNC by means of increasing the value of p 0 while maintaining the performance of RLNC. It can be also found that the value of p c increases as n increases. For instance, as shown in Fig. 6 , in the case of q = 256, n = 64, p c is between 0.8039 and 0.9039, and in the case of q = 256, n = 128, p c is between 0.9039 and 0.9639.
V. CONCLUSIONS
In this paper, by exploiting the definition of linear dependence of the vectors, we first derive a novel approximation to the probability of a sparse random matrix being non-full rank. Then, by using the Gauss Coefficient, we derive a closed approximation to the rank distribution of the sparse random matrix over F q . The numerical and simulation results show that our proposed approximation to the rank distribution of sparse matrices is very tight and outperforms the state-of-theart results in the previous literatures except for q and n are small and p 0 is large. In the practical scenarios of network coding, the finite field size q and the number of input packets n are relatively large. Our rank distribution analysis not only can provide useful guidelines for the performance-sparsity tradeoff of the SRLNC scheme, but also can be used to derive the channel capacity of SRLNC.
