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Abstract
We generalize stochastic subgradient descent methods to situations in which we do not receive
independent samples from the distribution over which we optimize, instead receiving samples
coupled over time. We show that as long as the source of randomness is suitably ergodic—it con-
verges quickly enough to a stationary distribution—the method enjoys strong convergence guar-
antees, both in expectation and with high probability. This result has implications for stochastic
optimization in high-dimensional spaces, peer-to-peer distributed optimization schemes, deci-
sion problems with dependent data, and stochastic optimization problems over combinatorial
spaces.
1 Introduction
In this paper, we analyze a new algorithm, Ergodic Mirror Descent, for solving a class of stochastic
optimization problems. We begin with a statement of the problem. Let {F (·; ξ), ξ ∈ Ξ} be a
collection of closed convex functions whose domains contain the common closed convex set X ⊆ Rd.
Let Π be a probability distribution over the statistical sample space Ξ and consider the convex
function f : X → R defined by the expectation
f(x) := EΠ[F (x; ξ)] =
∫
Ξ
F (x; ξ)dΠ(ξ). (1)
We study algorithms for solving the following problem:
minimize
x
f(x) subject to x ∈ X . (2)
A wide variety of stochastic optimization methods for solving the problem (2) have been explored
in an extensive literature [35, 32, 29, 22, 30]. We study procedures that do not assume it is possible
to receive samples from the distribution Π, instead receiving samples ξ from a stochastic process P
indexed by time t, where the stochastic process P converges to the stationary distribution Π. This
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is a natural relaxation, because in many circumstances the distribution Π is not even known—for
example in statistical applications—and we cannot receive independent samples. In other scenarios,
it may be hard to even draw samples from Π efficiently, such as when Ξ is a high-dimensional or
combinatorial space, but it is possible [19] to design Markov chains that converge to the distribution
Π. Further, in computational applications, it is often unrealistic to assume that one actually has
access to a source of independent randomness, so studying the effect of correlation is natural and
important [17].
Our approach to solving the problem (2) is related to classical stochastic gradient descent
algorithms [35, 32], where one assumes access to samples ξ from the distribution Π and performs
gradient updates using ∇F (x; ξ). When Π is concentrated on a set of n points and the functions F
are not necessarily differentiable, the incremental subgradient method of Nedic´ and Bertsekas [29]
applies, and the objective is of the form f(x) = 1n
∑n
i=1 fi(x). More generally, our problem belongs
to the family of stochastic problems with exogenous correlated noise [22] where the goal is to
minimize EΠ[F (x; ξ)] as in the objective (2), but we have access only to samples ξ that are not
independent over time. Certainly a number of researchers in control, optimization, stochastic
approximation, and statistics have studied settings where stochastic data is not i.i.d. (see, for
example, the books [22, 38] and the numerous references therein). Nonetheless, classical results in
this setting are asymptotic in nature and generally do not provide finite sample or high-probability
convergence guarantees; our work provides such results.
Our method borrows from standard stochastic subgradient and stochastic mirror descent method-
ology [31, 30], but we generalize this work in that we receive samples not from the distribution Π but
from an ergodic process ξ1, ξ2, . . . converging to the stationary distribution Π. In spite of the new
setting, we do not modify standard stochastic subgradient algorithms; our algorithm receives sam-
ples ξt and takes mirror descent steps with respect to the subgradients of F (x; ξt). Consequently,
our approach generalizes several recent works on stochastic and non-stochastic optimization, in-
cluding the randomized incremental subgradient method [29] as well as the Markov incremental
subgradient method [20, 34]. There are a number of applications of this work: in control problems,
data is often coupled over time or may come from an autoregressive process [22]; in distributed
sensor networks [23], a set of wireless sensors attempt to minimize an objective corresponding to
a sequence of correlated measurements; and in statistical problems, data comes from an unknown
distribution and may be dependent [42]. See our examples and experiments in § 4 and § 5, as well
as the examples in the paper by Ram et al. [34], for other motivating applications.
The main result of this paper is that performing stochastic gradient or mirror descent steps
as described in the previous paragraph is a provably convergent optimization procedure. The
convergence is governed by problem-dependent quantities (namely the radius of X and the Lipschitz
constant of the functions F ) familiar from previous results on stochastic methods [29, 43, 30] and
also depends on the rate at which the stochastic process ξ1, ξ2, . . . converges to its stationary
distribution. Our three main convergence theorems characterize the convergence rate of Ergodic
Mirror Descent in terms of the mixing time τmix (the time it takes the process ξt to converge to the
stationary distribution Π, in a sense we make precise later) in expectation, with high probability,
and when the mixing times of the process are themselves random. In particular, we show that
this rate is O (√ τmixT ) for a large class of ergodic processes, both in expectation and with high
probability. We also give a lower bound that shows that our results are tight: they cannot (in
general) be improved by more than numerical constants.
The remainder of the paper is organized as follows. Section 2 contains our main assumptions
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and a description of the algorithm. Following that, we collect our main technical results in § 3.
We expand on these results in example corollaries throughout § 4 and give numerical simulations
exploring our algorithms in § 5. We provide complete proofs of all our results in § 6 and the
appendices.
Notation For the reader’s convenience, we collect our (standard) notation here. A function f is
G-Lipschitz with respect to a norm ‖·‖ if |f(x)− f(y)| ≤ G ‖x− y‖. The dual norm ‖·‖∗ to a norm
‖·‖ is defined by ‖z‖∗ := sup‖x‖≤1 〈z, x〉. A function ψ is strongly convex with respect to the norm
‖·‖ over the domain X if
ψ(y) ≥ ψ(x) + 〈∇ψ(x), y − x〉+ 1
2
‖x− y‖2 for x, y ∈ X .
For a convex function f , we let ∂f(x) = {g ∈ Rd | f(y) ≥ f(x) + 〈g, y − x〉} denote its subdifferen-
tial. For a matrix A ∈ Rn×m, we let ρi(A) denote its ith largest singular value, and when A ∈ Rn×n
is symmetric we let λi(A) denote its ith largest eigenvalue. The all-ones vector is 1 , and we denote
the transpose of the matrix A by A⊤. We let [n] denote the set {1, . . . , n}. For functions f and g,
we write f(n) = O(g(n)) if there exist N < ∞ and C < ∞ such that f(n) ≤ Cg(n) for n ≥ N ,
and f(n) = Ω(g(n)) if there exist N < ∞ and c > 0 such that f(n) ≥ cg(n) for n ≥ N . For a
probability measure P and measurable set or event A, P (A) denotes the mass P assigns A.
2 Assumptions and algorithm
We now turn to describing our algorithm and the assumptions underlying it. We begin with a de-
scription of the algorithm, which is familiar from the literature on mirror descent algorithms [31, 3].
Specifically, we generalize the stochastic mirror descent algorithm [31, 30], which in turn general-
izes gradient descent to elegantly address non-Euclidean geometry. The algorithm is based on a
prox-function ψ, a differentiable convex function defined on X assumed (w.l.o.g. by scaling) to be
1-strongly convex with respect to the norm ‖·‖ over X . The Bregman divergence Dψ generated by
ψ is defined as
Dψ(x, y) := ψ(x) − ψ(y)− 〈∇ψ(y), x− y〉 ≥ 1
2
‖x− y‖2 . (3)
We assume X is compact and that there exists a radius R <∞ such that
Dψ(x, y) ≤ 1
2
R2 for x, y ∈ X . (4)
The Ergodic Mirror Descent (EMD) algorithm is an iterative algorithm that maintains a param-
eter x(t) ∈ X , which it updates using stochastic gradient information to form x(t+1). Specifically,
let P t denote the distribution of the stochastic process P at time t. We assume that we receive a
sample ξt ∼ P t at each time step t. Given ξt, EMD computes the update
g(t) ∈ ∂F (x(t); ξt), x(t+ 1) = argmin
x∈X
{
〈g(t), x〉 + 1
α(t)
Dψ(x, x(t))
}
. (5)
The initial point x(1) may be selected arbitrarily in X , and here α(t) is a non-increasing (time-
dependent) stepsize. The algorithm (5) reduces to projected gradient descent with the choice
ψ(x) = 12 ‖x‖22, since then Dψ(x, y) = 12 ‖x− y‖22.
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Our main assumption on the functions F (·; ξ) regards their continuity and subdifferentiability
properties, though we require a bit more notation. Let G(x; ξ) ∈ ∂F (x; ξ) denote a fixed and
measurable element of the subgradient of F (·; ξ) evaluated at the point x, where (without loss of
generality) we assume that in the EMD algorithm (5) we have g(t) = G(x(t); ξt). We let Ft denote
the σ-field of the first t random samples ξ1, . . . , ξt from the stochastic process P (that is, ξt is drawn
according to P t). We make one of the following two assumptions, where in each the norm ‖·‖ is
the norm with respect to which ψ is strongly convex (3):
Assumption A (Finite single-step variance). Let x be measurable with respect to the σ-field Ft−1.
There exists a constant G <∞ such that with probability 1
E[‖G(x; ξt)‖2∗ | Ft−1] ≤ G2.
Assumption B. For Π-almost every ξ, the functions F (·; ξ) are G-Lipschitz continuous functions
with respect to a norm ‖·‖ over X . That is,
|F (x; ξ) − F (y; ξ)| ≤ G ‖x− y‖ for x, y ∈ X .
As a consequence of Assumption B, for any g ∈ ∂F (x; ξ) we have that ‖g‖∗ ≤ G (e.g., [16]), and
it is clear that the expected function f is also G-Lipschitz. Assumption B implies Assumption A,
though Assumption A still guarantees f is G-Lipschitz, and under either assumption, we have
E
[
‖G(x; ξ)‖2∗
]
= E
[
E
[
‖G(x; ξ)‖2∗ | Ft−1
]]
≤ G2. (6)
Having described the family of functions {F (·; ξ) : ξ ∈ Ξ}, we recall a few definitions from
probability theory that are essential to the presentation of our results. We measure the convergence
of the stochastic process P using one of two common statistical distances [13]: the Hellinger distance
and the total variation distance (our definitions are a factor of 2 different from some definitions of
these metrics). The total variation distance between probability distributions P and Q defined on
a set Ξ, assumed to have densities p and q with respect to an underlying measure µ,1 is
d
TV
(P,Q) :=
∫
Ξ
|p(ξ)− q(ξ)|dµ(ξ) = 2 sup
A⊂Ξ
|P (A)−Q(A)|, (7)
the supremum taken over measurable subsets of Ξ. The squared Hellinger distance is
dhel(P,Q)
2 =
∫
Ξ
(√
p(ξ)
q(ξ)
− 1
)2
q(ξ)dµ(ξ) =
∫
Ξ
(√
p(ξ)−
√
q(ξ)
)2
dµ(ξ). (8)
It is a well-known fact [13] that for any probability distributions P and Q,
dhel(P,Q)
2 ≤ d
TV
(P,Q) ≤ 2dhel(P,Q). (9)
Using the total variation (7) and Hellinger (8) metrics, we now describe our notion of mixing
(convergence) of the stochastic process P . Recall our definition of the σ-field Ft = σ(ξ1, . . . , ξt).
Let P t[s] denote the distribution of ξt conditioned on Fs (i.e. given the initial samples ξ1, . . . , ξs), so
for measurable A ⊂ Ξ we have P t[s](A) := P (ξt ∈ A | Fs). We measure convergence of P to Π in
terms of the mixing time of the different P t[s], defined for the Hellinger and total variation distances
as follows. In the definitions, let pt[s] and π denote the densities of P
t
[s] and Π, respectively.
1This is no loss of generality, since P and Q are absolutely continuous with respect to P +Q.
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Definition 1. The total variation mixing time τ
TV
(P[s], ǫ) of the sampling distribution P condi-
tioned on the σ-field of the initial s samples Fs = σ(ξ1, . . . , ξs) is the smallest t ∈ N such that
d
TV
(P s+t[s] ,Π) ≤ ǫ,
τ
TV
(P[s], ǫ) := inf
{
t− s : t ∈ N,
∫
Ξ
∣∣∣pt[s](ξ)− π(ξ)∣∣∣ dµ(ξ) ≤ ǫ} .
The Hellinger mixing time τhel(P[s], ǫ) is the smallest t such that dhel(P
s+t
[s] ,Π) ≤ ǫ,
τhel(P[s], ǫ) := inf
{
t− s : t ∈ N,
∫
Ξ
(√
pt[s](ξ)−
√
π(ξ)
)2
dµ(ξ) ≤ ǫ2
}
.
Put another way, the mixing times τ
TV
(P[s], ǫ) and τhel(P[s], ǫ) are the number of additional
steps required until the distribution of ξt is close to the stationary distribution Π given the initial
s samples ξ1, . . . , ξs.
The following assumption, which makes the mixing times of the stochastic process P uniform,
is our main probabilistic assumption.
Assumption C. The mixing times of the stochastic process {ξi} are uniform in the sense that
there exist uniform mixing times τ
TV
(P, ǫ), τhel(P, ǫ) <∞ such that with probability 1,
τ
TV
(P, ǫ) ≥ τ
TV
(P[s], ǫ) and τhel(P, ǫ) ≥ τhel(P[s], ǫ)
for all ǫ > 0 and s ∈ N.
Assumption C is a weaker version of the common assumption of φ-mixing in the probability
literature (e.g. [9]); φ-mixing requires convergence of the process over the entire “future” σ-field
σ(ξt, ξt+1, . . .) of the process ξt. Any finite state-space time-homeogeneous Markov chain satisfies
the above assumption, as do uniformly ergodic Markov chains on general state spaces [27].
We remark that the definition 1 of mixing time does not assume that the distributions P[s]
are time-homogeneous. Indeed, Assumption C requires only that there exists a uniform upper
bound on the mixing times. We can weaken Assumption C to allow randomness in the probability
distributions P t[s] themselves, that is, conditional on Fs, the mxing time τTV(P[s], ǫ) is an Fs-
measurable random variable. Our weakened probabilistic assumption is
Assumption D. The mixing times of the stochastic process {ξi} are stochastically uniform in
the sense that there exists a uniform mixing time τ
TV
(P, ǫ) < ∞, continuous from the right as a
function of ǫ, such that for all ǫ > 0, s ∈ N, and c ∈ R
P
(
τ
TV
(P[s], ǫ) ≥ τTV(P, ǫ) + κc
) ≤ exp(−c).
Assumption D allows us to provide convergence guarantees for a much wider range of processes,
such as auto-regressive processes, than permitted by Assumption C.
3 Main results
With our assumptions in place, we can now give our main results. We begin with three general
theorems that guarantee the convergence of the EMD algorithm in expectation and with high
probability. The second part of the section shows that our analysis is sharp—unimprovable by
more than numerical constant factors—by giving an information-theoretic lower bound on the
convergence rate of any optimization procedure receiving non-i.i.d. samples from P .
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3.1 Convergence guarantees
Our first result gives convergence in expectation of the EMD algorithm (5); we provide the proof
in § 6.2.
Theorem 1. Let Assumption C hold and let x(t) be defined by the EMD update (5) with non-
increasing stepsize sequence {α(t)}. Let x⋆ ∈ X be arbitrary and let (4) hold. If Assumption A
holds, then for any ǫ > 0,
E
[ T∑
t=1
(f(x(t))− f(x⋆))
]
≤ R
2
2α(T )
+
G2
2
T∑
t=1
α(t) + 3TǫGR + (τhel(P, ǫ)− 1)
[
G2
T∑
t=1
α(t) +RG
]
,
while if Assumption B holds, then for any ǫ > 0,
E
[ T∑
t=1
(f(x(t))− f(x⋆))
]
≤ R
2
2α(T )
+
G2
2
T∑
t=1
α(t) + TǫGR+ (τ
TV
(P, ǫ)− 1)
[
G2
T∑
t=1
α(t) +RG
]
.
The expectation in both bounds is taken with respect to the samples ξ1, . . . , ξT .
We obtain an immediate corollary to Theorem 1 by applying Jensen’s inequality to the convex
function f :
Corollary 1. Define x̂(T ) = 1T
∑T
t=1 x(t) and let the conditions of Theorem 1 hold. If Assump-
tion A holds, then for any ǫ > 0
E[f(x̂(T ))− f(x⋆)] ≤ R
2
2α(T )T
+
G2
2T
T∑
t=1
α(t) + 3ǫGR +
τhel(P, ǫ)− 1
T
[
G2
T∑
t=1
α(t) +RG
]
.
If Assumption B holds, then for any ǫ > 0
E[f(x̂(T ))− f(x⋆)] ≤ R
2
2α(T )T
+
G2
2T
T∑
t=1
α(t) + ǫGR +
τ
TV
(P, ǫ) − 1
T
[
G2
T∑
t=1
α(t) +RG
]
.
Corollary 1 shows that so long as the stepsize sequence α(t) is non-increasing and satisfies the
asymptotic conditions Tα(T ) → ∞ and (1/T )∑Tt=1 α(t) → 0, the EMD method converges. We
can also provide similar high-probability convergence guarantees:
Theorem 2. Let the conditions of Theorem 1 and Assumption B hold. Let δ ∈ (0, 1) and define the
average x̂(T ) = 1T
∑T
t=1 x(t). With probability at least 1− δ, for ǫ > 0 such that τTV(P, ǫ) ≤ T/2,
f(x̂(T ))− f(x⋆) ≤ R
2
2Tα(T )
+
G2
2T
T∑
t=1
α(t) +
τ
TV
(P, ǫ)− 1
T
[
G2
T∑
t=1
α(t) +GR
]
+ ǫGR + 4GR
√
τ
TV
(P, ǫ) log
τ
TV
(P,ǫ)
δ
T
.
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We provide the proof of this theorem in § 6.3. Note that the rate of convergence in Theorem 2 is
identical to that obtained in Theorem 1 plus an additional term that arises as a result of the control
of the deviation of the ergodic process around its expectation. The additional log 1δ -dependent
term arises from the application of martingale concentration inequalities [2], which requires some
care because the process {ξt} is coupled over time. Nonetheless, as we discuss briefly following
Corollary 2—and as made clear by our lower bound in Theorem 4—the additional terms introduce
a factor of at most
√
log τ
TV
(P, ǫ) to the bounds. That is, the dominant terms in the convergence
rates (modulo logarithmic factors) also appear in the expected bounds in Theorem 1.
The last of our convergence theorems extends the previous two to the case when the stochastic
process is not uniformly mixing, but has mixing properties that may depend on its state. We
provide the proof of Theorem 3 in § 6.4.
Theorem 3. Let the conditions of Theorem 2 hold, except that we replace the uniform mixing
assumption C with the probabilistic mixing assumption D. Let δ ∈ (0, 1). In the notation of As-
sumption D, define
τ(ǫ, δ) := τ
TV
(P, ǫ) + κ
(
log
2
δ
+ 2 log(T )
)
.
With probability at least 1− δ, for any x⋆ ∈ X ,
f(x̂(T ))− f(x⋆) ≤ inf
ǫ>0
{
R2
2Tα(T )
+
G2
2T
T∑
t=1
α(t) +
τ(ǫ, δ) − 1
T
[
G2
T∑
t=1
α(t) +GR
]
+ ǫGR+ 4GR
√
τ(ǫ, δ) log τ(ǫ,δ)δ
T
}
.
In § 4.3 we give two applications of Theorem 3 (to estimation in autoregressive processes and
a fault-tolerant distributed optimization scheme) that show how it makes the applicability of our
development substantially broader.
We now turn to a slight specialization of our bounds to build intuition and attain a simplified
statement of convergence rates. Theorems 1, 2, and 3 hold for essentially any ergodic process that
converges to the stationary distribution Π. For a large class of processes, the convergence of the
distributions P t to the stationary distribution Π is uniform and at a geometric rate [27]: there exist
constants κ1 and κ2 such that τTV(P, ǫ) ≤ κ1 log(κ2/ǫ). We have the following corollary for this
special case; we only present the version yielding expected convergence rates, as the high-probability
corollary is similar. In addition, by the fact (9) relating dhel to dTV , if the process P satisfies
τ
TV
(P, ǫ) ≤ κ1 log(κ2/ǫ), then there exist constants κ′1 and κ′2 such that τhel(P, ǫ) ≤ κ′1 log(κ′2/ǫ).
Thus we only state the corollary for total variation mixing and under Assumption B; an analogous
result holds under Assumption A for mixing with respect to the Hellinger distance.
Corollary 2. Under the conditions of Theorem 1, assume in addition that τ
TV
(P, ǫ) ≤ κ1 log(κ2/ǫ)
and let Assumption B hold. The EMD update (5) with stepsize α(t) = α/
√
t satisfies
E [f(x̂(T ))− f(x⋆)] ≤ R
2
2α
√
T
+
2αG2√
T
(
κ1 log
κ2
ǫ
)
+ ǫGR+
RGκ1 log
κ2
ǫ
T
.
Proof Using the definition α(t) = α/
√
t and the integral bound
T∑
t=1
1√
t
≤ 1 +
∫ T
1
t−1/2dt = 2
√
T − 1 < 2
√
T , (10)
7
we have
∑T
t=1 α(t) ≤ 2α
√
T . The corollary now follows from Theorem 1.
We can obtain a simplified convergence rate with appropriate choice of the stepsize multiplier
α and mixing parameter ǫ: choosing α = R/(G
√
κ1 log(κ2T )) and ǫ = T
−1/2 reduces the corollary
to
E[f(x̂(T ))− f(x⋆)] = O
(
RG
√
κ1 log(κ2T )√
T
)
. (11)
More generally, using the stepsize α(t) = α/
√
t and the same argument as in Corollary 2 gives
E[f(x̂(T ))− f(x⋆)] ≤ inf
ǫ>0
{
R2
2α
√
T
+
2αG2√
T
τ
TV
(P, ǫ) + ǫGR+
RG(τ
TV
(P, ǫ)− 1)
T
}
. (12)
Again choosing ǫ = T−1/2 and defining the shorthand τmix = τTV(P, T
−1/2), by choosing α =
R/(G
√
τmix), we see the bound (12) implies that
E[f(x̂(T ))− f(x⋆)] ≤ 5RG
2
·
√
τmix√
T
+
RG√
T
+
RG(τmix − 1)
T
. (13)
In the classical setting [30] of i.i.d. samples ξ ∼ Π, stochastic gradient descent and its mirror descent
generalizations attain convergence rates of O(RG/√T ). Since τ
TV
(P, 0) = τhel(P, 0) = 1 for an i.i.d.
process, the rate (12) shows that our results subsume existing results for i.i.d. noise. Moreover, they
are sharp in the i.i.d. case, that is, unimprovable by more than a numerical constant factor [31, 1].
In addition, we note that the conclusions of Corollary 2 (and the bound (12)) hold—modulo
an additional log τ
TV
(P, ǫ)—with high probability. We may also note that replacing ǫGR with
3ǫGR and τ
TV
with τhel in the bound (12) yields a guarantee under Assumption A. Further, the
step-size choice α(t) = α/
√
t is robust—in a way similarly noted by Nemirovski et al. [30]—for
quickly mixing ergodic processes. Indeed, using the inequalities (12) and (13), we see that setting
the multiplier α = γR/(G
√
τmix) yields E[f(x̂(T )) − f(x∗)] = O(max{γ, γ−1}RG√τmix/
√
T ), so
mis-specification of α by a constant γ leads to a penalty in convergence that scales at worst linearly
in max{γ−1, γ}. In classical stochastic approximation settings [35, 38, 22], one usually chooses step
size sequence α(t) = O(t−m) for m ∈ (.5, 1]; in our case, such choices may yield sub-optimal rates
because we study convergence of the averaged parameter x̂(T ) rather than the final parameter
x(t). Nonetheless, averaging is known to yield robustness in i.i.d. settings [32, 30], and moreover
gives unimprovable convergence rates in many cases (see § 3.2 as well as references [31, 1]). We
provide some evidence of this robustness in numerical simulations in § 5, and we see generally that
EMD has qualitative convergence behavior similar to stochastic mirror descent for a broad class of
ergodic processes.
Before continuing, we make two final remarks. First, none of our main theorems assume Marko-
vianity or even homogeneity of the stochastic process P ; all that is needed is that the mixing time
τ
TV
(or τhel) exists, or even that it exists only with some reasonably high probability. Previous
work similar to ours [34, 20] assumes Markovianity (see also our discussion concluding § 4.3). Fur-
ther, general ergodic processes do not always enjoy the geometric mixing assumed in Corollary 2,
satisfying either Assumption D’s probabilistic mixing condition or simply mixing more slowly. In
§ 4.3, we present examples of such probabilistically mixing processes on general state spaces, while
the bound (12) suggests an approach to attain convergence for more slowly mixing processes (see
§ 4.4).
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3.2 Lower bounds and optimality guarantees
Our final main result concerns the optimality of the results we have presented. Informally, the
theorem states that our results are unimprovable by more than numerical constant factors, though
making this formal requires additional notation. In the stochastic gradient oracle model of convex
optimization [31, 1], a method M issues queries of the form x ∈ X to an oracle that returns
noisy function and gradient information. In our setting, the oracle is represented by the pair
θ = (P,G), and when the oracle is queried at a point x at time t (i.e., this is the tth query θ
has received), it draws a sample ξt according to the distribution P (· | ξ1, . . . , ξt−1) and returns
G(x, ξt) ∈ Rd. The method issues a sequence of queries x(1), . . . , x(t) to the oracle and may use
{G(x(1), ξ1), . . . ,G(x(t), ξt)} to devise a new query point x(t + 1). For an oracle θ, we define the
error of the method M on a function f after T queries of the oracle as
ǫT (M, f,X , θ) = f(x̂)− inf
x∈X
f(x), (14)
where x̂ denotes the method M’s estimate of the minimizer of f after seeing the T samples
{G(x(1), ξ1), . . . ,G(x(T ), ξT )}. The quantity (14) is random, so we measure accuracy in terms
of the expected value Eθ[ǫT (M, f,X , θ)], where the expectation is taken with respect to the ran-
domness in θ.
Now we define a natural collection of stochastic oracles for our dependent setting.
Definition 2. For f convex, τ ∈ N, G ∈ (0,∞), and p ∈ [1,∞], the admissible oracle set
Θ (f, τ,G, p) is the set of oracles θ = (P,G) for which there exists a probability distribution Π
on ξ such that
‖G(x; ξ)‖p ≤ G for x ∈ X and ξ ∈ Ξ, EΠ[G(x; ξ)] ∈ ∂f(x) for x ∈ X ,
and d
TV
(
P t+τ[t] ,Π
)
= 0 for all t ∈ N with probability 1.
The set Θ (f, τ,G, p) is the collection of oracles θ = (P,G) for which the distribution P has
stationary distribution Π, mixing time bounded by τ , and returns ℓp-norm bounded stochastic
subgradients of the function f . The condition ‖G(x; ξ)‖p ≤ G guarantees that Assumptions A
and B hold, while d
TV
(P t+τ[t] ,Π) = 0 satisfies Assumption C. With Definition 2, for any collection
C of convex functions f , we can define the minimax error over distributions with mixing times
bounded by τ as
ǫ∗T (C,X , τ,G, p) := infM supf∈C
sup
θ∈Θ(f,τ,G,p)
Eθ [ǫT (M, f,X , θ)] . (15)
We have the following theorem on this minimax error (see § 6.5 for a proof).
Theorem 4. Let X ⊆ Rd be a convex set containing the ℓ∞ ball of radius r for some r > 0. Let
1/p+1/q = 1 and p ≥ 1 and let the set C consist of convex functions that are G-Lipschitz continuous
with respect to the ℓq-norm over the set X . For p ∈ [1, 2] and for any τ ∈ N, the minimax oracle
complexity (15) satisfies
ǫ∗T (C,X , τ,G, p) = Ω
(
Gr
√
d
√
τ
T
)
. (16a)
For p ∈ [2,∞] and for any τ ∈ N, the minimax oracle complexity (15) satisfies
ǫ∗T (C,X , τ,G, p) = Ω
(
Grd
1
q
√
τ
T
)
. (16b)
9
We make a few brief comments on the implications of Theorem 4. First, the dependence on τ
and T in the bounds of
√
τ/T matches that of the upper bound (13). In addition, following the
discussion of Agarwal et al. [1, Section III.A and Appendix C], we can see that the dependence of
the bounds (16a) and (16b) on the quantities r, G, and the dimension d are optimal (to within
logarithmic factors). In brief, the bound (16a) is achieved by taking ψ(x) = 12 ‖x‖22 in the definition
of the proximal function for the EMD algorithm, while the bound (16b) is achieved by taking
ψ(x) = 12 ‖x‖2q for q = 1 + 1/ log(d) (see also [4, 3, Section 5]). Summarizing, we find that
Theorems 1–3 are unimprovable by more than numerical constants, and the EMD algorithm (5)
attains the minimax optimal rate of convergence.
4 Examples and Consequences
We now collect several consequences of the convergence rates of Theorems 1, 2, and 3 to provide
insight and illustrate applications of the theoretical statements. We begin with a concrete example
and move toward more abstract principles, completing the section with finite sample and asymptotic
convergence guarantees for more slowly mixing ergodic processes. Most of the results are new or
improve over previously known bounds.
4.1 Peer-to-peer optimization and Markov incremental gradient descent
The Markov incremental gradient descent (MIGD) procedure due to Johansson et al. [20] is a
generalization of Nedic´ and Bertsekas’s randomized incremental subgradient method [29], which
Ram et al. [34] further analyze. The motivation for MIGD comes from a distributed optimization
algorithm using a simple (locally computable) peer-to-peer communication scheme. We assume
we have n processors or computers, each with a convex function fi : X → R, and the goal is to
minimize
f(x) =
1
n
n∑
i=1
fi(x) subject to x ∈ X . (17)
The procedure works as follows. The current set of parameters x(t) ∈ X is passed among the
processors in the network, where a token i(t) ∈ [n] indicates the processor holding x(t) at iteration
t. At iteration t, the algorithm computes the update
g(t) ∈ ∂fi(t)(x(t)), x(t+ 1) = argmin
x∈X
{
〈g(t), x〉 + 1
α(t)
Dψ(x, x(t))
}
,
after which the token i(t) moves to a new processor. This update is a generalization of the pa-
pers [20, 34], which assume ψ(x) = 12 ‖x‖22. Slightly more generally, the local functions may be
defined as expectations, fi(x) = EΠi [F (x; ξ)], for a local distribution Πi. At iteration t, a sample
ξt,i(t) is drawn from the local distribution Πi(t) and the algorithm computes the update
g(t) ∈ ∂F (x(t); ξt,i(t)), x(t+ 1) = argmin
x∈X
{
〈g(t), x〉 + 1
α(t)
Dψ(x, x(t))
}
. (18)
We view the token i(t) as evolving according to a Markov chain with doubly-stochastic transition
matrix P , so its stationary distribution is the uniform distribution. In this case,
P (i(t) = j | i(t− 1) = i) = Pij.
10
The total variation distance of the stochastic process initialized at i(0) = i from the true (uniform)
distribution is
∥∥P tei − 1 /n∥∥1, where ei denotes the ith standard basis vector. In addition, since P
is doubly stochastic, we have P1 = 1 and thus∥∥P tei − 1 /n∥∥1 ≤ √n ∥∥P tei − 1 /n∥∥2 = √n ∥∥P t(ei − 1 )∥∥2 ≤ √nρ2(P )t ‖ei − 1 /n‖2 ≤ √nρ2(P )t,
where ρ2(P ) denotes the second singular value of the matrix P . From this spectral bound on the
total variation distance, we see that if t ≥
1
2
log(Tn)
log ρ2(P )−1
we have
∥∥P tei − 1 /n∥∥1 ≤ 1√T . In addition,
recalling the sandwich inequalities (9), we have
dhel(P
tei, 1 /n) ≤
√
d
TV
(P tei, 1 /n) ≤ n1/4ρ2(P )t/2
so dhel(P
tei, 1 /n) ≤ 1/
√
T when t ≥ log(Tn)log ρ2(P )−1 . In the notation of Assumption C,
τ
TV
(P, T−1/2) ≤ log(Tn)
2 log ρ2(P )−1
≤ log(Tn)
2(1 − ρ2(P )) and τhel(P, T
−1/2) ≤ log(Tn)
1− ρ2(P ) . (19)
(Since log ρ−1 ≈ 1−ρ for ρ ≈ 1, using 1−ρ is no significant loss in our applications.) Consequently,
we have the following result, similar to Corollary 2.
Corollary 3. Let x(t) evolve according to the Markov incremental descent update (18), where i(t)
evolves via the doubly stochastic transition matrix P and α(t) = α/
√
t. Define x̂(T ) = 1T
∑T
t=1 x(t)
and τmix =
√
log(Tn)/
√
1− ρ2(P ). Choose stepsize multiplier α = R/G√τmix. If for each distri-
bution Πi we have EΠi[‖G(x; ξ)‖2∗] ≤ G2, then
E[f(x̂(T ))]− f(x⋆) ≤ 5RG
2
·
√
τmix√
T
+
5RG√
T
+
RG
T
· τmix. (20)
Let δ ∈ (0, 1) and assume τmix ≤ T/2. If for each i and Πi-almost every ξ we have ‖G(x; ξ)‖∗ ≤ G,
then with probability at least 1− δ
f(x̂(T ))− f(x⋆) ≤ 5RG
2
·
√
τmix√
T
+
2RG√
T
+
RG
T
· τmix + 3RG√
T
√
τmix log
τmix
δ
.
Proof The proof is a consequence of Theorems 1 and 2 and Corollary 2. We use the uniform
bound (19) on the mixing time of the random walk, in Hellinger or total variation distance, and
the result follows via algebra.
Corollary 3 gives convergence rates sharper and somewhat more powerful than those in the
original Markov incremental gradient descent papers [20, 34]. First, our results allow us to use
mirror descent updates, thus applying to problems having non-Euclidean geometry; it is by now well
known that this is essential for obtaining efficient methods for high-dimensional problems [31, 4, 3].
Secondly, because we base our convergence analysis on mixing time rather than return times, we
can give sharp high-probability convergence guarantees. Finally, our convergence rates are often
tighter. Ram et al. [34] do not appear to give finite sample convergence rates, and as discussed by
Duchi et al. [14], Johansson et al. [20] show that MIGD—with optimal choice of their algorithm
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parameters—has convergence rate O(RGmaxi
√
nΓii
T ), where Γ is the return time matrix given by
Γ = (I − P + 11⊤/n)−1. When P is symmetric (as in [20, Lemma 1]), the eigenvalues of Γ are 1
and 1/(1 − λi(P )) for i > 1, and
nmax
i∈[n]
Γii ≥ tr(Γ) = 1 +
n∑
i=2
1
1− λi(P ) >
1
1− ρ2(P ) .
Thus, up to logarithmic factors, the bound (20) from Corollary 3 is never weaker. For well-connected
graphs, the bound is substantially stronger; for example, a random walk on an expander graph has
constant spectral gap [10], so (1 − ρ2(P ))−1 = O(1), while the previous bound is nmaxi∈[n] Γii =
Ω(n).
4.2 Optimization over combinatorial spaces
For our second example, we consider settings where Ξ is a combinatorial space from which it is
difficult to obtain uniform samples but for which we can construct a Markov chain that converges
quickly to the uniform distribution over Ξ. See Jerrum and Sinclair [19] for an overview of such
problems. More concretely, consider the statistical problem of learning a ranking function for web
searches. The statistician receives information in the form of a user’s clicks on particular search
results, which impose a partial order on the results (since only a few are clicked on). We would like
the resulting ranking function to be oblivious to the order of the remaining results, which leads us
to define Ξ to be the set of all total orders of the search results consistent with the partial order
imposed by the user. Certainly the set Ξ is exponentially large; it is also challenging to draw a
uniform sample from it.
Though sampling is challenging, it is possible to develop a rapidly-mixing Markov chain whose
stationary distribution is uniform on Ξ. Specifically, Karzanov and Khachiyan [21] develop the
following Markov chain. Let P be a partial order on the set [n], whose elements are of the form
i ≺ j for i, j ∈ [n]. The states of the Markov chain are permutations σ of [n] respecting the partial
order P, and the Markov chain transitions between permutations σ and σ′ by randomly selecting a
pair i, j ∈ [n], then swapping their orders if this is consistent with the partial order P. Wilson [41]
showed that the mixing time of this Markov chain is bounded by
τ
TV
(P, ǫ) ≤ 4
π2
n3 log
n
ǫ
. (21)
Similar results hold for sampling from other combinatorial spaces [19].
Theorem 2 gives the following consequence of the bound (21) on the mixing time of the
Karzanov-Khachiyan Markov chain. Denote the set of permutations σ consistent with the par-
tial order P by σ ∈ P, so the objective (1) has the form
f(x) :=
1
card(σ ∈ P)
∑
σ∈P
F (x;σ).
We have
Corollary 4. Let x(t) evolve according to the EMD update (5), where the sample space is the set of
permutations {σ} consistent with the partial order P over [n]. Define x̂(T ) = 1T
∑T
t=1 x(t). Under
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Assumption B with α(t) = α/
√
t and the choice of multiplier α = πR/2G
√
log(Tn),
f(x̂(T ))− f(x⋆) ≤ 5GR
2
· n
3/2
√
log(Tn)√
T
+
RGn3 log(Tn)
2T
+
4GR√
T
·
√
n3 log(Tn)(log[(n/δ) log(Tn)])
with probability at least 1− δ, where δ ∈ (0, 1).
4.3 Probabilistically mixing processes
We now turn to two examples to show the broader applicability of the EMD algorithm guaranteed
by Theorem 3. Our first example generalizes the Markov incremental gradient method of § 4.1 to
allow random communication matrices P , while our second considers optimization problems where
the data comes from a (potentially nonlinear) autoregressive moving average (ARMA) process. For
both examples, we require a conversion from expected convergence of the total variation distance
d
TV
(P t+τ[t] ,Π) as τ → ∞ to the probabilistic bound in Assumption D. To that end, we prove the
following lemma in Appendix D.
Lemma 5. Let E[d
TV
(P t+τ[t] ,Π)] ≤ Kρτ for all τ ∈ N, where K ≥ 1 and ρ ∈ (0, 1). Define
τ
TV
(P, ǫ) :=
⌈
log 1ǫ
| log ρ| +
logK
| log ρ|
⌉
+ 1 and κ :=
1
| log ρ| .
For any ǫ ∈ (0, 1] and c ∈ R,
P
(
τ
TV
(P[t], ǫ) ≥ τTV(P, ǫ) + κc
) ≤ exp(−c).
We begin with the analysis of the random version of the Markov incremental gradient descent
(MIGD) procedure. As before, a token i(t) moves among the processors in a network of n nodes, but
now the transition matrix P governing the token is random. At time t, the transition probability
P (i(t) = j | i(t− 1) = i) = Pij(t), where {P (t)} is an i.i.d. sequence of doubly stochastic matrices.
Let ∆n denote the probability simplex in R
n and u(0) ∈ ∆n be arbitrary. Define the sequence
u(t+ 1) = P (t)u(t), so u(t) is the distribution of i(t) if the token has initial distribution u(0). As
shown by Boyd et al. [7] and further studied by Duchi et al. [14], we obtain
E [‖u(t)− 1 /n‖1] ≤
√
n ‖u(0)‖22 λ2(E[P (1)⊤P (1)])t ≤
√
nλ2(E[P (1)
⊤P (1)])t. (22)
Notably, with ρ = λ2(E[P (1)
⊤P (1)]) < 1 and K =
√
n, the estimate (22) satisfies the conditions
of Lemma 5, since d
TV
(P t,Π) = ‖u(t)− 1 /n‖1. Generally, E[P (1)⊤P (1)] has much smaller second
eigenvalue than any of the random matrices P (t) (indeed, it may be the case that λ2(P (t)) = 1
with probability 1, as in randomized gossip [7]). Using (22), if we define λ2 = λ2(E[P (1)
⊤P (1)]),
we may take
τ
TV
(P, ǫ) ≤ log
n
ǫ
1− λ2 and κ ≤
1
1− λ2
in Lemma 5. Applying Theorem 3 we obtain the following corollary.
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Corollary 6. Let the conditions of Theorem 3 hold, and in the notation of the previous paragraph,
define λ2 := λ2(E[P (1)
⊤P (1)]). Fix δ ∈ (0, 1]. With stepsize choice α(t) = α/√t, there is a
constant C ≤ 4 such that with probability at least 1− δ
f(x̂(T ))− f(x⋆) ≤ inf
ǫ>0
C ·
(
R2
α
√
T
+
log nǫ + log
T
δ
1− λ2 ·
G2α√
T
+ ǫGR
+
GR√
T
√
log Tnǫδ log(
1
δ log
Tn
ǫδ /(1− λ2))
1− λ2
)
.
As an example of the applicability of this approach, suppose that in the network of communicat-
ing agents used in MIGD, each communication link fails with a probability γ ∈ (0, 1), independently
of the other links. Let P denote the transition matrix used by the MIGD algorithm without network
failures. Then (under suitable conditions on the network topology; see [14] for details)
λ2(E[P (1)
⊤P (1)]) ≤ γ + (1− γ)λ2(P ).
Applying Corollary 6 and taking ǫ = 1/T and δ = 1/T 2, we obtain (ignoring doubly logarithmic
factors) that there is a universal constant C such that with probability at least 1− T−2
f(x̂(T ))− f(x⋆) ≤ C ·
(
R2
α
√
T
+
log(Tn)
(1− γ)(1− λ2(P )) ·
G2α√
T
)
.
Roughly, we see the intuitive result that as the failure probability γ increases to 1, the convergence
rate of the algorithm suffers; for γ bounded away from 1, we suffer only constant factor losses over
the rates in Corollary 3.
As another example of the applicability of Theorem 3, we look to problems where the statisti-
cal sample space Ξ is uncountable. In such scenarios, standard (finite-dimensional) Markov chain
theory does not apply. Uncountable spaces commonly arise, for example, in physical simulations of
natural phenomena or autoregressive processes [27], control problems [22], as well as in statistical
learning applications, such as Monte Carlo-sampling based variants of the expectation maximiza-
tion (EM) algorithm [40]. To apply results based on Assumption C, however, requires uniform
ergodicity [27, Chapter 16] of the Markov chain. Uniform ergodicity is difficult to verify and often
requires conditions essentially equivalent to compactness of Ξ.
Theorem 3 allows us to avoid such difficulties. For concreteness, we focus on autoregressive
moving average (ARMA) processes, common models for control problems and statistical time series.
In general, an ARMA process is defined by the recursion
ξt+1 = A(ξt) + Σ(ξt)Wt, (23)
where A : Rd → Rd and Σ : Rd → Rd×d are measurable, the innovations Wt ∈ Rd are i.i.d. and
Cov(Wt) exists. When A(z) = Az, that is, A is identified with a matrix A ∈ Rd×d, and Σ(z)
is a constant matrix Σ, we recover the standard linear ARMA model. The convergence of such
processes is area of recent research (e.g., [27, 28, 24]), but we focus particularly on the paper of
Liebscher [24]. As a consequence of Liebscher’s Theorem 2, we obtain that if A(ξ) = Aξ + h(ξ),
where h(ξ) = o(‖ξ‖) as ‖ξ‖ → ∞, the matrix A satisfies ρ1(A) < 1, and Σ(ξ) ≡ Σ is a fixed matrix,
then there exist constants M ≥ 0 and ρ ∈ (0, 1) such that for all t, τ ∈ N
E
[
d
TV
(P t+τ[t] ,Π)
]
≤Mρτ whenever E[‖ξ0‖] <∞.
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Here Π is the stationary distribution of the ARMA process (23).
In particular, for any ARMA process (23) satisfying the conditions, Lemma 5 guarantees that
Assumption D holds. We thus have the following corollary (it appears challenging to obtain sharp
constants [24, 27], so we leave many unspecified).
Corollary 7. Let the stochastic process P be the nonlinear ARMA process
ξt+1 = Aξt + h(ξt) + ΣWt,
where the singular value ρ1(A) < 1, h(ξ) = o(‖ξ‖) as ‖ξ‖ → ∞, and E[‖Wt‖22] < ∞. Let Assump-
tion B hold and δ ∈ (0, 1). Then there exist constants M ≥ 1, ρ ∈ (0, 1), and a universal constant
C ≤ 4 such that with probability at least 1− δ
f(x̂(T ))− f(x⋆) ≤ inf
ǫ>0
C ·
(
R2
α
√
T
+
log MTǫδ
1− ρ ·
G2α√
T
+ ǫGR
+
GR√
T
√
log MTǫδ log(
1
δ log
MT
ǫδ /(1− ρ))
1− ρ
)
.
Having provided Corollaries 6 and 7, we can now somewhat more concretely contrast our results
with those of Ram et al. [34]. Ram et al.’s results (essentially) apply when the set Ξ is finite, as they
define their objective f(x) =
∑n
i=1 fi(x) for functions fi; the ARMA example does not satisfy this
property. In addition, Ram et al. assume in the MIGD case that the network of agents {1, . . . , n}
is strongly connected over time: for any t, if one defines E(t) = {(i, j) : P (t)ij > 0}, there exists
a finite t′ ∈ N such that ∪t′s=tE(s) defines a strongly connected graph. This assumption need not
hold for our analysis and fails for the examples motivating Corollary 6.
4.4 Slowly mixing processes
Many ergodic processes do not enjoy the fast convergence rates of the previous three examples.
Thus we turn to a brief discussion of more slowly mixing processes, which culminates in a re-
sult (Corollary 9) establishing asymptotic convergence of EMD for any ergodic process satisfying
Assumption C.
Our starting point is an example of a continuous state space Markov chain that exhibits a
mixing rate of the form (w.l.o.g. let M ≥ 1 and β ≥ 0)
τ
TV
(P, ǫ) ≤Mǫ−β. (24)
Consider a Metropolis-Hastings sampler [36] with the stationary distribution Π, assumed (for sim-
plicity) to have a density π. The Metropolis-Hastings sampler uses a Markov chain Q as a “pro-
posal” distribution, where Q(ξt, ·) denotes the distribution of ξt+1 conditioned on ξt, and Q(ξt, ·)
is assumed to have density q(ξt, ·). The Markov chain constructed from Q and Π transitions from
a point ξ1 to ξ2 as follows: first, the procedure samples ξ according to Q(ξ1, ·); second, the sample
is accepted and ξ2 is set to ξ with probability min{π(ξ2)q(ξ2,ξ1)π(ξ1)q(ξ1,ξ2) , 1}, otherwise ξ2 = ξ1. Metropolis-
Hastings algorithms are the backbone for a large family of MCMC sampling procedures [36]. When
Q generates independent samples—that is, q(ξ, ·) ≡ q(·) for all ξ—then the associated Markov chain
is uniformly ergodic only when the ratio q(ξ)/π(ξ) is bounded away from zero over the sample space
Ξ [27, Chapter 20].
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When such a lower bound fails to exist, Metropolis-Hastings has slower mixing times. Jarner
and Roberts [18] give an example where Π is uniform on [0, 1] and the density q(x) = (r+ 1)xr for
some r > 0; they show in this case a polynomial mixing rate (24) with β = 1/r; other examples of
similar rates include particular random walks on [0,∞) or queuing processes in continuous time.
We now state a corollary of our main results when the mixing time takes the form (24).
Corollary 8. Let x(t) evolve according to the EMD update (5), where the sampling distribution P
is a Markov chain with τ
TV
(P, ǫ) ≤ Mǫ−β. Assume that T ≥ (R/G)2. Under Assumption B and
with α(t) ≡ RGT−(β+1)/(β+2),
E[f(x̂(T )])− f(x⋆) ≤ 5GRM
1
β+1
T
1
2+β
.
The stepsize choice α(t) = R/(G
√
t) gives that
E[f(x̂(T ))]− f(x⋆) ≤ 3GR
2
√
T
+
eGR(3M/2)
1
β+1
T
1
2+2β
.
Proof By applying the bound in Corollary 1, we see that the expected convergence rate for the
fixed setting of α(t) ≡ α in the statement of the corollary is
R2
2Tα
+
G2
2
α+ 2ǫGR+ 2Mǫ−βG2α+
Mǫ−βRG
T
≤ R
2
2Tα
+
G2
2
α+ 2ǫGR + 3Mǫ−βG2α,
using the assumption that T ≥ (R/G)2. We can choose ǫ arbitrarily, so set ǫ = (3βGMα/R)1/(1+β) .
Using the proposed stepsize α(t) = (R/G)T−(β+1)/(β+2), we find that the above is equal to
R2
2Tα
+
G2
2
α+
(
2 + β
− β
1+β
)
α
1
1+β (3M)
1
1+βG
2+β
1+βR
β
1+β ≤ GR
2T
1
2+β
+
GR
2T
β+1
β+2
+
4GR(3M)
1
1+β
T
1
2+β
,
where we use 2 + β−β/(1+β) ≤ 4. Noting that β ≥ 0 yields the first statement.
With the step size choice α(t) = α/
√
t with multiplier α = R/G, we can apply Theorem 1,
along with the bound (10) in the proof of Corollary 2, to see that
E[f(x̂(T ))] − f(x⋆) ≤ 3RG
2
√
T
+ 2ǫGR +
2τ
TV
(P, ǫ)GR√
T
+
τ
TV
(P, ǫ)GR
T
(25)
Noting that 1/T + 2/
√
T ≤ 3/√T , we turn to bounding
2ǫGR +
3τ
TV
(P, ǫ)GR√
T
≤ 2ǫGR + ǫ−β 3MGR√
T
. (26)
Since ǫ does not enter into the algorithm at all, we are free to minimize over ǫ, and taking derivatives
we see that we must solve
2GR − βǫ−β−1 3MGR√
T
= 0 or ǫ =
(
3Mβ
2
√
T
) 1
β+1
.
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Since β1/(β+1) ≤ e/2 and β−β/(β+1) ≤ e/2, this choice of ǫ in the bound (26) yields
inf
ǫ
{
2ǫGR +
3τ
TV
(P, ǫ)GR√
T
}
≤ eGR(3M/2) 1β+1 · T −12β+2 .
By inspection, this inequality and the convergence guarantee (25) give the second statement of the
corollary.
A weakness of the above bound is that the sharper rate of convergence requires knowledge
of the mixing rate of P , and choosing the polynomial incorrectly can lead to significantly slower
convergence. In contrast, as noted in § 3, our other bounds are robust to mis-specification of
the step size so long as the ergodic process P mixes suitably quickly and we can choose α(t) ∝
t−1/2. Nonetheless, Corollary 8 gives a finite sample convergence rate whose dependence on the
slower mixing of the ergodic process is clear. In addition, the proof of Corollary 8 exhibits a
simple technique we can use to demonstrate that the stepsize choice α(t) = α/
√
t provably yields
convergence, both in expectation and with high probability. To be specific, note that the bound in
Corollary 1 guarantees that for x̂(T ) = 1T
∑T
t=1 x(t), if we choose α(t) = α/
√
t then
E[f(x̂(T ))] − f(x⋆) ≤ R
2
2α
√
T
+
G2α√
T
+ 3ǫGR +
2τmix(P, ǫ)G
2α√
T
+
τmix(P, ǫ)RG
T
, (27)
where τmix denotes either the Hellinger or total variation mixing time. The convergence guaran-
tee (27) holds regardless of our choice of ǫ, so we can choose ǫ minimizing the right-hand side. That
is (setting α = R/G for notational convenience),
E[f(x̂(T ))] − f(x⋆) ≤ 3GR
2
√
T
+ inf
ǫ≥0
{
3ǫGR +
2τmix(P, ǫ)GR√
T
+
τmix(P, ǫ)GR
T
}
.
For any fixed ǫ > 0, the term inside the infimum decreases to 4ǫGR as T ↑ ∞, so the infimal term
decreases to zero as T ↑ ∞. High probability convergence follows similarly by using Theorem 2,
since for any δT > 0 we have
f(x̂(T ))− f(x⋆) ≤ 3GR
2
√
T
+ inf
ǫ≥0
{
ǫGR +
2τ
TV
(P, ǫ)GR√
T
+
τ
TV
(P, ǫ)GR
T
+
4GR√
T
√
τ
TV
(P, ǫ) log
τ
TV
(P, ǫ)
δ
}
(28)
with probability at least 1− δT . We obtain the following corollary:
Corollary 9. Define x̂(T ) = 1T
∑T
t=1 x(t). Under the conditions of Theorem 2, the stepsize sequence
α(t) = α/
√
t for any α > 0 yields f(x̂(T )) → f(x⋆) as T → ∞ both in expectation and with
probability 1.
Proof Fix γ > 0 and let ET denote the event that f(x̂(T ))−f(x⋆) > γ. We use the Borel-Cantelli
lemma [6] to argue that ET occurs for only a finite number of T with probability one. Take the
sequence δT = 1/T
2 (any sequence for which log(1/δT )/T ↓ 0 as T → ∞ and
∑∞
T=1 δT < ∞ will
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suffice) and choose some T0 such that the right-hand side of the bound (28) is less than γ. Then
we have
∞∑
T=1
P (f(x̂(T ))− f(x⋆) > γ) =
∞∑
T=1
P (ET ) ≤ T0 +
∞∑
T=T0+1
P (ET ) ≤ T0 +
∞∑
T=1
δT <∞.
For any γ > 0, we have P (f(x̂(T ))− f(x⋆) > γ i.o.) = 0.
5 Numerical results
In this section, we present simulation experiments that further investigate the behavior of the
EMD algorithm (5). Though Theorem 4 guarantees that our rates are essentially unimprovable,
it is interesting to compare our method with other natural well-known procedures. We would also
like to understand the benefits of the mirror descent approach for problems in which the natural
geometry is non-Euclidean as well as the robustness properties of the algorithm.
5.1 Sampling strategies
For our first experiment, we study the performance of the EMD algorithm on a robust system
identification task [33], where we assume the data is generated by an autoregressive process. More
precisely, our data generation mechanism is as follows. For each experiment, we set the matrix A to
be a sub-diagonal matrix (all entries are 0 except those on the sub-diagonal), where Ai,i−1 is drawn
uniformly from [.8, .99]. We then draw a vector u uniformly from surface of the d-dimensional
ℓ2-ball of radius R = 5. The data comes in pairs (ξ
1
t , ξ
2
t ) ∈ Rd ×R with d = 50 and is generated as
follows:
ξ1t = Aξ
1
t−1 + e1Wt, ξ
2
t =
〈
u, ξ1t
〉
+ Et, (29)
where e1 is the first standard basis vector, Wt are i.i.d. samples from N(0, 1), and Et are i.i.d.
bi-exponential random variables with variance 1. Polyak and Tsypkin [33] suggest the method of
least-moduli for the system identification task, setting
F (x; (ξ1, ξ2)) =
∣∣〈x, ξ1〉− ξ2∣∣ ,
which is optimal (in a minimax sense) when little is known about the noise distribution [33]. Our
minimization problem is
minimize
x
f(x) = EΠ
[∣∣〈x, ξ1〉− ξ2∣∣] subject to ‖x‖2 ≤ R, (30)
where Π is the stationary distribution of the AR model (29) and we take R = 5.
We use this experiment to investigate two issues. In addition to studying the performance
of the EMD algorithm in minimizing the expected objective (30), we compare EMD to a natural
alternative. In many engineering applications it is possible to generate samples from a distribution P
that converges to Π, in which case a natural algorithm is to use the so-called “multiple replications”
approach (e.g., [15]). In this approach, one specifies initial conditions of the stochastic process P ,
then simulates it for some number k of steps, and obtains a sample ξ according to P k, which
18
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Figure 1: Performance of the EMD algorithm (5) on a robust system identification task where data
is generated according to an autoregressive process.
(hopefully) is close to Π. Repeating this, one can obtain multiple independent samples ξ from P k,
then use standard algorithms and analyses for independent data.2 A difficulty with this approach—
which we see in our experiments—is that the mixing time of the process P may be unknown, and
if P k does not converge precisely to Π for any finite k ∈ N, then any algorithm using such samples
will be biased even in the limit of infinite gradient steps.
As a natural representative from the multiple-replications family of algorithms, we use the
classical stochastic gradient descent (SGD) algorithm (in the form studied by Nemirovski et al. [30]).
To generate each sample for SGD, we begin with the point ξ11 = 0 and perform k of steps of the
procedure (29), using ξ
{1,2}
k to compute subgradients for SGD. For EMD, we use the proximal
function ψ(x) = 12 ‖x‖22, which yields the direct analogue of stochastic gradient descent. To measure
the objective value f(x), we generate an independent fixed sample of size N = 105 from the
process (29), using f(x) ≈ 1N
∑N
i=1 F (x; ξi). For each algorithm, to choose the stepsize multiplier
α ∝ R/G, we estimate G by taking 100 samples ξ1t and computing the empirical average of ‖ξ1t ‖22.
For EMD, we deliberately underestimate the mixing time by the constant 1 (other estimates of the
mixing time yielded similar performance).
In Figure 1, we show the convergence behavior (as a function of number of samples) for the EMD
algorithm compared with the behavior of the stochastic gradient method for different numbers k of
initial simulation steps before obtaining the sample ξ used in each iteration of SGD. The line in each
plot corresponding to SGD-k shows the convergence of stochastic gradient descent as a function
of number of iterations when k initial samples are used for each independent sample ξ. The left
plot in Figure 1 makes clear that if the mixing time is underestimated, the multiple-replications
approach fails. As demonstrated by our theory, however, EMD still guarantees convergence even
with poor stepsize choices (see also our experiments in the next section). For large enough mixing
time estimate k, the multiple-replication stochastic gradient method and the EMD method have
comparable performance in terms of optimization error as a function of number of gradient steps.
2This approach is inapplicable when the data ξt comes from a real (unsimulated) source, such as in streaming,
online optimization, or statistical applications, though the EMD algorithm still applies.
19
0 2000 4000 6000 8000 10000
10−1
100
Iterations
f
(x
(t
))
−
f
(x
∗
)
 
 
Mirror
Euclidean
10−2 100 102
0
0.05
0.1
0.15
0.2
0.25
0.3
Stepsize scaling γ
f
(x̂
(T
))
−
f
(x
∗
)
 
 
Actual
Predicted
Figure 2: Left: optimization error on a statistical machine learning task of the Euclidean variant
of the EMD algorithm (5) versus that of the ℓp-norm variant with ψ(x) =
1
2 ‖x‖2p, p = 1 + 1/ log d,
plotted against number of iterations. Right: robustness of the EMD algorithm (5) to modifications
in the choice of stepsize.
The right plot in Figure 1 shows the convergence behavior of the competing methods as a function
of the number of samples of the stochastic process (29). From this plot, it becomes clear that using
each sample sequentially as in EMD—rather than attempting to draw independent samples at each
iteration—is the more computationally efficient approach.
5.2 Robustness and non-Euclidean geometry
In our second numerical experiment, we study an important problem that takes motivation from
distributed statistical machine learning problems: the support vector machine problem [11], where
the samples ξ ∈ Rd and the instantaneous objective is
F (x; ξ) = [1− 〈ξ, x〉]+ .
We study the performance of the EMD algorithm for the distributed Markov incremental mirror
descent framework in § 4.1. In the notation of § 4.1, we simulate n = 50 “processors,” and for each
we draw a sample of m = 50 samples according to the following process. Before performing any
sampling, we set u to be a random vector from {x ∈ Rd : ‖x‖1 ≤ R}, where R = 5 and d = 500.
To generate the ith data sample, we draw a vector ai ∈ Rd with entries ai,j ∈ {−1, 1} each with
probability 12 , and set bi = sign(〈ai, u〉). With probability .05, we flip the sign of bi (this makes
the problem slightly more difficult, as no vector x will perfectly satisfy bi = sign(〈ai, x〉)), and
regardless we set ξi = biai. We thus generate a total of N = nm = 2500 samples, and set the ith
objective in the distributed minimization problem (17) to be
fi(x) =
1
m
mi∑
k=m(i−1)+1
F (x; ξk) = EΠi [F (x; ξ)] = EΠi
[
[1− 〈ξ, x〉]+
]
, (31)
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where Πi denotes the uniform distribution over the ith block of m samples. Our algorithm to
minimize f(x) = 1n
∑n
i=1 fi(x) is the Markov analogue (18) of the general EMD algorithm (5). We
minimize f(x) over {x : ‖x‖1 ≤ R} offline using standard LP software to obtain the optimal value
f(x⋆) of the problem.
We use the objectives (31) to (i) understand the effectiveness of allowing non-Euclidean proximal
functions ψ in the update (5) and (ii) study the robustness of the EMD algorithm (5) to stepsize
selection. We begin with the first goal. As noted by Ben-Tal et al. [4], the choice ψ(x) = 12 ‖x‖2p
with p = 1+ 1/ log(d) yields a nearly optimal dependence on dimension in non-Euclidean gradient
methods. Let τmix denote the mixing time of the Markov chain (for Hellinger or total variation
distance). Applying Corollary 3 and the analysis of Ben-Tal et al. with this choice of proximal
function and α = R/
√
log(d)τmix yields
E[f(x̂(T ))] − inf
x∈X
f(x) = O
(
R
√
τmix log d√
T
)
,
since ‖∂xF (x; ξ)‖∞ ≤ ‖ξ‖∞ = 1 by our sampling of the vectors ai ∈ {−1, 1}d, and R is the radius of
X in ℓ1-norm. Compared to the Euclidean variant [20, 34] with ψ(x) = 12 ‖x‖22, whose convergence
rate also follows from Corollary 3, this is an improvement of
√
d/ log d, since ‖∂xF (x; ξ)‖2 can be
as large as
√
d.
We plot the results of 50 simulations of the distributed minimization problem in the left plot of
Figure 2. For our underlying network topology, we use a 4-connected cycle (each node in the cycle
is connected to its 4 neighbors on the right and left) and n = 50 nodes. The line of blue squares is
the mirror-descent approach with ψ(x) = 12 ‖x‖2p with p = 1+1/ log(d) (we use d = 500), while the
black line of circles denotes the Euclidean variant with ψ(x) = 12 ‖x‖22. The dotted lines below and
above each plot give the 5th and 95th percentiles, respectively, of the optimization error across all
simulations. For each algorithm, we use the optimal step size setting α(t) predicted by our theory
(recall Corollary 3). It is clear that the non-Euclidean variant enjoys better performance, as our
theory (and previous work on the dimension dependence of mirror descent [31, 30, 4, 3]) suggests.
The final simulation we perform is on the same problem, but we investigate the robustness of
the EMD algorithm to mis-specified stepsizes. We take the stepsize α∗ predicted by our theory
(Corollary 3), and use α(t) = γα∗/
√
t for values of γ uniformly logarithmically spaced from γ = 10−2
to γ = 102. The plot on the right side of Figure 2 shows the mean optimality gap of x̂(T ) after
T = 10000 iterations for different values of γ, along with standard deviations, across 50 experiments.
The black dotted line shows the predicted optimality gap as a function of the mis-specification (recall
our discussion on robustness following Corollary 2). The EMD algorithm is certainly affected by
mis-specification of the initial stepsize, though for a range of values of roughly γ = 10−1 to γ = 10,
the performance degradation does not appear extraordinary. In addition, our experiments show
that our theoretical predictions appear to capture the empirical behavior of the method quite well.
6 Analysis
In this section, we analyze the convergence of the EMD algorithm from Section 2. Our first
subsection lays the groundwork, gives necessary notation, and provides a few optimization-based
results. The second subsection contains the proofs of results on expected rates of convergence,
while the third subsection shows how to achieve convergence guarantees with high probability. The
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fourth subsection shows the convergence of the EMD method under probabilistic (random) mixing
times, while the final subsection proves the order-optimality of the EMD method.
6.1 Definitions, assumptions, and optimization-based results
To state our results formally, we begin by giving a few standard definitions and collecting a few
consequences of Assumptions A and B that make our proofs cleaner. Recall the measurable selection
G, where G(x; ξ) ∈ ∂xF (x; ξ) represents a fixed and measurable element of the subgradient of F (·; ξ)
evaluated at x, and the EMD algorithm (5) has g(t) = G(x(t); ξt). By our assumptions on F , for
any distribution Q for which the expectations below are defined, expectation and subdifferentiation
commute [37, 5]:
fQ(x) := EQ[F (x; ξ)] =
∫
Ξ
F (x; ξ)dQ(ξ) then ∂fQ(x) = EQ[∂F (x; ξ)].
In particular, EΠ[∂F (x; ξ)] = ∂f(x) and EΠ[G(x; ξ)] ∈ ∂f(x). In addition, the compactness as-
sumption that Dψ(x
⋆, x(t)) ≤ 12R2 for all t coupled with the strong convexity of ψ implies
‖x(t)− x⋆‖2 ≤ 2Dψ(x⋆, x(t)) ≤ R2 so ‖x(t)− x⋆‖ ≤ R. (32)
We now provide two relatively standard optimization-theoretic results that make our proofs
substantially easier. To make the presentation self-contained, we give proofs of these results in
Appendix A. The two lemmas are essentially present in earlier work [31, 3], but our stochastic
setting requires a bit of care.
Lemma 10. Let x(t) be defined by the EMD update (5). For any τ ∈ N and any x⋆ ∈ X ,
T∑
t=τ+1
F (x(t); ξt)− F (x⋆; ξt) ≤ 1
2α(T )
R2 +
T∑
t=τ+1
α(t)
2
‖g(t)‖2∗ .
Lemma 11. Let x(t) be generated according to the EMD algorithm (5). Then
‖x(t)− x(t+ 1)‖ ≤ α(t) ‖g(t)‖∗ .
6.2 Expected convergence rates
Now that we have established the relevant optimization-based results and setup in Section 6.1, the
proof of Theorem 1 requires that we understand the impact of the ergodic sequence ξ1, ξ2, . . . on
the EMD procedure. The key equality that allows us to prove Theorems 1 and 2 is the following:
for any τ ≥ 0,
T∑
t=1
f(x(t))− f(x⋆) =
T−τ∑
t=1
f(x(t))− f(x⋆)− F (x(t); ξt+τ ) + F (x⋆; ξt+τ )
+
T−τ∑
t=1
F (x(t); ξt+τ )− F (x(t+ τ); ξt+τ ) (33)
+
T∑
t=τ+1
F (x(t); ξt)− F (x⋆; ξt) +
T∑
t=T−τ+1
f(x(t))− f(x⋆).
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We may set τ = 0 in the expression (33), taking expectations and applying Lemma 10, to
recover the known convergence rates [30] for the stochastic gradient method with independent
samples. However, the essential idea that the expansion (33) allows us to implement is that for
large enough τ , the sample ξt+τ is nearly “independent” of the parameters x(t), since the stochastic
process P is mixing. By allowing τ > 0, we can bound the four sums (33) using a combination
of Lemmas 10 and 11, then apply the mixing properties of the stochastic process P to show that
F (x(t); ξt+τ ) is a nearly unbiased estimate of f(x(t)):
E[f(x(t))− F (x(t); ξt+τ )] ≈ 0.
We formalize this intuition with two lemmas, whose proofs we provide in Appendix B.
Lemma 12. Let x be Ft-measurable and τ ≥ 1. If Assumption A holds,
|E [f(x)− f(x⋆)− F (x; ξt+τ ) + F (x⋆; ξt+τ ) | Ft]| ≤ 3GR · dhel
(
P t+τ[t] ,Π
)
.
If Assumption B holds,
|E [f(x)− f(x⋆)− F (x; ξt+τ ) + F (x⋆; ξt+τ ) | Ft]| ≤ GR · dTV
(
P t+τ[t] ,Π
)
.
The next lemma applies a type of stability argument, showing that function values between x(t)
and x(t+ τ) cannot be too far apart.
Lemma 13. Let τ ≥ 0 and α(t) be non-increasing. If Assumption A holds, then
E[F (x(t); ξt+τ )− F (x(t+ τ); ξt+τ ) | Ft−1] ≤ τα(t)G2.
If Assumption B holds, then
F (x(t); ξt+τ )− F (x(t+ τ); ξt+τ ) ≤ τα(t)G2.
We can now apply Lemmas 10–13 to give the promised proof of Theorem 1.
Proof of Theorem 1 The equality (33) is non-probabilistic, so all we need to complete the proof
is to take expectations, applying the preceding lemmas. First, we map τ to τ − 1 in the previous
results, which will make our analysis cleaner. Throughout this proof, the quantity d(·,Π) will denote
3dhel(·,Π) when we apply Assumption A and will denote dTV(·,Π) when using Assumption B, as
the proof is identical in either case. We control the expectation of each of the four sums (33) in
turn. First, we apply Lemma 12 to see that
T−τ+1∑
t=1
E[f(x(t))− f(x⋆)− F (x(t); ξt+τ−1) + F (x⋆; ξt+τ−1)] ≤ GR
T−τ+1∑
t=0
E[d(P t+τ[t] ,Π)].
The second of the four sums (33) requires Lemma 13, which yields
T−τ+1∑
t=1
E[F (x(t); ξt+τ−1)− F (x(t+ τ − 1); ξt+τ−1)] ≤ (τ − 1)G2
T−τ+1∑
t=1
α(t).
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Lemma 10 controls the third term in the series (33), and taking expectations gives E[‖g(t)‖2∗] ≤ G2.
The final term in the sum (33) is bounded by (τ−1)RG when either of the Lipschitz assumptions A
or B hold. Summing our four bounds, we obtain that for any τ ≥ 1,
E
[ T∑
t=1
f(x(t))− f(x⋆)
]
≤ GR
T−τ+1∑
t=1
E
[
d
(
P t+τ−1[t−1] ,Π
)]
+
R2
2α(T )
+
G2
2
T∑
t=τ
α(t)
+ (τ − 1)G2
T−τ+1∑
t=1
α(t) + (τ − 1)RG. (34)
Assumption C states that there exists a uniform mixing time τmix(P, ǫ) (for both total variation
and Hellinger mixing) such that d(P t+τ−1[t−1] ,Π) ≤ ǫ. Applying the definition of τmix for Hellinger or
total variation mixing completes the proof.
6.3 High-probability convergence
In this section, we complement the convergence bounds in Section 6.2 with high-probability state-
ments. We use martingale theory to show that the bound of Theorem 1 holds with high probability.
We begin from the same starting point as the proof of Theorem 1—with the expansion (33)—but
now we show that the random sum
T−τ+1∑
t=1
f(x(t))− f(x⋆)− F (x(t); ξt+τ−1) + F (x⋆; ξt+τ−1) (35)
is small with high probability. Intuitively, this follows because given the initial t− τ samples
ξ1, . . . , ξt−τ , the tth sample ξt is almost a sample from the stationary distribution Π. With this
in mind, we can show that an appropriately subsampled version of the above sequence behaves
approximately as a martingale, and we can then apply Azuma’s inequality [2] to derive high-
probability guarantees on the sum (35).
Proposition 1. Let Assumption B hold and δ ∈ (0, 1). With probability at least 1 − δ, for τ ∈ N
with τ ∈ [1, T/2],
T−τ+1∑
t=1
[f(x(t))− F (x(t); ξt+τ−1) + F (x⋆; ξt+τ−1)− f(x⋆)]
≤ 4GR
√
Tτ log
τ
δ
+GR
T∑
t=1
d
TV
(
P t[t−τ ],Π
)
.
We provide a proof in Appendix C and can now prove Theorem 2.
Proof of Theorem 2 The proof is a combination of the proofs of previous results. Starting
from the expansion (33), we use Lemma 13 to see that
T−τ+1∑
t=1
F (x(t); ξt+τ−1)− F (x(t+ τ − 1); ξt+τ−1) ≤ (τ − 1)G2
T−τ+1∑
t=1
α(t),
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and applying the G-Lipschitz continuity of the functions F (·; ξ) and compactness of X we obtain
T∑
t=T−τ+2
f(x(t))− f(x⋆) ≤ (τ − 1)GR.
In addition, the convergence guarantee in Lemma 10 guarantees that
T∑
t=τ
F (x(t); ξt)− F (x⋆; ξt) ≤ 1
2α(T )
R2 +
G2
2
T∑
t=1
α(t).
Combining these bounds, we can replace the equality (33) with the bound
T∑
t=1
f(x(t))− f(x⋆) ≤ 1
2α(T )
R2 +
G2
2
T∑
t=1
α(t) + (τ − 1)
[
GR+G2
T∑
t=1
α(t)
]
(36)
+
T−τ+1∑
t=1
[f(x(t))− F (x(t); ξt+τ−1) + F (x⋆; ξt+τ−1)− f(x⋆)] ,
which holds for any τ ≥ 1. What remains is to replace the last term in the non-probabilistic
bound (36) with the upper bound in Proposition 1, which holds with probability 1 − δ, and then
to replace τ with τ
TV
(P, ǫ), which guarantees the inequality d
TV
(P t[t−τ ],Π) ≤ ǫ.
6.4 Random mixing
In this section, we give the proof of Theorem 3. The proof is similar to that of Theorem 2, but we
need an auxiliary lemma that allows us to guarantee that the mixing times are bounded uniformly
for all times and for all desired accuracies of mixing ǫ. See Appendix D for the proof of the lemma.
Lemma 14. Let Assumption D hold and δ ∈ (0, 1). With probability at least 1− δ,
max
s∈{1,...,T}
sup
{ǫ : τ
TV
(P,ǫ)≤T}
(
τ
TV
(P[s], ǫ)− τTV(P, ǫ)
) ≤ κ(log 1
δ
+ 2 log(T )
)
.
Rewriting Lemma 14 slightly, we may define τ = τ
TV
(P, ǫ) + κ(log 1δ + 2 log(T )), and we find
that with probability at least 1− δ,
d
TV
(
P s+τ[s] ,Π
)
≤ ǫ (37)
for all s ∈ {1, . . . , T} and for all ǫ > 0 with τ
TV
(P, ǫ) ≤ T . This leads us to
Proof of Theorem 3 All that is different in the proof of this theorem from that of Theorem 2
is that in the penultimate inequality (36), when we apply Proposition 1, we no longer have the
guarantee that d
TV
(P t[t−τ ],Π) ≤ ǫ for all t. To that end, let ǫ be such that τTV(P, ǫ) ≤ T . Apply
Lemma 14 and its consequence (37), which states that if we take τ = τ
TV
(P, ǫ)+κ(log 1δ +2 log(T )),
then we obtain that d
TV
(P t[t−τ ],Π) ≤ ǫ with probability at least 1− δ. If τTV(P, ǫ) > T , the bound
in the theorem holds vacuously, so we may extend the result to all ǫ > 0.
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6.5 Lower bounds on optimization accuracy
Our proof of Theorem 4 mirrors the proof of Theorem 1 in the paper by Agarwal et al. [1], so we
are somewhat terse in our description and proof. The intuition in the proof is that if the stochastic
process P returns a sample from the stationary distribution Π every τ timesteps, otherwise returning
a sample identical to the previous one, then the convergence rate of any algorithm should be a factor
of τ slower than if it could receive independent samples from Π. Mesterharm [26] employs a similar
approach to give a lower bound on the performance of online learning algorithms. More formally,
by using an identical construction to [1, Section IV.A], we may reduce the problem of minimization
of a function f : Rd → R to identifying the bias of d coins. To that end, let V ⊂ {−1, 1}d be a
packing of the d-dimensional hypercube such that ν, ν ′ ∈ V with ν 6= ν ′ satisfy ‖ν − ν ′‖1 ≥ d/2; it
is a classical fact [25] that there is such a set with cardinality |V| ≥ (2e− 12 )d/2.
Now for a fixed τ ∈ N, consider the following sequential sampling procedure, which generates
a set of pairs of random vectors {(Ut, Yt)}∞t=1. Choose a vector ν ∈ V uniformly at random and let
δ ∈ (0, 1/4]. Let Pν denote the distribution (conditional on ν) that corresponds to the following:
for each t, construct samples according to
(a) If (t− 1) mod τ 6= 0, take Ut = Ut−1 and Yt = Yt−1.
(b) Otherwise, pick a uniformly random subset Ut ⊂ {1, . . . , d} of size |Ut| = m, then
(i) For each i ∈ Ut, construct a random variable Ci such that Ci = 1 with probability 12 + νiδ
and Ci = −1 with probability 12 − νiδ.
(ii) Construct the vector Yt ∈ {−1, 1}d such that Yt,i = Ci if i ∈ Ut, and otherwise Yt,i is
uniform Bernoulli, that is, if i 6∈ Ut then Yt,i = 1 with probability 12 and Yt,i = −1 with
probability 12 .
This sampling procedure yields a sequence ξt = (Ut, Yt), where if Πν is the distribution of a pair
(U, Y ) such that U ⊂ {1, . . . , d} is chosen uniformly at random with size |U | = m and Y is sampled
according to the steps (i)–(ii) above, then Πν is the stationary distribution of Pν . Moreover, we see
that d
TV
(P t+τ+k[t] ,Π) = 0 for any k ≥ 0 and any t, since the distribution Pν corresponds to receiving
an independent sample (U, Y ) from Πν every τ steps.
Let I(X;Y ) denote the mutual information between random variables X and Y and let H(X)
denote the (Shannon) entropy of X. By inspection of Agarwal et al.’s proof [1, Lemma 3],
since Πν is the stationary distribution of Pν , a tight enough bound on the mutual information
I((U1, Y1), . . . , (UT , YT ); ν) proves Theorem 4. Hence, we provide the following lemma:
Lemma 15. Let the sequence ξt = (Ut, Yt) be generated according to the steps (a)–(b) above. Then
for δ ∈ (0, 1/4],
I ((U1, Y1), . . . , (UT , YT ); ν) ≤ 16
⌈
T
τ
⌉
mδ2.
Proof Our sampling model (a)–(b) sets blocks of size τ to be equal, that is, (U1, Y1) = · · · =
(Uτ , Yτ ), (Uτ+1, Yτ+1) = · · · = (U2τ , Y2τ ), and so on, whereas different blocks are independent given
the variable ν. We thus see that by the definitions of mutual information, conditional entropy, and
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that entropy is sub-additive [12],
I ((U1, Y1), . . . , (UT , YT ); ν)
= H((U1, Y1), . . . , (UT , YT ))−H((U1, Y1), . . . , (UT , YT ) | ν)
= H((U1, Y1), . . . , (UT , YT ))−
⌈T/τ⌉∑
k=1
H
(
(U(k−1)τ+1, Y(k−1)τ+1), . . . , (Ukτ , Ykτ ) | ν
)
≤
⌈T/τ⌉∑
k=1
[
H
(
(U(k−1)τ+1, Y(k−1)τ+1), . . . , (Ukτ , Ykτ )
)−H ((U(k−1)τ+1, Y(k−1)τ+1), . . . , (Ukτ , Ykτ ) | ν)]
=
⌈T/τ⌉∑
k=1
I
(
(U(k−1)τ+1, Y(k−1)τ+1), . . . , (Ukτ , Ykτ ); ν
)
=
⌈T/τ⌉∑
k=1
I ((Ukτ , Ykτ ); ν) . (38)
In the last line we have used that within the same block of size τ , all (Ut, Yt) pairs are equal. Now,
using the bound (38), we apply an identical derivation as that given in the proof of Agarwal et
al.’s Lemma 3 (following Eq. (25) there). For any fixed k we have I((Ukτ , Ykτ ); ν) ≤ 16mδ2, which
completes the proof of the lemma.
Proof of Theorem 4 Use Agarwal et al.’s construction (see Eq. (16) in Section IV.A of [1]) of a
“difficult” subclass of functions, then in the proof of Theorem 1 from [1], replace their coin-flipping
oracle with the steps (a)–(b) and applications of their Lemma 3 with Lemma 15 above.
7 Conclusions
In this paper, we have shown that stochastic subgradient and mirror descent approaches extend
in an elegant way to situations in which we have no access to i.i.d. samples from the desired
distribution. In spite of this difficulty, we are able to achieve reasonably fast rates of convergence
for the ergodic mirror descent algorithm—the natural extension of stochastic mirror descent—under
reasonable assumptions on the ergodicity of the stochastic process {ξt} that generates the samples.
We gave several examples showing the strengths and uses of our new analysis, and believe that
there are many more. In addition, our results give a relatively clean and simple way to derive
finite sample rates of convergence for statistical estimators with dependent data without requiring
the full machinery of empirical process theory (e.g., [42]). Though we have provided lower bounds
showing that our analysis is tight to numerical constants, it may be possible to sharpen our results
for interesting special cases, such as when the distribution of the stochastic process {ξt} has nice
enough Markovianity properties. We leave such questions to future work.
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A Proofs of Optimization Results
Proof of Lemma 10 The proof of the lemma begins by controlling the amount of progress
made by one step of the EMD method, then summing the resulting bound. By the first-order
convexity inequality and definition of the subgradient g(t), we have
F (x(t); ξt)− F (x∗; ξt) ≤ 〈g(t), x(t) − x∗〉
= 〈g(t), x(t + 1)− x∗〉+ 〈g(t), x(t + 1)− x(t)〉 . (39)
For y ∈ X , the first-order optimality conditions for x(t+ 1) in the update (5) imply
〈α(t)g(t) +∇ψ(x(t+ 1))−∇ψ(x(t)), y − x(t+ 1)〉 ≥ 0.
In particular, we can take y = x∗ in this bound to find
α(t) 〈g(t), x(t + 1)− x∗〉 ≤ 〈∇ψ(x(t+ 1))−∇ψ(x(t)), x∗ − x(t+ 1)〉 . (40)
Now we use the definition of the Bregman divergence Dψ, to obtain
〈∇ψ(x(t+ 1))−∇ψ(x(t)), x∗ − x(t+ 1)〉
= Dψ(x
∗, x(t))−Dψ(x∗, x(t+ 1))−Dψ(x(t+ 1), x(t)).
Combining this result with the expanded gradient term (39) and the the first-order convexity
inequality (40), we get
F (x(t); ξt)− F (x∗; ξt) ≤ 1
α(t)
Dψ(x
∗, x(t))− 1
α(t)
Dψ(x
∗, x(t+ 1))
− 1
α(t)
Dψ(x(t+ 1), x(t)) + 〈g(t), x(t + 1)− x(t)〉
(i)
≤ 1
α(t)
Dψ(x
∗, x(t))− 1
α(t)
Dψ(x
∗, x(t+ 1)) − 1
α(t)
Dψ(x(t+ 1), x(t))
+
α(t)
2
‖g(t)‖2∗ +
1
2α(t)
‖x(t+ 1)− x(t)‖2
(ii)
≤ 1
α(t)
Dψ(x
∗, x(t))− 1
α(t)
Dψ(x
∗, x(t+ 1)) +
α(t)
2
‖g(t)‖2∗ .
The inequality (i) is a consequence of the Fenchel-Young inequality applied to the conjugates 12 ‖·‖2
and 12 ‖·‖2∗ (see, e.g., [8, Example 3.27]), while the inequality (ii) follows by the strong convexity of
ψ, which gives Dψ(x(t+ 1), x(t)) ≥ 12 ‖x(t+ 1)− x(t)‖2.
Summing the final inequality, we obtain
T∑
t=τ+1
[F (x(t); ξt)− F (x∗; ξt)]
≤
T∑
t=τ+1
1
α(t)
[Dψ(x
∗, x(t)) −Dψ(x∗, x(t+ 1))] +
T∑
t=τ+1
α(t)
2
‖g(t)‖2∗ .
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Using the compactness assumption that Dψ(x
∗, x) ≤ 12R2 for all x ∈ X , we have
T∑
t=τ+1
1
α(t)
[Dψ(x
∗, x(t)) −Dψ(x∗, x(t+ 1))]
≤
T∑
t=τ+2
Dψ(x
∗, x(t))
[
1
α(t)
− 1
α(t− 1)
]
+
1
α(τ + 1)
Dψ(x
∗, x(τ + 1))
≤ R
2
2
T∑
t=τ+2
[
1
α(t)
− 1
α(t− 1)
]
+
1
2α(τ + 1)
R2 =
R2
2α(T )
,
where for the last inequality we used that the stepsizes α(t) are non-increasing.
Proof of Lemma 11 By the first-order condition for the optimality of x(t+1) for the update (5),
we have
〈α(t)g(t) +∇ψ(x(t+ 1))−∇ψ(x(t)), x(t) − x(t+ 1)〉 ≥ 0.
Rewriting, we have
〈∇ψ(x(t)) −∇ψ(x(t+ 1)), x(t) − x(t+ 1)〉 ≤ α(t) 〈g(t), x(t) − x(t+ 1)〉
≤ α(t) ‖g(t)‖∗ ‖x(t)− x(t+ 1)‖
using Ho¨lder’s inequality. Simple algebra shows that
Dψ(x(t), x(t+ 1)) +Dψ(x(t+ 1), x(t)) = 〈∇ψ(x(t))−∇ψ(x(t+ 1)), x(t) − x(t+ 1)〉 ,
and by the assumed strong convexity of ψ, we see
‖x(t)− x(t+ 1)‖2 ≤ Dψ(x(t+ 1), x(t)) +Dψ(x(t), x(t+ 1))
≤ α(t) ‖g(t)‖∗ ‖x(t)− x(t+ 1)‖ .
Dividing by ‖x(t)− x(t+ 1)‖ gives the desired result.
B Mixing and expected function values
Proof of Lemma 12 Since x ∈ Ft, we may integrate only against ξ when taking expectations,
which yields
E [f(x)− f(x⋆)− F (x; ξt+τ ) + F (x⋆; ξt+τ ) | Ft]
=
∫
(F (x; ξ) − F (x⋆; ξ))dΠ(ξ) −
∫
(F (x; ξ)− F (x⋆; ξ))dP t+τ[t] (ξ).
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Since we assume P t[s] and Π have densities p
t
[s] and π with respect to a measure µ, this difference
becomes
∫
(F (x; ξ) − F (x⋆; ξ))(π(ξ) − pt+τ[t] (ξ))dµ(ξ). Setting p = pt+τ[t] for shorthand, we obtain∣∣∣∣∫ (F (x; ξ) − F (x⋆; ξ))(π(ξ) − p(ξ))dµ(ξ)∣∣∣∣ ≤ ∫ |F (x; ξ) − F (x⋆; ξ)| |p(ξ)− π(ξ)| dµ(ξ)
=
∫
|F (x; ξ)− F (x⋆; ξ)|
(√
π(ξ) +
√
p(ξ)
) ∣∣∣√π(ξ)−√p(ξ)∣∣∣ dµ(ξ)
≤
√∫
(F (x; ξ)− F (x⋆; ξ))2
(√
π(ξ) +
√
p(ξ)
)2
dµ(ξ)
∫ (√
p(ξ)−
√
π(ξ)
)2
dµ(ξ)
=
√∫
(F (x; ξ) − F (x⋆; ξ))2
(√
π(ξ) +
√
p(ξ)
)2
dµ(ξ) dhel(P
t+τ
[t] ,Π)
by Ho¨lder’s inequality. Applying the inequality (a + b)2 ≤ 2a2 + 2b2, valid for a, b ∈ R, we obtain
the further bound(
2
∫
(F (x; ξ)− F (x⋆; ξ))2 (π(ξ) + p(ξ))dµ(ξ)
) 1
2
dhel(P
t+τ
[t] ,Π) = (41)
√
2
(
EΠ[(F (x; ξ) − F (x⋆; ξ))2] + E[(F (x; ξt+τ )− F (x⋆; ξt+τ ))2 | Ft]
) 1
2
dhel(P
t+τ
[t] ,Π).
To control the expectation terms in the bound (41), we now use Assumption A. By the (P -almost
sure) convexity of the function x 7→ F (x; ξ), we observe that
F (x; ξ)− F (x⋆; ξ) ≤ 〈G(x; ξ), x− x⋆〉 and F (x⋆; ξ)− F (x; ξ) ≤ 〈G(x⋆; ξ), x⋆ − x〉 .
Combining these two inequalities, we see that
(F (x; ξ) − F (x⋆; ξ))2 ≤ max
{
〈G(x; ξ), x − x⋆〉2 , 〈G(x⋆; ξ), x⋆ − x〉2
}
≤ max
{
‖G(x; ξ)‖2∗ , ‖G(x⋆; ξ)‖2∗
}
‖x− x⋆‖2
≤ max
{
‖G(x; ξ)‖2∗ , ‖G(x⋆; ξ)‖2∗
}
R2,
where the last inequality uses our compactness assumption (4). Now we invoke Assumption A
combined with the above inequality to obtain the further bound
E
[
(F (x; ξt+τ )− F (x⋆; ξt+τ ))2 | Ft
]
≤ R2E
[
‖G(x; ξt+τ )‖2∗ + ‖G(x⋆; ξt+τ )‖2∗ | Ft
]
≤ 2G2R2.
An analogous argument yields the same bound for the expectation under the stationary distribution,
so based on our earlier bound (41) we have∣∣∣∣∫ (F (x; ξ) − F (x⋆; ξ))(dΠ(ξ)− dP t+τ[t] (ξ))∣∣∣∣
≤
∫
|F (x; ξ) − F (x⋆; ξ)|
∣∣∣dΠ(ξ)− dP t+τ[t] (ξ)∣∣∣ ≤ √8G2R2 dhel (P t+τ[t] ,Π) .
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This completes the proof of the first statement of the lemma.
The second statement is simpler: apply Assumption B to obtain∣∣∣∣∫ (F (x; ξ)− F (x⋆; ξ))(π(ξ) − p(ξ))dµ(ξ)∣∣∣∣ ≤ GR ∫ |p(ξ)− π(ξ)|dµ(ξ).
Observing that the above bound is equal to GRd
TV
(
P t+τ[t] ,Π
)
completes the proof.
Proof of Lemma 13 For any x measurable with respect to the σ-field Fs, we can define the
function h[s](x) = E[F (x; ξs+1) | Fs]. Assumption A implies that h[s] is a G-Lipschitz continuous
function so long as its argument is Fs-measurable, that is, |h[s](x) − h[s](y)| ≤ G ‖x− y‖ for
x, y ∈ Fs. In turn, this implies that
E[F (x(t); ξt+τ )− F (x(t+ τ); ξt+τ ) | Ft−1]
=
t+τ−1∑
s=t
E[F (x(s); ξt+τ )− F (x(s + 1); ξt+τ ) | Ft−1]
=
t+τ−1∑
s=t
E [E[F (x(s); ξt+τ )− F (x(s + 1); ξt+τ ) | Ft+τ−1] | Ft−1]
≤
t+τ−1∑
s=t
E [G ‖x(s)− x(s+ 1)‖ | Ft−1]
since x(s) is Ft+τ−1-measurable for s ≤ t + τ . Now we apply Lemma 11, which shows that
‖x(s)− x(s+ 1)‖ ≤ α(s) ‖g(s)‖∗, and we have the further inequality
E[F (x(t); ξt+τ )− F (x(t+ τ); ξt+τ ) | Ft−1] ≤
t+τ−1∑
s=t
Gα(s)E[‖g(s)‖∗ | Ft−1].
Applying Jensen’s inequality and Assumption A, we see that
E[‖g(s)‖∗ | Ft−1] ≤
√
E[E[‖g(s)‖2∗ | Fs−1] | Ft−1] ≤
√
G2 = G.
In conclusion, we have the first statement of the lemma:
E[F (x(t); ξt+τ )− F (x(t+ τ); ξt+τ ) | Ft−1] ≤ G2
t+τ−1∑
s=t
α(s) ≤ G2τα(t),
since the sequence α(t) is non-increasing. The proof of the second statement is entirely similar, but
we do not need to apply conditional expectations.
C Proof of Proposition 1
Proof of Proposition 1 We construct a family of τ different martingales from the summation
in the statement of the proposition, each of which we control with high probability. Applying a
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union bound gives us control on the deviation of the entire series. We begin by defining the random
variables
Zt := f(x(t− τ + 1))− F (x(t− τ + 1); ξt) + F (x⋆; ξt)− f(x⋆),
noting that
T∑
t=τ
Zt =
T−τ+1∑
t=1
[f(x(t))− F (x(t); ξt+τ−1) + F (x⋆; ξt+τ−1)− f(x⋆)] .
By defining the filtration of σ-fields Aji = Fτi+j for j = 1, . . . , τ , we can construct a set of Doob
martingales {Xj1 ,Xj2 , . . .} for j = 1, . . . , τ by making the definition
Xji := Zτi+j − E[Zτi+j | Aji−1] = Zτi+j − E[Zτi+j | Fτ(i−1)+j ]
= f(x(τ(i− 1) + j + 1))− F (x(τ(i − 1) + j + 1); ξτi+j)
+ F (x⋆; ξτi+j)− f(x⋆)− E[Zt | Fτ(i−1)+j ].
By inspection, Xji is measurable with respect to the σ-field Aji , and E[Xji | Aji−1] = 0. So, for
each j, the sequence {Xji : i = 1, 2, . . .} is a martingale difference sequence adapted to the filtration
{Aji : i = 1, 2, . . .}. Define the index set I(j) to be the indices {1, . . . , ⌊T/τ⌋+1} for j ≤ T−τ ⌊T/τ⌋
and {1, . . . , ⌊T/τ⌋} otherwise. With the definition of Xji and the indices I(j), we see that
T∑
t=τ
Zt =
τ∑
j=1
∑
i∈I(j)
Xji +
T∑
t=τ
E[Zt | Ft−τ ] =
τ∑
j=1
|I(j)|∑
i=1
Xji +
T∑
t=τ
E[Zt | Ft−τ ]. (42)
Now we note the following important fact: by the compactness assumption (32) and Assump-
tion B, the Fτ(i−1)+j -measurability of f(x(τ(i− 1) + j + 1)) implies
|Xji | =
∣∣Zτi+j − E[Zτi+j | Fτ(i−1)+j ]∣∣ ≤ 2GR.
This bound, coupled with the representation (42), shows that
∑T
t=τ Zt is a sum of τ different
bounded-difference martingales plus a sum of conditional expectations that we will bound later.
To control the martingale portion of the sum (42), we apply the triangle inequality, a union bound,
and Azuma’s inequality [2] to find
P
( τ∑
j=1
∑
i∈I(j)
Xji > γ
)
≤
τ∑
j=1
P
( ∑
i∈I(j)
Xji >
γ
τ
)
≤
τ∑
j=1
exp
(
− γ
2
16G2R2τT
)
,
since there are fewer than 2T/τ terms in each of the sums Xji (by our assumption that T/2 ≥ τ).
Substituting γ = 4GR
√
Tτ log(τ/δ), we find
P
( τ∑
j=1
∑
i∈I(j)
Xji > 4GR
√
Tτ log
τ
δ
)
≤ δ.
To bound the final term E[Zt | Ft−τ ] in the sum (42), we recall from Lemma 12 that
|E[Zt | Ft−τ ]| ≤ GR · dTV
(
P t[t−τ ],Π
)
.
Summing this bound completes the proof.
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D Probabilistic Mixing
Proof of Lemma 5 Using the definitions in the statement of the lemma, take
τ = ⌊τ
TV
(P, ǫ) + κc⌋ ≥ log
1
ǫ
| log γ| +
logK
| log γ| +
c
| log γ| ,
which implies by Markov’s inequality that
P
(
d
TV
(
P t+τ[t] ,Π
)
≥ ǫ
)
≤ Kγ
τ
ǫ
≤ K exp(− log
1
ǫ ) exp(− logK)
ǫ
exp(−c) = exp(−c)
since γa/| log γ| = exp(−a) for 0 < γ < 1. Noting that
P
(
τ
TV
(P[t], ǫ) > τ
) ≤ P(d
TV
(
P t+τ[t] ,Π
)
> ǫ
)
for any τ ∈ N completes the proof.
Proof of Lemma 14 We use a covering number argument, which is common in uniform
concentration inequalities in probability theory (e.g., [39]). For each t ∈ {1, . . . , T}, define
ǫt := inf {ǫ > 0 : τTV(P, ǫ) ≤ t} .
By the right-continuity of ǫ 7→ τ
TV
(P, ǫ), we have τ
TV
(P, ǫt) ≤ t but τTV(P, ǫt− δ) > t for any δ > 0.
As a consequence, we see that for some ǫ ≥ ǫT to exist satisfying τTV(P[s], ǫ) > τTV(P, ǫ) + c, it
must be the case that
τ
TV
(P[s], ǫt)− τTV(P, ǫt) > c
for some ǫt, where t ∈ {1, . . . , T}. That is, we have
P
(
τ
TV
(P[s], ǫ) > τTV(P, ǫ) + c for some s ∈ {1, . . . , T} and ǫ ≥ ǫT
)
≤ P
(
max
t,s≤T
[
τ
TV
(P[s], ǫt)− τTV(P, ǫt)
]
> c
)
.
Applying a union bound and Assumption D, we thus see that for any c ≥ 0,
P
(
max
s≤T
sup
ǫ≥ǫT
(
τ
TV
(P[s], ǫ)− τTV(P, ǫ)
)
> c
)
≤ T 2 max
t,s≤T
P
(
τ
TV
(P[s], ǫt) > τTV(P, ǫ) + c
) ≤ T 2 exp (−c/κ) .
Setting the final equation equal to δ and solving, we obtain c = κ[log(1/δ) + 2 log(T )], which is
equivalent to the statement of the lemma.
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