The calibration of a voltammetric sensor consisting of an array of individually modified electrodes is described. Linear calibration methods do not yield good results because of the inherent non-linear nature of the data. Neural networks can in principle model such dependencies, but their success is crucially dependent on the representation of the data. In this paper, neural networks and Principal Component Regression using several different data representations are compared. It is concluded that neural networks using unscaled first-derivative voltammograms yield the best results.
Introduction
An array of modified electrodes may supply the complementary infonnation necessary to be able to predict concentrations of multiple compounds in a sample. The modification may consist of a layer of another metal applied on top of the principal layer. Since electrochemical reaction mechanisms are different for different metal surfaces, different voltammograms are expected revealing complementary information. Using such a sensor, each sample yields a matrix of data, the rows of the matrix being the applied voltages, and the columns the voltammograms for the individual electrodes. In this paper, results are reported for the calibration of a sensor consisting of four different types of electrodes, coated with Au, Rh, Pt and Ir, respectively. The sensor is depicted in Fig. 1 . Previously, results have been reported for a similar sensor using macroelectrodes [ 11; here, however, microelectrodes are used. Apart from the fact that the small size makes it easy to use these sensors in practical applications, they also have a number of other advantages, most notably, a better signal-to noise ratio and a rapid attainment of steady-state currents. The last feature makes it possible to use them in flowthrough cells [l] . On the other hand, their small size makes microelectrodes more sensitive to noise. Several problems may be encountered in calibrating such a sensor. First of all, the heights of the jumps in the voltammograms may not be proportional to the concentrations of the active compounds, as they would be in an ideal situation. Reaction products or reactants may adsorb to the electrode surface, thereby influencing other redox reactions. They may also react directly with each other or with other components in the sample. Furthermore, since only a counter electrode, not a real stable reference electrode, is incorporated in the sensor, the voltammograms may be shifted along the voltage axis.
Theory
The sensor data are calibrated using two methods: Principal Component Regression (PCR) and Artificial Neural Networks (ANN). A large amount of literature exists on both methods [2] [3] [4] ; therefore, only a short summary will be given here. Matrices are denoted by uppercase letters, a prime indicates the transpose matrix.
Principal components regression
In ordinary least squares regression, the relation between predictor variables X and observed variables Y is modelled by
Y=XB+E
where B is the matrix of regression coefficients and E is the matrix of residuals, caused by noise, modelling errors etcetera. In simple cases, B can be found by multiplying with the pseudo-inverse of X: fi = (X'X)_'X'Y However, in many cases, this inverse does not exist because of collinearity of the data. One solution is to reduce the number of predictor variables, but this almost inevitably results in loss of information. Furthermore, it is often difficult to determine which variables to select.
A better solution is to compress the information in X into a few factors, linear combinations of the original predictor variables. In PCR, the factors are the eigenvectors of the square matrix X'X. Generally, only the first few of them are retained in the loading matrix i. The scores of the samples on the new variables (f) are easily calculated:
Finally, the Y data are regressed on the scores: y=$Q where The regression coefficients for the original X variables can be calculated by
The number of principal components to be taken into account is quite crucial; one must take care not to choose too small a number, for then the dependencies between X and Y cannot be modelled, nor too big, since then noise is incorporated in the model. Usually, the correct number is determined using leave-one-out cross-validation, in which each sample in turn is excluded from the data set with which the model is built. The error is evaluated on the excluded samples. This is repeated for different numbers of principal components, and the number yielding the smallest error is taken to be optimal.
Artijcial neural networks
Artificial neural networks are a non-parametric non-linear calibration method. Especially the so- called feed-forward networks are often used. These consist of three or more layers of neurons: an input layer, each unit corresponding to a predictor variable in regression; one or more hidden layers; and an output layer corresponding to the dependent variables in regression (see Fig. 2 ). All units have at least one input and one output. Their output may consist of the sum of their inputs but usually a transfer function is applied to this sum. The non-linear modelling capabilities arise because of these transfer functions. In the hidden layer, sigmoid functions are often used; in the input and output layers, linear functions are used in quantification problems.
The output of a unit is sent with an attenuation factor (weight) to a unit in the next layer. These weights are randomly initialized before training. The model is built by repeatedly showing training instances (samples) to the network and adapting the weights so that the difference between the output units and the target values is minimized. Usually, the complete training set should be offered many times before a reasonable model is obtained. One pass of the randomly ordered instances in the training set is called an epoch. A vast number of different training algorithms exist [5] . The most well-known is called the back-propagation learning rule. In this work, another learning function, called resilient propagation (RPROP) [6, 7] is used. This rule not only takes into account the value of the first derivative (i.e. the direction in which the weights should be adapted), but also the sign of the second derivative. This latter parameter is used to determine the amount with which the weights are adapted. In preliminary experiments, this learning function gave slightly better results in far less epochs, as compared to back-propagation.
In most cases, convergence was reached in less than 3000 epochs.
Whereas the number of units in the input and output layers is determined by the problem, the number of units in the hidden layer is variable, and may be optimized in much the same way as the number of principal components in PCR. Since training of a neural network starts from random weight values, there is no guarantee that the optimal network will be reached. Therefore, many training runs are many done. This cumbersome optimization of the network structure is one of the largest disadvantages of neural networks. Usually, the data set is split in two parts like the second validation method in the PCR calibration; one part for building the model and one independent part to validate the model. Care must be taken to prevent the network from merely remembering the training set examples. Therefore, the independent test set is continually evaluated during training. When the error in the test set starts to increase, this is evidence of overfitting, and further training is useless. If a lot of data are available, it is possible to split the data set in three parts, in which the second part is used to decide when to stop the training. The third part then is used to estimate the final prediction error with the optimal model. However, in many cases, the number of data is too small for this method. In this case, the number of epochs was fixed at a number at which preliminary experiments showed no overfitting, and the prediction error was estimated from the test set. The same training and test sets were used as in the PCR calibration.
Experimental

Chemicals
The samples consisted of mixtures of ortho-, metaand para-dinitrobenzene, and monosubstituted nitrobenzene (Merck, pro Analysi). The solute was water containing 0.1000 mol I-' of both KNOs and ethanol (both Merck, pro Analysi). A full factorial design was used, with concentrations of 4.02x 10-5, 2.41 x lop4 and 5.01 x lop4 mol l-', yielding 81 samples. Additionally, 15 samples were measured in which one or more compounds were absent,and the others were at one of the above concentrations.
A blank was also included. Plotting of concentrations of any two of the four compounds yields the picture of Fig. 3. 
Equipment
The sensor consisted of 16 Ir microelectrodes; six of these were modified with an extra layer of another metal: 2 Au, 2 Rh, and 2 Pt. This sensor and its construction will be described in greater detail elsewhere. One electrode was selected for every type of top layer and thus four voltammograms, each consisting of 496 data points, were recorded in a single sweep.
Calibration
The data was divided into a training set (70 samples) and a test set (26 samples), which were used for both the neural network and the PCR calculations. The test set was balanced; each non-zero concentration level appeared eight times for each compound, as well as two samples in which the compound of interest was absent.
All neural networks used here had hidden units with sigmoid transfer functions; all other units had linear transfer functions. To each unit, a bias term was attached to stabilize calculations.
All models were built using only the training set of 70 samples; the test set was used to assess performance and generalizing properties of the nets. For each combination of a representation and a neural-net-architecture, five batch training runs were done; the model with the smallest mean error was selected, except in cases where obvious outliers influenced the results. With the selected model, 10 training runs were performed to assess the predictive abilities of the network.
Errors of PCR and neural networks were evaluated as root mean square errors:
RMS = J w N
where N is the number of samples and di is the residual of the prediction. Data preprocessing and PCR were done in Matlab 4.0; neural network calculations were done using the Stuttgart Neural Network Simulator (SNNS) 4.0. Calculations were performed on a 486/66 MHz personal computer and on a Silicon Graphics R4400 SC. The learning and transfer functions used in the neural network calculations were the built-in functions of SNNS. 3.3. Measurement procedure 3.5. Data preprocessing The data set of 96 samples was measured by putting the sensor in a small beaker containing the sample, stirring, and measuring the voltammogram. Each sample was measured in duplicate. The scan rate was 20mV s-t, and the applied voltage varied between -1 .O and -2.2 V. The first measurement was discarded; the second was used to build or validate the calibration model.
Principal component regression
Several preprocessing steps are needed before the calibration methods can be applied. First of all, a systematic noise, caused by the sampling procedure, was present in the voltammograms, that could easily be reduced to an acceptably low level by a moving average filter. Secondly, the format of the data should be changed for PCR: each sample should yield a vector of data, not a matrix. This can be achieved by placing the voltammograms behind each other, a process called unfolding. In this case, for each of the different types of electrodes, one voltammogram was selected, yielding for each sample, a vector containing four voltammograms.
To reduce computing time, only every fourth point of the voltammograms was retained. This yielded a data matrix of 96 samples times 246 data points.
Another possible representation is the first-detivative of the voltammograms (after smoothing), since the height of the jumps in the voltammogram is ideally proportional to the concentration of the active component. Because of the aforementioned complications, this relationship will not be exact, but the first-derivative representation does appeal to chemical common sense.
All PCR calculations were done for both scaled and unscaled input data. The scaled data were obtained by standardizing all measured currents at a specific voltage to zero mean and unit variance (autoscaling). Usually, this leads to a smaller number of significant factors [2] , but the danger is that regions containing little information are artificially enhanced.
Neural networks
The main problem with representation for neural networks is data reduction. Since each input unit has a number of weights, associated with it, the training time becomes very large when a large number of input units are taken into account. Furthermore, because of the large number of degrees of freedom, the danger of overfitting increases. It is usually advisable to take the smallest possible network that achieves a certain predefined precision. This rule-ofthumb not only holds for the number of input units, but also for the number of hidden units in the network.
In this case, a small number of equidistant points (16 for each electrode)
were taken from each voltammogram in order to reduce the number of connections in the network. Thus, 64 input units were used in this representation.
The 15 differences between the points from one electrode were taken as the equivalent of the first-derivative representation in the PCR calculations, yielding 60 input units for the neural networks. As can be seen in Fig. 4 , the 15 points are able to describe the derivative voltammograms well.
For all neural network calibrations, the concentrations were scaled between 0.1 (zero concentration) and 0.9 (concentration 2500 units), since the outputs of the network could only vary between zero and one. Neural network input data were again scaled in two ways: autoscaling to zero mean and unit variance, as in the PCR calculations, and multiplication of the data with lo7 so that the input values were mostly between -2 and 2. This was done to avoid numerical instabilities in the weights, and this representation is essentially the same as the unscaled representation.
Results and discussion
Principal component regression
In Table 1 , the results of a leave-one-out PCR cross validation using all 96 samples are given. The optimal numbers of PCs in the analysis are indicated in brackets; these numbers are also used in the analysis of the test and training sets separately, of which the results are given in Table 2 . As a reference, the standard deviation around the mean concentration for all compounds was 1.886x10~4mo111'.
In all cases, output values were scaled to unit variance and zero mean. (2) Values given are root mean square values (in 10m4 mall-'). Values in brackets are the optimal number of principal components. It is clear that in the case of nitrobenzene, not even a qualitative prediction can be obtained; the prediction error is only marginally smaller than the variance in the concentrations, i.e. using the mean value as a predictor would give almost the same error. Orthodinitrobenzene yields the best results; metu-and para-dinitrobenzene are more or less equal. It is interesting to see the effect of scaling. In all cases, autoscaling of the input variables leads to a larger number of significant components, in contrast with what was expected. Prediction errors are more or less independent of scaling in the voltammogram representation; however, in the first-derivative representation, scaling seems to have a beneficial effect.
Because the leave-one-out cross-validation error in some cases is a poor approximation of the real error that could be expected with new samples, the data set was split in a training and a test set. These were the same as the ones used in the neural network calibration. The training sets were used to build the models using the optimal number of principal components found in the LOOM cross-validation, and the test sets were used to evaluate the prediction errors. These final PCR results are given in Table 2 .
In almost all cases, the errors of the test set are larger than the errors of the training set, as expected. Again, the autoscaled first-derivative representation yielded the best results. These are plotted in Fig. 5 . In the cases of ortho-and metu-DNB, outlying predictions influence the RMS values of the training set considerably. However, as can be seen in the figure, the differences are not very big and the majority of the test set predictions is in the range of the training set error, indicating that the test set is adequately described by the training data. Table 4 Average prediction errors of the optimal neural network (test set only)
Neural network calibration
Since a neural network is a non-linear calibration method, it may be expected that the results will be better than PCR when non-linearities play a role. Given the nature of the measurements, these nonlinearities are certainly expected here. A further advantage of neural networks is their apparent ease of use; no complicated mathematics are necessary to understand the basic principles behind them. However, finding an optimal network configuration and good training parameters is a difficult and tedious task. Furthermore, results may be very sensitive to the representation of both input and output data. Variable selection would probably have a beneficial effect on the calibration.
The optimal configuration as determined in 5-10 batch runs of training of the networks is given in In all cases, autoscaling had a very bad effect on the results. The errors were much larger than in the unscaled data, although the optimal number of hidden units was smaller. This is probably due to variables that do not contain information, e.g. at the right end of the voltammogram: the variance of the measured current is quite small at these voltages. Therefore, autoscaling will inflate the differences between samples, where no difference should be observed.
With the unscaled data, the effect of changing the number of hidden units was quite small; however, with the scaled data no clear trend could be observed. The first-derivative representation using unscaled data was therefore selected as the optimal model. Each time, the training was stopped after 2500 epochs. After that, no significant decrease in prediction error could be observed-The results of the training of 10 runs are given in Table 4 and plotted in Fig. 6 . Error bars of one standard deviation are plotted around the mean of the 10 runs for each sample. As can be seen in the figure, in some cases, the individual models give rather different predictions. Only the data in the test set are plotted because the error in the training set was an order of magnitude smaller and not relevant to the performance of the model. Interestingly, in some cases, similar errors can be observed as compared to the PCR results; most notably the prediction of the outlying ortho-DNB sample at 5x01 x 10-4mol 1-l. The very small standard deviation indicates that all models exhibit the same behaviour for this sample. This may be caused by fouling of the electrode surfaces that induce shifts in the voltage scale. Especially, the predictions for nitrobenzene are better than with any other technique or representation and even comparable to the quality of the other predictions, although there is still a tendency to predict too low values for the highest concentrations.
Using the optimal neural network model, the dinitrobenzenes are predicted best: the errors are comparable, taking into account the outlying observation in the o&o-DNB prediction.
Another feature that can be used to assess the applicability of data representations is the sensitivity to overfitting. Using the unscaled first-derivative data, no overtitting occurred; the error continued to decrease with the number of training epochs. However, in some of the other representations, overfitting occurred even after less than 1000 epochs. This is clearly an undesirable situation and an indication that the network is taking noise for information.
Conclusion
In this article, it is shown that it is possible to use a sensor consisting of individually modified microelectrodes to quantify multiple components in a sample. Although the precision of the predictions is not extremely good, it is probably sufficient for control and monitoring purposes. It should be kept in mind that the sensor design is not focused on a specific set of chemicals, but is generally applicable.
The data set presented here constitutes a difficult calibration problem: voltammograms of four different types of electrodes are used to quantify four chemically very similar compounds, with very similar reactions occurring at the electrodes. The non-linearities that arise because of adsorption processes on the electrode surface or reactions between products and/or reactants, clearly cannot be accounted for by a linear method like PCR. Neural networks, on the other hand, are better suited to model these types of dependencies.
The representation of the data is of prime importance.
In this work, a chemically appealing representation proved to give the best results. However, other representations lead to more compact models. Also, criteria other than the size of RMS values may be of importance, most notably, the robustness of the sensor. A representation that leads to a larger prediction error may still be preferable if it has much less need for recalibration.
In the ideal situation, each sensor could be fitted with an identical calibration model, possibly executed in hardware. This, however, will probably not be achieved. An alternative is to make use of a basic model that only needs some "fine-tuning" now and again, e.g. some epochs of training on a reference data set. This line of research will be pursued further in our laboratory.
It is interesting to see if there are methods to make use of the so-called "second-order advantage" [8] : linear calibration of second order data (i.e. data in which one sample yields a response matrix instead of a response vector or scalar). These methods, in principle, can account for unknown interferents. However, they are only valid in linear cases. Recently, an approach applied to sensor technology has been published [9] .
