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An important challenge related to the 
prediction of relationships between 
groups of vertices or the properties of 
such relationships (e.g., link 
prediction) is that links are not 
independent (they share vertices) and 
hence the common assumption that 
examples are drawn identically and 
independently does not hold. A 
related problem occurs in frequent 
pattern mining [1], where it is 
non-trivial to define an appealing 
frequency measure for measuring the 
support of a pattern in a network. In 
this paper, we discuss a line of 
research aiming at solving these two 
problems in an elegant way by 
defining a measure which both 
describes the generalization power of 
a sample and is an anti-monotonic, 
normalized graph support measure. 
We review earlier work, discuss 
recent results, and suggest directions 
for future work.
Given a networked sample S,  
PAC: with probability 1-δ, the loss is bounded by ε 
where
δ = exp( -m(S) ε2 / C
1
 + C
2
ε )
with m(S) the effective sample size.
The higher m(S) is, the better bound we can expect. 
If the examples are independent from each other, 
then the effective sample size equals to the sample 
size: m(S) = |S|.
1. A weighting 
approach
Every example 
(hyperedge) has a 
nonnegative weight.
The sum of the 
weights of the 
hyperdges which 
share a vertex is 
smaller than or 
equal to 1. 
G-networked examples
Every example (hyperedge) contains 
several objects (vertices).
Objects are assigned features.
The target value of an example 
depends on all its objects (their features).
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Hyperedges are fixed.
Vertex features are drawn i.i.d..
EXISTING APPROACHES
Approach 1 EQW (EQual Weight)
We ignore the dependence of the networked 
examples, and all examples get the same 
weight.
m(S) = nEQW = |S| / X'(G)
where X'(G) is the fractional edge-chromatic 
number of the hypergraph G.
Approach 2 IND (INDependent set)
We first choose a subset of training examples 
SIND (corresponding to a hypergraph 
matching), and then perform training 
algorithms on SIND. 
m(S) = nIND = |SIND| ≤ β(G)
where β(G) is the maximum matching size of 
the hypergraph G.MOVIE RATING PROBLEM
Movie
(genre, actor 
popularity, ...)
Person
(age, gender, ...)
Theater
(location, ...)
1 movie1 person1 theater1
2 movie1 person2 theater2
3 movie2 person2 theater1
4 movie3 person3 theater3
5 movie4 person4 theater3
6 movie5 person4 theater3
A well know result in 
graph theory is that 
|S| / X'(G) ≤ β(G)
However, it is NP-hard 
to find a maximum 
matching in a 
hypergraph in general. 
nEQW = |S| / X'(G) = 6/3 = 2
nIND = |SIND| = 2 < β(G)
nIND = |SIND| = 3 = β(G)
Maximize   w1+w2+w3+w4+w5+w6
Subject to
 w1+w2 ≤ 1,
 w2+w3 ≤ 1,
 w4+w5 ≤  1,
 w5+w6 ≤  1,
 w4+w6 ≤  1,
    w1 ≥ 0, w2 ≥ 0,  w3 ≥ 0,
   w4 ≥ 0, w5 ≥ 0, w6≥ 0.
m(S) = s(G) = the sum of the weights
and s(G) ≥  β(G).
2. Improve m(S) for the EQW 
method
From m(S) = |S| / X'(G) to m(S) = ω(G), 
where ω(G) is the maximum number of 
hyperedges which share a vertex in G. 
|S| / X'(G) ≤ ω(G)
3. The Min-variance strategy
MiGraNT Project
4. Convexity and pseudo-convexity
In k-partite case [2], 
we can also 
minimize the 
variance of an 
estimator (instead 
of providing an error 
bound), by 
weighting the 
examples.
This strategy results 
in a quadratic 
program.
Movie Person Theater
W
W'
a W +(1-a) W'
In general, we do not 
know which weighting 
vector is optimal.
Still, most 
concentration bounds 
(variance, Chernoff, ...) 
are (pseudo-)convex in 
the weight vector, and 
hence if good bounds 
are available we'll be 
able to determine good 
weights.
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This is a k-partite hypergraph: 
vertices can be divided into k 
partitions and every hyperedge 
meets every partition exactly 
once.
