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a b s t r a c t
Sequences have important applications in ranging systems, spread spectrum communi-
cation systems, multi-terminal system identification, code-division multiple access com-
munication systems, global positioning systems, software testing, circuit testing, computer
simulation, and stream ciphers. Sequences and error-correcting codes are also closely re-
lated. In this paper, we give a well rounded treatment of binary sequences with optimal
autocorrelation. We survey known ones and construct new ones.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The autocorrelation of a binary sequence (s(t)) of period N at shiftw is
ACs(w) =
N−1∑
t=0
(−1)s(t+w)−s(t), (1)
where each s(t) ∈ {0, 1}. These ACs(w), w ∈ {1, 2, . . . ,N − 1}, are called the out-of-phase autocorrelation values. For
applications in direct-sequence code-division multiple access, coding theory and cryptography, we wish to have binary
sequences of period N with minimal value max1≤w≤N−1 |ACs(w)|.
Throughout this paper, let (s(t)) be a binary sequence of period N . The set
Cs = {0 ≤ i ≤ N − 1 : s(i) = 1} (2)
is called the support of (s(t)); and (s(t)) is referred to as the characteristic sequence of Cs ⊆ ZN .
The mapping s 7→ Cs is a one-to-one correspondence from the set of all binary sequences of period N to the set of all
subsets of ZN . Hence, studying binary sequences of period N is equivalent to that of subsets of ZN .
For any subset C of ZN , the difference function of C is defined as
dC (w) = |(w + C) ∩ C |, w ∈ ZN . (3)
Let (s(t)) be the characteristic sequence of C . It is easy to show that
ACs(w) = N − 4(k− dC (w)), (4)
where k := |C |. Thus the study of the autocorrelation property of the sequence (s(t)) becomes that of the difference function
dC of the support C of the sequence (s(t)).
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The following results follow from (4):
(1) Let N ≡ 3 (mod 4). Then max1≤w≤N−1 |ACs(w)| ≥ 1. On the other hand, max1≤w≤N−1 |ACs(w)| = 1 iff ACs(w) = −1
for allw 6≡ 0 (mod N). In this case, the sequence {s(t)} is said to have ideal autocorrelation and optimal autocorrelation.
(2) Let N ≡ 1 (mod 4). There is some evidence [11] that there is no binary sequence of period N > 13 with
max1≤w≤N−1 |ACs(w)| = 1. It is then natural to consider the case max1≤w≤N−1 |ACs(w)| = 3. In this case ACs(w) ∈
{1,−3} for allw 6≡ 0 (mod N).
(3) Let N ≡ 2 (mod 4). Then max1≤w≤N−1 |ACs(w)| ≥ 2. On the other hand, max1≤w≤N−1 |ACs(w)| = 2 iff ACs(w) ∈
{2,−2} for allw 6≡ 0 (mod N). In this case, the sequence {s(t)} is said to have optimal autocorrelation.
(4) LetN ≡ 0 (mod 4). We have clearly thatmax1≤w≤N−1 |ACs(w)| ≥ 0. If max1≤w≤N−1 |ACs(w)| = 0, the sequence (s(t))
is called perfect. The only known perfect binary sequence up to equivalence is the (0, 0, 0, 1). It is conjectured that there
is no perfect binary sequence of period N ≡ 0 (mod 4) greater than 4 [10]. This conjecture is true for all N < 108900
[10]. Hence, it is natural to construct binary sequences of period N ≡ 0 (mod 4)with max1≤w≤N−1 |ACs(w)| = 4.
Binary sequences with optimal autocorrelation have close connections with certain combinatorial designs. The objective
of this paper is to give a well rounded treatment of binary sequences with optimal autocorrelation. We will survey known
constructions, and present new constructions.
2. Combinatorial characterizations
To characterize binary sequences with optimal autocorrelation, we need to introduce difference sets and almost
difference sets.
Let (A,+) be an abelian group of order v. Let C be a k-subset of A. The set C is a (v, k, λ) difference set (DS) in A if
dC (w) = λ for every nonzero element w of A, where dC (w) = |C ∩ (C + w)| is the difference function defined for A. The
complement C of a (v, k, λ) difference set C in A is defined by A \ C and is a (v, v − k, v − 2k+ λ) difference set. The reader
is referred to [9,12] for details of difference sets.
Let (A,+) be an abelian group of order v. A k-subset C of A is a (v, k, λ, t) almost difference set (ADS) in A if dC (w) takes
on λ altogether t times and λ+ 1 altogether v − 1− t times whenw ranges over all the nonzero elements of A [1].
Two subsets D and E of a cyclic abelian group of order v are said to be equivalent if there are an integer ` relatively prime
to v and an element a ∈ A such that E = `D+ a. In particular, we have the equivalence definition for two almost difference
sets and two difference sets in any cyclic group.
Binary sequences of period N with optimal autocorrelation are characterized by the following [1].
Theorem 2.1. Let (s(t)) be a binary sequence of period N, and let Cs be its support.
(1) Let N ≡ 3 (mod 4). Then ACs(w) = −1 for all w 6≡ 0 (mod N) iff Cs is an (N, (N + 1)/2, (N + 1)/4) or
(N, (N − 1)/2, (N − 3)/4) DS in ZN .
(2) Let N ≡ 1 (mod 4). ThenACs(w) ∈ {1,−3} for allw 6≡ 0 (mod N) iff Cs is an (N, k, k−(N+3)/4,Nk−k2−(N−1)2/4)
ADS in ZN .
(3) Let N ≡ 2 (mod 4). Then ACs(w) ∈ {2,−2} for allw 6≡ 0 (mod N) iff Cs is an (N, k, k− (N+2)/4,Nk− k2− (N−1)
× (N − 2)/4) ADS in ZN .
(4) Let N ≡ 0 (mod 4). Then ACs(w) ∈ {0,−4} for allw 6≡ 0 (mod N) iff Cs is an (N, k, k− (N+4)/4,Nk− k2− (N−1)
× N/4) ADS in ZN .
Due to this theorem, we will describe binary sequences with optimal autocorrelation later by difference sets and almost
difference sets in ZN .
Two binary sequences (s1(t)) and (s2(t)) of period N are said to be equivalent if there is an integer ` relatively prime to
N and an integer j such that s2(t) = s1(`t + j) for every t ≥ 0. It is easily shown that two binary sequences are equivalent
if and only if their supports are equivalent.
3. The N ≡ 3 (mod 4) case
Due to Theorem 2.1, we only need to describe all known
(
N, N−12 ,
N−3
4
)
or
(
N, N+12 ,
N+1
4
)
difference sets of Zl, which are
called Paley–Hadamard difference sets.
3.1. Cyclotomic cyclic difference sets and their sequences
Let q = df +1 be a power of a prime, θ a fixed primitive element of GF(q). Define D(d,q)i = θ i〈θd〉, a coset of the subgroup
6 θd〉 generated by θd. The cosetsD(d,q)l are called the index classes or cyclotomic classes of order dwith respect to GF(q). Clearly
GF(q) \ {0} = ∪d−1i=0 D(d,q)i . Define (l,m)d = |(D(d,q)l + 1) ∩ D(d,q)m |. These constants (l,m)d are called cyclotomic numbers of
order dwith respect to GF(q) [21].
2318 Y. Cai, C. Ding / Theoretical Computer Science 410 (2009) 2316–2322
3.1.1. The Hall construction
Let p be a prime of the form p = 4s2 + 27 for some s. The Hall difference set [8] is defined by D = D(6,p)0 ∪ D(6,p)1 ∪ D(6,p)3 .
The characteristic sequence of D is a binary sequence of period pwith ideal autocorrelation.
3.1.2. The Paley construction
Let p ≡ 3 (mod 4) be a prime. The set of all quadratic residues modulo p is a (p, p−12 , p−34 ) difference set in Zp [17]. The
characteristic sequence of this difference set is a binary sequence of period pwith ideal autocorrelation.
3.1.3. The twin-prime construction
Let p and p+ 2 be two primes. Define N = p(p+ 2). The twin-prime difference set is defined by
{(g, h) ∈ Zp × Zp+2 : g, h 6= 0 and χ(g)χ(h) = 1} ∪ {(g, 0) : g ∈ Zp},
where χ(x) = +1 if x is a nonzero square in the corresponding field, and χ(x) = −1 otherwise. Note that Zp × Zp+2 is
isomorphic to Zp(p+2). The image of the difference set above is a difference set in Zp(p+2) whose characteristic sequence has
ideal autocorrelation. For detailed information about this construction, see [2, Chapt. V].
3.2. Cyclic difference sets with Singer parameters and their sequences
Cyclic difference sets in GF(2m)∗ with Singer parameters are those with parameters (2m − 1, 2m−1 − 1, 2m−2 − 1) for
some integer t or their complements. Let D be any cyclic difference set in GF(2m)∗. Then the characteristic sequence of
logα D ⊂ Z2m−1 is a binary sequence with ideal autocorrelation, where α is any primitive element of GF(2m). There are
many constructions of cyclic difference sets with Singer parameters in GF(2m)∗. Below we shall introduce them.
3.2.1. The Singer construction
The Singer difference set [20] is defined by Da = {x ∈ GF(2m) : Tr(ax) = 1} and has parameters (2m − 1, 2m−1, 2m−2).
Its characteristic sequence is (s(t)), where s(t) = Tr(αt) for ant t ≥ 0 and α is a primitive element of GF(2m). This is also
called the maximum-length sequence of period 2m − 1.
3.2.2. The hyperoval construction
A function f from GF(2m) to GF(2m) is called two-to-one if for every y ∈ GF(2m), |{x ∈ GF(2m) : f (x) = y}| = 0 or 2.
Another class of cyclic difference sets with Singer parameters is the hyperoval sets discovered by Maschietti in 1998 [14].
Letm be odd. Maschietti showed that
Mk := GF(2m) \ {xκ + x : x ∈ GF(2m)}
is a difference set if x 7→ xκ is a permutation on GF(2m) and the mapping x 7→ xκ + x is two-to-one. The following κ yields
difference sets:
• κ = 2 (the Singer case).
• κ = 6 (the Segre case).
• κ = 2σ + 2pi with σ = (m+ 1)/2 and 4pi ≡ 1 mod m (the Glynn I case).
• κ = 3 · 2σ + 4 with σ = (m+ 1)/2 (the Glynn II case).
3.2.3. The five-people construction
Let m 6≡ 0 (mod 3) be a positive integer. Define δk(x) = xd + (x + 1)d ∈ GF(2m)[x], where d = 4k − 2k + 1 and
k = (m± 1)/3. Put
Nk =
{
δk(GF(2m)), ifm is odd
GF(2m) \ δk(GF(2m)), ifm is even.
Then Nk is a difference set with Singer parameters in GF(2m)∗. This family of cyclic difference sets were conjectured by No,
Chung and Yun [15], and the conjecture was confirmed by Dillon and Dobbertin [3].
3.2.4. The Dillon–Dobbertin construction
Let m be a positive integer. For each k with 1 ≤ k < m/2 and gcd(k,m) = 1, define ∆k(x) = (x + 1)d + xd + 1, where
d = 4k − 2k + 1. Then Bk := GF(2m) \ ∆k(GF(2m)) is a difference set with Singer parameters in GF(2m)∗. Furthermore, for
each fixed m, the φ(m)/2 difference sets Bk are pairwise inequivalent, where φ is the Euler function. This family of cyclic
difference sets were described by Dillon and Dobbertin [3].
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3.2.5. The Gordon–Mills–Welch construction
Consider a proper subfield GF(2m0) of GF(2m), wherem0 > 2 is a divisor ofm. Let
R := {x ∈ GF(2m) : TrGF(2m)/GF(2m0 )(x) = 1}.
If D is any DS with Singer parameters (2m0 − 1, 2m0−1, 2m0−2) in GF(2m0), then UD := R(D(r)) is a DS with Singer parameters
in GF(2m)∗, where r is any representative of the 2-cyclotomic coset modulo (2m0 − 1), and D(r) := {yr : y ∈ D} [7].
The Gordon–Mills–Welch construction is very powerful and generic. Any difference set with Singer parameters (2m0−1,
2m0−1, 2m0−2) in any subfield GF(2m0) can be plugged in it, and may produce new difference set with Singer parameters.
4. The N ≡ 0 (mod 4) case
In this section, we describe known constructions of binary sequences of period N ≡ 0 (mod 4) with optimal out-of-
phase autocorrelation values {0,−4}.
4.1. The Sidelnikov–Lempel–Cohn–Eastman construction
Let q ≡ 1 (mod 4) be a power of an old prime. Define Cq = logα(D(2,q)1 − 1). Then the set Cq is a
(
q− 1, q−12 , q−54 , q−14
)
almost difference set in Zq−1. The characteristic sequence of Cq has optimal autocorrelation values {0,−4} [13,19].
4.2. Two more constructions
Two constructions were presented in [1]. The first one is the following. Let C be any
(
l, l−12 ,
l−3
4
)
or
(
l, l+12 ,
l+1
4
)
difference
set of Zl, where l ≡ 3 (mod 4). Define a subset of Z4l by
U = [(l+ 1)C mod 4l] ∪ [(l+ 1)(C − δ)∗ + 3l mod 4l]
∪ [(l+ 1)C∗ + 2l mod 4l] ∪ [(l+ 1)(C − δ)∗ + 3l mod 4l] (5)
where C∗ and (C − δ)∗ denote the complements of C and C − δ in Zl respectively. Then U is a (4l, 2l − 1, l − 2, l − 1) or
(4l, 2l+ 1, l, l− 1) almost difference set in Z4l.
The second construction presented in [1] is similar. Let D1 be any
(
l, l−12 ,
l−3
4
)
(respectively,
(
l, l+12 ,
l+1
4
)
) difference set
in Zl, let D2 be a trivial difference set in Z4 with parameters (4, 1, 0). Then
D := (D2 × D∗1) ∪ (D∗2 × D1)
is (4l, 2l− 1, l− 2, l− 1) (respectively, (4l, 2l+ 1, l, l− 1)) almost difference set of Z4 × Zl.
Let φ : Z4 × Zl → Z4l be an isomorphism. Then the characteristic sequence of φ(D) has optimal autocorrelation
values {0,−4}. This sequence is obtained from a binary sequence of period lwith ideal autocorrelation and a binary perfect
sequence of length 4. An alternative description is given in [1].
The constructions are generic, and yieldmany binary sequences of lengthN ≡ 0 (mod 4)with optimal autocorrelation.
All the cyclic difference sets described in Section 3 can be plugged into this generic construction.
5. The N ≡ 2 (mod 4) case
In this section, we describe known constructions of binary sequences of period N ≡ 2 (mod 4) with optimal out-of-
phase autocorrelation values {2,−2}.
5.1. The Sidelnikov–Lempel–Cohn–Eastman construction
Let q ≡ 3 (mod 4) be a power of an old prime. Define Cq = logα(D(2,q)1 −1). Then the set Cq is a
(
q− 1, q−12 , q−34 , 3q−54
)
almost difference set in Zq−1. The characteristic sequence of Cq has optimal autocorrelation values {2,−2} [13,19].
5.2. The Ding–Helleseth–Martinsen constructions
Let q ≡ 5 (mod 8) be a prime. It is known that q = s2 + 4t2 for some s and t with s ≡ ±1 (mod 4). Set n = 2q.
Let i, j, l ∈ {0, 1, 2, 3} be three pairwise distinct integers, and define
C1 =
[
{0} × (D(4,q)i ∪ D(4,q)j )
]
∪
[
{1} × (D(4,q)l ∪ D(4,q)j )
]
.
Then C1 is an
(
n, n−22 ,
n−6
4 ,
3n−6
4
)
almost difference set ofA = Z2×Zq if the generator of Z∗q employed to define the cyclotomic
classes D(4,q)i is properly chosen and
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(1) t = 1 and (i, j, l) = (0, 1, 3) or (0, 2, 1); or
(2) s = 1 and (i, j, l) = (1, 0, 3) or (0, 1, 2).
Another construction is the following. Let i, j, l ∈ {0, 1, 2, 3} be three pairwise distinct integers, and define
C2 =
[
{0} ×
(
D(4,q)i ∪ D(4,q)j
)]
∪
[
{1} ×
(
D(4,q)l ∪ D(4,q)j
)]
∪ {0, 0}.
Then C2 is an
(
n, n2 ,
n−2
4 ,
3n−2
4
)
almost difference set of A = Z2×Zq if the generator of Z∗q employed to define the cyclotomic
classes D(4,q)i is properly chosen and
(1) t = 1 and (i, j, l) ∈ {(0, 1, 3), (0, 2, 3), (1, 2, 0), (1, 3, 0)}; or
(2) s = 1 and (i, j, l) ∈ {(0, 1, 2), (0, 3, 2), (1, 0, 3), (1, 2, 3)}.
Let φ : Z2 × Zq → Z2q be an isomorphism. Then the characteristic sequence of φ(Ci) has optimal autocorrelation values
{2,−2} [6].
5.3. Other constructions
There are four families of binary sequences of period pm − 1 with optimal autocorrelation in [16]. Two of them are
balanced and are equivalent to the Sidelnikov–Lempel–Cohn–Eastman sequence, and the other two are almost balanced
and a modification of one bit of the Sidelnikov–Lempel–Cohn–Eastman sequence.
6. The N ≡ 1 (mod 4) case
In this section, we describe known constructions of binary sequences of period N ≡ 1 (mod 4) with optimal out-of-
phase autocorrelation values {1,−3}.
6.1. The Legendre construction
Let p ≡ 1 (mod 4) be a prime. The set of quadratic residues modulo p form an almost difference set in Zp. Its
characteristic sequence is the Legendre sequence with optimal out-of-phase autocorrelation values {−3, 1}.
6.2. The Ding–Helleseth–Lam construction
Let q = 1 (mod 4) be a prime, and let D(4,q)i be the cyclotomic classes of order 4. For all i, the set D(4,q)i ∪ D(4,q)i+1 is a(
q, q−12 ,
q−5
4 ,
q−1
2
)
almost difference set, if q = x2 + 4 and x ≡ 1 (mod 4) [5]. The characteristic sequence of these almost
difference sets has optimal out-of-phase autocorrelation values {−3, 1}.
6.3. A construction with generalized cyclotomy
Let g be a fixed common primitive root of both primes p and q. Define d = gcd(p−1, q−1), and let de = (p−1)(q−1).
Then there exists an integer x such that
Z∗pq = {g sxi : s = 0, 1, . . . , e− 1; i = 0, 1, . . . , d− 1}.
Whiteman’s generalized cyclotomic classes Di are defined by
Di = {g sxi : s = 0, 1, . . . , e− 1}, i = 0, 1, . . . , d− 1.
Let D0 and D1 be the generalized cyclotomic classes of order 2. Define
C = D1 ∪ {p, 2p, . . . , (q− 1)p}.
If q− p = 4 and (p− 1)(q− 1)/4 is odd, then C is a
(p(p+ 4), (p+ 3)(p+ 1)/2, (p+ 3)(p+ 1)/4, (p− 1)(p+ 5)/4)
almost difference set of Zp(p+4) [4]. The characteristic sequence of these almost difference sets has optimal out-of-phase
autocorrelation values {−3, 1}.
6.4. Comments on the N ≡ 1 (mod 4) case
There are only three known constructions of binary sequences of period N ≡ 1 (mod 4)with optimal autocorrelation.
It can be proved that they are not equivalent.
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7. A generic construction of binary sequences with out-of-phase autocorrelation values {−1, 3}
Throughout this section, let m be an even positive integer. In this section, we describe a generic construction of binary
sequences of period 2m − 1 with out-of-phase autocorrelation values {−1, 3} only.
Let (G,+) be an abelian group of order v, and letD be a k-element subset of G. Assume thatN is a subgroup of order n and
indexm of G. The set D is called a relative difference setwith parameters (m, n, k, λ) if the multiset {r − r ′ : r, r ′ ∈ D, r 6= r ′}
contains no element of N and covers every element in G \ N exactly λ times. A relative difference set is called cyclic if G is
cyclic.
Theorem 7.1. Let R2 be any (2m/2 − 1, 2(m−2)/2 − 1, 2(m−4)/2 − 1) difference set in GF(2m/2)∗. Define
R1 = {x ∈ GF(2m) : Tr2m/2m/2(x) = 1}, R = {r1r2 : r1 ∈ R1, r2 ∈ R2}.
Then R is a (2m − 1, 2m−1 − 2m/2, 2m−2 − 2m/2, 2m/2 − 2) almost difference set in GF(2m)∗. Furthermore, the characteristic
sequence of the set logα R has only the out-of-phase autocorrelation values {−1, 3}, where α is any generator of GF(2m).
Proof. For the convenience of description, define G = GF(2m)∗ and H = GF(2m/2)∗. We first prove that R1 is a relative
difference set with parameters (2m/2 + 1, 2m/2 − 1, 2m/2, 1) in G relative to H . This is to prove that
R1R
(−1)
1 = k1 + λ1(G \ H),
where R(−1)1 := {r−1 : r ∈ R1}, k1 = 2m/2 and λ1 = 1. Clearly, |R1| = k1. Note that Tr2m/2m/2(x) = x+ xγ , where γ := 2m/2.
We need to compute the number of solutions (x, y) ∈ GF(2m)∗ × GF(2m)∗ of the following set of equations
x+ xγ = 1, y+ yγ = 1, xy−1 = a, (6)
where a ∈ GF(2m). It is easily seen that the number of solutions (x, y) ∈ GF(2m)∗×GF(2m)∗ of (6) is the same as the number
of solutions y ∈ GF(2m)∗ of the following set of equations
y+ yγ = 1, (a− aγ )yr = a− 1. (7)
If a ∈ GF(2m/2)∗, aγ − a = 0. So (7) has no solution. If a ∈ GF(2m) \ GF(2m/2), then aγ − a 6= 0 and (7) has the unique
solution y = (aγ − 1)/(aγ − a). This proves the difference set property of R1.
Since R2 is a (2m/2 − 1, 2(m−2)/2 − 1, 2(m−4)/2 − 1) difference set in GF(2m)∗, we have
R2R
(−1)
2 = k2 + λ2(H \ {1}),
where k2 = 2(m−2)/2 − 1 and λ2 = 2(m−4)/2 − 1.
Now we have
(R1R2)(R1R2)−1 = (k1 + λ1(G \ H))((k2 − λ2)+ λ2H)
= k1(k2 − λ2)+ λ1(k2 − λ2)(G \ H)+ k1λ2H + λ1λ2(G \ H)H
= k1(k2 − λ2)+ λ1(k2 − λ2)G+ λ1λ2|H|G− λ1(k2 − λ2)H + k1λ2H − λ1λ2|H|H
= k1(k2 − λ2)+ (λ1(k2 − λ2)+ λ1λ2|H|)G+ (k1λ2 − λ1(k2 − λ2)− λ1λ2|H|)H.
Note that
λ1(k2 − λ2)+ λ1λ2|H| = 2m−2 − 2m/2 + 1
and
k1λ2 − λ1(k2 − λ2)− λ1λ2|H| = −1.
We obtain
(R1R2)(R1R2)−1 = (2m−2 − 2m/2 + 1)(G \ H)+ (2m−2 − 2m/2)(H \ {1})+ 2m−1 − 2m/2.
This proves the almost difference set property of R. It is then easy to prove that the characteristic sequence of logα R has only
the out-of-phase autocorrelation values {−1, 3}. This is left to the reader as an exercise. 
This construction is generic in the sense that the difference sets with Singer parameters described in Section 3 can be
plugged in to obtainmany classes of binary sequences of period 2m−1with the out-of-phase autocorrelation values {−1, 3}
only.
As seen before, the Gordon–Mills–Welch construction of Section 3.2.5 is generic and powerful in constructing difference
setswith Singer parameters. The Gordon–Mills–Welch constructionwas generalized for constructing relative difference sets
in [18, Proposition 3.2.1]. The idea of the construction of almost difference sets in this section is the same as the one in [18,
Proposition 3.2.1]. However, our objective here is to construct almost difference sets.
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8. Concluding remarks
There are only a few constructions of binary sequences of period N with optimal autocorrelation for N = 2 (mod 4)
and N = 1 (mod 4). It may be challenging to find new constructions.
The classification of the binary sequences with optimal autocorrelation according to equivalence is open in some cases.
For the equivalence of binary sequences with ideal autocorrelation, the reader is referred to [22] for information.
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