This paper describes three studies conducted with a total of 114 individuals with hearing loss and 12 hearing controls, with the goal of investigating the impact of audio quality parameters on the accessibility of voice telecommunications. Three categories of parameters are covered: (1) narrowband (NB) versus wideband (WB) audio; (2) encoding audio at varying bit rates, ranging from typical rates used in today's telecom networks to the highest quality supported by these audio codecs; and (3) absence of packet loss to worst-case packet loss in VoIP telephony. With WB audio, individuals with hearing loss exhibit better speech recognition, expend less perceived mental effort, and rate speech quality higher than with NB audio. Bit rate affects speech recognition for NB audio, and speech quality ratings for both NB and WB audio. Packet loss affects all of speech recognition, mental effort, and speech quality ratings. WB versus NB audio also affects hearing individuals, especially under packet loss.
INTRODUCTION
Telephone communication for individuals with hearing loss has long been problematic for a variety of reasons. Problems include difficulty hearing the telephone ring, willingness to answer the telephone and difficulty listening to conversation on the phone [37] . Comments we have received from individuals with hearing loss indicate that telephone communication is challenging at best, particularly for those who want to both listen and speak for themselves. They report that when they cannot make out individual words and hence fail to piece together conversations through listening alone that it is frustrating, tiring, stressful and embarrassing. In spite of this, voice telephone use remains very important. Many report the need for better sound quality and better clarity particularly on cell phones, emphasizing that simply making speech louder is not enough [28] . Fundamentally, speech understanding by people with hearing loss is significantly less robust [7] compared to that of hearing people, and telecommunications has been for the most part voice-only.
To improve access, the Federal Communications Commission administers the popular captioned telephone relay service, which provides audio accompanied by captions generated by human operators. This service has been beset by increasing cost [10] , and does not offer the same degree of privacy and effective communication as direct voice calls that do not involve a third-party operator. Improving the accessibility of voice calls for people with hearing loss could be both high-impact and cost-effective. The characteristics of the audio transmissions on the telecommunications networks may disproportionately impact the accessibility of the telephone system. In voice calls the audio quality of the transmitted speech is typically reduced compared to face-to-face communication. This reduced quality is due in part to the audio bandwidth transmitted over various telephone networks. Many phone networks do not transmit sounds outside approximately 300-3,400 Hz. Some acoustic cues important for speech intelligibility are at these higher frequencies; access to them Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others increases the amount of speech that may be available by approximately 20% [20] (Figure 1 ).
The limitations of narrowband audio (also called standard definition voice) originate from the analog public switched telephone network (PSTN), which has long formed the backbone of telecommunications. Even as PSTN gets replaced with digital mobile and VoIP systems that are, in principle, capable of supporting wider frequency ranges, it still forms the lowest common denominator for cross-carrier calls. Modern VoIP and wireless mobile telephone environments pose additional challenges for people with hearing loss. Both are susceptible to packet loss during network transmission, which degrades sound quality. Additionally, mobile telephony, in the face of network bandwidth constraints, uses a narrowband speech encoding that results in compromised sound quality compared to that delivered by the PSTN and fixed VoIP handsets. The most common codec used for mobile networks (AMR-NB) has significantly reduced the bit rate from 64 kbps on VoIP networks (with quality comparable to PSTN) to rates of 5.90-12.20 kbps via lossy compression techniques based on perceptual coding.
In mainstream telephony, ratings of mobile network sound quality have consistently demonstrated poorer quality for speech than for that experienced on the PSTN. Intelligibility of speech is not typically assessed, because for hearing individuals, speech understanding can remain robust even under severe signal degradation and so does not serve as a meaningful differentiator of system performance. For people with hearing loss, however, intelligibility may be negatively impacted, and consequently, access to the telephone system also may be impacted.
One simple way to improve sound quality, and also potentially improve access for people with hearing loss, is to use wideband encoding (also called high definition voice). Wideband audio codecs typically extend the audio bandwidth from the narrowband 300 Hz-3.4 kHz to 50 Hz-7 kHz, although the effective bandwidth will be circumscribed by other factors, such as the handset characteristics on both the send and receive ends. The 3 rd Generation Partnership Project (3GPP) standards group adopted the AMR-WB codec for implementing wireless mobile wideband audio.
AMR-WB supports bit rates from 12.65 to 23.85 kbps and has been deployed by carriers in the US in their 4G networks and handsets operating Voice over Long-Term Evolution (VoLTE). The improvement in data speeds accompanying the deployment of LTE provides the opportunity to increase the bandwidth for speech at very little additional cost in terms of data usage. Unfortunately, cross-carrier interoperability has not been a priority, and calls between different carriers typically fall back to narrowband audio. Additionally, wideband encoding techniques have been employed in point-to-point VoIP calls (e.g., Skype), business telephone systems and videoconferencing systems.
Many people with hearing loss have access to the wideband audio frequencies above the narrowband cutoff of 3400 Hz. Among hearing devices used by individuals with hearing loss, all three cochlear implant (CI) systems available in the US can process audio and deliver information from approximately 200 Hz up to 8.5 kHz [22] depending on the system. Hearing aids (HA) have, likewise, extended their effective audio bandwidth and are being fit for individuals who demonstrate sound audibility and benefit from access to this extended frequency region [2] [4] [35] .
Therefore, even though the deployment has been driven by sound quality considerations, wideband audio may also confer telecommunications accessibility benefits for individuals with hearing loss who either prefer or need to use voice communication where they both listen and speak for themselves. These benefits may go beyond improved speech quality and extend to better speech recognition and reduced expenditures of mental effort.
However, to date there has been little understanding of the purported benefits -in particular, the impact on objective measures of speech recognition or subjective judgments of either sound quality or mental effort by individuals with hearing loss. Likewise, the effect of possible degradations due to common network impairments in the VoIP and mobile worlds, such as packet loss, on these same objective and subjective measures is unknown.
Purpose: This paper aims to provide this understanding through a series of three experiments conducted over three years. Overall, we address the following research questions for people with hearing loss in each respective experiment: (1) Does wideband (WB) audio increase speech recognition and decrease mental effort compared to narrowband (NB) audio? (2) Does the data rate (i.e. bit rate) of the NB and WB audio codecs impact these two measures, and how does it compare to the quality of NB audio on PSTN and VoIP? (3) What is the impact of packet loss, characteristic for mobile and IP networks, on speech recognition, subjective mental effort and speech quality ratings; and how do people with hearing loss compare to hearing people in these categories?
The three experiments, described below, followed an iterative design approach. Each successive experiment built on questions raised by the findings of the previous one, and also replicated key findings from prior experiments. Experiment 1 found that wideband audio benefits people with hearing loss under optimal listening conditions. Experiment 2 replicated this finding, and tested the effect of varying bit rates, which shows that low bit rate narrowband mobile and IP telecommunications are especially challenging compared to old landline phones. Experiment 3 again confirmed the benefit of wideband audio and showed that those benefits still hold under less-than optimal listening conditions due to packet loss, typically found in mobile and IP telecommunications networks.
RELATED WORK
Increasing the telephone audio bandwidth has been shown to increase speech quality and, in some cases, intelligibility in noise for hearing individuals [11] . Artificial bandwidth extension, primarily for cochlear implant users, has received limited attention, with some promise for improved speech recognition and quality [14] [25] [30] . Higher bit rates for hearing individuals, as measured either directly or through a predictive algorithm, are associated with higher perceived audio quality [1] [13] . Likewise, network impairments, such as bursty packet loss, that occur to varying degrees in mobile and VoIP telephony environments are known to degrade perceived audio quality for hearing individuals [1] [13] . No systematic investigation has been conducted to date on audio bandwidth, bit rate and network packet loss for individuals with hearing loss, in spite of the prevalence of hearing loss. In the United States, the prevalence of hearing loss is about 12.7% or 30 million people 12 years or older [23] , increasing with age to nearly 63.1% of adults 70 years or older [24] .
There is some past work on technical requirements related to accessible telephone systems for people with hearing loss. Such work includes the impact of audio-video sync for video telecommunications on listening and lip-reading [21] [26], sign language video communications [6] [8] [36] , signal to noise ratios for coupling digital wireless telephones with hearing devices [17] [18] , and connectivity options between phones and hearing devices more generally [27] [32] [39] . Other research has focused on building audio enhancements directly into telecommunications systems [19] [33] , in order to match the hearing loss profiles of individuals with their use of telephones. However, to our knowledge, this is the first study to explore the impact of technical parameters on telecommunications for people with hearing loss.
AUDIO QUALITY PARAMETERS COMPARISON
We conducted a series of three related experiments on voice telecommunications accessibility for individuals with hearing loss over the course of three years. The goal was to better understand the impact of a variety of technical parameters related to audio quality in mobile and VoIP telephony environments on audio-only telecommunications by individuals with hearing loss. The audio quality parameters investigated included codec audio bandwidth (i.e., narrowband vs wideband audio), codec bit rate and the impact of packet loss. Each experiment utilized the same basic experimental design and protocol, which allowed us to both replicate the codec audio bandwidth condition and strengthen our protocol in the second and third experiments. In the third and final experiment, the protocol was extended to include a group of individuals without hearing loss. This provided a means of direct comparison of results between individuals with hearing loss and hearing individuals, whose quality of experience is most often considered by industry.
Each experiment used a within-subjects repeated measures design and consisted of one-hour test sessions, during which paid participants listened to stimuli (available at https://bit.ly/2JLF9Pj) and provided recognition and ratings data. Participant recruitment took place through Hearing Loss Association of America and other institutions serving people with hearing loss. All participants were required to be fluent English-speaking adults, 18 years of age or older. Participants with hearing loss were also required to be daily hearing device users, as well as regular users of the voice telephone. For all participants, we ensured that they were able to access the higher frequencies provided by wideband audio. In the first experiment, only daily CI users were recruited, who are known to perceive sound up to at least 7 kHz [22] . In the subsequent two experiments, both daily HA and CI users were recruited. All participants for these subsequent experiments were required to pass a hearing screening for audibility of the higher frequencies (4 kHz and 5 kHz) available through wideband audio codecs. For participants with hearing loss, the screening was completed while using their hearing devices. Participants with hearing loss also completed an intake survey at the beginning of their test session, which included questions about their degree of hearing loss, hearing device use, and communication during face-to-face and telephone conversations.
Experiment 1: Codec Audio Bandwidth
The research question addressed in Experiment 1 was: Does the use of wideband (WB) encoding compared to narrowband (NB) encoding increase speech recognition and decrease expenditures of mental effort for individuals with hearing loss who have access, through their hearing devices, to frequency information above 3,400 Hz? Testing of NB versus WB telephone speech was completed with a group of 42 cochlear implantees, who as noted in the introduction, can access the frequencies above the NB cutoff of 3,400 Hz.
Participants
Forty-two individuals with hearing loss participated in the study. Of the 42 individuals with hearing loss, 29 were women and 13 were men, with an average age of 57.5 years (ranging from 22-86 years). All participants had at least two to three years of self-reported hearing device use. All individuals used their cochlear implants during testing, with 24 bilateral CI users, 8 unilateral CI users and 10 individuals who used a CI in one ear and a HA in the other ear. Selfreported hearing loss ranged from severe to profound across both ears. Most participants (37) reported profound hearing loss in the ear(s) with a CI.
Materials
Stimuli for the experiment were drawn from the Computer Assisted Speech Perception Evaluation and Training tool, or CASPER [3] . CASPER is a system for evaluation of speech in audio, visual (lipreading) and combined modes that consist of 72 sentence sets. These sets consist of related topics and are designed to be representative of conversational speech. Eight sentence sets were used to prepare the stimuli, with 2 different sets used for each test condition.
Stimulus preparation:
For each study participant, speech recognition was tested using CASPER sentence sets in two Paper Session 1: Speaking and Signing ASSETS '19, October 28-30, 2019, Pittsburgh, PA, USA audio-only conditions, narrowband telephone speech (AMR NB at a bit rate of 12.20 kBit/s) and wideband telephone speech (AMR WB at a bit rate of 23.85 kBit/s), which are the respective highest-quality rates for both codecs.
The original CASPER files are encoded PCM audio sampled at 22,050 Hz. The audio stream was demultiplexed and downsampled to PCM audio at a sampling rate of 16 kHz, thereby limiting the audio bandwidth to 8 kHz. Then each stimulus was transcoded to AMR-NB and AMR-WB via ffmpeg with the OpenCore-AMR libraries [31] at the respective bit rates. Because the resulting samples are not widely supported by operating system playback and audio editing software, each AMR-encoded stimulus was losslessly converted back to PCM audio, again using ffmpeg with the OpenCore-AMR libraries. Finally, each file was equalized in a post-processing step in Adobe Audition, in order to ensure consistent volume levels across all stimuli.
All sentence sets were processed for each of the two test conditions, and the sentence sets used for each condition was counterbalanced across subjects. This was done to guard against the effects of possible differences in intelligibility, either inherent or as a result of the processing.
Method
Participants repeated the sentences that they heard through the microphone of their CI; using a test set up that simulated cell phone listening via speakers with an average presentation level set so that the frequent peaks of speech measured between 64-70 dB SPL on a sound level meter at the location of the listener's head. This range was selected because it represents both the average level of conversational speech during typical face-to-face communication at one meter and the nominal levels for conversational gain used in telephony for one-ear and two-ear listening [5] . The participants' responses were scored as the number of words correctly repeated per set (out of 102 total words) for each condition. Each administration of one sentence set per condition took approximately 5 minutes. Presentation of conditions was counterbalanced across subjects.
Following the completion of testing for one sentence set/one condition, the Subjective Mental Effort Questionnaire (SMEQ) [34] was administered. The SMEQ provides a posttask rating of the mental effort an individual expends in completing a task. It consists of a single numeric scale from 0 to 150, with nine labels from "Not at all hard to do" to "Tremendously hard to do." Participants moved a slider on a computer to the point in the scale that represented their judgment of task difficulty. The software calculated the scale value selected by the participant. Higher values indicate greater perceived task difficulty.
Results
Results showed access to WB telephone audio improved speech recognition (in quiet) over speech recognition using typical NB telephone audio. In addition, WB audio resulted in lowering the perceived mental effort expended during completion of the speech recognition task compared to that expended for NB audio. 
Experiment 2: Codec Audio Bandwidth and Bit Rate
Experiment 1 suggests that at optimum quality (i.e., the highest available data rates) under carefully controlled conditions (i.e., simulated phone audio over speakers at known levels), WB audio results in significantly better speech understanding, as well as significantly lower expended mental effort. The follow-up research question for Experiment 2 was if this effect could be replicated not just at the highest data rates, but also at lower data rates more representative of mobile networks, and how the quality of mobile audio codecs compares to that found on the PSTN.
Additionally, the careful control of the sound levels was relaxed by switching from a simulated phone environment to a real wireless phone, and letting participants self-select their most comfortable listening level (MCL) on the phone. We also expanded the participant pool from CI users to a mix of CI and HA users. As mentioned previously, all participants were required to pass a listening test with tones 4 and 5 kHz to ensure that they had access to the WB audio frequencies.
Testing of narrowband versus wideband telephone speech at various bit rates was completed with a group of 36 cochlear implant and hearing aids users.
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Participants
Thirty-six individuals with hearing loss participated in the study. Of the 36 individuals with hearing loss, 23 were women and 13 were men, with an average age of 48 years (ranging from 18-73 years). All participants had at least one year of self-reported hearing device use. Fourteen individuals used their CIs during testing, while the other 22 used their HAs. Self-reported hearing loss ranged from mild to profound across both ears. In the test ear, most hearing aid users reported moderately-severe or severe hearing loss, while three reported moderate hearing loss, one reported mild hearing loss and one reported not knowing their degree of hearing loss. All CI users reported profound hearing loss.
Materials
As in Experiment 1, stimuli for Experiment 2 were drawn from CASPER. However, six different sentence sets, each spoken by two speakers (1 male and 1 female), were used to prepare the stimuli, with 2 different sets used for each test condition. Each participant received one of the two speakers across all conditions. A separate set of CASPER sentences were used to train participants on the procedure and to establish an individual's MCL for telephone listening.
Stimulus preparation:
The conditions with associated codecs and bit rates used for this experiment are shown in Table 3 below. G.711 u-law was the baseline NB audio condition providing toll quality speech (i.e., quality comparable to that of a long-distance call placed over the PSTN). The next four conditions used AMR-NB and AMR-WB audio at the maximum bit rates for the highest possible quality (as in Experiment 1), and bit rates more typical of wireless mobile networks at the time of testing. The sixth condition was a low-pass (LP) filtered version of AMR-WB audio at the highest quality (i.e., 23.65 kbps) with a cut off frequency of 3500 Hz. This condition examined whether any change in performance with the AMR-WB codec at 23.65 kbps, compared to the others, was due to the higher bit rate or extended audio bandwidth used for encoding. The 3500 Hz cutoff was realized through an 8 th -order Butterworth filter, in order to produce a high rate of roll off and a narrow transition band while having a maximally flat filter.
All sentence sets were processed in a similar way as in Experiment 1 for each of the six test conditions (cf. Experiment 1: Codec Audio Bandwidth), except for an additional preprocessing step. A send mask was applied to each sample prior to transcoding, to mimic the frequency response of wireless phone microphones. The sentence sets for each condition were counterbalanced across subjects.
Method
Participants' preferred ear and self-selected speech MCL for telephone listening were used in all test conditions. An iPhone 4S was used for presentation of stimuli. A custom app developed by the researchers was used to control presentation of all stimuli in the correct order, and to control the phone settings. To minimize the risk of RF interference with the hearing device, no mobile or WiFi network connections were active on the phone during testing. The phone was placed in a normal use position at the microphone of a participant's hearing device. An adjustable stand was used to position and hold the handset. The stand was used in order to reduce fatigue, maximize coupling and maintain consistent handset positioning, thereby providing a constant input level to a hearing device's microphone during the course of testing. A Velcro headband was loosely placed around the participant's head and the phone to assist the listener in maintaining the relative positioning of their hearing device's microphone and the phone's speaker for best-case acoustic coupling, as shown in Figure 2 . A Bluetooth keyboard paired with the phone was used by the testers to interact with the phone; no on-phone buttons were used. Prior to the start of testing, all participants received training on the entire procedure, with instructions provided both verbally and in writing.
Condition
The speech MCL was established at the beginning of testing and locked on the phone for the remainder of testing. While participants held the phone to their ear or hearing device's microphone, the volume control (VC) setting of the phone was set at its mid-point. Each participant then listened to the telephone speech indicating whether they wanted the tester to increase or decrease the VC so that the speech level was Paper Session 1: Speaking and Signing ASSETS '19, October 28-30, 2019, Pittsburgh, PA, USA comfortably loud. The VC setting was adjusted up and down several times to converge on a consistent MCL judgment. The phone was then placed in the stand. The VC setting for the MCL judgment was confirmed and locked.
As in Experiment 1, participants listened to and then repeated each sentence that they heard, and researchers scored their responses for the number of words correctly repeated in each sentence. Following presentation of all 12 sentences for a given condition, the Mean Opinion Score (MOS) was administered. The MOS is an absolute category rating for speech quality on a 5-point scale from excellent/5 to bad/1. Participants selected the category which best represented the overall quality of speech they experienced when listening to the sentences for a given condition. Lastly, audibility of third octave band noises centered at 150, 250, 4k, 5k Hz was tested to reconfirm the results of the audibility screening individuals were required to pass in order to participate in the study. As in Experiment 1, presentation of conditions was counterbalanced across subjects.
Results
Overall, results showed that WB audio again provided benefits over NB audio for both speech recognition and speech quality. Additionally, lower bit rates for a given audio bandwidth produced lower ratings of speech quality, and for NB audio, poorer speech recognition also resulted.
Figure 3. Mean percent words correct and standard error for narrowband and wideband audio, grouped by the bit rates for telephony (low bit rate), and the best-quality bit rates allowed by the respective codecs (high bit rate). WB-LP is the lowpassfiltered wideband audio encoding to mimic narrowband audio at the higher bit rates supported by AMR-WB.
It should be noted that overall performance levels were high for the speech recognition task. Between 5 to 15 participants for each audio codec condition had maximum or near maximum speech recognition scores of 98 -100 % correct. Given the high proportion of participants having maximal scores, it is possible that a ceiling effect [9] occurred for speech recognition, especially for WB audio codec conditions. Although the independent variable of codec did have an effect on the dependent variable of speech recognition as evidenced by the significant post hoc tests described below, the differences between the means in most cases were small. Figure 5-Figure 6 .
Figure 4. Mean speech quality (MOS) and standard error for narrowband and wideband audio, grouped by the bit rates for telephony (low bit rate), and the best-quality bit rates allowed by the respective codecs (high bit rate). WB-LP is the lowpassfiltered wideband audio encoding to mimic narrowband audio at the higher bit rates supported by AMR-WB.

Table 5. Pairwise comparisons (n=36) with post hoc significance testing for speech recognition and MOS of varying bit rates, corresponding to the graphs in
Speech Recognition and Speech Quality Ratings:
A oneway ANOVA with repeated measures was performed separately for the speech recognition (F(5,175)=8.93, p<10 -6 ) and speech quality (MOS) (F(5,175)=17.3, p<10 -6 ) data, indicating in both cases that the means for the six audio codec conditions were not all equal. Further post hoc significance testing was done on select pairwise comparisons to examine the effects of audio bandwidth and bit rate.
Audio Bandwidth: For the same coding strategy (AMR), WB audio @ 12.65 and 23.85 kbps produced better speech quality and speech recognition than NB audio @ 5.90 and 12.20 kbps, respectively. Filtering the higher bit rate WB audio (23.85 kbps), reduced speech quality, but not speech recognition compared to unfiltered WB audio of the same bit rate, while no difference was observed between the filtered WB audio and AMR-NB @ 12.20 kbps (Figure 3-Figure 4 and Table 4 ).
Bit rates:
Higher bit rates produced better speech quality for both NB and WB audio than their lower bit rate counterparts. For AMR-NB audio, a higher bit rate also produced better speech recognition. The much higher bit rate for G.711 NB audio (64 kbps) produced neither better speech quality nor speech recognition than AMR-NB @ 12.20 kbps, although G.711 showed better speech recognition and quality than AMR-NB @ 5.90 kbps (Figure 5-Figure 6 and Table 5 ).
Experiment 3: Audio Codec Bandwidth and Network Packet Loss
Experiment 2 showed that the WB audio advantage over NB still holds with bit rates typical of mobile telephony, with a real phone as opposed to simulated, and when participants are allowed to position the phone and determine MCL themselves. The follow-up research question for Experiment 3 was to determine the impact of network impairments, on speech recognition, mental effort, and sound quality ratings. An additional question was how these impacts differ between people with hearing loss and hearing people.
In the previous experiment, a ceiling effect was observed for the wideband audio stimuli for a number of participants. This suggests that the CASPER sentence sets were not challenging enough for these participants. Therefore, for this experiment, we employed the IEEE Harvard sentence set [15] , which is commonly used in voice telephony audio testing. The sentences have low predictability and pose much greater challenges for speech recognition. We partnered with AT&T Labs to encode the Harvard stimuli, so as to ensure that the audio encoding exactly mirrored the behavior of realworld mobile handsets and networks, and that the packet loss mirrored conditions found in the real world.
Testing of NB vs WB telephone speech at various levels of packet loss was completed with a group of 36 cochlear implant and hearing aids users and 12 hearing controls.
Participants
Thirty-six individuals with hearing loss participated in the study, along with twelve hearing individuals all younger than 50 years old. Of the 36 individuals with hearing loss, 25 were women and 11 were men, with an average age of 51 years (ranging from 22-79 years). All participants had at least two years of self-reported hearing device use. Twelve individuals used their CIs during testing, while the other 24 used their HAs. Self-reported hearing loss ranged from mild to profound across both ears. In the test ear, most HA users reported moderately-severe or severe hearing loss, while all CI users reported profound hearing loss.
Materials
Stimuli for this experiment were drawn from the IEEE Harvard sentence lists [15] , which as mentioned above pose a much greater listening challenge than CASPER. These sentences are a collection of 72 lists of 10 sentences that are phonetically balanced, using specific phonemes at the same frequency they appear in English. Because these sentences date back to the 1940s and language use patterns have shifted since then, lists containing words that might have been offensive or unfamiliar to participants today were screened out. In the end, twelve sentence lists were used to prepare the stimuli. Pairs of lists were combined to create six sets of 20 sentences each with, on average, 157 words per set.
Recordings of all Harvard sentences were provided by Sense Synergy and included two male and two female speakers per sentence. Within a set of 20 sentences in a single test condition, five sentences were spoken by each of the four Paper Session 1: Speaking and Signing ASSETS '19, October 28-30, 2019, Pittsburgh, PA, USA speakers, and each participant received a different mix of speakers across all conditions. Furthermore, the presentation order of sentences in each set was randomized across test conditions and participants. Additionally, other sentences were used to train participants on the procedure and to establish an individual's MCL for telephone listening.
Stimulus preparation:
The conditions associated with codecs, bit rates and packet loss are shown in Table 6 below. Two baseline conditions and four conditions of reduced audio quality due to packet loss were prepared, for a full factorial design with audio bandwidth and packet loss as the factors. The baseline conditions included NB and WB audio with no packet loss at typical data rates used in mobile networks, determined in consultation with AT&T. The other four conditions involved two levels of bursty packet loss, 3% and 20%, for each baseline condition. The worst-case quality levels in a managed mobile network and over unmanaged Wi-Fi Internet calling, respectively, determined the percentages of packet loss selected. These conditions set upper/lower bounds on the effects of packet loss on speech quality likely to be experienced in mobile calling. Table 6 . Experimental conditions of audio codec, bit rate, and packet loss, with a full factorial design across bandwidth and packet loss.
Condition
AT&T Labs carried out all signal processing for speech coding and injection of packet loss. To prepare the stimuli for processing, the silences at the beginning and end of each sentence were deleted, and the sentences within a given set were concatenated. Each concatenated sentence set was processed using the NB and WB encoding strategies. Silence suppression (DTX) was hardcoded to be off in both the narrowband and wideband codec implementations used to process all stimuli, which means comfort noise generation and voice activity detection were also disabled. Since the silence preceding and following each sentence was removed before the sentences were joined together, it is unlikely there is any impact of having DTX off. Packet loss concealment (PLC) was provisioned on, and the same technique, a form of waveform substitution, was used for both codecs. Conceptually, with this technique, the last received packet is repeated in place of each lost packet until another packet is received. When more than one packet is lost in a row, as is the case with bursty packet loss, the signal level of each substituted packet is reduced. This reduction continues progressively for each lost packet until a level approximating that of comfort noise is reached or a new packet is received.
Packet loss was introduced using the Gilbert-Elliott model [12] with Gamma set at 0.8. This model utilizes a two-state Markov model approach and is widely used to generate impairments that simulate transmission failures in real-time services over telecom networks. Within this model, lower levels of Gamma produce more random packet loss distributions, while higher levels of Gamma produce more bursty distributions of packet loss. Packet loss in both mobile and VoIP networks has been characterized as bursty [16] , rather than random. Therefore, a higher level of Gamma was selected in order to simulate the bursty nature of packet loss in these telephony environments. Following processing, the sentences in each set were separated and losslessly converted to PCM audio to support playback on an iPhone. 100 ms of silence was added to the beginning and end of each sentence to avoid any clipping induced by playback delays, and levels were equalized as in the previous experiments.
As in the previous experiments, sentence sets were processed for each of the six test conditions, and the sentence set used for each condition was counterbalanced across subjects. This was done to guard against the effects of possible differences in intelligibility, either inherent or as a result of the temporal distribution of lost packets, among sentence sets.
Method
As in Experiment 2, participants used their preferred ear, and self-selected speech MCL and phone positioning (in the case of hearing participants, to their ear). The setup of the hardware and software was identical to that of Experiment 2, as well. The same custom app on an iPhone 4S was used and controlled through a Bluetooth keyboard. As before, the phone was held in position with a stand and a Velcro headband (cf. Experiment 2: Codec Audio Bandwidth and Bit Rate -Method; and Figure 2 ).
The procedure was analogous to that of the previous experiment (cf. Experiment 2: Codec Audio Bandwidth and Bit Rate). Prior to testing, all participants received training on the entire procedure. The speech MCL was established and locked for the remainder of the testing. For each study participant, speech recognition was tested using one set of IEEE sentences for each of the six audio quality conditions via listening to and repeating sentences, providing ratings; followed by reconfirming audibility of band noises. Participants provided both SMEQ and MOS ratings.
Each administration of one condition took seven minutes. Presentation of conditions was counterbalanced across subjects. To guard against bias, a double-blind procedure was used in which neither researchers administering the experiment, nor the participants, were aware of which conditions were being evaluated for any given sentence set.
Results
Overall, results showed for people with hearing loss that WB audio continues to confer benefits over NB audio in the areas Paper Session 1: Speaking and Signing ASSETS '19, October 28-30, 2019, Pittsburgh, PA, USA of speech recognition, perceived mental effort, and speech audio quality ratings. Hearing participants saw benefits, too, especially under packet loss conditions. Additionally, participants with hearing loss had poorer speech recognition, higher perceived mental effort and lower ratings of speech audio quality, compared to their hearing counterparts, regardless of audio codec bandwidth and degree of packet loss. There was no ceiling effect present for participants with hearing loss, in contrast to Experiment 2. The detailed results are shown in Table 7 .
Speech Recognition: For participants with hearing loss, a repeated measures, two-way ANOVA for words correct showed significant main effects of the factors audio bandwidth (F(1,35) = 16.8, p<0.000) and packet loss (F(2,70) = 278, p<0.000), but no significant interaction between the two factors (F(2,70) = 1.44, p<0.243).
For the hearing participants, a repeated measures, two-way ANOVA for words correct showed significant main effects of the factors audio bandwidth (F(1,11) = 16.0, p<0.002) and packet loss (F(2,22) = 31.9, p<0.000) and a significant interaction between the two factors (F(2,22) = 5.82, p<0.009); see Figure 7 .
Figure 7. Main and interaction effects plot for % words correct with respect to the packet loss and audio bandwidth factors, for both hearing (H) participants and participants with hearing loss (HL). There were significant main effects for packet loss and audio bandwidth for both H and HL, but only a significant interaction for H.
Mental Effort: For participants with hearing loss, a repeated measures, two-way ANOVA for SMEQ ratings showed significant main effects of the factors audio bandwidth (F(1,35) = 4.44, p<0.042) and packet loss (F(2,70) = 54.1, p<0.000), but no significant interaction between the two factors (F(2,70) = 1.75 p<0.181).
For the hearing participants, a repeated measures, two-way ANOVA for SMEQ ratings showed significant main effects of the factors audio bandwidth (F(1,11) = 14.0, p<0.003) and packet loss (F(2,22) = 47.3, p<0.000), but no significant interaction between the two factors (F(2,22) = 0.329, p<0.723); see Figure 8 .
Mean Opinion Score: For participants with hearing loss, a repeated measures, two-way ANOVA for MOS ratings showed significant main effects of the factors audio bandwidth (F(1,35) = 7.75, p<0.009) and packet loss (F(2,70) = 58.2, p<0.000) and a significant interaction between the two factors (F(2,70) = 3.22, p<0.046).
Figure 8. Main and interaction effects plot for SMEQ with respect to packet loss and audio bandwidth, for both hearing (H) participants and participants with hearing loss (HL). There were significant main effects for packet loss and audio bandwidth for both H and HL, but no significant interaction.
For the hearing participants, a repeated measures, two-way ANOVA for MOS ratings showed significant main effects of the factors audio bandwidth (F(1,11) = 22.6, p<0.001) and packet loss (F(2,22) = 77.0, p<0.000), but no significant interaction between the two factors (F(2,22) = 1.06, p<0.363); see Figure 9 . receptive listening tasks, and may not reflect performance during phone conversations between two people. In terms of methods, we used microphone coupling (i.e., the audio goes from phone speaker to hearing device microphone) and a fixed handset position We did not explore other coupling methods, such as telecoil or Bluetooth coupling, or the variations that can occur in the acoustic signal received at the hearing device's microphone when the handset is held at the ear without the fixed positioning we used in the experiments. Addressing each of these limitations is important to understanding how our findings translate to real-world use.
CONCLUSIONS AND FUTURE WORK
We have shown for 68 cochlear implant and 46 hearing aid users, for a total of 114 participants with hearing loss, that wideband audio confers significant benefits in the areas of speech recognition, reduced perceived mental effort, and perceived audio quality. These findings have been replicated across three studies. The codec and bit rate typical of wireless mobile telephony -AMR-NB 5.90 -results in both poorer speech recognition and poorer perceived audio quality than higher-quality narrowband encodings prevalent on VoIP and PSTN. For wideband audio, the typical AMR-WB 12.65 supports recognition similar to higher quality bit rates, but perceived audio quality is still better with higher bit rates. Packet loss results in significantly degraded performance; however, the advantage of wideband over narrowband audio still holds, especially on managed networks that limit packet loss to 3%. Finally, we have also confirmed that among hearing people, wideband audio confers benefits, especially under degraded network conditions.
Overall, these studies strongly suggest that ubiquitous wideband audio in telecommunications is a win-win for hearing people and people with hearing loss alike -speech quality and accessibility are both significantly improved over narrowband. Implementers of telecommunications systems should favor wideband audio over narrowband audio, and technical/policy standards should make wideband support required (e.g., as already done in Section 508 in the US, and ETSI EN301 549 in Europe), rather than recommended (e.g., the next-generation emergency calling specification in North America [29] ). Telecommunication providers also should make sustained efforts to ensure interoperability of wideband audio calls across environments and carriers, which has languished in the US since a 2014 petition in front of the FCC [38] . If the narrowband audio codec AMR-NB must be supported in legacy telecom, bit rates higher than 5.90 kBit/s should be considered. Additionally, managed networks with quality of service guarantees, so as to minimize packet loss, can potentially offer better accessibility for voice calls than services that operate on the open internet.
Now that we better understand the impact of speech coding and network impairments, appropriate follow-up studies should explore these technical parameters in more ecologically valid tasks and environments. Future work also should consider what bit rates are appropriate for people with hearing loss for the Opus codec, which is widely implemented in web-based audio and video calling, and adopted as a requirement in the 2017 Section 508 Refresh. Additionally, the interaction between wideband audio and synchronized video should be considered, as well as the performance of wideband audio in noisy environments that are typical of mobile phone use. Lastly, although this paper provides clear evidence toward improving receptive telephone listening, the relationship between listening and the ability of people with hearing loss to hold phone conversations is poorly understood, and merits further investigation using conversational-type tasks. Table 7 . Results for testing audio bandwidth and packet loss on participants with hearing loss (HL) and hearing participants (NH).
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