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Abstract
Interventional procedures are used for diagnosis and/or treatment that in-
volves entry into the body through incision or puncture. Endovascular proce-
dure using guidewire/catheter and needle biopsy procedures are two common
surgeries that are performed interventionally using image guidance.
Inadequate visual and force feedback, while navigating surgical tools dur-
ing endovascular (guidewire/catheter) procedures, elevates the risk of surgi-
cal error. Further, long-term exposure to x-ray and radiation is a potential
occupational hazard for health care providers. Current endovascular robotic
systems have helped in reducing the exposure of radiation while improving
the precision with which the devices can be placed inside the body. However,
the current systems do not provide accurate force feedback or utilize a sur-
geon’s intuitive surgical skills during manipulation from the master console.
Needle biopsy procedures are most frequently performed in hospitals for
fluid extractions, biopsies, diagnosis, therapies, and surgeries. Researchers
have attempted to model needle insertion into soft tissue using mathematical
modeling, yet, wide variability in human anatomy and complexity of access
have not been implemented.
The goal of this dissertation is to improve two interventional surgical pro-
cedures. (i) Endovascular robotic procedures: a novel endovascular robotic
system with teleoperation control is designed and developed to addresses two
issue; overcome the barrier of transferring surgical skills on a robotic console
and; overcome lack of realistic force estimation and feedback mechanism in
the robot surgical systems with passive surgical tools, (ii) Needle biopsy
procedures: research work focuses on an intelligent robotic system to assist
with breast biopsy procedures using; a new ultrasound-guided in-situ needle
biopsy robotic medical assistance system, and; a robotic system that uses
deep learning techniques to provide needle-tissue interaction force parameter
for situation awareness during the procedure.
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Medical robotic systems have transformed surgical procedures from inva-
sive open surgeries to minimally invasive procedures. As a result, numerous
challenges including duration, patient recovery, blood loss, precision, hand
tremor, visibility, hazardous radiations, etc. have greatly improved. Several
robotic devices have assisted in various surgical procedures such as endovas-
cular, laparoscopic, endoscopy, arthroscopy, microsurgery, keyhole, etc. This
dissertation focuses on interventional procedures that are used for diagnosis
or treatment that involves incision; puncture, entry into a body cavity, or
the use of ionizing, electromagnetic or acoustic energy.
The dissertation chapters are organized as follows: The introduction to
endovascular procedures and needle biopsy procedures and a brief discussion
on the contributions of this dissertation are discussed in Chapter I. Chapter
II discusses the challenges in these medical procedures and the motivation
behind the research work. The current state-of-the-art and existing research
work in the literature are presented in Chapter III. Design, mathematical
modeling, and development of the surgeon augmented endovascular robotic
system is given in Chapter IV. Chapter V discusses the force calibration
technique for an ERS robot with proximal force measurement. The system
integration and performance validation of the ERS robot are presented in
Chapter VI. Chapter VII discusses the needle biopsy procedure and model-
ing of RNN-LSTM based tissue classifier. Chapter VIII provides discusses




Interventional procedures performed for diagnostic and therapeutic purposes
by navigating the blood circulatory system are commonly referred to as en-
dovascular procedures. Various physicians in internal medicine, surgery and
radiology perform the endovascular surgery procedures. Specialists like car-
diologists, neurologists and nephrologists are specialized to identify and treat
abnormalities of internal organs and blood vessels. According to the statis-
tics report [10] in 2008, approximately 3.6 million interventional procedures
were performed and it was expected to increase at a compound annual rate
of 3.7%. The number of patients preferring this procedure is also increasing
rapidly because of advantages like reduced pain, blood loss, scars and recov-
ery time. Procedures performed near the heart or on coronary arteries are
called percutaneous coronary interventions (PCI). Procedures performed on
blood vessels near the neck and brain are called neuro-interventional surgery.
The endovascular procedures are used for diagnosing abnormality conditions
like blood clots, plaque, aneurysms, stenosis, etc.
An endovascular procedure commonly begins with cannulation, in which
an incision is made on the blood vessel. Most common insertion sites are on
the femoral artery, brachial artery and radial artery which are respectively
in the groin, arm and wrist regions as shown in Fig. 1.1. After this, a highly
flexible surgical tools such as guidewires or catheters (henceforth referred to
as tools) is inserted into the body.
Figure 1.1: Surgical insertion sites (image courtesy [1])
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Navigation inside vasculature requires three components: path to navi-
gate, current position and orientation of the tools and safe navigation with-
out damaging tissues. To visualize the path for navigation, the anatomy
of vasculature is obtained by injecting a radioactive contrast dye inside the
bloodstream which is visible using imaging devices like X-rays, CT scans, etc.
The flow of fluoroscopic dye can also be recorded for detailed study after a
procedure. The surgical tools used are themselves visible in the fluoroscopic
images which provide an approximate estimation of position and orientation
of the tool inside the vasculature. In addition to visual feedback from the
imaging devices, surgeons depend on force feedback via surgical tools for
safe navigation. The forces experienced by the tool from interaction with the
walls of vasculature and from obstacles are thus crucial parameters.
A guidewire as shown in Fig. 1.2 are flexible wire and catheters as shown
in Fig. 1.3 are hollows tubes that are used in pair sliding over each other to
navigate the vasculature. Guidewires apart from the navigation purpose are
also essential for tool exchanges which are required since the arteries’ cross-
section varies in different parts of anatomy and surgeons use different sizes
of tools during a procedure. The guidewires are classified based on various
parameters like tip load capacity, stiffness, outer covering, tip type.
Figure 1.2: Different guidewire shapes (image courtesy [2])
Catheters are classified based on the tip or head shapes. The annular
structure of the catheter also acts as a delivery system to inject radioactive
contrast dye inside blood vessels. This radioactive contrast dye provides
visibility of vasculatures under fluoroscopic imaging devices. The diameter
of these tools ranges from 3F (French scale: 3F=1mm) to 34F. There are
specialized tools with features like balloons, stents, etc. designed to meet the
needs of surgeons.
3
Figure 1.3: Different catheters types (image courtesy [3])
In addition to these conventional tools, advanced active tools are also de-
veloped with built-in sensors and can be remotely controlled. These active
catheters as shown in Fig. 1.4 have a reorientable tip that aids in navigation.
A sensor at the tip measures the contact force between the tool and the tis-
sues. There are various sensing methods adopted in these tools like micro
force sensor, fiber-optics pressure sensor, strain gauges, etc. The actuators
with a belt-driven mechanism deflect the tip of the tool in the desired direc-
tion. This deflection action is used to choose the direction of the movement
of the tool.
Figure 1.4: Active tip catheter (image courtesy left [4] right [5])
Navigating the tools involves two actions: translation and rotational as
shown in Fig. 1.5. The translation action performed on the tool will ad-
vance or retrieve the tool within the vasculature. This translation motion
is achieved by the surgeon by a push and pull actions on the surgical tool.
The rotational actions are performed to steer the surgical tool to the correct
branch of a bifurcation in the vasculature. This rotational motion is achieved
by twisting or torquing action on the tool in the desired direction. For the
rotational motion of the guidewire, conventionally surgeons use a torquer
device as shown in Fig. 1.6 which is clutched to the guidewire. The torquer
4
Figure 1.5: Tool manipulation (image courtesy left [6] right [7])
provides more grip to perform the rotational action on the guidewire.
Figure 1.6: Torquer (image courtesy [8])
During the procedure, the surgeon’s hand feels resistance from the tool.
This reactive force has three components: applied force(force applied by the
user on the tool), resistive force (force between the tooltip and vasculature
structure) and frictional force (force between the vasculature and the entire
length of the tool inside the patient). Figure 1.7 shows the example of
steering performed inside the vasculature to navigate a lesion and branching.
Figure 1.7: Steering of a guidewire (image courtesy left [7] right [9])
1.2 Needle Biopsy Procedures
Needle biopsy procedures are most frequently performed in hospitals for
medicinal administrations, fluid extractions, biopsies, diagnosis, therapies,
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and surgeries. Tissues biopsy is an important stage of cancer diagnosis that
involves needle penetration through tissues.
Breast cancer is the single largest cancer in women and the second most
common cancer overall (representing 25% of all diagnoses). In 2012, nearly
1.7 million new breast cancer cases were diagnosed worldwide [11]. In de-
veloped countries, screening programs send personal invitations for regular
mammograms to all women over age 40 or 50 [12]. Because of persistent ef-
forts over the years in the US, a large proportion of women there have scans
done while cancer is still at an early stage, and there has been a decrease
in the death rate due to breast cancer. On the other hand, the incidence of
breast cancer is rising in many developing countries [13], where the infras-
tructure and access to devices are limited due to a lack of awareness, funds,
and availability of trained medical professionals. As a result, early detection,
diagnosis, and treatment are all deficient and outcomes are very poor. The
situation presents a need to equip novice clinicians with a low-cost intelligent
diagnostic system to ensure patients’ safety and procedures’ success.
Breast cancers are confirmed with tissue biopsy (collection of tissues sam-
ple using a needle) from the suspicious location of a patient’s breast. Biopsy
procedure outcomes depend on the accurate sampling and patient’s safety.
That is, tissue sample extraction from desire location is crucial to provide
an accurate diagnosis of suspicious tissue, otherwise sampling wrong healthy
tissue could result in a false negative. Likewise, ensuring patient’s safety
during needle probing is essential as unintentional incidences (accidents) can
lead to adverse events such as
i. Internal rupture of a blood vessel or other glands leading to internal
bleeding.
ii. Risk of seeding tumor cells into tissue fluid (glands) or into a blood vessel
during rupture or angiogenesis (healing phase after rupture) thus spreading
of cancer to other parts of the body [14].
iii. Multiple insertions from needle probing must be avoided to reduce
patient discomfort and to avoid the chance of cancer cell seeding.
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1.3 Contribution of this Dissertation
The primary research goal of this dissertation is to improve two interventional
surgical procedures 1. Endovascular procedure using guidewire/catheter and
2. Needle biopsy procedure using a needle.
Endovascular Procedure
To improve safety for endovascular procedures with robotic assistance my
primary contributions in this dissertation are (1) I have developed an en-
dovascular robotic system (ERS) with intuitive user interface that captur-
ing surgeon’s conventional actions over tool, (2) Developed a force-sensing
method for robot to estimate proximal forces while use passive surgical tools.
In the process of achieving these primary contributions, I have solved mul-
tiple research problems. The following are the list of the secondary contri-
bution of this dissertation for an endovascular robotic system
1. A novel user interface was developed that does not require surgeons to
learn a new skill to use the robotic system.
2. A novel tool handling unit of the robot was developed to be adaptable
to operate on existing passive surgical tools.
3. The robotic system facilitates teleoperation to provide isolation from
radiation.
4. The tool handling unit facilitates a continuous drive of the surgical tool
without interrupting the surgeon’s actions.
5. An indirect force measurement technique was developed for sensing
reactive force to capture between tool-tissue interaction force. This involves
a force calibration mathematical modeling to estimate the bias force that
corresponds to the nominal actuator operation.
6. Developed a real-time haptic feedback mechanism at the user interface
for the surgeons to experience tool-tissue interaction feedback even while
performing teleoperated control over passive surgical tools.
7. Designed a multi-modular endovascular robotic system that can perform
tasks with multiple surgical tools simultaneously.
The design, realization, controller development, and testing to satisfy the
above novelty are presented in this dissertation.
Needle Biopsy Procedure
To improve safety for needle biopsy procedures my primary contribution
in this dissertation is that I have developed an intelligence model for a robot
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based on needle-tissue interaction force. In this process of solving our primary
research goal, the following secondary contribution was made to the needle
biopsy procedure
1. A novel hand-held ultrasound-guided needle biopsy robotic assistance
system was designed.
2. A novel intelligent system architecture was designed for a breast biopsy





Triaging the issues in health care systems and improving the conditions are
essential, to ensure patient’s safety and better working ambiance. Under-
standing the medical procedure and the way a conventional procedure is per-
formed in endovascular and needle biopsy procedure, provides the foundation
for this dissertation. This understanding of the procedure is further explored
with identifying the challenges that the surgeons have while performing a
robotic-assisted procedure. Furthermore, to change the perspective of using
a robotic system only being used as an assistive device, the feasibility of in-
corporating intelligence for robotic systems while assisting surgeons has to
be explored.
In this chapter, the research motivations and challenges are covered on
three topics: endovascular procedures, needle biopsy procedures, and intelli-
gent system architecture.
2.1 Research Motivation in Endovascular Procedures
Endovascular procedures are intricate since mistakes during a procedure
could rupture the blood vessel, complicating the patient’s condition or even
resulting in fatalities. The following are few challenges identified in the en-
dovascular procedures.
 Potential occupational hazard to surgeons due to X-ray exposure from
imaging devices.
 Highly flexible surgical tool has unpredictable dynamics of motion
which makes precise steering difficult.
 Tortuous vasculature nature in human anatomy complicates a simple
procedure.
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 Limited work volume and unknown tissue property demand precise
hand movement for performing the procedure.
 Tool manipulation is complicated since hand tremors could get ampli-
fied at the distal ends.
 Motor skills required to perform precise procedure requires extensive
training.
 Imperceptible force feedback can result in administering unintended
force.
 Active catheters are available only for a limited range of cross-sectional
dimensions making it unusable for smaller vasculature.
 Active catheters are expensive and thus increases the procedural cost.
 Error due to deviation of changing of intuitive skill between a manual
procedure and a robot-assisted procedure.
 User interface control of robotic systems deviates from the conventional
manual tool handling skills.
 Limited visibility to the site of operation and the available visual feed-
back are only 2D images or reconstructed 3D images.
Although a few of these issues have been solved in the current robotics
systems, there still exist issues that require attention. The existing robotic
systems do not provide a better solution which will help surgeons to transfer
their experience and intuitive surgical skills. In this dissertation, the design
and development of an Interventional Robotic System (IRS) for the surgeons
to perform the endovascular procedures with conventional hand actions pro-
viding real-time haptic feedback using passive surgical tools is discussed.
The IRS augments the actions of the surgeon, unlike the existing devices.
Using the same tools, the surgeon can perform the same surgical actions
(translations and rotations) which will be captured by a sensing unit. These
captured actions are used to command a robot unit to navigate the tool inside
the vasculature. Although the control scheme is the same as the master-slave
scheme employed in the existing devices, the device lets the surgeon perform
the procedure in the same way as they perform in a conventional way using
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the tools. As a result, surgeons do not have to learn new skills to use the
IRS and can use the procedural skills that they have acquired by experience
from conventional procedures.
The main advantages of our approach are 1. no new skills have to be
learned by surgeons, 2. eliminates the use of active surgical tools, 3. facili-
tates teleoperation, 4. uninterrupted continuous control, 5. passive reactive
force sensing, 6. haptic feedback, 7. easiness to assemble and disassemble for
sterilization.
2.2 Research Motivation in Needle Biopsy Procedures
Research works on advanced imaging systems and precise robotic needle ma-
nipulation have addressed this problem but such facilities require a high
initial investment, thus making it difficult to cater to millions of women in
developing countries. In the absence of an advance real-time medical imaging
facility, biomedical properties of the tissue at the biopsy site presents promis-
ing additional information for biopsy planning. That is, breast anatomy has
different tissues such as skin, fibrous tissue, fatty tissue, muscles, fascia, milk
ducts, lobules (mammary gland), lymph nodes, blood vessels, tumor tissue,
calcification, etc. [15]. The vascular bed within the tumor core was sub-
stantially stiffer than the large patient vessels at the invasive front that are
surrounded by the stiffest extracellular matrix [16]. Intuitively, the inho-
mogeneity between different breast tissues is perceived by expert surgeons
during manual needle intervention to realize anatomical events (occurrence
of puncture, soft tissue or hard tissue) with the haptic feedback from the
needle tissue interaction. Quantitatively, this tissue inhomogeneity under
ultrasound attenuation, provide information for tissue characterization [17].
Furthermore, various imaging techniques (such as breast ultrasound elastog-
raphy, supersonic shear imaging, sonoelastography, acoustic radiation force
impulse elastography, mechanical palpation probing, breast mechanical im-
ager) have researched on force information acquisitions and presented vali-
dated results with real tissue [18, 19, 20, 21, 22, 23, 24, 16]. The needle-tissue
interaction force has been used by researchers to stochastically model clas-
sifier for real tissue [25, 26, 27, 28]. These research work provide evidence
for addition force parameter (apart from position) to be explored for various
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interventional procedure and diagnosis.
Medical robot’s precision and sensing capabilities have proven to enhanced
the capabilities of surgeons to perform procedures. In such a scenario, the
imperceptible needle tissue interaction force can be efficiently measured using
a robot. In addition to localization of the biopsy site, a robot can perceive
the environment using intelligence built with the needle-tissue interaction
force, to confirm access to the desired biopsy location. In this dissertation, a
standard experimental setup is used for acquiring data in a controlled setup
to model intelligence (neural networks) and understand its behavior. The
intelligence of the robot is to identify an event during needle probing inside
the breast (phantom tissue). This AI model can be used for any robot.
2.3 Research Motivation in Intelligent System
Architecture
Existing medical robots developed to perform biopsies in various organs (like
the breast, liver, and prostate, etc.) consist of systems of systems (SOS),
which may include a robotic manipulator, a needle driving unit, an imaging
system, a user interface for 3D visualization, and a trajectory planner. The
main challenges in needle-biopsy procedures are imaging limitations, target
uncertainty, tissue deformation, dynamic tissue registration, tissue deforma-
tion, and human error [29]. Furthermore, localization and registration of
a target with imaging devices are complicated by dynamic patient motion.
Research work on various independent systems (robot, imaging, and diagno-
sis) has progressed independently on various aspects, like design, controls,
ergonomics, user interface, safety, robustness, and intelligence. The exist-
ing system architectures in the literature represent only the control flow and
system integration involved in the biopsy task and have not integrated the
various AI techniques that exist independently in different research areas. To
synergize the system’s intelligence, this dissertation investigates some breast
biopsy challenges, existing robotic system architectures, and feasible system
intelligence. Furthermore, the design of intelligent system architecture that
combines system intelligence in a seamless workflow for biopsy robot is dis-
cussed.
Transformation of the conventional breast biopsy procedure with intelli-
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gent robotic assistance requires an understanding of multiple modules in-
volved in the process. The following subsections discuss the challenges in-
volved in the biopsy procedure.
2.3.1 Scanning and Image Registration
The preliminary visual confirmation of the presence of abnormal tissue is
conducted with digital breast scanning using ultrasound (US), mammogra-
phy, MRI, or CT. The quality of scans depends not only on the scanning
resolution and processing software but also on the patient’s breast anatomy,
tissue density, tumor size, a region of occurrence, cancer stage, etc. [30]. US
scanning is the most commonly available low-cost scanning device and is fre-
quently used by surgeons. Women with high breast density are often screened
with the US because mammograms capture less information and are harder
to interpret. Alternatively, the US scans capture echo, which can be hypoe-
choic, hyperechoic, anechoic, or isoechoic [30]. Those ambiguous scenarios
complicate the ability to distinguish between a solid mass and a fluid-filled
cyst. Since ultrasound is not a definitive test, patients with inconclusive find-
ings end up being referred for biopsies. Researchers have tried using multiple
imaging modalities adjacently for diagnosis and therapy [31, 32]. However,
that approach is feasible only when multiple scanning devices are available
and the patient can afford it.
Manual needle biopsy is vulnerable to process error due to the difficulty
of correlating patient anatomy and the target biopsy location identified on
scans, possibly resulting in a collection of tissue from the wrong location and
thus a false negative result. In a robotic-assisted biopsy procedure with ad-
vanced imaging, surgeons can view 3D scans with additional perspective and
use a user interface to locate abnormal tissue. However, even that image reg-
istration process of localization relies on the surgeon’s expertise in analyzing
the 3D scan, and undesirable tissue displacement during needle penetration
can change the target location, resulting in error.
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2.3.2 Needle Localization
During a manual biopsy procedure, the actual position of the needle tip
inside the breast is confirmed through visual feedback. Estimation of the
exact tip position is essential for accurate target access. Moreover, the fine
needles (used for extracting body fluid) are known for needle deflection due
to penetration into inhomogeneous tissue geometry, which causes deviation
in the trajectory [33]. In addition to tissue properties, needle geometry such
as tip type and diameter can also have an effect [34, 35]. During needle
probing, the tissue deforms along the shaft of the needle because of drag
or viscous tissue property [29, 36]. That also influences the perception of
needle location in a manual procedure, because of the increasing stiffness of
the tissue and increasing resistive force.
2.3.3 Localization of Patient and Systems
The target location is dynamically altered by the influence of the patient’s
breathing [37], tremors, and physiological changes due to the administration
of preoperative drugs. Likewise, the influence of systems, such as imaging
systems, armrests, needle fixtures (either passive arm or robotic), and patient
beds, also increases the vulnerability to disturbances.
2.3.4 Tissue Collection
The biopsy needle plays an important role in determining the quality and
result of the biopsy sample [38]. The most frequently used biopsy needle types
include core needles, fine-needles, tru-cut needles, Mammotome (vacuum-
assisted breast biopsies). Ensuring the patient’s safety during needle probing
is essential to avoid adverse events such as (1) internal rupture of blood
vessels or glands, leading to internal bleeding; (2) risk of seeding tumor cells
into tissue fluid (glands) or into blood vessels during rupture or angiogenesis
(the healing phase after rupture) thus spreading cancer to other parts of the
body [14]; and (3) multiple insertions during needle probing, which can cause
patient discomfort and increase the chances that will spread cancer.
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2.3.5 Hand-Eye Coordination for Clinicians and Team
Activity
The manual biopsy procedure performed with US guidance involves tasks
that require, one to manipulate the US probe with one hand and probe with
the needle with the other hand. During probing, US scans displayed on
the monitor are viewed to help the clinician drive the needle to the desired
target. This workflow means that some of the clinician’s visual attention is
drawn away from the working area of probing in order to focus on the display
unit. That hand-eye coordination requires a high level of skill that clinicians
gain over years from training and experience. Sometimes, nurses may help a
clinician to hold the probe, and that introduces other challenges related to
team coordination during procedures.
2.3.6 Diagnosis
Identification of abnormal tissue during a US, mammography, MRI, or CT
scan is a skill that clinicians acquire with years of practice and exposure.
Cancer tissue can vary in size, density, stage, type, region of occurrence, etc.
Those factors often make it harder for clinicians (especially novices) to iden-
tify cancerous tissue. Sometimes, while reviewing scanned images, human




Based on the surgical tool, this dissertation focuses on two types of inter-
ventional procedures endovascular procedure using guidewire/catheter, and
needle biopsy procedure using a needle. This chapter is organized into three
sections to provide background on the current state-of-the-art technological
advances in the endovascular procedure, needle biopsy procedure, and system
architecture.
The literature cover design of existing endovascular robots and various ap-
proaches to sense tool-tissue interactions are discussed in detail. Followed by
a discussion on the intelligence modeling approach needle biopsy procedure,
a detailed review of various approaches of existing mathematical models was
provided. To implement the intelligence to the robot, an investigation of
breast biopsy challenges, existing robotic system architecture and feasible
system intelligence.
3.1 Endovascular Surgery
Some of the currently available commercial ERS are AmigoTM remote catheter
system, CorPath® 200 robotic system, MagellanTM Robotic System and
Stereotaxis Epoch® [39, 40, 41, 42]. All these systems have a slave robot
mounted closer to the subject and a master console remotely located for
teleoperation. The surgeons perform the navigation by commanding from
the console. The actions of the surgeons at the console are guided by X-ray
fluoroscopic images available at the console.
AmigoTM remote catheter system [43], uses an active catheter which is
manipulated by the slave robot. The catheter is controlled using a wired
hand-held controller for navigation. The control elements are 1. rotation,
2. catheter tip deflection, 3. advance and 4. withdraw buttons on the
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controller. It is also additionally equipped with features to prevent inadver-
tent catheter movement. CorPath® 200 robotic system [44], uses a passive
guidewire and stent device which are mounted on the cassette of the device
and is remotely operated from the console using the joysticks or touch screen
buttons. MagellanTM system [45], consists of an active catheter mounted on
a robotic arm. This is controlled by the surgeon from a console unit with a
selection panel and a robotic manipulator to effect articulation in four direc-
tions. Stereotaxis Epoch [42], uses an active catheter whose tip orientation
and linear position are controlled using a coordinated action of a joystick,
roller wheels and mouse control [46]. These systems require a high initial
investment of $600 000 [47]. Moreover, the cost of each procedure is higher
due to the use of a disposable active catheter.
Numerous other devices also have been developed by researchers across
the world and have contributed a large amount of work in refining the tech-
nology for endovascular procedures [48, 49, 50, 51, 52, 53, 54]. Zakaria et al.
developed a teleoperated catheter guide system in which the surgeons ma-
nipulated a handheld master controller [48]. The controller has an encoder
as well as a pulse counter to detect the position information like translation
and rotation. Guo et al. developed an internet-based master-slave teleoper-
ation system [49]. In this device, the controller has a handle that is coupled
to a load cell. The surgeons push and pull forces on the handle are sensed
and are used to control the robotic manipulator. Payne et al. developed an
integrated unit in which the master and slave units are built as a single unit
[50, 53]. In this device, the surgeon’s actions are captured using a master
controller which is translated by the surgeon. The slave platform replicates
this motion with the help of a linear actuator. A positive feed of the catheter
is achieved by repositioning the master and slave platforms using a clutch
mechanism. The repositioning interrupts the actions of the surgeon which is
contrary to the natural actions in conventional procedure. This device does
not have the option for teleoperation because of the integration of master
and slave parts as a single unit. Guo et al. also proposed a master-slave
manipulator system that captures the surgeon’s actions [51]. The design of
linear motion requires a repositioning mechanism as the distance traveled is
limited like [50]. In this device also the repositioning made the surgeon’s
actions dissimilar to a conventional method. All of the above mentioned de-
vices used linear actuators to achieve the advancing of tools. Mechanisms
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illustrated in [48, 52, 54] used friction wheels instead of linear actuators to
drive the surgical-tool in the slave robot. This eliminated repositioning in
the slave part of the ERS.
Measuring the force applied to the surgical tool by the surgeon is very im-
portant since an excessive force can dislodge a plaque, rupture an aneurysm
or the blood vessel itself. In conventional procedures, the force experienced
by a surgeon through the surgical tool aids them to judge the resistive force
from the vasculature. Also, the guidewire being a flexible member, energy can
build-up when twisted within a constrained vessel. These forces are trans-
ferred to the manipulating end of the guidewire. In ERSs, if the magnitude
of these forces and energy accumulation are not quantified and alerted, the
surgeon’s actions may lead to the rupture of vessels. Advancing the guidewire
with limited visual feedback and the unquantified forces makes the procedure
unsafe. Considering the importance of this haptic feedback, developers have
tried various ways to measure the forces experienced by the surgical tool.
A few examples of proximal force measurement techniques are as follows.
Yang et al. designed a guidewire feeding robot with pressure sensors on
its fingers to measure the resistive force experienced by the conventional
guidewire during driving [55]. Guo et al. developed a teleoperated system
that uses a load cell to measure the resistive force on the catheter [51]. The
sensors in those cases measure the total force experienced by the tool, which
includes contact forces, friction, and other resistance along the vasculature.
This actuation mechanism (with linear actuators) has a limited tool drive
length beyond which the linear stage repositions itself for continuous tool
motion. Such repositioning mechanisms can be eliminated with the use of
friction rollers as discussed in our work.
Alternatively, the distal force measurement techniques for measuring tool
tip contact force have also been explored by various researchers. Marcelli
et al. in their robotic system use an active catheter with a force sensor
at the tooltip to monitor the catheter contact forces [56]. Tanimoto et al.
and Polygerinos et al. developed active sensing methods that use a micro
force sensor and fiber-optic pressure sensors, respectively, which are installed
at the tip of the catheter [57, 58]. Payne et al. used strain measurement
taken by mounting strain gauges on the tip of a conventional catheter [50,
53]. In that case, the deflection of the catheter during contact with the
blood vessel introduces strain in the sensor, that in turn is converted into a
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force measurement. However, such sensors do not account for friction, which
contributes to the total proximal force experienced by the surgeon.
The distal force measurement techniques that use active catheters are lim-
ited to a few procedures since the diameters of active catheters are generally
too large for many common endovascular surgeries.
3.2 Needle Biopsy Procedures
Modeling tissues in human anatomy has been researched for different areas
of expertise for various reasons such as for the design of medical devices, sim-
ulation, training, etc. Among these, needle and soft tissue interactions have
been extensively studied and modeled by many researchers for medical proce-
dures such as biopsy (for prostate, kidney, breast, and liver), brachytherapy
and anesthetic. Clinical studies have revealed that targeting error (needle
misplacement) may be due to imaging limitations, image misalignments, tar-
get uncertainty, human errors, target movement due to tissue deformation
and needle deflection [59, 36, 60, 61, 62, 63]. Furthermore, the target missed
may cause damage to neighboring organs, vessels or nerves leading to com-
plications (e.g. seed migration) that may even be fatal [64].
In the review paper [29], the needle insertion into soft tissue is extensively
studied highlighting the work of Simone and Okamura [65] which investi-
gated the modeling of needle insertion forces for bovine liver and considered
puncture of the capsule as an event. The total force acting on the needle is
given by:
Fneedle(z) = Fcutting(z) + Ffriction(z) + Fstiffness(z) (3.1)
Each component of this acting force was mathematically modeled using
a second-order polynomial and Karnopp model [66]. Second, modeling ap-
proaches proposed by Maurel [67] based on the work of Fung [68], showed low
errors for force estimation. Similar modeling approaches were also proposed
based on understanding the stress components and finite-elements analysis.
This research emphasizes the importance of force-sensing and the under-
standing of the environmental modeling for needle intervention procedures.
Generic modeling is complicated due to variation between human anatomy,
biomechanical properties, physiology or geometry. Apart from this, in order
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to use force sensing during real-time procedures, various other factors influ-
ence the complexity such as tissue deformation, needle deflection, patient
motion, physiological changes in the organ between the planning and treat-
ment phases, glandular swelling during the operation, the difference in tissue
types, differences in mechanical properties of healthy and diseased tissue,
changes of mechanical properties when tissue is damaged and variability of
soft tissue properties for the same organ in different patients.
In such complicated modeling circumstances, as an alternative to deter-
ministic modeling, stochastic machine learning techniques were also explored
to check the feasibility of understanding needle-tissue interactions. In this
direction of research, tissue event classification techniques have been per-
formed for a needle liver biopsy procedure. Authors in [25], presented the
needle-tissue interaction force as distinguishable (two different Gaussian dis-
tribution) from that of an artery. The classifier uses one feature (Force) to
distinguish the liver and blood vessels. Similar work is presented in [26, 27]
and needle force interactions are thoroughly studied in [28]. This work con-
siders only two classes of liver hepatic tissue and arterial/vein tissue.
In this dissertation, a deep learning tissue classification approach is ex-
plored for a breast biopsy robotic procedure. In addition, the number of
classes is increased and includes soft tissue, puncture, and hard tissue.
3.3 Intelligent Systems Architecture
3.3.1 Existing System Architecture for an Image-Guided
Robotic System
An architecture provides a detailed conceptual model of a system with respect
to structure, task flow, and behavior. A review of the existing system archi-
tectures of robotic biopsy devices will enable us to understand the current
states of the art and the crucial parameters involved. Such knowledge will be
essential to making progress in developing an intelligent system architecture.
For the review, we have grouped the literature based on the modalities of
the imaging device, (MRI, CT, and US) used in the experiments.
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3.3.1.1 MRI
Su et al. [69] present an MRI-guided needle placement robot along with
architecture and concepts for teleoperated systems with 3D navigation. Their
system incorporates registration between the robot and the MR image space
to target a specific location in the MR image volume. The architecture
highlights the flow of tasks from beginning to end. It begins with receiving
a task from navigation software and then moves onto desired robot control
commands, followed by actuation with piezoelectric motors. Feedback from
the systems is used to verify the correlation of the actual needle position and
the desired needle position.
3.3.1.2 CT
Kettenbach et al [70] have performed in-vitro testing with 7-DOF robotic-
assisted biopsy using CT guidance. A flowchart explains the registration
procedure in CT and the robotic system. The task workflow of the entire
process highlights an operation structure of target selection and trajectory
planning in the CT image space and robot workspace, followed by the sur-
geon’s confirmation of the formulated plan. The plan is executed by the
robot, and biopsy samples are retrieved to accomplish the task.
3.3.1.3 US
Megali et al [71], presented a robotic tool for US-guided biopsy during video-
assisted surgery. The system architecture highlights communication between
the modules wherein the user interface provides information about US image
localization. The desired biopsy site is chosen by the surgeon from that
3D view, which is later accessed by the robot for performing the biopsy.
A similar US-guided procedure has been conducted for liver tumor therapy
[72]. This paper describes a 3D reconstruction of 2D US image slides and
preoperative surgical planning that involves the computation of an optimal
needle trajectory. The needle trajectory planning considers environmental
obstacles such as ribs and blood vessels. These efforts show the feasibility
of using simple 2D US devices to perform a breast biopsy. Other US-guided
needle-steering research [73] has demonstrated the feasibility of distinguishing
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between soft and stiff tissue based on the tissue displacement and distance
from the needle tip position. The authors use a speckle-tracking algorithm
to estimate tissue elasticity pixel displacement analysis of the US image.
Apart from the robotic device discussed above, there are industrial de-
vices like SoftVue (from Delphinus Medical Technologies) [74], ABUS (from
General Electric), ABVS (from Siemens) [75]. These devices have been used
in many situations that had unique features with respect to automated 3D
scanning of breast volume, tissue extraction, patient posture, and scanning
principle, among others. These systems prove the feasibility of obtaining
better data to assist the robot by integrating a system of systems (includ-
ing imaging, robot manipulation, needle probing, and biopsies). The existing
systems also help researchers to explore features regarding system intelligence
and safety.
The above review of system architectures highlights the importance of
understanding the flow of tasks, flow of registration of data, flow of control
and task, and target access confirmation. Numerous research opportunities
in system safety and intelligence are yet to be explored in detail. Moreover,
processes that incorporate environmental knowledge (e.g., real-time imaging)
and field knowledge (e.g., large patient database) will help in the development
of better robotic systems.
3.3.2 Intelligence in Medical Robots
Various researchers have explored how much assistance automation can offer
to surgeons during medical procedures. Kassahun et al [71] reviewed litera-
ture that focuses on the application of machine learning (ML) techniques to
assist surgery, surgical robotics, surgical training, and assessment. Numer-
ous intelligent models they discuss can accomplish environmental modeling,
learning to perceive, localization, robot control, skill analysis, critical event
detection, planning, and control applied to assist in surgical tasks. Intelli-
gence can be built based on supervisory models, un-supervisory models, or
reinforced learning models [76, 77].
Robots can observe, analyze, and learn various parameters of medical pro-
cedures. Rosen et al. developed a Markov model based on observations of 30
surgeons’ tool-tissue interaction during knot-tying tasks in minimally invasive
22
surgery (MIS) [78]. The models use kinematics (position and orientation) and
dynamics (forces and torque) parameters of the surgical tools. Moreover, hu-
man anatomy and medical conditions vary between patients and procedures
vary with respect to surgeons’ experience and skills. Machine learning tech-
niques such as decision trees and forests, artificial neural networks, Bayesian
networks, support vector machines, and Gaussian processes could potentially
learn large patient databases [79], and surgeons’ skills, which can be used to
assist young surgeons. With such supervisory-trained intelligence, a model
can guide and assist medical professionals. Weede et al. developed a model
of a long-term prediction scheme that anticipates surgeons’ surgical motion
tasks [80]. The feasibility of the prediction model is demonstrated through
appropriate alignment of an endoscope to provide an intelligent guidance sys-
tem. Furthermore, reinforcement learning can help a surgeon perform tasks
in unknown scenarios by sensing the environment.
In addition to these broader discussions on machine learning in surgical
robotics, the following sections discuss prior research that has explored the
use of an intelligence model in interventional diagnosis and therapy.
3.3.3 Towards Intelligent Assistance in Needle Biopsy
Currently, several commercial systems have succeeded in integrating the
biopsy procedure with imaging systems to address localization challenges.
Some of the systems are Atec® (Hologic, Inc., Bedford, MA, USA), EnCor®
(SenoRx, Inc. Irvine, CA, USA), Eviva® (Hologic, Inc., Bedford, MA, USA),
Mammotome® (Ethicon Endo-Surgery, Inc., Cincinnati, OH, USA), and
Vacora® (Bard Biopsy Systems, Tempe, AZ, USA). These systems use im-
age guidance (US, X-ray, or MRI), and a vacuum-assisted biopsy technique
with suction is used for specimen collection [81]. Detailed technical discus-
sions of these devices are available in [82, 83]. Numerous proven research on
intelligence model in biopsy is reviewed as follows:
3.3.3.1 Environmental Modeling and Tracking
The most obvious challenges in the biopsy procedure are the uncertainty of
the tissue deformation and patient movement during the biopsy. Although
the simple solution of arresting breast movement with a fixture is widely
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adopted, it has the limitation that it is difficult to perform biopsies for pa-
tients with small breasts [81]. Alternatively, tracking systems and strategies
for compensating for physiological motion (such as heartbeat and breathing)
are discussed in detail in [84, 85, 86, 87, 88]. In addition to those determin-
istic solutions, researchers have explored methods for online tissue-stiffness
classification to estimate needle base movement by analyzing pixel displace-
ment in ultrasound scanned images [73]. Similar systems intelligence can
complement deterministic solutions to handle uncertainty.
3.3.3.2 Imaging Modality and Analysis
The current state of the art in image-guided systems is discussed in detail in
[83]. Besides these, radical imaging techniques have been researched to esti-
mate force contour maps by using the biomedical properties of the tissue at
the biopsy site. Various imaging techniques for force information acquisitions
(such as breast ultrasound elastography, supersonic shear imaging, sono-
elastography, acoustic radiation force impulse elastography, mechanical pal-
pation probing, and breast mechanical imager (BMI)) have been researched
and validated results have been presented [16, 19, 20, 21, 22, 18]. Those
efforts offer promising additional information for biopsy planning. Cheng et
al. [89], discuss various automated breast cancer detection and classifica-
tion techniques that use US images. Similarly, Sun et al. [90], presented
a deep convolution neural network (CNN) scheme for breast cancer diag-
nosis performed over mammogram images. Drukker et al. [91], developed
and evaluated a classifier that identifies suspicious regions on US images and
subsequently classifies lesion types for cancer diagnosis. A similar approach
for US-based tissue mass classification was presented by Shi et al. [92].
System intelligence for tissue diagnosis during histopathological analysis
is discussed in [93]. Real-time processing and intelligence during a biopsy
procedure can confirm the biopsy site location. If the technology becomes
portable, it will lead the way to onboard diagnostic capabilities for a robot.
3.3.3.3 Autonomous and Semi-Autonomous Robotic System
Several research efforts on an autonomous and semi-autonomous robotic sur-
gical system with US guidance for interventional surgeries for different pro-
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cedures (liver, prostate, breast, etc.) are discussed by Moustris et al. [94]. A
passive arm and an active needle positioning unit are used by Kronreif et al.
[95]; the spatial relationship between the robot and the US-robot is measured
to identify the optimal needle trajectory. Such research on the design and
development of robotic systems promises to lead to a better systems solution
for performing biopsy tasks.
3.3.3.4 Needle-Tissue Interactions
The intelligence that the robotic system can use to understand the envi-
ronment can be built from the needle-tissue interaction based on force data
for the classification of tissue. The needle-tissue event classification problem
has been studied for a liver biopsy procedure. The authors of [25], showed
that using the needle-tissue interaction force, 2 different Gaussian distri-
bution was observed, to distinguishable with normal liver tissue from that
of an artery. The classifier uses one feature (force) to distinguish the liver
from blood vessels. Similar approaches are presented in [26, 27] and needle
force interactions are discussed in [28]. The authors considered two classes
for classification tasks (liver hepatic tissue vs. arterial/vein tissue). With
more radical imaging technologies that can provide tissues’ biomechanical
properties and an estimate of force contour maps (as discussed above), these
needle-force interaction intelligent models can be extended to breast biopsy
procedures as well.
3.3.3.5 Skill Analysis of Expert Gestures
Many experiments have been conducted to learn surgeons’ hand gestures
while they are performing various surgical tasks, for the purpose of auto-
mated skill assessment and evaluation. Zia et al. in [96], analyzed video
and accelerometer data for suturing and knot-tying tasks. Using entropy-
based features extracted from training data, their system can automatically
assess surgical skills. Similar research skill analysis work is reviewed in [71].
In that line of research, surgeons’ intuitive needle interventions skill and
decision-making skills were observed and learned to build a model for the AI
that could be incorporated into the robotics system for intelligent assistance





A novel endovascular robotic system (ERS) is designed to augment surgeons
to perform the minimally invasive surgery (MIS) procedures with conven-
tional gestures and also provides real-time haptic feedback using passive sur-
gical tools. Our ERS consists of a sensor module to capture surgical actions
(translation and rotation) and a robot module to drive the tool to navigate
vasculatures. Although the control is the same as the master-slave scheme
employed in the existing devices, our device lets the surgeon perform the
procedure in a way consistent with the traditional way of performing an en-
dovascular procedure. As a result, surgeons do not have to learn new skills
to use the ERS and can use the procedural skills that they have acquired
over years of training.
The features of our ERS are: 1. No new skills have to be learned by
surgeons to use the robotic system, 2. Adaptability to operate using existing
passive surgical tools and eliminates the need for active surgical tools, 3.
Facilitates teleoperation providing isolation from radiation, 4. Continuous
drive of a surgical tool without interrupted actions, 5. Passive reaction force
sensing, 6. Haptic feedback. The design, realization, controller development,
and testing to satisfy the above novelty form the major contributions of this
dissertation.
This chapter discusses the design realization and development of a tele-
operated endovascular robotic system. This design discussion is supported
by mathematical modeling of the robot dynamics in the following sections.
Furthermore, the following sections present our next generation of the multi-
modular endovascular robot and the plans on future clinical translation work.
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4.1 Design and Development of Teleoperated
Endovascular Surgical Robot
The maneuverability of a surgical tool inside the vasculature is limited to two
degrees of freedom: translational & rotational motions as shown in Fig.1.5.
Translational motion is achieved by the surgeon’s push and pull actions as
shown in Fig.4.1(b) to advance the tool through the arteries and rotational
motion is achieved by twisting the tool as shown in Fig.4.1(c) to steer it to
the correct branch of a bifurcation in the vasculature. During the procedure,
the surgeon’s hand feels resistance from the tool. This resistive force has
two components: reaction force and frictional force. The reaction force is
developed at the tip of the tool by an obstacle (wall of the vessel or a plaque)
and the frictional force is developed between the vessel and the tool surfaces
[97, 98]. These forces along with visual feedback aid the surgeon to make
necessary decisions to navigate the tool. The robotic system discussed in this
dissertation is capable of passively sensing the resistive forces while providing
a natural interface for the surgeons to navigate the surgical tool.
This robotic system has two modules: a sensor module as a master and a
robot module as a slave. The surgeon’s natural actions during the procedures
as shown in Fig.1.5 are captured by the sensor module. The actions are
measured by rotary optical encoders. The encoder signals are converted to
command signals for the robot module.




The surgeon uses a surgical tool that passes through the sensor module to
perform the actions similar to a conventional MIS procedure. The sensor
module has a pair of knurled rollers. One of the rollers is moveable using a
spring-loaded quick-release mechanism to ensure constant gripping force on
the tool and the other roller is fixed to which an encoder (E1) is attached.
The quick-release mechanism is used to disengage the rollers to remove the
tool from the sensing unit. These are housed within box unit BS1 as shown
in Fig. 4.1(a). BS1 is attached to hollow shafts radially aligned with the
contact line of the rollers. The shafts are made hollow so that the tools
can pass between the rollers. In conventional procedures, in order to create
the twisting action, the surgeon uses a torquer (see Fig. 1.5) which provides
enough grip to twist the surgical tool. The torquer has a collet that grips
the tool. In our design, we have provided a similar torquer (torquing shaft)
through which the surgical tool passes. The gripping is inherently achieved
by a pair of knurled rollers as described below[99]. To capture this rotating
action, another encoder (E2) is mounted on the shaft. A slip-ring is provided
to transfer the signals to and from the encoders without obstructing the
continuous rotation of the rollers or the shafts.
In order to capture the translational motion due to the surgeon’s push and
pull actions to advance or to retrieve the surgical tool, we use the mechanism
with friction wheels. Our design of the friction wheel is different from the
existing design because our design provides area-contact and hence, more
friction for a positive drive. The existing design is a lower pair mechanism
with only a point-contact between the tool and the friction wheel (Fig.4.2(a)).
This leads to slippage when the surgeons perform actions at faster speeds.
Figure 4.2: Friction rollers mechanism for translation of the tool. Rollers
with no knurling provide only point contact (a), whereas knurled rollers
provide area contact (b).
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We use knurled rollers (Fig.4.2(b)) which enables area-contact leading to a
nonholonomic constraint for a slip-free drive [100]. Encoder (E1) attached to
the roller shaft measures the translation of the tool using the nonholonomic








vt = R/ωt (4.2)
where ωt is the angular velocity measured by the encoder, 4e is the change
in encoder value, q is the resolution of the encoder, 4t is the change in time
in milliseconds, vt is the translational velocity of the tool and R is the roller
radius.
Similarly, the measurements of steering (rotational motion) by the en-
coder, E2, are converted to angular velocity, θ̇, of the surgical tool using the
relationship,
θ̇ = ωr (4.3)
where ωr is the angular velocity measured by the encoder E2.
4.1.2 Robot Module
The surgical tool is navigated through the vasculature by the robot module
as commanded by the surgeon using the sensor module. The construction of
the robot module is similar to the sensor module except for rotary actuators
Figure 4.3: Robot module
29
Figure 4.4: Robot module exploded view
in place of the encoders.
Similar to BS1, the robot module has a box unit (BS2) which houses the
rollers. The construction of the box units (BS2) is identical to the sensor
module (BS1) (detailed view is shown in Fig. 4.4). The fixed roller is mounted
on the shaft of actuator, m1, which in turn is attached to BS2. The moveable
roller is on a spring-loaded quick-release mechanism using which the surgeon
can override the robot to manually move the tool in case of emergency. This
also permits the use of tools of different sizes. The unbalanced weight of the
motor and other components within BS2 are balanced about the axis of BS2
using a counter-weight. BS2 is rotated about its axis by the actuator m2
coupled through a spur-gear train. Actuation by m1 effects the translation
motion and actuation by m2 effects the rotation motion of the tool. The
control signals to and the encoder data from m1 is transferred to the controller
using a slip-ring similar to the sensor module. The specifications for the
actuators are derived based on the study on the surgeon’s hand and surgical
tool motions reported in [102, 52].
The robot has two degrees of freedom and two degrees of actuation, making
this a completely controllable system. The rotational motion of the tool
is achieved by rotating the BS2 of mass M by the angle θm1 driven by the
motor (m1) with torque τm1 . The translational motion is achieved by angular
rotation θm2 of the pair of rollers by the motor (m2), within BS2, with torque
τm2 . The Euler-Lagrange formulation is used to develop the equations of
motion (EOM). The potential energy component of the EOM is contributed
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by unbalanced rotating mass of BS2 and the torsional stiffness k(δ) of the





where G is the modulus of rigidity (MPa) of the guidewire and l0(δ) is the
length of the tool inside vasculature when it encounters an obstacle like
plaque. EOM are,
Jm1 θ̈m1 + (C1 + C2)θ̇m1 + Mgl sinθm1 + k(δ)θm1 = τm1 − rtFt
(4.5)
Jm2 θ̈m2 + C3θ̇m2 = τm2 − rr(µFr + Ft) (4.6)
where Jm1 is the combined rotational inertia of the box BS2 and motor m1,
Jm2 is the combined rotational inertia of the rollers and the motor m2. C1
and C3 are the damping coefficients of the motor m1 and m2 respectively and
C2 is the damping coefficient of slip ring, Fr is the roller spring force, Ft is the
friction force at the contact point of tool with tissue, µ is the coefficient of
friction on surgical tool surface, l is the length of BS2 from the axis of rotation
and rr and rt are the radii of friction wheel and vasculature respectively. The
torsional stiffness, k, is effective only in the presence of an obstacle, δ, which
offers resistance to tool rotation. Thus the EOM incorporates the flexibility
of the surgical tool into the rigid body behavior of the robot as well as the
flexible behavior of the guidewire.
Equation (4.5) is non-linear and (4.6) is linear. Also, these are uncoupled
systems and hence the motor m1 and m2 are independently controlled.
4.2 Mathematical Modeling of Robot Dynamics
4.2.1 Non-Linear Part
The phase plane analysis of the non-linear part is carried out with all combi-
nations of initial conditions using the dynamic model of the system consisting
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Figure 4.5: Phase portrait of the nonlinear part with no obstacle
of the robot, the surgical tool, and the vasculature. The phase portraits are
shown in Fig. 4.5 and Fig. 4.6. Fig. 4.5 shows the responses of the robot
in the absence of obstacles in the vasculature and Fig. 4.6 shows the evo-
lution of the responses vis-à-vis the position of obstacles from the open end
of the vasculature. The trajectories in the presence of obstacles evolve from
a damped torsion-spring oscillator to that of a damped simple pendulum as
shown in Fig. 4.5[105]. This is attributed to the inverse relationship of k(δ)
with l(δ). Trajectories in both figures portray a stable system with no erratic
responses. The response of the non-linear part to an impulse input as shown
in Fig. 4.7. The response of the uncontrolled system converges to zero.
Although the system is stable, it is observed from the phase portrait that
large inputs can result in large rotations represented by thick black curves
in Fig. 4.5. This will build up energy in the flexible tool which may lead to
tool-tip whipping that has the potential to rupture the blood vessel. This
large rotation is prevented by having an input shaper in the control loop
as explained in sections V and VI. (Note: The black curve in Fig. 4.5 is
representative of all the large input-large output responses of the system).
32
Figure 4.6: Evolution of phase portrait with the distance of the obstacle
from the open end of the vasculature
Figure 4.7: Rotational motion response for impulse input
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Figure 4.8: Translational motion response for impulse input
4.2.2 Linear Part



































where states x1 and x2 represent the angular displacement θm2 , and angular
velocity θ̇m2 of the friction wheels respectively, y represents the measured
quantities. The response of the linear motion to an impulse input is shown
in Fig. 4.8. The linear motions converge quickly without any oscillations.
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4.3 Future Work and Clinical Translation
Minimally invasive endovascular procedures are rapidly becoming the stan-
dard of care for various vascular diseases. More sophisticated endovascular
procedures are being developed to push the boundaries of treatment. ”En-
domaton” is the next generation of our ERS robot developed at the Health
Care Engineering Systems Center at the University of Illinois as shown in
Fig. 4.9. A detailed discussion of the system design of this new generation
the robot is provided in this section along with a brief discussion on the plan
for clinical translation.
4.3.1 Features of Multi-Modular Endovascular Robot
This robot is similarly capable of teleoperation and designed in a modular
hardware architecture in the driving unit for linear and rotary motion. The
following are the list of a feature designed in this robot
1. Modular hardware architecture facilitates challenges with sterilization
and reusability of the tool driving unit.
2. Tool driving unit has a snap-fit coupler designed to ease loading during
a procedure.
3. Robot has the capability to navigate interventional surgical tools of a
wide range of diameter and type.
4. Robot has the ability to drive active & passive interventional surgical
tools.
5. Robot has the ability to drive conventional guidewires and catheters for
diagnosis and monorail catheters for therapy.
6. Robot has the ability to use sense force encountered by the surgical
tool.
7. Robot provides feedback to the surgeon providing situational awareness.
8. User-interface to capture the surgeon’s natural conventional gesture on
the surgical tool eliminating the need for learning new skills.
9. Robot has the ability to scale and filter acquired user input to help
magnify or reduce applied motion to that of desired motion inside the vas-
culature.
10. Robot has the ability to load/retrieve the interventional tool from the
top when the system is in its home position.
35
Figure 4.9: Closer view of the Endomaton prototype
11. Robot has a manual plate in the linear driving unit, which facilitates
quick loading/unloading of the surgical tool.
12. This manual plate is also operated with an actuated mechanism to
control the navigation of the tool in a desired systematic manner.
4.3.2 Discussion of Component Design of Robot
The endovascular robotic system is primarily designed to assist the surgeon to
perform numerous interventional procedures with an ergonomic and simple
user interface, teleoperation capabilities and independent of surgical tools.
An overview of the system is shown in 4.10 and the detailed view is shown in
4.11. The robotic system consists of 3 major parts: Housing, linear module
and rotary module and many other detailed parts which are discussed as
follows. The linear module is responsible for the translational motion of
the drives the surgical tool and the rotary module is responsible for the
rotational motion of the surgical tool. These two modules are considered as
consumable parts of the robotic unit by which they can be sterilizable for
reuse or disposable at low cost.
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Figure 4.10: Overview of multi-modular Endovascular robotic system
Figure 4.11: Exploded modular view
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Figure 4.12: Housing and bottom cover
4.3.2.1 Robot Housing Design Feature
This is the box that holds all the components together. It has two different
compartments for mechanical and electrical components and is isolated with
respect to each other. This would ensure that the device will not malfunction
when in contact with fluids and allows for sterilization of the box when
needed. Allows removal of linear drive units for sterilization. Mounting
holes provided to facilitate mounting this device on any manipulator’s arm.
We provided grooves on the device to facilitate the inline merging of the
guidewire and catheter and side entry of guidewire into the catheter (example
monorail catheter). Access hole provided on the rear end of the device for
electrical wiring. Housing is made in two parts for easy serviceability of the
electrical components. Slots are cut on housing to allow the top loading
of the guidewire. A compact arrangement of the electrical board mounting
holes is provided inside the housing. Actuator (motors for translation and
rotary motion, roller adjustable mechanism) mountings are provided inside
the box and ensure that they are isolated from fluid contact.
4.3.2.2 Robot Linear Module Design Feature
This linear drive module has two rollers that are in contact with each other
through springs. It can translate interventional surgical tool (guidewire/catheter).
This module is reusable and is mounted on the housing. The guide slots on
the housing and the protrusions on the box ensure that the box is inserted in
the correct orientation by the user. One roller of the linear module is motor
driven while the other one serves the function of idler roller. Construction of
the outer structure consists of 3 parts. (a) Bottom part. To accommodate
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Figure 4.13: (a). Linear module overview, (b). linear module bottom
coupler view, (c). linear module system mounting view and (d). linear
module detail mechanism view
motor coupler(b) top left part for the driven roller (c)top right part for the
idler roller. The top left and the top right parts mate with each other through
grooves to ensure proper alignment and ease of assembly. A knurled profile
is provided on the rollers to increase the contact area between rollers and
surgical tools. The coupler on the bottom side of the linear module mates
with a customized coupler on the motor shaft. This coupling pair is designed
to ensure the automatic alignment of the motor shaft and the rollers while
inserting the linear module while ensuring that the motor shaft drives the
rollers without any backlash. The manual plate on the linear module has two
functionalities. a) Adjusting the distance between the two rollers (b) manual
release of surgical tool (loading-unloading/ emergency release/ malfunction-
ing of actonix actuators). Compression springs are used to ensure constant
contact between the two rollers. Idler roller is mounted inside a sliding plat-
form. This platform has 4 shafts going through it ensuring uniform sliding
of the idler roller. The surgical tool lock restricts the surgical tool to operate
along the desired plane of contact with the rollers.
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Figure 4.14: (a). Rotary module with the rotary housing, (b). Rotary
module, (c). Rotary module highlighted in yellow in the housing view and
(d). Rotary module mechanism view
4.3.2.3 Robot Rotary Module Design Feature
The rotary module is used to provide rotation of guidewire as shown in figure
4.14(b). This module is a reusable component as well. It will be inserted into
the rotary box of the housing assembly. The design of this part consists of
two parts that are in contact with each other through extension springs. The
two parts have geared teeth (pinion)that mesh with a rack as shown in figure
4.14(d). An actuator with a plate mounted on it presses the rack thereby
causing symmetric motion of the two parts and disengaging them. When the
actuator stops pressing against the rack, both parts come in contact with each
other because of the spring force. The guide slots on the Rotary box housing
and the protrusions on the Rotary Module ensure that the box is inserted
in the correct orientation by the user. Rotary Module has an ergonomically
designed holding projection that aids in handling it during mounting.
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Figure 4.15: Multi-modular prototype V1.2
4.3.2.4 Rotary Module Housing
The rotary box housing is assembled as part of Housing assembly as shown
in figure 4.14(c). The guide slots on the Rotary box housing and the pro-
trusions on the Rotary Module ensure that the box is inserted in the correct
orientation by the user. This unit is suspended on one side with a slotted
shaft (to remove surgical tool) and on the other side with a gear attached
to it. This housing is attached with gear to enable rotatory motion. Using
gears ensures that there is no direct contact of the motor with fluids. While
loading the surgical tool, the rotary box housing along with the rotary mod-
ule will be facing upward direction to ensure that the slots on it allow the
tool to be inserted. Rotary box housing has two pivoted locks that arrest the
rotary module inside the rotary box housing. These pivot locks are manually
rotated by the user during its use
Closer view of the prototype is shown in figure 4.15. The system is loaded
with a monorail guidewire-catheter tool.
4.3.2.5 Testing on Animal Models and Clinical Trials
After conducting dry lab tests with the new generation of robots, 4 ani-
mal tests for two or three selected procedures will be performed. The data
collected through these studies will be used to analyze the engineering and
clinical usability of the system. After conducting animal trials, the system
will be ready for the next phase of clinical trials.
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CHAPTER 5
Force Calibration for an
Endovascular Robotic System with
Proximal Force Measurement
This endovascular robot can operate with conventional catheters and guide
wires and also provides proximal force measurement. The total forces expe-
rienced by the tool are reflected in the current drawn by the robot actuators.
The estimated total force from the current is used to provide haptic feedback,
which is transmitted indirectly to surgeons.
The current drawn by the motor is used for the proximal force estimation,
and has two components: 1. normal operating current, and 2. current due
to the load on the motor (resistive forces). In order to obtain the current
due to the resistive force, the normal operating current of the motor is sub-
tracted from the total current measured. The normal operating current is
different from the motor characteristics provided by the manufacturer since
the characteristics change when the motor is coupled with the knurled rollers
and the surgical tool. The process of finding that normal operating current
and the associated force is called force calibration.
This chapter discusses the experimental setup to find a normal operating
current of the actuator in the robotic system. The indirect force measurement
method for estimating the proximal force and the process of estimating that
bias force is discussed in the following section.
5.1 Indirect Force Measurement Method using a
Passive Surgical Tool
The resistive force on the surgical tool inside the vasculature is transmitted
along with the tool to its proximal end outside the patient’s body. While
manually performing the procedure, surgeons experience this resistance as a
result of applying a thrusting force (to navigate the guidewire) and opposing
forces from the vasculature. Yang et al. captured that proximal force by
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using a promoting finger on a guidewire-feeding robot equipped with pressure
sensors[55]. In the case of our robot [106, 107], the driving unit with knurled
rollers experiences a similar proximal resistive force. The mechanical load on
the actuator is reflected in the current drawn by the actuator to drive the
rollers. The current drawn is directly proportional to the torque developed
by the motor [108].
τ = KtI (5.1)
F = τ/R (5.2)
where τ is the torque developed by the motor, I is the current drawn by
the motor, Kt is the torque constant of the motor and R is the radius of
the roller. The way our robotic system estimates proximal force is discussed
below.
5.1.1 Experimental Setup
The experimental setup consisted of the robot unit, a standard load cell
(Phidgets Micro Load cell #3133; Max capacity 5Kg; cell repeatability error
max ±2.5g), and a small phantom vasculature. They were mounted on a
platform such that the motion of the guidewire was opposed by the load
cell (as shown in Fig. 5.1). The motor experience that opposing force as
the load against the desired motion as commanded by the motor controller.
To overcome the excess load on the system, the motor drew current greater
than the normal operating current to drive the guidewire. The total current
(I ) drawn by the motor was measured using an in-built sensor in the motor
controller at a sampling rate of 250Hz. Load cell data and current sensor
data were recorded simultaneously. Resistive force (total force) is the sum of
the forces, as mentioned in the earlier chapters.
The current drawn by the motor (I ), as indicated in Eqn. (5.1), represents
a force, (F ) as given by Eqn. (5.2), which is a combination of many forces,
including contact force, frictional force, and normal operating current. That
‘total force’ is transmitted to the proximal end along the axis of the tool.
The total force is experienced by a surgeon or a robot at the proximal end
irrespective of its components (since the tool is flexible, lateral forces have
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Figure 5.1: Force validation setup
no effect). Since the total force is the load acting on the actuator shaft,
our endovascular robotic system estimates the total force notwithstanding
its components. Also, since the force is transmitted along the axis and is
acting at the proximal end, the length of the tool has no relevance and can
be assumed to be arbitrary. In order to simulate the force production and its
measurement, it is difficult to use sensors in-line with the tool, since the tool
is continuously actuated via a pair of rollers. As a result, we have used the
load cell at the end of the tube to resist the motion of the tool, developing
a resistive force. The length of the tube is kept small so that the friction
within it is negligible, and the friction cannot otherwise be measured. Thus
the force developed and measured by the load cell simulates the total force
irrespective of the tool length.
We collected the data by starting the motor from rest and operating it
at a constant speed of 30 rpm (tool feed rate = 15.7 mm/s) to drive the
guidewire. When the guidewire came into contact with the load cell, the
motor experienced an opposing load. The motor continued to drive the
guidewire, applying more force on the load cell. (During this stage, the
guidewire could bend or buckle within the phantom vasculature, increasing
the total force on the motor.) The current drawn by the motor reflected the
excess load on it. The current drawn contained two components.
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Figure 5.2: Comparison of force measurement. The blue curve represents
the total force measurement by the motor, and the red curve represents the
load cell measurement.
i = iv + in (5.3)
where in is the motor’s normal operating current, which is a function of the
motor speed v is given by
in = f (v) (5.4)
and iv is the current drawn because of the reaction force from obstacles and
friction. The total load on the motor as a function of i is the blue curve in
Fig. 5.2. The section of the blue curve from 7 to 11 seconds represents the load
on the motor during normal operation while passing through the vasculature.
The excursion of the curve between 11 and 16 seconds is due to an obstacle
(load cell) interaction. That is confirmed by the direct load cell measurement
with a similar trend as shown by the red curve. Different sections of the graph
(I, II, and III) represent various events in the experiments, as described
below. Sections II and III correspond to the motor’s behavior while it is
being operated constantly at 30 rpm.
Section I, 0–7s: This section of the graph shows zero force measurements
while the motor is at rest.
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Section II, 7–11s: The tool is advanced inside the phantom vasculature
section without any obstacle, and the tool is not in contact with the load
cell during this stage. The forces observed in this section correspond to the
normal operating current of the motor at 30 rpm (constant horizontal trend
in blue) and unquantifiable friction forces (from small vasculature). During
this period, zero load is recorded by the load cell, as the guide-wire is not in
contact with the load cell.
Section III, 11–16s: The tool is advanced to contact the load cell as
the motor continues to drive the tool against the load cell. The motor mea-
surements in this section represent a combined force corresponding to the
motor is operating current, contact force from the load cell, and any friction
due to buckling of the tool and consequent rubbing inside the tube. The
load cell measurements correspond to the force applied by the guidewire.
The measurement by the load cell shows a trend similar to that of the force
estimation.
The difference between the force estimation and the load cell measurement
is attributed to the bias force developed by the motor as a result of the normal
operating current and any friction force. From section II of the graph, it
is evident that the normal operating current corresponds to a biasing force.
Hence, the force experienced by the motor, F , is the sum of two components:
(1) Fb , the bias force associated with the normal operating current of the
motor for a particular speed, and (2) Fprox, the force due to the load on the
motor (or the proximal force).
F = Fb (in(v)) + Fprox (5.5)
For any actuator, Fb as a function of in(v) is predetermined from the motor
characteristics and is subtracted from the resultant force, F , to estimate the
reaction force. The process of estimating that bias force between the load cell
measurement and estimated force is called force calibration and is explained
in the following section.
Note: A constant value of 30 rpm is used to illustrate the bias between the
estimation and measurement. The measurements recorded at other operating
speeds show similar behavior, as shown in Fig. 5.7.
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5.2 Force Calibration: Estimation of the Bias Force
In order to compute the biasing factor Fb(in(v)), we must determine the
relationship between the force component (corresponding to the normal op-
erating current of the motor) and the continuous range of speed. The reason
is that the normal operating current is different from the motor characteris-
tics provided by the manufacturer, since the characteristics change when the
motor is coupled with the knurled rollers and the surgical tool.
Setup: The guidewire was driven freely by the motor at different constant
speeds without the phantom vasculature and load cell (thus eliminating any
friction and contact forces). The normal operating current, in , was measured
at each speed, and the corresponding forces were calculated and recorded.
The data were collected twice for each speed and the mean values of the
forces were calculated for each of the speeds. This is represented by blue
dots in Fig. 5.3.
In the data collected, we observe different trends for the lower range and
upper range of speeds. The lower speed range has a negative slope, and the
trend in the higher speed range has a positive slope. Assuming a separation




m1v + c1, 0 ≤ v ≤ xp
m2v + c2, xp ≤ v ≤ ∞
(5.6)
where mi is the slope and ci is the y-intercept. A sample linear regression
fit separated at 40 rpm is shown in Fig. 5.3. (Only positive velocities are
considered, since negative velocities relieve the applied force and hence, do
not yield any information.)
The separation point is visually obtained as 40 rpm before regression fit-
ting. But, from the graph, it can be seen that at the separation point xp ,
the two linear regressions do not represent the same force. The force-speed
behavior should have a smooth transition between the linear regions at xp ,
so that the regions should meet at xp . If that condition is not met, when the
actuator speed varies from one region to the other, there will be a discon-
tinuity in the estimated force (see Fig. 5.3) resulting in an erroneous force
estimation and potentially result in impulse response by the actuator. This
might rupture vasculature when the robot is required to arrest the motion of
the tool in the event of an unintended motion or force. It would also result
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Figure 5.3: Force corresponding to normal motor operation vs speed. The
red and green lines represent the regression fitting of the collected data
(blue dots) in two different speed ranges.
in an error in the runtime calculation of the dynamics threshold. In order to
ensure continuity of force at the separation point, the two linear regressions
must intersect at the same point on the separation line. That constraint is
expressed as





The problem can be recast as a constrained optimization problem in which












where e represents a discontinuity error between linear regressions; x̄−, ȳ−,
and β̄1 represent the velocity, bias force, and parameter, respectively, corre-
sponding to the data set in the left half of the xp and, similarly, x̄+, ȳ+, and
β̄2 represent the data set in the right half of the xp. But the separation point
xp that separates the two linear regions is not available. We found that by
minimizing the fitting error at two regions given by the optimal solution to
the above optimization problem.
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The above two problems of identifying the optimal separation point xp
and identifying the linear regression model parameters m1, m2, c1, and c2
can together be formulated as a bilevel optimization problem [110].
Bilevel optimization, a special class of hierarchical optimization problems,
consists of a nested optimization task within the constraint of another op-
timization problem. The outer optimization is called the upper-level task
and the inner problem is called the lower-level task. The nested structure of
the overall problem means that a solution to the upper level is feasible only
if it is an optimal solution to the lower-level problem. As a result, bilevel
problems are hard to solve. In our case, we have found an analytical optimal
solution to the upper problem that we use to find the optimal solution to
the lower problem by searching within the feasible region. That constrained



















(ȳ+ − x̄+β̄2)T(ȳ+ − x̄+β̄2)






The derivation of the analytical solution to both levels is provided in the
Appendix and in the thesis [107]. The solution to the upper-level problem of









c1 = c−m1xp (5.12)
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Figure 5.4: Solution to transcendental equation

































x̄+. Solution given in eqn.(5.10) to eqn.(5.13) are used to find the
optimal solutions the lower-level problem. The optimal solution is given by
the following quadratic transcendental equation:





See the Appendix for the quantities in Eqn.(5.14). We use the fixed-
point iteration to solve the transcendental equation [111], as shown in Fig.
5.4. The solution for the separation point is obtained as xp = 41.5586 and
Speed (RPM)
















 Variation of error with respect to separation points
Figure 5.5: Variation of error with respect to separation points.
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Figure 5.6: Constrained bilevel optimization resulted in linear regression
error while maintaining continuity at the separation speed
xp = 101.8051. By choosing the nearest values from the collected data, we
can compute the associated error as exp=40 = 0.003471 and exp=100 = 0.01684.
Therefore, the separation point is xp = 40 rpm. Hence,
Fb =
{
−0.0059v + 0.8473, 0 ≤ v ≤ 40
7.5767× 10−5v + 0.6101, 40 ≤ v ≤ 500
(5.15)
The solution to the separation point xp is confirmed by the variation of error
as shown in Fig. 5.5. The error is lowest at 40 rpm.
5.3 Discussion of Validation Results
The linear regression models expressed in Eqn. (5.15) were used to estimate
the bias force Fb for given operating motor speed. The data as shown in
Fig. 3 were collected by operating the motor at a constant speed of 30 rpm.
Based on Eqn. (5.15), the corresponding bias force Fb was computed as
0.6716N. That bias was applied to the motor force measurement data when
the motor started to operate. The result is shown in Fig. 5.7(a). The green
line represents the unbiased force measurement by the motor which is the
proximal force on the guidewire Fprox . We can observe that the estimation
mostly agrees with the load-cell measurement.
The value obtained for xp (40 rpm) is specific to the actuator used in our
robot. As the electrical characteristics vary across motors, a different motor
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Figure 5.7: Biased force representation estimation (a) 30 RPM (b) 50
RPM. The green curve represents the unbiased force that follows the
measurements by the load cell (red curve).
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will yield a different value for xp.
A linear regression model is used to obtain in Eqn. (5.15) to compute the
bias force in real-time while navigating the guidewire inside the vasculature.
This is confirmed by operating the motor at different motor speeds and with
corresponding unbiased force estimation as shown in Fig. 5.7(b). The RMS
errors between the unbiased motor force and the load cell measurements were
0.22 N and 0.23 N for 30 rpm and 50 rpm, respectively. Those errors can
be attributed to the linear regression and the friction because of rubbing
between the tool and the small section of phantom vasculature that cannot
be quantified. That is acceptable since the error is less than the estimated
operating force of 2N during an interventional procedure, as reported in [112].
The real-time estimation of proximal forces Eqn. (5.5) was continuously
monitored to provide haptic feedback to the surgeons as well as to arrest
the robot actuation when the reaction force exceeded a threshold limit as
monitored by a dead-zone algorithm in the robot controller. In our robot,
we use the proximal force, Fprox , to detect excess force conditions that may
lead to the perforation of vessels and alert the surgeons by means of haptic
vibrations. Fig. 5.8(a) shows the setup for one such experiment in which a
guidewire was navigated within a phantom vasculature to access the ‘Block.’
The user was alerted when the reaction force, Fprox , exceeded a threshold.
Since the force estimation is a function of motor speed, the threshold is also a
function of motor speed, and hence is varying. Determination of the dynamic
threshold FD = (F − Fb) makes the thresholding adaptive to the operating
speeds. Haptic vibrations are generated when (Fprox ≥ FD). During that
experiment, such excessive forces were observed when the guidewire moved
against the branching at 150 mm and against the ‘Block’ at 330 mm (see
Fig. 5.8(a)) along the phantom vasculature. The spatial delay in the graph
shown in Fig. 5.8(b) occurred because the excessive force was elicited only
after the flexible guidewire had moved sufficiently against the branching or
‘Block’. That caused the tool to buckle and rub against the vasculature
thereby increasing the total force beyond the threshold. (The fall in the
force near 150 mm after the rapid increase occurred because the user pulled
the tool back to steer it into the desired branch.) The increase in force after
330 mm occurred because the user intentionally advanced the tool further
despite having been alerted by the robot. That action caused the tool to























Figure 5.8: Force response for haptic feedback. (a) simple branching





Surgeons’ ability to teleoperated robotics-assisted surgery require a seam-
less flow of control command from capturing desired surgeon’s actions to
robot replicating those task. Our goal is to develop an endovascular robotic
system as the reliability of this medical device which is achieved with a multi-
level controller ensuring performance and safety. This chapter discusses the
control architecture and performance evaluation of our endovascular robot.
Following this section, the experimental setup for integrated system testing
in dry lab scenarios along with an evaluation of the haptic feedback safety
system is discussed.
6.1 Control Architecture and System Performance
Evaluation
The control system includes the master sensing unit, slave robot unit and
the vasculature environment. The controller design requirements are: 1.
surgical tool position tracking and 2. surgeon’s action replication and 3.
control scheme for safety mechanism. The control architecture is shown in
Fig. 6.1. The sensing unit acquires the surgeon’s actions [F τ ]T as inputs
and the robot unit drives the tool inside the vasculature. The force sensed
by the robot unit from the vasculature is used to provide haptic feedback to
surgeons to ensure the patient’s safety. In order to ensure the position as
well as velocity tracking of the tool, a cascaded controller with input shaping
is used [113][114].





by the sensing unit based






from the sensing unit as inputs and converts them to cor-
responding torque inputs for the robot actuators. Continuous asynchronous
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Figure 6.1: Control architecture
communication of the control inputs for fast data transfer is sometimes ac-
companied by data loss that results in large rotations as described in section
III. This is attributed to, 1. actions of the surgeon faster than the sampling
rate of the sensing module resulting in improper data capture, and 2. data
package loss during communication between master and slave modules. In
order to circumvent this, we have used an adaptive input shaper. This repli-
cates the surgeon’s actions. The motor is under velocity control. In order to
track the position of the surgical tool, a PID position controller is used. The
combined action of the two controllers constitutes a cascaded controller that
receives inputs from the input shaper.
The total force Fn acting on the tool while maneuvering inside the vascu-
lature is reflected in the current drawn by the motors. The measured current
I is converted to force Fs by the impedance relationship Z
−1
h as given in (5.1)
and (5.2)[115]. This resistive force is monitored continuously by a dead-zone
algorithm which triggers whenever the value of resistive force goes beyond
the dead-zone limits. This signal ceases motor actuation providing a safety
mechanism. This also triggers the vibratory and audio systems in the sensor
module to alert the surgeons.
6.1.1 Cascade Controller Module
In order to have simultaneous position and velocity controls to track the sur-
gical tool as well as to replicate the surgeon’s actions, a cascade controller[113]
is used. Abrupt changes in [θ1, θ2]d are observed due to three events: 1. rapid
movement of the tool at the user-interface, 2. rotating components revolve
rapidly for a small change in motion and 3. loss of data during communi-
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cation between controllers and computers. This results in either whipping
action of the tool or impulsive thrusting force or damage to the motor due
to a large current are drawn. This undesirable inputs must be modified such
that the velocity gradient is small. this modification of input is achieved
using shaping [114]. Input shaping is a type of command generation scheme
obtained by convolving a sequence of impulses with the input signal. In
Fig. 6.2, the input signal has a change in the magnitude of L which is convo-
luted with a sequence of impulses A1, A2, ...An and the corresponding shaped







Ai = 1 (6.1)
Figure 6.2: Input shaping process
In order to replicate the surgeon’s actions, velocity control is employed.
To ensure that commanded position [θ1, θ2]d is reached, position control is
also used. The two controllers are used in cascade mode in which, an er-
ror in position is also compensated by the velocity controller. From the
control architecture as shown in Fig. 6.3, the position loop is closed using
a proportional-integral-derivative(PID) controller and similarly, the velocity
loop is closed using another PID controller. The desired position parameter
[θ1, θ2]d as measured by sensor are constantly compared with the actual posi-
tion of the robot unit measurements [θ1, θ2]a. This position error is made as
input to the position controller to generate the control inputs that are added
to the desired velocity. On the other hand, the desired velocities [θ̇1, θ̇2]d
are provided to control the motor via a normally closed switching unit. The
switching unit algorithm acts as a safety mechanism to respond to an exces-
sive force measured in the system. It facilitates normal velocity control by
default and ceases actuation for safety upon receiving a trigger signal. In
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the case of normal operation, this velocity is provided as input to the PID
velocity controller. The control efforts from this controllers are saturated in
order to eliminated undesirable output control commands to the motor.
6.1.2 Experimental Evaluation
The endovascular robotic system is evaluated for the following: 1. adherence
to the responses of the mathematical model, 2. controlled system response
and 3. haptic feedback safety system with force measurement. The setup
is shown in Fig. 6.4. The system consists of a master console and a slave
manipulator that uses identical guidewires. The master console consists of
a display monitor, sensing unit and surgical tool. The slave manipulator
consists of a robot unit, controllers, computer, and another surgical tool. A
phantom vasculature is used to mimic patient vasculature. A high definition
camera is used to telecast the procedure to the user.
To evaluate the behavior of the slave robot in response to the commands
from the master unit, an experiment is conducted in which the robot is
controlled by a user via the sensor module to insert a guide wire into the
phantom vasculature. The surgeon’s actions, [F τ ]T, are transformed into the
kinematics of the guidewire using the motors m1 and m2 of the slave robot.
The responses of the system for both actions are shown in Fig. 6.5(a) and
Fig.6.5(b). Since the mathematical model represents the best system that
satisfies all the design considerations, the actual system response is compared
against the mathematical model given by Eqn. (4.5) and Eqn. (4.6) for the
same input. It is observed that the model, as well as the robot, respond
similarly to the input commands as is evident in the negligible differences
in their responses. Note that the systems (translation and rotation) of our
robot are uncoupled systems. Thus, the performance of one has no effect on
the other. Although the robot is capable of effecting translation and rotation
actions simultaneously, we have not included that in our control modalities
since that is not the way it is carried out in conventional procedures.
Although the responses of the realized physical system and the mathe-
matical model are similar, there are errors between the responses and the
command input. The reduction of this error using a PID position controller































Figure 6.4: Endovascular robotic system
To evaluate the controller, the experiment to navigate the phantom vascu-
lature as shown in Fig.6.7(a) is carried out. The guidewire is translated for
150mm through the phantom vasculature followed by rotation to select the
branching. The guidewire is further translated until it hits the block. The
error between the command signal from the shaped inputs of the sensor unit
and the system response is due to the operation of a system in open-loop (the
position tracking by the cascaded controller is OFF). The system adheres to
the input under the action of a PID position controller (position tracking by
the cascaded controller is ON) in the kinematic space (θm1 , θ̇m1 , θm2 , θ̇m2) of
the robot. The responses along with error are shown in Fig.6.6(a). and Fig.
6.6(b). The error in translation is bounded between ±12.5mm and rotational
motion error between ±0.3rad. (These bounds are acceptable owing to the
flexibility of the guidewire as a result of which energy build-up is negligi-
ble for these small deviations). As a result of the combined action of input
shaper and cascaded controller, large rotations are avoided and the system
is able to track the desired position of the surgical tool.
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Figure 6.6: System response with controller for (a) translation and (b)
rotational motions.
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Figure 6.7: Force responses during guidewire navigation inside phantom
vasculatures. (a) simple branching phantom, (b) haptic response in simple
branching phantom, (c) Complex branching phantom, (d) haptic response
in Path AB in complex branching phantom, (e) haptic response in Path
AD, (f) haptic response in Path AC
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6.2 Evaluation of Haptic Feedback Safety System
The safety mechanism is demonstrated with the navigation task performed
on phantom vasculatures as shown in Fig.6.7(a) and Fig. 6.7(c) in tele-
operation mode. In the first phantom setup as shown in Fig.6.7(a), the
phantom vasculature has a bifurcation at 150mm from the open end. The
guidewire is advanced to the bifurcation without steering into any of the
branches. This made the tip of the guidewire to move against the wall of the
phantom developing a resistive force. The resisting force is represented by
the spike at 150mm in Fig.6.7(b). During navigation, the force measurement
from the actuator is continuously monitored. When the applied force exceeds
a threshold limit (1.5N), as determined by the dead-zone in the controller
(as shown in Fig. 13), the system provides haptic feedback at the sensor
module as vibrations to alert the surgeons. Similar responses are observed
at 350mm when the guidewire is further translated against the ‘block’ in the
vasculature located closer to 350mm.
In order to validate this approach, another phantom vasculature (Fig.
6.7(c) which mimics a bovine aortic arch in the heart is used. This vas-
culature has variations in diameter and branching. The three different navi-
gation tasks are performed: Task 1 - guidewire is navigated from ‘A’ to ‘B’
(at 400mm from ‘A’ along the vessel), Task 2 - from ‘A’ to ‘C’(at 500mm),
and Task 3 - from ‘A’ to ‘D’ (at 450mm). The guidewire was advanced
continuously against the blocks to observe the system’s responses. The cor-
responding force responses are shown in Fig.6.7(d-f). At these locations
when the force responses exceeded the threshold, the haptic vibrations were




Classification for Needle Biopsy
Procedures
Currently, robotic assistance for biopsy uses only the position parameter to
address localization challenges. In addition to a robot’s position sense, this
dissertation proposes to integrate the needle-tissue interaction force parame-
ter. This force model presents a new way of developing intelligence for a robot
that can identify tissue properties during needle probing/biopsy. To demon-
strate the feasibility, an experimental setup is used to collect the needle-tissue
interaction parameter and to build a Recurrent Neural Network- Long-Short
Term Memory (RNN-LSTM) model for the system intelligence.
Alternate methods for data collection and analysis were initially attempted
before using LSTM-RNN. Such approaches for modeling robot intelligence
are presented as well in the following section.
Furthermore, tissue classification can be performed by data sensed us-
ing various other modalities. Several researchers in other fields of medical
application have worked on sensing and distinguishing tissues. Some of the
modalities include ultrasound attenuation, high-frequency vibration, bioelec-
tric impedance, imaging techniques, and histopathological analysis. A brief
review of other sensing modalities is discussed for future work in this field.
Intelligence robotic assistance can be delivered to medical professionals in
the various configuration of robotic devices. The configuration could be a
handheld robotic device for a simple procedure or a robot mounted over a
manipulator arm for a complex therapy. To present the feasibility of various
robot configurations, a detailed discussion on robot system design is provided.
This chapter is organized with the first section discussing the design of
the experiment, data collection, and modeling of a classifier. The following
sections present the results and the discussion on the performance of the
classifier during offline and online prediction. This is followed by a section
of alternate approaches to modeling. A section on alternative modalities of
tissue classification is presented. The final section discusses the design of a
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biopsy robot that integrates intelligence.
7.1 Experimental, Data Collection and Modeling for
RNN-LSTM Classifier
7.1.1 Experimental Setup
The experimental setup (as shown in Fig. 7.1) consists of force-torque sensor
(ATI model: Nano 43 Transducer), linear stage (programmable feed rate:
1mm/s), biopsy cut needle (Bard: 16-gauge/1.7mm), linear strip encoder
(US Digital: resolution 2000 CPI-counts per inches), and fixtures to hold
synthetic tissue sample in desired position. The force sensor holds the needle
and is mounted firmly on a linear stage which facilitates the translation
motion of the needle to perform probing actions.
Figure 7.1: Experimental setup showing system with needle, synthetics
tissue on fixtures Force and the linear encoder sensor
7.1.2 Data Collection
Synthetic tissue phantoms that are homogeneous are used to represent prim-
itive breast anatomies such as soft tissue (such as skin, fibrous tissue), milk
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Figure 7.2: Synthetic tissue material
duct/ blood vessel and hard tissue (such as hard tissues, tumors, and cal-
cification). (Note: by using synthetic phantoms, the non-homogeneity and
uncertainty in human anatomy are eliminated for this initial phase of the
study). These synthetic tissues are prepared using Ecoflex-30 Super Soft
Platinum Silicone material as shown in Fig. 7.2. The 2 mm and 4 mm thick-
ness samples represent skin/superficial tissues of the breast. The 10 mm
thickness sample represent fibrous breast tissue that anatomically lies below
the skin. The 15 mm thickness material with an embedded duct (heat shrink
ducts) represent the blood vessels or the milk ducts. Hard plastic material
is used to represent hard tissue or a tumor.
Needle intervention tasks can be simplified into smaller scenarios based on
the interacting tissue. They are
(1) Needle penetration via thin skin (superficial tissue).
(2) Needle penetration through the thick skin
(3) Needle penetration skin and fibrous or fatty tissue
(4) Needle penetration skin, a layer of tissue and tumor tissue
(5) Needle penetration through ducts to access the tumor
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Table 7.1: Experiment scenarios for data collection
To capture these five scenarios, phantom tissues are mounted on a fixture
and stacked against each other in different combinations. Detailed analog
between the synthetic tissue arrangement and human anatomy are given in
Table 7.1. The fixture is placed near the linear stage to feed the needle to
perform probing action. A 16-gauge needle is mounted on the linear stage
and is advanced with a constant feed rate of 1mm/s. For each scenario,
fifteen trials were performed during which, data from the force sensor and
encoder are recorded simultaneously.
A sample data represented from each scenario is presented in Fig. 7.3.
These data captured using phantom tissue look similar to the data collected
using real tissue as shown in [29, 65, 66, 67, 68]. That is, the needle pene-
tration stages while advancing a needle are pre-puncture, puncture and post
puncture [65, 29]. Similar stages of needle penetration are evident from the
data collected with synthetic tissue as shown in Fig. 7.3. Although the above
experimental setup does not replicate ideal human anatomy yet, it provides
similar scenarios and data to prove the feasibility of this research, which is
to model neural network based intelligence.
7.1.3 Feature Description
The measured data includes time, needle feed distance and the measured
force. In order to build a generic RNN-LSTM model, the input parameters
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Figure 7.3: Sample data from each case of needle penetration
Table 7.2: Classes
must represent the characteristics of the scenario.
During an actual biopsy procedure, the distance of suspicious tissue is
unknown. In our experiments, anatomical landmarks (such as ducts and
hard surfaces) are consistently encountered at the same distance over 15
trials (same distance was maintained to help with labeling data and also
for the eases of data collection for multiple trials). Therefore, the use of
absolute distance measurements creates an opportunity to over-fit the model.
Alternatively, change in distance parameter is crucial to understand tissue
characteristics. This change in distance captures the feature of resistance
that needle experience while penetrating stiffer tissue.
In addition to the force parameter, change in force (δF ), varies based on
tissue stiffness as well. That is, δF during tissue puncture is an impulse
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Figure 7.4: Labeling dataset. Figure shows 5 cases and the corresponding
labeling graphs below it. Labels Magenta indicates ‘air’, Blue- ‘soft tissue’,
red- ‘hard tissue’, and cyan- ‘puncture’.
force, compared to force trends while penetrating fat or soft tissue. Likewise,
δF for hard tissue penetration is higher compared to soft tissue interaction.
Based on the above discussions, the following three sequential features
force, time derivative of force, and time derivative of distance F ; δF, δd were
chosen for the neural network model.
7.1.4 Labeling
The objective of the RNN-LSTM model is to classify soft tissue, hard tissue,
and to identify punctures. Four classes and its anatomical analog are shown
in Table. 7.2. During data collection, the distance at which these critical
events occurred was measured and recorded from the experimental setup.
Using this recorded information along with the knowledge of the thickness
of synthetic tissue, the region in which the events occurred, with respect to
encoder distance were identified. To accommodate the soft tissue material
property (such as elasticity, compression), a bound is created to the distance
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that the events occurrences. This labeled data set is graphically presented
in Fig. 7.4. The figure shows the data (force vs distance) for five cases and
its corresponding graphs below each case shows labels (label vs distance).
7.1.5 RNN-LSTM Classifier
The input features x = [F, δF, δd] are the force, time derivative of the force
and the time derivative of the needle travel distance. These features are used
to determine the class of material the needle is currently traveling through. A
single trial provides the pair (xt; yt) for all time t. The current experimental
setup has a sampling rate of 100Hz. To capture the attributes of events
in one window, each feature is represented by a sequence of length of 20
(1/5th sampling rate). To eliminate over-fitting due to the sequence of classes
occurrence in the data, the data set sequences are shuffled before training
the model.
A recurrent neural network (RNN) is well-suited for sequence labeling as
it is capable of including the temporal information. A sequential LSTM unit
maintains an internal cell state ct and calculates a hidden state ht, which
is utilized for the output as well as state-to-state transitions. The control
of information to ct and ht are controlled by various gates (forget gate ft,
input gate it, and output gate ot). The LSTM uses the learnable matrices W
with bias terms b to handle a new input xt along with using U to handle the
past information ht. The mathematical representation of the LSTM model
is given in the equation below.
ft = σ(Wfxt + Ufht−1 + bf )
it = σ(Wixt + Uiht−1 + bi)
ot = σ(Woxt + Uoht−1 + bo)
ct = ft ◦ ct−1 + it ◦ tanh(Wcxt + Ucht−1 + bc)
ht = ot ◦ tanh(ct)
(7.1)
where it is input gate, ot is output gate, ft is forget gate, ct is memory
cell, is ht is hidden state vector. And Wf ,Wo,Wc,Wi, are recurrent weight
matrices and Uc, Ui, Uo, Uf are recurrent connection matrices [116]. Unlike
HMM, which assumes the current state only depending on the previous state,
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an RNN model drops this assumption and can learn longer-term dependen-
cies providing it with higher representative power. A commonly seen building
block for RNN is the Long-Short Term Memory (LSTM) unit shown in equa-
tion 2 [117, 116, 118]. The RNN-LSTM-based model is implemented with
Keras on Tensorflow [119]. Using the kfold cross-validation technique, 80%
of the dataset is used for training and testing of the model, and 20% of the
dataset used for validating the model.
7.2 Results and Discussion of Online and Offline
Prediction
7.2.1 Offline Prediction Results
The model architecture consists of four LSTM layer of each 10 hidden nodes
connected sequentially with tanh activation and l2 regularization functions.
This is sequentially connected to a final layer of simple 4 nodes with a softmax
activation function.
Using Kfold cross-validation, five different RNN-LSTM models with the
same architecture were trained for various combinations of input data set.
Figure 7.5 shows the dataset and the labels and the model prediction for a
sample trial from each of the 5 cases. The data is represented in blue force
against distance. Below each data plot, the corresponding label plot is shown
with the actual label in red color and predicted labels in green color.
The overall LSTM model’s with 5 Kfold cross-validation accuracy is 87.03%±
1.12. The confusion matrix results for the top performing model are sum-
marized and shown in Table 7.3. The classes air and soft tissue are classified
with higher accuracy of 88.54% and 95.24%. Where else, the hard tissue and
puncture had an accuracy of 75.52% and 67.47% respectively.
Primarily, the model prediction enables a robot to understand the tran-
sition of events in the tissue while probing. To provide an intuition of the
force dataset in general, force is zero with some noise while traveling ’air’
class. The hard tissue has significant resistance to needle and has virtually
no movement in the needle. The puncture has an impulsive force because of
the change in trend.
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Figure 7.5: Classification results in the offline model prediction for 5 cases.
Data set of force and distance is indicated with blue color, model prediction
is shown in green, and the actual labels are shown in red
Although the overall performance of the LSTM model is better, the classes
puncture and hard tissue has lower accuracy. Most of the misclassifications
occurred for the puncture class. This can be explained by the following rea-
sons (1). the occurrence of puncture events is associated with three phases:
pre puncture, puncture and post-puncture [65, 29], which overlaps with the
prediction of soft tissue detection. (2). the labeling bounds overlap as the
needle interaction with soft tissue during puncture. (3). Additionally, ac-
curately detecting class transitions requires a detectable short but sudden
spike in the force due to tissue deformation before puncture occurs. Thus
a high degree of overlap between the soft tissue and puncture reduces the
characteristic distinction between them. Fig. 7.7 shows test results for a
trial, where the model shows the tendency to accurately learn transitions
with inaccurate timing for when the transitions occur. Although the results
can be considered as a success, the model needs to be improved for a crit-
ical application such as a breast biopsy. These model weaknesses (inexact
transitions) are believed to be caused due to inaccurate labeling, not due to
classification limitations.
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Table 7.3: Classification report with confusion matrix
7.2.2 Online Prediction Results
A scenario of needle probing the hard tissue was created using synthetic
tissue (thin layer 2mm thickness, pressed against thick tissue 10mm followed
by hard tissue). The needle probes the tissue and the data is acquired in
real-time as input data set for the AI model. The best performing model
was integrated with the experimental setup to perform prediction in real-
time. For this data set of the same sequence length were created and fed into
the model. Figure 7.6 shows the force plotted against time (in blue) and its
model prediction(in green). During the experiment, the needle traveled in the
air and then started penetrating the soft tissue. This transition is indicated
by the prediction model in the graphs at the 60th second. Following this
penetration, the needle advances further inside the soft tissue, as indicated
in the 80th second. The needle then approaches the hard tissue which is
indicated from the 90th second onward.
The system’s task of probing the tissue with a needle now can predict the
events in the interacting environment in real-time as well. The predicted
result using the RNN-LSTM model is shown in Fig. 7.6. With this result,
feasibility is presented for modeling intelligence for a robot using needle-
tissue interaction force. This intelligence along with needle tip localization
can aid to confirm needle tip location.
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Figure 7.6: Classification result in the online model prediction
7.3 Alternative Approach to Perform Analysis
In the earlier part of my dissertation, I have attempted alternate approached
to collect and analyze data to build intelligence for the biopsy robot. In this
section, I discuss possible alternate approaches.
7.3.1 Experimental Setup
For the alternate approach, a different experimental setup was used as dis-
cussed here. The experimental setup consists of a robot, camera, needle, and
fixtures to hold synthetic tissue samples in the desired position. Our breast
biopsy robotic system (BBRS) built at UIUC, has 2 degrees of freedom with
actuation for translation and rotational motion of the needle. The transla-
tion motion allows the needle to probe and retrieve. The rotational motion
allows the needle to drive towards the desired direction (this feature is not
used for this project). A pair of knurled friction rollers are used to achieve
the translational motion of the needle. The actuator operating current is
used to compute the needle feed force. The needle position is tracked by a
camera.
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Figure 7.7: Experimental setup showing breast biopsy robotic system with
a needle, synthetics tissue on fixtures, and camera tracking.
Figure 7.8: Synthetic tissue material




Synthetic uniform tissue phantoms were created to represent primitive breast
anatomies such as soft tissue (such as skin, fibrous tissue), milk duct/ blood
vessel, and hard tissue (such as hard tissues, tumors, and calcification).
(Note:- By using synthetic phantoms, the non-homogeneity and uncertainty
of human anatomy are eliminated for this initial phase of the study). The
list of classes corresponding to each human anatomy is shown in Table 7.5.
These synthetic tissues are prepared using Ecoflex-30 Super Soft Platinum
Silicone material as shown in Fig. 7.8. The 2 mm thickness sample repre-
sents the skin/superficial tissues of the breast. The 9 mm thickness sample
represents fibrous breast tissue that anatomically lies below the skin. The 9
mm thickness material with an embedded duct (heat shrink ducts) represent
the blood vessels or the milk ducts. A hard material is used to represent
hard tissue or a tumor. These tissues are mounted on a fixture and stacked
against each other to represent different scenarios and the fixture is placed
near the robotic system. As shown in Table 7.4, seven different scenar-
ios were performed ten times each and data from the robot and camera are
recorded. A 22 gauge needle was loaded on the robot and the needle was
advanced with a constant feed rate. Despite the constant feed rate applied
by the robot actuator, the needle distance traveled was not constant, as it
experiences resistance during tissue interaction during linear motion.
The above experimental setup does not replicate ideal human anatomy yet
provides similar enough scenarios to prove the feasibility of the project.
7.3.3 Dataset Description
The measured data includes the needle distance and the force measurement
as shown in Fig. 7.9. These measurements cannot be directly used for clas-
sification as it can cause over-fitting of the model due to the experimental
setup. With the gathered data, ducts and hard surfaces are consistently en-
countered at the same distance (10 trials are performed for a single case).
This provides the ability to gather data more quickly (without needing to
reset the synthetic tissue samples each trial) as well as automatically label
the data. During a real biopsy, the distance before encountering an object
of interest (duct, tumor) is unknown and inconsistent between trials. There-
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Figure 7.9: Noisy Signal data of needle penetration force and distance
fore, absolute distance does not provide valuable information for training.
Similarly, considering that the force is always increasing as the needle enters
into the tissue, part of the distance information is already contained within
the force measurement. Absolute measurements will lead to over-fitting of
the model (e.g. output duct always at a distance of 40mm with a certain
corresponding force).
This issue can be avoided by using the time derivative of these two signals
instead (δf and δd). A surgeon is more likely to note the gradual change than
the absolute signal magnitude.
Additionally, the magnitude of the force measurement was between 1N and
2N which is significantly higher than the magnitude of the true signal. Hence,
subtle changes in the force should be the primary indicator of transitions
rather than the absolute value (particularly from soft tissue to a duct). The
data is heavily filtered to partially alleviate this issue and an example can be
seen in Fig. 7.10 along with how the sequences are labeled.
78
Figure 7.10: Filtered force measurement for a sample trial with the regions
labeled (best seen in color). Blue indicates ’air’, red indicates ’soft tissue’
and green indicates ’duct’.
7.3.4 Critical Points Extraction Approach
In order to identify different tissues, a model using principal component
analysis (PCA) [120] was developed for the robot to differentiate the tissues.
The PCA based model can identify and predict the type of tissue lying ahead
within some confidence interval. Different masses differing in density, size,
and shape were embedded within a phantom breast. 10 trials were conducted
for each mass. Based on the force feedback obtained as a variation of motor
operating current, masses were classified into soft, dense and hard tissues.
In our preliminary studies, using the biopsy needle (22 gauge), the robot
was trained to identify tissues when the needle transitions from soft to dense
and soft to hard materials. A Gaussian mixed model (GMM) analysis of
the PCA of direction angle of data point from start to current state was
collected. Based on the trend, the first puncture was identified that corre-
sponds to when the needle penetrates the skin. Following the first puncture,
the second critical event is the increase in resistive force due to friction and
tissue stiffness. This is identified as a local minima problem. Now with this
second critical point as the start of the new data vector. The new data that
is collected after this critical point gets appended to this vector and PCA was
performed in real-time to classify the direction of angle in the progression of
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Figure 7.11: Needle biopsy: force responses and classification result for soft,
dense and hard tissues using PCA
probing resistance. Based on the GMM distribution, the mean and std of for
dense tissue are 25.49, 20 degrees and the mean and std for hard tissue are
54.51, 15 degrees. The results of classification using this approach are shown
in Fig.7.11.
Discussion: This Gaussian mixed model approach has limitations and
cannot be implemented intelligence assistance in a robot. This is because
the training considers distance as one of the data which causes over-fitting.
That is, tumor tissues located in different depth could be classified differently
as the decision parameter angle can vary due to an increase in resistance and
depth. Furthermore, the data does not capture patient scenarios closely i.e.
variation in patients’ breast density, breast anatomy, etc. The model is thus
vulnerable to misclassification.
7.3.5 Classification
The input features x = [δf, δd] are the time derivative of the force δf and the
time derivative of the distance δd. These will be used to determine the class
of material the needle is currently traveling through. A single trial provides
the pair (xt,yt) for all time t. 60% of the dataset (six out of ten trials for
each case) was used for training with the remaining used for testing.
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7.3.6 Gaussian Likelihood with Hidden Markov Model
Class specific multivariate Gaussian distributions (mean and covariance) were
calculated using all of the data points from the training set regardless of where
they appear within the sequence.
In order to incorporate the sequence information, a Hidden Markov Model
(HMM) is used [121]. The Gaussian likelihoods for each class from above
are used as the emission probabilities while the transition probabilities are
determined from how often state transitions (transitioning from one material
to another) occur. During test time, the Viterbi algorithm is used to assign
the most likely sequence.
7.3.7 Recurrent Neural Network-Hidden Markov Model
A recurrent neural network (RNN) is suited well-suited for sequence labeling
as it is capable of including the temporal information. A Hidden Markov
Model (HMM) assumes the current state depends only on the previous state.
An RNN drops this assumption and can learn longer-term dependencies pro-
viding it with higher representative power. A commonly seen building block
for RNNs is the Long-Short Term Memory (LSTM) unit shown in equation
7.2 [117].
ft = σ(Wfxt + Ufht−1 + bf )
it = σ(Wixt + Uiht−1 + bi)
ot = σ(Woxt + Uoht−1 + bo)
ct = ft ◦ ct−1 + it ◦ tanh(Wcxt + Ucht−1 + bc)
ht = ot ◦ tanh(ct)
(7.2)
While processing a sequence, an LSTM unit maintains an internal cell state
ct and calculates a hidden state ht utilized for the output as well as state-to-
state transitions. The control of information to ct and ht are controlled by
various gates (forget gate ft, input gate it, and output gate ot). The LSTM
uses the learnable matrices W• with bias terms b• to handle a new input xt
along with using U• to handle the past information ht.
The network trained here consists of a single LSTM layer with 32 hidden
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Table 7.6: Results for the Gaussian model with HMM.
Table 7.7: Results for the RNN.
units connected to an output layer with 4 units (for the 4 classes). Ran-
dom subsequences of length 500 are sampled from the trials for training via
Stochastic Gradient Descent. At test time, the full sequence (regardless of
its length), is fed into the network to acquire the labels.
7.3.8 Results and Discussion
Three separate models were trained for both the HMM and the RNN with
various degrees of filtering applied to the data. The results are summarized
in tables 7.6 and 7.7. As expected, there was a large increase in perfor-
mance when trained on the filtered data with the RNN having the highest
classification performance at 84.08% with the HMM achieving 72.72%.
Fig. 7.12 shows the multivariate Gaussians for δf and δd. The Gaussian
for air has an average δf slightly above 0 following the intuition of the
needle requiring little force while traveling through the air. The hard tissue
Gaussian has virtually no movement δd considering it is a hard surface with
largely oscillatory δf . Note there is virtually no distinction between soft
tissue and duct besides a slightly higher δf for the duct. This higher δf
should be the case. However, the noise in the force measurement prevents
the ability to separate the classification for any particular data point without
the additional structure from the HMM or RNN.
Tables 7.8 and 7.9 show the confusion matrices for the two top performing
models. Although the RNN performed better overall, it was never able to
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Table 7.8: Confusion matrix for the Gaussian model with HMM.
Table 7.9: Confusion matrix for the RNN. Although the performance is
much better than the HMM, it was only able to accurately distinguish
between three of the four cases.
accurately identify a duct.
Fig. 7.13 shows test results for a trial of the Gaussian model with the
HMM showing the tendency to accurately learn transitions with inaccurate
timing for when the transitions occur.
Although the results can be deemed successful, there needs to be significant
improvements for a critical application such as a breast biopsy. These model
weaknesses (inexact transitions and poor duct classification) are believed to
be caused due to the high degree of noise in the measurements as well as
inaccurate labeling, not due to classification limitations.
The distance measurement from the camera tracking in the experimental
setup is highly precise (within 1mm). The duct used in the experimental of
diameter 2mm, during trials it is possible to mislabel duct as soft tissue due
to the high degree of overlap and certain motion of the tissue.
Additionally, accurately detecting class transitions requires a detectable
short but sudden spike in the force due to tissue deformation before puncture
occurs. Due to the necessity of filtering, this sudden spike is removed from
the data. With more precise sensors and a more controlled experimental
setup, these issues can be eliminated with an expected gain in performance.
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Figure 7.12: Multivariate Gaussians for δf and δd.
Figure 7.13: Results on a single case using the Gaussian distributions for
the filtered δf and δd with the HMM. Red is the true label and blue dots
are the assigned label.
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7.4 Alternative Modality of Tissue Classification
Similar to the understanding of needle-tissue interaction force, researchers
have explored other forms of measuring systems that provide a variation in
results for different tissue characters. This section briefly discusses possible
alternate sensing modality which could be used to classify tissue.
Ultrasound Attenuation
The vascular bed within the tumor core was substantially stiffer than the
large patient vessels at the invasive front that are surrounded by the stiffest
extracellular matrix [16]. Intuitively, the inhomogeneity between different
breast tissues is perceived by expert surgeons during manual needle interven-
tion to realize anatomical events (occurrence of puncture, soft tissue or hard
tissue) with the haptic feedback from the needle tissue interaction. Quan-
titatively, this tissue inhomogeneity under ultrasound attenuation, provide
information for tissue characterization [17].
High-Frequency Vibration
In an alternate application of cataract surgery, a study published in [122]
explored the use of an ultrasound needle transducer for evaluating the hard-
ness of the cataract lens. The authors fabricated a high-frequency (47 MHz)
needle transducer of a diameter of 0.9 mm. They captured the attenuation
coefficient at different stages of an artificial porcine cataract lens. A similar
experimental setup can be fabricated to evaluate the attenuation coefficient
of different biopsy sites.
Bioelectric Impedance
The electrical properties of tissue can also be used as an alternative modal-
ity to classify tissues. The electrical properties of tissue give a distinguishable
level of signals between benign and malignant pathologies due to different
morphological architectures present [123]. Several reports have demonstrated
a significant contrast between benign and cancerous tissues in the lung [124],
breast [125], prostate [126], and kidney [127]. In a study presented in [123],
authors have fabricated a needle with an electrical impedance spectroscopy
sensor to analyze tissue volume surrounding the tip.
Imaging Techniques
Various imaging techniques on force information acquisitions (such as breast
ultrasound elastography, Supersonic Shear Imaging, Sonoelastography, Acous-
tic Radiation Force Impulse Elastography, mechanical palpation probing,
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breast mechanical imager (BMI)) were researched and validated results were
presented [16, 19, 20, 21, 22, 18]. These works present promising additional
information for biopsy planning. Cheng et al. [89], discusses various auto-
mated breast cancer detection & classification techniques using ultrasound
images. Similarly, Sun et al. [90], presented a convolution neural network
scheme for breast cancer diagnosis performed on mammogram images.
Histopathological Analysis
System intelligence for tissue diagnosis during histopathological analysis is
discussed in [93]. Real-time processing of data acquired during histopathol-
ogy along with intelligence analysis can confirm the result of suspicious tis-
sue. Feasibility to manufacture compact histopathology medical devices will
enhance features of biopsy robots to perform real-time diagnostics.
7.5 Future Work and AI Integration on Robot
The intelligence based on needle-tissue interaction presented in the previous
section can be adapted for any robotic systems. The robotic system can be
either mounted on a manipulator or held in hand by the physician. The
structural design of these two robotic system configurations is presented.
7.5.1 Design of Breast Biopsy Robotic Systems held by a
Manipulator
The needle driving robotic system is a modification of our existing robotic
device developed for teleoperated guide-wire/catheter insertion in endovas-
cular procedures (see discussed in Chapter 4). This automated biopsy needle
insertion device as shown in figure 7.14. This robot has 2 degrees of freedom
(DOF), a linear and a rotational. Linear DOF will insert the needle and
rotational DOF rotates the needle about its axis. The current design can be
modified to accommodate different sizes of biopsy needles varying from 8-27
gauge (4.5mm to 0.4mm diameter). Although capable of autonomously in-
serting a guide-wire or needle safely into the tissue, the device is not capable
of orienting itself. This requires a dexterous platform.
An articulated arm with 6 DOF can be used as the dexterous platform
to orient the robot as shown in Figure 7.15. The details of the articulated
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arm are as follows. The joints will have absolute encoders that measure the
angular position of the link. The base joint J1 is a prismatic joint that allows
the robot to adjust its position along the bed. Joints J2, J6 are revolute
joints, and joints J4, J5 and J6 share the same location making a gimbal joint
to achieve roll, pitch, and yaw. The values of J4, J5andJ6 are determined
using the direction cosine matrix with respect to the global frame. Inverse
kinematics calculation performed with input target biopsy location and point
of entry will provide the values for J1, J2 and J3 using of links L1, L2 and
L3. Using these values, the physician can position the arm near the patient
for coarse positioning. The finer motions closer to the end effector (gimble
joints) are fitted with actuators for automatic positioning.
Figure 7.14: Robot for breast biopsy setup held on passive support
7.5.2 Design of Hand-Held Ultrasound-Guided Breast Biopsy
Robotic Systems
A conventional method of needle placement in medical procedures are known
for its multi-tasking problem where the ultrasound probe is held in one hand,
a needle being held on the other hand. Additionally, this is further com-
plicated due to the complex hand-eye coordination issue and hand tremor.
That is, the user looks at the ultrasound screen display while manipulating
the needle. This is a skill that medical professionals gain over years of expe-
rience. To address this challenge, a handheld medical device is presented (as
shown in figure 7.16) here to assist medical professionals to perform needle
placement tasks. This hand-held device houses multiple components such
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Figure 7.15: Kinematic structure of the proposed arm
as ultrasound imaging system, needle-driving unit, monitor, user interface,
etc. The device can be held by hands or by passive manipulator arm, or by
a robotic arm. The visuals of an ultrasound scan will be provided on the
user-friendly touch screen to pick the target location. The following are the
list of features presented in this device.
7.5.2.1 Design Feature Discussion of Hand-Held Biopsy System
The needle-driving unit is designed as a modular system for ease of steril-
ization. The needle driving unit is loaded on to a rotating base capable of
automatically orienting towards a target location. The needle-driving unit
is capable of handling needles of various types and sizes such as fine aspira-
tion needle, fine biopsy needle, core biopsy needle, etc. The needle-driving
unit can sense force measurement indirectly from its operating current i.e.,
the current drawn by the actuators. Intelligence with force estimation can
be modeled to classify tissue characteristics relative to the surrounding tis-
sues. The target location is confirmed with two parameters: position and
force, thus a novel creating double confirmation technique for robotic as-
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Figure 7.16: Overview of handheld ultrasound-guided breast biopsy robot
sisted biopsy procedure. A small display provides an ultrasound scan image
and acts as an interactive touch display to adjust displayed scan views or
to choose a target. In addition to touch control, the target selection can
also be performed easily with either a joystick or a button. To ensure safety,
the needle is actuated only upon activation of two buttons placed on either
side ensuring the firm grip of the device over the patient. The device can be
designed to be compatible with a wide range of procedures such as biopsy,
intravenous fluid extraction, lumbar puncture, etc.
7.5.2.2 Functional Overview of Hand-Held Biopsy System
The overview of the device functionality and purpose of the labels used in
Figure.7.17 are highlighted as follows
1. Right Handle:
This right handle encloses the ultrasound probe and houses a user interface
on the top. Typically, the four fingers hold this right handle similar to holding
an ultrasound probe. This feature ensures the ergonomics of the user and
eliminates possible handheld gesture posture discomfort in comparison to the
conventional ultrasound probe. The thumb positioned in the front can rest
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on the ultrasound probe and also is at an accessible position to the Selector
user interface. The two handles provided can also be used to ensure that
both the hands are held while the needle is being actuated. This will ensure
a firm grip of the handheld device and also avoid unintended activation of
the device.
2. Selector User Interface:
This user interface provides a button for the user to select the target on
the ultrasound monitor (labeled as 4. in Figure. 2). The user interface
accommodates other buttons such as the activation button for the needle
drive unit and a save button for the ultrasound. The feature buttons are not
limited and can be customized to add more features as required.
3. Support Arm Fixture:
The handheld device can also be mounted on a passive manipulator or on a
robotic arm to be held at the desired configuration. As the ultrasound imag-
ing probe and needle driving unit are held together in one single framework
the localization transformation challenges are eliminated.
4. Ultrasound Image Display:
The display provides the ultrasound image of the probe. The compact
display system either can be used as a standalone unit or integrated with an
existing ultrasound machine to stream the images. The button is provided
to facilitate conventional ultrasound features.
5. Left Hand Selector Button:
The left-hand selector button is provided to ensure that the user activates
the needle driving unit with two hands to avoid accidental triggers.
6. Left Handle:
This left handle is provided to confirm a firm grip of the handheld device
and to ensure the positioning of the device.
7. Rotating Base:
This facilitates the automatic orientation of the needle driving unit based
on the user target selection option.
8. Needle Driving Unit:
The needle driving unit (as shown in figure 7.18) consists of 3 parts. (a)
The bottom part, to accommodate motor coupler, (b) top left part for the
driver roller, and (c) top right part for the idler roller. The top left and
the top right parts mate with each other through grooves to ensure proper
alignment and ease of assembly. This inner drive module has two rollers that
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Figure 7.17: Technical description
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are in contact with each other through springs. It can translate interventional
surgical tools (needle/guidewire/catheter). One roller of the linear module
is motor driven while the other one serves the function of idler roller. The
knurled profile is provided on the rollers to increase the contact area between
rollers and surgical tools. The coupler on the bottom side of the linear module
mates with a customized coupler on the motor shaft. These coupling pairs
ensure the automatic alignment of the motor shaft and the rollers.
Figure 7.18: (a). Needle driving unit overview, (b). Bottom coupler view,
(c). Detail exploded view
9. Needle Guide Sheath:
This is provided to mount disposable sheath and to ensure alignment of
the needle to the target location.
10. Probe Adjustment Knob:
Ultrasound probe of various ranges and dimensions that already exist in
the market can be used in this holder, which is held in its position with an
adjustment knob.
11. Ultrasound Probe Holder:
Ultrasound probe of various ranges and dimensions that already exist in
the market can be used in this holder.
12. Needle:
Biopsy needle of a wide range of diameter dimensions can be driven by the




Architecture for Breast Biopsy
Robotic System
Rapid growth in artificial intelligence (AI) research and its feasibility to adapt
to medical procedures will require a system architecture that can accommo-
date intelligence and ensure patient’s safety. To seamlessly incorporate AI
into medical robotic systems, an intelligent system architecture is required
that can accommodate intelligence, controller, dynamic planner, and safety.
Section 2.3 and Section 3.3 discusses the challenges in multi-modular breast
biopsy robotic system (BBRS) and the existing BBRS architectures. This
chapter introduces a design of intelligent system architecture and future scope
to evaluate this proposed architecture on a robot.
8.1 Design of Intelligent System Architecture
The objective of intelligent architectures is to synergize system control with
a trajectory planner and artificial intelligence that is feasible with data from
various modalities. The generalized subsystem mainly consists of an assisted
system of a robot arm and a needle driving unit, a performance controller,
a trajectory planner, a decision unit, and AI. The design of an intelligent
system architecture with those subsystems is shown in Fig. 8.1.
Figure 8.1: Intelligent system architecture
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8.1.1 Trajectory Planner
To best access, the target location, the needle penetration trajectory clos-
est to the skin surface has to be identified. Moreover, the needle trajectory
should be free of penetrations of vasculatures or organs in its path. The
automatically optimized trajectory planner can be customized based on the
surgeon’s recommendation on the site of needle penetration and regions of
constraint. Any change in the scenario of the environment (patient) or the
task/procedure is monitored by tracking sensor devices. External distur-
bances are monitored, and recommendations for trajectory alterations are
made by compensator sensor deterministic models. Thus, the trajectory
planner obtains the observed state and desired target as input and delivers
the recommended trajectory, based on deterministic models, to the perfor-
mance controller.
8.1.2 Artificial Intelligence
The intelligence built into the system simultaneously monitors all the tasks.
The potential intelligence models are feasible and are discussed in Section
II; they include environmental modeling & tracking, imaging modality and
analysis, autonomous and semiautonomous robotic systems, needle-tissue in-
teractions, and skill analysis of expert gestures, which can be incorporated
to analyze the biopsy process at every stage. For instance, the intelligence
model built by analyzing big data of numerous patient databases with wide
patient scenarios can be used to perform real-time intelligence assistance
(e.g. data can be force contour map of the breast or needle-tissue interaction
force). The medical images presented to surgeons can be further enhanced
with AI to identify the target biopsy location. Also, using a deep-learning
model and image processing techniques such as intelligence assistance can be
provided in real-time over medical scans data. AI can offer assistance sim-
ilar to intuitively understandable replications of the expert surgeons’ skills
with haptic and visual feedback that they gained through experience during
manual procedures. Thus, AI observes the states of the environment and
systems and recommends actions that incorporate the knowledge database
in the performance controller.
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8.1.3 Performance Controller
The functionality of the performance controller is to navigate the needle
to the target biopsy location. The performance controller module obtains
inputs such as target location from the surgeon, robot configuration from
sensors, recommendations from the trajectory planner and artificial intelli-
gence. Based on the task, system capabilities, and constraints, inverse kine-
matics computations to translate the target destination into robot control
commands. As the biopsy process involves dynamically changing scenarios,
simple feedback control is insufficient to perform a biopsy procedure. The
revision of the trajectory is performed using feedback on the updated current
positions of the desired and actual locations of the needle.
8.1.4 Decision Unit
The robot control commands generated by the performance controller are
verified in a simulated model that is built based on the workspace analysis of
the robot and the patient’s data (such as anatomy scan, 3D model, force con-
tour map, etc.). The integrated system simulation involves both preoperative
data and real-time imaging data. The simulation results are verified against
a safety envelope to ensure patient safety. The safety envelope is defined as
constraints chosen to avoid adverse events such as a puncture or incorrect
trajectory/location. The safety envelope is provided as visual feedback to
assist with the surgeon’s decisions by means of simulation on a monitor or
by means of augmented projections. Upon confirmation of the simulation
results, the task either moves forward or revised.
8.1.5 Robotic Arm and Needle Driving Unit
To move from its current location, the robotic arm module changes its joint
angles to reach the desired configuration. The robot configuration is moni-
tored continuously with a feedback loop of its positions, its orientation, and
the velocity of the needle. Based on the monitoring status, the biopsy nee-
dle driving unit performs the tasks involved in feeding the needle forward.
The needle trajectory is observed by the imaging devices and estimated by
the robot kinematics. The current location and estimated locations are pro-
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vided as feedback data to verify the match of desire and actual trajectory.
A semiautomated robot with a passive arm could be manually aligned by
based on the recommendation from the performance controller’s kinematics
computations.
8.2 Discussion
The design of our intelligent system architecture (as shown in Fig. 1) is
generalized and is independent of patient posture, procedure (breast, liver,
epidural, thyroid, etc.), imaging system (mammogram, MRI, CT, US, etc.),
robotic system (fully automated or semiautomated), tracking system (res-
piration, heartbeat, physiological change, patient posture, disturbance to
robot, needle deflection, tissue deformation, etc.), and type of biopsy needle.
The patient can be positioned in any posture near the biopsy system. The
monitoring system captures the patient’s medical images in real-time using
imaging systems and captures external body motions and respiration in real-
time using tracking sensors. Those medical images, along with information on
needle-tissue interaction force, are displayed for the surgeon. A user interface
provides a medical image (either a 2D scan or 3D scan) to the surgeon so that
the biopsy target location can be selected by visual inspection of the images
on the monitor. The monitoring systems provide output to the subsystems
in the form of medical images or sensory information (kinematic & dynamic
parameters from the target and patient).
8.3 Future Work
This intelligent system architecture will be evaluated by implementing the
model in our interventional surgical robotic systems. The experimental
design will consist of a hand-held ultrasound-guided biopsy robot that is
mounted on a passive manipulator. The ultrasound probe along with dis-
playing mounted on this robot will help the user choose biopsy target location
within a smaller workspace. The needle driving unit performs the task si-
multaneously monitoring the needle-tissue interaction force. The AI model
in this system based on the force will provide estimation and prediction of
environmental knowledge to the decision unit. Furthermore, this model can
be extended with robot intelligence build over a new modality of sensing
using an image or other sensors as discussed earlier in this section.
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CHAPTER 9
Conclusion and future work
Endovascular procedures
Endovascular robotic system that can augment a surgeon’s actions is suc-
cessfully developed and demonstrated. The master-slave scheme of our robotic
system is designed to capture conventional gestures of an endovascular sur-
geon while navigating a surgical tool. Our method has demonstrated that
the proximal forces sensed by a robot while driving a surgical tool can be
estimated from the current drawn by the robot actuator. The bias in the
force estimation is removed by force calibration based on constrained bilevel
optimization. Although that approach does not measure the precise distal
force, it does provide a good estimate of the measure of proximal force that
a surgeon would use to manipulate a surgical tool.
Our methodology provides a novel way of sensing force without the need for
strain gauges, thus permitting the use of less expensive conventional catheters
and guidewires. With our force-sensing capabilities, a robot can provide a
safe interface for surgeons. In the event of an excessive reaction force, the
robot can unilaterally stop the surgery, thus stopping unintentional events
such as perforations of blood vessels. A deviation of the estimated force from
the distal force can be attributed to a number of factors, such as friction
force developed because of contact between the tool and a vessel, vascula-
ture tortuosity, and fitting errors in the two linear ranges of the force-speed
relationship.
Continuous asynchronous communication between the master and the slave
for fast data transfer resulted in losing some of the data packets. This led to
large changes in control inputs. This resulted in large motions of actuators
similar to the motions predicted by the phase-portrait analysis. The use of a
cascaded controller with input shaping has enabled the system to avoid these
large motions. This also reduced errors in tool position and velocity tracking
aiding in the replication of the surgeon’s actions.
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Threshold values required to estimate the dynamic threshold will be deter-
mined from invivo animal studies. This will be the scope of future work. The
system is also designed to permit teleoperation which is expected to reduce
exposure to X-rays, a major occupational hazard associated with endovas-
cular procedures. Study on reduction in exposure to X-rays while using our
system, user feedback study by surgeons, and studies with animals leading
to clinical trials are planned for future work with IRB approval.
Needle biopsy procedures
This research work demonstrated the feasibility of tissue classification us-
ing force data for robotic needle biopsy procedures using synthetic tissues.
This tissue classification is the first step towards developing intelligent robotic
systems to assist surgeons during biopsy procedures. An RNN-LSTM model
was able to distinguish between the four classes with overall high accuracy
while inaccuracy in classifying tissue transitions can be explained by weak-
nesses in the labeling.
Future work involves implementing this methodology to understand model
prediction with animal tissue samples. Tissue classification is the first step
to solving the more difficult problem of developing a robotic device capable
of precise event detection of tissue transitions potentially avoiding injuries
and other adverse events during procedures.
Additionally, opportunities will be explored combining this technique with
force estimation from various other imaging technologies. Along with real-
time position tracking, this additional force information could further en-
hance the predictive capabilities of an advanced robotic assistance system.
Intelligent system architecture presented here focuses on providing robotics
assistance to breast biopsy procedures with intelligence ensuring safety. This
dissertation highlight the feasibility of incorporating the various artificial
intelligence researches in breast biopsy robotic systems. Furthermore, the
presented system architecture is applicable to other procedures involving
needle-tissue interaction like liver biopsy, chest biopsy, mediastinal biopsy,
bone biopsy, adrenal biopsy, renal biopsy, pancreatic biopsy, lymph node
biopsy, splenic biopsy, and thyroid biopsy.
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[79] G. Meyfroidt, F. Güiza, J. Ramon, and M. Bruynooghe, “Machine
learning techniques to examine large patient databases,” Best Practice
& Research Clinical Anaesthesiology, vol. 23, no. 1, pp. 127–143, 2009.
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(ȳ+ − x̄+β̄2)T(ȳ+ − x̄+β̄2)





where x̄−, ȳ−, and β̄1 represent the velocity, bias force, and parameter, re-
spectively, corresponding to the data set in the left half of the plane, and,
similarly, x̄+, ȳ+, and β̄2 represent the data set in the right half of the plane.
c1 = c2 = c (A.2)
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T
+ȳ+











2 + ȳT+ȳ+ − 2ȳT+x̄+m2
− 2ȳT+c̄) +m22x̄T+x̄+ + 2m1x̄T−c̄+ n2c2
(A.7)
If we differentiate (22) with respect to m1, m2, and c̄, and equating to zero,
we get
−ȳT−x̄− +m1x̄T−x̄− + x̄T−c̄ = 0 (A.8)
−ȳT+x̄+ +m1x̄T+x̄+ + x̄T+c̄ = 0 (A.9)




























































































































































































=⇒ A1m1 −Bm2 = D1 (A.20)
=⇒ A2m2 −Bm1 = D2 (A.21)
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c1 = c−m1xp (A.24)
c2 = c−m2xp (A.25)
This is the solution to the upper-level optimization problem. The param-
eters m1,m2, c1, and c2 obtained for the shifted data are used to calculate
the intercepts for the data set; thus the relationship is given by (A.26) and
(A.27).
For a low-velocity range v from 0.1 to xp rpm,
Fb = m1v + C1 (A.26)
For a high-velocity range v from xp to 500 rpm,
Fb = m2v + C2 (A.27)























(y+ −m2x+ − c2)2
(A.29)
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If we differentiate (A.29) w.r.t, xp and equating to zero,
p−1∑
i=1
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− yp(m1 +m2) + xp(m21 +m22) + c1m1 + c2m2








































































































































































The quantities used in the above equations are given below.
1. dm1
dxp




























































































































































































(x̄1−p − xp) (A.42)
=⇒ dA1
dxp



































































Thus (A.35) is of the form
f(xp)x
2
p + g(xp)xp = h(xp) (A.47)




















































































The solution to the transcendental equation is obtained numerically using
fixed-point iteration.
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