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Abstract—The new generation of smart devices, equipped with
a large variety of sensors, enhances the Participatory Sensing of
data. However, many issues arise when selecting participants to
perform the sensing tasks. These issues are necessarily related
to the limited energetic resources of devices, the impact of users
mobility as well as the quality of collected data, recently defined
as “Quality of Information” (QoI). In this context, we propose
QEMSS (QoI and Energy aware Mobile Sensing Scheme) as
a selection scheme for participatory sensing tasks, taking into
consideration the quality of sensed data, QoI, and the dedicated
energy for their acquisition. The aim of our model QEMSS
is to select, among all participants in the sensing campaigns,
the subset of users who maximizes the QoI of non redundant
information while minimizing the overall energy consumption. To
do so, we illustrate our selection scheme based on the Tabu Search
algorithm in order to achieve a sub-optimal solution. Simulation
results were compared to two other State of The art schemes: the
Random Selection (RS) and a method based on a greedy search
(DPS). Our scheme is proved to be as performing as the two other
methods. Particularly, our scheme achieves a very high quality
of information in challenging scenarios such as low dense areas
and/or low energetic resources.
I. INTRODUCTION
Les nouveaux dispositifs mobiles sont non seulement dote´s
de capacite´s de connexion et de calcul, mais ils se pre´sentent
e´galement avec une varie´te´ de capteurs embarque´s tels que
l’acce´le´rome`tre, le GPS, la came´ra et le microphone [1].
Ceci appuie leur roˆle dans la collecte et le partage des
donne´es exploitant la foule (Crowd), une forme de collecte
participative appele´e Crowdsensing [2]. Les recherches ont
profite´ du potentiel de ce nouveau paradigme pour introduire
plusieurs applications. A titre d’exemple, PEIR (Personnal
Environment Impact report) est un syste`me qui rassemble
les donne´es de localisation des mobiles et en ge´ne`re des
rapports de comportement urbain des participants [3]. D’autres
applications prometteuses ont e´te´ de´veloppe´es dans diffe´rents
domaines tels que la sante´ et la gestion du trafic routier [4].
Cependant, l’exploitation des dispositifs des individus lors
de la collecte participative introduit de nouveaux de´fis. Un
premier frein majeur pour l’acceptation de ces applications
par les utilisateurs concerne la protection de leur vie prive´e.
Dans ce but, Shin et al. ont pre´sente´ la plateforme Anonysense
[5] adressant l’anonymisation des informations prive´es des
participants. Par ailleurs, et meˆme en pre´sence de me´canismes
de confidentialite´, les utilisateurs peuvent eˆtre re´ticents a`
consacrer leurs ressources, a` moins de recevoir une indemnite´
adapte´e. C’est dans ce contexte que les mode`les de re´compense
dites “incentives” ont e´te´ introduits afin de controˆler le budget
des collectes de donne´es a` grande e´chelle. Citons l’algorithme
MCARD [6] qui assure la se´lection des participants au Crowd-
sensing tout en minimisant le couˆt total de leurs re´compenses.
Dans un autre contexte, un inte´reˆt particulier a e´te´ adresse´
au fait que les ressources e´nerge´tiques des terminaux mobiles
restent limite´es, ce qui ne´cessite des strate´gies de se´lection
spe´cifiques pour re´duire la quantite´ d’e´nergie pre´destine´e aux
campagnes de collecte. Sheng et al. [7] ont montre´ que la
collaboration entre les utilisateurs pouvait radicalement dimin-
uer l’e´nergie globale consomme´e. De meˆme, les auteurs de
StreamShaper [8] ont propose´ de faire des mesures pe´riodiques
d’une fac¸on coope´rative entre les utilisateurs pour re´duire
l’utilisation globale des batteries des dispositifs durant la
collecte des donne´es.
Tous les travaux pre´ce´dents n’ont pas traite´ la notion
de la qualite´ d’information, QoI, une exigence majeure du
Participatory Sensing. Ce terme a e´te´ initialement pre´sente´ par
Bisdikan et al. pour les re´seaux de capteurs [9] puis re´cemment
e´tudie´ pour le Crowdsensing. Cependant, le travail pre´sente´ par
les auteurs de [10] a cible´ la qualite´ des donne´es extraites en
attribuant des re´compenses aux utilisateurs en fonction de leur
participation. Cet article illustre un algorithme de se´lection
des participants pour maximiser la satisfaction des requeˆtes
en termes de QoI sous contrainte budge´taire. Par ailleurs, la
proble´matique de l’e´nergie a e´te´ partiellement aborde´e.
En conside´rant les challenges de la collecte participative
cite´s ci-dessus, nous proposons QEMSS (QoI and Energy-
aware Mobile Sensing Scheme) notre mode`le de de´ploiement
de la collecte participative attentif a` la QoI et l’e´nergie
introduit aussi dans [11]. L’objectif de notre approche consiste
a` maximiser la qualite´ globale des donne´es extraites tout en
respectant les contraintes e´nerge´tiques des dispositifs des par-
ticipants. Nous mode´lisons d’abord le proble`me d’optimisation
qui correspond a` notre requeˆte et nous proposons un algorithme
qui se base sur la recherche tabou pour atteindre une solution
sous-optimale. L’efficacite´ de notre strate´gie a e´te´ intensive-
ment e´value´e en termes du taux maximal de QoI re´alise´e, ainsi
que la pre´cision spatiale et temporelle des donne´es. Bien que
les re´sultats pour les re´gions de collecte a` forte densite´ sont
comparables a` d’autres me´thodes de se´lection de l’e´tat de l’art,
l’importance de notre mode`le a e´te´ de´montre´e pour des re´gions
a` faible densite´ en participants et pour sa flexibilite´ en termes
de ressources ne´cessaires pour la collecte.
Nous abordons cet article par pre´senter succinctement en
section II la technique utilise´e dans ce travail: la recherche
tabou. Notre mode`le est ensuite de´taille´ avec les e´le´ments
ne´cessaires pour la mode´lisation du proble`me d’optimisation
qui lui correspond dans la section III. La section IV explique
l’exploitation de la recherche tabou pour concevoir notre
solution QEMSS. Les re´sultats de la simulation sont illustre´s
dans la section V ou` QEMSS est compare´ a` deux me´thodes
concurrentes: DPS [10] et la se´lection ale´atoire. Finalement,
les conclusions de ce travail et les perspectives envisage´es sont
pre´sente´es en section VI.
II. TECHNIQUE UTILISE´E: LA RECHERCHE TABOU
La recherche tabou (Tabu Serach) est une me´ta-heuristique
qui explore l’espace des solutions au-dela` de l’optimalite´
locale. Cette technique a e´te´ introduite par Fred Glover en
1986 [12]. L’ide´e principale de la recherche tabou consiste a`
interdire des mouvements qui font retourner a` des solutions
visite´es d’ou` le terme solutions taboues.
Soit S l’ensemble des solutions possibles d’un proble`me.
Pour chaque solution s ∈ S, il existe un sous-ensemble de S
appele´ voisinage (Neighborhood) de s, N(s). Le voisinage
contient des solutions possibles obtenues en appliquant un
mouvement simple (transformation) a` s. Un mouvement m
consiste a` changer ou remplacer un e´le´ment de la solution
actuelle. De plus, l’algorithme de la recherche tabou (TS)
utilise une structure de me´moire appele´e liste tabou (Tabu List)
pour e´viter les cycles. Une solution appartenant au voisinage
N(s) n’est se´lectionne´e que si elle ne figure pas dans la TL.
A` chaque ite´ration, le TS met a` jour la liste tabou (TL) en
y ajoutant les attributs des solutions visite´es. En ge´ne´rale, les
attributs ne contiennent pas la solution comple`te pour faciliter
l’utilisation de la TL. La taille de la liste tabou, appele´e Tabu
Tenure (TT), est le nombre d’ite´rations pendant lesquelles un
mouvement est de´clare´ comme tabou.
La recherche tabou de´bute par une phase d’initialisation
pour ge´ne´rer une premie`re solution possible sinit. Notons que
le nombre d’ite´rations de l’algorithme TS de´pend fortement
de la nature de cette solution initiale. Le plus loin est sinit du
voisinage de la solution sous-optimale, le plus important serait
le temps d’exe´cution de la me´thode. Par conse´quent, il est plus
convenable de ne pas commencer par une solution ale´atoire.
L’utilisation de cette technique pour la conception de notre
mode`le de de´ploiement de collecte participative, QEMSS, est
de´taille´e en section IV.
III. LE SYSTE`ME PROPOSE´ ET LA FORMULATION DU
PROBLE`ME D’OPTIMISATION
A. Le syste`me propose´
Nous conside´rons un ensemble N de participants et un
serveur centralise´ dans le cloud comme l’indique la figure 1.
Chaque utilisateur, muni de son dispositif mobile e´quipe´ de
capteurs embarque´s, est conside´re´ comme un participant can-
didat au Crowdsensing. Les utilisateurs se de´placent arbitraire-
ment dans une re´gion 2D mode´lisant une ville. Ne´anmoins, ils
ne se de´placent pas d’une manie`re totalement ale´atoire mais
ils suivent plutoˆt des chemins. Par conse´quent, la trajectoire
de chaque utilisateur peut eˆtre repre´sente´e par l’ensemble des
positions visite´s. Par conse´quent, nous subdivisons la re´gion
de collecte en sous-re´gions d’une ou plusieurs positions.
Fig. 1. Sce´nario du Mobile Crowdsensing: Le serveur se´lectionne un sous-
ensemble d’utilisateurs qui maximise la qualite´ des donne´es puis diffuse le
plan de la collecte. Les participants rassemblent et partagent les mesures.
Finalement, le serveur re´pond aux requeˆtes d’applications tierces par les
informations correspondantes.
En de´but de chaque pe´riode de sensing, le serveur initialise
les taˆches en pre´cisant les exigences en qualite´ de donne´es,
telles que le nombre d’e´chantillons, la re´gion et la pe´riode de
collecte. Le serveur rec¸oit pe´riodiquement les coordonne´es des
utilisateurs souscrits au Crowdsensing en plus de l’e´tat de leurs
ressources e´nerge´tiques. Notons que nous conside´rons dans ce
travail que la consommation unitaire en e´nergie d’un capteur,
note´e ec, est la meˆme pour diffe´rents mode`les de mobiles
[13]. De plus, nous introduisons un seuil e´nerge´tique eθ que
lorsque le niveau de batterie d’un terminal atteint, l’utilisateur
correspondant est e´limine´ de la liste des candidats aux futures
taˆches de collecte. Ceci garantit aux participants l’e´nergie
ne´cessaire a` l’utilisation quotidienne de leurs mobiles.
Le serveur se´lectionne ensuite le sous-ensemble d’individus
qui maximise la qualite´ globale des donne´es collecte´es en
conside´rant le couˆt e´nerge´tique de leur acquisition ainsi que
la redondance de l’information. Pour ce faire, nous limitons
le nombre des mesures exige´es a` une seule mesure par re´gion
pour une pe´riode de collecte pre´cise. Finalement, le plan de
de´ploiement des taˆches de collecte est diffuse´ pour annoncer
a` chaque participant ou` et quand intervenir.
B. Formulation du proble`me d’optimisation
1) Les attributs et les me´triques de QoI: La QoI peut eˆtre
de´crite par des attributs comme la pre´cison, l’exactitude, la
validite´ et la fiabilite´ [14]. Dans notre travail, nous conside´rons
trois attributs pour qualifier les donne´es extraites: la complete-
ness, la timeliness et l’affordability. Le premier terme de´crit
si la donne´e extraite donne une vision comple`te sur la re´alite´.
Nous e´tudions la completeness spatiale en estimant la zone
potentiellement couverte par un participant. La timeliness exige
que la collecte et le partage des donne´es se de´roulent dans un
intervalle du temps pre´cis. Le dernier crite`re souligne le fait
qu’un individu muni d’un dispositif de faible batterie ne peut
pas participer aux campagnes de collecte.
Afin d’estimer la qualite´ des donne´es qu’un sous ensemble
X d’utilisateurs peut fournir, nous quantifions les diffe´rents
attributs mentionne´s ci-dessus par la fonction d’utilite´ propose´e
par les auteurs de [15] comme me´trique. La fonction d’utilite´ a
e´te´ introduite en e´conomie pour de´crire la valeur d’un produit
perc¸ue par un client puis utilise´e dans diffe´rents domaines
comme fonction de normalisation. Ainsi, nous utilisons des
“utilite´s” diffe´rentes pour quantifier chaque attribut de QoI de
point de vue syste`me.
Comme l’indique la revue de la litte´rature [15], la com-
pleteness est un crite`re ascendant puisqu’un utilisateur rassem-
ble plus d’e´chantillons lorsqu’il couvre plus d’espace. Prenant
le cas ou` la couverture x varie comme suit, xα ≤ x ≤ xβ
avec xm la me´diane de cette variation, la fonction d’utilite´
correspondante est:
Uc(x) =

0 x < xα (1a)
( x−xαxm−xα )
ζ
1 + ( x−xαxm−xα )
ζ
xα ≤ x ≤ xm (1b)
1−
(
xβ−x
xβ−xm )
γ
1 + (
xβ−x
xβ−xm )
γ
xm < x ≤ xβ (1c)
1 x > xβ , (1d)
ou`
ζ ≥ max{2(xm − xα)
xβ − xm , 2}. (2)
et
γ =
ζ(xβ − xm)
xm − xα .
(3)
ζ et γ sont les parame`tres de la pente.
Pour la timeliness, nous proposons une fonction centre´e
autour d’un intervalle de temps avec l’instant de mesure
comme me´diane. Ceci assure que des mesures collecte´es a`
des instants diffe´rents du moment de collecte de´sire´ auront
une utilite´ faible. De meˆme, nous conside´rons la variation du
temps x, xα ≤ x ≤ xβ et le moment de collecte de´sire´ xd, et
nous formulons la fonction d’utilite´ de´crite dans l’e´quation (4).
Ut(x) =

0 x < xα, x > xβ (4a)
( x−xαxm1−xα )
ζ
1 + ( x−xαxm1−xα )
ζ
xα ≤ x ≤ xm1 (4b)
1− (
xd−x
xd−xm1 )
γ
1 + ( xd−xxd−xm1 )
γ
xm1 < x ≤ xd (4c)
1− (
x−xd
xm2−xd )
ζ
1 + ( x−xdxm2−xd )
ζ
xd < x ≤ xm2 (4d)
(
xβ−x
xβ−xm2 )
γ
1 + (
xβ−x
xβ−xm2 )
γ
xm2 < x ≤ xβ (4e)
ou` xm1 et xm2 sont les me´dianes respectives des intervalles
de temps [xα, xd] et [xd, xβ ].
Finalement, l’utilite´ totale de la donne´e extraite est le
produit des utilite´s de ses attributs de QoI pre´sente´ par
l’e´quation (5). Cette formulation souligne le fait qu’une in-
formation est “ utile” seulement si elle re´pond a` tous les
crite`res de qualite´ de´sire´e. Par conse´quent, si une quantite´ est
nulle, la totalite´ de l’utilite´ de donne´e serait nulle. Ceci permet
d’e´liminer les mesures hors la zone ou la pe´riode du sensing.
UQoI = Uc(x)× Ut(x). (5)
D’une part l’e´quation (5) illustre la fonction objectif de
notre mode`le ou` nous voulons maximiser la timeliness et la
completeness des donne´es extraites du Crowdsensing. D’autre
part, la me´trique qui quantifie l’attribut de l’affordability
serait introduite comme une contrainte dans notre proble`me
d’optimisation vu que c’est une condition limitant l’acce`s
aux taˆches. Ce dernier attribut est un crite`re descendant [15].
L’utilite´ des mesures d’un dispositif diminue en fonction de
ses ressources. Par conse´quent, nous mesurons l’accessibilite´
d’un terminal a` la collecte participative par la fonction de
l’e´quation (6).
Ue(x) = 1− Uc(x). (6)
Notons que le taux de l’e´nergie x varie dans [eθ, 100%] ou`
Ue(eθ) = 0.
2) Le proble`me d’optimisation: La finalite´ de notre mode`le
QEMSS consiste a` maximiser la qualite´ des donne´es collecte´es
par le sous ensemble X des participants se´lectionne´s tout en
diminuant le couˆt de leur acquisition en termes de ressources
e´nerge´tiques. Nous proposons la formulation suivante:
maximize
x
N∑
i=1
M∑
j=1
xij × UQoI(QoIij)
subject to Ue(ei − ec
M∑
j=1
xij) ≥ 0 ∀i ∈ 1 . . . N
and
N∑
i=1
xij ≤ 1 ∀j ∈ 1 . . .M
(7)
X est une matrice de dimension users × areas dont les
e´le´ments sont dans l’ensemble {0, 1}. Si la valeur de xij
est e´gale a` 1, l’utilisateur i est se´lectionne´ pour rassembler
des mesures dans la re´gion j. La premie`re contrainte du
proble`me (7) assure pour chaque terminal l’e´nergie ne´cessaire
a` ses activite´s quotidiennes pendant que la deuxie`me contrainte
interdit la redondance de l’information en limitant le nombre
d’utilisateurs se´lectionne´s par sous-re´gion a` 1.
Dans ce travail, nous cherchons la ”combinaison” des
utilisateurs qui re´pond aux contraintes et maximise la fonc-
tion objectif du proble`me (7). Ne´anmoins, les proble`mes
d’optimisation combinatoire sont difficiles voire impossibles a`
re´soudre lorsqu’il s’agit d’un nombre important d’e´le´ments im-
plique´s. En effet, nous proposons ici un mode`le de de´ploiement
de campagnes de collecte a` grande e´chelle, ce qui complique
la re´solution de ce proble`me [10]. En conse´quence, il serait
plus efficace de faire appel a` un algorithme me´ta-heuristique
tel que la recherche tabou (Tabu Search) pour ge´ne´rer une
solution sous-optimale.
IV. QEMSS: QOI AND ENERGY-AWARE MOBILE SENSING
SCHEME
Dans cette section, nous de´taillons l’exploitation de la
recherche tabou (TS) pour concevoir notre solution QEMSS.
Nous pre´sentons les composantes du TS de´crites en section II
lie´es aux e´le´ments de notre syste`me :
• Une solution envisageable X , de´crite ci-dessous, est
une matrice boole´enne de taille users × areas: xij
est dans {0, 1}. Cette solution doit re´pondre aux
contraintes du proble`me (7). En premier lieu, l’e´nergie
re´siduelle d’un dispositif mobile, ei − ec
∑M
j=1 xij ,
doit eˆtre supe´rieure ou e´gale au seuil e´nerge´tique
pre´de´fini eθ. De plus, nous affectons un seul par-
ticipant a` chaque sous-re´gion. En d’autres termes, la
somme de chaque colonne aj de la solution X doit
eˆtre infe´rieure ou e´gale a` 1.
X =

a1 . . . aM
u1 x11 . . . x1M
...
... xij
...
uN xN1 . . . xNM
,
• Un mouvement m ∈ M(X) est une modification
applique´e a` la solution actuelle X pour en ge´ne´rer
d’autres solutions possibles. Nous conside´rons comme
mouvement la permutation d’attribution des taˆches
entre deux participants qui coexistent dans une meˆme
zone a` couvrir. Par conse´quent, le mouvement m peut
eˆtre pre´sente´ par une matrice de meˆme taille que la
solution X avec tous ses e´le´ments nuls sauf les deux
positions (utilisateurs) a` permuter.
• Pour ge´ne´rer le voisinage d’une solution X , nous
appliquons le mouvement m que nous avons de´fini.
Chaque e´le´ment du voisinage N(X) est alors le
re´sultat d’une simple ope´ration ou exclusif (XOR):
X ′ = X ⊕m.
• Nous calculons, pour chaque solution X ∈ S, le taux
maximal de la qualite´ des donne´es re´alise´e et nous le
conside´rons comme son attribut principal.
• A` chaque ite´ration, nous mettons a` jour la liste tabou
(TL) en ajoutant les attributs des meilleures solutions
visite´es Xbest en termes de QoI.
En choisissant le taux maximal de QoI comme e´tant
l’attribut de X , nous interdisons non seulement le retour
vers une meˆme solution mais aussi de ne pas conside´rer les
solutions visite´es avec une meˆme valeur de QoI, technique
adopte´e par les auteurs du travail [16]. Par ceci, nous re´duisons
le temps de calcul et l’espace de me´moire ne´cessaire a` la
sauvegarde de la liste tabou (TL).
Dans ce qui suit, nous illustrons les diffe´rentes e´tapes de
notre solution QEMSS base´e sur la recherche tabou pour la
re´solution du proble`me d’optimisation (7) et pre´sente´e par
l’algorithme 1.
Initialisation: Cette premie`re phase vise a` ge´ne´rer une
solution initiale, Xinit, qui re´pond aux contraintes de notre
proble`me. Cependant, il convient a` mentionner qu’une solution
risque d’attribuer des taˆches de collecte a` des utilisateurs qui
n’existent pas en re´alite´ dans la re´gion en question. De ce fait,
nous utilisons une matrice re´ference Xref , avec xref (i, j) = 1
si et seulement si la position j appartient a` la trajectoire
de l’utilisateur i. Puis, nous ge´ne´rons une premie`re solution
en se basant sur cette matrice. L’heuristique pre´sentant cette
premie`re phase de TS est de´crite par l’algorithme 2.
Formation du voisinage: A` partir d’une solution X , nous
pouvons ge´ne´rer tout son voisinage N(X) en appliquant un
seul mouvement m. Comme nous l’avons propose´ ci-dessus,
nous conside´rons comme mouvement l’e´change d’affectation
d’une taˆche de collecte dans une zone de´termine´e entre deux
Algorithm 1 TS pour maximiser la QoI des donne´es collecte´es
1: Initialisation: Ge´ne´rer une solution initiale Xinit dans
l’espace des solutions envisageables S et calculer son
utilite´ en termes de QoI, Uinit.
2: X ← Xinit
3: Xopt ← Xinit
4: Uopt ← Uinit
5: while iter < Maxiter do
6: Formation du voisinage: Ge´ne´rer tout le voisinage de
la solution courante X en appliquant tous les mouve-
ments m ∈M(X) sauf ceux conside´re´s comme tabous.
7: Se´lection du meilleur voisin: Choisir la solution voi-
sine X ′ ∈ N(X) avec la meilleure valeur de QoI
calcule´e, Ubest, comme solution initiale de l’ite´ration
suivante.
8: if Ubest > Uopt then
9: Xopt ← Xbest
10: Uopt ← Ubest
11: end if
12: Mise a` jour de TL: Ajouter les attributs des solutions
visite´es a` la liste tabou (TL).
13: X ← Xbest
14: end while
15: Retourner Xopt
utilisateurs pre´sents. Pour cela, nous nous basons sur la ma-
trice Xref . Ainsi, les futures attributions sont choisies parmi
les e´le´ments unitaires d’une colonne (re´gion) de la matrice
Xref . Cette me´thode re´duit clairement la taille du voisinage a`
explorer pour trouver la solution optimale et par conse´quent le
temps d’exe´cution de notre algorithme de recherche base´ sur
la recherche tabou (TS).
Algorithm 2 Me´thode Greedy pour ge´ne´rer une solution
initiale
Require: Ensemble de sous-re´gions de collecte R, Utilisateurs
N , Matrice d’utilite´ U .
Ensure: Le sous-ensemble d’utilisateurs X
1: while R n’est pas vide do
2: Se´lectionner ale´atoirement une zone Ri ∈ R
3: while select = 0 do
4: Se´lectionner l’utilisateur qui fournira la valeur max-
imale de QoI dans la sous-re´gion Ri:
(MaxU , argmax)← max(URi)
5: Ve´rifier la contrainte e´nerge´tique:
6: if Ue(argmax) > 0 then
7: X(argmax,Ri)← 1
8: select← 1
9: else
10: U(argmax,Ri)← 0
11: select← 0
12: end if
13: end while
14: R← R−Ri
15: end while
16: Retourner X
V. E´VALUATION DES PERFORMANCES
Nous articulons notre simulation autour d’une mode´lisation
d’une zone de collecte de taille 4000m× 6000m. Cette zone
repre´sente une re´gion urbaine subdivise´e en une vingtaine de
rues horizontales et autres verticales (20). Cette topologie est
similaire au mode`le re´pandu de la cite´ Manhattan (New York).
Par conse´quent, nous utilisons des traces de mobilite´ du mode`le
de mobilite´ Manhattan (Manhattan mobility model) ge´ne´re´ par
le simulateur des traces, Bonnmotion [17]. Chaque participant
entre un chemin avec une vitesse ale´atoirement choisie dans
l’intervalle [1, 3] m.s−1, puis continue son mouvement tout
droit avec une probabilite´ e´gale a` 0.5, ou encore il tourne a`
gauche ou a` droite avec des probabilite´s e´gales a` 0.25 chacune.
Nous faisons varier le nombre des participants pre´sents dans la
re´gion de collecte entre 100 et 1000. En outre, l’e´nergie initiale
des dispositifs de chaque utilisateur est arbitrairement ge´ne´re´e
suivant une loi uniforme´ment distribue´e entre eθ et 100%. Au
total, nous avons re´alise´ des simulations pour une pe´riode
de collecte de 16 heures par jour pour diffe´rents nombres
d’individus implique´s aux campagnes du Crowdsensing.
Nous pre´sentons les re´sultats obtenus lie´s principalement a`
la valeur maximale de la qualite´ des donne´es (QoI) re´alise´e en
fonction du temps et du nombre de participants. De plus, nous
de´taillons les performances de notre syste`me en termes des
pre´cisions spatiale et temporelle des donne´es extraites. QEMSS
a e´te´ compare´ a` une version modifie´e de l’algorithme Dynamic
Participant Selection Scheme (DPS) introduit dans [10] et a` une
me´thode de se´lection ale´atoire comme re´fe´rence. Les re´sultats
sont illustre´s dans les figures 2 et 3.
A. Valeur maximale de QoI
L’illustration 2 repre´sente la valeur maximale de la qualite´
des donne´es collecte´es, mesure´e par l’e´quation (5) de´crite
en section III. L’e´volution du taux moyen de la QoI, atteint
durant la totalite´ de la pe´riode de collecte, en fonction du
nombre des participants est trace´e dans la figure 2-a. Bien
e´videmment, le taux de la QoI re´alise´e augmente avec le
nombre d’utilisateurs pre´sents dans la zone a` couvrir. Parti-
culie`rement, les trois approches compare´es fonctionnent aussi
efficacement dans les re´gions a` densite´ importante (500-1000
participants). Ne´anmoins, notre solution QEMSS est nettement
plus performante que les deux mode`les, DPS et RS dans
les re´gions a` faible densite´ d’utilisateurs (100-400). Ceci est
duˆ essentiellement au fait que la recherche tabou que nous
effectuons tout au long de la se´lection varie les utilisateurs
de´signe´s pour les requeˆtes. Par conse´quent, nous n’abusons pas
des ressources e´nerge´tiques des participants et nous pouvons
choisir, ainsi ceux qui fournissent la meilleure qualite´ de
donne´e.
La figure 2-b de´crit la variation de la valeur maximale
de la QoI re´alise´e par 400 participants durant une pe´riode de
collecte de 16 heures. Nous observons qu’aux premie`res heures
de mesure, la performance de notre mode`le est comparable a`
celle de l’algorithme DPS. Par contre, l’e´cart devient de plus en
plus important vers la fin de la pe´riode jusqu’a` atteindre 27%.
Ceci re´sulte du type de la recherche applique´e dans les deux
mode`les. La recherche tabou (TS), qu’utilise notre solution
QEMSS, explore intensivement le voisinage des solutions
pour diversifier les utilisateurs se´lectionne´s a` chaque ite´ration.
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(b) La valeur maximale de la QoI re´alise´e par 400 participants durant
une pe´riode de collecte de 16-heures
Fig. 2. La valeur de la QoI re´alise´e par diffe´rents mode`les de se´lection de
participants en variant (a) le nombre des utilisateurs dans la zone a` couvrir
(b) et le temps de collecte des mesures pour 400 participants.
Cependant, la recherche glouton (Greedy search) exploite´e par
l’algorithme DPS attribue aux meˆmes participants plusieurs
taˆches, ce qui draine l’e´nergie de leurs dispositifs et les exclue
de la liste des candidats. D’autre part, la se´lection ale´atoire a
clairement la performance la plus faible en termes de QoI.
B. Pre´cision spatiale et temporelle
Pour mesurer la pre´cision spatiale des donne´es (spatial
accuracy), nous utilisons la distance de Manhattan de´crite
dans l’e´quation (8). Nous calculons alors la distance entre
les coordonne´es de la zone de collecte de´sire´e, annonce´e
au de´but des campagnes par le serveur, et les coordonne´es
spatiales de la donne´e extraite en fin de la pe´riode de collecte.
Notons que pour re´pondre aux requeˆtes lance´es de la part des
applications tierces, le serveur cherche les mesures les plus
ade´quates en termes de pre´cision spatiale et temporelle. Par
conse´quent, la plus importante est la distance de Manhattan
dist(areareq, datacoll), la moins pre´cise est l’information col-
lecte´e a` ce niveau.
sa = 1−
n∑
i=1
|Xi − Yi|, (8)
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(c) Pre´cision temporelle -400 individus
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vidus
Fig. 3. Pre´cision spatiale (a) et (b), et temporelle (c) et(d) des donne´es pour diffe´rentes densite´s d’utilisateurs (200-400)
Comme le montre les figures 3(a) et 3(b), la pre´cision des
donne´es collecte´es au sein du mode`le DPS diminue en fonction
du temps. Ceci se conforme avec les re´sultats illustre´s ci-dessus
concernant la non efficacite´ de cet algorithme a` la fin de la
pe´riode du sensing en termes de QoI. Toutefois, notre solution
QEMSS ainsi que la se´lection ale´atoire (RS) accomplissent
une pre´cision spatiale plus importante et similaire tout au long
de la pe´riode du sensing.
Les figures 3(c) et 3(d) illustrent l’e´volution de la pre´cision
temporelle des algorithmes en fonction du temps. Cette mesure
quantifie l’attribut de la timeliness des donne´es par la fonction
d’utilite´ Ut(x) pre´de´finie en section III. Nous remarquons alors
que le mode`le ale´atoire est le moins performant a` ce niveau.
En effet, RS se´lectionne des participants pour couvrir plus des
zones sans prendre en conside´ration le crite`re des instants de
mesure. D’autre part, et bien que l’algorithme DPS e´tait aussi
pre´cis que notre solution pour la premie`re demi-pe´riode de la
collecte, son taux d’erreur s’e´le`vera a` 62% vers la fin. Ceci est
duˆ a` la limitation des ressources e´nerge´tiques des participants
a` la fin d’une pe´riode du sensing.
VI. CONCLUSIONS
Dans cet article, notre objectif est de pre´senter un mode`le
de de´ploiement des taˆches de collecte qui permet de faire
un compromis entre l’e´nergie consomme´e par les applications
mobiles du sensing et la qualite´ des donne´es extraites. Nous
proposons ici la quantification des diffe´rents attributs de la QoI
en attribuant a` chaque crite`re une fonction d’utilite´ ade´quate.
Pour atteindre notre finalite´, nous avons base´ notre solution
sur l’algorithme de la recherche tabou (TS). Les re´sultats des
simulations de´montrent que notre syste`me peut atteindre une
performance compe´titive dans les re´gions de forte population
quand compare´ a` deux autres me´thodes de l’e´tat de l’art.
Cependant, nous re´alisons un gain significatif en termes de
QoI et de pre´cision spatiale et temporelle notamment dans
les sce´narios difficiles tels que les zones a` faible densite´ ou
encore les participants munis de dispositifs a` faibles ressources
e´nerge´tiques.
Pour conclure, notre solution a une meilleure performance
que les deux mode`les de de´ploiement de collecte participa-
tive; RS et DPS. Ne´anmoins, il demeure important que nous
assurons non seulement la minimisation du couˆt global du
Crwodsensing mais de cre´er e´galement un syste`me e´quitable
vis a` vis aux participants.
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