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KAC-MOODY GROUPS, HOVELS AND LITTELMANN
PATHS
by Stéphane GAUSSENT and Guy ROUSSEAU
Résumé. Nous dénissons une sorte d'immeuble I assoié à un
groupe de Ka-Moody symétrisable sur un orps K muni d'une va-
luation disrète ave un orps résiduel ontenant C. Nous l'appelons
masure (hovel) à ause de l'absene d'une propriété importante des
immeubles. Cependant, de bonnes propriétés restent, par exemple
l'existene de retrations de entre un germe de quartier. Cela nous
permet de généraliser plusieurs résultats prouvés par S. Gaussent et
P. Littelmann dans le as semi-simple. En partiulier, si K = C((t)),
les segments géod±iques dans I, d'extrémité un sommet spéial et
se rétratant sur un hemin donné pi, sont paramétrés par un ou-
vert de Zariski P de CN . Cette dimension N est maximale quand
pi est un hemin LS et alors P est fortement assoié à un yle de
Mirkovi¢-Vilonen.
Ka-Moody groups, hovels and Littelmann paths
Résumé. We give the denition of a kind of building I for a sym-
metrizable Ka-Moody group over a eld K endowed with a disrete
valuation and with a residue eld ontaining C. Due to the lak of
some important property of buildings, we all it a hovel. Neverthe-
less, some good ones remain, for example, the existene of retrations
with enter a setor-germ. This enables us to generalize many results
proved in the semisimple ase by S. Gaussent and P. Littelmann. In
partiular, if K = C((t)), the geodesi segments in I, ending in a spe-
ial vertex and retrating onto a given path pi, are parametrized by a
Zariski open subset P of CN . This dimension N is maximal when pi
is a LS path and then P is losely related to some Mirkovi¢-Vilonen
yle.
Keywords: Ka-Moody group, valuated eld, building, path.
Math. lassiation: 22E46 (primary), 20G05, 17B67, 22E65, 20E42, 51E24.
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1. Introdution
Let g∨ be a omplex symmetrizable Ka-Moody algebra. To apture
the ombinatorial essene of the representation theory of g∨, P. Littel-
mann [10, 11℄ introdued the path model. Partiularly, this model gives
a method to ompute the multipliity of a weight µ in an irreduible re-
presentation of highest weight λ (a dominant weight), by ounting some
Lakshmibai-Seshadri (or LS) paths of shape λ starting from 0 and ending
in µ. When g∨ is semi-simple and G is an algebrai group with Lie algebra
the Langlands dual g of g∨, I. Mirkovi¢ and K. Vilonen [13℄ gave a new
interpretation of this multipliity : it is the number of irreduible ompo-
nents (the MV yles) in some subvariety Xµλ of the ane grassmannian
G = G(C((t)) )/G(C[[t]] ).
S. Gaussent and P. Littelmann [5℄ gave a link between these two theories
(when G is semi-simple). Atually, the LS paths are drawn in a vetor
spae V whih is an apartment A of the Bruhat-Tits building of G (over
any non arhimedean valuated eld K, in partiular K = C((t))). They
replaed the LS paths of shape λ from 0 to µ by LS galleries of type
λ from 0 to µ. This gives a new gallery model for the representations
of g∨. Moreover, let ρ be the retration of the Bruhat-Tits building I of
G over K = C((t)) onto A with enter some setor-germ S−∞ in A. Then,
the image under ρ of a minimal gallery Γ of type λ starting from 0 in I
is a gallery γ in A of type λ whih looks muh like a LS gallery : it is
positively folded. Conversely, any positively folded gallery γ in A of type
λ from 0 to µ is the image under ρ of many minimal galleries Γ in I. These
galleries are parametrized by a omplex variety Xγ ombinatorially dened
from γ. Moreover, γ is a LS gallery if, and only if, dim(Xγ) is maximal,
and then Xγ is isomorphi to an open subset of a MV yle in X
µ
λ .
It was natural (and suggested to us by P. Littelmann) to try to gene-
ralize this when G is a Ka-Moody group. Atually, G. Rousseau [17℄ had
onstruted some building for a Ka-Moody group over a disretely va-
luated eld K. But, the apartments of this miroane building are not
appropriate to dene LS paths. So, we onstrut a new set I (see 3.15)
assoiated to the Ka-Moody group G over K = C((t)) (or, more gene-
rally, over any disretely valuated eld K with residue eld ontaining C).
By denition, the group G(K) ats on I, LS paths an be drawn on its
apartments and the ation of G(K) on them is transitive. Unfortunately,
any two points in I are not always in a same apartment : this was already
notied (in a dierent language and in the ane ase) by H. Garland [4℄,
who remarked that Cartan deomposition is true only after some twist (f.
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Remark 6.10). Beause of this pathologial behaviour, I is alled a hovel.
Moreover, the system of walls in an apartment of I is not disrete, so the
notion of hamber in I is unusual (but follows an idea of F. Bruhat and
J. Tits [3℄) and I is not gallery-onneted (see Setion 2.2). Therefore, we
have to ome bak to the path model.
Nevertheless, we get good generalizations of Gaussent-Littelmann's re-
sults. First, any setor-germ and any point in I are always in a same apart-
ment (this is equivalent to Iwasawa deomposition, Proposition 3.6). Next,
we x a maximal torus in G and a system of positive roots, this gives us an
apartment A in I and a setor-germ S−∞ in A. So, we get a retration ρ
of I onto A with enter S−∞ (4.4). Following a denition of M. Kapovih
and J. Millson [8℄, we say that a Heke path is a pieewise linear path π1
in A whih is positively folded along true walls (see Denition 5.2). Now, an
analogue of some results due, in the semisimple ase, to Kapovih-Millson
or Gaussent-Littelmann may be proven :
Theorem 1.1 (see 6.2).  If π is a geodesi segment (of shape λ) in I,
then ρπ is a Heke path (of shape λ) in A.
Conversely, any Heke path π1 in A is the image under ρ of a geodesi
segment π in I. But, if we want a nite dimensional variety of parameters,
we an no longer look at segments with a given starting point but rather
at segments with a given end. We get (when K = C((t))) :
Theorem 1.2 (see 6.3).  Let π1 be a Heke path of shape λ in A with
endpoint a speial vertex y. Then, there exist geodesi segments π in I
with endpoint y suh that ρπ = π1 and they are parametrized by a Zariski
open subset P (π1, y) of C
N
, stable under the natural ation of (C∗)N .
Here, N is the so-alled dual dimension of π1 (5.7) and it is maximal
(among Heke paths of shape λ with the same starting and ending points)
if and only if π1 is a LS path.
This result enables us to state that P (π1, y) is isomorphi to a dense
open subset of some Mirkovi¢-Vilonen yle. In the semi-simple ase, this
MV yle is, up to isomorphism, the lassial one assoiated to the reverse
path of π1.
The paper is organized as follows. In Setion 2, we reall some results on
Ka-Moody groups and their ane apartments. Atually, in the literature
one nds many kinds of Ka-Moody groups. We hoose the minimal one, the
most algebrai. But (in Setion 3.3), we will also have to use the maximal
one whih appears to be a formal ompletion of the minimal one and has
better ommutation relations.
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The onstrution of the hovel I is explained ompletely in Setion 3
and the rst properties are developed in Setion 4. The proofs are rather
involved but we get all what is needed : in partiular, the Iwasawa deom-
position (3.6), the retration with respet to a setor-germ (4.4), the twin
building struture of the residue of I at some point x (4.5) and, for some
good subsets Ω in apartments, the struture of their xator (i.e. point-
wise stabilizer) GΩ and the transitivity of the ation of GΩ on apartments
ontaining Ω (4.1 to 4.3).
In Setion 5, we give the denitions of LS paths, Heke paths, dual di-
mension and odimension. We prove the haraterization of LS paths as
Heke paths with maximal dual dimension (resp. minimal odimension).
We get in Setion 6 the results on paths explained above, in partiular
Theorems 1.1 and 1.2. The last theorem (Theorem 6.9) asserts that there
is, on I, a preorder relation whih indues, on eah apartment, the preorder
given by the Tits one.
We thank Peter Littelmann for his suggestion to look at these problems
and for some interesting disussions. We also thank Mihel Brion for his
areful reading of a previous version of the present paper and his omments.
2. Ka-Moody groups and the apartment
We reall here the main results on Ka-Moody groups (in 2.1). A good
referene is [15℄, see also [17℄. We introdue the model apartment of our
hovel and all it, in analogy with the lassial ase, the ane apartment
(see 2.2). Beause the set of walls is not loally nite anymore, the denition
of faes needs the notion of lter (see Setions 2.2.2 to 2.2.4).
2.1. Ka-Moody groups
2.1.1. Ka-Moody algebras
A Ka-Moody matrix (or generalized Cartan matrix) is a square matrix
A = (ai,j)i,j∈I , with integer oeients, indexed by a nite set I and
satisfying :
(i) ai,i = 2 ∀i ∈ I,
(ii) ai,j 6 0 ∀i 6= j,
(iii) ai,j = 0 ⇐⇒ aj,i = 0.
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A root generating system [1℄ is a 5-tuple S = (A,X, Y, (αi)i∈I , (α∨i )i∈I)
made of a Ka-Moody matrix A indexed by I, of two dual free Z−modules
X (of haraters) and Y (of oharaters) of nite rank rk(X), a family
(αi)i∈I (of simple roots) in X and a family (α
∨
i )i∈I (of simple oroots) in Y .
They have to satisfy the following ompatibility ondition : ai,j = αj(α
∨
i ).
The Langlands dual of S is S∨ = (tA, Y,X, (α∨i )i∈I , (αi)i∈I), where
tA
is the transposed matrix of A.
The Ka-Moody algebra g = gS is a omplex Lie algebra generated by
the standard Cartan subalgebra h = Y ⊗ C and the Chevalley generators
(ei)i∈I , (fi)i∈I ; we shall not explain here the relations, see for instane [6℄.
The adjoint ation of h on g gives a grading on g : g = h ⊕ (⊕α∈∆ gα),
where ∆ ⊂ X \ {0} ⊂ h∗ is the set of roots of g (with respet to h). For all
i ∈ I, gαi = Cei and g−αi = Cfi. If Q
+ =
∑
i Nαi, ∆
+ = ∆ ∩ Q+ and
∆− = −∆+, one has ∆ = ∆+
⊔
∆−.
N.B.  For simpliity we shall assume throughout the paper the follo-
wing ondition :
F (S) The family (αi)i∈I is free in X and the family (α
∨
i )i∈I is free in Y.
See Setion 2.1.5.
Starting from Setion 3.7, we shall also assume that the Lie algebra g is
symmetrizable, that is, endowed with a nondegenerate invariant C−valued
symmetri bilinear form.
2.1.2. Weyl group and real roots
Let V = Y ⊗ R ⊂ h ; every element in X denes a linear form on this
R−vetor spae. For i ∈ I, the formula ri(v) = v − αi(v)α∨i denes an
involution in V (or h), more preisely a reetion of hyperplane Ker(αi).
The (vetorial) Weyl group W v is the subgroup of GL(V ) generated by
the set {ri}i∈I . One knows that W
v
is a Coxeter group ; it stabilizes the
lattie Y of V . It also ats on X and stabilizes ∆.
One denotes by Φ = ∆re the set of real roots, those whih an be written
as α = w(αi) with w ∈ W v and i ∈ I. This set Φ is innite exept in
the lassial ase, where A is a Cartan matrix and g is nite-dimensional
(redutive). If α ∈ Φ, then rα = w.ri.w−1 is well determined by α, inde-
pendently of the hoie of w and of i suh that α = w(αi). For v ∈ V one
has rα(v) = v − α(v)α∨, where the oroot α∨ ∈ Y assoiated to α satis-
es α(α∨) = 2. Hene rα is the reetion with respet to the hyperplane
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M(α) = Ker(α) whih is alled the wall of α. The half-apartment assoiated
to α is D(α) = {v ∈ V | α(v) > 0}.
The set Φ is a system of (real) roots in the sense of [14℄. The set ∆
is a system of roots in the sense of [1℄. The imaginary roots (those in
∆im = ∆ \ Φ) will not be very muh used here. We dene Φ± = Φ ∩∆±.
A subset Ψ of Φ (or ∆) is said to be losed in Φ (or ∆) if : α, β ∈ Ψ,
α + β ∈ Φ (or ∆) ⇒ α + β ∈ Ψ. The subset Ψ is said to be prenilpotent
if there exist w,w′ ∈ W v suh that wΨ ⊂ ∆+ and w′Ψ ⊂ ∆−. Then Ψ is
nite and ontained in the subset w−1(Φ+)∩(w′)−1(Φ−) whih is nilpotent
(i.e. prenilpotent and losed).
One denotes by Q∨ (resp. P∨, Q ) the oroot-lattie (resp. oweight-
lattie, root-lattie), i.e. the subgroup of Y generated by the α∨i (resp.
P∨ = {y ∈ Y ⊗ Q | αi(y) ∈ Z, ∀i ∈ I }, Q =
∑
i Zαi) ; one has Q
∨ ⊂
Y ⊂ P∨. Atually, Q∨, P∨ or Q is a lattie in V or V ∗ if and only if
the α∨i generate V i.e. the αi generate V
∗
i.e. |I| = rk(X) = dim(V ). We
dene the set of dominant weights X+ = {χ ∈ X | χ(α∨i ) > 0, ∀i ∈ I}
and X− = −X+. Dually, the set of dominant oweights is Y + = {λ ∈ Y |
λ(αi) > 0, ∀i ∈ I} and Y − = −Y +.
2.1.3. The Tits one
The positive fundamental hamber Cvf = {u ∈ V | αi(u) > 0 ∀i ∈ I} is
a nonempty open onvex one. Its losure Cvf is the disjoint union of the
faes F v(J) = { u ∈ V | αi(u) = 0 ∀i ∈ J ; αi(u) > 0 ∀i /∈ J} for J ⊂ I ;
one has Cvf = F
v(∅). We dene V0 = F v(I), it is a vetor subspae. These
faes are alled vetorial beause they are onvex ones with base point 0.
One says that the fae F v(J) or the set J is spherial (or of nite type) if
the matrix A(J) = (ai,j)i,j∈J is a Cartan matrix (in the lassial sense),
i.e. if W v(J) = 〈ri | i ∈ J〉 is nite. This holds for the hamber Cvf or its
panels F v({i}), ∀i ∈ I.
The Tits one is the union T of the positive losed-hambers w.Cvf for
w ∈ W v. Its interior is the open Tits one T o, disjoint union of the (positive)
spherial faes w.F v(J) for w in W v and J spherial. Both T , T o and their
losure T are onvex ones, stable under W v. They may be dened as :
T = {v ∈ V | α(v) < 0 only for a nite number of α ∈ ∆+(or Φ+) },
T o = {v ∈ V | α(v) 6 0 only for a nite number of α ∈ ∆+(or Φ+) },
T = {v ∈ V | α(v) > 0 ∀α ∈ ∆+im }.
The ation of W v on the positive hambers is simply transitive. The
xator (pointwise stabilizer) or the stabilizer of F v(J) is W v(J).
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We shall also onsider the negative Tits ones −T , −T o, −T and all
negative faes, hambers... whih are obtained by hange of sign.
Atually, T o ∩−T o = ∅ exept in the lassial ase (where T o = −T o =
V ) and T ∩ −T = {v ∈ V | α(v) = 0 for almost all α ∈ Φ (or ∆)} is
redued to V0 =
⋂
α∈∆ Ker(α) if no onneted omponent of I is spherial.
2.1.4. The Ka-Moody groups
One onsiders the (split, omplex) Ka-Moody group G = GS assoiated
to the above root generating system as dened by Tits [22℄, see also [15,
Chapitre 8℄. It is atually an ane ind-algebrai-group [9, 7.4.14℄.
For any eld K ontaining C, the group G(K) of the points of G in K
is generated by the following subgroups :
 the fundamental torus T (K) where T = Spec(Z[X ]), hene T (K) is
isomorphi to the group (K∗)n = (K∗)⊗Z Y and the harater (resp.
oharater) group of T is X (resp. Y ).
 the root subgroups Uα(K) for α ∈ Φ, eah isomorphi to the additive
group (K,+) by an isomorphism (of algebrai groups) xα.
Atually, we onsider an isomorphism xα : K ≃ gα⊗K → Uα(K) where
the additive group gα⊗K is identied with K by the hoie of a Chevalley
generator eα of the 1−dimensional omplex spae gα.
Let M be an h−diagonalizable g−module with weights in X , and where
the ation of eah gα is loally nilpotent (e.g. g itself). Then G(K) ats
on M ⊗K : the torus T (K) ats via the harater λ on Mλ ⊗K and the
ation of xα(a) for a ∈ gα ⊗K is the exponential of the ation of a.
2.1.5. About the freedom ondition F (S)
This ondition is used in 2.1.3 to show that Cvf is nonempty, and in 5.3
below for the existene of ρΦ+ . If it fails, then W
v
as dened in 2.1.2 ould
be smaller than wanted (nite), and the roots of gS ould not be dened
by the adjoint ation of h. But, atually, F (S) is not neessary to dene gS
or GS [15℄.
In [6℄, [9℄ and [10℄, the ondition F (S) and a minimality ondition for
the rank of X : rk(X) = |I|+orank(A) are assumed. Kumar requires
moreover a simple-onnetedness ondition :
(SC)
∑
i∈I
Zα∨i is otorsion-free in Y.
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For a root generating system S, dene Ssc = (A,Xsc, Ysc, (αi)i∈I , (α∗i )i∈I)
by Xsc = X⊕ZI , Ysc is the dual of Xsc and α∗i (x+(nj)j∈I) = α
∨
i (x)+ni.
The group GS is a quotient of GSsc by a subtorus of the torus TSsc , entral
in GSsc .
Starting from S satisfying F (S), then Ssc satises F (Ssc) and (SC). The
group GSsc is the diret produt of a torus and a group with the properties
assumed by Kumar. So, there is no trouble in using the results of [9℄ for
the groups we dene.
2.1.6. Some ommuting relations
We present here some relations in the group G, for more details, see [17,
1.5 and 1.6℄.
If {α, β} is a prenilpotent pair of roots in Φ (hene α 6= −β), one de-
notes by ]α, β[ the nite set of the roots γ = pα + qβ ∈ Φ with p and
q stritly positive integers and [α, β] =]α, β[∪{α, β} ; we hoose any to-
tal order on this set. Then, the produt map :
∏
γ∈[α,β] Uγ(K) → G(K)
is a bijetion onto the group U[α,β](K) generated by these Uγ(K) ; it is
atually an isomorphism of algebrai varieties. The ommutator group
[Uα(K), Uβ(K)] is ontained in U]α,β[(K). More preisely, for u, v ∈ K,
one has : [xα(u), xβ(v)] =
∏
xγ(Cp,qu
pvq) where the produt runs over
the γ = pα+ qβ ∈]α, β[ (in the xed order) and the Cp,q are integers.
The group T (K) normalizes Uα(K) : if t ∈ T (K) and u ∈ K one has
txα(u)t
−1 = xα(α(t)u). The subgroup G
(α)
of G generated by Uα, U−α
and T is, up to its enter, isomorphi to PGL2. In partiular, for α ∈ Φ
and u ∈ Uα(K), the set U−α(K)uU−α(K) ontains a unique element m(u)
onjugating Uβ(K) to Urα(β)(K) for eah β ∈ Φ. Moreover, for v, v
′ ∈ K∗ :
m(xα(v)) = m(x−α(v
−1)) = x−α(−v−1)xα(v)x−α(−v−1) = · · ·
· · · = α∨ (v)m(xα(1)) = m(xα(1))α∨ (v−1)
m(xα(v))xα(v
′)m(xα(v))
−1 = x−α(v
−2v′)
m(xα(v))
2 = α∨ (−1).
If N is the normalizer of T in G, then N(K) is the group generated by
T (K) and the m(u) for all α ∈ Φ and all u ∈ Uα(K).
Lemma 2.1.  ( [17℄ or [15℄) There exists an algebrai homomorphism
νv from N onto W v suh that νv(m(u)) = ri for u ∈ U±αi(K) and
Ker(νv) = T . As K is innite, N(K) is the normalizer of T (K) in G(K)
and all maximal split subtori of G(K) are onjugate of T (K).
The onjugay ation of N on T is given by νv where W v ats on T
through its ation on X or Y .
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2.1.7. Borel subgroups
The subgroup U+(K) of G(K) is generated by the groups Uα(K) for
α ∈ Φ+ ; it is normalized by T (K). We dene the same way U−(K) and
U(Ψ)(K) for any subset Ψ of Φ+ or Φ−.
The groups B(K) = B+(K) = T (K).U+(K), B−(K) = T (K).U−(K)
are the standard (positive, negative) Borel subgroups of G(K).
One has U+(K) ∩ B−(K) = U−(K) ∩ B+(K) = {1} ; more generally,
one has the following deompositions.
Bruhat deompositions :
G(K) = U+(K)N(K)U+(K) = U−(K)N(K)U−(K)
Moreover, the maps from N(K) onto U±(K)\G(K)/U±(K) are one to one.
Birkho deompositions :
G(K) = U+(K)N(K)U−(K) = U−(K)N(K)U+(K)
Moreover, the maps from N(K) onto U±(K)\G(K)/U∓(K) are one to one.
2.2. The ane apartment
The ane apartment A is V onsidered as an ane spae.
2.2.1. Ane Weyl group and preorder relation
The groupW v ats Z−linearly on Y , hene it ats R−linearly on A = V .
One has also an ation of V by translations. Finally, one obtains an ane
ation on A of the semi-diret produt WR = W
v ⋉ V .
For α ∈ Φ and k ∈ Z, M(α, k) = {v ∈ A | α(v) + k = 0} is the wall
assoiated to (α, k), it is losed in A. One has M(α, k) = M(−α,−k).
For α ∈ X\{0} and k ∈ Z, we dene D(α, k) = {v ∈ A | α(v)+k > 0},
it is losed in A. When α ∈ Φ, we all D(α, k) the half-apartment assoiated
to (α, k) and the set D◦(α, k) = D(α, k) \M(α, k) = V \D(−α,−k) is the
open-half-apartment assoiated to (α, k).
The reetion assoiated to the wall M(α, k) is rα,k : A → A given by
the formula :
rα,k(y) = rα(y)− kα
∨.
The group generated by the rα,k is W =W
v ⋉Q∨ ⊂WR.
The subgroup of WR of all elements stabilizing the set of walls is WP =
W v ⋉ P∨. One denes also WY = W
v ⋉ Y and one has :
W ⊂WY ⊂WP ⊂WR = W
v ⋉ V.
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Definition 2.2.  The ane spae A together with its walls and its
Tits one is the ane apartment of G assoiated to T , its (ane) Weyl
group W =W (A) is generated by the reetions with respet to the walls.
As the Tits one T is onvex, we an dene a preorder-relation on A
given by x 6 y ⇔ y − x ∈ T . This is a genuine (= antisymmetri) order
relation only when Φ generates V and the Ka-Moody matrix A has no
fator of nite type.
For x ∈ A, the set ∆x of all roots α suh that α(x) ∈ Z is a losed
subsystem of roots of ∆ in the sense of [1℄ Setion 5.1. The assoiated Weyl
groupWminx is the subgroup ofW generated by all the reetions assoiated
to the walls ontaining x. It is isomorphi to its image W vx in W
v
and is
a Coxeter group, as shown in [lo. it. ; 5.1.12℄. The anonial generators
of W vx are the rα for α simple in Φ
+
x = ∆x ∩ Φ
+
; their number may be
innite.
The point x is speial when Φx = ∆x ∩ Φ is equal to Φ, i.e. when
W vx = W
v
.
2.2.2. Faes
The faes in A are assoiated to the above systems of walls and half-
apartments. As in [3℄, they are no longer subsets of A, but lters of subsets
of A.
Definition 2.3 ( [3℄, [18℄ or [17℄).  A lter in a set E is a nonempty
set F of nonempty subsets of E, suh that, if S, S′ ∈ F then S ∩ S′ ∈ F
and, if S′ ⊃ S ∈ F then S′ ∈ F . If Z is a nonempty subset of E, the set
F (Z) of subsets of E ontaining Z is a lter (usually identied with Z). If
E ⊂ E′, to any lter F in E is assoiated the lter FE′ in E′ onsisting of
all subsets of E′ ontaining some S in F ; one usually makes no dierene
between F and FE′ .
A lter F is said to be ontained in another lter F ′ : F ⊂ F ′ (resp. in a
subset Z in E : F ⊂ Z) if and only if any set in F ′ (resp. if Z) is in F . The
union of a family of lters in E is the lter onsisting of subsets whih are
in all the lters. Note that these denitions are opposite the natural ones.
A group Γ ating on E xes pointwise (resp. stabilizes) a lter F , if and
only if every γ in Γ xes pointwise some S ∈ F (resp. for all γ in Γ and
all S in F , γS ∈ F ).
If E is a topologial spae, the losure of a lter F in E is the lter F
onsisting of all subsets of E ontaining the losure of a set in F .
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If F is a subset of E ontaining an element x in its losure, the germ
of F in x is the lter germx(F ) onsisting of all subsets of E whih are
intersetions of F and neighbourhoods of x.
If E is a real ane spae and x 6= y ∈ E, then the segment-germ [x, y)
is the germ of the segment [x, y] in x.
All the above denitions for lters are ompatible with the orrespon-
ding denitions for subsets and the identiation of a subset Z with the
lter F (Z).
We say that a family F of lters generates a lter Ω if : a set S is in Ω
if and only if it is in some lter F ∈ F . If B is a basis of the lter Ω, then
the (lters anonially assoiated to the) sets in B generate Ω.
The enlosure cl(F ) of a lter F of subsets of A is the lter made of the
subsets of A ontaining any intersetion of half-spaes D(α, k) (for α ∈ ∆
and k ∈ Z), whih is in F . With this denition, the enlosure of a subset
Ω is the losed subset intersetion of all D(α, k) (for α ∈ ∆ and k ∈ Z)
ontaining Ω. For P a non empty subset of X \ {0}, we dene also the
P−enlosure clP(F ) by the same denition, just replaing ∆ by P .
Definition 2.4.  A fae F in the apartment A is assoiated to a point
x ∈ A and a vetorial fae F v in V ; it is alled spherial aording to the
nature of F v. More preisely, a subset S of A is an element of the fae
F (x, F v) if and only if it ontains an intersetion of half-spaes D(α, k) or
D◦(α, k) (for α ∈ ∆ and k ∈ Z) whih ontains Ω ∩ (x + F v), where Ω
is an open neighborhood of x in A. The enlosure of a fae F = F (x, F v)
is its losure : the losed-fae F ; it is the enlosure of the loal-fae in x,
germx(x+ F
v).
Atually, in the lassial ase where Φ is nite, this denition is still
valid : F (x, F v) is a subset Z of A (more preisely : is the lter of subsets
ontaining a subset Z of A), and this subset Z is a fae in the sense of [3, 1℄
or [2, 6.1℄.
Note that the union of the faes F (x, F v) is not always the lter of
neighborhoods of x ; it is ontained in (x + T ) ∪ (x − T ) if x is speial.
2.2.3. Chambers, panels...
There is an order on the faes : the assertions F is a fae of F ′ , F ′
overs F  and F 6 F ′  are by denition equivalent to F ⊂ F ′.
Any point x ∈ A is ontained in a unique fae F (x, V0) whih is minimal
(but seldom spherial) ; x is a vertex if and only if F (x, V0) = {x}. When Φ
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generates V (i.e. rk(X) = |I| ), a speial point is a vertex, but the onverse
is not true.
The dimension of a fae F is the smallest dimension of an ane spae
generated by some S ∈ F . The (unique) suh ane spae E of minimal
dimension is the support of F . Any S ∈ F ontains a non empty open
subset of E.
A hamber (or alove) is a maximal fae, or, equivalently, a fae suh that
all its elements ontain a nonempty open subset of A or a fae of dimension
rk(X) = dim(A).
A panel is a spherial fae maximal among faes whih are not hambers,
or, equivalently, a spherial fae of dimension n− 1. Its support is a wall.
So, the set of spherial faes of A ompletely determines the set H of
walls.
A wall of a hamber C is the support M of a panel F overed by C. Two
hambers are alled adjaent (along F orM) if they over a ommon panel
(F of support M). But there may exist a hamber overing no panel, and
hene having no wall. So, A is far from being gallery-onneted.
2.2.4. Setors
A setor in A is a V−translate s = x+ Cv of a vetorial hamber Cv =
±w.Cvf (w ∈W
v
), x is its base point and Cv its diretion. Two setors have
the same diretion if and only if they are onjugate by V−translation, and
if and only if their intersetion ontains another setor.
The setor-germ of a setor s = x+Cv in A is the lter S of subsets of A
onsisting of the sets ontaining a V−translate of s, it is well determined
by the diretion Cv. So the set of translation lasses of setors in A, the set
of vetorial hambers in V and the set of setor-germs in A are in anonial
bijetion.
The setor-germ assoiated to the positive (resp. negative) fundamental
hamber Cvf (resp. −C
v
f ) is alled the positive (resp. negative) fundamental
setor-germ and is denoted by S+∞ (resp. S−∞).
A setor-fae in A is a V−translate f = x+ F v of a vetorial fae F v =
±wF v(J). The setor-fae-germ of f is the lter F of subsets ontaining a
translate f′ of f by an element of F v (i.e. f′ ⊂ f). If F v is spherial, then f
and F are also alled spherial. The sign of f and F is the sign of F v.
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3. The hovel, denition
To dene something like an ane building assoiated to the Ka-Moody
group G and the apartment A of T (K), we have to dene the ation of
N(K) on A and the xator Pˆx in G(K) of a point x in A, i.e. the assoiated
parahori subgroup. This xator Pˆx should ontain the xator Nˆx of x in
N(K) and the groups Uα,k for x ∈ D(α, k). When x is 0 (origin of A),
the group Pˆx should be G(O), so that the orbit of 0 in the building is the
ane grassmannian G = G(K)/G(O) (see Example 3.14 below).
But, we have also to dene and study parahori subgroups assoiated to
more general points or faes in A and this will lead to diulties. Moreover,
the expeted Bruhat deomposition for parahori subgroups is atually false
in our ase (see Remark 6.10). So, the building we an onstrut has bad
properties, therefore, we all it an hovel (in frenh masure).
Here, we give an overview of the present setion. First, we desribe the
ation of N(K) on the apartment A (3.1). Then, given a lter of subsets
Ω in A, we dene a subgroup PminΩ of G(K) (3.2), in the same way as
in [3℄. But, due to some bad ommutation relations in G(K), we have to
work in larger groups, the formal ompletions of G. There are two ways
of doing it whih lead to two groups P pmΩ and P
nm
Ω (still in G(K)) both
ontaining PminΩ (see 3.4). All these groups are dened by generators. The
ideal situation is when they oinide, but in general, we need another group
to ompare them. So, we dene a fourth group P˜Ω as the stabilizer of some
subalgebra and some submodule for the ation of G(K) on highest weight
representations (in 3.6) ; it ontains all the previous ones. However, P˜Ω is
a bit too big to be the xator of Ω for the ation of G(K) on the hovel.
We get the parahori group PΩ by assuming that g is symmetrizable and
by taking the xator of some subalgebra for the ation of P˜Ω. Finally, the
right andidate, as a xator of Ω, is the group PˆΩ obtained by adding to
PΩ the xator NˆΩ of Ω in N(K) (for its ation on A), see 3.7.
3.1. Ation of N(K) on A
We suppose now the eld K endowed with a disrete valuation ω, as-
sumed normalized : ω(K∗) = Z. The ring of integers is O ; we hoose a
uniformizing parameter ̟, so ω(̟) = 1, O∗ = O \ ̟O and the residue
eld is κ = O/̟O. Moreover, we assume that κ ontains C (so, if K is
omplete for ω, then K = κ((̟)) and O = κ[[̟]]). For the denition of the
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hovel for a Ka-Moody group G over any valuated eld, one needs more
knowledge about G, it should appear in [19℄.
For α ∈ Φ, u ∈ Uα(K), u 6= 1, we dene : ϕα(u) = ω(t), if u = xα(t) with
t ∈ K. For all k ∈ R ∪ {+∞}, the set Uα,k = ϕ−1α ([k,+∞]) is a subgroup
of Uα(K) and Uα,∞ = {1}. See also [17, 2.2℄.
The group T (K) ats on A by translations : if t ∈ T (K) , ν(t) is
the element in V suh that χ(ν(t)) = −ω(χ(t)) , ∀χ ∈ X . This ation is
W v−equivariant.
The following lemma is a trivial onsequene of the orresponding result
2.9.2 in [17℄.
Lemma 3.1.  There exists an ation ν of N(K) on A whih indues
the preeding one on T (K) and suh that for n ∈ N(K), ν(n) is an ane
map with assoiated linear map νv(n).
Remarks 3.2.  1) The image of N(K) in Aut(A) is ν(N) = WY .
The kernel H = Ker(ν) ⊂ T (K) is H = O∗ ⊗ Y = T (O).
2) By onstrution ν(N(C)) xes 0, the origin of A, so, ν(m(xα(1))) is
the reetion rα = rα,0 with respet to the wallM(α, 0). Moreover,
m(xα(u)) = α
∨(u)m(xα(1)), hene the image ν(m(xα(u))) is the
reetion rα,ω(u) with respet to the wall M(α, ω(u)), as by deni-
tion one has : α(ν(α∨(u))) = −ω(α(α∨(u))) = −ω(u2) = −2ω(u).
3.2. First objets assoiated to Ω and the group PminΩ
Let Ω be a lter of subsets in A. For α ∈ ∆, let fΩ(α) = inf{k ∈ Z |
Ω ⊂ D(α, k)} = inf{k ∈ Z | α(Ω) + k ⊂ [0,+∞)} ∈ Z ∪ {+∞} ; by
this seond equality, fΩ is dened on X . The funtion fΩ is onave [3℄ :
∀α, β ∈ X , fΩ(α + β) 6 fΩ(α) + fΩ(β) and fΩ(0) = 0 ; in partiular
fΩ(α) + fΩ(−α) > 0. We say that Ω is narrow (resp. almost open) if and
only if fΩ(α) + fΩ(−α) ∈ {0, 1} (resp. 6= 0), ∀α ∈ Φ. The lter Ω is almost
open if and only if it is not ontained in any wall, this is true for a hamber.
A point or a fae is narrow. Atually, in the lassial ase, Ω is narrow if
and only if it is inluded in the losure of a hamber.
We dene UΩ as the subgroup of G(K) generated by the groups Uα,Ω =
Uα,fΩ(α) for α ∈ Φ, and U
±
Ω = UΩ ∩ U
±(K). For α ∈ Φ, U
(α)
Ω (⊂ UΩ)
is generated by Uα,Ω and U−α,Ω ; N
(α)
Ω = N(K) ∩ U
(α)
Ω . The group N
u
Ω
(⊂ N(K) ∩ UΩ) is generated by all N
(α)
Ω for α ∈ Φ.
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All these groups are normalized by H . In partiular, one an dene the
groups NminΩ = H.N
u
Ω and P
min
Ω = H.UΩ. These groups depend only on the
enlosure of Ω (not on Ω itself).
Lemma 3.3.  Let Ω be a lter of subsets in A and α ∈ Φ a root.
1) U
(α)
Ω = Uα,Ω.U−α,Ω.N
(α)
Ω = U−α,Ω.Uα,Ω.N
(α)
Ω .
2) If fΩ(α) + fΩ(−α) > 0, then N
(α)
Ω ⊂ H . If fΩ(α) = −fΩ(−α) = k,
then ν(N
(α)
Ω ) = rα,k.
3) N
(α)
Ω xes Ω i.e. ∀n ∈ N
(α)
Ω , ∃S ∈ Ω pointwise xed by ν(n).
Consequene.  The groupWminΩ = N
min
Ω /H is isomorphi to its image
W vΩ in W
v
, it is generated by the reetions rα,k for whih Ω ⊂ M(α, k)
(α ∈ Φ, k ∈ Z). The group NminΩ is inluded in the group NˆΩ, xator in
N(K) of Ω whih normalizes H , UΩ and P
min
Ω . The group WˆΩ = NˆΩ/H is
also isomorphi to a subgroup of W v.
Démonstration.  Parts 1) and 2) are proved by an easy omputation
in SL2 or PGL2 ; one an also refer to [3, 6.4.7℄ where a more ompliated
result (non split ase) is proved. Clearly, 3) is a onsequene of 2). 
We dene gΩ = hO
⊕
(⊕α∈∆ gα,Ω), where hO = h⊗C O, gα,Ω = gα,fΩ(α)
and (in general) gα,k = gα ⊗C {t ∈ K | ω(t) > k}. This is a sub-O-Lie-
algebra of gK = g⊗C K.
The Lie algebra gΩ depends only on the enlosure of Ω (not on Ω itself).
This is also true for the algebras and groups dened above in the Conse-
quene of Lemma 3.3 (exept for NˆΩ and WˆΩ) and below in Setions 3.3
and 3.4.
If Ω is bounded, then gΩ is a lattie in gK .
Let M be a g-module of highest weight (resp. lowest weight) Λ ∈ X ,
then M is the sum of its weight spaes : M = ⊕λ∈X Mλ. We dene MΩ =
⊕λ∈X Mλ,Ω, where Mλ,Ω = Mλ,fΩ(λ) and (in general) Mα,k = Mα ⊗C {t ∈
K | ω(t) > k}. This is a sub−gΩ−module of M ⊗K, and a lattie when Ω
is bounded.
If the module is integrable, then Λ ∈ X+ (resp. Λ ∈ X−) and G(K)
ats on M ⊗ K. As we are in equal harateristi 0, it is lear that UΩ
stabilizes MΩ.
3.3. Maximal Ka-Moody groups
1) The positively-maximal Ka-Moody algebra assoiated to g is the
Lie algebra gˆp = (⊕α∈∆− gα)⊕ h⊕ nˆ
+
where nˆ+ =
∏
α∈∆+ gα is
the ompletion of n+ = ⊕α∈∆+ gα [9℄.
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2) The positively-maximal Ka-Moody group Gpmax is dened in [9℄
(under the name G) ; it ontains G as a subgroup (G is deno-
ted by Gmin by Kumar). For any losed subset Ψ of ∆+, Gpmax
ontains the pro-unipotent pro-group Umax(Ψ) with Lie algebra
nˆ(Ψ) =
∏
α∈Ψ gα ; i.e. U
max(Ψ)(K) =
∏
α∈Ψ Uα(K) where Uα(K)
is isomorphi, via an isomorphism xα, to gα ⊗K (already dened
when α is real).
One has the Bruhat deomposition :
Gpmax(K) =
∐
n∈N(K)
Umax(∆+)(K)nUmax(∆+)(K),
and the Birkho deomposition :
Gpmax(K) =
∐
n∈N(K)
U−(K)nUmax(∆+)(K).
Moreover,
U−(K) ∩N(K)Umax(∆+)(K) = N(K) ∩ Umax(∆+)(K) = {1}.
N.B.  In all the preeeding or following notations, a sign
+
may replae (Ψ) when Ψ = ∆+.
3) The following subalgebras or subgroups assoiated to a lter Ω are
also dened :
 gˆ
p
Ω = n
−
Ω ⊕ hO ⊕ nˆ
+
Ω , where n
−
Ω = ⊕α∈∆− gα,Ω and nˆΩ(Ψ) =
∪S∈Ω (
∏
α∈Ψ gα,S) ;
 UmaxΩ (Ψ) = ∪S∈Ω (
∏
α∈Ψ Uα,S), where Uα,S = Uα,fS(α) is
xα(gα,S) ; as we are in equal harateristi zero, the Campbell-
Hausdorf formula proves that this is a subgroup of Umax(Ψ)(K) ;
 UpmΩ (Ψ) = G(K) ∩ U
max
Ω (Ψ), atually U
pm
Ω (Ψ) = U
+(K) ∩
UmaxΩ (Ψ) beause by [9, 7.4.3℄, U
+(K) = G(K)∩Umax(∆+)(K).
We have UpmΩ (Ψ) = ∪S∈Ω U
pm
S (Ψ) and U
pm
Ω∪Ω′(Ψ) = U
pm
Ω (Ψ)∩
UpmΩ′ (Ψ).
4) Let α be a simple root, then by [9, 6.1.2, 6.1.3℄, Umax+(K) =
Uα(K)⋉U
max(∆+ \ {α})(K). Using the same proof, one an show
that Umax+Ω = Uα,Ω⋉U
max
Ω (∆
+\{α}) and, interseting with G(K),
one gets Upm+Ω = Uα,Ω ⋉ U
pm
Ω (∆
+ \ {α}).
The groups UmaxΩ (∆
+ \ {α}) and UpmΩ (∆
+ \ {α}) above are nor-
malized by H.U
(α)
Ω and U
max(∆+ \ {α})(K) is normalized by
G(α)(K) = 〈T (K), Uα(K), U−α(K) 〉.
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5) One has also to onsider the negatively-maximal Ka-Moody alge-
bra assoiated to g, gˆn = (⊕α∈∆+ gα) ⊕ h ⊕ (
∏
α∈∆− gα) and
the assoiated negatively-maximal Ka-Moody group Gnmax. More
generally, one an hange p to n and ± to ∓ in 1),2),3), and 4)
above in order to obtain similar groups (with similar properties) in
the negative ase.
3.4. The groups P pmΩ and P
nm
Ω
Proposition 3.4.  Let Ω be a lter of subsets in A. We have 3 sub-
groups of G(K) assoiated to Ω and independent of the hoie of a set of
positive roots in its W v−onjugay lass :
1) The group UΩ (generated by all Uα,Ω) is equal to UΩ = U
−
Ω .U
+
Ω .N
u
Ω =
U+Ω .U
−
Ω .N
u
Ω.
2) The group UpmΩ generated by the groups UΩ and U
pm+
Ω is equal to
UpmΩ = U
pm+
Ω .U
−
Ω .N
u
Ω.
3) Symmetrially, the group UnmΩ generated by UΩ and U
nm−
Ω is equal
to UnmΩ = U
nm−
Ω .U
+
Ω .N
u
Ω.
4) One has :
i) UΩ ∩N(K) = NuΩ
ii) UpmΩ ∩N(K) = N
u
Ω
iii) UΩ ∩ (N(K).U
±(K)) = NuΩ.U
±
Ω
iv) UpmΩ ∩ (N(K).U
+(K)) = NuΩ.U
pm+
Ω
v) UΩ ∩ U±(K) = U
±
Ω
vi) UpmΩ ∩ U
+(K) = Upm+Ω
and symmetrially for UnmΩ .
Remarks 3.5.  The group H = T (O) normalizes also UpmΩ and U
nm
Ω ,
moreover, PminΩ is ontained in P
pm
Ω = H.U
pm
Ω and in P
nm
Ω = H.U
nm
Ω . The
group U++Ω generated by the Uα,Ω for α ∈ Φ
+
is inluded in U+Ω , itself
inluded in Upm+Ω . The rst inlusion may be strit even for Ω redued to a
speial point and A of ane type. The equality U+Ω = U
pm+
Ω is equivalent to
UΩ = U
pm
Ω , it may be false for Ω large (e.g. a negative setor). The situation
should be better for Ω narrow. Atually, we shall prove that P pmΩ = P
nm
Ω
when Ω is redued to a speial point or is a spherial fae (3.7). The problem
is then to know if this group is generated by its intersetions with the torus
and the (real) root groups.
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In the lassial ase of redutive groups, one has G = Gpmax = Gnmax
and
U++Ω = U
+
Ω = U
max+
Ω = U
pm+
Ω ,
U−−Ω = U
−
Ω = U
max−
Ω = U
nm−
Ω ;
moreover UΩ (= U
pm
Ω = U
nm
Ω ) is the same as the group dened in [3, 6.4.2,
6.4.9℄. The group PminΩ is alled PΩ by Bruhat and Tits.
Démonstration.  after [3, 6.4.9℄
a) Let U = UpmΩ (∆
+).UnmΩ (∆
−).NuΩ ⊂ G(K). By 3.3.4) and Lemma 3.3,
for α simple, one has :
U = UpmΩ (∆
+ \ {α}).UnmΩ (∆
− \ {−α}).Uα,Ω.U−α,Ω.N
u
Ω
= UpmΩ (∆
+ \ {α}).UnmΩ (∆
− \ {−α}).U−α,Ω.Uα,Ω.N
u
Ω
= UpmΩ (∆
+ \ {α}).U−α,Ω.U
nm
Ω (∆
− \ {−α}).Uα,Ω.N
u
Ω
= UpmΩ (rα(∆
+)).UnmΩ (rα(∆
−)).NuΩ.
So U does not hange when ∆+ is hanged by the Weyl group W v.
b) Hene U is stable by left multipliation by Upm+Ω and all Uα,Ω for
α ∈ Φ. Moreover, it ontains these subgroups, so U ⊃ UpmΩ ⊃ UΩ.
) In Gpmax(K), let us prove that U ∩ Umax+(K) = Upm+Ω : if xyz ∈
Umax+(K) with x ∈ Upm+Ω , y ∈ U
nm−
Ω and z ∈ N
u
Ω, then yz ∈
Umax+(K) and by the Birkho deomposition (3.3.2) one has y =
z = 1.
d) So UpmΩ ∩ U
+(K) = UpmΩ ∩ U
max+(K) = Upm+Ω .
The group UΩ(∆
+ \{α}) := UΩ∩U
pm
Ω (∆
+ \{α}) = U+Ω ∩U
pm
Ω (∆
+ \
{α}) is normalized by Uα,Ω and U−α,Ω. By 3.3.4), U
+
Ω = Uα,Ω ⋉
UΩ(∆
+ \ {α}) and symmetrially for U−Ω .
e) Now we are able to argue as in a), b) above with a new U , where
UpmΩ (∆
+) is hanged to U+Ω and/or U
nm
Ω (∆
−) to U−Ω . This proves 1),
2) and 3).
f) Conerning 4), v) holds by denition, and vi) was proved in d). We
prove now iv) and ii) ; iii) and i) are similar. Let n ∈ N(K) and
v ∈ U+(K) be suh that nv ∈ UpmΩ . There exist n
′ ∈ NuΩ, u
′ ∈ U−Ω
and v′ ∈ Upm+Ω suh that nv = n
′u′v′. Now n′−1n = u′v′v−1 and by
the Birkho deomposition n = n′ ∈ NuΩ, v = u
′v′, so, u′ = 1 and
v = v′ ∈ Upm+Ω .

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3.5. Iwasawa deomposition
Proposition 3.6.  Suppose Ω narrow, then
G(K) = U+(K).N(K).UΩ.
Suppose, moreover, Ω almost open. Then the natural map from WY =
N(K)/H onto U+(K)\N(K)/UΩ is one to one.
Remarks 3.7.  We also have G(K) = U−(K).N(K).UΩ and simi-
larly with the maximal groups Gpmax(K) = Upmax+(K).N(K).UΩ and
Gnmax(K) = Unmax−(K).N(K).UΩ.
As a onsequene, when Ω is narrow, every subgroup P of G(K) ontai-
ning UΩ may be written P = (P ∩ (U+(K).N(K))).UΩ. If, moreover,
P ∩(U+(K).N(K)) = U+P .NP with U
+
P = P ∩U
+(K) and NP = P ∩N(K)
normalizing UΩ, then P = U
+
P .NP .U
−
Ω . We shall use this to (almost) iden-
tify UpmΩ and U
nm
Ω (see Setion 3.7).
The idea of the proof of the Iwasawa deomposition goes bak to Stein-
berg. We follow [3, 7.3.1℄, see also [7, 3.7℄ and [4, 1.6℄. We rst need a
lemma.
Lemma 3.8.  Let α be in Φ, then Zα := Uα(K).{1, rα}.T (K).U
(α)
Ω
ontains G(α)(K).
Démonstration.  By the Bruhat deomposition,
G(α)(K) ⊂ Uα(K).{1, rα}.T (K).Uα(K).
So it sues to prove that, for mα ∈ N(K) suh that νv(mα) = rα and
u ∈ Uα(K), mαu ∈ Zα. If ϕα(u) > fΩ(α), it's lear : u ∈ Uα,Ω. Otherwise
ϕα(u) 6 fΩ(α) − 1 6 −fΩ(−α) and u = v
′mv” with νv(m) = rα, v
′, v′′ ∈
U−α,−ϕα(u) ⊂ U−α,Ω. So mαu = mαv
′mv” ∈ Uα(K).T (K).U−α,Ω ⊂ Zα,
and the lemma is proved.
Proof of Proposition 3.6.  The set Z = U+(K).N(K).UΩ is stable by
left multipliation by U+(K) and T (K). It remains to prove that it is stable
by left multipliation by U−α(K) for α a simple root. Let U(Φ
+\{α})(K) =
G(K)∩Umax(∆+\{α})(K) ⊂ U+(K), using the Lemma 3.3 and disussion
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in Setion 3.3.4), one gets :
U−α(K)Z = U−α(K).U(Φ
+ \ {α})(K).Uα(K).N(K).UΩ
⊂ U(Φ+ \ {α})(K).G(α)(K).N(K).UΩ
⊂ U(Φ+ \ {α})(K).Uα(K).{1, rα}.T (K).U
(α)
Ω .N(K).UΩ
⊂ U+(K).T (K).U−α(K).N(K).UΩ
∪ U+(K).T (K).rα.U−α(K).Uα(K).N(K).UΩ
⊂ U+(K).T (K).U−α(K).N(K).UΩ.
It remains to show that U−α(K).N(K) ⊂ Z. But un = n.n−1un ∈
nUβ(K) ⊂ nU−β(K).{1, rβ}.T (K).U
(β)
Ω with β = −ν
v(n−1)α. So un ∈
Uα(K).n.{1, rβ}.T (K).U
(β)
Ω ⊂ Uα(K).N(K).UΩ.
With obvious notation, suppose n′ ∈ U+(K)nUΩ. Then, by Lemma 3.3
and Proposition 3.4 one has : n′−1n ∈ UΩn−1U+(K)n. But, n−1U+(K)n =
U(n−1Φ+). Further, UΩ.U(n
−1Φ+)(K) ⊂ H.UΩ(n−1Φ−).U(n−1Φ+)(K) ⊂
U(n−1Φ−)(K).H.U(n−1Φ+)(K).
Finally, by the Birkho deomposition, n′−1n ∈ H .

3.6. The group P˜Ω
In this setion Ω is asked to be a nonempty set.
Clearly, Umax+Ω stabilizes gˆ
p
Ω andG(K) stabilizes gK ; so U
pm+
Ω = G(K)∩
Umax+Ω stabilizes gΩ = gˆ
p
Ω∩gK . Finally, U
pm
Ω and also U
nm
Ω (or H) stabilize
gΩ. If M is a highest weight integrable g−module, then U
max+
Ω stabilizes
MΩ. The group U
max−
Ω stabilizes MˆΩ =
∏
λ∈X Mλ,Ω and G(K) stabilizes
M ⊗K. Finally, UpmΩ and also U
nm
Ω (or H) stabilize MΩ for every highest
(or lowest) weight integrable g−module M .
Definition 3.9.  The group P˜Ω is the subgroup of all elements in
G(K) stabilizing gΩ andMΩ for every highest (or lowest) weight integrable
g−module M .
Hene, P˜Ω ontains U
pm
Ω , U
nm
Ω , UΩ and H . When Ω is narrow, we have
P˜Ω = (P˜Ω ∩ U+(K).N(K)).UΩ = (P˜Ω ∩ U−(K).N(K)).UΩ.
Lemma 3.10.  Let N˜Ω = P˜Ω ∩ N(K), then P˜Ω ∩ (U+(K).N(K)) =
Upm+Ω .N˜Ω and P˜Ω∩(U
−(K).N(K)) = Unm−Ω .N˜Ω. Moreover, N˜Ω normalizes
UΩ and is the stabilizer (in N(K) for the ation ν on A) of the P−enlosure
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clP(Ω) of Ω, where P ⊂ X is the union of ∆ and the set of all weights of
h in all the modules M above.
Démonstration. 
a) Let n ∈ N(K) and u ∈ U+(K) be suh that un ∈ P˜Ω and w = ν
v(n).
For M = MΩ or gΩ, g ∈ P˜Ω and µ, µ
′ ∈ h∗, we dene µ′ |g|µ as the
restrition of g toMµ followed by the projetion ontoMµ′ (with kernel
⊕µ′′ 6=µ′ Mµ′′). Now for all µ, wµ|un|µ = wµ|n|µ and n = ⊕µ wµ|n|µ
(in an obvious sense) ; so n ∈ N˜Ω. We have P˜Ω ∩ (U+(K).N(K)) =
(P˜Ω ∩ U+(K)).N˜Ω and it remains to determine N˜Ω and P˜Ω ∩ U+(K)
(or P˜Ω ∩ U−(K)).
b) P˜Ω∩U+(K) = U
pm+
Ω : the inlusion ⊃ is already proved in the disus-
sion before Denition 3.9. So, onsider u =
∏
α∈∆+ uα ∈ U
max+(K)
suh that u stabilizes gΩ (the order on the uα ∈ Uα(K) is hosen suh
that the height of α is inreasing from right to left). We shall prove
by indution that eah uα is in Uα,Ω. We may suppose uα′ ∈ Uα′,Ω
for uα′ on the right of uα ; moreover, as Uα′,Ω stabilizes gΩ, we may
suppose these uα′ equal to 1. So u = (
∏
β 6=α uβ).uα where the uβ are
in Uβ(K) and ht(β) > ht(α). But α|u|0 = α|uα|0 sends hO into gα,Ω,
so uα ∈ Uα,Ω. Now if u ∈ P˜Ω ∩U+(K), it is in Umax+(K)∩G(K) and
stabilizes gΩ ; by the above argument, u ∈ U
max+
Ω ∩G(K) = U
pm+
Ω .
) Let n = n0t, n0 ∈ N(C), νv(n) = w and t ∈ T (K), then nMλ,k =
Mwλ,k+ω(λ(t)). Consider now the ation on A : nD(λ, k) = n0D(λ, k+
ω(λ(t))) = D(wλ, k+ω(λ(t))). But, gΩ is generated by hO and the gα,Ω
for α ∈ ∆, so n is in P˜Ω if and only if, for all λ ∈ P fΩ(λ) + ω(λ(t)) =
fΩ(wλ) if and only if, for all λ ∈ P , nD(λ, fΩ(λ)) = D(wλ, fΩ(wλ)).
This is equivalent to the fat that n stabilizes the set clP(Ω). Moreover,
as N˜Ω stabilizes gΩ, it normalizes UΩ.

We know that NminΩ = H.N
u
Ω ⊂ N˜Ω. So, to determine N˜Ω, we only have
to determine the subgroup W˜Ω = N˜Ω/H = ν(N˜Ω) of ν(N(K)) ; it ontains
WminΩ = ν(N
min
Ω ).
Examples 3.11.  1) Let us now assume that Ω is bounded. As P ⊃
∆∪X+∪X−, it is easy to prove that eah χ ∈ X is a positive linear
ombination of some λ ∈ P . Hene, the intersetion clP(Ω) of all
D(λ, fΩ(λ))'s (for λ ∈ P) is a nonempty onvex ompat set. But
N˜Ω stabilizes clP(Ω) and, as it ats anely, it xes a point xΩ in
clP(Ω).
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2) Suppose now Ω narrow, then
P˜Ω = U
pm+
Ω .N˜Ω.UΩ = U
pm+
Ω .UΩ.N˜Ω = U
pm+
Ω .U
−
Ω .N˜Ω
and
P˜Ω = U
nm−
Ω .N˜Ω.UΩ = U
nm−
Ω .UΩ.N˜Ω = U
nm−
Ω .U
+
Ω .N˜Ω.
In partiular P˜Ω, whih ontains always P
pm
Ω and P
nm
Ω , is not muh
greater than them in this ase.
3.7. The (parahori) group PΩ and the xator PˆΩ
From now on, we suppose g symmetrizable.
As gΩ is generated by hO and the gα,Ω for α ∈ ∆, the derived algebra
of gΩ is g
′
Ω = (
∑
α∈∆ [gα,Ω, g−α,Ω]) ⊕ (⊕α∈∆ gα,Ω). Consider the quotient
algebra gΩ = gΩ/̟gΩ = (h⊗ κ)⊕ (⊕α∈∆ gα,Ω/̟gα,Ω). As g is symmetri-
zable, [gα, g−α] = Cα
∨
for all α ∈ ∆, so the derived algebra of gΩ is g
′
Ω =
(
∑
α∈∆Ω
κα∨)⊕(⊕α∈∆ gα⊗κ), where∆Ω = {α ∈ ∆ | fΩ(α)+fΩ(−α) = 0}
is the set of α ∈ ∆ suh that α(Ω) is redued to a point in Z.
As g is symmetrizable, the orthogonal (g′Ω)
⊥
of g′Ω in gΩ is {x ∈ h⊗ κ |
α(x) = 0, ∀α ∈ ∆Ω}. If Ω is a set, the ation of P˜Ω (by inner automor-
phisms) is ompatible with the invariant bilinear form ; so P˜Ω stabilizes gΩ,
gΩ, g
′
Ω and (g
′
Ω)
⊥
. Let P˜ ′Ω be the xator of (g
′
Ω)
⊥
for this ation of P˜Ω.
Definition 3.12.  For a lter Ω, PΩ = ∪S∈Ω (∩S′⊂S P˜ ′S′) is a "para-
hori" group assoiated to Ω.
An element g of UΩ (or U
pm+
Ω , U
nm−
Ω ) is in some US (or U
pm+
S , U
nm−
S )
for S ∈ Ω, hene in US′ (or U
pm+
S′ , U
nm−
S′ ) for any S
′ ⊂ S. But Umax+S′ and
H indue the identity on hO, so P˜
′
S′ ontains H , U
pm+
S′ and also U
nm−
S′ . Mo-
reover US′ is generated by elements in U
pm+
S′ or U
nm−
S′ . Finally PΩ ontains
UΩ, U
pm+
Ω , U
nm−
Ω and H .
The groupNΩ = PΩ∩N(K) ontainsNminΩ (and is often equal to it, as we
shall see). The quotient groupWΩ = NΩ/H ontainsW
min
Ω and is inluded
in W˜Ω := ∪S∈Ω W˜S . Atually, WΩ = ∪S∈Ω (∩S′⊂S W˜ ′S′) with W˜
′
S′ =
(N(K)∩P˜ ′S′ )/H . If S
′
is a non empty bounded set , then, by Example 3.11,
W˜S′ xes a point xS′ in clP(S
′) ⊂ {x ∈ A | α(x) = α(S′) ∀α ∈ ∆S′} ⊂
{x ∈ A | α(x) = α(S) ∀α ∈ ∆S} (if S′ ⊂ S) ; in partiular, it is isomorphi
to its image inW v. But, by denition, the image inW v of W˜ ′S′ is the xator
(in the image of W˜S′) of the diretion of the ane spae {x ∈ A | α(x) =
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α(S′) ∀α ∈ ∆S′} ⊃ clP(S′). Hene, by Lemma 3.10, W˜ ′S′ is the xator in
WY of {x ∈ A | α(x) = α(S′) ∀α ∈ ∆S′}. It follows that WΩ is always
the xator in WY of {x ∈ A | α(x) = α(Ω) ∀α ∈ ∆Ω}. In partiular NΩ
normalizes UΩ.
When there exists x, y ∈ {x ∈ A | α(x) = α(Ω) ∀α ∈ ∆Ω} suh that
y− x is in the open-Tits-one (in partiular when Ω is a spherial fae), it
is known that WΩ =W
min
Ω .
When Ω is narrow, PΩ = U
pm+
Ω .U
−
Ω .NΩ = U
nm−
Ω .U
+
Ω .NΩ = U
pm
Ω .NΩ =
UnmΩ .NΩ.
In partiular, when Ω is a spherial fae (or a speial point), NΩ = N
min
Ω
and PΩ = P
pm
Ω = P
nm
Ω is alled the parahori subgroup assoiated to Ω.
Definition 3.13.  The "xator" PˆΩ assoiated to Ω is the group
generated by PΩ and the xator NˆΩ (in N(K) for the ation ν) of Ω.
Atually, NˆΩ is also the xator of the support of Ω : the smallest ane
subspae of A generated by a set in Ω. Clearly supp(Ω) ⊂ {x ∈ A | α(x) =
α(Ω) ∀α ∈ ∆Ω}, so NˆΩ ⊃ NΩ. As NˆΩ normalizes PΩ (and all the groups
previously dened), we have PˆΩ = PΩ.NˆΩ. Clearly, PˆΩ ∩N(K) = NˆΩ and
PˆΩ ⊃ U
pm+
Ω , U
nm−
Ω .
When Ω is narrow, PˆΩ = U
pm+
Ω .U
−
Ω .NˆΩ = U
nm−
Ω .U
+
Ω .NˆΩ.
This group should be the xator of Ω for the ation of G(K) on the
ugly-building we shall build now. But this will be proved only for some
Ω, see 4.2 below.
Examples 3.14.  An expliit omputation : Suppose Ω redued to the
speial point 0, the origin of V = A hosen as in Remark 3.2.2). Then
f0(α) = 0, ∀α, g0 = g ⊗C O and M0 = M ⊗C O. Hene, the denition of
the ind-group struture of G [9, 7.4.6 and 7.4.7℄ tells us that P˜0 ⊂ G(O).
Moreover, Lie(G) = g and the highest or lowest weight modules are dened
by morphisms of ind-varieties [lo. it. ; 7.4.E(6) and 7.4.13℄ so P˜0 = G(O).
Now g0 = g ⊗C κ and (as 0 is speial) Nˆ0 = N
min
0 , (g
′
0)
⊥ = c ⊗C κ where
c is the enter of g ; so G(O) = P˜0 = P0 = Pˆ0 (= G0 with the notation
of 4.1).
In the lassial ase of redutive groups, WΩ is always equal to W
min
Ω .
If Ω is narrow (i.e. inluded in a losed-fae), PΩ = P
min
Ω and PˆΩ are as
dened by Bruhat and Tits (f. Remark 3.5). In partiular, Pˆx is the same
as in Bruhat-Tits and the following denition gives the (pretty) Bruhat-
Tits building.
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3.8. The hovel and its apartments
Definition 3.15.  The hovel I = I(G,K) of G overK is the quotient
of the set G(K)× A by the relation :
(g, x) ∼ (h, y) ⇔ ∃n ∈ N suh that y = ν(n)x and g−1hn ∈ Pˆx.
One proves easily [3, 7.4.1℄ that ∼ is an equivalene relation. Moreover,
Pˆx ∩ N(K) = Nˆx. So, the map x 7→ cl(1, x) identies A with its image
Af = A(T,K), the apartment of T in I(G,K).
The left ation of G(K) on G(K) × A desends to an ation on I. The
apartments of I are the g.Af for g ∈ G(K). The ation of N(K) on A = Af
is through ν ; in partiular, H xes (pointwise) Af . By onstrution, the
xator of x ∈ A is Pˆx and, for g ∈ G(K), one has gx ∈ A⇔ g ∈ N(K)Pˆx.
From the denition of the groups Pˆx, it is lear that, for α ∈ Φ and
u ∈ K, xα(u) xes D(α, ω(u)). Hene, for k ∈ Z, the group H.Uα,k xes
D(α, k).
4. The hovel, rst properties
First, we dene the notion of good xator for a lter Ω of A. It formalizes
the fat that the xator GΩ of Ω for the ation of G(K) on I has a nie
deomposition and the fat that GΩ ats transitively on the apartments
ontaining Ω (4.1). Thanks to a tehnial proposition (Proposition 4.3), we
an show, in partiular, that faes, setors, setor-germs, walls and half-
apartments in A do have a good xator (4.2). This, in turn, gives a lot of
appliations (4.3), like the retration assoiated to a setor-germ. We nish
this setion with the struture of the residue buildings (4.5).
4.1. Good xators
When Ω ⊂ Ω′ ⊂ A, then PˆΩ ⊃ PˆΩ′ . As Pˆx is the xator of x ∈ A, PˆΩ is
inluded in the xatorGΩ of Ω (for the ation of G(K) on I ⊃ A). Atually,
when Ω is a set GΩ =
⋂
x∈Ω Pˆx, and when Ω is a lter GΩ =
⋃
S∈Ω GS .
We haveGΩ∩N(K) = NˆΩ andGΩ ⊃ PˆΩ whih ontains U
pm+
Ω .U
nm−
Ω .NˆΩ
and Unm−Ω .U
pm+
Ω .NˆΩ.
For Ω a lter of subsets in A, the subset of G(K) onsisting of the
g ∈ G(K) suh that g.Ω ⊂ A is : G(Ω ⊂ A) =
⋃
S∈Ω (
⋂
x∈S N(K).Pˆx).
Indeed g.Ω ⊂ A ⇔ ∃S ∈ Ω, g.S ⊂ A ⇔ ∃S ∈ Ω, ∀x ∈ S, gx ∈ A ⇔
(by 3.15) ∃S ∈ Ω, ∀x ∈ S, g ∈ N(K).Pˆx.
ANNALES DE L'INSTITUT FOURIER
KAC-MOODY GROUPS, HOVELS AND LITTELMANN PATHS 25
Definition 4.1.  Consider the following properties :
(GF+) GΩ = PˆΩ = U
pm+
Ω .U
nm−
Ω .NˆΩ,
(GF−) GΩ = PˆΩ = U
nm−
Ω .U
pm+
Ω .NˆΩ,
(TF) G(Ω ⊂ A) = N(K).GΩ.
We say that Ω in A has a good xator if it satises these three properties.
We say that Ω in A has an half-good xator if it satises (TF) and (GF+)
or (GF−).
We say that Ω in A has a transitive xator if it satises (TF).
By point a) in the proof of Proposition 3.4, this denition doesn't depend
on the hoie of ∆+ in its W v−onjugay lass and N(K) permutes the
lters with good xators and the orresponding xators. By 3.13 and 3.15,
a point has a good xator.
In the lassial ase of redutive groups, every Ω has a good xator and
PˆΩ is as dened by Bruhat and Tits [3, 7.1.8, 7.1.11, 7.4.8℄.
Remark 4.2.  If Ω in A has a transitive xator. Then GΩ is transitive
on the apartments ontaining Ω : if g ∈ G(Ω ⊂ A), there exists n ∈ N(K)
suh that g|Ω = n|Ω ; moreover if g.A ⊃ Ω, then g−1Ω ⊂ A and g−1 = np ∈
N(K).GΩ, so g.A = p
−1n−1.A = p−1.A. In partiular GΩ and all invariant
subgroups of GΩ do not depend of the partiular hoie of the apartment
A ontaining Ω.
Proposition 4.3.  1) Suppose Ω ⊂ Ω′ ⊂ cl(Ω). If Ω in A has a
good (or half-good) xator, then this also holds for Ω′ and GΩ =
NˆΩ.GΩ′ ,N(K).GΩ = N(K).GΩ′ . In partiular, any apartment ontai-
ning Ω ontains its enlosure cl(Ω).
Conversely, if supp(Ω) = A (or supp(Ω′) = supp(Ω), hene NˆΩ′ =
NˆΩ), Ω has an half-good xator and Ω
′
has a good xator, then Ω
has a good xator.
2) If a lter Ω in A is generated by a family F of lters with good
(or half-good) xators, then Ω has a good (or half-good) xator
GΩ =
⋃
F∈F GF .
3) Suppose that the lter Ω in A is the union of an inreasing sequene
(Fi)i∈N of lters with good (or half-good) xators and that, for some
i, the spae supp(Fi) has a nite xator W0 in WY , then Ω has a
good (or half-good) xator GΩ =
⋂
i∈N GFi .
4) Let Ω and Ω′ be two lters in A. Suppose Ω′ satises (GF+) (resp.
(GF+) and (TF)) and that there exist a nite number of positive,
losed, vetorial hambers Cv1 , · · · , C
v
n suh that : Ω ⊂ ∪i=1,n Ω
′ +
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Cvi . Then Ω ∪ Ω
′
satises (GF+) (resp. (GF+) and (TF)) and
GΩ∪Ω′ = GΩ ∩GΩ′ .
Remark 4.4.  In 4) above, the same results are true when hanging +
to −.
If Ω′ has a good xator, Ω ⊂ ∪i=1,n Ω′ + Cvi and Ω ⊂ ∪i=1,n Ω
′ − Cvi ,
then Ω ∪ Ω′ has a good xator.
If Ω satises (GF−), Ω′ satises (GF+), Ω or Ω′ satises (TF), Ω ⊂
∪i=1,n Ω′ + Cvi and Ω
′ ⊂ ∪i=1,n Ω− Cvi , then Ω ∪ Ω
′
has a good xator.
Démonstration. 
1) When Ω ⊂ Ω′ ⊂ cl(Ω), we always have Upm+Ω = U
pm+
Ω′ = U
pm+
cl(Ω) ,
Unm−Ω = U
nm−
Ω′ = U
nm−
cl(Ω) , GΩ′ ⊂ GΩ, G(Ω
′ ⊂ A) ⊂ G(Ω ⊂ A)
and NˆΩ′ = N(K) ∩ GΩ′ ⊂ NˆΩ (with equality when supp(Ω′) =
supp(Ω)) ; so the rst assertion of 1) is lear. The seond assertion
is a onsequene of Remark 4.2.
For the last assertion we know that GΩ′ = U
pm+
Ω .U
nm−
Ω .NˆΩ′ =
Unm−Ω .U
pm+
Ω .NˆΩ′ , NˆΩ′ = NˆΩ and GΩ′ = GΩ ; so the xator GΩ is
good.
2) If Ω is generated by the family F of lters, we have
GΩ =
⋃
F∈F
GF , U
pm+
Ω =
⋃
F∈F
Upm+F ,
Unm−Ω =
⋃
F∈F
Unm−F , NˆΩ =
⋃
F∈F
NˆF
and G(Ω ⊂ A) =
⋃
F∈F G(F ⊂ A) ; so 2) is lear.
3) If Ω in A is the union of an inreasing sequene (Fi)i∈N of lters, we
have GΩ =
⋂
i∈N GFi , U
pm+
Ω =
⋂
i∈N U
pm+
Fi
, Unm−Ω =
⋂
i∈N U
nm−
Fi
and G(Ω ⊂ A) =
⋂
i∈N G(Fi ⊂ A). By hypothesis we may suppose
that all supp(Fi) have the same nite xator W0, so, NˆΩ = NˆFi =
W0.H .
If g ∈
⋂
i∈N GFi =
⋂
i∈N U
pm+
Fi
.Unm−Fi .H.W0, by extrating
a subsequene, there exists n0 ∈ N(K) suh that gn
−1
0 ∈
⋂
i∈N
Upm+Fi .U
nm−
Fi
.H , and, beause U±(K) ∩ B∓(K) = {1} (2.1.7), this
intersetion is equal to Upm+Ω .U
nm−
Ω .H . So, GΩ = U
pm+
Ω .U
nm−
Ω .NˆΩ.
If g ∈ G(Ω ⊂ A) =
⋂
i∈N N(K)GFi , then, for all i, g ∈ wiGFi for
some wi ∈ Wˆ , unique modulo W0 as GFi ∩N(K) = NˆFi = W0.H .
Extrating a subsequene, we may suppose that wi is independent
on i, so g ∈ wi.(
⋂
j GFj ) = wi.GΩ and G(Ω ⊂ A) ⊂ N(K).GΩ.
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4) By indution, we may suppose Ω ⊂ Ω′ + Cv1 . We may also assume
that Cv1 is the losed positive fundamental hamber C
v
f .
Suppose (GF+) and (TF) for Ω′. Let u ∈ Upm+Ω′ , v ∈ U
nm−
Ω′
and n ∈ N(K) be suh that uvn ∈ (GΩ.N(K)) ∩ (GΩ′ .N(K)) ; we
now replae Ω and Ω′ by appropriate sets in these lters. Clearly,
Upm+Ω′ = U
pm+
Ω′+C
v
f
⊂ Upm+Ω∪Ω′ ⊂ U
pm+
Ω . So, for all x ∈ Ω, vn ∈
Gx.N(K) and, as a point has a good xator, we may write vn =
v′xu
′
xn
′
x with v
′
x ∈ U
nm−
x , u
′
x ∈ U
pm+
x and n
′
x ∈ N(K). Hene
n′xn
−1 = (u′x)
−1(v′x)
−1v and, by Birkho (2.1.7), n′x = n, u
′
x = 1,
v′x = v ∈ U
nm−
Ω′ ∩ U
nm−
x = U
nm−
Ω′∪{x}. Now, we have u ∈ U
pm+
Ω∪Ω′
and v ∈ ∩x∈Ω U
nm−
Ω′∪{x} = U
nm−
Ω∪Ω′ , so uvn ∈ U
pm+
Ω∪Ω′ .U
nm−
Ω∪Ω′ .N(K) ⊂
(GΩ ∩GΩ′).N(K).
Suppose (GF+) for Ω′. Let uvn as above be in GΩ ∩ GΩ′ , we
have still the same results, but moreover n ∈ NˆΩ′ and n′x ∈ Nˆx.
So n = n′x ∈ NˆΩ′∪{x}, ∀x ∈ Ω, hene n ∈ NˆΩ∪Ω′ . Therefore we get
uvn ∈ Upm+Ω∪Ω′ .U
nm−
Ω∪Ω′ .NˆΩ∪Ω′ .

4.2. Examples of lters with good xators
1) If x 6 y in A, then {x, y}, [x, y] and cl({x, y}) have good xators
and G{x,y} = G[x,y]. Moreover, if x 6= y, ]x, y] = [x, y] \ {x} has a
good xator : it satises (GF-) and (TF) by Proposition 4.3 4) and,
as ]x, y] ⊂ [x, y] ⊂ cl(]x, y]), it has a good xator by Proposition
4.3 1).
2) A loal fae in A has a good xator : germx(x + F
v) is generated
by the sets Fn = (x + F
v) ∩ (yn − F v) for yn = x +
1
nξ, ξ ∈ F
v
and n ∈ N ; moreover (for F v 6= {0}) ]x, yn] ⊂ Fn ⊂ cl(]x, yn]), so
by 1) above and Proposition 4.3 (1) and 2)) Fn and the loal fae
have a good xator. Now germx(x+ F
v) ⊂ F (x, F v) ⊂ F (x, F v) =
cl(germx(x + F
v)) ; so, by Proposition 4.3 1), any fae or losed
fae has a good xator.
3) A setor in A has a good xator : x+Cv is the inreasing union of the
sets Fn = (x+C
v)∩cl(]x, yn]) where yn = x+nξ, ξ ∈ Cv and n ∈ N.
Moreover these Fn have A as support and ]x, yn] ⊂ Fn ⊂ cl(]x, yn]),
so Fn and x+ C
v
have good xators.
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4) A setor-germ has a good xator. The xator of S±∞ is H.U
±(K),
sine every element in U±(K) is a nite produt of elements in
groups Uα(K) for α ∈ Φ±.
On the ontrary, Umax+(K) is not the union of the Umax+Ω for
Ω ∈ S+∞.
5) The apartment A itself has a good xator GA = H : A is the
inreasing union of cl({−nξ, nξ}) for ξ ∈ Cvf .
6) For the same reasons, a wall M(α, k) has a good xator whih is
Uα,k.U−α,−k.{1, rα,k}.H.
7) Exerise : An half-apartment D(α, k) has a good xator HUα,k. If
x+− x− ∈ T o, then cl({F (x−, F v−), F (x+, F
v
+)}) has a good xator
for all vetorial faes F vε (where ε = ±).
4.3. Appliations
1) By 4.2.5), the xator (resp. stabilizator) of the apartment A =
Af is H (resp. N(K)). In partiular, the maps g 7→ g.A and g 7→
g.T.g−1 give bijetions {apartments of I(G,K)} ↔ G(K)/N(K)↔
{maximal split tori of G(K)}.
Moreover, the ation of N(K) on A preserves the ane struture
of A, its lattie of oharaters Y , T and T o. So, any apartment
A in I(G,K) is endowed with a anonial struture of real ane
spae, an ane ation of a Weyl group W (A), a lattie Y (A) of
oharater points, Tits ones and a preorder relation. More gene-
rally, all strutures in A invariant under N(K) are transferred to
any apartment by the G(K)−ation : in an apartment, the notions
of (spherial) fae, speial point, oharater point, wall, setor,
setor-germ or lter with good xator are well dened (indepen-
dently of the apartment ontaining them, as they all have good
xators).
When we speak of an isomorphism between apartments, we mean
an ane isomorphism exhanging the walls and the Tits ones.
2) Let A1, A2 be two apartments and x, y be two points in A1 ∩ A2.
If x 6 y in A1, then, by Remark 4.2 and 4.2.1), there exists g ∈
Pˆcl(x,y), suh that A2 = g.A1, hene A1 ∩ A2 ⊃ cl(x, y) and x 6 y
in A2. In partiular, the relation 6 is dened on the whole hovel
I(G,K) (note that x 6 y implies by denition that x and y are in
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a same apartment). We shall see below (6.5) that this relation is
transitive, so it is a preorder-relation (reexive, transitive, perhaps
not antisymmetri).
The intersetion of two apartments A1, A2 is order-onvex : if
x, y ∈ A1∩A2 and x 6 y, then the segment [x, y] of A1 is in A1∩A2
and equal to the orresponding segment in A2. In partiular, any
ane subspae of A1 whose diretion meets the open Tits one
T ◦(A1) and whih is ontained in A1∩A2 is also an ane subspae
of A2.
3) For any fae (or any narrow lter) F and any setor germ S in
I(G,K), there exists an apartment A ontaining F and S : Using
the G(K)−ation one may suppose S = S±∞. Now F = g.F
′
with F ′ a fae in A. By the Iwasawa deomposition, g = unv with
u ∈ U±(K) ⊂ GS, n ∈ N(K) and v ∈ UF ′ ⊂ GF ′ . So F = un.F ′ ⊂
un.A = u.A and S ⊂ u.A.
By order-onvexity, any apartment ontaining F and S = germ
(y+Cv) ontains F +Cv (and even cl(F +Cv) ⊃ F +Cv, when F
has a good xator, by 1) and 4) of Proposition 4.3). In partiular,
any apartment ontaining x and S ontains the setor s of dire-
tion S and base point x. By 4.2.3) and Remark 4.2, any two suh
apartments are onjugated by Gs.
4) If Ω1 = F (x, F
v
1 ) is a fae of base point x and Ω2 a narrow lter
ontaining x, there exists an apartment A ontaining both of them :
in an apartment A1 ontaining Ω1 we hoose a vetorial hamber
Cv suh that Cv ⊃ F v1 ; now an apartment A ontaining Ω2 and the
germ of the setor x+Cv ontains Ω1 and Ω2. If moreover Ω2 is also
a fae, then GΩ1∪Ω2 ats transitively on the apartments ontaining
Ω1 and Ω2 by 4.2.2, Proposition 4.3 4) and Remark 4.2. Atually,
one an prove that Ω1 ∪ Ω2 has a good xator when the faes Ω1
and Ω2 are of opposite signs or if one of them is spherial.
If C = F (x,Cv) is a hamber (in A) and M(α, k) one of its walls
(with C ⊂ D(α, k)), then Uα,k = Uα,C ats transitively on the
hambers C′ adjaent to C along M(α, k) : this is a onsequene of
4.2.2 and Remark 4.2 as GC may be written
Uα,C .U
pm
C (Φ
+ \ {α}).Unm−C .H
and, in this deomposition, all fators but Uα,C x the hamber C
′
0
in A adjaent to C along M(α, k). In partiular, any suh hamber
C′ and D(α, k) are ontained in a same apartment.
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4.4. Retration with respet to a setor-germ
Let S be a setor-germ in an apartment A of I(G,K). For x ∈ I(G,K),
hoose an apartment A′ ontaining S and x. As S has a good xator, there
exists a g in PˆS suh that A = g.A
′
. If g and g′ are two suh elements,
then g−1g′ indues an automorphism of A′ xing the setor germ S, hene
this automorphism is the identity : the map A′ → A, y 7→ g.y is unique.
Moreover, S∪ {x} has a good xator (see Remark 4.4), so PˆS∪{x} is tran-
sitive on the possible apartments A′ : the point g.x does not depend on the
hoie of A′. So, one may dene ρA,S(x) = g.x.
Definition 4.5.  The map ρ = ρA,S : I → A, x 7→ ρA,S(x) is the
retration of I onto A with enter S. It depends only on A and S.
The restrition of ρ to A is the identity. It is lear that, up to anonial
isomorphisms, ρA,S depends only on S. We set ρ±∞ = ρA,S±∞ .
A segment-germ [x, y) for x 6= y in an apartment A (f. 2.2.2) is a narrow
lter. When x 6 y (resp. y 6 x), its enlosure is a losed-fae and [x, y)
has a good xator (4.2.1) and 3) of Proposition 4.3) ; we say that [x, y) is
positive (resp. negative) and that [x, y] and [x, y) are generi.
For any setor-germ S and any segment-germ [x, y), there exists an
apartment ontaining S and [x, y), i.e. ontaining [x, z] for some z ∈
[x, y] \ {x}.
A segment [x, y] in an apartment is ompat and, for z ∈ [x, y], the set
[z, x)∪ [z, y) is an open neighbourhood of z. So, if S is a setor-germ, there
exist an integer n, points x0 = x, x1, . . . , xn = y ∈ [x, y] and apartments
A1, A2, . . . , An suh that Ai ontains S and [xi−1, xi]. As a onsequene,
for all apartments A′ ontaining S, ρA′,S([x, y]) is the pieewise linear path
[ρx0, ρx1] ∪ [ρx1, ρx2] ∪ · · · ∪ [ρxn−1, ρxn].
We shall give a better desription of this pieewise linear path when
x 6 y in the last setion.
Remark 4.6.  The xator of some spherial setor-fae-germ F =
germ(x + F v) ontains learly the group P (Fµ) assoiated in [17℄ to a
miroane fae Fµ = F v × F (for some F ontaining x) ; and it was pro-
ved in [lo. it. ; 3.5℄ that G = P (Fµ).N.P (Eµ) for any miroane faes Fµ
and Eµ of the same sign. Atually, using Proposition 3.6 above, the proof
of this result is still valid if only one among Ev and F v is spherial and the
signs of Ev and F v may be opposite. So, any two setor-fae-germs in I are
ontained in a same apartment, if at least one of these setor-fae-germs is
spherial. For an abstrat denition of ane hovels, this property is used
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in [20℄ as a good substitute to axioms (A3) and (A4) in Tits' denition of
ane buildings [21℄, see also [16, Appendix 3℄.
4.5. Residue buildings
Let us denote the set of all positive (resp. negative) segment-germs [x, y)
with x < y (resp. y < x) by I+x (resp. I
−
x ). The set I
+
x (resp. I
−
x ) an
be given two strutures of a building. An apartment a+ in I+x (resp. a−
in I−x ) is the intersetion A ∩ I
+
x (resp. A ∩ I
−
x ) of an apartment A of I
ontaining x with I+x (resp. I
−
x ) (or, more preisely, the set of all [x, y) for
y ∈ A and x < y (resp. x > y)). Now, on any apartment a±, one an put
two strutures of a Coxeter omplex :
 the restrited one, modelled on (Wminx , Sx), where W
min
x is the sub-
group of W generated by all reetions with respet to true walls
passing through x, and where
Sx = {sH | H is a wall of F (x,C
v
f ) ontaining x}
may be innite. We restrain the ation of Wminx on a±. The faes of
this struture are the faes F (x, F v) with F v positive (resp. negative)
(or, more preisely, the set of all segment-germs [x, y) ontained in
F (x, F v)).
 the unrestrited one, modelled on (W v, Sv), where we fore x to be a
speial point and onsider the faes germx(x+F
v) (loal-fae in x) with
F v positive (resp. negative) (note that germx(x+F
v) ⊂ F (x, F v)). So
we add new (ghost) wallsM(α, k) for α ∈ Φ and k ∈ R\Z, α(x)+k = 0.
Proposition 4.7.  The set I+x or I
−
x , endowed with its apartments
with their restrited (resp. unrestrited) strutures of Coxeter omplex, is
a building.
Démonstration.  We have to verify the last two axioms of a building
(as in [2, IV.1℄ or [15, 2.4.1℄). We fous on the positive ase, the negative one
is obtained in the same way. In both Coxeter strutures, 4.3.4) shows that,
given two faes F1 and F2, there exists an apartment ontaining x and both
of them. Further, the group GF1∪F2 ats transitively on the apartments
ontaining F1 ∪ F2. Hene, for any two suh apartments A and A′, there
exists an element g ∈ GF1∪F2 suh that A
′ = g · A whih also gives an
isomorphism a+ ≃ a′+ xing F1 ∪ F2. 
Note that the unrestrited building struture an be thik only when it
oinides with the restrited one, i.e. when x is speial (thik means that
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any panel is a fae of at least three hambers). The buildings I±x may be
spherial for the restrited strutures, asWminx may be nite when x is not
speial.
Now, we onsider I±x endowed with the unrestrited struture. On the
set of hambers Ch(Iεx) of I
ε
x (for a sign ǫ ∈ {+,−}), we have a distane
dε : Ch(I±x )× Ch(I
±
x )→W
v
dened as follows, f. [15, 2.2 to 2.4℄.
If c, c′ ∈ Ch(Iεx), hoose an apartment A ontaining c, c
′
and a hamber
c0 = germx(x + εC0) in aε = A ∩ I
ε
x ; identify (A,C0) to (Af , C
v
f ) ; this
enables us to identify W v(A) to W v = W v(Af ). Now, if c = wc0 and
c′ = w′c0 for some w,w
′ ∈ W v, then dε(c, c′) = w−1w′. Note that if we
hoose c0 = c, then c
′ = dε(c, c
′).c.
Now, we dene a odistane
d∗x :
(
Ch(I+x )× Ch(I
−
x )
)
∪
(
Ch(I−x )× Ch(I
+
x )
)
→ W v
in the following way. If (c, e) ∈ Ch(Iεx) × Ch(I
−ε
x ), by 4.3.4), there exists
an apartment A ontaining x, c and e, unique up to isomorphism. If c′ =
germx(x+C
′) is a hamber in A, we denote the hamber opposite c′ in A
by −c′, i.e. −c′ = germx(x− C
′). Choose a hamber c0 = germx(x± εC0)
in a±ε = A ∩ I±εx and identify (A,C0) to (Af , C
v
f ). If c = ±w1.c0 and
e = ∓w2.c0, the odistane between c and e is then d∗x(c, e) = d−ε(−c, e) =
dε(c,−e) = w
−1
1 w2. It does not depend on the hoies.
Proposition 4.8.  The two buildings I+x and I
−
x , endowed with their
unrestrited strutures of buildings and the odistane d∗x, form a twinned
pair of buildings.
N.B.  With analogue arguments, one shows that this still holds if I+x
and I−x are endowed with the restrited strutures.
Démonstration.  We have to hek the axioms of twinning as given
in [23, 2.2℄, see also [15, 2.5.1℄.
Indeed, the rst axiom (Tw1) is fullled : d∗x(e, c) = w
−1
2 w1 = d
∗
x(c, e)
−1
.
Let now c ∈ Ch(Iεx) and e, e
′ ∈ Ch(I−εx ) be hambers suh that d
∗
x(c, e) =
w and d−ǫ(e, e
′) = s ∈ Sv with ℓ(ws) = ℓ(w) − 1. Let A be an apartment
ontaining x, c and e and hoose c0 = −c ; sine ℓ(ws) = ℓ(w)−1, the wallH
generated by the panel of e of type {s} separates the latter from −c. In
other words, c and e are on the same side of H . Therefore, by 4.3.4) there
exists an apartmentA′ ontaining c, e and e′. In this apartment, e = w.(−c)
and e′ = (wsw−1).e, so, e′ = ws.(−c) and d∗x(c, e
′) = ws. This is the seond
axiom (Tw2).
To hek the third axiom (Tw3), let again c and e be two hambers suh
that d∗x(c, e) = w, and let s ∈ S
v
. In an apartment A ontaining c and e, the
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hamber h adjaent to e along the panel of type {s} satises d−ǫ(e, h) = s
and d∗x(c, h) = ws. 
An apartment A of I ontaining x gives a twin apartment a = a+ ∪ a−,
where a± = A∩I±x . If c0 is a hamber in a, there is (as in any twin building)
a retration ρ of enter c0 of I+x onto a+ and of I
−
x onto a− ; it preserves
the distanes or odistanes to c0.
5. Littelmann paths
In this paragraph, we give a brief aount and some new results on Lit-
telmann's theory of paths [10℄, [11℄, [12℄. First, we reall the denitions of
λ−paths, billiard paths, LS paths, and Heke paths ; we then ompare the
last two notions (see Setion 5.1). In analogy with [5℄ where the dimen-
sion of a gallery is dened, we introdue some statistis on paths used to
haraterize the LS paths (see Setion 5.2 and 5.3). Note that the symme-
trizability of g assumed sine 3.7 is useless in this setion.
5.1. λ−paths
We onsider pieewise linear ontinuous paths π : [0, 1] → A suh that
eah (existing) tangent vetor π′(t) is in an orbit W v.λ of some λ ∈ Cvf
under the vetorial Weyl group W v. Suh a path is alled a λ−path ; it is
inreasing with respet to the preorder relation of 2.2.1. If π(0), π(1) and λ
are in Y , we say that π is in Y .
For any t 6= 0 (resp. t 6= 1), we let π′−(t) (resp. π
′
+(t)) denote the de-
rivative of π at t from the left (resp. from the right). Further, we de-
ne w±(t) ∈ W v to be the smallest element in its W vλ−lass suh that
π′±(t) = w±(t).λ (where W
v
λ is the xator in W
v
of λ). Moreover, we
denote by π−(t) = π(t) − [0, 1)π′−(t) = [π(t), π(t − ε) ) (resp. π+(t) =
π(t) + [0, 1)π′+(t) = [π(t), π(t + ε) ) (for ε > 0 small) the positive (resp.
negative) segment-germ of π at t (f. 2.2.2).
The reverse path π dened by π = π(1− t) has symmetri properties, it
is a (−λ)−path.
If, for all t, w+(t) ∈ W vπ(t).w−(t), we shall say that π is a billiard path.
This orresponds to what is stated in [8, Lemma 4.4℄, but seems stron-
ger than the denition given in [lo. it. ; 2.5℄ whih looks more like our
denition of λ−path.
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For any hoies of λ ∈ Cvf , π0 ∈ A, r ∈ N \ {0} and sequenes τ =
(τ1, τ2, . . . , τr) of elements in W
v/W vλ and a = (a0 = 0 < a1 < a2 < · · · <
ar = 1) of elements in R, we dene a λ−path π = π(λ, π0, τ , a) by the
formula :
π(t) = π0 +
j−1∑
i=1
(ai − ai−1)τi(λ) + (t− aj−1)τj(λ) for aj−1 6 t 6 aj .
Any λ−path may be dened in this way. We shall always assume τj 6= τj+1.
5.1.1. LS and Heke paths
We onsider now more spei paths.
Definition 5.1.  [10℄ A Lakshmibai-Seshadri path (or LS path) of
shape λ ∈ Y + is a λ−path π = π(λ, π0, τ , a) starting in π0 ∈ Y and suh
that : for all j = 1, . . . , r − 1, there exists an aj−hain from τj to τj+1 i.e.
a sequene of osets in W v/W vλ :
σj,0 = τj , σj,1 = rβj,1τj , . . . , σj,sj = rβj,sj . . . rβj,1τj = τj+1
where βj,1, . . . , βj,sj are positive real roots suh that, for all i = 1, ..., sj :
i) σj,i < σj,i−1, for the Bruhat-Chevalley order on W
v/W vλ ,
ii) ajβj,i(σj,i(λ)) ∈ Z,
iii) ℓλ(σj,i) = ℓλ(σj,i−1)− 1, here ℓλ(−) is the length in W v/W vλ .
N.B.  Atually Littelmann requires the following additional ondi-
tion
iv) π is normalized i.e. π0 = 0.
Definition 5.2.  [8, 3.27℄ A Heke path of shape λ is a λ−path
suh that, for all t ∈ [0, 1] \ {0, 1}, π′+(t) 6Wvpi(t) π
′
−(t), whih means that
there exists a W vπ(t)−hain from π
′
−(t) to π
′
+(t), i.e. nite sequenes (ξ0 =
π′−(t), ξ1, . . . , ξs = π
′
+(t)) of vetors in V and (β1, . . . , βs) of positive real
roots suh that, for all i = 1, . . . , s :
v) rβi(ξi−1) = ξi,
vi) βi(ξi−1) < 0,
vii) rβi ∈W
v
π(t) i.e. βi(π(t)) ∈ Z : π(t) is in a wall of diretion Ker(βi).
Remarks 5.3.  Conditions v) and vii) tell us that π is a billiard path.
More preisely, the path is folded at π(t) by applying suessive reetions
along the walls M(βi,−βi(π(t)) ). Moreover ondition vi) tells us that the
path is positively folded (f. [5℄).
The denition of ane paths in [Littelmann-98℄ is a little bit dierent ;
in partiular, it is stable by onatenation.
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5.1.2. LS versus Heke
Let π = π(λ, π0, τ , a) be a λ−path. The onditions in Denition 5.2 are
trivially satised for t 6= a1, . . . , ar−1. So, we ompare onditions i), ii), iii)
to onditions v), vi), vii) at t = aj , 1 6 j 6 r− 1, for s = sj and βi = βj,i.
As π′−(t) = τj(λ), the ondition v) tells us that ξi = σj,i(λ).
Lemma 5.4.  Conditions i) and vi) are equivalent. If they are satised
(for all i = 1, . . . , sj), then w+(t) < w−(t) in the Bruhat-Chevalley order
of W v/W vλ .
Démonstration.  This is lear as σj,i = rβj,iσj,i−1 and ξi−1 = σj,i−1(λ).

Remark 5.5.  When λ is in Y , the onditions i) and ii) tell us that
aj ∈ Q (as required by Littelmann for LS paths).
Lemma 5.6.  Suppose that π0 ∈ Y , λ ∈ Y + and that onditions ii)
are satised for 1 6 j′ < j and 1 6 i 6 sj′ . Then the set of onditions ii)
for 1 6 i 6 sj (and this j) is equivalent to the set of onditions vii) for
1 6 i 6 sj (and t = aj). If π0 ∈ Y , λ ∈ Y
+
and onditions ii) (or vii)) are
satised for all 1 6 j 6 r − 1 and 1 6 i 6 sj, then π(1) ∈ Y , hene π is
in Y .
Démonstration.  From the denition, one has
π(aj) = π0 +
j∑
i=1
(ai − ai−1)τi(λ) = π0 + ajτj(λ) +
j−1∑
i=1
ai(τi(λ)− τi+1(λ))
and (with the σj,i as in Denition 5.1) :
aj(τj+1(λ)−τj(λ)) =
sj∑
i=1
aj(σj,i(λ)−σj,i−1(λ)) =
sj∑
i=1
ajβj,i(σj,i(λ))β
∨
j,i.
Hene, the onditions (ii) for 1 6 i 6 sj imply that aj(τj+1(λ) − τj(λ)) ∈
Q∨ ⊂ Y . In partiular, onditions ii) for all i, j imply that π(1) ∈ Y .
One has ajβj,i(σj,i(λ)) = rβj,1 · · · rβj,i(βj,i)(ajτj(λ)), so the ondition ii)
above for i = 1, . . . , sj may be written :
rβj,1 · · · rβj,i(βj,i)(ajτj(λ)) ∈ Z.
It is easy to verify that these onditions, for all i = 1, . . . , sj, mean that
the roots βj,i satisfy βj,i(ajτj(λ)) ∈ Z. If we assume ii) for eah j′ < j and
i 6 sj′ , this is equivalent to βj,i(π(aj)) ∈ Z. 
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Any LS path π is a Heke path in Y . The reverse path π has symmetri
properties. The reverse path of a Heke path in Y has also symmetri
properties.
Conversely, any Heke path π of shape λ in Y is not far from being a LS
path. Condition iii) only is missing. Atually, by ondition i) one has sj 6
ℓλ(τj) − ℓλ(τj+1) ; so ondition iii) is equivalent to sj = ℓλ(τj) − ℓλ(τj+1).
Hene π is a LS path if and only if theW vπ(t)−hains are of maximal lengths.
See [8, Proposition 3.24℄ for a more preise statement.
5.2. Statistis on paths
We dene two statistis on λ−paths and ompare them with the one one
would have dened inspired by [5℄.
5.2.1. Dual and o-dimension
Definition 5.7.  The dual dimension of a λ−path π, denoted by
ddim(π) and the odimension of π, denoted by codim(π), are the non ne-
gative integers :
ddim(π) =
∑
t>0
ℓπ(t)(w−(t)), codim(π) =
∑
t<1
ℓπ(t)(w+(t)),
where ℓπ(t)( ) is the relative length funtion on the Coxeter group W
v
with respet to W vπ(t) dened as follows : ℓπ(t)(w) is the number of walls
M(α) for α ∈ Φ+π(t) separating the fundamental hamber C
v
f from wC
v
f ; it
oinides with the usual length on W vπ(t).
It seems that the sums are innite, but, atually, there are only a nite
number of possible w−(t) or π
′
−(t) = w−(t)λ (resp. w+(t) or π
′
+(t) =
w+(t)λ). Moreover, for any t, ℓπ(t)(w−(t)) (resp. ℓπ(t)(w+(t))) is the number
of roots β ∈ Φ+π(t) suh that β(π
′
−(t)) < 0 (resp. β(π
′
+(t)) < 0). Hene
ddim(π) (resp. codim(π)) is the number of pairs (t,M(β, k)) onsisting of
a t > 0 (resp. t < 1) and a wall assoiated to β ∈ Φ+ suh that π(t) =
π(1− t) ∈M(β, k) and π(t− ε) = π(1− t+ ε) ∈ D◦(β, k) = A \D(−β,−k)
(resp. π(t+ ε) /∈ D(β, k)), for all small ε > 0 ; this number is learly nite.
To be short, ddim(π) is the number (with multipliities) of all walls
positively leaved by the reverse path π (load-bearing walls for π as in [5℄) ;
and codim(π) is the number (with multipliities) of all walls negatively
leaved by π.
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In the following, for β ∈ Φ+ and π a λ−path, we dene posβ(π) (resp.
negβ(π)) as the number (with multipliities) of walls of diretion Ker(β)
leaved positively (resp. negatively) by π. Hene :
ddim(π) =
∑
β>0
posβ(π) and codim(π) =
∑
β>0
negβ(π)
5.2.2. Classial ase
Let π be a λ−path in Y and set ν = π(1) − π(0). If Φ is nite, [5℄
suggests us to dene the dimension of π as : dim(π) =
∑
β>0 posβ(π) (so,
ddim(π) = dim(π)) and to prove (for Heke paths) that dim(π) 6 ρ(λ+ ν)
where ρΦ+ = ρ is dened by 2ρ =
∑
β>0 β.
Atually, β(ν) = posβ(π)− posβ(π) = negβ(π)− negβ(π). So, dim(π) 6
ρ(λ+ ν) if and only if
∑
β>0 posβ(π) 6 ρ(λ− ν)+
∑
β>0 β(ν) = ρ(λ− ν)+∑
β>0 posβ(π)−
∑
β>0 posβ(π) if and only if ddim(π) 6 ρ(λ− ν).
First, one has posβ(π)+negβ(π) = negβ(π)+posβ(π). Further, dim(π)+
codim(π) =
∑
β>0(posβ(π) + negβ(π)) =
∑
β>0(negβ(π) + posβ(π)) is the
number of pairs (t,M(β, k)) onsisting of a t < 1 (resp. t > 0) suh that
π(t) ∈M(β, k) and π+(t) 6⊂M(β, k) (resp. π−(t) 6⊂M(β, k)). This number
is invariant if we replae π by π1 dened by : π1(t) = π(t) for t 6 t1
and π1(t) = wπ(t) for t > t1, for some t1 ∈ [0, 1] and w ∈ Wminπ(t1). In
addition, any billiard path of shape λ is obtained by a sequene of suh
transformations starting from the straight λ−path πλ (πλ(t) = tλ). So,
dim(π) + codim(π) = dim(πλ) + codim(πλ) = dim(πλ) =
∑
β>0 β(λ) =
ρ(2λ). Therefore, for any billiard path π in Y , dim(π) 6 ρ(λ + ν) if and
only if codim(π) > ρ(λ− ν).
5.3. A new haraterization of LS paths
The goals of this setion are to prove, in ase Φ is innite, the inequalities
codim(π) > ρ(λ− ν) > ddim(π) for Heke paths in Y , and to obtain a new
haraterization of LS paths. We hoose ρΦ+ = ρ ∈ X suh that ρ(α
∨) = 1
for all simple roots α. It is lear that λ − ν is a linear ombination of
oroots ; so ρ(λ− ν) does not depend on the hoie of ρ.
5.3.1. The haraterization
Proposition 5.8.  Let π be a Heke path of shape λ in Y and ν =
π(1)− π(0). Then
ddim(π) 6 ρ(λ− ν) 6 codim(π) and ddim(π) + codim(π) = 2ρ(λ− ν)
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with equality if and only if π is a LS path.
The proof of Proposition 5.8 follows the same strategy as the proof of
Proposition 4 in [5℄ and oupies the next three subsetions.
Corollary 5.9.  Let y0, y1 ∈ Y and λ ∈ Y +. Then the number of
Heke paths π of shape λ starting in y0 and ending in y1 is nite.
N.B.  Using Littelmann's path model, it was already lear that the
number of LS paths satisfying the same onditions is nite, but our proof
is purely ombinatorial.
Démonstration.  By Proposition 5.8 and the denition of codim, ℓπ(0)(w+(0)) 6
codim(π) 6 2ρ(λ−ν), with ν = y1−y0. As π(0) is a speial point, this means
that there is a nite number of possible w+(0). So there is a nite number
of possible w±(t), or σj,i , or βj,i , or aj satisfying onditions i) and ii) of
Denition 5.1. In onlusion, the number of Heke paths π = π(λ, y0, τ , a)
is nite (perhaps zero). 
5.3.2. The operator e˜α
Definition 5.10.  Let π be a λ−path and α a simple root. Set Q =
min{α(π([0, 1])) ∩ Z}, the minimal integral value attained by the funtion
α(π( )) and let q be the greatest number in [0, 1] suh that α(π([0, q])) > Q.
If q < 1 (i.e. if Q > min{α(π([0, 1]))}), let θ > q be suh that
α(π(q)) = α(π(θ)) = Q and α(π(t)) < Q for q < t < θ.
We ut the path π into three parts in the following way. Let π1, π2 and π3
be the paths dened by
π1(t) = π(tq); π2(t) = π(q+t(θ−q))−π(q); π3(t) = π(θ+t(1−θ))−π(θ)
for t ∈ [0, 1]. Then, by denition, π = π1 ∗ π2 ∗ π3, where ∗ means the
onatenation of paths as dened in [10, 1.1℄. The path e˜απ is equal to
π1 ∗ rα(π2) ∗ π3. After a suitable reparametrization e˜απ is a λ−path in Y .
We use also the operators eα and fα (α simple) dened by Littelmann in
[10, 1.2 and 1.3℄. We do not reall the omplete denition here, but note that
when they exist, eαπ = π1 ∗rα(π2)∗π3 (resp. fαπ = π1 ∗rα(π2)∗π3), where
the path π is ut into well-dened parts π = π1 ∗π2 ∗π3. Further, eαπ(1) =
π(1) + α∨ and fαπ(1) = π(1) − α∨. After a suitable reparametrization,
eαπ and fαπ are λ−paths in Y . More importantly, Littelmann obtains a
haraterization of LS paths by using these operators. He proves [10, 5.6℄
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that a λ−path π with π(0) = 0 is a LS path if, and only if, there exist some
simple roots αi1 , ..., αis suh that
eαi1 ◦ · · · ◦ eαis (π) = πλ,
where for all t ∈ [0, 1], πλ(t) = tλ.
Lemma 5.11.  i) If π is a Heke path in Y and eαπ (resp. e˜απ) is
dened, then ddim(eαπ) = ddim(π) − 1 and codim(eαπ) = codim(π) − 1
(resp. ddim(e˜απ) = ddim(π) + 1 and codim(e˜απ) = codim(π)− 1), and, si-
milarly, if fαπ is dened, then ddim(fαπ) = ddim(π)+1 and codim(fαπ) =
codim(π) + 1.
ii) If π is a Heke path in Y suh that e˜απ is dened, then e˜απ is again
a Heke path in Y .
iii) If π is a Heke path in Y suh that e˜απ is not dened but eαπ (resp.
fαπ) is, then eαπ (resp. fαπ) is again a Heke path in Y .
We prove the Lemma in Setion 5.3.4.
5.3.3. Proof of Proposition 5.8
By translation, we may (and shall often) suppose π normalized, i.e.
π(0) = 0. It is lear that ddim(πλ) = codim(πλ) = 0. As a orollary
of i) and the haraterization of LS paths, if π is a LS λ−path then
ddim(π) = codim(π) = ρ(λ − ν). The other impliation is obtained by
indution on ρ(λ − ν). We suppose π(0) = 0. There is only one λ−path π
suh that π(1) = λ ; it is πλ. And in this ase, ddim(πλ) = 0.
If ν 6= λ, then w+(0) 6= id and there exists a simple root α suh that
eαπ or e˜απ is dened. If, for all β simple, e˜βπ is not dened, then the
laim follows immediately by indution and by Lemma 5.11. Otherwise, we
apply all possible operators e˜β to π to end up with a Heke path η suh that
η(1) = π(1) = ν, ddim(η) = ddim(π)+k, codim(η) = codim(π)−k (k > 0)
and there still exists α suh that eαη is dened. But then, by indution,
ddim(η)−1 = ddim(eαη) 6 ρ(λ−eαη(1)) = ρ(λ−ν)−1, whih implies that
ddim(π) < ρ(λ−ν). Moreover, codim(π)+ddim(π) = codim(η)+ddim(η) =
codim(eαη)+ddim(eαη)+2 = 2ρ(λ−eαη(1))+2 = 2ρ(λ−ν) (by indution).
Suppose now that ddim(π) = ρ(λ − ν) > 0, then for dimension reasons,
e˜απ is never dened. But eαπ is and ddim(eαπ) = ρ(λ− ν)− 1. Repeating
the same argument leads to a sequene of simple roots αi1 , ..., αis suh that
eαi1 ◦ · · · ◦ eαis (π) = πλ, in other words, π is a LS path. This proves the
proposition. 
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Remark 5.12.  This proof implies also that a Heke path in Y is LS
if and only if, for all simple roots αj , αi1 , ..., αis , the minimum of αj(eαi1 ◦
· · · ◦ eαis (π)) is in Z, f. [11, 4.5℄.
5.3.4. Proof of Lemma 5.11
We suppose π(0) = 0. Let us start with the operator eα and dual dimen-
sions. The paths π and eαπ are ut into three parts, meaning that

π(t) = π1(t), eαπ(t) = π1(t) if 0 6 t 6 1/3
π(t) = π2(t) + π(1/3), eαπ(t) = rα(π2)(t) + π1(1/3) if 1/3 6 t 6 2/3
π(t) = π3(t) + π(2/3), eαπ(t) = π3(t) + eαπ(2/3) if 2/3 6 t 6 1.
For the rst part of π, that is for t 6 1/3, there is nothing to prove.
Beause α is a simple root, if 1/3 < t 6 2/3, the relative position of
π−(t) with respet to a wall M(β, k) (with β 6= α) is the same as the
relative position of eαπ−(t) with respet to rαM(β, k). Further, if 2/3 <
t 6 1, eαπ(t) = π(t) + α
∨
. So, again, up to translation the relative po-
sitions are the same. It remains to hek the positions relatively to the
walls M(α,−Q),M(α,−Q − 2) at t = 2/3. But 2/3 is the smallest real
number t suh that π(t) ∈ M(α,−Q), therefore π−(2/3) 6⊂ D(−α,Q),
eαπ(2/3) ∈ M(−α,Q + 2) and eαπ−(2/3) ⊂ D(−α,Q + 2). Therefore,
ddim(eαπ) = ddim(π) − 1.
For the formulas ddim(e˜απ) = ddim(π)+1 and ddim(fαπ) = ddim(π)+1,
similar arguments show that it sues to look at the ase t = 2/3 in the
orresponding uts of the path π. For the operator e˜α, one has π(2/3) =
e˜απ(2/3) ∈ M(−α,Q) and π−(2/3) ⊂ D(−α,Q) whereas e˜απ−(2/3) 6⊂
D(−α,Q). This proves the formula for the operator e˜α. And for the opera-
tor fα one has : π(2/3) ∈M(−α,Q+1), π−(2/3) ⊂ D(−α,Q+1) whereas
fαπ(2/3) ∈ D(−α,Q− 1) and fαπ−(2/3) 6⊂ D(−α,Q− 1). The proof of i)
for the dual dimensions is then omplete.
For the odimensions, similar arguments show that it sues to look at
the ase t = 1/3 and the root α. For the operator eα, eαπ(1/3) = π(1/3) ∈
M(α,−Q−1), π+(1/3) 6⊂ D(α,−Q−1), eαπ+(1/3) 6⊂ D(−α,Q+1) ; there-
fore codim(eαπ) = codim(π)−1. For the operator fα (resp. e˜α), fαπ(1/3) =
π(1/3) ∈ M(α,−Q) (resp. e˜απ(1/3) = π(1/3) ∈ M(α,−Q) ), π+(1/3) 6⊂
D(−α,Q) and fαπ+(1/3) 6⊂ D(α,−Q) (resp. π+(1/3) 6⊂ D(α,−Q) and
fαπ+(1/3) 6⊂ D(−α,Q) ), therefore codim(fαπ) = codim(π) + 1 (resp.
codim(e˜απ) = codim(π) − 1 ).
Conerning ii), using the same arguments again, one has to take only
are of the plaes t = 1/3 and t = 2/3 in the path π. For t = 1/3, the
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W vπ(1/3)−hain for e˜απ is obtained from the one for π just by adding ξs+1 =
e˜απ
′
+(1/3) = rα(π
′
+(1/3)) and βs+1 = α ; as α(π
′
+(1/3)) < 0 the onditions
are satised. For t = 2/3, the W vπ(2/3)−hain for e˜απ is obtained from the
one for π just by adding ξ−1 = e˜απ
′
−(2/3) = rα(π
′
−(2/3)) and β0 = α ; as
α(π′−(2/3)) > 0 the onditions are satised (after a shift of the indies of
the hain). Therefore, e˜απ is a Heke path and ii) is proved.
It remains to prove iii). Let us start with eα. One again, it sues to
hek the values t = 1/3 and t = 2/3. The situation around the point π(1/3)
is the same as above. Beause e˜απ is not dened, α(π
′
+(2/3)) > 0. Let
(ξ0, . . . , ξs), (β1, . . . , βs) be the W
v
π(2/3)−hain from π
′
−(2/3) to π
′
+(2/3). If
α = βu, 1 6 u 6 s (and u is minimal for this property), then
(rαξ0, rαξ1, . . . , rαξu−1 = ξu, ξu+1, . . . , ξs),
(rαβ1, . . . , rαβu−1, βu+1, . . . , βs)
is the W veαπ(2/3)−hain from eαπ
′
−(2/3) to eαπ
′
+(2/3). If no suh u exists
and α(π′+(2/3)) > 0 (resp. α(π
′
+(2/3)) = 0), then this hain is (rαξ0, . . . ,
rαξs, ξs+1 = ξs), (rαβ1, . . . , rαβs, βs+1 = α) (resp. (rαξ0, . . . , rαξs = ξs),
(rαβ1, . . . , rαβs) ). This proves that eαπ is still a Heke path. The proof
for fαπ follows similar lines and is left to the reader ! 
6. Segments in the hovel
This setion ontains the most important appliation of the denition of
the hovel I. We rst prove that the retration of any segment [x, y] (with
x 6 y) in I is a Heke path in A (see Theorem 6.2). Then, we give a pa-
rametrization of all segments retrating on a given Heke path sharing the
same end (Theorem 6.3 and Corollary 6.5). The algebrai struture of the
set of parameters is studied in 6.3 and allows us to dene a generalization
of Mirkovi¢-Vilonen yles. Then, we state another haraterization of LS
paths in terms of a new statisti, but depending on extra data and not
solely on the path (6.4). To nish, we prove a result on the struture of I
(Theorem 6.9).
The eld K is as in Setion 3.1. Note however that, in the lassial ase
where G is a split redutive group, all what follows holds for any eld K
endowed with a disrete valuation ; we just have to use the Bruhat-Tits
building instead of the hovel onstruted in Setion 3.
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6.1. Retrating segments
We onsider a negative setor germ S and denote by ρ the retration
of enter S without speifying on whih apartment A (ontaining S) ρ
maps I, as ρ does not depend on A up to anonial isomorphisms. A-
tually we identify any pair (A,S) of an apartment A ontaining S with the
fundamental pair (Af = A,S−∞), this is well determined up to translation.
We onsider two points x, y in the hovel with x 6 y. The segment [x, y]
is the image of the path π : [0, 1] −→ I dened by π(t) = x+t(y−x) in any
apartment ontaining x and y (4.3.2). As eah segment in [x, y] has a good
xator, the derivative π′(t) is independent of the apartment ontaining a
neighbourhood of π(t) in [x, π(t)] or [π(t), y], up to the Weyl group W v.
We saw in 4.4 that the image ρπ is a pieewise linear ontinuous path
in A. By the previous paragraph, there exists a λ in the fundamental losed-
hamber Cvf suh that ρπ
′(t) = wt.λ for eah t ∈ [0, 1] (dierent from
π−1(xi) for xi as in 4.4) and some wt ∈ W v (hosen minimal with this
property). Hene ρπ is a λ−path (in partiular the map ρ is inreasing with
respet to the preorder of 4.3.2) and may be desribed as π(λ, ρπ(0), τ , a).
We shall prove that ρπ is a Heke path and often a LS path.
We hoose some t ∈]0, 1[= [0, 1] \ {0, 1} and we set z = ρπ(t). We denote
by ρπ′− (resp. ρπ
′
+) the left (resp. right) derivative of ρπ in t and w− (resp.
w+) the minimal element in W
v
suh that ρπ′− = w−λ (resp. ρπ
′
+ = w+λ).
Proposition 6.1.  We have ρπ′+ 6Wvz ρπ
′
− (f. Denition 5.2) and
w+ 6 w− in the Bruhat-Chevalley order of W
v/W vλ . More preisely, there
exist s ∈ N and a sequene β1, . . . , βs of positive real roots suh that :
 for 1 6 i 6 s, there exists a wall of diretion Ker(βi) ontaining
z = ρπ(t),
 if one denes ξ0 = ρπ
′
−, ξ1 = rβ1 .ξ0, . . ., ξs = rβs . . . . .rβ1 .ξ0, one has
ξs = ρπ
′
+ and βk(ξk−1) < 0 for 1 6 k 6 s,
 if one denes σ0 = w−, σ1 = rβ1 .w−, . . ., σs = rβs · · · rβ1 .w−, then
ρπ′+ = σsλ and, for 1 6 k 6 s, one has σk < σk−1 in the Bruhat-Chevalley
order of W v/W vλ ,
 there exists in a+ = A∩I
+
z an (unrestrited) gallery δ = (c0, c
′
1, . . . , c
′
n)
from c0 = germz(z + C
v
f ) to c
′
n = germz(z + w+C
v
f ) ⊃ z + [0, 1)ρπ
′
+, the
type of whih is assoiated to a (given) redued deomposition of w−. The
panels along whih this gallery is folded (atually, positively folded : see
the proof) are suessively the walls z +Ker(β1), . . ., z +Ker(βs).
Démonstration.  Let A0 be an apartment ontaining [x, y] ; set π− =
[π(t), x) and π+ = [π(t), y). By 4.3.3 and 4.4 there exist apartments A
+
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and A− ontaining the setor s (of diretion S and base point π(t)) and
respetively π+ and π−. We hoose A
−
for the image A of ρ, so π(t) =
ρπ(t) = z and π− = ρπ− = z − [0, 1)π′−.
As A0 and A− ontain π−, there exists g ∈ Pˆπ− suh that A
0 = g.A−. In
the deomposition Pˆπ− = U
nm−
π− .U
pm+
π− .Nˆπ− , the group Nˆπ− xes π− and
stabilizes A−, so, one has A0 = u−u+A− with u− ∈ Unm−π− and u
+ ∈ Upm+π− .
Let us onsider the apartment A1 = (u−)−1A0 = u+A− ; it ontains π− =
(u−)−1(π−) and π
1
+ = (u
−)−1(π+), whih are opposite segment germs ;
moreover ρ(π1+) = ρ(π+). On the other side, A
1
ontains the hamber
C0 = F (z, C
v
f ) in A
−
, whih is opposite s. We replae in the following π+
by π1+ and A
0
by A1.
In A−, π− ∈ w−s, hene, the germ opposite π− is in w−C0. So, in A
1
,
π1+ ∈ w
1
−C0, where w
1
− orresponds to w− in the identiation of W
v(A−)
and W v(A1) via u+.
We hoose in a1+ = A
1 ∩ I+z (an apartment of I
+
z endowed with the un-
restrited building struture) a minimal gallery m = (c0, c1, ..., cn) between
c0 = germz(z + C
v
f ) and cn ⊃ π
1
+ = z + [0, 1)w
1
−λ of type τ = (i1, ..., in),
ij ∈ I ; hene w1− = ri1 · · · rin is a redued deomposition. The restrition
of ρ to the residue twin building (I+z , I
−
z , d
∗
z) (with the unrestrited stru-
ture) preserves the odistane to s = germz(s), whih is a hamber in I
−
z .
Therefore, this restrition is the retration ρz : I+z → a
−
+ = A
− ∩ I+z of
entre s. We have ρπ1+ = ρzπ
1
+.
The retrated gallery δ = ρz(m) = (c0, c
′
1 = ρz(c1), ..., c
′
n = ρz(cn))
in A = A− is a positively folded gallery, meaning that ρz(cj) = ρz(cj+1)
implies that ρz(cj) is on the positive side of the wall Hj spanned by the
panel of type {ij} of ρz(cj) (note that Hj is a wall for the unrestrited
struture). Otherwise, suppose that ρz(cj) = ρz(cj+1) is on the negative
side of Hj . Then, beause s is the opposite fundamental hamber in z, it
is always on the negative side of Hj . Further, let a be a twin apartment
ontaining s and cj , as the retration preserves the odistane to s, we
also have that s and cj are on the same side of the wall spanned by the
panel of type {ij} of cj in a. Therefore, 4.3.4) implies that, modifying the
latter if needed, we an assume that cj+1 is still in a. But, on one side,
cj 6= cj+1 then, omputing in a, ℓ(d∗z(s, cj+1)) = ℓ(d
∗
z(s, cj)) − 1 ; on the
other side, ℓ(d∗z(s, cj+1)) = ℓ(d
∗
z(s, ρzcj+1)) = ℓ(d
∗
z(s, ρzcj)) = ℓ(d
∗
z(s, cj)).
Contradition !
If the wall H1j separating cj from cj+1 in a
1
+ is a ghost wall i.e. not a
true wall (for the restrited struture), then the enlosure of cj in the hovel
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ontains cj+1 and there is an apartment of I ontaining s, cj and cj+1, so
ρz(cj) 6= ρz(cj+1).
Let us now denote by j1, ..., js the indies suh that c
′
j = ρz(cj) =
ρz(cj+1) = c
′
j+1. For any k ∈ {1, ..., s},Hjk is a true wall spanned by the pa-
nel ρ(H1jk ∩cj) and we denote the positive real root assoiated with Hjk by
βk (i.e. Hjk is of diretion Ker(βk)). Atually, the gallery δ is obtained from
the minimal gallery δ0 = (c00 = c0, c
0
1, . . . , c
0
n) of type (i1, ..., in) beginning
in c0, ending in c
0
n = w−(c0) and staying inside A
−
by applying suessive
(positive) foldings along the walls assoiated to the indies {j1, ..., js}, star-
ting with Hj1 , then folding along Hj2 ... At eah step, one gets a positively
folded gallery δk = (ck0 = c0, c
k
1 , . . . , c
k
n) ending loser and loser to the
hamber c0. So, this proves the last assertion of the proposition.
Let us denote ξ0 = π
′
− = ρπ
′
− = w−λ (in A−) and ξk = rβk · · · rβ1ξ0.
As ρz(cn) ⊃ ρπ+ = z + [0, 1)ρπ′+ and ρπ
′
+ ∈ W
vρπ′− one has ξs = ρπ
′
+,
and more generally, z+ [0, 1)ξk ⊂ ckn. As δ
0
is a minimal gallery from c0 to
z + [0, 1)π′−, c
0
j+1, . . . , c
0
n and z + [0, 1)π
′
− are on the same side of any wall
separating c00 from c
0
j+1 ; in partiular, (c
k
jk+1
, . . . , ckn) is a minimal gallery,
entirely on the same side of Hjk and z+[0, 1)ξk 6⊂ Hjk . But c
k
jk
= ρz(cjk) =
ρz(cjk+1) = c
k
jk+1
and we saw that this hamber is on the positive side of
the wall Hjk (of diretion Ker(βk)). So, c
k
jk+1
, . . . , ckn are on the positive
side of Hjk ; this means that βk(ξk) > 0 i.e. βk(ξk−1) < 0. Hene, the
sequenes (ξ0, ξ1, . . . , ξs) and (β1, . . . , βs) give aW
v
z −hain from π
′
− = ρπ
′
−
to ρπ′+. This proves the proposition, in view of Lemma 5.4. 
Theorem 6.2.  Let π = [x, y] be a segment in an apartment A′ with
x < y, and ρ the retration of I with enter the fundamental setor-germ
S−∞ onto an apartment A. Then the retrated segment ρπ is a Heke path
in A.
If moreover x and y are oharater points (i.e. x, y ∈ Y (A′)), then ρπ
is a Heke path in Y (A).
Démonstration.  The path ρπ is Heke by Proposition 6.1 and De-
nition 5.2. If x, y ∈ Y (A′), omputing in A′, λ = W v(y − x) ∩ Cvf is in
Y +(A′). Moreover, by 4.3.1, ρ(Y (A′)) ⊂ Y (A), so ρπ is in Y (A). 
6.2. Segments retrating on a given Heke path
If we onsider all segments π = [x, y] from some x ∈ A to some y ∈ I
(i.e. π(t) = x+ t(y−x)) whose retration ρπ is a given Heke path π1 in A
starting at x, then, there are too many of them. For example, take for π1
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the path t 7→ tλ (with λ dominant), then, already at 0, one has innitely
many hoies to dene a segment starting at 0 and retrating onto π1.
Therefore, in this subsetion, we x y = π(1).
More preisely, let y ∈ I and π1 a Heke path in A with π1(1) = ρ(y), we
dene S(π1, y) as the set of all segments π = [x, y] in I suh that π1 = ρπ.
Theorem 6.3.  The set S(π1, y) is nonempty and is parametrized by
exatly N = ddim(π1) parameters in the residue eld κ. More preisely,
the set P (π1, y) of parameters is a nite union of subsets of κ
N
, eah being
a produt of N fators either equal to κ or to κ∗.
Remark 6.4.  In partiular, P (π1, y) is a Zariski open subset of κ
N
stable under the natural ation of the torus (κ∗)N , in other words, a quasi-
ane tori variety.
Démonstration.  We shall prove that, for t ∈ [0, 1], the segments πt :
[t, 1] → I with πt(1) = y, retrating onto πt1 = π1|[t,1] , are parametrized
by exatly
∑
t′>t ℓπ1(t)(w−(t)) parameters. This is lear for t = 1. Suppose
the result true for some t. So, π(t) is given and we shall prove now that the
number of parameters for the hoie of the segment-germ π−(t) of origin
π(t) is ℓπ1(t)(w−(t)). This result and arguments after the Denition 5.7
imply that π−(t) determines π|[t′,t] where t
′ (< t) is 0 or the next number
in [0, 1] suh that π1 leaves positively a wall in t
′
.
Now, π(t) is given and we want to nd out how many parameters go-
vern the hoie of π−(t). We hoose A so that it ontains S and π+(t) ; so
π+(t) = ρπ+(t) and we set z = π(t). There is an apartment A
−
ontaining
S and π−(t), thus, ρ is an isomorphism from A
−
to A. The (unrestri-
ted) hamber c−0 = germz(z − C
v
f ) (f. 4.5) is in A ∩ A
−
. We hoose a
redued deomposition w−(t) = ri1 . . . . .rin in W
v
. The assoiated minimal
(unrestrited) gallery of type (i1, . . . , in) from c
−
0 to π−(t) is denoted by
m− = (c−0 , c
−
1 , . . . , c
−
n ). Clearly, π−(t) is entirely determined by the gallery
m−, so it seems to depend on n = ℓ(w−(t)) parameters in κ. But atually,
if the wall separating c−j−1 from c
−
j (or ρc
−
j−1 from ρc
−
j ) is a ghost wall i.e.
not a true wall (see Setion 4.5), the hamber c−j is determined by c
−
j−1 ;
whereas, if this wall is true (some M(α, k) for some α ∈ Φ−), then the
hoie of c−j depends on an element in U
×
α,k = Uα,k/Uα,>k ≃ κ (f. 4.3.4).
Hene, the true number of parameters is ℓπ1(t)(w−(t)).
But, we forgot to hek that π−(t) is opposite π+(t). Atually, as we shall
see now, removing at most one value for eah parameter, this ondition is
fullled. This proves the rst part of the theorem.
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As π1 is a Heke path, onditions i), v), vi) and vii) of Denitions 5.1
and 5.2 are satised for some roots β1,. . .,βs and we an use the results
of Setion 5.1.2. Let δ0 = (c0, c
0
1, . . . , c
0
n) be the minimal gallery of type
(i1, . . . , in) in a+ = A ∩ I+x starting from c0 = germz(z + C
v
f ) ; its end
c0n = w−c0 ontains z + [0, 1)π
′
−(t). We shall fold this gallery stepwise.
Sine rβ1w− < w−, the wall z+Ker(β1) separates c0 from c
0
n : it is the wall
between some adjaent hambers c0j−1 and c
0
j . We dene δ
1 = (c0, c
1
1 =
c01, . . . , c
1
j−1 = c
0
j−1, c
1
j = rβ1c
0
j , . . . , c
1
n = rβ1c
0
n), so c
1
j−1 = c
1
j and c
1
n =
rβ1w−c
0
. But rβ2rβ1w− < rβ1w−, so the wall z+Ker(β2) separates c0 from
c1n : it is the wall between some adjaent hambers c
1
k−1 and c
1
k. We dene
δ2 = (c0, c
2
1 = c
1
1, . . . , c
2
k−1 = c
1
k−1, c
2
k = rβ2c
1
k, . . . , c
2
n = rβ2c
1
n). At the end
of this proedure, we get a gallery δs = (c0, c
s
1, . . . , c
s
n) of type (i1, . . . , in)
in A starting from c0 and ending in c
s
n = w+(t)c
0
n ⊃ π+(t). Moreover, this
gallery is positively folded along true walls.
As π′+(t) ∈ W
vπ′−(t), to prove that π−(t) = z − [0, 1)π
′
−(t) and π+(t) =
z + [0, 1)π′+(t) are opposite segment-germs, it sues to prove that c
s
n and
c−n are opposite hambers. For this, we prove that, exept perhaps for one
hoie of eah parameter, csj and c
−
j are opposite for 0 6 j 6 n. This is
true for j = 0. Suppose c−j−1 opposite c
s
j−1. Then c
−
j (resp. c
s
j) is adjaent
to c−j−1 (resp. c
s
j−1) along an (unrestrited) panel of type ij. If the wall
ontaining these two panels is not true (i.e. restrited), then c−j and c
s
j are
automatially opposite. Now, if this wall is true, by 4.5 and the general
properties of twin buildings (see [15, 2.5.1℄) among the hambers adjaent
(or equal) to c−j−1 along the panel of type ij , there is a unique hamber not
opposite csj . Hene, all but (perhaps) one hoie for c
−
j is opposite c
s
j ; and
the orresponding parameter has to be hosen in κ or in κ∗. Therefore, the
set S(π1, y) is nonempty.
Let us have a loser look at the set of parameters. Choose π ∈ S(π1, y)
and t ∈ [0, 1]. We show now that π−(t) is obtained with the above pro-
edure. We have the gallery (c−0 , . . . , c
−
n ) as above in A
−
. We hoose the
apartment A ontaining S and a hamber cn ⊃ π+(t) opposite c
−
n . Using
the same properties of twin buildings, we nd a gallery δ = (c0, c1, . . . , cn)
of type (i1, . . . , in) in A, folded only along true walls, and suh that, for all
j, cj and c
−
j are opposite. In partiular, c0 is as dened above. So, using δ
instead of δs, π−(t) is dened as before. Moreover, the number of possibili-
ties for δ is nite. Hene, the set of parameters for S(π1, y) is a nite union
of subsets of κN , eah being a produt of N fators either κ or κ∗. 
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Corollary 6.5.  Suppose π1 is a Heke path in Y (A). Then the
number ddim(π1) of parameters for S(π1, y) is at most ρΦ+(λ − π1(1) +
π1(0)), with equality if and only if π1 is a LS path.
Démonstration.  This is a simple onsequene of Proposition 5.8 and
Theorem 6.3. 
6.3. Algebrai struture of S(π1, y) and Mirkovi¢-Vilonen yles
To simplify notation, we suppose that y = 0 in A and (as before) λ ∈ Y +.
Moreover, we suppose that K = C((̟)).
1) The set Gλ of segments π in I of shape λ and ending in 0 may be
identied with the set of its starting points π(0) i.e. with G0.(−λ) =
G(O).(−λ). For ν ∈ Y , let us dene Gλ,ν as the subset of Gλ onsis-
ting of the segments π with ρ(π(0)) = −ν. Thus, Gλ,ν is identi-
ed with U−(K).(−ν) ∩ G0.(−λ). As −λ ∈ G(K).0, we an see
Gλ,ν as a subset of the ane grassmannian G = G(K)/G(O), f.
Example 3.14. We shall view the algebrai struture of Gλ,ν as in-
herited from U−(K).
By Theorem 6.2 and Corollary 5.9, Gλ,ν is the nite (disjoint)
union of the subsets S(π1, 0) for π1 a Heke path of shape λ in A
from −ν to 0.
2) Now, we better desribe the parameters for S(π1, 0) found in Theo-
rem 6.3. Let 0 < t1 < · · · < tm 6 1 be the values of t suh that
ni = ℓπ1(ti)(w−(ti)) > 0 and t0 = 0, tm+1 = 1. For 1 6 i 6 m given,
there exist negative roots αi,j and integers ki,j , 1 6 j 6 ni, suh
thatM(αi,ni , ki,ni), . . . , M(αi,1, ki,1) are the true walls suessively
rossed by a minimal gallery from c−0 = germπ1(ti)(π1(ti) − C
v
f ) to
π1−(ti). Further, for any a ∈ C, let us set xi,j(a) = xαi,j (a̟
ki,j ) ∈
U×αi,j ,ki,j . Moreover, let π ∈ S(π1, 0) and g ∈ U
−(K) suh that
π(ti) = gπ1(ti) ; sine g
−1π−(ti) is also the end of a minimal gallery
from c−0 of the same type, for any t ∈ [ti−1, ti[,
g−1π(t) = xi,ni (ai,ni) · · ·xi,1(ai,1)π1(t)
for some parameters ai,ni , ..., ai,1 that have to be hosen in C or C
∗
aording to the proof of Theorem 6.3.
Iterating this proedure, one obtains that if π ∈ S(π1, 0), then
there exists some (ai,j) ∈ P (π1, 0) ⊂ CN suh that
π(0) = (
∏
i>1;j6ni
xi,j(ai,j)).(−ν)
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where the produt is taken in lexiographial order from right to
left. More generally, for ti0−1 6 t 6 ti0 ,
π(t) = (
∏
i>i0;j6ni
xi,j(ai,j)).(π1(t)).
Thus, we dene a map
µ : CN ⊃ P (π1, 0)→ U
−(K), (ai,j)i6m;j6ni 7→
∏
i6m;j6ni
xi,j(ai,j)
suh that the omposition
µ = proj ◦ µ : CN ⊃ P(π1, 0)→ U
−(K)/U−(K)−ν
is injetive. But,
U−(K) ⊂ Unmax−(K) =
∏
α∈∆−
Uα(K) =
∏
α∈∆−
C((̟))
and, as µ involves nitely many groups Uα,k with α ∈ Φ−, there
exists y in Y suh that the image of µ is ontained in U−(K)y ⊂
Unmax−(K)y =
∏
α∈∆− Uα,−α(y) =
∏
α∈∆− C[[̟]]. This last group
has the struture of a pro-group in the sense of [9℄ and the map µ
is learly a morphism for this algebrai struture.
3) Hene, Gλ,ν is a nite (disjoint !) union of sets S(π1, 0) eah in bije-
tion with a quasi-ane irreduible variety P (π1, 0) and these sets
are indexed by the Heke paths π1 of shape λ from −ν to 0 in A.
The maximal dimension of these varieties is ρΦ+(λ−ν), and the va-
rieties of maximal dimension orrespond to LS paths from −ν to 0
in A. A Mirkovi¢-Vilonen yle inside Gλ,ν should be the losure of
a set S(π1, 0) (for π1 a LS path) and P (π1, 0) should be isomorphi
to a dense open subvariety of this yle.
This holds in the lassial ase of redutive groups. These yles
in Gλ,ν are dense in the Mirkovi¢-Vilonen yles orresponding to
−λ and −ν and desribed by using the reverses of the paths above,
f. [5℄.
6.4. Another haraterization of LS paths
Suppose π1 is a Heke path of shape λ in the apartment A. For eah
t, 0 < t < 1, let w−(t) (resp. w+(t) ) be the minimal element in W
v
suh that π′1−(t) = w−(t)λ (resp. π
′
1+(t) = w+(t)λ ). By Proposition 6.1
and Theorem 6.3, there exists an unrestrited gallery δt = (d0, . . . , dn)
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in a+ = A ∩ I
+
π1(t)
, of type (i1, . . . , in) assoiated to a (given) redued
deomposition of w−(t), starting from d0 = c0 = germπ1(t)(π1(t)+C
v
f ) and
ending in dn ⊃ π1(t) + [0, 1)π′1+(t). Moreover, this gallery may be taken
positively folded along true walls. For eah t, we hoose suh a gallery and
we set π˜1 = (π1, (δt)0<t<1).
The gallery δt is minimal for almost all t (when π
′
1−(t) = π
′
1+(t) ). Let
us dene neg(δt) as the number of all unrestrited walls Hj (ontaining the
panel of type ij in dj or dj−1) whih are true walls and separate dj from
d0. Atually, as δt is positively folded, suh an Hj separates dj from dj−1
i.e. dj 6= dj−1.
Definition 6.6.  The odimension of π˜1 is :
codim(π˜1) = ℓπ(0)(w+(0)) +
∑
0<t<1
neg(δt).
By the same arguments as for Denition 5.7, codim(π˜1) is a nonnegative
integer ; atually, codim(π˜1) 6 ℓπ(0)(w+(0)) + ddim(π1)− ℓπ(1)(w−(1)).
Proposition 6.7.  Let π1 be a Heke path in Y . For eah hoie of
π˜1, codim(π˜1) > codim(π1). Further, π1 is a LS path if and only if there is
equality for (at least) one hoie of π˜1.
Remark 6.8.  Therefore, codim(π˜1) > codim(π1) > ρΦ+(λ − ν) >
ddim(π1), with equalities if and only if π1 is a LS-path (for good hoies
of π˜1).
Démonstration.  It is lear that any true wall H separating d0 from
π1+(t) = π1(t) + [0, 1)π
′
1+(t) is among the walls Hj , and, if j is hosen
maximal for this property, H separates d0 from dj . So ℓπ1(t)(w+(t)) 6
neg(δt) for 0 < t < 1 and codim(π˜1) > codim(π1).
Suppose ℓπ1(t)(w+(t)) = neg(δt), then every true wall H separating d0
from π1+(t) is leaved negatively one and only one by the gallery δt ; in
partiular δt annot be negatively folded along suh a wall and annot
ross it positively. Moreover δt annot leave negatively any other true wall.
As, by hypothesis, δt may only be folded along a true wall, this gallery
remains inside the (unrestrited) enlosure of d0 and π1+(t). The number
of foldings of δt is s = ℓπ1(t)(w−(t)) − ℓπ1(t)(w+(t)) and δt is positively
folded. One an now argue as at the end of the proof of Proposition 6.1.
One obtains positive roots β1, . . . , βs suh that onditions (i) and (ii) of
Denition 5.1 are fullled ; ondition (iii) is then a onsequene of s =
ℓπ1(t)(w−(t)) − ℓπ1(t)(w+(t)) and π1 is a LS path.
Conversely, if π1 is a LS path, the onstrution of δt as in Theorem 6.3
may be performed by using a set (β1, . . . , βs) of positive roots with s =
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ℓπ1(t)(w−(t)) − ℓπ1(t)(w+(t)). This gallery δt is folded exatly s times (po-
sitively and along true walls), its length is n = ℓπ1(t)(w−(t)) ; so, one
we get rid of the stutterings, we get a minimal gallery δnst from c0 to
π1+(t) = π1(t) + [0, 1)w+(t)λ. Hene, as the foldings were positive,
neg(δt) = neg(δ
ns
t ) = ℓπ1(t)(w+(t)),
so codim(π˜1) = codim(π1). 
6.5. Preorder relation on the hovel
Theorem 6.9.  On the hovel I, the relation 6 (dened in 4.3.2) is a
preorder relation. More preisely, if three dierent points x, y and z in I
are suh that x 6 y and y 6 z then x 6 z and, in partiular, x and z are
in a same apartment.
Remark 6.10.  This result preises the struture of the hovel I. It is a
generalization of Lemme 7.3.6 in [3℄. It may also be seen as a generalization
of the Cartan deomposition proved by Garland for p−adi loop groups [4℄,
even if it is weaker than this deomposition in the ane ase. As Garland
asserts, the Cartan deomposition holds only after some twisting ; this is
more or less equivalent to the fat that not any two points in I are in a
same apartment.
More preisely, let us look at the simplest ane Ka-Moody group G =
SL
(1)
2 . If K = C((̟)) and O = C[[̟]], then, up to the enter (whih
is in T (K)), the group G(K) = SL
(1)
2 (C((̟))) is a semidiret produt
G(K) = K∗ ⋉ SL2(K[u, u
−1]), with K∗ ⊂ T (K). We saw in Example 3.14
that G0 = Pˆ0 = G(O) = O∗ ⋉ SL2(O[u, u−1]) (up to the enter). The
Cartan deomposition would tell that G(K) = G(O)T (K)G(O), hene
SL2(K[u, u
−1]) = SL2(O[u, u−1])T1(K)SL2(O[u, u−1]), where T1(K) is the
torus of diagonal matries in SL2(K). The four oeients of a matrix in
the right hand side span the same sub−O[u, u−1]−module of K[u, u−1] as a
matrix in T1(K). So, this module is generated by h and h
−1
, i.e. by a single
element of K∗. But, the O[u, u−1]−module spanned by the oeients of
g =
(
1 ̟−1(1 + u)
0 1
)
is not generated by a single element. Hene, Cartan
deomposition fails and the points 0 and g.0 are not in a same apartment.
If they were in an apartment A′, then A′ = h1.Af and g
−1.A′ = h2.Af for
h1, h2 ∈ G0 (by Remark 4.2), hene h
−1
1 gh2 ∈ N(K) (by 4.3.1), ontradi-
tion !
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Lemma 6.11.  In the situation of Theorem 6.9, there exists an apart-
ment A ontaining x and [y, z). Moreover, this apartment is unique up to
isomorphism.
Démonstration.  In an apartment A1 ontaining x and y, there exists
a vetorial hamber Cv suh that x ∈ y + Cv. Moreover, there exists an
apartment A ontaining S = germ(y+Cv) and [y, z) ; this apartment also
ontains y + Cv ∋ x (f. 4.3.3). The uniqueness is a onsequene of 4.2.2,
4.2.4, Proposition 4.3 4) and Remark 4.2. 
Proof of the theorem. 
1) For z′ ∈ [y, z[ suh that x 6 z′, we hoose an apartment A ontai-
ning [z′, x) and [z′, z) (4.3.4) ; this apartment has an assoiated
system of real roots Φ(A) and we dene the nite set Φ(z′) of the
roots α ∈ Φ(A) suh that α(z′) > α(x1) and α(z
′) > α(z1) for some
x1 ∈ [x, z′] ∩ A and some z1 ∈ [z, z′] ∩ A. As [z′, x) and [z′, z) are
generi, 4.3.4) shows that Φ(z′) depends, up to isomorphism, only
on [z′, x) and [z′, z) but not on A.
By Lemma 6.11 (mutatis mutandis), there exists an apartment
Az′ ontaining z and [z
′, x) and this apartment is unique up to
isomorphism. We dene Nz′ as the nite number of walls (in Az′)
of diretion Ker(α) for some α ∈ Φ(z′) and separating z′ from z (in
a strit sense). We shall argue by indution on (|Φ(y)|, Ny) (with
lexiographial order).
2) By Lemma 6.11, there is an apartment A1 ontaining x and [y, z).
We hoose a vetorial hamber Cv in A1 suh that its assoiated
system of positive roots Φ+(Cv) ontains the roots α ∈ Φ(A1) suh
that α(y) > α(x) or α(y) = α(x) and α(z1) > α(y) (for some
z1 ∈ [y, z]∩A1) ; in partiular [x, y] ⊂ y−Cv. Now if α ∈ Φ+(Cv) is
suh that α(z1) < α(y) (for some z1 ∈ [y, z]∩A1) then α(y) > α(x) ;
hene Φ(y) (omputed in A1) is the set of roots α ∈ Φ
+(Cv) suh
that α(z1) < α(y) (for some z1 ∈ [y, z] ∩A1).
Let S be the setor-germ assoiated to −Cv in A1 and ρ the
retration of enter S onto A1.
3) Suppose z1 ∈]y, z] is suh that no wall (in Ay or any apartment
ontaining z1 and [y, x)) of diretion Kerα for some α ∈ Φ(y) se-
parates y from z1. We shall prove that the enlosure of S and z1
ontains y and x, so, there is an apartment ontaining x, y, z1
and S. Hene, the theorem is true if z1 = z and this gives the rst
step of the indution when Φ(y) = ∅ or Ny = 0.
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As in 4.4) we get a sequene y0 = y, y1, . . . , yn = z1 ∈ [y, z1] and
apartments A1, A2, . . . , An suh that Ai ontains S and [yi−1, yi].
The haraterization of Φ(y) in 2) above and the hypothesis on the
walls prove that y is in the enlosure of y1 and S, then x is also
in this enlosure. So A2, whih ontains y1 and S ontains also y
and x. We an replae y1 by y2 and A1 by A2 ; by indution on n
we obtain the result of 3).
4) We hoose for z1 ∈]y, z] the point satisfying the hypothesis of 3)
whih is the nearest to z, it exists as Φ(y) and Ny are nite. We may
(and do) suppose z1 6= z. We hoose for A1 the apartment ontai-
ning x, y, z1 and theS explained in 3). An apartment A2 ontaining
S and [z1, z) is sent isomorphially by ρ onto A1. This enables us to
identify Φ(z1) with the set Φ
′(z1) of the roots α ∈ Φ(A1) suh that
α(z1) > α(x) (hene α ∈ Φ+(Cv)) and α(z1) > α(ρz2) (for some
z2 ∈ [z1, z] near z1). By Proposition 6.1, ρ([z1, z)) = z1+[0, 1)w+λ ,
[y, z1) = y+[0, 1)w
−λ for some λ ∈ Cv and w+, w− ∈W v suh that
w+ 6 w−. In partiular, for α ∈ Φ+(Cv), α(z1) > α(ρz2) means
α(w+λ) < 0, so Φ′(z1) ⊂ {α ∈ Φ+(Cv) | α(w+λ) < 0} and (as w+
is hosen minimal) this set is of ardinal ℓ(w+). Now we saw in 2)
that Φ(y) = {α ∈ Φ+(Cv) | α(w−λ) < 0}. Hene, as w+ 6 w−,
|Φ′(z1)| 6 ℓ(w+) 6 ℓ(w−) 6 |Φ(y)|.
If |Φ′(z1)| < |Φ(y)| the theorem is true by indution. Otherwise,
the four numbers above are equal ; in partiular, as w+ 6 w−, one
has w+ = w− and Φ′(z1) = Φ(y).
We onsider the segment [y, z] as a linear path π : [0, 1] →
[y, z], π(0) = y, π(1) = z, z1 = π(t1) and π
′(t) ∈ W vλ, ∀t.
The number Nz1 is alulated in an apartment Az1 ontaining
z and [z1, x) using Φ(z1) and [z1, z]. We may suppose Az1 also
ontaining germz1(z1 − C
v) ; then there is an isomorphism from
(Az1 ,Φ(z1), [z1, z]) to (A1,Φ
′(z1), [z1, Z]) where Z = z1 + (1 −
t1)w
+λ, so Nz1 may be omputed with this last triple. Arguing
the same way, we see that Ny may be alulated with the triple
(A1,Φ(y), [y, Z
′]) with Z ′ = y + w−λ. Atually, z1 = y + t1.w
−λ
and we saw that Φ′(z1) = Φ(y) and w
+λ = w−λ, so Z ′ = Z. Mo-
reover, by the hoie of z1, there is a wall of diretion Ker(α) for
some α ∈ Φ(y) ontaining z1. Hene, Nz1 < Ny, and this proves the
theorem by indution.
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