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Predgovor
Predmet istrazivanja predlozene doktorske disertacije, u svetlu postojecih
otvorenih problema, je karakterizacija parova raznih klasa operacija agre-
gacije koji zadovoljavaju jednacine distributivnosti, te primena dobijenih
rezultata u teoriji korisnosti pri modeliranju ponasanja donosioca odluka.
Proces objedinjavanja i sjedinjavanja vise numerickih vrednosti u jednu
reprezentativnu je agregacija, a numericka funkcija koja obavlja ovaj pro-
ces je operacija agregacije. Ovako jednostavna denicija ukazuje na sirok
spektar primene operacija agregacije kako u teorijskoj tako i u primenjenoj
matematici, informatickim i tehnickim naukama, ekonomiji i nansijama, i
mnogim drugim prirodnim i drustvenim naukama. Posebno se istice njihova
uloga u modeliranju problema odlucivanja. Poslednjih godina velika paznja
se poklanja karakterizaciji parova operacija agregacije koje zadovoljavaju za-
kone distributivnosti, upravo zbog njihove uloge u teoriji korisnosti, sto je i
bila glavna motivacija ove disertacije.
Tokom rada na disertaciji dobijeni rezultati su dali odgovor na neka
otvorena pitanja u vezi predmeta istrazivanja. Aktuelnost i savremenost op-
eracija agregacije, pre svega zbog sve vece primene, dovodi do brojnih novih
problema pa samim tim i do potrebe za daljim istrazivanjem ove oblasti.
Jedan od mogucih pravaca za buduci rad je opis strukture uninormi u
opstem slucaju sto je i dalje otvoren problem. Posto su uninorme specijalne
(simetricne i asocijativne) operacije agregacije sa neutralnim elementom,
mogla bi se detaljnije istrazivati i struktura opstih operacija agregacije sa
neutralnim elementom, tj. oslabljenih uninormi. Takode, mi smo u disertaciji
razmatrali uslovnu distributivnost nulanormi, koje predstavljaju specijalne
operacije agregacije sa absorbujucim elementom, u odnosu na t-konorme i
neke klase uninormi. Sledeci moguci pravac za dalji rad je resavanje problema
uslovne distributivnosti opstih operacija agregacije sa absorbujucim elemen-
tom u odnosu na t-konorme, kao i implikacija dobijenih resenja na teoriju
korisnosti. Otvoren je i problem pronalazenja odgovarajuce aksiomatske za-
snovanosti za hibridnu funkciju korisnosti kao sto je to ucinjeno za klasicnu
i mogucnosnu teoriju korisnosti.
Posebnu zahvalnost dugujem svojoj mentorki dr Ivani Stajner-Papugi na
ukazanom poverenju i razumevanju, posvecenom vremenu i podrsci, korisnim
idejama i savetima tokom izrade ove disertacije.
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Uvod
Mnoga istrazivanja u matematici, kako ona vrlo apstraktna a posebno
ona za prakticnu primenu, vezana su za razne operacije sa realnim bro-
jevima. Jedna od cesto zahtevanih osobina tih operacija je monotonost,
tj. da odgovarajuci rast argumenata prati i odgovarajuci rast rezultata
primenom operacije na te argumente. Upravo ova osobina je fundamen-
talna za operacije agregacije. Proces objedinjavanja i sjedinjavanja vise
(najcesce numerickih) vrednosti u jednu reprezentativnu je agregacija, a
funkcija koja obavlja ovaj proces je funkcija (operacija) agregacije. Mozda
najstariji primer operacije ovog tipa je aritmeticka sredina koja je jedna od
najcesce koriscenih operacija agregacije kako u svakodnevnom zivotu tako i
u nauci. U novije vreme operacije agregacije imaju vaznu ulogu u teorijskoj
matematici (funkcionalne jednacine, teorija sredina i proseka, teorija mere i
integrala), primenjenoj matematici (teorija verovatnoce i statistike, teorija
fazi skupova i fazi logike), informatickim i tehnickim naukama (vestacka in-
teligencija, operaciona istrazivanja, teorija informacija, raspoznavanje oblika
i analiza slike, inzenjersko projektovanje i sl.), ekonomiji i nansijama (teorija
igara, teorija izbora, teorija odlucivanja) i mnogim drugim drustvenim i
prirodnim naukama.
Ovde poseban akcenat stavljamo na ulogu operacija agregacije u raznim
pristupima problemu odlucivanja [3, 29, 31, 32, 41]. Poslednjih godina velika
paznja se poklanja karakterizaciji parova operacija agregacije koji zadovol-
javaju zakon distributivnosti. Ispostavilo se da ovakvi parovi imaju znacajnu
ulogu u teoriji korisnosti [21, 23, 24, 35] koja je osnov teorije odlucivanja. Up-
ravo ova primena bila je glavna motivacija ovog istrazivanja.
Problem distributivnosti prvi je razmatrao Aczel u [1] i u poslednjih
dvadesetak godina resavan je za razne klase operacija agregacije kao sto su
trougaone norme i konorme [29, 41], kvazi-aritmeticke sredine i GM-operacije
agregacije [6], fazi implikacije [2, 61, 62], pseudo-aritmeticke operacije [4],
uninorme i nulanorme [15, 27, 46, 47, 57, 59, 70]. Takode, mnogi autori
razmatraju i distributivne nejednacine [16, 17], kao i distributivne jednacine
na ogranicenom domenu [5, 34, 41, 42, 60, 63] (oslabljenu distributivnost,
uslovnu distibutivnost) jer se pokazalo da ovaj pristup daje veci broj resenja,
te i vecu mogucnost primene.
Karakterizacija ovih parova operacija i dalje predstavlja aktuelnu oblast
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istrazivanja [57, 70] koja je interesantna ne samo sa teoretskog aspekta, nego i
zbog mnogobrojnih primena. Pored vec spomenute teorije korisnosti, parovi
operacija agregacije koje zadovoljavaju zakon distributivnosti imaju vaznu
primenu u teoriji integracije [4, 42, 51, 63, 67, 68], kao i u teoriji fazi skupova
i fazi logike [39]. U nastavku cemo ilustrovati ulogu operacija agregacije
u teoriji korisnosti koja se bavi relacijama preferiranja kojima se modelira
ponasanje donosioca odluke.
Jedan od savremenih problema, sveprisutan u svakodnevnici, koji za-
uzima centralnu ulogu u teoriji odlucivanja jeste i odlucivanje u uslovima
neizvesnosti. Klasican pristup ovom problemu pretpostavlja da je neizvesnost
modelovana verovatnocom. Ovaj pristup odgovara klasicnoj teoriji korisnosti
koja se bazira na pojmu matematickog ocekivanja. Njena aksiomatska zas-
novanost data od strane von Neumanna i Morgensterna u [52] oslanja se na
pojam verovatnosne mesavine Herstein, Milnora [33]. Ellsbergov paradoks
[32] pokazuje da -aditivnost, osnovna osobina u deniciji verovatnoce, moze
biti suvise kruta pri modelovanju ponasanja donosioca odluke. Da bi prosirili
teoriju odlucivanja na ne verovatnosnu neizvesnost Dubois, Fodor, Prade
i Roubens su u [21] prosirili pojam mesavine na dekompozabilne (pseudo-
aditivne) mere [25, 69], koje su vrlo bliske klasicnoj meri, gde je operacija
sabiranja zamenjena opstijom realnom operacijom. Kako ova klasa skupovnih
funkcija obuhvata dobro poznate mere verovatnoce i mere mogucnosti [74],
ona predstavlja prirodno okruzenje za slabljenje verovatnosnih pretpostavki
u pogledu modeliranja neizvesnosti. Ispostavilo se da u aksiomatskoj zasno-
vanosti ovih prosirenih mesavina kljucnu ulogu imaju t-norme i t-konorme
koje zadovoljavaju zakon distributivnosti. Upravo ova cinjenica je dovela do
nove vrste mesavina tzv. mogucnosnih mesavina koje cine temelj mogucnosne
teorije korisnosti [22, 26]. Koristeci rezultat iz [41] o karakterizaciji parova t-
normi i t-konormi koje zadovoljavaju oslabljeni uslov distributivnosti Dubois,
Pap, Prade su u [23] pokazali da se osim verovatnosne i mogucnosne mesavine
moze pojaviti samo neka vrsta hibridizacije tako da je ispod nekog nivoa a,
0  a  1; ona mogucnosna a iznad tog nivoa verovatnosna. Koristeci ove
hibridne mesavine u [23] je konstruisana hibridna funkcija korisnosti koju
karakterise veca prilagodljivost ponasanju donosioca odluke. Sa ovim rezul-
tatom je i tesno povezan problem nezavisnosti dogadaja za dekompozabilne
mere. U [23, 24] je pokazano da isti uslov oslabljene distributivnosti mora
biti zadovoljen izmedu t-norme koja izrazava nezavisnost i t-konorme koja
karakterise dekompozabilnu meru. Mesavine i uopstena nezavisnost (separa-
bilnost) su medusobno tesno povezane u teoriji korisnosti [20, 23]. Ova veza
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omogucava konstrukciju algoritma za izracunavanje vrednosti mera u slozenoj
lutriji a odatle i algoritma za izracunavanje hibridne mesavine. Takode, isti
parovi operacija pokazali su se korisnim u [10] gde su dokazane poznate Borel-
Kantelijeve leme za dekompozabilne mere.
Prema tome glavni zadatak ove disertacije je da rasavamo funkcionalne
jednacine oblika
F (x;G(y; z)) = G(F (x; y); F (x; z)) i F (G(y; z); x) = G(F (y; x); F (z; x));
pri cemu funkcije F i G pripadaju nekim poznatim klasama operacija agre-
gacije, i da dobijena resenja primenimo u teoriji korisnosti u cilju modeli-
ranja ponasanja donosioca odluke. Pri tome ogranicicemo se na binarne
operacije agregacije denisane na jedinicnom intervalu [0; 1], sto je u skladu
sa nasom primenom, a zbog prirodnog izomorzma izmedu intervala [0; 1] i
bilo kog realnog zatvorenog intervala [a; b] svaki rezultat za operacije den-
isane na [0; 1] mozemo transformisati u rezultat na operacije denisane na
[a; b]. Prema tome rad na [0; 1] ne umanjuje opstost ni sa teoretskog aspekta.
Sama disertacija je podeljena u tri glave.
U prvoj glavi pod nazivom Operacije agregacije dajemo pregled osnovnih
pojmova vezanih za operacije agregacije, sa posebnim osvrtom na matema-
ticke osobine, njihovo tumacenje i mogucu primenu. U zavisnosti od prirode
vrednosti koje treba objediniti operacije agregacije, pored monotonosti i
rubnih uslova, mogu posedovati i druge matematicke osobine kao sto su:
neprekidnost, simetrija, idempotentnost, polozaj na realnoj osi, parcijalna
agregacija po grupama, invarijantne osobine, postojanje neutralnog i ab-
sorbujuceg elementa, i druge. Zatim, predstavljamo neke poznate klase
operacija agregacije koje su bitne u daljem radu kao sto su t-norme, t-
konorme i operacije agregacije bazirane na njima. Nakon toga bice predstavl-
jene operacije agregacije sa netrivijalnim neutralnim elementom (uninorme i
oslabljene uninorme) kao i operacije agregacije sa netrivijalnim absorbujucim
elementom (nulanorme i oslabljene nulanorme).
Druga glava sadrzi originalne rezultate koji se odonose na resenja jednaci-
na distributivnosti za neke poznate klase operacija agregacije. Kao sto je vec
spomenuto problem distributivnosti operacija agregacije poslednje decenije
dobija sve vise na znacaju i njegovo resavanje je rezultovalo velikim bro-
jem radova. Pored znacajnih rezultata dobijenih u ovoj oblasti javljaju se
i brojna otvorena pitanja. T. Calvo je u [6] resavala jednacine distribu-
tivnosti gde je jedna nepoznata funkcija GM-operacija agregacije, a druga
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t-norma ili t-konorma kod kojih su neutralni i absorbujuci elementi rubne
tacke jedinicnog intervala. U [37] je resen problem distributivnosti izmedu
GM-operacija agregacije i operacija agregacije sa absorbujucim ili neutralnim
elementom iz otvorenog jedinicnog intervala. Takode je razmatran i slucaj
kada druga operacija ne poseduje ni neutralni ni absorbujuci element. U
cilju kompletiranja postojecih istrazivanja u [36] su resavane jednacine dis-
tributivnosti na ogranicenom domenu za neprekidne nulanorme i neprekidne
t-konorme, te za neprekidne nulanorme i posebne klase uninormi. Dosadasnja
istrazivanja su razmatrala uslovnu distributivnost t-norme prema t-konormi
[41], uninorme prema t-konormi [34], pseudo-mnozenja prema t-konormi [63].
Zajednicka osobina za prethodna tri slucaja je to da prva operacija poseduje
neutralni element. Pitanje je sta se desava kada umesto operacije sa neu-
tralnim elementom u jednacinu uslovne distributivnosti stavimo operaciju
agregacije sa netrivijalnim absorbujucim elementom (nulanormu i oslabljenu
nulanormu). Isto tako treba naglasiti da su do sada u [46] i [15] resavane
distributivne jednacine koje obuhvataju pomenute operacije agregacije na
citavom domenu.
Treca glava je posvecena primeni operacija agregacije u teoriji korisnosti,
i tom cilju dajemo pregled najpoznatih rezultata koje smo naveli u prethod-
nom delu. Takode, ova glava sadrzi i originalne rezultate. Kao sto je vec
napomenuto, u [23] je konstruisana hibridna funkcija korisnosti koriscenjem
hibridnih mesavina na sledeci nacin:
U(u1; u2;1; 2) = S(T (u1; 1); T (u2; 2));
gde je T neprekidna t-norma uslovno distributivna u odnosu na neprekidnu
t-konormu S, dok su u1; u2 korisnosti, a 1; 2 stepeni verodostojnosti. Po-
stavlja se pitanje kako se ponasa donosilac odluke kada u funkciji korisnosti
U t-normu T zamenimo sa neprekidnom nulanormom F; sa absorbujucim
elementom k 2 (0; 1); koja je uslovno distributivna u odnosu na t-konormu
S: Odgovor na ovo pitanje cini originalni deo disertacije. Koristeci rezultat
iz [36] koji daje karakterizaciju parova (F; S) koji zadovoljavaju zakon dis-
tributivnosti na ogranicenom domenu, u [35, 38] su detaljno ispitane osobine
novodobijene funkcije korisnosti i analizirano je ponasanje donosioca odluke
u odnosu na tu funkciju korisnosti.
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Glava 1
Operacije agregacije
U ovoj glavi dajemo pregled osnovnih pojmova koji se odnose na operacije
agregacije pri cemu poseban akcenat stavljamo na njihove matematicke os-
obine i mogucnosti prakticne primene. Takode predstavicemo i neke poznate
klase operacija agregacije koje su znacajne za dalji rad kao sto su t-norme,
t-konorme, kompenzatorne operacije, GM-operacije, uninorme i nulanorme.
Detaljnije informacije o ovoj tematici mogu se naci u [3, 7, 13, 29, 30, 31, 40,
41, 45, 48, 49, 64, 71, 72, 73, 75].
1.1 Osnovne denicije i primeri
Sa I cemo oznaciti neprazni realni interval, ogranicen ili neogranicen, i ko-
ristiti oznaku x za (x1; : : : ; xn), n 2 N . Dajemo opstu deniciju operacije
agregacije nad proizvoljnim intervalom I:
Denicija 1 ([31]) Operacija agregacije na In je funkcija A(n) : In ! I koja
je
(i) neopadajuca po svim promenljivima, tj. za sve x;x
0 2 In sa osobinom
x  x0(xi  x0i za sve i 2 f1; : : : ; ng), povlaci A(n)(x)  A(n)(x0),
(ii) zadovoljava rubne uslove
inf
x2In
A(n)(x) = inf I i sup
x2In
A(n)(x) = sup I:
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Broj n predstavlja broj vrednosti koje se agregiraju. U slucaju da nema
zabune operaciju agregacije cemo oznaciti sa A umesto sa A(n). Specican
je slucaj agregacija jednoclanog skupa, tj. unarna operacija A(1) : I ! I:
Agregacija jednoclanog skupa nije prava agregacija, pa se usvaja konvencija
A(1)(x) = x (x 2 I).
Pretpostavka da je operacija agregacije A neopadajuca funkcija pred-
stavlja nenegativni odgovor na rast argumenata. Drugim recima, povecava-
njem vrednosti bilo kog ulaza ne moze se smanjiti vrednost izlaza. Rubni
uslovi dati u prethodnoj deniciji pokazuju da operacija agregacije ne moze
biti denisana bez specikovanja domena. Moze se lako pokazati sledeca
propozicija.
Propozicija 2 ([31]) Neopadajuca funkcija F : In ! R je operacija agre-
gacije na In ako i samo ako vazi
inf
x2I
F (x) = inf I i sup
x2I
F (x) = sup I;
gde je F (x) = F (x; : : : ; x) dijagonalni deo funkcije F .
Sledeci rezultat omogucava nam da jednostavno odredimo subdomen Jn
od In, sa J  I  R na kome je data neopadajuca funkcija F : In ! R
operacija agregacije.
Propozicija 3 ([31]) Neka je F : In ! R neopadajuca funkcija, a = inf I i
b = sup I: Tada vazi
inf
x2I
F (x) = a,

F (a) = a ako a 2 I
limx!a+ F (x) = a ako a =2 I
i
sup
x2I
F (x) = b,

F (b) = b ako b 2 I
limx!b  F (x) = b ako b =2 I:
Primer 4 Posmatrajmo proizvod (x) =
Qn
i=1 xi na domenu In = [0;1]n
uz konvenciju 0  1 = 0: Resenja jednacine (x) = x na [0;1] su 0; 1 i 1:
Prema tome na osnovu prethodne propozicije proizvod kada se ogranicimo na
[0;1]n je operacija agregacije jedino na subdomenima j0; 1jn; j1;1jn; j0;1jn;
gde ja; bj oznacava bilo koji realni interval sa sa rubnim tackama a i b. Na
isti nacin mozemo zakljuciti da je zbir
P
: R
n ! R dat sa P(x) =Pni=1 xi
operacija agregacije na domenima j  1;1jn; j  1; 0jn; j0;1jn:
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Posto operacije agregacije posmatramo za razne dimenzije promenljivih uvo-
dimo sledeci pojam.
Denicija 5 ([31]) Prosirena operacija agregacije je prosirena funkcija
A :
S
n1 In ! I cija restrikcija A(n) = AjIn na In je operacija agregacije na
In za sve n 2 N:
Drugim recima prosirena operacija agregacije je niz (A(n))n1; ciji je n ti
clan operacija agregacije A(n) : In ! I:
Primer 6 Navescemo neke od dobro poznatih i cesto upotrebljavanih op-
eracija agregacije.
(i) Aritmeticka sredina AM : In ! I i geometrijska sredina GS : In ! I
su respektivno denisane sa
AM(x) =
1
n
nX
i=1
xi; GS(x) = (
nY
i=1
xi)
1=n:
(ii) Za neki tezinski vektor w = (w1; : : : ; wn) 2 [0; 1]n, takav da je
Pn
i=1wi =
1, aritmeticka sredina sa tezinama WAMw : In ! I i uredena arit-
meticka sredina sa tezinama OWAw : In ! I pridruzena w, su respek-
tivno denisane sa
WAMw(x) =
nX
i=1
wixi; OWAw(x) =
nX
i=1
wix(i)
gde je x(1)  x(2)  : : :  x(n):
(iii) Za k 2 f1; : : : ; ng, projekcija po koordinati Pk : In ! I i uredena
statistika OSk : In ! I pridruzena k-tom argumentu, su respektivno
denisane sa
Pk(x) = xk; OSk(x) = x(k):
(iv) Ekstremne uredene statistike x(1) i x(n) su respektivno operacije mini-
muma i maksimuma
Min(x) = OS1(x) = min(x1; : : : ; xn);
Max(x) = OSn(x) = max(x1; : : : ; xn):
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(v) Medijana od neparnog broja (x1; : : : ; x2k 1) je denisana sa
Med(x1; : : : ; x2k 1) = x(k):
(vi) Ako je I = [a; b] zatvoren interval. Najmanja i najveca operacija agre-
gacije na [a; b]n su respektivno denisane sa
A?(x) =

b ako je xi = b za sve i 2 f1; : : : ; ng
a inace,
A>(x) =

a ako je xi = a za sve i 2 f1; : : : ; ng
b inace.
1.2 Matematicke osobine operacija agregacije
Proucavanje problema agregacije je pokazalo da izbor odgovarajuce operacije
agregacije ne moze biti proizvoljan, vec zavisi od konkretne primene. Za
izbor odgovarajuce operacije agregacije koristi se aksiomatski pristup, te se
odabir vrsi na osnovu izbora grupe osobina iz opste kolekcije matematickih
osobina. Ove osobine su diktirane prirodom vrednosti koje treba objediniti.
Na primer, ako posmatramo agregaciju misljenja u procesu glasanja i ako
su glasaci anonimni, onda operacija agregacije mora biti simetricna. Stoga,
navodimo sada neke od bitnih i cesto koriscenih osobina operacija agregacije
sa posebnim osvrtom na njihovo tumacenje.
1.2.1 Neprekidnost
Neprekidnost trazimo kada ne zelimo haoticni odgovor na male promene
promenljive. Na primer, kada ulazni podaci predstavljaju priblizne vred-
nosti podataka, neprekidnost operacije agregacije garantuje da male greske
nece prouzrokovati velike promene izlaza. Za operacije agregacije (zbog
monotonosti) neprekidnost se moze okarakterisati sledecim rezultatom (videti
[31, 41]).
Teorema 7 ([31]) Za neopadajucu funkciju F : In ! R sledeci uslovi su
ekvivalentni
(i) F je neprekidna
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(ii) F je neprekidna u svakoj promenljivoj, tj. za sve x 2 In i sve i 2
f1; : : : ; ng, unarna funkcija
u! F (x1; : : : ; xi 1; u; xi+1; : : : ; xn)
je neprekidna
(iii) F ima osobinu da za sve x;y 2 In takve da je x  y i sve c 2
[F (x); F (y)], postoji z 2 In da je x  z  y, tako da vazi F (z) = c.
Posmatraju se i drugi jaci oblici neprekidnosti ( kao sto su uniformna ne-
prekidnost, apsolutna neprekidnost, Lipschitz neprekidnost) i slabiji oblici
neprekidnosti (kao sto su poluneprekidnost odole i odgore, neprekidnost na
rubu). Svakako najbolji jaci oblik neprekidnosti koji eksplicitno opisuje vezu
izmedu ulaznih i izlaznih gresaka je Lipschitz neprekidnost (ili Lipschitz-
ova osobina). Operacije AM;Min;Max su primeri neprekidnih operacija
koje imaju i Lipschitz-ovu osobinu, dok je GS primer neprekidne operacije
agregacije koja nema Lipschitz-ovu osobinu. Generalno vazi sledeci odnos.
Lipschitz neprekidnost ) apsolutna neprekidnost)
uniformna neprekidnost )neprekidnost.
U nekim primenama, kao na primer u verovatnosnim metrickim pros-
torima, vise vrednosnoj logici ili dekompozabilnim merama, cesto su dovoljni
slabiji oblici neprekidnosti. U nastavku dajemo deniciju poluneprekidnosti
odole i odgore, pri cemu uzimamo da je I = [0; 1] i n = 2:
Denicija 8 ([41]) Za funkciju F : [0; 1]2 ! [0; 1] kazemo da je odole
(odgore) poluneprekidna ako za sve (x0; y0) 2 [0; 1]2 i svako  > 0 postoji
 > 0 tako da, respektivno, vazi
F (x; y) > F (x0; y0)   kada (x; y) 2 (x0   ; x0] (y0   ; y0];
F (x; y) < F (x0; y0) +  kada (x; y) 2 [x0; x0 + ) [y0; y0 + ):
Kao i u slucaju neprekidnosti, za operacije agregacije poluneprekidnost
odole (odgore) moze se okarakterisati sledecom propozicijom.
Propozicija 9 ([41]) Neopadajuca funkcija F : [0; 1]2 ! [0; 1] je polunepre-
kidna odole (odgore) ako i samo ako je F levo (desno)-neprekidna u svakoj
promenljivoj.
Propozicija 9 nam dozvoljava da govorimo o levoj-neprekidnosti i desnoj-
neprekidnosti operacija agregacije, sto cemo u daljem radu koristiti, umesto
o poluneprekidnosti odole i poluneprekidnosti odgore.
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1.2.2 Simetrija (komutativnost)
Uobicajena komutativnost za binarne operacije x  y = y  x, lako se moze
uopstiti na n-arnu funkciju, za n > 2, na sledeci nacin.
Denicija 10 ([31]) F : In ! R je simetricna funkcija ako za sve x 2 In i
sve permutacije  skupa f1; : : : ; ng vazi
F (x) = F ([x]); gde je [x] = (x(1); : : : ; x(n)):
Osobina simetrije znaci da agregirana vrednost ne zavisi od redosleda
argumenata. Ovo se zahteva kada se kombinuju kriterijumi jednake vaznosi
ili misljenja anonimnih eksperata. Sledeci rezultat, poznat u teoriji grupa
[58], pokazuje da se osobina simetrije moze proveriti samo sa dve jednakosti.
Teorema 11 ([58]) F : In ! R je simetricna funkcija ako i samo ako za
sve x 2 In vazi
(i) F (x2; x1; x3; : : : ; xn) = F (x1; x2; x3; : : : ; xn)
(ii) F (x2; x3; : : : ; xn; x1) = F (x1; x2; x3; : : : ; xn)
U situacijama kada kriterijumi ili pojedinacna misljenja nisu jednake
vaznosti osibina simetrije se mora izostaviti. Mnoge od navedenih operacija
agregacije su simetricne kao na primer AM;GS;OWAw. Karakteristican
primer nesimetricne operacije agregacije je WAMw:
Postoje razni pokusaji da se ubace tezine (ponderi) u simetricne funkcije,
na primer ponavljanjem argumenata. Nasuprot tome, moguce je nesimetricnu
funkciju F (x) simetrizovati tako sto cemo je zameniti sa F (x(1); : : : ; x(n)). Na
ovaj nacin, na primer od WAMw dobijamo OWAw. Detaljnije o ovome se
moze videti u [31].
1.2.3 Idempotentnost
Kao i u slucaju komutativnosti, i idempotentnost za binarne operacije xx =
x mozemo prosiriti na n-arne funkcije na sledeci nacin.
Denicija 12 F : In ! R je idempotentna funkcija ako je F (x; : : : ; x) = x
za sve x 2 I:
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Denicija 13 Element x 2 I je idemotentan za funkciju F : In ! R ako je
F (x; : : : ; x) = x:
Idempotentnost je u nekim oblastima osnovna osobina operacije agre-
gacije, kao na primer u visekriterijumskom odlucivanju (videti [29]), gde je
uobicajeno da ako su svi kriterijumi zadovoljeni sa istim stepenom x tada i
globalni rezultat treba da je x. Ova osobina se cesto naziva u zavisnosti od
oblasti primene i sporazum, reeksivnost, nema neprijateljstva. Ocigledno je
da su AM;WAMw; OWAw;Max;Min;Med idempotentne operacije dok 
i  nisu. Na ovom mestu posebno isticemo operacije Min i Max koje, sto
cemo videti u nastavku, predstavljaju jedine primere idempotentnih t-normi
i t-konormi.
1.2.4 Polozaj na realnoj osi
Operacije agregacije delimo u tri vazne klase: konjuktivne, disjunktivne i
internalne (sredine).
Denicija 14 ([31]) Operacija agregacije A : In ! I je
(i) konjuktivna ako je A(x)  min(x) (x 2 In)
(ii) disjunktivna ako je A(x)  max(x) (x 2 In)
(iii) internalna ako je min(x)  A(x)  max(x) (x 2 In)
Konjuktivne operacije objedinjuju vrednosti kao da su povezane logickom
operacijom "i", tj. rezultat agregacije moze biti velik samo ako su vrednosti
svih ulaza visoke. Prema tome, niska vrednost ne moze nikad biti kompen-
zovana visokom vrednosti. Najpoznatije konjuktivne operacije agregacije su
trougaone norme.
Disjunktivne operacije objedinjuju vrednosti kao da su povezane logickom
operacijom "ili", tj. rezultat agregacije je bar velik koliko i najveci ulaz.
Prema tome, visoka vrednost ne moze nikad biti kompenzovana niskom vred-
nosti. Najpoznatije disjunktivne operacije agregacije su trougaone konorme.
Izmedu konjuktivnih i disjunktivnih operacija nalaze se internalne op-
eracije. Tipican primer ovih operacija su sredine i funkcije proseka (eng.
means, averaging functions, videti [31]). U visekriterijumskom odlucivanju,
ove operacije se jos zovu i kompenzatorne operacije jer se losa vrednost jednog
kriterijuma moze kompenzovati sa dobrom vrednoscu drugog kriterijuma i
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obrnuto. Sledeci rezultat pokazuje da su idempotentnost i internalnost ekvi-
valentne osobine za operacije agregacije.
Propozicija 15 ([31]) Neka je data funkcija F : In ! R:
(i) Ako je F internalna onda je i idempotentna.
(ii) Ako je F idempotentna i neopadajuca onda je internalna.
1.2.5 Parcijalna agregacija po grupama
Pretpostavimo da je moguca particija argumenata na disjunktne podgrupe,
te parcijalna agregacija po svakoj podgrupi i dobijanje globalne agregacije
na osnovu ovih parcijalnih agregacija. Najpoznatiji nacini grupisanja su:
asocijativnost, dekompozabilnost, autodistributivnost, bisimetrija i samo ide-
nticnost. S obzirom na klase operacija agregacije koje cemo u nastavku
razmatrati osvrnucemo se samo na asocijativnost, dok se ostale osobine mogu
pogledati u [3, 31]. Asocijativnost za binarnu operaciju  znaci da (xy)z =
x  (y  z): U sledecoj deniciji vidimo da se asocijativnost moze prosiriti i
na svaki konacan broj argumenata.
Denicija 16 ([31]) Prosirena funkcija A : [n1In ! I je asocijativna ako
je A(x) = x za sve x 2 I i ako vazi
A(x1; : : : ; xk; xk+1; : : : ; xn) = A(A(x1; : : : ; xk); A(xk+1; : : : ; xn))
za sve 0  k  n, gde n 2 N i sve x 2 In:
Na osnovu asocijativnosti, mozemo uci u proces agregacije i pre nego sto
znamo sve ulaze, jer se novi dodatni ulaz jednostavno agregira sa prethodno
dobijenim agregiranim izlazom. Prema tome svaka asocijativna prosirena
funkcija A je potpuno odredena sa njenom binarnom funkcijom A(2) na sledeci
nacin
A(x1; : : : ; xn+1) = A(A(x1; : : : ; xn); xn+1):
Lako je primetiti da asocijativnost u paru sa idempotentnoscu ponistava
efekat ponavljanja argumenata u procesu agregacije. Na primer, imamo
A(x; y; : : : ; y) = A(x;A(y; : : : ; y)) = A(x; y);
bez obzira od broja argumenata y: Istaknuti primeri operacija agregacije
koje nisu asocijativne su AM i GS; pa se zato traze funkcionalne jednacine,
slicne asocijativnim, koje bi kao resenje imale neku sredinu. Najpoznatija je
dekompozabilnost.
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1.2.6 Invarijantne osobine
U zavisnosti koja vrsta skale se koristi, dobijaju se ogranicenja na klase
opracija agregacije koje se mogu koristiti. Pretpostavimo da su x1; : : : ; xn;
xn+1 promenljive i da je
xn+1 = A(x1; : : : xn) (1.1)
za neku nepoznatu operaciju agregacije. Problem je pronaci opsti oblik
funkcije A kada znamo tip skale ulaznih i izlaznih promenljivih. Na primer,
agregacija na ordinalnoj skali se ogranicava na operacije koje ukljucuju samo
poredenje, kao sto su medijana i uredena statistika, dok na primer aritmeticka
sredina nije dozvoljena.
Preciznije, skala merenja (eng. scale of measurement) je preslikavanje
koje pridruzuje realne brojeve objektima koji se mere. Tip skale (eng. scale
type) promenljive xi je denisan klasom dozvoljenih transformacija, kao sto je
na primer transformacija iz inca u centimetre, kilograma u funte i slicno, koje
dovode od jedne prihvatljive skale do druge. U tom kontekstu razlikujemo
vise tipova skale kao sto su ratio, dierence, interval, ordinal skala. Detaljnije
o teoriji tipa skale se moze videti u [43]. Lucev princip poznat pod imenom
princip teorije konstrukcije je baziran na zahtevu da dozvoljene tranforma-
cije ulaznih promenljivih moraju voditi do dozvoljene transformacije izlazne
promenljive. Na primer, ako su ulazne promenljive nezavisne skale, tada op-
eracija A mora zadovoljavati sledeci uslov: Za sve dozvoljene transformacije
' = ('1; : : : ; 'n) ulaznih promeljivih, postoji dozvoljena transformacija  '
izlazne promenljive tako da je
A('1(x1); : : : ; 'n(xn)) =  '(A(x1; : : : ; xn)):
Resenja ove funkcionalne jednacine konstituisu skup mogucih operacija
agregacije A iz jednacine (1.1) koje ne zavise od skala merenja koje su iz-
abrane za promenljive, vec samo od tipa skale promenljivih (detaljnije videti
[31]).
1.2.7 Neutralni i absorbujuci element
Postojanje neutralnog elementa je poznati pojam za binarne operacije. Ovaj
pojam se moze prosiriti i za opsti slucaj.
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Denicija 17 ([31]) Neka je A : [n1In ! R prosirena funkcija. Element
e 2 I je prosireni neutralni element za A ako za svako i 2 f1; : : : ; ng i svako
x 2 In tako da je xi = e vazi
A(x1; : : : ; xn) = A(x1; : : : ; xi 1; xi+1; : : : ; xn):
Prema tome, prosireni neutralni element se moze izostaviti iz agregacije
ulaznih vrednosti, i to nema nikakav uticaj na krajnji rezultat. To znaci da
u visekriterijumskom odlucivanju pridruzivanjem vrednosti koja je jednaka
prosirenom neutralnom elementu (ako postoji) nekom od kriterijuma, samo
su drugi kriterijumi relevantni za globalnu ocenu.
Za n arne funkcije postoji alternativni pristup dat u sledecoj deniciji.
Denicija 18 ([31]) Element e 2 I je neutralni element za funkciju
A : In ! R ako za sve i 2 f1; : : : ; ng i svako x 2 I imamo A(xfige) = x; gde
xfige oznacava n torku cija je i ta koordinata x; a ostale su e:
Naravno, ako je e prosireni neutralni element prosirene operacije agre-
gacije A : [n1In ! I; onda je on neutralni element (jer je A(x) = x za sve
x 2 I) i svake operacije agregacije A(n), n 2 N:
Denicija 19 ([31]) Element a 2 I je anihilator (absorbujuci) element za
funkciju A : In ! R ako za sve x 2 In tako da a 2 fx1; : : : ; xng vazi A(x) = a:
Za razliku od neutralnog elementa, absorbujuci element (ako postoji)
ima dominantan i odlucujuci uticaj na rezultat agregacije. Prema tome,
absorbujuci element mozemo koristiti kao neku vrstu veta ili eliminisuce
vrednosti. U tom kontekstu operacije agregacije sa absorbujucim elemen-
tom pojavljuju se u proucavanju problema racionalnog odlucivanja koji su
povezani sa Arovom teoremom nemogucnosti (eng.Arrows impossibility the-
orems). Sledece propozicije pokazuju tesnu vezu izmedu konjuktivnih (dis-
junktivnih) operacija agregacije i postojanja neutralnog i absorbujuceg ele-
menta.
Propozicija 20 ([31]) Neka je A : In ! I operacija agregacije sa neutralnim
elementom e 2 I. A je konjuktivna i b = sup I 2 I ako i samo ako e = b.
Dualno, A je disjunktivna i a = inf I 2 I ako i samo ako e = a.
Propozicija 21 ([31]) Neka je A : In ! I operacija agregacije. Ako je A
konjuktivna i a = inf I 2 I, onda je a absorbujuci element. Dualno, ako je A
disjunktivna i b = sup I 2 I onda je b absorbujuci element.
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Prema tome konjuktivna operacija agregacije A : [a; b]n ! [a; b] ima
obavezno a kao absorbujuci element, a ako ima neutralni element e, onda je
obavezno e = b. Iz ovog mozemo jednostavno zakljuciti da ako posmatramo
konjuktivnu (ili disjunktivnu) operaciju agregacije na otvorenom intervalu
(a; b), onda ona ne poseduje ni neutralni ni absorbujuci element.
1.3 Konjuktivne i disjunktivne operacije
agregacije
U daljem radu razmatracemo operacije agregacije denisane na jedinicnom
intervalu, tj. I = [0; 1]. Kao sto smo vec napomenuli najistaknutiji pred-
stavnici konjuktivnih i disjunktivnih operacija agregacije su respektivno tro-
ugaone norme i trougaone konorme. U ovoj sekciji predstavicemo njihove
najvaznije osobine, dok se detaljniji prikaz moze videti u [41, 64]. Pre toga
navodimo jedan rezultat koji pokazuje vezu izmedu konjuktivnih i disjunk-
tivnih operacija agregacije.
Propozicija 22 ([31]) Neka je ' : [0; 1]! [0; 1] opadajuca bijekcija. Prosi-
rena operacija agregacije A je konjuktivna ako i samo ako njena ' transfo-
rmacija A' data sa
A'(x) = '
 1(A('(x1); : : : ; '(xn)))
je disjunktivna.
Ukoliko je funkcija ' iz prethodne propozicije i involucija, tj. vazi
'('(x)) = x za sve x 2 [0; 1], onda se operacija A' zove ' dualna od A
(detaljnije je dato u [31]). Za funkciju A kazemo da je ' samo-dualna ako
je A' = A. Najistaknutija involutivna opadajuca bijekcija N (ova oznaka
je uzeta iz fazi logike gde se zove standardna negacija) na [0; 1] je data sa
N(x) = 1   x. N dualnost agregacionih funkcija na [0; 1] zovemo jednos-
tavno dualnost sa oznakom AN = A
d; tj.
Ad(x) = 1  A(1  x1; : : : ; 1  xn);
dok se samo-dualne operacije agregacije jos zovu i simetricne sume. Prema
tome, na osnovu Propozicije 22 zakljucujemo da su disjunktivne operacije
agregacije dualne funkcije konjuktivnim operacijama agregacije, sto znaci da
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sve njihove osobine mozemo izvesti iz odgovarajucih osobina konjuktivnih op-
eracija agregacije. Zbog ove dualnosti u daljem radu vecu paznju poklanjamo
konjuktivnim operacijama agregacije, tj. trugaonim normama.
Primedba 23 Ako je u Propoziciji 22 preslikavanje ' : [0; 1]! [0; 1] rastuca
bijekcija onda je funkcija A' takode konjuktivna operacija agregacije. Tada
kazemo da su funkcije A i A' izomorfne, a preslikavanje ' zovemo izomor-
zmom izmedu A i A':
1.3.1 Trougaone norme
Trougaone norme (t-norme) originalno su uvedene (u opstijoj formi) 1942
od strane K. Mengera u [50] i one su bile koriscene prilikom generalizacije
nejednakosti trougla iz klasicnih metrickih u statisticke metricke prostore
(danas poznate kao verovatnosne metricke prostore). Naime, teorija verovat-
nosnih metrickih prostora je nastala iz potrebe da se modelira neodredenost
merenja tako sto ce se rastojanju umesto broja dodeliti funkcija raspodele
verovatnoce. Danasnje aksiome t-normi dali su Schweizer i Sklar (videti [64])
zahtevajuci jos asocijativnost i neutralni element e = 1: Ove operacije osim
u pomenutoj teoriji verovatnosnih metrickih prostora danas se pojavljuju i u
teoriji fazi skupova i fazi logike, teoriji informacija, fazi kontrolerima, neural-
nim mrezama, teoriji igara, nelinearnim jednacinama, neaditivnim merama i
integralima.
Denicija 24 ([64]) t-norma T je operacija agregacije T : [0; 1]2 ! [0; 1]
koja je asocijativna, simetricna i poseduje neutralni element 1.
Denicija 25 ([64]) Dualna operacija agregacije t-normi T , tj. asocija-
tivna, simetricna operacija agregacije S : [0; 1]2 ! [0; 1] sa neutralnim el-
ementom 0 zove se t-konorma.
Imajuci u vidu ove dve denicije jednostavno se pokazuje sledeca propozi-
cija.
Propozicija 26 ([41])
(i) Operacija T : [0; 1]2 ! [0; 1] je t-norma ako i samo ako je trojka
([0; 1]; T;) potpuno uredena komutativna semigrupa sa neutralnim el-
ementom 1 i anihilatorom 0:
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(ii) Operacija S : [0; 1]2 ! [0; 1] je t-konorma ako i samo ako je trojka
([0; 1]; S;) potpuno uredena komutativna semigrupa sa neutralnim el-
ementom 0 i anihilatorom 1:
Postoji neprebrojivo mnogo t-normi a najintersantnije su sledece cetiri
bazicne t-norme.
(i) TM(x; y) = min(x; y); (minimum)
(ii) TP (x; y) = xy; (proizvod)
(iii) TL(x; y) = max(x+ y   1; 0); (Lukasiewich t-norma)
(iv) TD(x; y) =

0 ako (x; y) 2 [0; 1)2
min(x; y) inace.
(drasticni proizvod)
Sada navodimo cetiri bazicne t-konorme:
(i) SM(x; y) = max(x; y); (maksimum)
(ii) SP (x; y) = x+ y   xy; (verovatnosna suma)
(iii) TL(x; y) = min(x+ y; 1); (Lukasiewich t-konorma)
(iv) SD(x; y) =

1 ako (x; y) 2 (0; 1]2
max(x; y) inace.
(drasticna suma)
Lako se primecuje da su (TM ; SM); (TP ; SP ); (TL; SL) i (TD; SD) parovi
medusobno dualnih t-normi i t-konormi. Sledeca poredenja koja ukljucuju
bazicne t-norme jednostavno se pokazuju.
Za svaku t-normu T vazi da je TD  T  TM , sto znaci da je TD najslabija
a TM najjaca t-norma. Takode imamo sledeci poredak bazicnih t-normi
TD < TL < TP < TM :
Jasno je da zbog asocijativnosti mozemo svaku t-normu T prosiriti na [0; 1]n,
na sledeci nacin
T ni=1xi = T (T
n 1
i=1 xi; xn) = T (x1; : : : ; xn):
17
Dodatno ako je x1 = x2 = : : : = xn = x pisemo x
(n)
T = T (x; x; : : : ; x); uz
konvenciju x
(0)
T = 1 i x
(1)
T = x za svako x 2 [0; 1]. Takode, kako je svaka t-
norma slabija od TM mozemo je prosiriti na prebrojivo beskonacnu operaciju
uzimajuci za bilo koji niz (xn)n2N iz [0; 1] vrednost
T1i=1xi = lim
n!1
T ni=1xi:
Cinjenica da je niz (T ni=1xi)n2N monotono opadajuci ogranicen od dole garan-
tuje postojanje granice.
Sada cemo reci nesto o algebarskim osobinama t-normi.
Denicija 27 ([41]) Neka je T t-norma.
(i) Element x 2 (0; 1) je nilpotentan element za T ako postoji n 2 N tako
da je x
(n)
T = 0:
(ii) Element a 2 (0; 1) je delitelj nule za T ako postoji neko b 2 (0; 1) tako
da je T (a; b) = 0:
(iii) T je striktno monotona (SM) ako za svako x 2 (0; 1] i za sve y; z 2 [0; 1]
tako da je y < z vazi T (x; y) < T (x; z):
(iv) T zadovoljava zakon kancelacije (CL) ako T (x; y) = T (x; z) implicira
x = 0 ili y = z:
(v) T zadovoljava zakon uslovne kancelacije (CCL)
ako T (x; y) = T (x; z) > 0 implicira y = z:
(vi) T je Arhimedova (AP) ako za sve x; y 2 (0; 1) postoji n 2 N tako da
vazi x
(n)
T < y:
(vii) T ima osobinu granice (LP) ako za sve x 2 (0; 1) vazi limn!1 x(n)T = 0:
Primedba 28 ([41]) U odnosu na bazicne t-norme lako se pokazuje sledece:
(i) Svaki element a 2 [0; 1] je idempotentan element za TM i ona je je-
dina idempotentna t-norma, dok TL; TP ; TD poseduju samo trivijalne
idempotentne elemente f0; 1g.
(ii) Svaki element a 2 (0; 1) je i nilpotentan element i delitelj nule za TL i
TD, dok TM i TP ne poseduju ni nilpotentne elemente ni delitelje nule.
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(iii) TP zadovoljava (SM), (CL), (CCL), (AP), (LP), dok TM ne zado-
voljava ni jednu od pomenutih osobina. TL i TD zadovoljavaju (AP),
(CCL) i (LP).
Primedba 29 ([41]) Neka je T t-norma. Tada vazi sledece:
(i) Svaki nilpotentni element a od T je i delitelj nule, dok obrnuto ne vazi.
Moze se pokazati da za svaku t-normu postojanje nilpotentnih elemenata
je ekvivalentno postojanju delitelja nule.
(ii) Ako je a 2 (0; 1) nilpotentan element (delitelj nule) od T , onda je i
svaki broj b 2 (0; a) takode nlpotentan element (delitelj nule), sto znaci
de je skup nilpotentnih elemenata (delitelja nule) ili prazan (kao kod
TM i TP ) ili interval oblika (0; c) ili (0; c]:
(iii) Ako T zadovoljava (CL), onda ocigledno zadovoljava (CCL) dok obr-
nuto ne vazi (primer je TL).
Sledeca propozicija pokazuje vezu striktne monotonosti i ostalih osobina.
Propozicija 30 ([41]) Neka je T t-norma. Tada imamo:
(i) T je striktno monotona ako i samo ako zadovoljava (CL).
(ii) Ako je T striktno monotona onda ona ima samo trivijalne idempotentne
elemente.
(iii) Ako je T striktno monotona onda ona nema delitelja nule.
U odnosu na Arhimedovu osobinu (AP) imamo sledeci rezultat.
Propozicija 31 ([41]) Neka je T t-norma. Tada imamo:
(i) T je Arhimedova ako i samo ako ima osobinu granice (LP).
(ii) Ako je T Arhimedova, onda ona ima samo trivijalne idempotentne el-
emente.
(iii) Ako je T neprekidna, ona je Arhimedova ako i samo ako ima samo
trivijalne idempotentne elemente.
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Kombinujuci neprekidnost sa nekim algebarskim osobinama dobijamo dve
veoma vazne klase t-normi.
Denicija 32 ([41]) Neka je T t-norma.
(i) T je striktna ako je neprekidna i striktno monotona.
(ii) T je nilpotentna ako je neprekidna i svaki element a 2 (0; 1) je nilpo-
tentan element za T .
Istaknut primer striktne t-norme je TP , dok je TL primer nilpotentne t-
norme. Ono sto pokazuje sledeci rezultat, ciji dokaz je dat u Prilogu, je
da su sve striktne t-norme izomorfne sa TP , dok su sve nilpotentne t-norme
izomorfne sa TL:
Propozicija 33 ([41]) Neka je T t-norma.
(i) T je striktna ako i samo ako postoji rastuca bijekcija ' : [0; 1]! [0; 1]
tako da je T (x; y) = ' 1('(x)'(y)) za sve (x; y) 2 [0; 1]2:
(ii) T je nilpotentna ako i samo ako postoji rastuca bijekcija ' : [0; 1] !
[0; 1] tako da je T (x; y) = ' 1(max('(x) +'(y)  1; 0)) za sve (x; y) 2
[0; 1]2:
Sledeci rezultat pokazuje da medu neprekidnim Arhimedovim t-normama
postoje samo dve disjunktne klase: nilpotentne i striktne t-norme.
Teorema 34 ([41]) Neka je T neprekidna Arhimedova t-norma. Sledeci
uslovi su ekvivalentni:
(i) T je nilpotentna.
(ii) Postoji neki nilpotentan element za T:
(iii) Postoji neki delitelj nule za T:
(iv) T nije striktna.
Sada cemo se pozabaviti konstrukcijom t-normi. U tom cilju prvo uvodino
pojam pseudo-inverzne funkcije koja predstavlja uopstenje inverzne funkcije.
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Denicija 35 ([41]) Neka su [a; b] i [c; d] dva zatvorena podintervala od
[ 1;+1] i neka je f : [a; b]! [c; d] monotona funkcija koja nije konstanta.
Pseudo-inverzna funkcija f ( 1) : [c; d]! [a; b] je denisana sa
f ( 1)(y) = supfx 2 [a; b]j(f(x)  y)(f(b)  f(a)) < 0g:
Sledeca teorema pokazuje kako se moze konstruisati nova t-norma koristeci
datu t-normu i monotonu funkciju.
Teorema 36 ([41]) Neka je f : [0; 1]! [0; 1] monotono rastuca funkcija i T
t-norma tako da T (f(x); f(y)) 2 Ran(f)[[0; f(0+)]; (f(0+) = limx!0+ f(x));
za sve x; y 2 [0; 1), i za sve (x; y) 2 [0; 1]2 sa T (f(x); f(y)) 2 Ran(f) vazi
f  f ( 1)(T (f(x); f(y))) = T (f(x); f(y)): Funkcija T[f ] data sa
T[f ](x; y) =

f ( 1)(T (f(x); f(y))) ako (x; y) 2 [0; 1)2;
min(x; y) inace
je t-norma.
Sledeci rezultat pokazuje kako mozemo konstruisati t-normu koristeci
samo realnu funkciju jedne promenljive.
Teorema 37 ([41]) Neka je f : [0; 1] ! [0;1] striktno opadajuca funkcija
sa f(1) = 0 tako da f(x)+ f(y) 2 Ran(f)[ [f(0+);1] za sve (x; y) 2 [0; 1]2:
Funkcija T : [0; 1]2 ! [0; 1] data sa
T (x; y) = f ( 1)(f(x) + f(y))
je t-norma.
Ako je funkcija f iz prethodne teoreme jos i neprekidna sa desna u 0 onda
je zovemo aditivni generator od T i njega najcesce oznacavamo sa t. Moze
se pokazati da je t-norma konstruisana pomocu aditivnog generatora uvek
Arhimedova. Obrnuto tvrdenje u opstem slucaju ne vazi.
Primedba 38 Neka je t : [0; 1]! [0;1] aditivni generator t-norme T i ako
denisemo striktno rastucu funkciju  : [0; 1] ! [0; 1] sa (x) = e t(x), onda
je ocigledno da je za sve (x; y) 2 [0; 1]2 T (x; y) = ( 1)((x)(y)): Funkciju
 zovemo multiplikativni generator od T i ona zadovoljava (1) = 1 i za sve
(x; y) 2 [0; 1]2 vazi (x)(y) 2 Ran() [ [0; (0)]:
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Sledeci metod konstrukcije nove t-norme koristeci familiju datih t-normi
dolazi iz algebre i baziran je na rezultatu iz [11] koji se odnosi na ordinalne
sume semigrupa.
Teorema 39 ([41]) Neka je (T)2A familija t-normi i ((a; e))2A famil-
ija disjunktnih nepraznih podintervala od [0; 1]: Funkcija T : [0; 1]2 ! [0; 1]
denisana sa
T (x; y) =
(
a + (e   a)T

x a
e a ;
y a
e a

ako (x; y) 2 [a; e]2;
min(x; y) inace
je t-norma.
Ovako konstruisana t-norma se zove ordinalna suma sumanda < a; e; T >
i pisemo T = (< a; e; T >)2A:
Postoji tesna veza izmedu ordinalnih suma i netrivijalnih idempotentnih
elemenata sto vidimo u sledecoj propoziciji (dokaz je u Prilogu), koju cemo
koristiti u sledecoj glavi ove disertacije.
Propozicija 40 ([41]) Neka je T t-norma i a 2 (0; 1) tako da za sve
x 2 [0; 1] vazi T (a; x) = min(a; x): Sledeci uslovi su ekvivalentni.
(i) a je netrivijalni idempotentni element za T:
(ii) Postoje t-norme T1 i T2 tako da je T = (< 0; a; T1 >;< a; 1; T2 >):
Inace, idempotentni elementi t-norme mogu se okarakterisati na sledeci
jednostavan nacin.
Propozicija 41 ([41]) Neka je T t-norma.
(i) Element a 2 [0; 1] je idempotentan za T ako i samo ako za sve x 2 [a; 1]
vazi T (a; x) = min(a; x):
(ii) Ako je T neprekidna, a 2 [0; 1] je idempotentan element za T ako i
samo ako za sve x 2 [0; 1] imamo T (a; x) = min(a; x):
Prema tome, ako je t-norma T iz Propozicije 40 neprekidna ne moramo
pretpostavljati da za sve x 2 [0; 1] vazi T (a; x) = min(a; x); jer je to ekviva-
lentno sa cinjenicom da je a idempotentan element.
Sada cemo nesto reci o reprezentaciji t-normi. Prvo dajemo rezultat koji
se odnosi na neprekidne Arhimedove t-norme.
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Teorema 42 ([41]) Za funkciju T : [0; 1]2 ! [0; 1] sledeci uslovi su ekviva-
lentni.
(i) T je neprekidna Arhimedova t-norma.
(ii) T ima neprekidan aditivni generator koji je jedinstveno odreden do na
pozitivnu multiplikativnu konstantu.
Jasno je da zbog predasnje price prethodna teorema vazi i za multiplitativni
generator. Osim toga moze se pokazati (videti[41]) da je t-norma T striktna
ako i samo ako t(0) = 1 ((0) = 0), odnosno nilpotentna ako i samo ako
t(0) <1 ((0) > 0).
Na kraju predstavljamo teoremu koja govori o reprezentaciji neprekidnih
t-normi (dokaz je u Prilogu).
Teorema 43 ([41]) Za funkciju T : [0; 1]2 ! [0; 1] sledeci uslovi su ekviva-
lentni:
(i) T je neprekidna t-norma.
(ii) T je jedinstveno predstavljena kao ordinalna suma neprekidnih Arhime-
dovih t-normi, tj. postoji jedinstveno odreden kao konacan ili prebro-
jivo beskonacan skup A i familija disjunktnih otvorenih podintervala
((a; e))2A od [0; 1] kao i jedinstveno odredena familija neprekidnih
Arhimedovih t-normi (T)2A tako da je T = (< a; e; T >)2A:
1.4 Operacije agregacije bazirane na
t-normama i t-konormama
Kao sto smo videli u sekciji 1.2.4, razmatrajuci konjuktivne i disjunktivne
operacije agregacije, da ako se dve velicine objedinjavaju pomocu t-norme
onda nema kompenzacije izmedu malih i velikih vrednosti. Nasuprot tome
objedinjavanje bazirano na t-konormi daje punu kompenzaciju. Nijedan od
ovih slucajeva ne pokriva pravu situaciju prilikom odlucivanja. Da bi se
izbegli ovi nedostaci t-normi i t-konormi u odnosu na kompenzaciju, uvode
se tzv. kompenzatorne operacije koje su i dalje u tesnoj vezi sa t-normama i
t-konormama. Tako su Zimmermann i Zysno u [75] uveli dve vrste kompen-
zatornih operacija. Prva od njih su  operacije, tj. parametrizovana familija
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operacija ( )2[0;1], gde parametar  oznacava stepen kompenzacije, den-
isana sa
 (x) = (
nY
i=1
xi)
1 (1 
nY
i=1
(1  xi)):
ako je  = 1 onda je  1 = SP (puna kompenzacija), dok ako je  = 0 onda
je  0 = TP (potpun nedostatak kompenzacije). Za sve  2 [0; 1] imamo
TP (x)   (x)  SP (x):
Primetimo da su  operacije specijalna klasa eksponencijalnih kompenza-
tornih operacija ET;S; gde umesto TP i SP stoji proizvoljna t-norma T i
t-konorma S (ne obavezno dualna za T ). Druga klasa kompenzatornih op-
eracija uvedena u [75] su konveksno-linearne kompenzatorne operacije
(LT;S;)2[0;1] denisane kao konveksne kombinacije t-norme T i t-konorme S
na sledeci nacin
LT;S;(x) = (1  )T (x) + S(x):
Lako se vidi da su sve ove kompenzatorne operacije komutativne operacije
agregacije, koje su pozicionirane izmedu t-norme i t-konorme, dok asocija-
tivnost generalno ne vazi za  2 (0; 1). Takode parametar  ako ksiramo,
ostaje konstantan nezavisno od ulaznih vrednosti koje se agregiraju.
Klasa asocijativnih kompenzatornih operacija uvedena je u [40] od strane
Klementa, Mesiara i Papa. Stepen kompenzacije se kontrolise sa dva parame-
tra, sa neutralnim elementom e i kompenzacionim faktorom p. O njima cemo
nesto vise reci u nastavku buduci da oni predstavljavlju reprezentabilne uni-
norme.
Yager i Filev u [72] su uveli konveksno nelinearne kombinacije t-norme T
i t-konorme S gde parametar  2 [0; 1] zavisi od datog ulaza. Za neprekidnu
t-normu T  (koja moze biti razlicita od T ) bez delitelja nule, za parametar
je predlozena simetricna suma
(x) =
T (x)
T (x) + T (1  x1; : : : ; 1  xn) :
Konvekno nelinearna kompenzatorna operacija L
(T )
T;S je onda denisana sa
L
(T )
T;S (x) =

a ako f0; 1g 2 fx1; : : : ; xng
(1  )T (x) + S(x) inace,
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gde je a 2 [0; 1]:
Na kraju ovog dela predstavljamo operacije agregacije, tesno povezane sa
t-normama i t-konormama, uvedene u [49] od strane G. Mayora koje cemo
jednostavno zvati GM-operacije.
Denicija 44 ([49]) GM-operacija F je operacija agregacije F : [0; 1]2 !
[0; 1] koja je simetricna i zadovoljava sledece granicne uslove za sve x 2 [0; 1] :
F (0; x) = F (0; 1)x i F (x; 1) = (1  F (0; 1))x+ F (0; 1):
Ovi granicni uslovi pokazuju da je vrednost F (x; 0) tezinska aritmeticka sre-
dina x i 0, dok je F (x; 1) tezinska aritmeticka sredina x i 1. Sledeci rezultat
(dokaz je u Prilogu) pokazuje neke osobine GM-operacija koje cemo koristiti
u sledecoj glavi ove disertacije.
Teorema 45 ([49]) Neka je F GM-operacija. Tada vazi sledece:
(i) F je asocijativna ako i samo ako je t-norma ili t-konorma.
(ii) F = min ili F = max ako i samo ako F (0; 1) = 0 ili F (0; 1) = 1 i F je
idempotentna.
(iii) F je idempotentna ako i samo ako min  F  max :
1.5 Operacije agregacije sa neutralnim
elementom
U ovoj sekciji razmatracemo binarne operacije agregacije denisane na [0; 1]
koje poseduju neutralni element e 2 [0; 1] i tesno su povezane sa t-normama
i t-konormama. Najpoznatiji primer takvih operacija su uninorme koje su
uveli Yager i Rybalov u [73]. Motivacija za njihovo uvodenje dolazi iz teorije
odlucivanja kada neku alternativu ocenjujemo sa razlicitih tacaka gledista.
Neka je svaka ocena broj iz jedinicnog intervala i neka je e 2 (0; 1) nivo
zadovoljenja. Ukoliko su sve ocene iznad e onda zelimo toj alternativi dodeliti
visoku vrednost, a ako su sve ocene ispod e, onda joj zelimo dodeliti nisku
vrednost. U slucaju da su neke ocene ispod a neke iznad e, onda joj zelimo
dodeliti agregiranu vrednost negde izmedu. Ovakve situacije nisu se mogle
modelirati t-normama i t-konormama, jer su njihovi neutralni elementi rubne
tacke intervala [0; 1]:
25
1.5.1 Osnovne osobine uninormi
Denicija 46 ([73]) Uninorma U je operacija agregacije U : [0; 1]2 ! [0; 1]
koja je asocijativna, simetricna i ima neutralni element e 2 [0; 1].
Jasno je da ako stavimo e = 1 u prethodnu deniciju dobijamo t-normu, a
ako stavimo e = 0 dobijamo t-konormu. Prema tome, uninorme predstavljaju
generalizaciju t-normi i t-konormi.
Propozicija 47 ([31]) Neka je U uninorma sa neutralnim elementom
e 2 (0; 1); i neka je aU = U(0; 1). Vazi sledece:
(i) aU je anihilator za U .
(ii) aU 2 f0; 1g.
(iii) U nije neprekidna.
Ukoliko je aU = 0 uninormu U zovemo konjuktivna, a ako je aU = 1 onda
je disjunktivna. Klasa svih uninormi je zatvorena u odnosu na dualnost. Ako
je U konjuktivna (respektivno, disjunktivna) uninorma sa neutralnim ele-
mentom e, dualna operacija Ud je disjunktivna (respektivno, konjuktivna)
uninorma sa neutralnim elementom 1   e. Takode, na osnovu prethodne
propozicije vidimo da ne mozemo nikad imati neprekidnost uninorme U na
celom jedinicnom kvadratu. Moguce je, sto cemo videti u nastavku da u
slucaju reprezentabilnih uninormi, imamo neprekidnost svuda osim u dve
tacke (0; 1) i (1; 0). Prekid u tim tackama je neizbezan, kao posledica prekid-
nosti mnozenja (ako ga posmatramo kao binarnu operaciju agregacije na
[0;1]) u (0;1) i (1; 0).
Struktura uninorme na [0; e]2 i [e; 1]2 je tesno povezana sa t-normama i
t-konormama. Za uninormu U sa neutralnim elementom e 2 (0; 1) funkcije
TU i SU denisane sa
TU(x; y) =
U(ex; ey)
e
; (x; y) 2 [0; 1]2 (1.2)
i
SU(x; y) =
U(e+ (1  e)x; e+ (1  e)y)  e
1  e ; (x; y) 2 [0; 1]
2 (1.3)
su respektivno t-norma i t-konorma. Prema tome lako se pokazuje sledeca
propozicija.
26
Propozicija 48 ([30]) Neka je U uninorma sa neutralnim elementom
e 2 (0; 1). Tada postoji t-norma T i t-konorma S tako da je
U(x; y) =

eT (x
e
; y
e
) ako (x; y) 2 [0; e]2
e+ (1  e)S(x e
1 e ;
y e
1 e) ako (x; y) 2 [e; 1]2:
(1.4)
t-norma T iz prethodne propozicije se zove noseca (eng. underlying) t-norma,
a t-konorma S noseca t-konorma od U . Na ostatku jedinicnog kvadrata, tj.
na skupu De = [0; 1]
2 n ([0; e]2 [ [e; 1]2) vazi sledeci rezultat.
Lema 49 ([30]) Neka je U uninorma sa neutralnim elementom e 2 (0; 1).
Za (x; y) 2 De imamo
min(x; y)  U(x; y)  max(x; y):
Drugim recima na De uninorma U je simetricna sredina H (spominjali smo ih
u sekciji 1.2.4). Propozicija 48 i Lema 49 daju potreban ali ne i dovoljan uslov
za reprezentaciju uninorme pomocu t-normi, t-konormi i simetricnih sredina.
Za datu t-normu T; t-konormu S i neutralni element e 2 (0; 1); pronaci
odgovarajucu uninormu U svodi se na pronalazenje simetricne sredine H:
Glavni problem je osigurati asocijativnost operacije U konstruisane na taj
nacin.
Prema tome, karakterizacija uninormi svodi se na razmatranje njihove
strukture na skupu De: Ovo je jos uvek otvoren problem. Za poznate klase
uninormi ovaj problem je resen, naravno uz neke dodatne pretpostavke.
Ovim pitanjem pozabavicemo se u nastavku.
1.5.2 Poznate klase uninormi
Prva poznata klasa uninormi su uninorme gde je H = min ili H = max
(videti [30]).
Teorema 50 ([3, 31]) Neka je T proizvoljna t-norma, S proizvoljna t-konorma
i e 2 (0; 1):
(i) Funkcija Ue;T;S data sa
Ue;T;S(x; y) =
8<:
eT (x
e
; y
e
) ako (x; y) 2 [0; e]2
e+ (1  e)S(x e
1 e ;
y e
1 e) ako (x; y) 2 [e; 1]2
min(x; y) inace
(1.5)
je konjuktivna uninorma sa neutralnim elementom e:
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(ii) Funkcija UT;S;e data sa
UT;S;e(x; y) =
8<:
eT (x
e
; y
e
) ako (x; y) 2 [0; e]2
e+ (1  e)S(x e
1 e ;
y e
1 e) ako (x; y) 2 [e; 1]2
max(x; y) inace
(1.6)
je disjunktivna uninorma sa neutralnim elementom e:
(iii) Za svaku uninormu U sa neutralnim elementom e, nosecom t-normom
T i nosecom t-konormom S, imamo
Ue;T;S  U  UT;S;e:
Sa Umin oznacavacemo klasu uninormi oblika (1.5), a sa Umax klasu uninormi
oblika (1.6). Teorema 50 nam omogucava da konstruisemo najslabiju i na-
jjacu uninormu za dati neutralni element e:
Propozicija 51 ([30]) Za svaku uninormu U sa neutralnim elementom
e 2 (0; 1) vazi
Ue(x; y)  U(x; y)  Ue(x; y);
gde je
Ue(x; y) =
8<:
0 ako (x; y) 2 [0; e)2
max(x; y) ako (x; y) 2 [e; 1]2
min(x; y) inace,
i
Ue(x; y) =
8<:
min(x; y) ako (x; y) 2 [0; e]2
1 ako (x; y) 2 (e; 1]2
max(x; y) inace.
Ovde smo koristili i cinjenicu da je TD najslabija a TM najjaca t-norma, kao
i da je SM najslabija a SD najjaca t-konorma.
Primedba 52 Uninorme iz klasa Umin [Umax imaju sledece osobine (videti
[30]).
 Ako U 2 Umin onda je funkcija x! U(x; 1) neprekidna na [0; e):
 Ako U 2 Umax onda je funkcija x! U(x; 0) neprekidna na (e; 1]:
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Sledeca vazna klasa uninormi su idempotentne uninorme. Prve uninorme
koje su uveli Yager i Rybalov u [73] su uninorme iz klasa Umin i Umax date
sa:
Uc(x; y) =

max(x; y) ako (x; y) 2 [e; 1]2;
min(x; y) inace,
(1.7)
i
Ud(x; y) =

min(x; y) ako (x; y) 2 [0; e]2;
max(x; y) inace.
(1.8)
Ove uninorme su jedini poznati eksplicitni primeri idempotentnih uni-
normi. Sve idempotentne uninorme mogu se implicitno opisati sledecim
rezultatom Czogale i Drewniaka.
Teorema 53 ([12]) Neka je U operacija agregacije U : [0; 1]2 ! [0; 1] koja je
idempotentna, asocijativna sa neutralnim elementom e 2 [0; 1]. Tada postoji
monotono opadajuca funkcija g : [0; 1]! [0; 1] sa g(e) = e tako da je za sve
(x; y) 2 [0; 1]2 U dato sa:
U(x; y) =
8<:
min(x; y) ako je y < g(x);
max(x; y) ako je y > g(x);
x ili y inace.
Ova teorema daje potreban uslov da asocijativna operacija agregacije
sa neutralnim elementom e bude idempotentna. Kompletiranje prethodnog
rezultata dali su Martin, Mayor i Torrens u [44].
Teorema 54 ([44]) U : [0; 1]2 ! [0; 1] je asocijativna, idempotentna op-
eracija agregacije sa neutralnim elementom e 2 [0; 1] ako i samo ako postoji
monotono opadajuca funkcija g : [0; 1] ! [0; 1] sa g(e) = e; g(x) = 0 za sve
x > g(0); g(x) = 1 za sve x < g(1) i koja zadovoljava za sve x 2 [0; 1]
inffyjg(y) = g(x)g  g(g(x))  supfyjg(y) = g(x)g;
tako da je za sve (x; y) 2 [0; 1]2 U dato sa:
U(x; y) =
8<:
min(x; y) ako je y < g(x) ili y = g(x) i x < g(g(x));
max(x; y) ako je y > g(x) ili y = g(x) i x > g(g(x));
x ili y inace.
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Jasno je da da U mora biti komutativna na [0; 1]2 osim mozda u tackama
(x; y) tako da je y = g(x) i x = g(g(x)): Ukoliko u prethodnoj teoremi za-
htevamo komutativnost i u tim tackama dobicemo karakterizaciju svih idem-
potentnih uninormi. U ovom kontekstu spominjemo i rezultat De Baetsa iz
[13] gde je data karakterizacija svih levo (desno)-neprekidnih idempotentnih
uninormi.
Primedba 55 ([13]) Za uninorme Uc i Ud date sa (1.7) i (1.8) odgovarajuce
funkcije gUc i gUd su sledeceg oblika:
gUc(x) =

1; ako x 2 [0; e)
e; ako x 2 [e; 1] ; gUd(x) =

e; ako x 2 [0; e]
0; ako x 2 (e; 1] :
Sledeca vazna klasa uninormi su reprezentabilne uninorme tj. uninorme
koje mozemo predstaviti preko realne funkcije jedne promenljive (aditivnog
ili multiplikativnog generatora) po uzoru na neprekidne Arhimedove t-norme
i t-konorme. Ovu klasu uninormi pod nazivom asocijativni kompenzatorni
uveli su Klement, Mesiar i Pap u [40]. Sledeci rezultat daje potreban i
dovoljan rezultat da uninorma U ima aditivni generator (videti [31, 40, 41]).
Teorema 56 ([41]) Neka je U : [0; 1]2 ! [0; 1] funkcija i e 2 (0; 1). Sledeci
uslovi su ekvivalentni:
(i) U je uninorma sa neutralnim elementom e koja je striktno monotona
na (0; 1)2 i neprekidna na [0; 1]2 n f(0; 1); (1; 0)g:
(ii) Postoji rastuca bijekcija u : [0; 1] ! [ 1;1] sa u(e) = 0 tako da za
sve (x; y) 2 [0; 1]2 vazi
U(x; y) = u 1(u(x) + u(y)); (1.9)
gde u slucaju konjuktivne uninorme U koristimo konvenciju1+( 1) =
 1; dok u disjunktivnom slucaju koristimo 1+ ( 1) =1:
Funkcija u je jedinstveno odredena do na pozitivnu multiplikativnu konstantu,
i zovemo je aditivni generator za U:
Naravno, lako je izvesti i multiplikativni oblik prethodne teoreme stavl-
jajuci v(x) = eu(x): Ocigledno, v : [0; 1] ! [0;1] je rastuca bijekcija tako
da za sve (x; y) 2 [0; 1]2 vazi U(x; y) = v 1(v(x)v(y)): Koristeci prethodni
rezultat mogu se konstruisati interesantni primeri reprezentabilnih uninormi.
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Primer 57 [40, 41] Neka je za sve  2 (0;1), u : [0; 1] ! [0;1] rastuca
bijekcija denisana sa u(x) = log(
x
1 x): Koristeci (1.9) dobijamo familiju
uninormi (U)2(0;1) koja je data sa
U(x; y) =
xy
xy + (1  x)(1  y) ;
(uz konvenciju 0
0
= 0 u konjuktivnom slucaju, i 0
0
= 1 u disjunktivnom
slucaju) ciji neutralni element je e =
1
1+
:
Kod reprezentabilnih uninormi noseca t-norma i t-konorma su uvek strik-
tne. Za odgovarajuce aditivne generatore u; t; s od U; T; S vaze sledece veze
u(x) =
  t(x
e
) ako x 2 [0; e];
s(x e
1 e ) ako x 2 (e; 1];
t(x) =  u(ex) i s(x) = u(e + (1   e)x) za x 2 [0; 1]: Cinjenica da su
aditivni generatori nosece t-norme T i t-konorme S jedinstveno odredeni do
na pozitivnu multiplikativnu konstantu, na osnovu Teoreme 42, omogucava
nam da konstruisemo parametrizovanu klasu (konjuktivnih ili disjunktivnih)
reprezentabilnih uninormi koje se na [0; e]2 [ [e; 1]2 podudaraju dok se na
skupu De razlikuju. Sledeci primer pokazuje efekte tih razlika kada su T; S; e
ksirani unapred (videti [31, 41]).
Primer 58 Neka je t : [0; 1] ! [0;1] jedinstven aditivni generator striktne
t-norme T sa t(0:5) = 1 i s : [0; 1]! [0;1] sa s(0:5) = 1 jedinstven aditivni
generator striktne t-konorme S. Za dati parametar p 2 (0;1) denisimo adi-
tivni generator up : [0; 1] ! [ 1;1] reprezentabilne konjuktivne uninorme
Up na sledeci nacin,
up(x) =
  t(x
e
) ako x 2 [0; e];
ps(x e
1 e ) ako x 2 (e; 1]:
Jasno, da za svako p 2 (0;1) Up je na kvadratu [0; e]2 t-norma T a na
kvadratu [e; 1]2 t-konorma S na osnovu Propozicije 48. Na ostatku jedinicnog
kvadrata za male vrednosti parametra p vrednosti Up opadaju dok za velike
vrednosti parametra p rastu, tj. familija (Up)p2(0;1) je rastuca sa grnicama
U0 = lim
p!0+
Up = Ue;T;S
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i
U1 = lim
p!1
Up
gde se U1 poklapa na (0; 1]2 sa UT;S;e:
Prema tome, zakljucujemo da se stepen kompenzacije moze kontrolisati
sa dva parametra, sa neutralnim elementom e i kompenzacionim faktorom p.
Primedba 59 Pored ove tri najpoznatije klase uninormi (reprezentabilne,
idempotentne, i uninorme iz klase Umin [ Umax) gde je u potpunosti resena
njihova struktura, aktuelan je problem opisa strukture uninormi na skupu De.
Tako je P. Drygas u [18] opisao strukturu na De kada je U(x; y) 2 fx; yg
za sve (x; y) 2 De; dok je u [19] okarakterisao sve uninorme neprekidne na
(0; 1)2: Kao sto smo vec napomenuli opis strukture uninormi u opstem slucaju
na skupu De je otvoren problem.
1.5.3 Oslabljene uninorme
Na kraju ove sekcije predstavicemo jednu klasu operacija agregacije sa neu-
tralnim elementom e koje dobijamo izostavljanjem pretpostavki simetricnosti
i asocijativosti iz denicije uninormi. Ove operacije su uveli Drewniak,
Drygas i Rak u [15] i mi cemo ih zvati oslabljene uninorme. SaNe oznacavamo
klasu tih operacija. Sledeci rezultat daje dekompoziciju ove klase operacija
agregacije.
Teorema 60 ([15]) Neka e 2 [0; 1] i F : [0; 1]2 ! [0; 1]. F 2 Ne ako i samo
ako vazi
F =
8<:
A na [0; e]2;
B na [e; 1]2;
C inace,
gde su A : [0; e]2 ! [0; e], B : [e; 1]2 ! [e; 1] operacije agregacije sa neutral-
nim elementom e, dok je C internalna operacija agregacije.
Oznacimo sa Nmaxe (N
min
e ) klasu operacija F 2 Ne koje zadovoljavaju do-
datne uslove
8x 2 (e; 1] F (x; 0) = F (0; x) = x (8x 2 [0; e) F (x; 1) = F (1; x) = x):
Za ovu familiju operacija vazi sledeca dekompozicija.
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Teorema 61 ([15]) Neka e 2 [0; 1] i F : [0; 1]2 ! [0; 1].
F 2 Nmine , F =
8<:
A na [0; e]2
B na [e; 1]2
min inace
; F 2 Nmaxe , F =
8<:
A na [0; e]2
B na [e; 1]2
max inace
;
gde su A : [0; e]2 ! [0; e], B : [e; 1]2 ! [e; 1] operacije agregacije sa neutral-
nim elementom e.
Dajemo primer operacije agregacije koja nije idempotentna iz klase Nmaxe :
Primer 62 ([17]) Funkcija F : [0; 1]2 ! [0; 1] data sa
F (x; y) =
8>><>>:
min(x; y) ako (x; y) 2 [0; 1
16
] [ 3
16
; 3
4
] [ ( 1
16
; 3
4
] [0; 3
4
]
xy ako (x; y) 2 [0; 1
16
] [0; 3
16
)
1 ako (x; y) 2 (13
16
; 1]2
max(x; y) inace
pripada klasi Nmax3
4
.
1.6 Operacije agregacije sa absorbujucim
elementom
U ovoj sekciji predstavicemo binarne operacije agregacije denisane na [0; 1]
koje poseduju absorbujuci elemenat k 2 [0; 1] i u tesnoj su vezi sa t-normama
i t-konormama. Najpoznatiji primer takvih operacija su nulanorme koje su
uveli T. Calvo, B. De Baets i J. Fodor u [7] kao resenja Frankove funkcionalne
jednacine za uninorme tj.
U(x; y) + V (x; y) = x+ y;
gde je U uninorma.
1.6.1 Osnovne osobine i struktura nulanormi
Denicija 63 ([7]) Nulanorma V je operacija agregacije V : [0; 1]2 ! [0; 1]
koja je asocijativna, simetricna i za koju postoji element k 2 [0; 1] tako da
V (x; 0) = x za sve x  k i V (x; 1) = x za sve x  k:
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Ocigledno je da je k iz prethodne denicije absorbujuci element za V:
Takode ako stavimo k = 0 u prethodnu deniciju dobijamo t-normu, dok za
k = 1 dobijamo t-konormu. Prema tome i nulanorme predstavljaju general-
izaciju t-normi i t-konormi. U literaturi se pored nulanormi koristi i pojam
t-operacija koje su uvedene u [45].
Denicija 64 ([45]) t-operacija F je operacija agregacije F : [0; 1]2 ! [0; 1]
koja je asocijativna, simetricna i vazi da su preslikavanja x ! F (x; 0) i
x! F (x; 1) neprekidna na [0; 1]:
Lako se proverava da su ova dva pojma ekvivalentna, tj. ako je F t-
operacija element k = F (1; 0) je absorbujuci element tako da vazi F (x; 0) = x
za sve x  k i F (x; 1) = x za sve x  k: Isto tako lako se pokazuje da
je svaka nulanorma takode i t-operacija. Stoga u daljem radu koristimo
pojam nulanorme. Sledeci rezultat je od velike vaznosti za celu oblast jer
daje dekompoziciju svih nulanormi na t-norme i t-konorme. Dokaz je dat u
Prilogu.
Teorema 65 ([7]) Neka k 2 (0; 1). Operacija V : [0; 1]2 ! [0; 1] je nu-
lanorma sa absorbujucim elementom k ako i samo ako postoji t-norma T i
t-konorma S tako da je V data sa
V (x; y) =
8<:
kS(x
k
; y
k
) ako (x; y) 2 [0; k]2;
k + (1  k)T (x k
1 k ;
y k
1 k ) ako (x; y) 2 [k; 1]2;
k inace.
(1.10)
Prema tome kada je u pitanju struktura nulanormi, za razliku od uni-
normi, imamo potpuno jasnu situaciju. Takode, ovde nemamo problem sa
neprekidnoscu, tj. nulanorma je neprekidna ako je neprekidna t-norma T
i t-konorma S iz Teoreme 65. Isto tako, nulanorma je Arhimedova ako je
Arhimedova t-norma T i t-konorma S iz Teoreme 65. Kao i uninorme, klasa
nulanormi je zatvorena u odnosu na dualnost. Ako je V nulanorma sa ab-
sorbujucim elementom k; dualna operacija V d je nulanorma sa absorbujucim
elementom 1   k: Koristeci prethodnu teoremu na neke poznate t-norme i
t-konorme mozemo konstruisati interesantne primere nulanormi.
Primer 66 Funkcija V : [0; 1]2 ! [0; 1] data sa
V (x; y) =
8<:
max(x; y) ako (x; y) 2 [0; 1
5
]2;
5xy x y+1
4
ako (x; y) 2 [1
5
; 1]2;
1
5
inace,
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je neprekidna nulanorma gde je t-norma T = TP , t-konorma S = SM i
anihilator k = 1
5
.
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Slika 1. Nulanorma sa k 2 (0; 1): Slika 2. Nulanorma iz Primera 66.
Primer 67 Neka je k 2 (0; 1): Nulanorme Vk date sa
Vk(x; y) =
8<:
max(x; y) ako (x; y) 2 [0; k]2;
min(x; y) ako (x; y) 2 [k; 1]2;
k inace,
predstavljaju sve idempotentne nulanorme za koje je T = TM , S = SM .
Lako je primetiti da je Vk(x; y) je standardna medijana x; y i k (videti
[12]). Takode i svaka nulanorma V sa absorbujucim elementom k moze se
predstaviti u obliku V = Med(k; T; S) za neku t-normu T i t-konormu S
(viteti [31]), tj.
V (x; y) =Med(k; T (x; y); S(x; y)) za sve (x; y) 2 [0; 1]2:
Sledeci rezultat pokazuje vezu neprekidnih nulanormi i asocijativnih op-
eracija agregacije.
Propozicija 68 ([31]) Neka je A : [0; 1]2 ! [0; 1] neprekidna asocijativna
operacija agregacije i neka je A(0; 1) = A(1; 0) = k: Tada vazi sledece.
(i) Ako je k = 0 onda je A t-norma.
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(ii) Ako je k = 1 onda je A t-konorma.
(iii) Ako k 2 (0; 1) onda je A nulanorma sa absorbujucim elementom k:
Nulanorme su specijalne simetricne, asocijativne operacije agregacije sa ab-
sorbujucim elementom k 2 (0; 1): Istrazivanje opstih simetricnih, asocija-
tivnih operacija agregacije sa absorbujucim elementom k je dato u [48].
1.6.2 Oslabljene nulanorme
Kao i u slucaju uninormi i nulanorme se mogu razmatrati u oslabljenom
obliku, tj. bez pretpostavki simetrije i asocijativnosti. Ove operacije su
takode uveli Drewniak, Drygas i Rak u [15] i mi cemo ih zvati oslabljene
nulanorme. Klasu ovih operacija oznacavamo sa Zk. Sledeci rezultat daje
dekompoziciju svih oslabljenih nulanormi.
Teorema 69 ([15]) Neka k 2 [0; 1] i G : [0; 1]2 ! [0; 1]: G 2 Zk ako i samo
ako vazi
G =
8<:
A na [0; k]2;
B na [k; 1]2;
k inace,
(1.11)
gde je A : [0; k]2 ! [0; k] operacija agregacije sa neutralnim elementom 0 i
B : [k; 1]2 ! [k; 1] operacija agregacije sa neutralnim elementom 1:
Navodimo sada jedan primer operacije iz klase Zk:
Primer 70 ([15]) Funkcija G : [0; 1]2 ! [0; 1] data sa
G(x; y) =
8>><>>:
x+ y   2xy ako (x; y) 2 [1
2
(1  y); 1
2
] [0; 1
2
)
max(x; y) ako (x; y) 2 [0; 1
2
(1  y)] [0; 1
2
)
min(x; y) ako (x; y) 2 (1
2
; 1]2
1
2
inace
je operacija agregacije sa absorbujucim elementom 1
2
koja nije ni idempo-
tentna ni simetricna ni asocijativna.
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Glava 2
Distributivnost operacija
agregacije
U ovoj glavi resavamo funkcionalne jednacine, koje cemo zvati levi i desni dis-
tributivni zakon, gde nepoznate funkcije pripadaju klasama operacija agre-
gacije koje smo predstavili u prethodnoj glavi. U tom cilju prvo dajemo
deniciju zakona distributivnosti za operacije agregacije, kao i kratak pre-
gled najpoznatijih resenja ovih jednacina. Nakon toga dajemo originalne
rezultate koji predstavljaju resenja jednacina distributivnosti za neke klase
operacija agregacije. Generalno, ove rezultate mozemo podeliti u dve grupe.
Prvu grupu cine rezultatii iz [37] gde su zakoni distributivnosti vazili na
celom domenu, a nepoznate funkcije su GM-operacije agregacije, oslabljene
uninorme, oslabljene nulanorme i operacije agregacije bez neutralnog i ab-
sorbujuceg elementa. Drugu grupu cine rezultati iz [36] gde je razmatrana
uslovna distributivnost, tj. zakon distributivnosti vazi na ogranicenom dome-
nu, operacija agregacije sa netrivijalnim absorbujucim elementom u odnosu
na t-konorme i uninorme iz klasa Umin [ Umax:
2.1 Jednacine distributivnosti
Denicija 71 ([1]) Neka su F i G binarne operacije agregacije denisane
na jedinicnom intervalu [0; 1]: Kazemo da je F distributivna u odnosu na G,
ako vaze sledeca dva zakona:
(LD)
F (x;G(y; z)) = G(F (x; y); F (x; z)); za sve x; y; z 2 [0; 1];
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i(RD)
F (G(y; z); x) = G(F (y; x); F (z; x)); za sve x; y; z 2 [0; 1];
odnosno F je levo i desno distributivna u odnosu na G:
Naravno, kada je F komutativna operacija levi i desni distributivni zakon
se podudaraju. Posto su rezultati za (RD) analogni rezultatima za (LD), u
daljem radu fokusiracemo se na slucaj (LD) kada F nije komutativna op-
eracija agregacije. Za operaciju F kazemo da je uslovno distributivna u
odnosu na G ako vaze zakoni (LD) i (RD) uz neka ogranicenja. Ovom tem-
atikom pozabavicemo se kasnije.
Kao sto smo vec napomenuli u Uvodu, problem distributivnosti prvi je
razmatrao J. Aczel u [1] pri cemu je F bila proizvoljna funkcija ogranicena
od dole, a G nilpotentna t-konorma. Svakako da je taj rezultat primenjiv i
kada je F binarna operacija agregacija. Distributivnost izmedu t-normi i t-
konormi je razmatrana u [29]. Uvodenje u matematicku literaturu uninormi,
nulanormi i drugih operacija tesno povezanih sa t-normama i t-konormama,
dovelo je do niza radova gde su resavane jednacine distributivnosti (zakoni
(LD) i (RD)) za novouvedene operacije agregacije. Tako je T. Calvo u [6]
resavala jednacine distributivnosti za GM-operacije, t-norme, t-konorme i
kvazi-aritmeticke sredine. Ruiz, Torrens su u [59] resavali problem distribu-
tivnosti gde obe nepoznate funkcije pripadaju klasi idempotentnih uninormi.
Benvenuti, Mesiar u [4] su razmatrali distributivnost pseudo-mnozenja (op-
eracija agregacije sa neutralnim elementom) u odnosu na pseudo-sabiranje
(t-konorma). Feng, Bin u [27] su resavali jednacine distributivnosti izmedu
nulanormi i idempotentnih uninormi. Mas, Mayor, Torrens u [46, 47] su
resavali problem distributivnosti za t-operacije (nulanorme) i uninorme iz
klasa Umin[Umax: Drewniak, Drygas, Rak, u [15] su generalizovali prethodni
rezultat na oslabljene nulanorme i oslabljene uninorme iz klasa Nmaxe [Nmine :
Xie, Liu u [70] su resavali jednacine distributivnosti izmedu nulanormi i uni-
normi koje su neprekidne na (0; 1)2 ili su reprezentabilne, cime je komple-
tirano istrazivanje problema distributivnosti za nulanorme i poznate klase
uninormi.
Na kraju ove sekcije, dajemo jednu jednostavnu lemu koju cemo u nas-
tavku cesto koristiti, i direktna je posledica monotonosti operacija agregacije.
Dokaz je dat u Prilogu.
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Lema 72 Svaka operacija agregacije F : [0; 1]2 ! [0; 1] je distributivna u
odnosu na min i max operaciju.
2.2 Distributivnost izmedu GM-operacija
agregacije i oslabljenih nulanormi
U ovoj sekciji sa F oznacavacemo GM-operaciju agregacije a sa G oslabljenu
nulanormu sa absorbujucim elementom s 2 (0; 1); odnosno G 2 Zs: Prema
tome, rezultati koje cemo dobiti prosiruju istrazivanje iz [6] na nekomutativne
i neasocijativne operacije agregacije sa netrivijalnim absorbujucim elemen-
tom. Razlikovacemo dva slucaja: levu distributivnost G u odnosu na F i
distributivnost F u odnosu na G:
2.2.1 Leva distributivnost oslabljene nulanorme u
odnosu na GM-operaciju
U [6] je razmatrana distributivnost t-norme (t-konorme) u odnosu na GM-
operaciju, odnosno dobijen je sledeci rezultat.
Teorema 73 ([6]) Neka je G t-norma ili t-konorma, a F GM-operacija agre-
gacije tako da je F (0; 1) = 0 ili F (0; 1) = 1: G je distributivna u odnosu na
F ako i samo ako je F = min ili F = max :
U sledecoj teoremi mi dajemo uopstenje Teoreme 73 tako sto t-normu (t-
konormu) zamenjujemo sa oslabljenom nulanormom, tj. znatno prosirujemo
klasu operacija koje posmatramo.
Teorema 74 Neka je F GM-operacija agregacije tako da je F (0; 1) = k; a
G 2 Zs gde je 0 < s < 1: G je levo distributivna u odnosu na F ako i samo
ako F = max za k > s ili F = min za k < s:
Dokaz. (=)) Pokazimo prvo da k 2 f0; 1g: Iz cinjenice da vazi zakon
(LD), za x = y = 0; z = 1 imamo da je
G(0; k) = G(0; F (0; 1)) = F (G(0; 0); G(0; 1)) = F (0; s) = F (0; 1)  s = k  s:
Odavde dobijamo sledece:
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 ako je k = s; posto je G(0; s) = s; sledi s = s2, odnosno s = 0 ili s = 1
sto je kontradikcija sa polaznom pretpostavkom,
 ako je k < s sledi da je G(0; k) = k, i prema tome k = ks, odnosno
k = 0;
 ako je k > s sledi da je G(0; k) = s, i prema tome s = ks, odnosno
k = 1:
Dakle, k 2 f0; 1g: Sada pokazujemo da je F idempotentna operacija agre-
gacije.
 Ako je x  s; onda
x = G(x; 0) = G(x; F (0; 0)) = F (G(x; 0); G(x; 0)) = F (x; x);
 ako je x  s; onda
x = G(x; 1) = G(x; F (1; 1)) = F (G(x; 1); G(x; 1)) = F (x; x):
Prema tome F (x; x) = x za sve x 2 [0; 1] pa na osnovu Teoreme 45
dobijamo F = max ili F = min :
((=) Ako F 2 fmin;maxg zakon (LD) vazi na osnovu Leme 72. 
Ono sto se moze primetiti, poredeci ova dva rezultata, je to da je Teo-
rema 73, za razliku od Teoreme 74, dokazana sa startnom pretpostavkom
da je k = 0 ili k = 1: Teorema 74 pokazuje da k mora pripadati skupu
f0; 1g kada vazi zakon (LD). Prema tome, moze se zakljuciti da zakon (LD)
u kombinaciji sa GM-operacijom daje vrlo jak uslov, jer bez obzira na to sto
smo t-normu (t-konormu) zamenili sa opstijom operacijom (oslabljenom nu-
lanormom), imamo istu situaciju kada je u pitanju struktura GM-operacije
F:
2.2.2 Distributivnost GM-operacije u odnosu na
oslabljenu nulanormu
Teorema 75 Neka je F idempotentna GM-operacija agregacije tako da je
F (0; 1) = k; a G 2 Zs gde je 0 < s < 1: F je distributivna u odnosu na G
ako i samo ako F = min ili F = max; a G je idempotentna nulanorma.
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Dokaz. (=)) Prvo pokazujemo da k 2 f0; 1g: Kako je G(0; 1) = s; i iz
cinjenice da vazi zakon distributivnosti, za x = y = 1; z = 0 dobijamo
(1 k)s+k = F (s; 1) = F (1; s) = F (1; G(1; 0)) = G(F (1; 1); F (1; 0)) = G(1; k):
Sada, kao u prethodnoj teoremi dobijamo:
 ako je k = s sledi da je s = 0 ili s = 1 sto je kontradikcija;
 ako je k < s sledi da je k = 0;
 ako je k > s sledi da je k = 1:
Ponovo na osnovu Teoreme 45 dobijamo F = max ili F = min : Ostaje
da pokazemo da je G idempotentna nulanorma.
 Ako je k = 0; tada za proizvoljno x 2 [0; 1]; zbog cinjenice da vazi
(LD), imamo
x = F (x; 1) = F (x;G(1; 1)) = G(F (x; 1); F (x; 1)) = G(x; x):
 Ako je k = 1; onda za proizvoljno x 2 [0; 1] imamo
x = F (x; 0) = F (x;G(0; 0)) = G(F (x; 0); F (x; 0)) = G(x; x):
Prema tome, G je idempotentna operacija iz Zs; odnosno G je idempotentna
nulanorma.
((=) Sa druge strane lako se pokazuje da F 2 fmax;ming je distributivno
u odnosu na idempotentnu nulanormu. 
Primedba 76 U [6] prethodni rezultat je dobijen sa startnom pretpostavkom
da je G idempotentna nulanorma. Teorema 75 nam pokazuje koliko je zakon
distributivnosti u kombinaciji sa GM-operacijom jak uslov, buduci da znatno
pojednostavljuje strukturu operacije G:
Ako izostavimo pretpostavku da je F idempotentna GM-operacija iz
prethodne teoreme, dobijamo rezultat koji nam dodatno razjasnjava struk-
turu GM-operacije koja je distributivna u odnosu na oslabljenu nulanormu.
Pre toga navodimo rezultat iz [6] gde je razmatrana distributivnost GM-
operacije u odnosu na t-normu ili t-konormu.
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Teorema 77 ([6]) Neka je G t-norma ili t-konorma, a F GM-operacija
agregacije. F je distributivno u odnosu na G ako i samo ako G = min
ili G = max :
Teoremu 77 uopstavamo tako sto t-normu (t-konormu) zamenjujemo sa
oslabljenom nulanormom.
Teorema 78 Neka je F GM-operacija agregacije tako da je F (0; 1) = k i
G 2 Zs; sa 0 < s < 1. F je distributivna u odnosu na G ako i samo ako G
je idempotentna nulanorma i
 za k > s; F je data sa
F =
8<:
A na [0; s]2;
B na [s; 1]2;
max inace;
(2.1)
gde je A : [0; s]2 ! [0; s] komutativna operacija agregacije sa neutralnim
elementom 0; a B : [s; 1]2 ! [s; 1] komutativna operacija agregacije sa
neutralnim elementom s;
 za k < s; F je data sa
F =
8<:
C na [0; s]2;
D na [s; 1]2;
min inace;
(2.2)
gde je C : [0; s]2 ! [0; s] komutativna operacija agregacije sa neutralnim
elementom s; a D : [s; 1]2 ! [s; 1] komutativna operacija agregacije sa
neutralnim elementom 1:
Dokaz. (=)) Kao u prethodnoj teoremi pokazuje se da k 2 f0; 1g i
da je G idempotentna nulanorma. U daljem radu pretpostavicemo da je
k = 1: Za k = 0 dokaz je slican pa ga ne dajemo. Iz cinjenice da vazi zakon
distributivnosti, za proizvoljno x 2 [0; 1]; y = 0; z = 1 imamo
F (x; s) = F (x;G(0; 1)) = G(F (x; 0); F (x; 1)) = G(x; 1);
odakle dobijamo sledece
F (x; s) =

s za x  s;
x za x  s: (2.3)
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Prema tome s je idempotentan element za F; sto implicira da za sve
(x; y) 2 [0; s]2 imamo 0  F (x; y)  F (s; s) = s; i za sve (x; y) 2 [s; 1]2 vazi
s = F (s; s)  F (x; y)  1: Stoga restrikcije A = F j[0;s]2 i B = F j[s;1]2 su
operacije agregacije sa zahtevanim osobinama. Ostaje da vidimo strukturu
operacije F na [0; 1]2 n ([0; s]2 [ [s; 1]2): Neka je x > s i y < s < z: Na osnovu
cinjenice da vazi zakon distributivnosti imamo
x = F (x; s) = F (x;G(y; z)) = G(F (x; y); F (x; z)):
Posto je s = F (s; y)  F (x; y); s < z = F (s; z)  F (x; z) i G = min na
[s; 1]2; zakljucujemo
x = G(F (x; y); F (x; z)) = min(F (x; y); F (x; z)) = F (x; y):
Prema tome, F (x; y) = x = max(x; y) za y < s < x:
((=) Neka je sada G idempotentna nulanorma a F data sa (2.1). Kad (y; z)
pripada jednom od kvadrata [0; s]2 ili [s; 1]2 distributivni zakon vazi na osnovu
Leme 72 jer su A i B operacije agregacije a G je respektivno max i min : Za
y < s < z imamo da je G(y; z) = s; pa je leva strana zakona distributivnosti
L = F (x;G(y; z)) = F (x; s) data sa (2.3). Razmatracemo dva slucaja za
ocenu desne strane R = G(F (x; y); F (x; z)) zakona distributivnosti.
 Ako je x  s, onda je L = s i posto je
F (x; y)  F (s; y) = s = F (x; s)  F (x; z)
dobijamo R = G(F (x; y); F (x; z)) = s:
 Ako je x > s, onda je L = x i posto je
F (x; y) = max(x; y) = x > s; F (x; z)  F (x; s) = x > s
dobijamo R = G(F (x; y); F (x; z)) = min(x; F (x; z)) = x:
Prema tome, u svim razmatranim slucajevima dobijamo L = D sto
dokazuje da vazi zakon distributivnosti. 
Dakle, Teorema 78 je logican nastavak resavanja jednacina distributivnosti
koji nam je obezbedio i dodatno razjasnjenje strukture GM-operacija agre-
gacije u vidu dobro poznatih ordinalnih suma, za razliku od Teoreme 77 koja
ne daje nikakvu informaciju o strukturi GM-operacije kada je zadovoljen za-
kon distributivnosti. Generalno u [6] resavanjem jednacina distributivnosti
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koje ukljucuju GM-operacije i t-norme (ili t-konorme) ili su dobijena idem-
potentna resenja za GM-operacije kao u Teoremi 73 ili se o njihovoj strukturi
nije govorilo nista kao u Teoremi 77. U tom smislu doprinos Teoreme 78 je
dvostruk, bar u teoretskom smislu, jer je s jedne strane dovela do neidem-
potentnih resenja jednacina distributivnosti, a sa druge strane je uopstena
Teorema 77 i dobijen je interesantan primer GM-operacije.
2.3 Distributivnost izmedu GM-operacija
agregacije i oslabljenih uninormi
U ovoj sekciji resavamo distributivne jednacime koje pored GM-operacija
sadrze i operacije agregacije sa neutralnim elementom, tj. oslabljene uni-
norme iz klase Nmine [ Nmaxe : Ona predstavlja logican nastavak prethodnog
istazivanja kada umesto oslabljenih nulanormi u jednacine distributivnosti
stavimo oslabljene uninorme. Takode rezultati dobijeni u ovoj sekciji prosiruju
istrazivanje iz [6] na nekomutativne i neasocijativne operacije agregacije sa
netrivijalnim neutralnim elementom. Kao i u prethodnoj sekciji razliku-
jemo dva slucaja: levu distributivnost oslabljene uninorme G u odnosu na
GM-operaciju F; i distributivnost GM-operacije F u odnosu na oslabljenu
uninormu G:
2.3.1 Leva distributivnost oslabljene uninorme u
odnosu na GM-operaciju
Teorema 79 Neka je F GM-operacija agregacije tako da je F (0; 1) = k; a
G 2 Nmaxe sa 0 < e < 1:
(i) Ako je G levo distributivna u odnosu na F , onda k 2 f0; 1g i F (x; x) =
x za sve x > e.
(ii) Ako je F desno-neprekidna u tacki x = e, onda je G levo distributivna
u odnosu na F ako i samo ako je F = min ili F = max :
Dokaz. (i) Prvo pokazujemo da k 2 f0; 1g: Uzmimo proizvoljno x  e,
y = 0, z = 1; i na osnovu cinjenice da vazi zakon (LD) dobijamo
G(x; k) = G(x; F (0; 1)) = F (G(x; 0); G(x; 1)) = F (0; 1) = k:
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 Ako je e = k, onda je x = G(x; e) = e za sve x  k; sto je kontradikcija.
 Ako je k < e, onda je k = G(0; k)  G(0; e) = 0; odnosno k = 0:
 Ako je k > e, onda je F (y; 1)  F (0; 1) = k > e; za proizvoljno y:
Sada, uzimajuci y  e; dobijamo
F (y; 1) = G(0; F (y; 1)) = F (G(0; y); G(0; 1)) = F (0; 1) = k:
Na osnovu denicije GM-operacija sledi F (y; 1) = (1   k)y + k = k; i
prema tome (1  k)y = 0 za sve y  e; odnosno, k = 1:
Ostaje da pokazemo da je F (x; x) = x za sve x > e: Na osnovu (LD) za
neko x > e; y = z = 0 dobijamo
x = G(x; 0) = G(x; F (0; 0)) = F (G(x; 0); G(x; 0)) = F (x; x)
sto dokazuje (i).
(ii) (=)) Iz pretpostavke da je F desno neprekidna u tacki x = e imajuci
u vidu dokazano (i) dobija se da je F (e; e) = e; odnosno neutralni element
operacije G je idempotentan element za GM-operaciju F: Sada primenjujuci
(LD) za proizvoljno x 2 [0; 1] i y = z = e dobijamo da je
x = G(x; e) = G(x; F (e; e)) = F (G(x; e); G(x; e)) = F (x; x);
pa rezultat sledi iz Teoreme 45.
((=) Ako F 2 fmin;maxg (LD) sledi na osnovu Leme 72. 
Sledeci rezultat je fokusiran na oslabljene uninorme iz klase Nmine :
Teorema 80 Neka je F GM-operacija agregacije tako da je F (0; 1) = k; a
G 2 Nmine gde je 0 < e < 1:
(i) Ako je G levo distributivna u odnosu na F , onda k 2 f0; 1g i F (x; x) =
x za sve x < e.
(ii) Ako je F levo neprekidna u tacki x = e, onda je G levo distributivna u
odnosu na F ako i samo ako je F = min ili F = max :
Dokaz. Dokaz je slican dokazu Teoreme 79 pa ga ne dajemo. 
Primedba 81 Prethodna dva rezultata pod (i) daju nam potrebne uslove da
oslabljene uninorme iz klasa Nmine [ Nmaxe budu levo distributivne u odnosu
na GM-operaciju. Da bi imali i dovoljan uslov morali smo malo pojacati
pretpostavke na GM-operaciju F po pitanju leve (desne) neprekidnosti u tacki
e:
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2.3.2 Distributivnost GM-operacije u odnosu na
oslabljenu uninormu
Teorema 82 Neka je F GM-operacija agregacije tako da je F (0; 1) = k; i
G 2 Nmaxe gde je 0 < e < 1: Ako je F distributivna u odnosu na G, onda
k 2 f0; 1g i G = Ud; odnosno G je idempotentna uninorma data sa (1.8).
Dokaz. Dokazimo da k 2 f0; 1g: Na osnovu cinjenice da vazi distributivni
zakon, za x = y = 0; z = 1 imamo
k = F (0; 1) = F (0; G(0; 1)) = G(F (0; 0); F (0; 1)) = G(0; k):
Ponovo razlikujemo tri slucaja.
 Ako je e = k, onda je e = G(0; e) = 0 sto je kontradikcija sa pret-
postavkom da e 2 (0; 1):
 Ako je k < e, onda je k = G(0; k)  G(0; e) = 0, odnosno k = 0:
 Ako je k > e, onda je F (1; z)  F (1; 0) = k > e za proizvoljno z: Sada,
za z  e; x = 1; y = 0 na osnovu zakona distributivnosti imamo
k = F (1; 0) = F (1; G(0; z)) = G(F (1; 0); F (1; z))
= G(k; F (1; z))  G(e; F (1; z)) = F (1; z)  k:
Prema tome, F (1; z) = k za sve z  e. Kao u Teoremi 79, moze se
pokazati da je k = 1:
Dokaz da je G idempotentna uninorma, odnosno da je G = Ud; je analo-
gan dokazu Teoreme 75. 
Prethodna teorema daje nam jedino potreban uslov da GM-operacija
bude distributivna u odnosu na oslabljenu uninormu iz klase Nmaxe . Sledeci
primer nam pokazuje da taj uslov nije dovoljan.
Primer 83 Neka je F GM-operacija agregacije sa k = 0 i G = Ud gde je
0 < e < 1: Za proizvoljno 0 < x < e; y = 0 i z = 1 distributivnost operacije
F u odnosu na G vodi do
x = F (x; 1) = F (x;G(0; 1)) = G(F (x; 0); F (x; 1)) = G(0; x) = 0;
sto je kondradikcija.
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Na zalost, za razliku od Teoreme 75, prethodna teorema obezbeduje samo
potreban uslov cak ako pretpostavimo da je F idempotentna GM-operacija
agregacije. Kao u prethodnom primeru moze se pokazati da operacija min
nije distributivana u odnosu na idempotentnu uninormu Ud:
Za operacije iz klase Nmine imamo sledece tvrdenje ciji je dokaz analogan
dokazu prethodne teoreme pa ga ne dajemo.
Teorema 84 Neka je F GM-operacija agregacije tako da je F (0; 1) = k; i
G 2 Nmine gde je 0 < e < 1: Ako je F distributivna u odnosu na G, onda
k 2 f0; 1g i G = Uc; odnosno G je idempotentna uninorma data sa (1.7).
2.4 Distributivnost izmedu operacija
agregacije koje ne poseduju neutralni
i absorbujuci element
U ovoj sekciji razmatracemo jednacine distributivnosti kada bar jedna od
nepoznatih funkcija ne poseduje ni neutralni ni absorbujuci element. Na
ovaj nacin kompletirace se i istrazivanje problema distributivnosti za GM-
operacije i operacije agregacije koje ne poseduju ni neutralni ni absorbujuci
element. U tom cilju prvo predstavljamo jedan poznati rezultat iz [6, 29, 31,
41] ciji jednostavni dokaz dajemo jer nam je bitan i zbog sledece sekcije.
Teorema 85 ([41]) Neka je T t-norma, i S t-konorma, onda vazi sledece:
(i) T je distributivna u odnosu na S ako i samo ako S = SM ;
(ii) S je distributivna u odnosu na T ako i samo ako T = TM :
Dokaz. (i) Neka je T distributivna u odnosu na S:Ako stavimo proizvoljno
x 2 [0; 1]; y = z = 1 u jednacinu distributivnosti dobijamo
x = T (x; 1) = T (x; S(1; 1)) = S(T (x; 1); T (x; 1)) = S(x; x);
odnosno S = SM : Obrnuto sledi iz Leme 72.
(ii) Neka je S distributivna u odnosu na T: Ako stavimo proizvoljno x 2 [0; 1];
y = z = 0 u jednacinu distributivnosti dobijamo
x = S(x; 0) = S(x; T (0; 0)) = T (S(x; 0); S(x; 0)) = T (x; x);
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odnosno T = TM : Obrnuto takode sledi iz Leme 72. 
U daljem radu fokusiracemo se na slucaju (i) buduci da se rezultati koji
se odnose na slucaj (ii) dobijaju analogno. Jednostavno se primecuje da Teo-
rema 85 vazi i kada izbacimo pretpostavke komutativnosti i asocijativnosti
iz denicije t-norme T: Postavlja se sada pitanje sta se desava ako iz os-
obina operacije T izostavimo i postojanje neutralnog i absorbujuceg ele-
menta, odnosno ako umesto t-norme u jednacinu distributivnosti stavimo
opstu operaciju agregacije A: Kao sto ce pokazati sledeci rezultat, operacija
A ne moze biti potpuno proizvoljna, tako da odredena vrsta neprekidnosti
mora biti zahtevana.
Teorema 86 Neka je A operacija agregacije tako da je A(0; 1) = A(1; 0) =
k; i neka su preslikavanja A(; 0) i A(; 1) neprekidna . A je levo distributivna
u odnosu na t-konormu S ako i samo ako S = max :
Dokaz. (=)) Neka je A levo distributivna u odnosu na S: Na osnovu
cinjenice da vazi zakon (LD) za proizvoljno x 2 [0; 1] imamo
A(x; 0) = A(x; S(0; 0)) = S(A(x; 0); A(x; 0));
sto znaci da je A(x; 0) idempotentan element za S za svako x 2 [0; 1]: Iz
neprekidnosti preslikavanja A(; 0) dobijamo da su svi elementi iz intervala
[0; k] idempotentni za S:
Sada za proizvoljno x 2 [0; 1] na osnovu slicnih argumenata zakljucujemo
da je A(x; 1) idempotentan element za S: Ponovo na osnovu neprekidnosti
preslikavanja A(; 1); dobijamo da su svi elementi iz intervala [k; 1] idempo-
tentni za S:
Kako je [0; 1] = [0; k] [ [k; 1]; dobijamo da su svi elementi iz jedinicnog
intervala [0; 1] idempotentni za S pa zakljucujemo da je S = SM = max :
((=) Ako je S = SM (LD) zakon sledi na osnovu Leme 72. 
Prethodna teorema se moze jednostavno prosiriti na GM-operacije agre-
gacije. Sledece tvrdenje daje potreban uslov.
Teorema 87 Neka je A operacija agregacije tako da je A(0; 1) = A(1; 0) = k
i neka su preslikavanja A(; 0) i A(; 1) neprekidna . Neka je G GM-operacija
agregacije. Ako je A levo distributivna u odnosu na G, onda je G idempo-
tentna.
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Uz dodatne pretpostavke na GM-operaciju G dobijamo potreban i dovol-
jan uslov na osnovu Teoreme 45 sto vidimo u sledecem rezultatu.
Teorema 88 Neka je A operacija agregacije tako da je A(0; 1) = A(1; 0) = k
i neka su preslikavanja A(; 0) i A(; 1) neprekidna . Neka je G GM-operacija
agregacije tako da je G(0; 1) 2 f0; 1g: A je levo distributivna u odnosu na G
ako i samo ako G = min ili G = max :
Primedba 89 Lako se uocava sledece:
(i) rezultat Teoreme 87 vazi i ako umesto GM-operacije koristimo bilo koju
operaciju agregacije,
(ii) tvrdenja u ovoj sekciji vaze ako pretpostavku A(0; 1) = A(1; 0) = k
zamenimo sa A(1; 0)  A(0; 1).
2.5 Uslovna distributivnost
Iz dosadasnjeg razmatranja moze se zakljuciti da je zakon distributivnosti
jak uslov buduci da znatno pojednostavljuje strukturu involviranih operacija.
Videli smo da je u vecini slucajeva unutrasnja operacija idempotentna. U
cilju dobijanja veceg broja resenja jedna mogucnost je ogranicenje domena
i tako dolazimo do pojma uslovne (oslabljene) distributivnosti. Postavlja
se pitanje kako da ogranicimo domen vazenja distributivnog zakona tako da
pored idempotentnih resenja dobijemo i neka druga. Svakako to ogranicenje
mora biti minimalno, ne sme biti potpuno proizvoljno jer zavisi od klasa
operacija agregacije za koje posmatramo distributivne jednacine. U tom
cilju, prvo dajemo deniciju iz [41] koja govori o uslovnoj distributivnosti
t-norme prema t-konormi (videti dokaz Teoreme 85).
Denicija 90 ([41]) t-norma T je uslovno distributivna u odnosu na t-konormu
S ako za sve x; y; z 2 [0; 1] vazi
T (x; S(y; z)) = S (T (x; y); T (x; z)) ; kada je S(y; z) < 1:
Koriscenjem dualnosti moze se denisati i uslovna distributivnost t-konor-
me prema t-normi.
49
Denicija 91 t-konorma S je uslovno distributivna u odnosu na t-normu T
ako za sve x; y; z 2 [0; 1] vazi
S (x; T (y; z)) = T (S(x; y); S(x; z)) ; kada je T (y; z) > 0:
U daljem radu fokus ce biti na Deniciji 90 koja se moze prosiriti na
opstije operacije agregacije na sledeci nacin.
Denicija 92 Neka su F i G operacije agregacije tako da F 2 Zk a G je
t-konorma ili G 2 Umin [ Umax: Kazemo da je F uslovno distributivna u
odnosu na G (vazi (CD) uslov), ako za sve x; y; z 2 [0; 1] vaze zakoni (LD) i
(RD) kada je G(y; z) < 1:
Zakone (LD), odnosno (RD) uz uslov G(y; z) < 1 oznacavamo respek-
tivno sa (CLD) i (CRD). Naravno, kao i kod zakona distributivnosti na
citavom domenu, u slucaju komutativnosti operacije F (CLD) i (CRD) se
podudaraju. Posto su rezultati za (CRD) analogni rezultatima za (CLD),
u daljem radu fokusiracemo se na slucaj (CLD) kada F nije komutativna
operacija agregacije.
2.5.1 Uslovna distributivnost operacija agregacije sa
neutralnim elementom u odnosu na t-konormu
U Teoremi 85 smo videli da jedino resenje jednacine distributivnsti je S =
SM : Sada cemo predstaviti rezultat iz [41] koji daje resenje iste jednacine
na ogranicenom domenu, pri cemu moramo za t-normu T i t-konormu S
pretpostaviti da su neprekidne.
Teorema 93 ([41]) Neprekidna t-norma T je uslovno distributivna u odnosu
na neprekidnu t-konormu S ako i samo ako je ispunjen tacno jedan od sledeca
dva slucaja:
(i) S = SM ;
(ii) postoji striktna t-norma T  i nipotentna t-konorma S tako da je adi-
tivni generator s od S koji zadovoljava s(1) = 1 istovremeno i multip-
likativni generator od T  i postoji a 2 [0; 1) tako da za neku neprekidnu
t-normu T  imamo
T = (< 0; a; T  >;< a; 1; T  >) i S = (< a; 1; S >):
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Na osnovu Teoreme 93 vidimo da uz minimalno ogranicenje domena za-
kona distributivnosti klasa parova operacija (T; S) koje zadovoljavaju (CD)
uslov je znatno sira nego kada radimo na citavom domenu kao u Teoremi
85. Takode, lako se vidi da broj a 2 [0; 1) iz Teoreme 93 predstavlja najveci
netrivijalni idempotentni element za t-konormu S i t-normu T: Kljucna pret-
postavka za dokaz Teoreme 93 je neprekidnost. Karakterizacija parova (T; S)
koji zadovoljavaju (CD) uslov bez pretpostavke neprekidnosti je otvorem
problem.
Primedba 94 ([41]) Kako je t-konorma S nilpotentna a t-norma T  strik-
tna na osnovu Propozicije 33 mozemo umesto S staviti SL a umesto T  TP ;
odnosno imamo
S(x; y) =

a+ (1  a)SL
 
x a
1 a ;
y a
1 a

ako (x; y) 2 [a; 1]2;
max(x; y) inace;
(2.4)
i
T (x; y) =
8<:
aT 
 
x
a
; y
a

ako (x; y) 2 [0; a]2;
a+ (1  a)TP
 
x a
1 a ;
y a
1 a

ako (x; y) 2 [a; 1]2;
min(x; y) inace:
(2.5)
Ovo je posebno vazno kod prakticnih primena (CD) uslova koje cemo dati u
sledecoj glavi disertacije.
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Slika 3. Uslovna distributivnost: t-norma i t-konorma.
U nastavku predstavljamo rezultate koji generalizuju Teoremu 93. Prvi
rezultat ([34]) daje karakterizaciju parova (U; S) koji zadovoljavaju (CD)
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uslov gde je U levo neprekidna uninorma sa neprekidnom nosecom t-normom
i t-konormom i neutralnim elementom e 2 (0; 1): Razlikujemo dva slucaja.
Prvi slucaj je kad je neutralni element e uninorme U istovremeno i idempo-
tentan element za t-konormu S; i tada nema potrebe da za operacije U i S
pretpostavljamo neprekidnost.
Teorema 95 ([34]) Uninorma U sa neutralnim elementom e 2 (0; 1) i t-
konorma S za koju je e idempotentan element zadovoljavaju (CD) uslov ako
i samo ako S = SM :
Drugi slucaj kad neutralni element e uninorme U nije idempotentan ele-
ment za t-konormu S je znatno komplikovaniji.
Teorema 96 ([34]) Neka je U levo neprekidna uninorma sa neprekidnom
nosecom t-normom i t-konormom i neutralnim elementom e 2 (0; 1) i S
neprekidna t-konorma za koju e nije idempotentan element. Ako par (U; S)
zadovoljava (CD) uslov vazi sledece:
(i) postoje a; b 2 [0; 1] tako da je t-konorma S ordinalna suma samo jednog
sumanda, tj. S = (< a; b; S >);
(ii) U(x; y) 2 [a; b] za sve x; y 2 [a; b] gde su a; b iz (i).
Kada je t-konorma S nilpotentna onda mora biti b = 1; jer skup nilpo-
tentnih elemenata za t-konormu je interval (c; 1) ili [c; 1) (videti Primedbu
29 (ii)). Kada je t-konorma S striktna moze se pokazati da je a = 0 (videti
[63]).
Prethodna teorema nam pokazuje da je i uslov (CD) jak uslov jer u struk-
turi t-konorme S imamo samo jedan sumand < a; b; S > umesto prebrojivo
mnogo i to kada neutralni element e uninorme U nije idempotentan za t-
konormu.
Takode prethodna teorema pokazuje da je uninorma U kompatibilna sa
strukturom t-konorme S kada je (CD) uslov zadovoljen. Upravo, zbog ovih
zakljucaka mozemo primeniti rezultat iz [4] (videti i [42]) koji daje karak-
terizaciju parova (U; S) koji zadovoljavaju (CD) uslov kada je S neprekidna
Arhimedova t-konorma, a U levo neprekidna uninorma.
Teorema 97 ([42]) Neka je U levo neprekidna uninorma sa neutralnim el-
ementom e 2 (0; 1] a S neprekidna Arhimedova t-konorma tako da je zado-
voljen (CD) uslov.
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(i) Ako je S striktna t-konorma sa aditivnim generatorom s; onda je U
generisana sa c s za neku konstantu c 2 (0;1) i ima neutralni element
e = s 1(1
c
); odnosmo U je asocijativni kompenzatorni operator.
(ii) Ako je S nilpotentna t-konorma sa aditivnim generatorom s onda je U
t-norma sa multiplikativnim generatorom s; tj. U je striktna t-norma.
Iz (i) prethodne teoreme vidimo da ne postoji t-norma koja je uslovno
distributivna u odnosu na striktnu t-konormu. Ako sada Teoremu 97 (ii)
primenimo na Teoremu 96 kada je S nilpotentna t-konorma, dobijamo da
uninorma U mora biti t-norma oblika U = (< 0; a; T  >;< a; 1; TP >);
odnosno imamo istu situaciju kao u Teoremi 93. Ovo dalje znaci da ne postoji
uninorma sa neutralnim elementom e 2 (0; 1) koja je uslovno distributivna
u odnosu na neprekidnu t-konormu oblika S = (< a; 1; SL >) ako e 2 (a; 1):
Upravo ovaj zakljucak je bio i kljucna motivacija za proucavanje uslovne
distributivnosti nulanorme u odnosu na t-konormu sa ciljem moguce primene
u teoriji korisnosti sto cemo videti u sledecoj glavi ove disertacije.
Rezultati iz [63] takode predstavlja generalizaciju Teoreme 93 kada je t-
norma u (CD) uslovu zamenjena sa tzv. pseudo-mnozenjem F; odnosno sa
neprekidnom operacijom agregacije koja poseduje neutralni element. Ovom
prilikom predstavljamo jedan poseban slucaj koji cemo u daljem radu koris-
titi.
Teorema 98 ([63]) Neprekidna operacija agregacije F : [0; 1]2 ! [0; 1] sa
neutralnim elementom 1 i neprekidna t-konorma S zadovoljavaju uslov (CLD)
ako i samo ako je ispunjen jedan od sledeca dva uslova:
(i) S = SM ;
(ii) postoji element a 2 [0; 1) tako da je F (x; y) 2 [a; 1] za sve x; y 2 [a; 1];
i F = TP na kvadratu [a; 1]
2, dok je S data sa (2.4).
2.5.2 Uslovna distributivnost operacija agregacije sa
absorbujucim elementom u odnosu na t-konormu
Sada dajemo originalne rezultate koji predstavljaju generalizaciju Teoreme
93 kada t-normu T u (CD) uslovu zamenjujemo sa operacijom agregacije F
sa absorbujucim elementom k 2 (0; 1): Prvi slucaj je kada je F nulanorma.
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Teorema 99 Neprekidna nulanorma F sa absorbujucim elementom k i ne-
prekidna t-konorma S zadovoljavaju (CD) uslov ako i samo ako je ispunjen
tacno jedan od sledeca dva slucaja:
(i) S = SM ;
(ii) postoji element a 2 [k; 1) tako da je S oblika (2.4) a F je data sa
F (x; y) =
8>>>><>>>>:
kS1
 
x
k
; y
k

ako (x; y) 2 [0; k]2;
k + (a  k)T1
 
x k
a k ;
y k
a k

ako (x; y) 2 [k; a]2;
a+ (1  a)TP
 
x a
1 a ;
y a
1 a

ako (x; y) 2 [a; 1]2;
min(x; y) ako k  min(x; y)  a  max(x; y);
k inace;
(2.6)
gde je S1 neprekidna t-konorma, a T1 neprekidna t-norma (videti Sliku
4).
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Slika 4. Uslovna distributivnost: nulanorma i t-konorma.
Dokaz. (=)) Neka je F uslovno distributivna u odnosu na S: Na osnovu
ove cinjenice imamo sledece:
 Za x  k vazi x = F (x; S(0; 0)) = S(F (x; 0); F (x; 0)) = S(x; x);
odnosno, svi elementi x 2 [0; k] su idempotentni za S:
 Neka je sada x  k: Ako je a 2 [k; 1) idempotentan element za S; onda
za sve x 2 [k; 1] vazi
F (x; a) = F (x; S(a; a)) = S(F (x; a); F (x; a));
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odnosno F (x; a) je takode idempotentan element za S: Zbog neprekidnosti
preslikavanja F; kodomen funkcije F (:; a) za ulazne vrednosti iz intervala
[k; 1] je [k; a]; odnosno svi elementi iz intervala [k; a] su idempotentni za
S: Odavde, na osnovu teoreme o reprezentaciji neprekidnih t-konormi, za-
kljucujemo da ili su svi elementi iz [0; 1] idempotentni za S pa je S = SM ;
odnosno imamo slucaj (i) ili postoji najveci netrivijalni idempotentni element
a 2 [k; 1) za S tako da je S oblika (2.4) na osnovu Teoreme 93. Jednakost
(2.6) sledi na osnovu Teoreme 93 i Teoreme 65.
((=) Neka je sada S t-konorma oblika (2.4) a F nulanorma oblika (2.6).
Lako se pokazuje da vazi (CD) uslov. Na kvadratu [a; 1]2 problem se svodi
na par (TP ; SL) koji zadovoljava (CD) uslov, dok u ustalim slucajevima to
sledi iz Leme 72. 
Primedba 100 Znacaj dokazane teoreme ogleda se u sledecem:
(i) Rezultat dobijen u Teoremi 99 omogucio je dalju nadogradnju hibridne
funkcije korisnosti iz [23] i analizu ponasanja donosioca odluke u odnosu
na nju, sto je dato u sledecoj glavi disertacije.
(ii) Koristeci Teoremu 99 mogu se konstruisati brojni primeri neprekidnih
nulanormi koji zadovoljavaju (CD) uslov.
Primer 101 Operacija F data sa
F (x; y) =
8>><>>:
min(x+ y; 1
4
) ako (x; y) 2 [0; 1
4
]2;
min(x; y) ako (x; y) 2 [1
4
; 1] [1
4
; 1
2
] [ [1
4
; 1
2
] [1
4
; 1]
2xy   x  y + 1 ako (x; y) 2 [1
2
; 1]2;
1
4
inace;
(2.7)
je neprekidna nulanorna dobijena sa (2.6) gde je S1 = SL; T1 = min; anihi-
lator k = 1
4
i a = 1
2
: Odgovarajuca t-konorma je oblika (2.4).
Sledece teorema razmatra slucaj kada je F oslabljena nulanorma.
Teorema 102 Neprekidna operacija F 2 Zk i neprekidna t-konorma S zado-
voljavaju (CLD) ako i samo ako je ispunjen tacno jedan od sledeca dva
slucaja:
(i) S = SM ;
55
(ii) postoji a 2 [k; 1) tako da je S data sa (2.4) i F data sa (1.11),
gde je A : [0; k]2 ! [0; k] neprekidna operacija agregacije neutralnim ele-
mentom 0, B : [k; 1]2 ! [k; 1] neprekidna operacija agregacije sa neutralnim
elementom 1 tako da je B(x; y) 2 [a; 1] za sve x; y 2 [a; 1] i B = TP na [a; 1]2:
Dokaz. (=)) Neka par (F; S) zadovoljava (CLD) uslov. Za x  k imamo
x = F (x; S(0; 0)) = S(F (x; 0); F (x; 0)) = S(x; x);
odnosno, svi elementi iz intervala [0; k] su idempotentni za S: Sada koristeci
Teoremu 98 na kvadratu [k; 1]2; dobijamo ili (i) ili (ii).
((=) Dokazuje se kao u Teoremi 99. 
Ako u prethodne dve teoreme pretpostavimo da zakon distributivnosti
vazi na celom domenu imamo samo idempotentno resenje za t-konormu,
odnosno vazi sledeci rezultat. Razmatracemo samo slucaj kada je F oslabljena
nulanorma, jer u slucaju nulanorme vazi isti zakljucak.
Teorema 103 Operacija F 2 Zk je levo distributivna u odnosu na t-konormu
S ako i samo ako je S = SM :
Dokaz. (=)) Neka je F levo distributivna u odnosu na S: Za x  k
na isti nacin kao u Teoremi 102 dobijamo da je S(x; x) = x: Za x  k
primenjujemo zakon (LD) za y = z = 1 i odmah dobijamo da je S(x; x) = x:
Dakle za sve x 2 [0; 1] imamo da je S(x; x) = x; odnosno S = SM :
((=) Sledi na osnovu Leme 72. 
Iz prethodne teoreme vidimo da kada zakon distributivnosti vazi na celom
domenu ne moramo za operacije F i S pretpostavljati neprekidnost. Prema
tome kljucna pretpostavka za karakterizaciju parova operacija agregacije koje
zadovoljavaju zakone distributivnosti na ogranicenom domenu, sto cemo i u
nastavku videti, je neprekidnost.
2.5.3 Uslovna distributivnost operacija agregacije sa
absorbujucim elementom u odnosu na uninormu
Rezultati u ovoj sekciji predstavljaju dalju generalizaciju Teoreme 93 kada
je t-norma T u (CD) uslovu zamenjena sa operacijom agregacije F sa ab-
sorbujucim elementom k 2 (0; 1); a t-konorma S sa uninormom U; sa neu-
tralnim elementom e 2 (0; 1); iz klase Umin [ Umax:
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Teorema 104 Neprekidna nulanorma F sa absorbujucim elementom k i
uninorma U 2 Umax sa neprekidnom nosecom t-normom i neprekidnom
nosecom t-konormom zadovoljavaju (CD) uslov ako i samo ako je e < k
i ispunjen je tacno jedan od sledeca dva slucaja:
(i) F;U su date kao u [46] (Propozicija 4.2.), odnosno U = Ud tj. data je
sa (1.8) i
F (x; y) =
8>>>><>>>>:
eS1
 
x
e
; y
e

ako (x; y) 2 [0; e]2;
e+ (k   e)S2
 
x e
k e ;
y e
k e

ako (x; y) 2 [e; k]2;
k + (1  k)T  x k
1 k ;
y k
1 k

ako (x; y) 2 [k; 1]2;
max(x; y) ako min(x; y)  e  max(x; y)  k;
k inace,
gde su S1 i S2 neprekidne t-konorme a T je neprekidna t-norma.
(ii) Postoji a 2 [k; 1) tako da su F i U date sa
U(x; y) =
8<:
min(x; y) ako (x; y) 2 [0; e]2;
a+ (1  a)SL
 
x a
1 a ;
y a
1 a

ako (x; y) 2 [a; 1]2;
max(x; y) inace
(2.8)
i
F (x; y) =
8>>>>>>>><>>>>>>>>:
eS1
 
x
e
; y
e

ako (x; y) 2 [0; e]2;
e+ (k   e)S2
 
x e
k e ;
y e
k e

ako (x; y) 2 [e; k]2;
k + (a  k)T1
 
x k
a k ;
y k
a k

ako (x; y) 2 [k; a]2;
a+ (1  a)TP
 
x a
1 a ;
y a
1 a

ako (x; y) 2 [a; 1]2;
max(x; y) ako min(x; y)  e  max(x; y)  k;
min(x; y) ako k  min(x; y)  a  max(x; y);
k inace;
(2.9)
gde su S1 i S2 neprekidne t-konorme, a T1 je neprekidna t-norma (videti
Sliku 5).
Dokaz. (=)) Neka je F neprekidna nulanorma koja je uslovno distribu-
tivna u odnosu na uninormu U 2 Umax:
57
e
e
1
1
k
k
a
a
k
k
S2
S1
T1
TP
max
max
min
min
e
e
1
1
k
k
a
a
SL
max
min
Slika 5. Uslovna distributivnost: nulanorma i uninorma iz Umax.
 Dokazimo prvo da je e < k. Pretpostavicemo suprotno.
{ Neka je e > k. Sada, za x = e, z = 0 i proizvoljno y 2 (e; 1); (CD)
uslov je oblika
F (e; U(y; 0)) = U(F (e; y); F (e; 0)):
Posto y 2 (e; 1) i e > k, imamo da je U(y; 0) = y i F (e; 0) = k pa
dobijamo
F (e; y) = U(k; F (e; y)): (2.10)
Zbog pretpostavljene neprekidnosti, (2.10) se moze prosiriti na
y = 1 i imamo
e = F (e; 1) = U(k; e) = k;
sto je kontradikcija sa pretpostavkom e > k.
{ Ako pretpostavimo da je 0 < e = k < 1; onda za x; y tako da je
0 < x < e = k < y < 1 i z = 0; iz (CD) uslova sledi
k = F (x; y) = F (x; U(y; 0)) = U(F (x; y); F (x; 0))
= U(k; x) = U(e; x) = x
sto je ponovo kontradikcija.
Prema tome e < k. Treba naglasiti da je u [46] pokazano samo e  k,
tj. nije razmatrano da li moze biti e = k. Ovde smo pokazali i da je
e 6= k:
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 Struktura nulanorme F na [0; k]2 moze da se dobije na isti nacin kao
u Propoziciji 4.2 iz [46]. Ovde cemo problem resiti na jednostavniji
nacin. Posto mi radimo sa neprekidnom nulanormom dovoljno je da
pokazemo da je e idempotentan element za F; pa na osnovu Propozicije
40 za t-konorme dobijamo da struktura nulanorme F na [0; k]2 izgleda
kao u (2.9). Ako u (CD) uslov stavimo x = y = e; z = 0 i koristeci da
je e < k dobijamo
e = F (e; 0) = F (e; U(e; 0)) = U(F (e; e); F (e; 0)) = F (e; e):
Struktura uninorme U na [0; k]2 dobija se na osnovu sledeceg: ako
x  k onda imamo
x = F (x; 0) = F (x; U(0; 0)) = U(F (x; 0); F (x; 0)) = U(x; x);
odnosno, svi elementi iz intervala [0; k] su idempotentni za U: Posto je
e < k; operacija U na [0; k]2 je oblika
U(x; y) =

min(x; y) ako (x; y) 2 [0; e]2;
max(x; y) ako (x; y) 2 [0; k]2n[0; e]2:
 Sada razmatramo strukturu F i U on [k; 1]2. Ako je a 2 [k; 1) idempo-
tentan element za U; onda za sve x 2 [k; 1] vazi
F (x; a) = F (x; U(a; a)) = U(F (x; a); F (x; a));
odnosno, F (x; a) je takode idempotentan element za U: Ponovo, na
osnovu neprekidnosti operacije F; kodomen funkcije F (:; a) za ulazne
vrednost iz [k; 1] je interval [k; a]. Stoga svi elementi iz [k; a] su idem-
potentni za U:
Odavde, kao u Teoremi 99, zakljucujemo da ili su svi elementi iz [0; 1]
idempotentni za U , pa imamo istu situaciju kao u Propoziciji 4.2 iz [46], ili
postoji najveci netrivijalni idempotentan element a 2 [k; 1) za U . Sada (2.8)
i (2.9) slede iz Teoreme 65 and Teoreme 93.
((=) Neka su sada uninorma U and nulanorma F oblika (2.8) i (2.9), re-
spektivno, (CD) uslov se dokazuje kao u Teoremi 99. 
Sledeca teorema je fokusirana na uninorme iz klase Umin:
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Teorema 105 Neprekidna nulanorma F sa absorbujucim elementom k i
uninorma U 2 Umin sa neprekidnom nosecom t-normom i neprekidnom no-
secom t-konormom zadovoljavaju (CD) uslov ako i samo ako je e > k i
ispunjen je tacno jedan od sledeca dva slucaja:
(i) F;U sa date kao u [46] (Propozicija 4.3), odnosno U = Uc tj. data je
sa (1.7) i
F (x; y) =
8>>>><>>>>:
kS1
 
x
k
; y
k

ako (x; y) 2 [0; k]2;
k + (e  k)T1
 
x k
e k ;
y k
e k

ako (x; y) 2 [k; e]2;
e+ (1  e)T  x e
1 e ;
y e
1 e

ako (x; y) 2 [e; 1]2;
k ako min(x; y)  k  max(x; y);
min(x; y) inace,
gde je S1 neprekidna t-konorma, a T i T1 su neprekidne t-norme.
(ii) Postoji a 2 [e; 1) tako da su F i U date sa
U(x; y) =
8<:
min(x; y); (x; y) 2 [0; e] [0; 1] [ [0; 1] [0; e];
a+ (1  a)SL
 
x a
1 a ;
y a
1 a

; (x; y) 2 [a; 1]2;
max(x; y); inace,
(2.11)
i
F (x; y) =
8>>>>>><>>>>>>:
kS1
 
x
k
; y
k

ako (x; y) 2 [0; k]2;
k + (e  k)T1
 
x k
e k ;
y k
e k

ako (x; y) 2 [k; e]2;
e+ (a  e)T2
 
x e
a e ;
y e
a e

ako (x; y) 2 [e; a]2;
a+ (1  a)TP
 
x a
1 a ;
y a
1 a

ako (x; y) 2 [a; 1]2;
k ako min(x; y)  k  max(x; y);
min(x; y) inace,
(2.12)
gde je S1 neprekidna t-konorma, a T1 i T2 su neprekidne t-norme (videti
Sliku 6).
Dokaz. (=)) Neka je F neprekidna nulanorma koja je uslovno distribu-
tivna u odnosu na uninormu U 2 Umin:
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Slika 6. Uslovna distributivnost: nulanorma i uninorma iz Umin.
 Na isti nacin kao u Propoziciji 4.3 iz [46] moze se dokazati da je k  e
(Ako pretpostavimo da je k > e i stavimo u (CD) uslov x = e; y =
0; z = 1 dobija se da je e = k). Pokazacemo sada da kao i u prethod-
noj teoremi mora biti e 6= k (u [46] ova mogucnost nije razmatrana).
Stavimo proizvoljno x 2 (k; 1), y = 0; z = 1 u (CD) uslov i dobijamo
e = k = F (x; 0) = F (x; U(0; 1)) = U(F (x; 0); F (x; 1)) = U(k; x) = x
sto je kontradikcija. Prema tome, k < e:
 Na isti nacin kao u prethodnoj teoremi moze se pokazati da za sve
x  k vazi U(x; x) = x; odnosno svi elementi iz [0; k] su idempotentni
za U: Prema tome, posto je k < e na [0; k]2 imamo da je U = min :
Takode, na osnovu pretpostavke da je F nulanorma, na [0; k]2 vazi da
je F = S1; gde je S1 neprekidna t-konorma.
 Sada dokazujemo da je e idempotentan element za F: Za x = e, z = e,
i proizvoljno y 2 (e; 1) na osnovu (CD) uslova sledi
F (e; y) = F (e; U(y; e)) = U(F (e; y); F (e; e)):
Na osnovu pretpostavljene neprekidnosti, prethodna jednakost se moze
prosiriti na y = 1 pa dobijamo e = F (e; 1) = U(e; F (e; e)) = F (e; e):
Sada na osnovu Propozicije 40 nulanorma F na kvadratu [k; 1]2 je
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sledeceg oblika
F (x; y) =
8<:
k + (e  k)T1
 
x k
e k ;
y k
e k

; (x; y) 2 [k; e]2;
e+ (1  e)T  x e
1 e ;
y e
1 e

; (x; y) 2 [e; 1]2;
min(x; y); (x; y) 2 [k; 1]2n([k; e]2 [ [e; 1]2);
(2.13)
gde su T1; T neprekidne t-norme.
 Posto je U(e; e) = e < 1; (CD) uslov garantuje sledece
F (x; e) = F (x; U(e; e)) = U(F (x; e); F (x; e));
odnosno F (x; e) je idempotentan element za U: Na osnovu neprekid-
nosti funkcije F (:; e) : [k; 1] ! [k; e]; svi elementi iz [k; e] su idem-
potentni za U . Posto smo ranije dokazali da su svi elementi iz [0; k]
idempotentni za U; zakljucujemo da su svi elementi iz intervala [0; e]
idempotentni za U: Buduci da U 2 Umin dobijamo da je U = min na
kvadratu [0; e]2:
 Primenjujuci sada Teoremu 93 na [e; 1]2; dobijamo da ili su svi elementi
iz [e; 1] idempotentni za U , pa imamo istu situaciju kao u Propoziciji 4.3
iz [46], ili postoji najveci netrivijalni idempotentni element a 2 [e; 1)
za U , tako da su U i F dati sa (2.11) i (2.12), respektivno, odnosno
t-norma T iz (2.13) je ordinalna suma T2 i TP :
((=) Neka su sada uninorma U and nulanorma F oblika (2.11) i (2.12),
respektivno, (CD) uslov se dokazuje kao u Teoremi 99. 
Primedba 106 Teorema 104 i Teorema 105 su u [46] dokazane (Propozicija
4.2 i Propozicija 4.3) kada je zakon distributivnosti vazio na celom domenu,
odnosno bez ogranicenja U(y; z) < 1; i bez pretpostavke neprekidnosti. Tada
se dobija samo slucaj (i) iz Teoreme 104 i Teoreme 105, odnosno uninorma
U je idempotentna. Prema tome, prethodna dva rezultata pored toga sto pred-
stavljaju generalizaciju Teoreme 93, oni predstavljaju i nadogradnju rezultata
iz [46] jer dovode do neidempotentnih resenja.
Sada dajemo rezultate koji predstavljaju generalizaciju Teoreme 104 i
Teoreme 105 kada je operacija F oslabljena nulanorma, tj. kad F 2 Zk:
Oni takode predstavljaju i nadogradnju rezultata iz [15], gde je zakon dis-
tributivnosti vazio na celom domenu, kada se dobija iskljucivo idempotentno
resenje za unutrasnju operaciju.
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Teorema 107 Neprekidna operacija F 2 Zk i uninorma U 2 Umax sa
neprekidnom nosecom t-normom i t-konormom zadovoljavaju (CLD) uslov
ako i samo ako je e < k i ispunjen je tacno jedan od sledeca dva slucaja:
(i) F i U su date kao u [15] (Teorema 16), odnosno U = Ud i
F =
8>>>>>><>>>>>>:
A1 na [0; e]
2;
A2 na [e; k]
2;
A3 na [0; e] [e; k];
max na [e; k] [0; e];
B na [k; 1]2;
k inace;
(2.14)
gde je 0 neutralni element operacije A1 i levi neutralni element operacije
A3, 1 je neutralni element za B, e je desni neutralni element za A2 i gde
su A1; A2; B neprekidne operacije agregacije, a A3 : [0; e][e; k]! [e; k]
neprekidna rastuca operacija.
(ii) Postoji element a 2 [k; 1) tako da je U data sa (2.8) and F data sa
(2.14) tako da je B(x; y) 2 [a; 1] za sve x; y 2 [a; 1] i B = TP na [a; 1]2
(videti Sliku 7).
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Slika 7. Uslovna distributivnost: oslabljena nulanorma i uninorma iz Umax.
Dokaz. (=)) Posto je dokaz vecim delom slican dokazu Teoreme 104 da-
jemo njegovu skicu. Neka F i U zadovoljavaju (CLD) uslov. Kao u Teoremi
104 dokazuje se da je e < k: Isto tako, za x  k dobija se x = U(x; x):
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Na [0; k]2 struktura operacije F dobija se na isti nacin kao u ([15] Teorema
16). Radi kompletnosti dokaza, ovo cemo u nastavku ispisati. Neka x 2
[e; k]; y = e ; z = 0: Koristeci (CLD) dobijamo
x = F (x; 0) = F (x; U(e; 0)) = U(F (x; e); F (x; 0)) = U(F (x; e); x):
Posto je F (x; e)  max(x; e) za sve x 2 [e; k], imamo da je
x = U(F (x; e); x) = max(F (x; e); x) = F (x; e):
Prema tome, F (x; e) = x za sve x 2 [e; k]: Sada koristeci osobine operacije
F dobijamo
x = F (x; 0)  F (x; y)  F (x; e) = x za x 2 [e; k]; y 2 [0; e];
sto znaci da je F = max za x 2 [e; k]; y 2 [0; e]: Osim toga vazi sledece:
0  F (x; y)  F (e; e) = e za x; y 2 [0; e];
e  x = F (x; e)  F (x; y)  F (k; k) = k za x; y 2 [e; k];
e = F (0; e)  F (x; y)  F (e; k) = k za x 2 [0; e]; y 2 [e; k];
k = F (k; k)  F (x; y)  1 za x; y 2 [k; 1]:
Prema tome, restrikcije
A1 = F j[0;e]2 ; A2 = F j[e;k]2 ; A3 = F j[0;e][e;k]; B = F j[k;1]2
su operacije sa zahtevanim osobinama.
Na [k; 1]2 mozemo primeniti Teoremu 98 tako da dobijamo ili slucaj (i)
ako su svi elementi iz [k; 1] idempotentni za U; ili imamo najveci netrivijalni
idempotentan element a 2 [k; 1) za U pa imamo slucaj (ii).
((=) Neka su sada uninorma U i operacija F oblika kao u (ii) ove teoreme
(CLD) uslov se dokazuje kao u Teoremi 99. 
Za uninorme iz klase Umin analogno se dokazuje sledeca teorema.
Teorema 108 Neprekidna operacija F 2 Zk i uninorma U 2 Umin sa neprekid-
nom nosecom t-normom i t-konormom zadovoljavaju (CLD) ako i samo ako
je k < e i ispunjen je tacno jedan od sledeca dva slucaja:
(i) F;U sa date kao u [15] (Teorema 18), odnosno U = Uc i
F =
8>>>>>><>>>>>>:
A na [0; k]2;
B1 na [k; e]
2;
B3 na [e; 1] [k; e];
min na [k; e] [e; 1];
B2 na [e; 1]
2;
k inace,
(2.15)
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gde je 0 neutralni element za A, 1 je neutralni element za B2, i levi
neutralni element za B3, e je desni neutralni element za B1 i gde su
A;B1; B2 neprekidne operacije agregacije, a B3 : [e; 1]  [k; e] ! [k; e]
neprekidna rastuca operacija.
(ii) Postoji element a 2 [e; 1) tako da je U data sa (2.11) i F data sa
(2.15) tako da je B2(x; y) 2 [a; 1] za sve x; y 2 [a; 1] i B2 = TP na
[a; 1]2 (videti Sliku 8).
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Slika 8. Uslovna distributivnost: oslabljena nulanorma i uninorma iz Umin.
Primedba 109 Teorema 107 i Teorema 108 su u [15] dokazane (Teorema
16 i Teorema 18) kada je zakon distributivnosti vazio na celom domenu i bez
pretpostavke neprekidnosti. Tada se dobija samo slucaj (i) iz Teoreme 107 i
Teoreme 108. Prema tome prethodna dva rezultata predstavljaju nadogradnju
odgovarajucih rezultata iz [15] jer dovode do neidempotentnih resenja.
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Glava 3
Primena operacija agregacije u
teoriji korisnosti
Fokus interesovanja u ovoj glavi, kao sto i sam naslov ukazuje, je na jednoj
od mnogobrojnih primena operacija agregacije sto je i bila glavna motivacija
ovog istrazivanja. U tom cilju prvo predstavljamo neke poznate rezultate iz
teorije korisnosti gde kljucnu ulogu imaju operacije agregacije i zakoni dis-
tributivnosti kao sto su [21, 22, 23, 24, 33, 52]. Takode, ova glava sadrzi i
originalne rezultate koji predstavljaju dalju nadogradnju hibridne funkcije
korisnosti denisane u [23] na osnovu rezultata o uslovnoj distributivnosti
nulanorme u odnosu na t-konormu iz Glave 2. U [35, 38] su ispitivane os-
obine novodobijene funkcije korisnosti i analizirano je ponasanje donosioca
odluke u odnosu na nju. Pozabavicemo se i problemom nezavisnosti dogadaja
za S mere, gde opet kljucnu ulogu imaju operacije agregacije koje zadovol-
javaju zakon distributivnosti, kao i vezom izmedu separabilnosti (uopstene
nezavisnosti) i mesavina u okviru teorije korisnosti.
3.1 Dekompozabilne mere
Aditivnost klasicne mere pri modeliranju nekih realnih situacija ispostavila
se previse restriktivnom. Tako na primer, u visekriterijumskom odlucivanju
interakcija izmedu kriterijuma je u kontradikciji sa aditivnoscu. Za ksiran
skup A 2  i klasicnu meru  denisanu nad  algebrom  (videti [56]) vazi
(A[B) (B) = (A) za svako B 2  koje je disjunktno sa A: U danasnje
vreme javlja se potreba i za neaditivnim merama koje se pojavljuju u raznim
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procesima odlucivanja, teoriji igara, teoriji optimizacije, ekonomiji, fazi sis-
temima i sl. (videti [14, 32]). Kada je mera m neaditivna m(A[B) m(B)
za A\B = ? zavisi od B i moze se interpretirati kao efekat formiranja unije
A i B: Jedan od prvih pokusaja da se ovo ostvari su bile maksitivne mere
[66, 74], gde se umesto sabiranja koristi maksimum. Ovde cemo ukratko
predstaviti tzv. dekompozabilne mere [25, 69], koje su vrlo bliske klasicnoj
meri, kod kojih je operacija sabiranja zamenjena opstijom realnom operaci-
jom. U nasem slucaju ta operacija je t-konorma, pa cemo te dekomposabilne
mere zvati S-mere. Detaljnije informacije o dekompozabilnim merama mogu
se naci u [25, 53, 67, 69].
Denicija 110 Neka je X neprazan konacan skup, S t-konorma i   alge-
bra podskupova od X: Preslikavanje m : ! [0; 1] zovemo S merom ako je
m(?) = 0;m(X) = 1 i ako zadovoljava osobinu dekompozabilnosti (DP), tj.
8A;B 2 ; A \B = ?) m(A [B) = S(m(A);m(B)): (DP )
Drugim recima, uslov (DP) znaci da je skupovna funkcija m dekompoz-
abilna u odnosu na t-konormu S: Primetimo da ako u uslov (DP) stavimo da
je m(B) = 0 dobijamo m(A [ B) = m(A); sto znaci da S mere pripadaju
jednoj vrlo opstoj klasi skupovnih funkcija, koja je poznata kao klasa nula-
aditivnih skupovnih funkcija (videti [53]). Isto tako iz uslova (DP) vidimo
da su S mere i fazi (monotone) mere.
Primedba 111 (i) Prethodna denicija je data kada je X konacan skup.
U opstem slucaju kada je X proizvoljan neprazan skup (beskonacan)
postoji dodatni uslov na m u Deniciji 110 da je neprekidna od dole.
U tom slucaju, ako je S levo neprekidna t-konorma, onda je skupovna
funkcija m : ! [0; 1] koja zadovoljava m(?) = 0;m(X) = 1 S mera
ako i samo ako za svaki niz (An)n2N disjunktnih skupova iz  imamo
m(
1[
n=1
An) = S
1
n=1m(An):
(ii) Svaka S mera m : P (X) ! [0; 1] kada je X = fx1; x2; : : : ; xng u
potpunosti je odredena sa raspodelom vrednosti m1;m2; : : : ;mn gde je
mi = m(fxig) za sve 1  i  n:
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Predstavicemo sada neke najpoznatije primere S mera pri cemu pret-
postavljamo da je  = P (X):
 Kada je S = SM ; onda SM mera m zadovoljava uslov
m(A [B) = max(m(A);m(B)); za sve A;B 2 P (X):
U ovom slucaju nije potrebna pretpostavka da je A \ B = ?: Takode
napominjemo da jedino za konacan skup X pojam SM mere se pok-
lapa sa pojmom mere mogucosti [74], koja se obicno oznacava sa 
a odgovarajuca raspodela sa : Mera mogucnosti je kompletno maksi-
tivna mera  : P (X) ! [0; 1] koja je normalizovana, tj. (X) = 1:
Inace za skupovnu funkciju m : P (X) ! [0;1] kazemo da je kom-
pletno maksitivna mera ako za svaku familiju skupova (Ei)i2I iz P (X)
imamo
m(
[
i2I
Ei) = sup
i2I
m(Ei):
Posto cemo u nastavku iskljucivo raditi sa konacnim skupovima, moze-
mo bez problema koristiti pojam mere mogucnosti. Za meru mogucnosti
 uslov normalizacije se svodi na maxxi2X (xi) = 1: Za razliku od
verovatnoce kod mere mogucnosti, zbog aksiome dekompozabilnosti,
moze se desiti da imamo (A) = (A) = 1 gde je A komplement
skupa A: Zahvljajujuci ovoj cinjenici mere mogucnosti imaju sposob-
nost reprezentacije neznanja. U ekstremnom slucaju kada je za sve
1  i  n; (xi) = 1 imamo totalno neznanje.
 Kada je S = SL; tj. S(x; y) = min(x + y; 1) (ogranicena suma), odgo-
varajuca S mera m ukljucuje meru verovatnoce kada jeX
xi2X
m(fxig) = 1:
U opstijem slucaju kada je S nilpotentna t-konorma zbog poznatog
izomorzma sa SL vazi da je
S(x; y) = ' 1(min(1; '(x) + '(y)))
gde je ' : [0; 1]! [0; 1] rastuca bijekcija. U tom slucaju uslov normal-
izacije se svodi na
'(m1) + '(m2) + : : :+ '(mn)  1:
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U slucaju jednakosti skup vrednosti '(m1); : : : ; '(mn) denise raspodelu
verovatnoce, i skupovna funkcija P (A) = '(m(A)) je mera verovatnoce.
 Kada je S striktna t-konorma onda je
S(x; y) = ' 1('(x) + '(y));
gde je ' : [0; 1] ! [0;1] rastuca bijekcija. U ovom slucaju uslov
normalizacije je isti kao kod mera mogucnosti, tj. max1inmi = 1:
Ako je m S mera pri cemu je S striktna t-konorma, lako se pokazuje
da je ' m klasicna beskonacna mera.
Kada je m S mera, njena dualna skupovna funkcija m denisana sa
m(A) = 1  m(A) ne zadovoljava istu osobinu dekompozabilnosti. Lako se
pokazuje da za m uslov (DP) je
8A;B 2 P (X); A [B = X =) m(A \B) = T (m(A);m(B))
gde je t-norma T dualna t-konormi S: Tako dobijamo tzv. mere nuznosti kao
dualne merama mogucnosti, za koje vazi da je m(A\B) = min(m(A);m(B))
za sve A;B 2 P (X): U ovom slucaju uslov A [ B = X nije potreban. Mere
nuznosti su kao i mere mogucnosti sposobne da predstavljaju neznanje. U
slucaju kada je m SL mera funkcija m je samo-dualna ako se ne desi tzv.
odsecanje sume. Naime, ako je
P
xi2X m(fxig) = 1 onda je m(A) = m(A) =
P (A) mera verovatnoce.
3.2 Problem odlucivanja
Neformalno govoreci, pod pojmom odlucivanja smatra se izbor medu alter-
nativama datog skupa, prema izvesnom kriterijumu podrazumevajuci znanje
o situaciji. Obicno se problem odlucivanja matematicki modeluje sledecom
denicijom iz [32] (videti i [54]).
Denicija 112 Problem odlucivanja je petorka (A;; ;X;) u kojoj je:
 A skup alternativa ili akcija medu kojima donosilac odluke mora da
bira;
 X skup posledica ili rezultata koji dolaze na osnovu izbora alternative;
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  skup stanja sveta (zavisno od, obicno nepoznatog, stanja sveta  2 ,
posledice izbora alternative a 2 A mogu se razlikovati);
  : A   ! X odreduje za svako stanje sveta  i svaku alternativu a
rezultujucu posledicu x = (a; );
  relacija totalnog preduredenja (slabog poretka) na X, tj. binarna
relacija koja ispunjava uslove:
(i)  je kompletna, tj. x  y ili y  x, za sve x; y 2 X
(ii)  je tranzitivna, tj. x  y ^ y  z ) x  z; za sve x; y; z 2 X:
U nastavku cemo koristiti termin slab poredak, jer se on upotrebljava u
literaturi koja se bavi problemom odlucivanja. Relacija  je relacija preferi-
ranja koja karakterise donosioca odluke. Strogo preferiranje x  y znaci
da vazi x  y ali ne i y  x: Indiferentnost x  y znaci da vazi x  y i
y  x: Lako se pokazuje da je relacija indiferentnosti  relacija ekvivalen-
cije. Osnovna ideja teorije korisnosti je transformacija slabog poretka  na
X u uobicajeni poredak  nad realnim brojevima pomocu funkcije korisnosti
u : X ! R sa sledecim fundamentalnim svojstvom
x  y , u(x) > u(y):
Postojanje funkcije koja ispunjava navedeni uslov, i time predstavlja relaciju
; je fundamentalni problem u teoriji korisnosti.
Ovde postoje dva potproblema:
 visekriterijumsko odlucivanje: pretpostavlja se da je stanje sveta
 poznato, ali je X multidimenzionalno, tj. x = (x1; : : : ; xn); xi 2 Xi
za sve 1  i  n gde Xi predstavljaju kriterijume;
 odlucivanje u uslovima neizvesnosti: razmatra se jednodimen-
zionalni skup posledica kad je stvarno stanje sveta nepoznato, a mera
neizvesnosti nad  poznata ili postoji odsustvo takve informacije.
U daljem radu fokus je na drugom problemu, tj. na odlucivanju u uslovima
neizvesnosti. U slucaju jednodimenzionalnog skupa posledica X i poznate
mere neizvesnosti nad ; skup akcija A cine preslikavanja f :  ! X koja
odgovaraju posledicama (f; :). Drugim recima, odluka d je predstavljena sa
funkcijom d :  ! X: Relacija preferiranja se takode denise i nad skupom
akcija i moze je jedino izraziti donosilac odluka. U nastavku cemo pret-
postavljati da su skupovi  i X konacni.
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3.3 von Neumann Morgenstern-ova teorija
ocekivane korisnosti
Klasican pristup problemu odlucivanja u uslovima neizvesnosti pretpostavlja
da je neizvesnost modelovana verovatnocom. Naravno, ovde kad kazemo
verovatnoca, mislimo na subjektivnu verovatnocu koja izrazava subjektivno
uverenje vezano za dogadaj koji se pojavio ili ce se pojaviti kad se ne moze
denisati ponovljivi eksperiment i frekventna interpretacija je bez znacaja.
Pojava klasicne teorije ocekivane korisnosti predstavlja presudan korak
u teoriji odlucivanja jer je obezbedena dobro postavljena naucna osnova za
znacenje subjektivne verovatnoce. Savage [32] postize transformaciju slabog
poretka  na skupu akcija A u poredak realnih brojeva uvodeci subjektivnu
meru verovatnoce nad stanjima sveta. Pokazano je da postoji funkcija ko-
risnosti u : X ! R i jedinstvena mera verovatnoce P nad  tako da akcije
f :  ! X mogu biti rangirane na osnovu ocekivane vrednosti slucajne
promenljive u  f s obzirom na P: Dakle,
f  g , E[u(f)]  E[u(g)];
gde je funkcija korisnosti E denisana sa E[u(f)] =
P
2 P ()  u(f()):
Prema tome, relaciji preferiranja odgovara poredak ocekivanih korisnosti
odgovarajucih akcija s obzirom na sva stanja sveta i njihove verovatnoce.
Funkcija u je ogranicena i jedinstveno odredena do na pozitivnu linearnu
transformaciju, izrazavajuci subjektivnu percepciju posledice svake akcije.
Ovaj pristup odgovara poznatoj teoriji ocekivane korisnosti za koju su
von Neumann i Morgenstern u [52] dali aksiomatsku osnovu koja se oslanja
na pojam verovatnosne mesavine Herstein, Milnora [33].
Oznacimo sa P(X) skup raspodela verovatnoce (verovatnosnih lutrija) na
skupu posledica X; tj.
P(X) = fp : X ! [0; 1]j
X
xi2X
p(xi) = 1g:
Verovatnosna mesavina (slozena lutrija) je operacija denisana na P(X)
koja objedinjuje dve raspodele verovatnoce p i q u novu, oznacava se sa
V (p; q;; ); gde ;  2 [0; 1] tako da je +  = 1; i denisana je kao:
V (p; q;; ) =   p+   q:
71
Napomenimo da je V (p; q;; ) raspodela verovatnoce na X i ovo je
jedini nacin da od dve raspodele verovatnoce dobijemo novu (videti [21]).
Takode, lako se uocava da je operacija verovatnosne mesavine V ustvari arit-
meticka sredina sa tezinama (ponderima) WAMw (videti Primer 6 iz Glave
1). Sada navodimo jedan od mogucih sistema aksioma koji omogucava ele-
gantno izvodenje von Neumann Morgenstern-ove funkcije korisnosti.
NM1 Skup P(X) je snabdeven sa relacijom slabog poretka  :
NM2 (Neprekidnost). Ako p; q; r 2 P(X) i
p  q  r ) 9 2 [0; 1] : q  V (p; r;; 1  ):
NM3 (Nezavisnost, linearnost). Ako p; q 2 P(X) i
p  q ) V (p; r;; 1  )  V (q; r;; 1  ); 8 2 [0; 1]; 8r 2 P(X):
NM4 (Konveksnost). Ako p; q 2 P(X) i
p  q ) p  V (p; q;; 1  )  q; 8 2 (0; 1):
Sledeca teorema iz [52] (videti i [33]) pokazuje da relacija slabog poretka
 medu raspodelama verovatnoce koja zadovoljava predlozene cetiri aksiome
moze uvek biti reprezentovana sa funkcijom korisnosti.
Teorema 113 ([52]) Relacija slabog poretka  na P(X) zadovoljava aksiome
NM1-NM4 ako i samo ako postoji funkcija korisnosti Eu : P(X)! R tako
da vazi sledece:
(i) 8p; q 2 P(X); p  q , Eu(p)  Eu(q):
(ii) Eu je linearna, tj. za svako  2 (0; 1) i 8p; q 2 P(X) vazi
Eu(  p+ (1  )  q) =   Eu(p) + (1  )  Eu(q):
(iii) Ako funkcija W zadovoljava islove (i) i (ii), onda postoje brojevi c > 0
i d 2 R tako da je W = c  Eu + d:
Primedba 114 (i) Moze se pokazati da je linearnost funkcije korisnosti
Eu ekvivalentna sa cinjenicom da postoji funkcija u : X ! R; tako da
je za sve p 2 P(X); Eu(p) =
P
xi2X p(xi)u(xi): Zbog toga, funkcija Eu
je poznata i pod nazivom funkcija ocekivane korisnosti.
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(ii) Takode, linearnost funkcije korisnosti Eu ukazuje da ona i odrzava
(cuva) operaciju verovatnosne mesavine.
Jedan od problema von Neumann Morgenstern-ove teorije korisnosti je
to da u primenama zahteva da su nam poznate verovatnoce svakog stanja
sveta i korisnosti svih mogucih posledica. Ovo je tesko ostvarivo u mnogim
prakticnim situacijama kada su nam dostupne samo nekompletne i siromasne
informacije. U tim slucajevima potreban nam je kvalitativniji pristup. Jedna
mogucnost je da prosirimo pojam mesavine na dekompozabilne mere i tako
dolazimo do pojma prosirenih mesavina [21].
3.4 Prosirene mesavine
U ovoj sekciji predstavljamo rezultate iz [21] gde su prosirene aksiome verovat-
nosnih mesavina Herstein Milnora iz [33] na dekompozabilne mere. Videli
smo da S mere sadrze i mere verovatnoce i mere mogucnosti, pa se time
namecu kao prirodno okruzenje za slabljenje verovatnosnih pretpostavki u
pogledu modeliranja neizvesnosti. Aksiome koje su dali Dubois, Fodor,
Prade i Roubens u [21] uzimaju u obzir prethodno dobijene rezultate iz
[21] o agregaciji dekompozabilnih mera u odnosu na istu t-konormu S koja
je neprekidna. U [28] su pokazali da agregacija dekompozabilnih mera u
odnosu na razlicite t-konorme, koje su neprekidne, je smislena jedino ako su
sve t-konorme izomorfne. Ovom prilikom predstavicemo rezultate iz [21] u
nesto modikovanoj verziji, u kojoj su korisceni i u [23]. Uzimamo par (S; T )
neprekidne t-konorme i t-norme, respektivno, umesto opstijih operacija agre-
gacije (;
) koje su u [21] imenovane kao semisuma i semiproizvod, respek-
tivno. Ovo ne umajuje opstost rezultata iz [21] jer je pokazano (Posledica
2, Sekcija 5 u [21]) da  mora biti t-konorma a 
 t-norma. Pre denisanja
prosirenih mesavina uvodimo skup S uredenih parova (; ) na sledeci nacin
S = f(; )j(; ) 2 [0; 1]2; S(; ) = 1g:
Denicija 115 ([21]) Prosireni mesavina skup je cetvorka (G;M; S; T ) gde
je G skup S mera, M : G2  S ! G operacija prosirene mesavine den-
isana sa
M(x; y;; ) = S(T (; x); T (; y)) (3.1)
tako da vazi:
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M1. M(x; y; 1; 0) = x;
M2. M(x; y;; ) =M(y; x; ; );
M3. M(M(x; y;; ); y; ; ) =M(x; y;T (; ); S(T (; ); T (; 1))):
Jasno je da se originalne aksiome Herstein Milnora iz [33] dobijaju kada
je T (; ) =    i S(; ) =  + :
Moze se pokazati (videti Lemu 1 iz [21]) da uslovi M1-M3 impliciraju
sledeci uslov
M4. M(x; x;; ) = x:
Takode, u klasicnom poretku [33] uslovi M1-M3 impliciraju jos jednu
vaznu osobinu operacije mesavine. Ta osobina vazi i za prosirene mesavine
uz dodatni uslov sto vidimo iz sledece leme (videti Lemu 1 iz [21]).
Lema 116 Pretpostavimo da vaze uslovi M1-M3 za operaciju prosirene
mesavine. Onda imamo uslov
M5. M(M(x; y;; );M(x; y; ; );; )
=M(x; y;S(T (; ); T (; )); S(T (; ); T (; )))
za sve x; y 2 G i sve (; ); (; ); (; ) 2 S ako i samo ako je t-norma
T distributivna u odnosu na t-konormu S na skupu S:
Upravo ova lema (zbog distributivnosti) daje znatna ogranicenja na mo-
guce vrste prosirenih mesavina.
Ukoliko je S nilpotentna t-konorma onda znamo na osnovu Teoreme 97
da je T striktna t-norma (videteti i Lemu 2 iz [21]), pa to znaci da su ove
prosirene mesavime izomorfne sa verovatnosnim mesavinama. Isto tako,
posto znamo da ne postoji t-norma distributivna u odnosu na striktnu t-
konormu, zakljucujemo da ne postoje prosireme mesavine ako je S striktna.
U opstem slucaju kada je S proizvoljna t-konorma onda na osnovu Teo-
reme 85 znamo da je S = SM : Ovo cinjenica dovodi no nove vrste mesavina,
koje zadovoljavaju usloveM1-M5 kao i verovatnosne mesavine, a koje zove-
mo mogucnosne mesavine. One cine osnov mogucnosne (kvalitativne) teorije
korisnosti sto je pokazano u [22, 26].
3.5 Mogucnosna teorija korisnosti
U ovoj sekciji dajemo pandam von Neumann Morgenstern-ovoj funkciji ko-
risnosti u okviru mogucnosne teorije. Dubois, Godo, Prade, Zapico su u
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[22] konstruisali funkciju korisnosti koja reprezentuje relaciju slabog poretka
izmedu mogucnosnih raspodela. Videcemo da su, kao i u klasicnom slucaju,
potrebne cetiri aksiome u kojima kljucnu ulogu imaju mogucnosne mesavine.
Pri tome je uzeto da je t-norma T iz prosirenih mesavina minimum operator.
U [22] je razmatran i slucaj kada je T proizvoljna t-norma, a dobijena fukcija
korisnosti je slicna onoj koju dajemo ovde. Takode, moze se pokazati da se u
ovom poretku rangiranje odluka svodi na rangiranje mogucnosnih raspodela
denisanih na skupu posledica X sa vrednostima u linearno uredenom skupu
V gde je inf(V ) = 0 a sup(V ) = 1: Sa Pi(X) oznacavamo skup mogucnosnih
raspodela (mogucnosnih lutrija) na X; tj.
Pi(X) = f : X ! V j 9x 2 X : (x) = 1g:
Operacija mogucnosne mesavine P : Pi(X)  Pi(X)  max ! Pi(X)
objedinjuje dve mogucnosne raspodele  i 0 u novu na sledeci nacin
P (; 0;; ) = max(min(; );min(; 0));
gde je max = f(; ) 2 V 2jmax(; ) = 1g:
U [22] su predlozene dve vrste funkcija korisnosti da bi predstavili relaciju
slabog poretka medu mogucnosnim raspodelama. Ideja je u sledecem. Potre-
bna nam je funkcija preferenci u : X ! U koja dodeljuje svakoj posledici u X
nivo prioriteta u linearno uredenom skupu U gde je inf(U) = 0 a sup(U) = 1:
To znaci da sto je vece u(x) to je posledica x prioritetnija. Sa druge strane
mogucnosna raspodela  specikuje koje su posledice verodostojne, pa tako
vece (x) znaci da je posledica x verodostojnija. Kao sto smo videli, i neizves-
nost i preference su ocenjene na ordinalnoj skali gde su jedino relevantne
one operacije koje ukljucuju samo poredenje, kao sto su na primer min i
max : Upravo zbog ovog zahteva mogucnosna reprezentacija neizvesnosti je
kvalitativna u prirodi. Ova kvalitativna priroda je u skladu sa cinjenicom
da su nam u mnogim prakticnim situacijama dostupne samo siromasne i
nekompletne informacije. Takode, mogucnosna teorija obezbeduje i verodos-
tojniju reprezentaciju neznanja u odnosu na klasican prisup koji je baziran na
verovatnoci. S druge strane, kvalitativna teorija korisnosti zbog disjunktivne
prirode mera mogucnosti je manje odluciva nego klasicna teorija korisnosti.
Prema tome, pesimisticni (konzervativni) kriterijum je da trazimo takve
mogucnosne raspodele koje u odredenoj meri prave da su sve lose posledice
slabo verodostojne. Suprotno tome, optimistican kriterijum je trazenje takvih
mogucnosnih raspodela koje u odredenoj meri prave da je bar jedna dobra
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posledica visoko verodostojna. Da bi denisali takve kriterijume potrebna je
i pretpostavka uporedivosti izmedu skale verodostojnosti V i skale preferenci
U; sto se postize funkcijom h : V ! U koja cuva poredak i vazi da je h(0) = 0
i h(1) = 1:
Sada dajemo skup aksioma iz [22] koje omogucavaju konstrukciju opti-
misticke kvalitativne funkcije korisnosti.
DP1 Skup Pi(X) je snabdeven sa relacijom slabog poretka w :
DP2 (Neprekidnost). 8 2 Pi(X);9 2 V :   P (; ; 1; ); gde
su  i  minimalni i maksimalni element iz Pi(X) u odnosu na w
respektivno.
DP3 (Nezavisnost). Ako ; 0 2 Pi(X) i
  0 ) P (; 00;; )  P (0; 00;; ); 800 2 Pi(X); 8 (; ) 2 max:
DP4 (Sklonost ka neizvesnosti, tj. riziku). Ako ; 0 2 Pi(X) i
0   ) 0 w :
Sledeca teorema pokazuje da relacija slabog poretkawmedu mogucnosnim
raspodelama koja zadovoljava predlozene cetiri aksiome moze uvek biti repre-
zentovana sa optimisticnom mogucnosnom funkcijom korisnosti.
Teorema 117 ([22]) Relacija slabog poretka w na Pi(X) zadovoljava ak-
siome
DP1-DP4 ako i samo ako postoji:
(i) linearno uredena skala preferenci U sa inf(U) = 0 i sup(U) = 1;
(ii) funkcija preferenci u : X ! U tako da je u 1(1) 6= ; 6= u 1(0);
(iii) funkcija h : V ! U koja odrzava poredak tako da je h(0) = 0; h(1) = 1;
i kvalitativna funkcija korisnosti QU+ : Pi(X)! U denisana sa
QU+() = max
x2X
min(h((x)); u(x));
tako da vazi 0 w  , QU+(0)  QU+():
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Moze se pokazati da je funkcija preferenci u : X ! U restrikcija od QU+
na skupu posledica X: Zbog aksiome DP4 kvalitativna funkcija korisnosti
QU+ je optimisticna. Naime, 0   (tj. 8x 2 X; 0(x)  (x)) znaci da je
mogucnosna raspodela 0 manje informativna nego ; jer svaka posledica x
prema raspodeli 0 je bar isto verodostojna kao i na prema : Stoga, misljenje
predstavljeno mogucnosnom raspodelom 0 je rizicije nego : Potpuno nez-
nanje je uvek najrizicnija situacija. Ako bi modikovali aksiomu neprekid-
nosti i zamenili uslov DP4 sa uslovom DP4' ( 0   )  w 0:) koji
mozemo zvati averzija prema neizvesnosti, ili averzija prema riziku, tj. "pre-
ciznost je sigurnija", dolazimo do dualne pesimisticne kvalitativne funkcije
korisnosti (videti [22]).
Ukoliko pogledamo aksiome DP1-DP4 i uporedimo ih sa NM1-NM4
vidimo da je jedina razlika u cetvrtoj aksiomi. Stoga verovatnosne mesavine
jos zovemo i konveksne, dok mogucnosne mesavine cine nekonveksnu struk-
turu.
Napomenimo na kraju da kvalitativna funkcija korisnosti (optimisticka i
pesimisticka) osim sto predstavlja relaciju slabog poretka medu mogucnosnim
raspodelama, ona i odrzava operaciju mogucnosne mesavine P u smislu da
vazi
QU+(P (; 0;; )) = max(min(h(); QU+());min(h(); QU+(0))):
3.6 Hibridne mesavine i hibridna funkcija
korisnosti
Koristeci rezultat Teoreme 93 Dubois, Pap, Prade su u [23] pokazali da osim
verovatnosne i mogucnosne mesavine moze se pojaviti samo neka vrsta hi-
bridizacije, tako da je ispod nekog nivoa a; 0  a  1; ona mogucnosna,
a iznad tog nivoa verovatnosna. Neka je (S; T ) par neprekidne t-konorme i
t-norme, respektivno, koji zadovoljava (CD) uslov. Iz Teoreme 93 znamo da
je S = (< a; 1; SL >) i T = (< 0; a; T
 >;< a; 1; TP >):
U [23] je denisan skup S;a uredenih parova (; ) na sledeci nacin
S;a = f(; )j(; ) 2 (a; 1)2; + = 1+a; ili min(; )  a;max(; ) = 1g:
Jasno je da je S;a  S; a zbog neprekidnosti T i S vazi da je T dis-
tributivno u odnosu na S na skupu S;a:
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Sada mozemo denisati hibridni mesavina skup, koji predstavlja prosire-
nje mesavina iz [33] i [21].
Denicija 118 ([23]) Hibridni mesavina skup je cetvorka (G;M; T; S) gde
je G skup S mera, (S; T ) par neprekidne t-konorme i t-norme, respektivno,
koji zadovoljava (CD) uslov i M : G2  S;a ! G je operacija hibridne
mesavine data sa (3.1).
Lako se pokazuje da ovako denisana funkcija M zadovoljava aksiome
M1-M5 na S;a:
Neka su sada u1; u2 dve korisnosti sa vrednostima iz [0; 1]; a 1; 2 dva ste-
pena verodostojnosti iz S;a: Koristeci hibridne mesavine u [23] je denisana
optimisticka hibridna funkcija korisnosti U na sledeci nacin
U(u1; u2;1; 2) = S(T (u1; 1); T (u2; 2)): (3.2)
U [23] je detaljno ispitana funkcija korisnosti U data sa (3.2) i analizirano
je ponasanje donosioca odluke u odnosu na nju.
Koristeci optimisticku funkciju korisnosti U dualno se moze uvesti i pes-
imisticka hibridna funkcija korisnosti U na sledeci nacin (videti [23])
U(u1; u2;1; 2) = 1  U(1  u1; 1  u2;1; 2):
U daljem radu fokusiracemo se na optimisticku funkciju korisnosti U
u cilju modeliranja ponasanja donosiona odluke kada umesto t-norme T u
jednacinu (3.2) stavimo neku drugu operaciju agregacije.
Otvoren je problem pronalazenja odgovarajuce aksiomatske zasnovanosti
za hibridnu korisnost kao sto je to ucinjeno za klasicnu teoriju korisnosti u
[52] i mogucnosnu teoriju korisnosti u [22]. Jedna moguca aksiomatizacija je
data u [55].
3.7 Hibridna funkcija korisnosti sa pragom
U ovoj sekciji fokus je na funkciji korisnosti UF koja je dobijena tako sto
smo t-normu T iz jednacine (3.2) zamenili sa neprekidnom nulanormom F
sa netrivijalnim absorbujucim elementom k 2 (0; 1) koja je uslovno distribu-
tivna u odnosu sa t-konormu S iz (3.2). Prema tome
UF (u1; u2;1; 2) = S(F (u1; 1); F (u2; 2)) (3.3)
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gde su u1; u2 dve korisnosti sa vrednostina iz [0; 1]; a 1; 2 dva stepena
verodostojnosti iz skupa S;a:
U ispitivanju funkcije korisnosti UF i analiziranju ponasanja donosioca od-
luke u odnosu na nju, klucnu ulogu imace rezlultat Teoreme 99 iz prethodne
glave gde je data karakterizacija parova (F; S) koji zadovoljavaju (CD) uslov.
Slucaj I Neka je 1 > a; 2 > a tako da je 1 + 2 = 1 + a: Sledeci
podslucaji mogu se pojaviti.
1. Ako je u1 > a; u2 > a. Onda je
UF (u1; u2;1; 2) = S(a+
(u1   a)(1   a)
1  a ; a+
(u2   a)(2   a)
1  a ):
Posto je a+ (ui a)(i a)
1 a > a za i = 1; 2 dobijamo
UF (u1; u2;1; 2) = a+
(u1   a)(1   a)
1  a +
(u2   a)(2   a)
1  a
=
u1(1   a) + u2(1  1)
1  a :
2. Ako je u2 > a  u1: Tada razlikujemo sledece:
(a) Ako je u1  k; onda je
UF (u1; u2;1; 2) = max(k; a+
(u2   a)(2   a)
1  a )
= a+
(u2   a)(2   a)
1  a :
(b) Ako je k < u1; onda je
UF (u1; u2;1; 2) = max(u1; a+
(u2   a)(2   a)
1  a )
= a+
(u2   a)(2   a)
1  a :
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3. Ako je u1 > a  u2: Kao u prethodnom slucaju imamo
UF (u1; u2;1; 2) = a+
(u1   a)(1   a)
1  a :
4. Ako je u1  a; u2  a: Tada razlikujemo sledece:
(a) Ako je u1  k; u2  k; onda je
UF (u1; u2;1; 2) = S(k; k) = max(k; k) = k:
(b) Ako je u2  k < u1; onda je
UF (u1; u2;1; 2) = S(u1; k) = max(u1; k) = u1:
(c) Ako je u1  k < u2; onda je
UF (u1; u2;1; 2) = S(k; u2) = max(u2; k) = u2:
(d) Ako je k < u1; k < u2; onda je
UF (u1; u2;1; 2) = S(u1; u2) = max(u1; u2):
Slucaj II Neka je sada 1  a, 2 = 1 (odgovarajuca analiza slucaja
kada je 2  a; 1 = 1 dobija se analogno). Sledeci podslucaji mogu se
pojaviti.
1. Neka je prvo 1  k: Tada imamo sledece mogucnosti.
(a) Ako je u1 > a; u2 > a; onda je
UF (u1; u2;1; 2) = max(k; u2) = u2:
(b) Ako je u1  a; u2  a; tada imamo:
i. Ako je u1  k; u2  k; onda je
UF (u1; u2;1; 2) = max(S1(u1; 1); k) = k:
ii. Ako je u2  k < u1; onda je
UF (u1; u2;1; 2) = max(k; k) = k:
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iii. Ako je u1  k < u2; onda je
UF (u1; u2;1; 2) = max(S1(u1; 1); u2) = u2:
iv. Ako je k < u1; k < u2; onda je
UF (u1; u2;1; 2) = max(k; u2) = u2:
(c) Ako je u1  a < u2: Tada imamo sledece mogucnosti.
i. Ako je u1  k; onda je
UF (u1; u2;1; 2) = max(S1(u1; 1); u2) = u2:
ii. Ako je u1 > k; onda je UF (u1; u2;1; 2) = max(k; u2) = u2:
(d) Ako je u2  a < u1; tada imamo:
i. Ako je u2  k; onda je UF (u1; u2;1; 2) = max(k; k) = k:
ii. Ako je u2 > k; onda je UF (u1; u2;1; 2) = max(k; u2) = u2:
2. Neka je sada 1 > k: Tada imamo sledece mogucnosti.
(a) Ako je u1 > a; u2 > a; onda je
UF (u1; u2;1; 2) = max(1; u2) = u2:
(b) Ako je u1  a; u2  a; tada imamo:
i. Ako je u1  k; u2  k; onda je
UF (u1; u2;1; 2) = max(k; k) = k:
ii. Ako je u1  k < u2; onda je
UF (u1; u2;1; 2) = max(k; u2) = u2:
iii. Ako je u2  k < u1; onda je
UF (u1; u2;1; 2) = max(T1(u1; 1); k) = T1(u1; 1):
iv. Ako je k < u1; k < u2; onda je
UF (u1; u2;1; 2) = max(T1(u1; 1); u2):
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(c) Ako je u1  a < u2; tada:
i. Ako je u1  k; onda je UF (u1; u2;1; 2) = max(k; u2) = u2:
ii. Ako je u1 > k; onda je
UF (u1; u2;1; 2) = max(T1(u1; 1); u2) = u2:
(d) Ako je u2  a < u1; tada:
i. Ako je u2  k; onda je UF (u1; u2;1; 2) = max(1; k) = 1:
ii. Ako je k < u2; onda je UF (u1; u2;1; 2) = max(1; u2):
3.8 Ponasanje donosioca odluke u odnosu na
funkciju korisnosti UF
Sada smo u mogucnosti da analiziramo ponasanje donosioca odluke u odnosu
na novouvedenu funkciju korisnosti UF koja je detaljno ispitana u prethodnoj
sekciji. Treba naglasiti da je u [23] detaljno analizirano ponasanje donosioca
odluke u odnosu na funkciju korisnosti U datu sa (3.2).
Slucaj I opisuje situaciju kada je donosilac odluke veoma nesiguran o
stanju sveta, jer su oba stepena verodostojnosti 1; 2 visoka sto znaci da
oba involvirana stanja sveta x1; x2 imaju visok stepen verodostojnosti. U
prva tri podslucaja imamo potpuno istu situaciju kao u slucaju optimisticke
hibridne funkcije korisnosti U (videti [23]). Tako je u podslucaju 1 ponasanje
donosioca odluke verovatnosno, dok u podslucaju 2 i 3 donosilac odluke se
raduje najboljem ishodu, tj. ponasanje je mogucnosno. Podsucaj 4 je od
posebnog interesa za dalje istrazivanje jer imamo cetiri mogucnosti. Pod-
slucaj 4a pokazuje da kada su nagrade manje od k u oba stanja vrednost
funkcije korisnosti UF je k: Podslucaj 4b (analogno se radi i 4c) je kada je
nagrada veca od k u stanju x1, a manja od k u drugom stanju. Tada se donosi-
lac odluke raduje najboljem ishodu (nagradi u1): U podslucaju 4d kada su
nagrade vece od k u oba stanja, ponasanje donosioca odluke je mogucnosno.
Iz prethodne analize vidimo da u najgorem podslucaju 4a kada su nagrade
u oba stanja manje od k donosilac odluke se fokusira na k: Prema tome,
funkcija korisnosti UF u podslucaju 4 je mogucnosna sa minimalnom vred-
nosti k:
Ova osobina nam otvara vrata diskusije o hibridnim funkcijama funkci-
jama korisnosti sa prethodno zadatim pragom k 2 (0; 1); koji predstavlja
absorbujuci element nulanorme F iz jednacine (3.3).
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Slucaj II opisuje situaciju kada je stanje x1 malo verovatno. Ovde, za
razliku od [23], razlikujemo dva podslucaja u zavisnosti od stepena verodos-
tojnosti 1: Iz podslucaja 1) kada je stepen verodostojnosti 1  k; moze se
videti da je vrednost funkcije korisnosti UF ili u2 ili k: Kada je verodostojna
nagrada veca od k onda se donosilac odluke raduje toj nagradi u2: Kada je
verodostojna nagrada manja od k onda se donosilac odluke fokusira na prag
k: Takode iz podslucaja 1) moze se videti da vrednost funkcije korisnosti UF
ne zavisi od stepena verodostojnosti 1  k: Stoga, moze se pretpostaviti
da je verodostojnost stanja x1 bar k: Ovaj zakljucak nam namece da isti
prag k koji se javlja u funkciji korisnosti UF imamo i kod S mere. Ovo
dalje znaci da ima smisla konstruisati S meru (videti u nastavku Primer
121) sa zadatim pragom k: Podslucaj 2) se javlja kada je stepen verodosto-
jnosti k < 1  a; tj. kada je stanje x1 verodostojnije nego u podslucaju 1).
Moze se videti da kada je u2 > a (verodostojna nagrada je dobra) imamo istu
situaciju kao u podslucaju 1) (videti podslucaj 2a, 2c). U podslucaju 2d kada
je u2 > k donosilac odluke se nada da ce stanje x1 prevagnuti ako je njegova
verodostojnost bolja od nagrade u2: Kada je u2  k; tj. kada je nagrada u2
manja od praga k pa samim tim i od 1; stanje x1 je prevagnulo. U pod-
slucaju 2b kada je u1  k; tj. kada je najmanje verodostojna nagrada manja
od k imamo istu situaciju kao u podslucaju 1). Kada je k < u1  a (pod-
slucaj 2b) donosilac odluke se raduje nagradi koja je bolja nego u podslucaju
1).
Prema tome, i u ovom slucaju imamo da je funkcija korisnosti UF mo-
gucnosna sa minimalnom vrednosti k: Isto tako iz prethodne analize ocigledan
je optimisticki stav donosioca odluke koriscenjem funkcije korisnosti UF :
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3.9 Separabilni dogadaji
U prethodnim razmatranjima videli smo da osim verovatnosnih i mogucnosnih
mesavina moguce su jedino hibridne mesavine koje ih objedinjuju preko nekog
nivoa a: Sa ovim rezultatom je i tesno povezan problem nezavisnosti dogadaja
za S mere. Poznato je da je u teoriji verovatnoce jedan od osnovnih poj-
mova nezavisnost, odnosno postojanje dogadaja A1; : : : ; An tako da za meru
verovatnoce P vazi
P (
n\
i=1
Ai) =
nY
i=1
P (Ai):
Ovakvi dogadaji se zovu nezavisni dogadaji, a verovatnosna nezavisnost se
pokazala kao koristan instrument za pojednostavljenje racuna u stohastickom
modeliranju. Koncept verovatnosne nezavisnosti je u [20] uopsten na verovat-
nosnu separabilnost koriscenjem opstijih binarnih operacija na intervalu [0; 1]
umesto mnozenja. Bulova struktura skupa dogadaja i aditivnosti mere verova-
tnoce namecu znatna ogranicenja na izbor tih operacija. Pokazalo se da su
jedini moguci kandidati za te operacije neke neprekidne t-norme. Takode,
koncept nezavisnosti je u [8, 9] proucavan i u okviru mogucnosne teorije.
Ako zelimo da teorija dekompozabilnih mera bude korisna u prakticnim
primenama za modeliranje neizvesnosti neka vrsta nezavisnosti mora biti i za
njih zahtevana. U nastavku predstavljamo rezultate iz [23, 24] gde su okarak-
terisane t-norme koje mogu biti koriscene za prosirenje pojama verovatnosne
nezavisnosti na S mere. Posto termin nezavisnosti ima precizno znacenje u
teoriji verovatnoce, u poretku S mera govorimo o separabilnosti sto vidimo
u sledecoj deniciji.
Denicija 119 ([23]) Za dva dogadaja A i B kazemo da su T separabilni
ako vazi
m(A \B) = T (m(A);m(B))
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za t-normu T:
U [23] je pokazano da mora biti zadovoljen zakon distributivnosti izmedu
t-norme T koja izrazava separabilnost i t-konorme S koja karakterise S meru.
Neka su A;B;C tri dogadaja tako da vazi B\C = ;; a parovi (A;B) i (A;C)
su sacinjeni od separabilnih dogadaja. Ako pretpostavimo da je m S mera,
jednacina
A \ (B [ C) = (A \B) [ (A \ C)
prouzrokuje jaka ogranicenja na T kada je S ksirano. Naime, tada imamo
m(A\(B[C)) = S(m(A\B);m(A\C)) = S(T (m(A);m(B)); T (m(A);m(C))):
Iz teorije verovatnoce znamo da ako su disjunktni skupovi B i C nezavisni
od A, onda je i B [ C takode nezavisna od A: Da bi poput nezavisnosti i
separabilnost ucinili atraktivnom osobinom za racun, pretpostavljamo da to
i ovde vazi, odnosno
m(A \ (B [ C)) = T (m(A);m(B [ C)):
Odavde dobijamo sledecu jednakost
T (m(A); S(m(B);m(C))) = S(T (m(A);m(B)); T (m(A);m(C))) (3.4)
Ako pretpostavimo da je u (3.4) m(B [ C) < 1; onda se jednacina (3.4)
poklapa sa (CD) uslovom. Rezultat Teoreme 93 daje moguce izbore za par
(S; T ): Na osnovu toga, za a 2 [0; 1] imamo da je S mera hibridna skupovna
funkcija m : P (X)! [0; 1] tako da za A \B = ; vazi
m(A[B) =

a+ (1  a)min(m(A) a
1 a +
m(B) a
1 a ; 1) ako je m(A);m(B) > a;
max(m(A);m(B)) inace.
Ako je S mera m takva da je m(B) +m(C) > 1 + a za neke dogadaje
B;C koji su disjunktni, onda je narusen (CD) uslov, tj. nije zadovoljena
jednacina distributivnosti (3.4). Ova cinjenica namece znatna ogranicenja
na izbor odgovarajuce S mere. Prema tome, jedine moguce S mere koje
onemogucavaju ovu situaciju, a garantuju normalizaciju i dopustaju koncept
nezavisnosti su:
85
 mere verovatnoce, a T = TP (a = 0);
 mere mogucnosti, a T je proizvoljna t-norma (a = 1);
 hibridna mera m takva da postoji a 2 (0; 1) koja za disjunktne skupove
A i B daje
m(A [B) =

m(A) +m(B)  a ako je m(A);m(B) > a;
max(m(A);m(B)) inace,
a za separabilnost
m(A \B) =
8<:
a+ (m(A) a)(m(B) a)
1 a ako je m(A);m(B) > a;
a  T (m(A)
a
; m(B)
a
ako je m(A);m(B)  a;
min(m(A);m(B)) inace,
dok se uslov normalizacije svodi naX
fxg;m(fxg)>a
m(fxg) = 1 + (card(fx;m(fxg) > ag)  1)  a: (3.5)
Primedba 120 S obzirom da na osnovu Teoreme 65 znamo da je nulanorma
na [k; 1]2 t-norma, u slucaju S mere sa zadatim pragom k mozemo umesto t-
norme T u Deniciji 119 koristiti neprekidnu nulanormu F sa absorbujucim
elementom k koja je uslovno distributivna u odnosu na t-konormu S:
U nastavku dajemo primer S mere sa zadatim pragom k koju cemo
koristiti za konstrukciju hibridne funkcije korisnosti UF sa istim pragom k:
Primer 121 Neka je za parametre iz Teoreme 99 uzeto k = 0:15; a = 0:3: Za
X = fx1; x2; x3; x4; x5g denisimo S meru m : P (X)! [0; 1] za jednoclane
skupove kao:
m1 = 0:75; m2 = 0:45; m3 = 0:4; m4 = 0:24; m5 = 0:15:
Naravno ovde smo morali vodili racuna da bude zadovoljen uslov normal-
izacije (3.5), tj. da vazi m1 +m2 +m3 = 1+ 2a = 1:6: Sada na jednostavan
nacin dobijamo vrednosti S mere za ostale skupove.
Za dvoclane skupove imamo:
86
m12 = 0:9; m13 = 0:85; m14 = m15 = 0:75; m23 = 0:55,
m24 = m25 = 0:45; m34 = m35 = 0:4; m45 = 0:24:
Za troclane skupove imamo:
m123 = 1; m124 = m125 = 0:9; m134 = m135 = 0:85; m145 = 0:75,
m234 = m235 = 0:55; m245 = 0:45; m345 = 0:4:
Za cetvoroclane skupove imamo:
m1234 = m1235 = 1; m1245 = 0:9; m1345 = 0:85; m2345 = 0:55:
Naravno m12345 = m(X) = 1; m(;) = 0:
3.10 Dekompozicija S mere u binarna stabla
Mesavine i separabilnost su medusobno tesno povezane u teoriji korisnosti.
Poznato je (videti [65]) da se svaka raspodela verovatnoce p na konacnom
skupuX moze predstaviti kao niz binarnih lutrija. Binarna lutrija je cetvorka
(A;; x; y) gde je A  X;  2 [0; 1] tako da je p(A) = ; i predstavlja
slucajan dogadaj koji daje x ako se A ostvari, a y daje inace. Pretpostavimo
da je p raspodela verovatnoce na na X tako da je pi = p(xi); xi 2 X: Ako je
X = fx1; x2; x3g onda se p moze prikazati pomocu stabla na Slici 11. Binarno
stablo se dobija na sledeci nacin. Prvo se vrsi particija skupa X u fx1g i
fx2; x3g sa verovatnocama p1 i p2 + p3; respektivno. Zatim se vrsi particija
X nfx1g u fx2g i fx3g sa verovatnocama p4 = p2p2+p3 i p5 =
p3
p2+p3
; respektivno.
Ova dva stabla na Slici 11 su ekvivaletna pod uslovom da je verovatnoca fxig
racunata mnozenjem verovatnoca na putanji od korena stabla do lista xi:
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Slika 11. Stablo verovatnoce i odgovarajuca binarna stabla
U nastavku predstavljamo generalizaciju ovog rezultata iz [23] na S 
meru. Pretpostavimo da je m S mera na X = fx1; x2; x3g tako da je mi =
m(fxig: Zelimo da dekomponujemo terarno stablo na Slici 12 u binarno stablo
tako da budu ekvivaletna. Tada imamo sledece jednacine:
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S(v1; v2) = 1; T (; v1) = m2; T (; v2) = m3;
gde je T t-norma koja izrazava separabilnost za S meru. Prvi uslov izrazava
da je (v1; v2) u mesavina skupu. Ako ove jednacine imaju jedinstvena resenja
ponavljajuci ovaj postupak, svaku raspodelu S mere mozemo dekompono-
vati u niz binarnih lutrija.
Prema tome, transformacija S mere u niz binarnih stabala dovodi do
nuznosti resavanja sledeceg sistema jednacina
T (; v1) = 1; T (; v2) = 2; S(v1; v2) = 1 (3.6)
za date 1 i 2: Poznato je (videti [23]) da postoji jedinstveno resenje (; v1; v2):
Pretpostavicemo bez umanjivanja opstosti da je 1  2: Takode pret-
postavljamo i da je t-norma T  iz Teoreme 93 jednaka sa TM : U [23] su
razmatrana sledeca cetiri slucaja.
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Slika 12. Stablo S mere i odgovarajuca binarna stabla
Slucaj I. Neka je 1; 2 > a: Onda se (3.6) svodi na
1 = a+
(  a)(v1   a)
1  a ; 2 = a+
(  a)(v2   a)
1  a ; 1 = v1 + v2   a:
Odavde se dobija jedinstveno resenje
(; v1; v2) = (1 + 2   a; a+ (1  a)(1   a)
1 + 2   2a ; a+
(1  a)(2   a)
1 + 2   2a ):
Slucaj II. Neka je 1 > a  2: Odavde na osnovu (3.6) i na osnovu
poznate cinjenice da je TM  T sledi da je   1 > a; a posto je 2  a
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zakljucujemo da 2 = T (; v2) = min(; v2) = v2: Dalje iz S(v1; v2) = 1
dobijamo da je v1 = 1; a iz T (; v1) = 1 sledi da je  = 1: Dakle trojka
(; v1; v2) = (1; 1; 2)
je jedinstveno resenje (3.6).
Slucaj III. Neka je 2 < 1  a: Prvo sto mozemo zakljuciti je da je
nemoguce da su v1 > a i v2 > a; jer bi to na osnovu (3.6) znacilo da je
 = 1 = 2 sto je kontradikcija. Ako pretpostavimo da je v1 = 1; tada
na osnovu prve jednacine u (3.6) imamo da je  = 1; a na osnovu druge
jednacine u (3.6) dobijamo da je v2 = 2: Prema tome dobijamo isto resenje
(1; 1; 2) kao u Slucaju II. Pretpostavka da je v2 = 1; daje da je  = 2;
pa na osnovu prve jednacine u (3.6) dobijamo 1 = T (2; v1)  2 sto je u
kontradikciji sa polaznom pretpostavkom.
Slucaj IV. Neka je sada 1 = 2 =   a: Ovde se mogu pojaviti dve
mogucnosti.
 Ako je jedna od vrednosti v1 ili v2 jednaka 1 dobijamo da je  = : Lako
se proverava da ako t-norma T nije TM = min vazi v1 = v2 = 1; odnosno
resenje (3.6) je (; 1; 1): Medutim ovo resenje nije jedinstveno ako je
T = min : Tada mozemo izabrati bilo koju trojku (; 1; 2) = (; 1; v2)
sa v2 2 [; 1]: Zbog simetrije prirodno je da zahtevamo v1 = v2; pa i u
ovom slucaju imamo jedinstveno jesenje.
 Druga mogucnost koja moze nastupiti je da v1 > a ; v2 > a tako da vazi
v1 + v2 = 1 + a; T (; v1) =  i T (; v2) = : Jasno je da je i u ovom
slucaju  =  (posto je v1; v2 > a i   a). Ponovo zbog simetrije
imamo pravo da zahtevamo da je v1 = v2 pa dobijamo v1 = v2 =
1+a
2
:
Sa prakticne tacke gledista prigovor protiv ovog resenja je da granica
resenja slucaja III kada se 1 priblizava 2 jeste (; v1; v2) = (; 1; 1) a
nije (; v1; v2) = (;
1+a
2
; 1+a
2
): Prema tome, mozemo zakljuciti da iako
jednacina dekompozicije (3.6) ima vise resenja u ovom simetricnom
slucaju, jedino verodostojno resenje je (; 1; 1):
Primedba 122 Prethodna prica o dekompoziciji S mere u niz bilarnih sta-
bala svakako je primenjiva i u slucaju kada imamo S meru za zadatim
pragom k.
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Na Slici 13 je predstavljena S mera iz Primera 121, a na Slici 14 odgo-
varajuca binarna stabla dobijena na osnovu njene dekompozicije. Koristeci
dekompoziciju S mere u niz binarnih stabala mozemo, na isti nacin kao
u [23], konstruisati algoritam za izracunavanje korisnosti n-arne (slozene)
lutrije primenjujuci funkciju korisnosti UF rekurzivno od dna do vrha bina-
rnog stabla sto vidimo u sledecem primeru.
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Slika 13. Stablo S mere iz Primera 121
Primer 123 Neka je m S mera iz Primera 121, F nulanorma uslovno dis-
tributivna u odnosu na t-konormu S i UF odgovarajuca funkcija korisnosti
data sa (3.3). Za sledecih pet korisnosti
u1 = 0:8; u2 = 0:1; u3 = 0:4; u4 = 0:2; u5 = 0:3
koristeci binarno stablo na Slici 14 i funkciju korisnosti UF izracunacemo
odgovarajucu korisnost, a algoritam predstavljamo na Slici 15.
Za u04 nalazimo se u slucaju II 1. (b) iv., odnosno
u04 = max(0:2; 0:15) = 0:2:
Za u03 nalazimo se u slucaju II 2. (c) ii., odnosno
u03 = max(0:4; T1(0:24; 0:2)) = 0:4:
Za u02 nalazimo se u slucaju I 2. (a), odnosno
u02 = 0:3 +
(0:4  0:3)(0:58  0:3)
1  0:3 = 0:34:
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Slika 14. Binarna stabla S mere iz Primera 121
I konacno za UF nalazimo se u slucaju I 1., odnosno
UF =
0:8(0:75  0:3) + 0:34(1  0:75)
1  0:3 = 0:64:
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Zakljucak
Predlozena disertacija je posvecena resavanju jednacina distributivnosti
gde nepoznate funkcije pripadaju nekim poznatim klasama operacija agre-
gacije i primeni dobijenih resenja u teoriji korisnosti. Dobijeni originalni
rezultati se generalno mogu podeliti u tri grupe.
Prvu grupu cine rezultati iz Glave 2 dobijeni resavanjem jednacina dis-
tributivnosti izmedu GM-operacija agregacije i oslabljenih uninormi, GM-
operacija agregacije i oslabljenih nulanormi, kao i GM-operacija agregacije i
operacija agregacije bez neutralnog i absorbujuceg elementa. Dobijeni rezul-
tati prosiruju odgovarajuce rezultate iz [6] gde su koriscene t-norme i t-
konorme umesto oslabljenih uninormi i oslabljenih nulanormi. Videli smo
da je zakon distributivnosti u kombinaciji sa GM-operacijom, jak uslov jer
znatno pojednostavljuje strukturu involviranih operacija.
Druga grupa rezultata, takode iz Glave 2, je dobijena resavanjem jednacina
uslovne (oslabljene) distributivnosi neprekidne nulanorme (ili oslabljene nu-
lanorme) u odnosu na neprekidnu t-konormu, i neprekidne nulanonorme
(ili oslabljene nulanorme) u odnosu na uninorme iz klasa Umin [ Umax: Iz
ovih rezultata videli smo da rad na ogranicenom domenu uz pretpostavku
neprekidnosti dovodi do neidempotentnih resenja, pa samim tim i do vece
mogucnosti primene, sto predstavlja napredak u odnosu na [15, 46] gde je
zakon distributivnosti vazio na celom domenu.
Treca grupa rezultata (Glava 3) je proistekla iz primene dobijenih rezul-
tata o uslovoj distributivnosti nulanorme u odnosu na t-konormu u teoriji
korisnosti. Videli smo da kada u deniciji funkcije hibridne korisnosti U iz
[23] t-normu T zamenimo sa nulanormom F; sa absorbujucim elementom
k 2 (0; 1); njena vrednost ne moze biti manja od k:
Jedan od mogucih pravaca za buduci rad je opis strukture uninormi u
opstem slucaju sto je i dalje otvoren problem. Posto su uninorme specijalne
(simetricne i asocijativne) operacije agregacije sa neutralnim elementom,
mogla bi se detaljnije istrazivati i struktura opstih operacija agregacije sa
neutralnim elementom, tj. oslabljenih uninormi. Takode, mi smo u disertaciji
razmatrali uslovnu distributivnost nulanormi, koje predstavljaju specijalne
operacije agregacije sa absorbujucim elementom, u odnosu na t-konorme i
neke klase uninormi. Sledeci moguci pravac za dalji rad je resavanje problema
uslovne distributivnosti opstih operacija agregacije sa absorbujucim elemen-
93
tom u odnosu na t-konorme, kao i implikacija dobijenih resenja na teoriju
korisnosti. Otvoren je i problem pronalazenja odgovarajuce aksiomatske za-
snovanosti za hibridnu funkciju korisnosti kao sto je to ucinjeno za klasicnu
i mogucnosnu teoriju korisnosti.
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Prilog
U cilju sto boljeg priblizavanja citaocima tehnike dokazivanja karakter-
isticne za posmatranu oblast, navodimo neke od dokaza koriscenih rezultata.
Kao sto se moze videti, izabrani dokazi su u rasponu od jednostavnijih do
kompleksnih sto uspesno ilustruje razlicite nivoe slozenosti.
Dokaz Propozicije 33 ([41])
Dokaz ove propozicije moze se izvesti na dva nacina. Jedan je direktan,
kao sto je dato u Propoziciji 5.9 i 5.10 iz [41]. Ovom prilikom pokazacemo
sledece (videti Propoziciju 5.6 iz [41]): Ako su T1 i T2 dve neprekidne Arhime-
dove t-norme. Sledeci uslovi su ekvivalentni:
(i) T1 i T2 su izomorfne.
(ii) Ili su obe t-norme T1 i T2 striktne ili su obe nilpotentne.
Ocigledno je da (i)) (ii):
Pretpostavimo sada da su T1 i T2 dve striktne ili dve nilpotentne t-norme
sa aditivnim generatorima t1 i t2; respektivno, tako da je t1(0) = t2(0):
Svakako da je ovaj uslov uvek zadovoljen kod striktnih t-normi (t1(0) =
t2(0) = 1), dok u slucaju nilpotentnih uvek je moguce naci odgovarajuce
generatore, zbog Teoreme 42, koji zadovoljavaju t1(0) = t2(0): U oba slucaja
lako se pokazuje da funkcija ' : [0; 1] ! [0; 1] denisana sa ' = t( 1)1  t2 je
izomorzam izmedu T1 i T2: Sada, kao direktna posledica sledi Propozicija
33 
Dokaz Propozicije 40 ([41])
Jasno je da (ii) ) (i): Pokazimo sada da (i) ) (ii): Neka je T t-norma
i a 2 (0; 1) tako da je T (a; x) = min(a; x) za sve x 2 [0; 1]: Svakako da je a
netrivijalni idempotentni element za t-normu T: Posmatrajmo sada rastuce
bijekcije '1 : [0; a] ! [0; 1] i '2 : [a; 1] ! [0; 1] date sa '1(x) = xa i '2(x) =
x a
1 a : Lako se pokazuje da operacije T1; T2 : [0; 1]
2 ! [0; 1] date respektivno
sa
T1(x; y) = '1(T ('
 1
1 (x); '
 1
1 (y)));
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T2(x; y) = '2(T ('
 1
2 (x); '
 1
2 (y)));
su t-norme.
Na osnovu njihove konstrukcije ordinalna suma (< 0; a; T1 >;< a; 1; T2 >)
se podudara sa datom t-normom T na skupu [0; a]2 [ [a; 1]2: Na ostatku
jedinicnog kvadrata, tj. ako je x < a < y imamo
x = min(x; a) = T (x; a)  T (x; y)  TM(x; y) = min(x; y) = x:
Prema tome, na skupu [0; 1]2 n ([0; a]2 [ [a; 1]2) t-norma T je minimum. 
Dokaz Teoreme 43 ([41])
Lako se moze pokazati da je ordinalna suma neprekidnih t-norma nepre-
kidna (videti Propoziciju 3.49 iz [41]), prema tome (ii)) (i):
Neka je sada T neprekidna t-norma. Lako se moze pokazati da je skup
idempotentnih elemenata IT neprekidne t-norme zatvoren. Ako je (xn)n2N
niz idempotentnih elemenata od T tako da je limn!1 xn = x; zbog neprekid-
nosti T imamo x = limn!1 xn = limn!1 T (xn; xn) = T (x; x); sto znaci da
je x takode idempotentan element za T: Prema tome, komplement skupa
idempotentnih elemenata je ili prazan (u tom slucaju T = TM) ili postoji na-
jvise prebrojivo beskonacan skup indeksa A i familija disjunktnih otvorenih
podintervala ((a; e))2A od [0; 1] tako da je
[0; 1] n IT =
[
2A
(a; e):
Naravno, za svako  2 A rubne tacke a i e su idempotentni elementi za
T; dok nijedan element iz intervala (a; e) nije idempotentan za T: Pret-
postavimo sada da je A 6= ; i ksirajmo proizvoljno  2 A: Dalje se pokazuje
koristeci monotonost od T da za sve (x; y) 2 [a; e]2
a = T (a; a)  T (x; y)  T (e; e) = e:
Isto tako se moze pokazati da je a absorbujuci element za T j[a;1]2 : Zbog
monotonosti i neprekidnosti T imamo fT (z; e) j z 2 [0; 1]g = [0; e]; sto
znaci da za svako x 2 [0; e] postoji z 2 [0; 1] tako da je x = T (z; e): Stoga
zbog asocijativnosti od T imamo
T (x; e) = T (T (z; e); e) = T (z; T (e; e)) = T (z; e) = x;
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sto znaci da je e neutralni element za T j[0;e]2 :
Neka je sada ' : [0; 1]! [a; e] rastuca bijekcija data sa
'(x) = a + (e   a)  x;
onda je za svako  2 A operacija T : [0; 1]2 ! [0; 1] denisana sa
T(x; y) = '
 1
 (T ('(x); '(y))
neprekidna t-norma koja poseduje jedino trivijalne idempotentne elemente,
pa je stoga i Arhimedova na osnovu Propozicije 31. Jednostavnim racunom
pokazuje se da za svako  2 A i sve (x; y) 2 [a; e]2 imamo
T (x; y) = a + (e   a)T

x  a
e   a ;
y   a
e   a

:
Ukoliko (x; y) 2 [0; 1]2 (bez umanjenja opstosti mozemo pretpostaviti da
je x  y) ne pripada ni jednom od kvadrata [a; e]2; onda postoji neki idem-
potentan element b 2 [x; y] koji je neutralni element za T j[0;b]2 i absorbujuci
element za T j[b;1]2 : Prema tome imamo
T (x; y) = T (T (x; b); y) = T (x; T (b; y)) = T (x; b) = x = min(x; y);
sto znaci da je T = (< a; e; T >)2A: 
Dokaz Teoreme 45 ([49])
(i) Jasno je da ako je GM-operacija F t-norma ili t-konorma onda je ona
i asocijativna. Pokazimo obrnuto, tj. pretpostavimo da je F asocijativna
GM-operacija. Tada imamo
F (0; 1) = F (0; F (1; 1)) = F (F (0; 1); 1) = (1  F (0; 1))F (0; 1) + F (0; 1):
Prema tome dobijamo (1 F (0; 1))F (0; 1) = 0; pa zakljucujemo da je F (0; 1) =
0 ili F (0; 1) = 1: Sada ako je F (0; 1) = 1 na osnovu prvog granicnog uslova
iz Denicije 44 dobijamo da je F (x; 0) = x za sve x 2 [0; 1] pa zakljucujemo
da je F t-konorma. Isto tako, ako je F (0; 1) = 0 na osnovu drugog granicnog
uslova iz Denicije 44 dobijamo da je F (x; 1) = x za sve x 2 [0; 1] pa za-
kljucujemo da je F t-norma.
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(ii) Ocigledno je da ako je F = min ili F = max; imamo F (0; 1) = 0 ili
F (0; 1) = 1 i F je idempotentna. Pretpostavimo sada da je F idempotentna
i da je F (0; 1) = 0: Za x  y dobijamo
x = F (x; x)  F (x; y)  F (x; 1) = x;
pa zakljucujemo da je F = min : Na slican nacin se zakljucuje da je F = max
ako je F (0; 1) = 1:
(iii) Sledi na osnovu Propozicije 15. 
Dokaz Teoreme 65 ([7])
Neka je V nulanorma sa absorbujucim elementom k: Lako se proverava
da funkcije SV i TV denisane sa
SV (x; y) =
V (kx; ky)
k
; (x; y) 2 [0; 1]2
TV (x; y) =
V (k + (1  k)x; k + (1  k)y)  k
1  k ; (x; y) 2 [0; 1]
2
su respektivno t-konorma i t-norma. Prema tome, na [0; k]2 i [k; 1]2 nu-
lanorma V je data kao u (1.10). Na ostatku jedinicnog kvadrata, tj. kada je
x < k < y; zbog monotonosti V sledi
k = V (x; k)  V (x; y)  V (k; y) = k:
Prema tome, i na skupu [0; 1]2 n ([0; k]2 [ [k; 1]2) nulanorma V je data kao u
(1.10).
Pokazimo sada obrnuto. Neka je operacija V data sa (1.10). Jedino sto
treba proveriti da bi V bila nulanorma je asocijativnost. Na [0; k]2 i [k; 1]2
asocijativnost od V sledi iz asocijativnosti S i T: Neka je sada, na primer
x; y  k  z: Imamo da je V (x; V (y; z)) = V (x; k) = k: Posto je V (x; y)  k;
takode dobijamo da je V (V (x; y); z) = k: Ostali slucaji se rade slicno. 
Dokaz Leme 72
Pokazacemo da je proizvoljna operacija agregacije F levo distributivna u
odnosu na min operciju. Slucaj distributivnosti u odnosu na max operaciju
se radi analogno. Neka su x; y; z 2 [0; 1] tako da je y  z: Zbog monotonosti
F imamo
F (x;min(y; z)) = F (x; y) = min(F (x; y); F (x; z));
tj. F je levo distributivna u odnosu na min : 
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