Inpainting, a technique originally used to restore film and photographs, is used to disocclude hair from dermascopic images of skin lesions. The technique is compared to the conventional software DullRazor, which uses linear interpolation to perform disocclusion. Comparison was performed by simulating occluding hair on a dermascopic image, applying DullRazor and inpainting and calculating the error induced. Inpainting is found to perform approximately 33% better than DullRazor's linear interpolation, and is more stable under heavy occlusion. The results are also compared to published results from two other alternatives: auto-regressive (AR) model signal extrapolation and band-limited (BL) signal interpolation.
INTRODUCTION
Malignant melanoma poses a significant risk. While the overall age-standardized mortality rate of cancer is decreasing in Canada, the mortality rate of melanoma continues to rise with a 2-3% annual increase in incidence rates over the last thirty years.
1 Prognosis for advanced melanoma remains poor, with a five-year survival rate of around 50% for lesions thicker than 3.5mm. However if melanoma is detected early (while the lesions thickness is less than 1.5mm), the ten-year survival rate is over 90%.
2 Therefore, the early diagnosis of melanoma is critical so that it can be completely excised while it is still localized. As a result, there is a considerable amount of ongoing research into the automated diagnosis of melanoma from digital dermascopic images. Nearly all published methods include a pre-processing step at the beginning of the analysis. Pre-processing is usually responsible for transforming the image into a convenient and workable form, as well as segmentation: the process by which the boundary of the skin lesion is determined. The disocclusion of hair is a vital part of pre-processing; occluding hairs can mislead the segmentation algorithm as well as any further analysis. Disocclusion can be broken into two distinct steps: 1) The pixels of the object to be disoccluded are first be identified, then 2) the underlying color of the scene is estimated for these pixels. This paper applies a method to improve upon the second stage of this process. A technique called inpainting is applied to increase the accuracy in estimating the underlying color of occlusion pixels.
Inpainting is the art of modifying an image in a way that is undetectable to the casual observer. It was originally used to restore damaged artwork, however recent automated inpainting methods have found many modern applications in areas such as restoration, disocclusion, increasing resolution, 3 filling 'holes' in 3D models 4 and wireless transmission. 5 It has largely been a manual process until Bertalmio, Sapiro et al.'s seminal paper in 2000. 6 They consulted conservators at the Minneapolis Institute of Arts in order to analyze how experts inpaint. While the experts disclaimed that there in no single correct way to inpaint, and that inpainting is largely a subjective process based on both the artwork and artist, they described the overall process shown in figure 1. Before beginning, the entire picture is analyzed to give guidance as to how specific areas should be filled. The inpainting process then involves: (1) Continuing structural elements into the gap; (2) filling the gap with the colour of the boundary; and (3) Adding texture. Section 2 reviews previous work in dermascopic hair disocclusion as well as inpainting. Section 3 describes how the inpainting technique is compared to DullRazor;
7 the seminal work in dermascopic hair disocclusion. Section 4 reports qualitative and quantitative results of the comparison and section 5 concludes with discussion and comparison to other published methods.
PREVIOUS WORK

Dermacopic Hair Disocclusion
The seminal work in dermascopic hair disocclusion is Lee et al.'s freely available program DullRazor.
7 DullRazor first identifies dark occluding hair by means of a grayscale morphological closing operation applied separately to each of the colour channels. 8 Next, for each hair pixel, the two closest non-hair pixels in the direction perpendicular to the of the hair are determined and linear interpolation is used to estimate the underlying skin color across the width of the hair. While generally quite effective, there are some instances in which DullRazor performs poorly at estimating the replacement colour. Figure 2 illustrates one such instance: when a gradient occurs in the image that is at an angle to the direction of the hair. Additionally, there is no means to ensure smoothness among the pixels being replaced. This can cause artefacts in the resulting image, which may affect the segmentation process. Also, the linear interpolation technique is inherently one dimensional and therefore a reasonable direction in which to interpolate must be determined. This becomes more problematic as the amount of occluding hair increases, as illustrated in Figure 3 .
She et al. propose two alternate methods to estimate the underlying color of hair pixels.
9 Their first method is an auto-regressive (AR) model signal extrapolation technique. This stochastic process uses the N previous outputs to recursively generate the current output. Their paper describes a 1-dimensional formulation of this model. They use either side of the hair as initialization points and extrapolate across the width of the hair in a similar fashion to DullRazor. As a result, this method suffers from the same problem as DullRazor: it is a one-dimensional technique being applied to a two-dimensional image and thus a reasonable extrapolation direction must be determined. Their second method is a band-limited (BL) signal interpolation technique. This method takes the Fourier transform of the image, sets the response outside of a defined region to zero, takes the inverse Fourier transform and updates the pixels within the masked region accordingly. This process iterates until convergence.
Inpainting
There now exists many inpainting algorithms for many different tasks. The original algorithm 6 inpainted structure only, resulting in filled regions lacking texture (such as in figure 1c ) however more recent work includes algorithms to inpaint texture, 10 video 3 and to decompose an image into a structural component (which can be inpainted) and textural component (which can treated with texture synthesis techniques 11 ). The choice of the most appropriate algorithm is a critical decision. While the texture inpainting algorithms tend to yield more perceptually pleasing results, this comes at the expense of making larger assumptions about the underlying data. Since accuracy in segmentation and analysis is our motivation and not perceptual consistency, such large assumptions will surely induce more bias into these downstream processes. Therefore the original inpainting algorithm 6 that inpaints structure only, was chosen.
The key observation common to all algorithmic inpainting techniques is that preservation of structural elements is crucial.
6 This is illustrated in figure 4 . Let I represent the image in question, and Ω be a region of the image to be inpainted (no assumptions as to the topology of Ω is made). Let δΩ represent the boundary between the region Ω, and the rest of the image I. We now must propagate 'information' from the image I into the region Ω. The 'information' we choose to propagate is unimportant at this point; it could be colour, texture, smoothness, etc. What is important is to decide how to propagate this information. For a given pixel p on the boundary δΩ, instead of propagating information in the direction of the boundary normal (n p ) as linear interpolation (and therefore DullRazor) does, the novelty provided by inpainting algorithms is that information is propagated in the direction of structure. The structural importance of an area is determined by the magnitude of the gradient. Since the gradient defines the direction of the greatest rate of change, the direction of propagation is chosen to be perpendicular to the gradient (∇I ⊥ p ). The original inpainting algorithm uses 'smoothness' as the information to propagate into the region. 6 The Laplacian is used as the measure of smoothness, which is defined for a given pixel p as:
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METHODS
This section describes how the inpainting technique described in section 2.2 was compared to DullRazor. A dermascopic image of a benign nevus was selected. A certain number of simulated hairs were superimposed onto the lesion, and then removed using both DullRazor, and inpainting. Error was calculated by measuring the absolute difference between the resulting images and the original. This process was repeated several times, each time changing the number of simulated hairs to be generated. Section 3.1 describes the creation of the simulated hairs, section 3.2 describes how error is calculated and section 3.3 details the inpainting parameters used.
Simulating Hair
Simulated hairs were created by first generating a hair mask. A hair is generated by randomly selecting two points (x 1 , y 1 ) and (x 2 , y 2 ) in the image. Pixels that intersect this line segment are added to the hair mask. This is repeated n times. The resulting hair mask is then morphologically dilated with circle with a radius of 2. Once the hair mask has been created, pixels within the mask are set to black (RGB value of (0, 0, 0)). These images are then passed to the DullRazor and inpainting algorithms.
Additionally, tests were performed as She et al. describe.
9 They describe three tests each involving a single hair 3 pixels wide and 100 pixels long. Each tests uses a different hair orientation: horizontal, vertical or diagonal.
Calculating Error
Error is calculated by computing the sum of the absolute difference between the original and resulting images across all color channels. Let I o and I r represent an original and resulting image respectively. Let I(x, y, c) represent the value of the image at location (x, y) in the c th color channel. Total error (T E) is then:
and per-pixel error (PPE) is the total error divided by the number of pixels in the hair mask.
Error is also calculated as in She et al.'s paper, 9 by computing the mean and standard deviation of the pixel error. Since they do not take the absolute value of the error, negative errors and therefore negative means are possible. A negative mean implies that the disocclusion algorithm tends to underestimate the underlying intensity of the skin. Similarly, a positive mean implies a tendency to overestimate. Additionally the standard deviation represents how consistent the algorithm is at performing estimations. 
Inpainting Parameters
The inpainting algorithm was implemented in Matlab. Peter Kovesi's anisotropic diffusion implementation was used. 12 Certain parameters needed to be chosen for the inpainting algorithm. The number of iterations was set to 4000, A (the number of inpainting steps) was set to 100 and B (the number of steps of anisotropic diffusion) was set to 2. Parameters for anisotropic diffusion was set as follows: κ (conduction coefficient) was set to 50, and λ was set to 0.25. It is worth noting that very little time was spent tuning these inpainting parameters. It is very likely that the performance of inpainting would improve with further tuning.
RESULTS
Several trials were conducted, as described in section 3.1, each with varying amounts of simulated hair. Figure  5 illustrates the qualitative results of several trials. Error was calculated as described in section 3.2 and the results are summarized in table 1. Inpainting performs on average 32.7% better than the linear interpolation of DullRazor.
Single-hair tests described in section 3.1 designed to mimic she et al.'s testing procedure 9 were also performed. Our results, along with she et al.'s published results are summarized in table 2.
Additionally, real-world qualitative tests were performed by applying DullRazor and the inpainting algorithm to the heavily occluded images in figure 3 , and the results are shown in figure 6.
CONCLUSIONS AND DISCUSSION
From table 1, it can be seen that inpainting outperforms DullRazor. On average, inpainting performs 32.7% than DullRazor. It is also more stable under heavy occlusion, which can been seen in figure 5 (Note the artefacts in figure 5s ). Much insight can also be gained by examining the qualitative results in figure 6. While it is unclear which results are more perceptually pleasing, the inpainting results don't contain the strong gradients found those of DullRazor. It is likely that this will aid in obtaining accurate segmentations. Also, it is interesting to compare the real world results in figure 6 to that of the synthetic results in figure 5 . It appears that both DullRazor and Inpainting perform much better under synthetic conditions. Recall that hair disocclusion consists of two distinct steps: 1) Identifying 'hair pixels', and 2) estimating the underlying color of these 'hair pixels'. All the methods discussed in this paper (linear interpolation, inpainting, She et al.'s techniques) are all techniques to deal with the latter half of the hair disocclusion problem. While inpainting seems to be a viable approach to this part of the problem, it is clear from the staggering differences between figures 6 and 5 that accurately identifying 'hair pixels' (and possibly accounting for the penumbra effect) is currently the 'weak point' in the dermascopic hair disocclusion process.
