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Available online 19 December 2014AbstractThe S&P/OIC COMCEC 50 Sharia index is a joint index created by the organization of the Islamic conference (OIC) member states' stock
exchanges forum and S&P indices. It is a Sharia-compliant benchmark of the 50 leading companies from OIC-members.
In Islamic finance, the portfolio manager (mudharib) is committed to use advanced models and reliable tools, according to the safety-first rule
of investing (hifdh almal) Sharia rule. We suggest, based on the empirical properties of the daily data, three approaches for catching the fat tails
of the S&P/OIC COMCEC 50, using a two-step process: (1) the time-series model, to explain the clustering of volatility and (2) the heavy-tailed
model for the filtered residuals.
We show how the use of the stable distributions achieves a great amelioration of the modelling of the S&P/OIC COMCEC 50, considering the
different statistical tests and in terms of the assessment of the value of tail risk.
Copyright © 2014, Borsa _Istanbul Anonim S¸irketi. Production and hosting by Elsevier B.V. All rights reserved.
JEL classification: C 13; C 22; C 51; G 10; G 20
Keywords: Islamic stock index; Tail risk; Stable and tempered stable distributions1. Introduction
Equity markets play an important role in Islamic Finance
(IF ), as conventional bonds are forbidden by Sharia and many
applications of Islamic bonds -Sukuks-are still the subject of
criticism in the IF industry (Usmani, 2007). In view of the
instability in the global financial markets, the IF portfolio
manager should assure the adequacy of the mathematical and
statistical tools employed to model and control portfolio risk.
This task became more complicated because of the increase in
risk, as measured via market volatility.
From Sharia perspective, the use of the advanced models
and reliable tools may be qualified as a duty (wajib) for the* Corresponding author. Tel.: þ49 721 608 42042; fax: þ49 721 608 43811.
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2214-8450/Copyright © 2014, Borsa _Istanbul Anonim S¸irketi. Production and hosportfolio manager (mudharib) committed according to honesty
(Amanah) rule to do his best for wealth protection and
development, thus fulfilling the (hifdh almal) wealth protec-
tion Sharia principle. In particular, Sharia stipulates the
avoidance of excessive risk and pure risk trading that threaten
the stability of the financial and economic system. From an
Islamic perspective, risk taking is only legitimate when it is
necessary for value creation; otherwise, it represents a form of
gambling (Holton, 2004; Knight, 1921).
A risk model consists generally of two parts: (1) the portfolio
loss distribution is described by means of the probabilistic
models and (2) risk is quantified bymeans of a risk measure that
associates a real number to the portfolio loss distribution
(Rachev, Racheva-Iotova, Mitov, & Mullhaupt, 2011). The
challenge facing the Islamic quantitative analysts is to analyti-
cally distinguish Sharia legitimate risk taking from gambling.
Al-Suwailem appeals to use the statistical median as an
alternative to expected utility based on the statistical mean,ting by Elsevier B.V. All rights reserved.
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According to Al-Suwailem, the statistical median is consistent
with Islamic concept of Gharar, as it excludes low probability
events and is immune to outliers (Al-Suwailem, 2006). Out-
liers can also indicate high distribution kurtosis. The stable
distributions allow considering both skewness and kurtosis
present in the financial data and help realize a more appro-
priate estimation of the true value of the tail risk, as claimed
by the (hifdh al mal) Sharia rule.
In fact, many studies discuss the weaknesses of the normal
assumption used in traditional theories. Since the 1960s, a
considerable number of empirical studies have shown that the
normal assumption of the return distributions should be rejected
(Mandelbrot, 1963). The findings suggest that return distribu-
tions show heavy-tails and non-zero skewness, hence exhibiting
leptokurtosis and asymmetry respectively (Fama, 1963).
The early works of Mandelbrot (1963) and Fama (1965)
support the use of the stable distributions in spite of the
normal distribution to model the financial data, incorporating
excess kurtosis, fat tails and skewness. Recent works support
also the employment of the stable and tempered stable dis-
tributions instead of the normal assumption to model the
financial data (Kim, Rachev, Bianchi, Mitov, & Fabozzi, 2011;
Rachev & Mittnik, 2000).
After the crisis of 2008, therewas awide scientific agreement
that financial assets are heavy-tailed and that extreme events
must be taken into consideration in risk management processes.
This holds true for the Islamic assets, which show empirical
evidence of asymmetry, heavy-tailedness and volatility clus-
tering (Bekri & Kim, 2014; Bekri, Kim, & Rachev, 2014). The
empirical evidence of the analysed Islamic stocks exhibits
asymmetry, heavy-tail and volatility clustering (Bekri & Kim,
2014). Similar findings are pointed out by Kim et al. (2011)
for the conventional index Standard and Poor 500 (SPX) and
by Bekri et al. (2014) for two important Islamic indices: (1) the
Dow Jones Islamic Market Index (DJIMI) and (2) the Standard
and Poor Sharia index (SHX). The normality violation is true for
both Islamic and non-Islamic indices. Similar findings are also
mentioned by Saiti, Bacha, and Borsa (2014) for both indices.
It is primordial to recognize that asset returns have a higher
probability of extreme events, but it is also important to
consider measures of the asymmetry of the probability dis-
tribution (such as skewness), the shape of the distribution
(kurtosis) and volatility clustering are present in the data
patterns, otherwise a risk measure like the value-at-risk will be
useless as the levels of risk and the probability of extreme
price movements will be not precisely estimated (Fama, 1963;
Mandelbrot, 1963; Rachev & Mittnik, 2000). As this study
shows, this also holds true for the S&P/OIC COMCEC 50:
therefore, we suggest the use of the VaR, with the Garch and
the stable or the tempered stable innovations instead of the
normality assumption, so that the asymmetries and fat tails
present in the return distribution are taken into consideration
(Rachev & Mittnik. 2000; Samorodnitsky & Taqqu, 1994;
Stoyanov & Racheva-Iotova, 2004 a, b). The definition of
VaR with the significance level εis given by:
VaRε ðXÞ ¼ infxfx2<j PðX  xÞ> εg. Where εis thesignificance level of VaR
ε
(X ). Considering the Garch model,
we can define the VaR for the information until time t with
significance level εas: VaRε ðXÞ ¼ infx fx2<jPt
ðytþ1  xÞ> εg, where Pt(A)is the conditional probability of a
give ninformation until time. t
The wide used alternative to the Garch models, discussed
later in details, is the exponentially weighted moving average
(Ewma) model, of J.P. Morgan Risk Metrics (J.P. Morgan/
Reuters, 1996), with an exponential or logarithmic decay of
the observation weights when calculating the volatility based on
a pre-defined decay parameter fixed to 0.94 (Zumbach, 2006).
The daily volatility formula of the Ewma model is given by:
s2t ¼ ls2t1þ ð1 lÞy2t1 with l¼ 0:94
As the equation shows: the relative importance of the ob-
servations in the past is forced to be the same for all risk drivers
and across time. This universal parameter makes these models
simpler but also less accurate: the model is less accurate and
only works ‘on average’ in a universe of risk drivers.
According to Brown (2008): ‘… VaR is only as good as its
backtest. When someone shows me a VaR number, I don't ask
how it is computed, I ask to see the backtest.’, whereas Jorion
(2001) indicates that the backtesting tests can be considered as
‘reality checks’ but also that ‘VaR measures the expected loss
only under normal market conditions’ (Jorion, 2001). Cotter
and Zhong (2007) also point out that: ‘ … In all of the
backtesting methods examined, the choice of the distribution
specification is a more important factor in determining the
evaluation performance than the choice of the volatility
specification.’ Campbell (2005) wrote: ‘ … Very few papers
focus on backtesting procedures and those that do concentrate
on examining the adequacy of VaR measures.’ These quota-
tions show how primordial the VaR backtesting is to overcome
the different limitations of the use of the VaR. The back-tests
allow finally to test the inference of future risk from the past
data, especially in stressed scenarios. Considered is Rt, the
portfolios' (or the index) return and VaRt( p), the corresponding
VaR with the coverage rate p. We have then:
Pr1(Rt <  VaRt( p)) ¼ pwith VaRreported as a positive
number. The hit sequence of VaRt violations returns 1 if the
loss in one day exceeds the VaR value estimated the day
before and 0 otherwise. The hit sequence indicates the con-
ditional frequency of the past violations, but discards the in-
formation about the magnitude of these violations.
We apply to the VaR results, the following Christoffersen
backtests: (1) the Christoffersen unconditional coverage test, (2)
the Christoffersen independence test and (3) the Christoffersen
conditional coverage test. For the Christoffersen unconditional
coverage test, Christoffersen (1998) tested the null hypothesis:
It~i.i.d. Bernouilli (p)against the alternative: It~i.i.d. Bernouilli
(p). Known as the test of correct unconditional coverageCLRuc:
H0,uc:p ¼ p. The likelihood function for a sample of ni.i.d. ob-
servations from a Bernoulli variable,It, with known probability
pis written as:LðI; pÞ ¼ pnlð1 pÞnn1 .Where n1is the number
of ones in the sample. The likelihood function to be estimated for
an i.i.d. Bernoulli with an unknown probability parameter,p1, is
given by:
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The ML estimate of p1can be written as: bp1 ¼ n1n . We can
thus write a likelihood ratio test of unconditional coverage as:
CLRuc ¼2ðln LðI; bp1Þ  ln LðI;pÞÞ
The Christoffersen independence test assumes implicitly,
that the hits are independent. The independence hypothesis is
explicitly tested to the alternative that the hit sequence follows
a first order Markov sequence, so that the switching proba-
bility matrix is given by:
P1 ¼

1p01 p01
1p11 p11

With: pijis the probability of ion day tand j on the next day
t þ 1. The ind test of independence is given by:
H0,ind:p01 ¼ p11. For the independence test, the likelihood
under the alternative hypothesis is:
LðI; p01; p11Þ ¼ ð1 p01Þn0n01pn0101 ð1p11Þn1n11pn1111
Where nijdenotes the number of observations with a j
following an i. The ML estimates are:
bp01 ¼ n01
n0
bp11 ¼ n11
n1
and the independence test statistic is:
CLRind ¼ 2ðln LðI; bp01; bp11Þ  ln LðI; bp1ÞÞFor the
Christoffersen conditional coverage test. Both tests men-
tionned above are combined in a test of conditional coverage
CLRcc: H0,cc:p01 ¼ p11 ¼ p. The Markov alternative is utilized
to test whether the selected risk model is appropriate.
Detecting clustered violations means repeated severe capital
losses and a misspecified risk model. The test of conditional
coverage is given by:
CLRcc ¼ 2ðlnLðI; bp01; bp11Þ  lnLðI; pÞÞ All three tests
are carried out with a condition on the first observation. The
three tests are asymptotically distributed as c2with degree of
freedom (dof) equals 1 for CLRuc and CLRindtests and 2 for the
CLRcctest. Once the sample at hand has n11 ¼ 0, which is
common in small samples with small coverage rates, the first-
order Markov likelihood is given by:
LðI;p01; p11Þ ¼ ð1p01Þn0n01 pn0101
and carries out the tests as above.
The second suggested backtesting test is the density forecast
backtestingmethod: Berkowitz (2001) suggests transforming an
i.i.d uniform bUtto an i.i.d standard normal variable, bZ tusing the
inverse cumulative distribution function, f1 given by:
bZ t ¼ f1 bUt¼ f1
0
@ Zyt
∞
bf tðuÞdu
1
A¼ f1 bFtðytÞ
The Berkowitz transformation converts a uniform series
into a standard normal series. Consequently, the risk modeladequacy can be examined by means of tests on standard
normality. The sequence zt ¼ f1ð bFðytÞÞgenerated for a
given model, should be independent across observations and
standard normally distributed. The null hypothesis is then
tested against a first-order autoregressive alternative with
mean and variance different from (0,1). We obtain:
zt  m ¼ r(zt1m) þ et. So that the null hypothesis is that
m ¼ 0, r ¼ 0 and var(εt) ¼ 1. The likelihood as a function of
the unknown parameters of the model only, is given by
L(m,s2,r), where s2is the variance of εt. The Berkowitz test
framework allows: (1) analysing the independence (BLRind)
and (2) examining the accuracy of the forecasts of the tail
distribution (BLRtail) (Berkowitz, 2001; Rosenblatt, 1952).
The likelihood-ratio test of independence is given by:
LRind ¼ 2ðLðbm; bs2; 0Þ  Lðbm; bs2; brÞÞ. The hats denote esti-
mated values. Under the null hypothesis, the test statistic is
c2(1)distributed with one degree of freedom. In order to test
the null hypothesis that the observations are independent and
the mean and variance equal to (0,1). The combined statistic to
test these hypotheses jointly is defined by:
LR ¼ 2ðLð0; 1; 0Þ  Lðbm; bs2; brÞÞ. Under the null hypothe-
sis, the test statistic is c2(3)distributed. The LR test explicitly
accounts for the mean, variance and autocorrelation of the
transformed data. The test is then more advantageous than
other more general alternatives (Berkowitz, 2001). The null
hypothesis of an LR test needs that m ¼ 0, s2 ¼ 1. The
restricted likelihood L(0,1)is therefore evaluated and
compared to an unrestricted likelihood, Lðbm; bs2Þso that:
LRtail ¼ 2ðLð0; 1Þ  Lðbm; bs2ÞÞ. The test statistic is c2(2)
distributed: the mean and variance of the violations of the
formed LR test equal those implied by the model. Further-
more, once the losses relative to the forecast are excessively
small or too large, the LRtailstatistic will be asymptotically
rejected.
This paper also studies the properties of the components of
the S&P/OIC COMCEC 50 Sharia index and compares the
heavy-tailed methodologies, which include the Student's t
model, the a-stable and the standard central tempered stable
distributions. These three models are currently providing the
cornerstones for a range of applications commercialized by the
leading risk management service providers. The final purpose
of this study is to show the necessity to integrate modern risk
methods and analytic techniques into the S&P/OIC COMCEC
50 risk platforms. In particular we show that the portfolio
managers should consider the stylized facts of the very heavy
tailed components of the S&P/OIC COMCEC 50 index and
reject the normal assumption: the employment of the Garch
model allows cleaning the volatility clustering effect, then,
fitting the residuals, using the non-normal stable models, al-
lows a better estimation of the fat tails of the S&P/OIC
COMCEC 50 assets. The risk managers should also use the
non-normal stable Garch value at risk models for an accurate
calculation of the VaR numbers.
The remainder of this paper is organized as follows: after
introducing the paper, the S&P/OIC COMCEC 50 Sharia
index is presented in Section 2. In Section 3, we discuss the
models reliability. In Section 4, we study the assets of the
Fig. 1. Illustration of a-stable densities for varying a's, with b ¼ 0, s ¼ 1,
m ¼ 0.
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parameters in Section 5, then, in Section 6, we discuss the
applications of heavy-tail distributions. We compare the
models in Section 7 and we backtest the Value at risk models
in Section 8. Finally, the conclusions are summarized in
Section 9.
2. The S&P/OIC COMCEC 50 Sharia index
The S&P/OIC COMCEC 50 Sharia index is a joint index
created by the organization of the Islamic conference (OIC)
member states' stock exchanges forum and S&P indices. It
starts on the 22. Juin. 2012. The index is a Sharia-compliant
benchmark measuring the performance of 50 leading com-
panies from OIC-member states with a minimum of US$ 1
million 3-month average daily value traded. The largest 50
stocks by float-adjusted market cap are subject to the
following criteria: (1) 1 stock from each country must be
included and (2) a maximum of 8 stocks from each country
should be involved, with a capped market capitalization of 5%
for a single stock and 20% for each country (S&P/OIC
COMCEC 50 SHARIAH, 2014).
The country constituents selection is as follows: Bahrain
(0.1%), Bangladesh (0.2%), Ivory coast (0.4%), Egypt (0.7%),
Indonesia (20.1%), Jordan (0.1%), Kazakhstan (3.0%), Kuwait
(9.8%), Lebanon (1.1%), Malaysia (20.3%), Morocco (1.5%),
Nigeria (0.9%), Oman (0.6%), Pakistan (1.0%), Qatar (7.6%),
Saudi Arabia (20.4%), Tunisia (0.0%), Turkey (11.8%) U.A.E
(0.3%), whereas the sector composition is as follows: Telecom
(32%), utilities (5%), cons staples (12%), energy (3%), fi-
nancials (16%), health care (1%), industrials (13%), materials
(18%). For index maintenance purposes: the index is quarterly
rebalanced for adds/drops, share changes and weight capping,
whereas the Sharia-compliance changes are implemented
monthly. The list of the stock included in this study is given in
the appendix.
3. Models reliability
The essence of time series models is to capture aspects of
phenomena that are constant over time and aspects that are
random in one model. Such type of models provides a reliable
forecast of the phenomena, while at the same time describing
the risk associated with this forecast. To build realiable
models, the distribution assumption chosen to describe both
heavy-tails and asymmetry should be appropriate (Rachev,
Racheva-Iotova, & Stoyanov, 2010).
Student's t, stable and tempered stable distributions are
classes of models, which include the normal distribution as a
limiting case. If the data is normally distributed, the fitted
distribution would be close to the normal. These models are,
then, more an extension to the normal framework than an
alternative to it (Mandelbrot, 1963). We study the Student's t
distribution as it is the widely used alternative to the normal
distribution to model asset returns in the financial industry.
Whereas, the Student's t densities are symmetric and have a
single peak, similar to the normal assumption, they are lesspeaked around the centre and have heavier tails: some prop-
erties, which may make the Student's t acceptable, for asset
returns modelling, but in fact, the real reason behind the wide
spread use of the Student's t distribuion is the wide availability
of its numerical methods and the ease to implement it (Rachev,
Mittnik, Fabozzi, Focardi, Jasic, 2007; Rachev, Stoyanov, &
Fabozzi, 2007). In addition, the stable and tempered stable
distributions look at the respective left and right tails and allow
accounting for skewness (Figs. 1e4). An advantage compared
to the normal and Student's t distributions models. Modelling
asymmetry permits, inter alia, to capture the difference be-
tween the upside and the downside potential by calculating
both expected tail loss and expected tail return.
4. S&P/OIC COMCEC 50 assets
We model the assets returns using 4 arts of distributions:
the normal distribution, the Student's t distribution, the stan-
dard tempered stable distribution and the a-stable distribution
(see Appendix). The values of the returns of the S&P/OIC
COMCEC 50 stocks -reported in Table 1 e show that the
returns exhibit heavy-tails, as the kurtosis is higher than 3,
which is the value of kurosis in the case of the normal dis-
tribution. They also show that the returns are asymmetric to
the right but also to the left, as the skewness is non-zero.
Tables 2 and 3, respectively, show that the values of the
filtered residuals and the stable parameters of the residuals of
the Garch model fitted of the S&P/OIC COMCEC 50 stocks
exhibit heavy-tails: (1) the stability parameter a is less than 2,
which is the value of a in the case of normality hypothesis, and
(2) the kurtosis is higher than 3. They also show that the
filtered residuals are asymmetric, as both the skewness
parameter g and the stable parameter b are non-zero.
The degree of tail thickness varies across assets: the
empirical study includes the stocks in the S&P/OIC COMCEC
50 universe during the period from June 04, 2010 to December
Fig. 2. Illustration of a-stable densities for varying a's, with a ¼ 1.25, s ¼ 0.5,
m ¼ 0.
Fig. 4. Illustration of standard normal and Student's t (with dof ¼ 30) densities.
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clustering effect. The residuals are then fitted to the Student‘s t
model. Fig. 5 illustrates that tail behaviour can be quite diverse
from very fat-tailed, with a dof parameter below 5 to less fat-
tailed. The study found that 70% of the S&P/OIC COMCEC
50 stocks are very fat-tailed, with a dof below 4 and just 4%
have a dof above 7. This shows that, the use of the normal
distribution to model the S&P/OIC COMCEC 50 stocks is
inappropriate and leads to a considerable loss of the tail risk
information. The use of an adequate distribution with fat tails,
ensures a convenient identification of the portfolio assests,
which contributes to tail risk and hence helps an appropriate
diversification of the portfolio.
Not only does tail behaviour vary across assets, it also
varies through time. In relatively calm periods, asset returnsFig. 3. Illustration of Student's t densities for varying degree of freedom's. The
degrees of freedom (dof) parameter of the Student's t distribution governs the
potential for extreme events: The lower the value of dof is, the heavier the tails
(reflecting higher probability of extreme events) of the distribution are and vis-
versa (Figs. 3 and 4).are almost normal, while in turbulent periods, the tails become
fatter. Fig. 6 illustrates this behaviour in the S&P/OIC
COMCEC 50 index returns from 16 January 2009 to 20
December 2013. The top and middle plots show the value and
return of the S&P/OIC COMCEC 50, respectively. The bottom
plot exhibits the fitted dof parameter of the residuals of a
Garch model fitted on a 500-day rolling window. Clearly, the
tail behaviour changes through time. It is crucial for an
appropraite model, therefore, to take into account the differ-
ences in tail behaviour across assets and through time and to
be able to reflect them in the marginal and aggregate risk
statistics.
5. Model parameters estimation
The Generalized autoregressive conditional hetero-
scedasticity (Garch) model is commonly employed in
modelling financial time series that exhibit time-varying
volatility clustering (Bollerslev, 1986). The Garch (1, 1) is
given by:
yt ¼ cþ stεt
s2t ¼ a0þ a1s2t1ε2t1 þ b1s2t1
Where yt ¼ Ln return tþ1return t , ε0 ¼ 0 and εt a sequence of inde-
pendent and identically distributed (i.i.d) real random vari-
ables (εt2ℝ, with E(εt) ¼ 0, Var (εt) ¼ 1and Cov(εs,εt) ¼ 0for
all s; t2ℤðset of integersÞ; sst a0 > 0 a1s0 and b1s0 are
real, non-negativ parameters. st is a time-dependent standard
deviation, so that εtstdenotes the error terms (return residuals,
with respect to a mean process).
The Garch (1,1) models the conditional variance stof yt,
which depends on its own past. Process εtis stationary if
a1 þ b1 < 1; In that case the unconditional variance is given
by a0/(1a1b1).The sum a1 þ b1measures the persistence in
volatility and is very close to unity, as is typical for financial
return data. The high persistence implies that average variance
Table 1
Mean, standard deviation, skewness and kurtosis of the returns of the COM-
CEC stocks.
Statistical moments
Mean std Skewness Kurtosis Minimum Maximum
ADRO 0.0002 0.0357 1.4576 26.808 0.2202 0.4536
ADWYA 0.0003 0.0165 0.4134 6.414 0.0721 0.0935
AGLTY 0.0007 0.0298 0.2199 26.741 0.4012 0.4149
ALINMA 0.0003 0.0213 7.8419 176.209 0.1061 0.4700
ASYAB 0.0000 0.0316 0.3416 7.868 0.2340 0.1765
AXIATA 0.0001 0.0185 0.1167 9.823 0.1285 0.1125
BIMAS 0.0012 0.0286 0.3961 11.986 0.1792 0.2471
BOUBYAN 0.0002 0.0227 0.2285 5.759 0.0940 0.1035
DIB 0.0008 0.0267 0.7749 23.171 0.2559 0.2964
DIGI 0.0007 0.0246 1.0348 21.894 0.1724 0.2662
JOPH 0.0002 0.0420 0.9392 349.414 0.1100 0.1158
KAZ 0.0005 0.0418 0.0745 9.916 0.3272 0.2786
KFIN 0.0004 0.0201 0.1562 25.186 0.2604 0.2359
KLBF 0.0006 0.0432 0.0887 29.705 0.6779 0.4090
KLK 0.0004 0.0220 0.5685 24.261 0.2093 0.3164
MARK 0.0006 0.0224 7.1321 171.391 0.1036 0.5308
MAXIS 0.0004 0.0088 0.7199 9.267 0.0329 0.0728
NESTLE 0.0011 0.0249 0.0567 5.530 0.1144 0.1448
OGDC 0.0004 0.0201 0.0050 4.710 0.0819 0.0883
OTEL 0.0002 0.0159 0.1445 14.929 0.0977 0.1386
SMGR 0.0005 0.0361 0.3077 24.886 0.4537 0.4778
SNTS 0.0007 0.0165 0.1720 17.418 0.1805 0.1471
SOLA 0.0000 0.0219 0.1485 10.734 0.1624 0.1469
STC 0.0001 0.0189 0.2654 10.364 0.1085 0.0953
TCELL 0.0001 0.0345 0.1504 9.232 0.2675 0.2530
TLKM 0.0001 0.0338 0.0614 19.539 0.4263 0.3470
TTKOM 0.0001 0.0243 0.4256 7.591 0.1724 0.1190
UNTR 0.0006 0.0486 0.3131 32.142 0.6153 0.6620
UNVR 0.0008 0.0333 0.1116 43.150 0.4239 0.4170
ZAIN 0.0005 0.0223 0.2948 12.193 0.2113 0.2048
EEC 0.0003 0.0241 0.2438 8.403 0.1128 0.1032
ENKAI 0.0006 0.0278 0.0851 6.999 0.1607 0.1902
ENRC 0.0007 0.0429 0.0545 9.871 0.2949 0.2686
ETEL 0.0001 0.0249 2.6426 48.194 0.1402 0.4191
GFH 0.0017 0.0401 1.6249 19.622 0.4220 0.2401
GRAM 0.0009 0.0405 11.2281 248.183 0.1857 0.8947
IAM 0.0000 0.0138 0.5565 9.497 0.1141 0.0603
INTP 0.0000 0.0360 0.1259 20.474 0.4853 0.3300
IOI 0.0006 0.0279 0.4242 18.325 0.2877 0.3905
IQCD 0.0004 0.0223 0.0934 7.866 0.1493 0.1255
PCHEM 0.0003 0.0135 0.2136 5.650 0.0593 0.0553
PGAS 0.0009 0.0317 0.0920 11.324 0.2665 0.1925
PTG 0.0002 0.0202 0.0804 54.8994 0.3171 0.2720
QIBK 0.0008 0.0227 0.1965 16.111 0.2154 0.2487
RJHI 0.0004 0.0187 0.1254 11.550 0.1054 0.0960
SABIC 0.0004 0.0224 1.0696 20.717 0.3300 0.0955
SAFCO 0.0007 0.0235 0.1304 20.797 0.2974 0.2909
SAVOLA 0.0000 0.0223 0.1841 15.7693 0.2357 0.2373
SECO 0.0000 0.0267 8.5633 275.87 0.8393 0.1884
SIME 0.0000 0.0153 1.3366 19.235 0.1672 0.0690
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OIC COMCEC 50, as Table 4 shows, which means that the
Garch (1,1) is a convenient choice to model the clustering
effect. An alternative to the Garch is: the Integrated Garch
(IGarch), which is a restricted version of the Garch model,
which has additional leverage terms to capture asymmetry in
volatility clustering and where the persistent parameters sumup to one, and therefore there is a unit root in the Garch model
(Rachev, Mittnik et al.,2007, Rachev, Stoyanov et al., 2007).
The condition for this is a1 þ b1 ¼ 1, which does not hold for
our case as the emipircal result is a1 þ b1 ¼ 0.9713 < 1(Table
4). Another alternative is the Exponential Garch (EGarch),
which relaxes the positivity constraints on the model param-
eters, by modelling the logarithm. However the forecasts of
conditional variances from an EGarch model are biased,
because using the Jensen's inequality, we have:
Eðs2t Þ  expðEðlog s2t ÞÞ (Rachev, Mittnik et al.,2007, Rachev,
Stoyanov et al., 2007).
Furthermore, in order to test the Garchmodel, we employ: (1)
the Engle test, proposed by Engle (1982) for the Arch phenom-
enon. The test statistic for Arch of lag order qis given by:
Xq≡nR2with R2qis the non-centered goodness-of-fit coefficient of
a qthorder. Under the null hypothesis of the residuals normally
i.i.d. distributed, the Arch statistic of the qthlag order is
c2distributed with q degrees of freedom: lim
n/∞
cq  c2qand: (2)
the LjungeBox Q-statistic, which is used based on the auto-
correlation function to test serial correlation (i.e. the memory
effect). The Arch test of Engle is used to check whether the
conditional heteroscedasticity -Arch effects-occurs. The null
hypothesis: a series of residuals exhibits no Arch effects is tested
against the reverse one: Arch effects exist (Engle, 1982). The
Garch (1,1) processes are locally equivalent to Arch (2) pro-
cesses, with the Arch statistic of lag order L following a c2dis-
tribution and the degrees of freedom (dof) equal to L. The test
statistics and the critical values to reject the null hypothesis are
reported in Table 7. The results show the absence of autore-
gressive conditional heteroskedasticity (Arch) effects in the re-
turn time series studied at the significance level of 5%. The
LjungeBox lack-of-fit hypothesis test for model mis-
specification is performed, based on the Q-statistic given by:
Q  c2m ¼ NðN þ 2Þ
Pm
k¼1
r2k
Nk, where Ndenotes the sample
size, m the number of autocorrelation lags included in the sta-
tistic andrk the sample autocorrelation at a lag of order kwhich is:
rk ¼
PNk
t¼1 ytytþkPN
t¼1y
2
t
(Ljung & Box, 1978; Bollerslev, 1986; Box,
Jenkins, & Reinsel, 1994). Under the null hypothesis H0, the
model fit is adequate with the test statistic asymptotically
c2distributed (Gourieroux. 1997). For the inputs, the default
values suggested by Box et al. (1994) are used: (1) For the lags
(L), which affects the power of the test, the default value of min
[20, T-1] is used, with T is the sample size. (2) The degrees of
freedom (dof) are reduced by the number of the estimated co-
efficients, excluding constants: for the Garch (1,1) model, dof
equals L. The Ljung-Box-Q-test results, reported in Table 7,
show that the null hypothesisH0: the residuals of the returns are
not autocorrelated, cannot be rejected for Garch model to fit the
S&P/OIC COMCEC 50 index at the significance level of 5%.
From the reported results in Table 7, we conclude that the Garch
(1,1) model suit the S&P/OIC COMCEC 50 index.
The parameters for the Garch (1,1) model are estimated for
the historical data series of 968 daily observations ending with
09.22.2011 of the S&P/OIC COMCEC 50 index, then, used to
Table 2
Kurtosis and skewness of the residuals of a GARCH model fitted on the returns of the COMCEC stocks.
Ticker Kurtosis Skewness Ticker Kurtosis Skewness Ticker Kurtosis Skewness
ADRO 20.503 13.604 EEC 8.029 0.1278 JOPH 401.654 37.451
ADWYA 5.336 0.0865 ENKAI 5.096 0.0591 KAZ 3.814 0.0278
AGLTY 24.138 0.8238 ENRC 4.746 0.1082 KFIN 37.411 17.284
ALINMA 106.239 45.837 ETEL 44.138 24.927 KLBF 7.409 0.1482
ASYAB 4.849 0.1243 GFH 11.934 0.1757 KLK 17.447 0.7995
AXIATA 6.823 0.2475 GRAM 116.053 64.054 MARK 95.302 47.230
BIMAS 5.143 0.1105 IAM 12.858 0.8448 MAXIS 9.471 0.7193
BOUBYAN 4.350 0.2728 INTP 9.493 0.0838 NESTLE 6.316 0.1330
DIB 24.931 0.1848 IOI 12.540 0.2879 OGDC 4.422 0.1189
DIGI 19.445 0.3115 IQCD 9.246 0.1855 OTEL 26.793 22.595
Ticker Kurtosis Skewness Ticker Kurtosis Skewness
PCHEM 5.576 0.2585 SMGR 13.124 0.3311
PGAS 7.162 0.2380 SNTS 21.256 0.9987
PTG 9.662 0.1018 SOLA 10.508 0.2998
QIBK 10.293 0.1122 STC 10.724 0.0313
RJHI 10.117 0.4548 TCELL 5.348 0.1801
SABIC 41.163 1.523 TLKM 5.351 0.0839
SAFCO 40.989 14.551 TTKOM 6.609 0.4868
SAVOLA 13.341 0.0905 UNTR 8.314 0.2292
SECO 210.618 65.433 UNVR 23.027 0.4797
SIME 11.016 0.8208 ZAIN 11.573 0.1811
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The residuals filtered from the Garch model are then
approximated using the normal, a-stable and the standard
central tempered stable (stdCTS) distributions.
The prediction performance of each model is examined by
estimating the parameters using the available historical data
through up to the closest trading day before a serious drop day.
The models' parameters are estimated from the daily returns of
the closing price of the S&P/OIC COMCEC 50 index. The
parameters: a0,a1,b1, c are approximated with Garch (1,1)
model, then, the parameters of the Student's t, the a-stable and
the stdCTS distributions are fitted to the extracted residuals.
Table 4 reports the parameters estimation results for the Garch
model for the normal, the Student's t, the a-stable and the
standard CTS distributions for the S&P/OIC COMCEC 50
index.5.1. Good-of-fit evaluationFor the goodness-of-fit evaluation, the Kolmogor-
oveSmirnov distance (KS) and the Anderson-Darling distance
(AD) (Rachev & Mittnik, 2000) are used. Both statistics are
determined and reported in Table 4. The Student's t and a-
stable time series models are rejected by the KS test at the 1%
significance. For the AD test, the statistics for the normal time
series models were worse than the statistics of other models
used. The a-stable and especially the stdCTS time series
models describe the tail property of residuals obviously better
than the Student's t.5.2. Propability of crashThe Garch model part is responsible for capturing the
dynamics of volatility, while the heavy-tailed distributionsprovide a model for the behaviour of the extreme tail of the
distribution. The probability of occurrence of market crashes
is measured by looking at the daily data and showing that
this probability strictly depends on the distributional
assumption (Bekri et al., 2014; Kim et al., 2011). Using the
same procedures employed for the parameters estimation,
we extract a residual value, after explaining away the dy-
namics of volatility. Applying the cumulative density func-
tion of the different market distribution models over the
residual, we perform the probability calculations.
The average time of occurrence (ATO) is simply obtained
by multiplying the inverse of the crash probability P(crash)by
the number of days in a year (250):
Average time of occurrence ¼ 1
250:PðcrashÞ
In Table 4, the observed residuals for daily returns and
probabilities that the collapse will happen in daily analysis
are provided. Whereas, the 09.23.2011 is not a day of
financial crash but a day of a dramatic drop of the S&P/OIC
COMCEC 50 index by 3.7%. The results summarized in
Table 4 report that the probabilities of crash under normal
assumption are notably less than the other models and
therefore the average times of occurrence is significantly
longer.
Based on the obtained results, this should happen only once
every 6.1856  104 years under the normal assumption. An
unreliable result, when market evidence shows that this is
much more frequent: a market fall should be expected once
every 30e50 years. The normal distributional assumption is
therefore far from being realistic.
Main conclusions from Table 4 are: The inability of the
normal models to give trusty alerts about a coming market
Table 3
Stable parameters of the residuals of a GARCH model fitted on the returns of the COMCEC stocks.
Stable parameter Stable parameter
a b s m a b s m
ADRO 1.8281 0.6568 0.6064 0.0296 EEC 1.7679 0.3530 0.5712 0.0156
ADWYA 1.8197 0.5882 0.6064 0.0450 ENKAI 1.9002 0.2366 0.6450 0.0242
AGLTY 1.7947 0.2753 0.5608 0.0329 ENRC 1.9168 0.5056 0.6562 0.0042
ALINMA 1.7231 0.4912 0.5242 0.0573 ETEL 1.7361 0.1155 0.5375 0.0016
ASYAB 1.8690 0.0400 0.6326 0.0268 GFH 1.5033 0.2031 0.4583 0.0310
AXIATA 1.7736 0.4085 0.5772 0.0160 GRAM 1.7466 0.8254 0.5419 0.0648
BIMAS 1.8609 0.0646 0.6255 0.0175 IAM 1.7809 0.1827 0.5671 0.0245
BOUBYAN 1.9079 0.5687 0.6524 0.0061 INTP 1.7663 0.3297 0.5649 0.0108
DIB 1.5796 0.2213 0.4504 0.0491 IOI 1.7885 0.2466 0.5762 0.0039
DIGI 1.6406 0.0432 0.4870 0.0052 IQCD 1.7215 0.0204 0.5416 0.0320
a b s m a b s m
PCHEM 1.7592 0.1039 0.5755 0.0236 SMGR 1.7342 0.2504 0.5424 0.0028
PGAS 1.8221 0.0510 0.5973 0.0311 SNTS 1.4853 0.0576 0.4122 0.0114
PTG 1.7486 0.0804 0.5523 0.0148 SOLA 1.6654 0.0164 0.5138 0.0049
QIBK 1.7179 0.3440 0.5536 0.0915 STC 1.6591 0.1770 0.5104 0.0078
RJHI 1.6167 0.2995 0.4906 0.0347 TCELL 1.8751 0.1246 0.6302 0.0075
SABIC 1.7163 0.2351 0.5354 0.0240 TLKM 1.8576 0.1376 0.6226 0.0043
SAFCO 1.6757 0.2107 0.5019 0.0424 TTKOM 1.8678 0.0645 0.6214 0.0090
SAVOLA 1.6593 0.3684 0.4990 0.0500 UNTR 1.7694 0.3758 0.5699 0.0079
SECO 1.5875 0.1039 0.4398 0.0364 UNVR 1.6529 0.1413 0.4963 0.0396
SIME 1.7422 0.0461 0.5489 0.0021 ZAIN 1.8100 0.1280 0.5830 0.0223
Stable parameter
a b s m
JOPH 1.8980 1 0.4815 0.1045
KAZ 1.9445 1 0.6724 0.0531
KFIN 1.8250 0.1986 0.5673 0.0205
KLBF 1.7718 0.2878 0.5714 0.0025
KLK 1.7148 0.0629 0.5346 0.0222
MARK 1.6685 0.0303 0.5211 0.0029
MAXIS 1.8322 0.2872 0.6046 1.5085
NESTLE 1.4716 0.1307 0.4629 0.0174
OGDC 1.8603 0.5870 0.6297 0.0176
OTEL 1.6050 0.2152 0.4474 0.0701
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via Garch models. The alternative Student's t time series
models succeed to provide smaller average times of occur-
rence of crashes, but also fail to pass both the KS and ADFig. 5. Graph shows the fitted degrees of freedom parameter of the residuals of a G
50. ‘The empirical study includes the stocks in the S&P/OIC COMCEC50 universe
is then fitted to clean the volatility clustering effect. The residuals are then fitted to t
the tail behaviour, is shown in Fig. 5.’statistical tests at the 1% significance. The average times to
occurrence for the a-stable and stdCTS time series models
are reliable. The stdCTS model show better results, ac-
cording to the KS and AD statistical tests.arch model fitted on the returns of the constituents of the S&P/OIC COMCEC
during the period from Juin 04, 2010 to December 20, 2013. A GARCH model
he Student‘s t model. The degrees of freedom (DoF) parameter, which governs
Fig. 6. Fitted degrees of freedom (dof) parameter of the Garch residuals of the returns of the S&P/OIC COMCEC 50 Sharia index changing through time. ‘Fig. 6
illustrates this behaviour in the S&P/OIC COMCEC50 index returns from 16 January 2009 to 20 December 2013. The top and middle plots show the value and
return of the S&P/OIC COMCEC50, respectively. The bottom plot shows the fitted dof parameter of the residuals of a Garch model fitted on a 500-day rolling
window. Clearly, the tail behaviour changes through time.’
9M. Bekri, Y.S. Kim / Borsa _Istanbul Review 15-1 (2015) 1e166. Applications of heavy-tailed models6.1. The Student's t distributionThe most serious limitation in a Student's t distribution-
based framework is to fix the dof parameter to 5 for the re-
siduals in the time-series model: a value, which is assumed to
be the same for all risk drivers -regardless of their type and
the considered time period-. This is, in fact, an unrealistic
assumption, as tail behaviour varies across different riskdrivers. Consequently, the risk is overestimated for assets
with returns that are nearly normally distributed. Further-
more, if a significant asymmetry is present in the data, this
will be not reflected in the risk estimate as the Student's t
distribution is symmetric. By ‘forcing’ the tails to be iden-
tical, identifying the assets, which are true tail risk contrib-
utors and tail risk diversifiers, is simply impossible. To build
a framework based on the Student's t distribution, the vola-
tility clustering is catched by means of an Arch process like
the Garch model, then, the Student's t distribution, with the
Table 4
[Daily analysis] On 09. 23. 2011, the COMCEC dropped by 3.7%. Fitting the models to a data series of 968 daily observations ending with 09.22. 2011.
Model Distribution a0 a1 b1 c
GARCH Normal 1.7195  106 0.0823 0.8890 4.4744  104
a-stable a ¼ 0.1250 lþ ¼ 1.7364 lþ ¼ 1.4399
stdCTS a ¼ 1.7609 b ¼ 0.6130 s ¼ 0.5830 m ¼ 0.0534
Student's t (d ¼ 3.6) 1.3602  106 0.0873 0.9040 6.4909  104
Model Distribution KS(p-value) AD Probability Average time
GARCH Normal 0.0739(0.4755) 5.2820 6.3899  10þ8 6.1856  10þ4
a-stable 0.0982(0.0001) 5.2820 2.9856  104 13.2390
stdCTS 0.0233(0.6624) 5.2820 0.0040 0.9902
Student's t (d ¼ 3.6) 0.1025(0.0000) 5.0604 0.0048 0.8253
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heavy-tails.6.2. a-stable and stdCTS tempered stable distributionsThe key characteristics of a stable distribution are (1) the
volatility clustering catched by the Garch model, (2) the stable
distributions to explain the heavy-tails and the skewness of the
residuals-filtered from the Garch model- and (3) the temporal
behaviour of tail thickness, catched by fitting the whole dis-
tribution. As the tails of the a-stable and stdCTS stable dis-
tributions decay more slowly than the tails of the normal
distribution, the description of the extreme events present in
the data is improved.
The parameter estimation methods for stable distributions
are reliable, because the entire distributions is taken into
consideration and not just the tail of the distribution, contrary
to the extreme value theory for instance (discussed later). By
tempered stable distribution like the stdCTS, the tail tempering
process has a finite variance and is imposed by an additional
fast exponential decay in the tail, very distant from the centre
of the distribution (Kim, Rachev, Bianchi, & Fabozzi, 2008;
Rachev, Martin, Racheva-Iotova, Stoyanov, 2009; Rachev,
Stoyanov, Biglova, & Fabozzi, 2005). The parameter respon-
sible for the tail behaviour in the stable and tempered stable
distributions is the tail index or the index of stability, which
takes values between zero and two. A value of the index of
stability close to two implies a normal like distribution,
whereas smaller values indicate a heavy-tail. Similar to the dof
parameter of the Student's t distribution, the tail index changes
through time as demonstrated in Fig. 7 for the S&P/OIC
COMCEC 50 index returns in the period from 16 January
2009 to 20 December 2013. The tail index is less than two
during the studied period with a variable tail thickness.Table 5
Christoffersen test results for COMCEC index.
Model N CLRuc (p-value) CLRind (p-value) CLRcc (p-value)
Normal GARCH 30 176.066 (0.0000) 16.523 (0.1986) 176.549 (0.4377)
stdCTS GARCH 23 70.368 (0.0080) 0.6010 (0.4382) 70.738 (0.7404)
a stable GARCH 14 0.1608 (0.6884) 21.315 (0.1443) 0.1832 (0.3445)
Student's t GARCH 8 19.195 (0.1659) 0.1026 (0.7487) 19.323 (0.9500)6.3. Other alternative distributionsOther alternatives to the wide used Student's t distribution
are the generalized error distribution (GED), the skewed GED,
the skewed Student's t, the skewed normal distribution and
many other distributions. The skewness and kurtosis describe
deviations from the normal distribution, but do not focus on
the downside of the return distribution: only the skewness and
kurtosis are not sufficient to describe the richness of the
possible shapes of the tail behaviour. A skewed distribution
with an excess kurtosis does not necessarily better describe
extreme losses, as skewness and kurtosis concern more or less
the central part of the distribution. Therefore, when quantiles
deep in the tail are involved, it is primordial to employ fat-
tailed modelling techniques to describe the tail of the empir-
ical distribution: the non-normal stable and tempered stable
models have parameters that are related to their tail behaviour
and the skewness in addition to the mean and the scale pa-
rameters. Furthermore, stable and tempered stable models are
not necessarily alternatives to the normal model, as they
contain the normal distribution as a special case. Hence, they
extend the framework and are also able to model the normal
data.
Another important alternative, also widely used in the in-
dustry is the extreme value theory (EVT)-type modelling,
which commonly use the peaks-over-threshold method that
follows the generalised pareto distribution (GPD) (Embrechts,
Klu¨ppelberg, & Mikosch, 1997). The GPD is the limiting
distribution of the exceedances of a given return distribution
over a certain threshold: it models the tail but not the body of
the distribution. Because of this restriction, there is: (1) a
requirement of a sufficient number of observations from the
tail and (2) a need to know where the tail starts. To ensure an
accurate GPD fit, academic publications indicate a minimum
requirement of [5000, 10000] observations: a large sample,Table 6
Berkowitz test results for the S&P/OIC COMCEC 50 index.
Model BLRind (p-value) BLRtail (p-value)
Normal GARCH 3.9860 (0.0459) 0.4518 (0.7978)
stdCTS GARCH 3.3086 (0.0689) 2.5324 (0.2819)
a stable GARCH 3.0838 (0.0791) 0.2624 (0.8771)
Student's t GARCH 3.8455 (0.0499) 53.2933 (0.0000)
Table 7
LjungeBox Q test and ARCH test of the S&P/OIC COMCEC 50 for a ¼ 0.05
(for the year 2011).
Model LjungeBox Q test ARCH test of Engle
Stats (p-value) Critical value Stats (p-value) Critical value
GARCH 236.005 (0.2603) 314.104 0.0047 (0.9454) 38.415
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the method of Goldberg, Miller, and Weinstein (2008) to
generate the synthetic data, the sample is still large (1000
observations). Furthermore, no reliable methods exist toFig. 7. Fitted tail index of the Garch residuals of the returns of the returns of the
changes through time as demonstrated in Fig. 7 for the S&P/OIC COMCEC50 retu
less than two during the studied period with a variable tail thickness.’separate the body of the distribution from the tail. Usually, the
high threshold is chosen subjectively, based on visual in-
spection, by looking at certain standard plots in EVT, such as
the Hill plot or the mean excess plot. Other numerical method
as the one suggested by Goldberg et al. (2008) with the
Kuiper's test to determine the optimal threshold selection still
has some issues as it is complicated to automate and because
of the hardness to find the global minimum. The choice of the
threshold has an important impact on the parameter estimates
of GPD. The task is especially acute when the sample is
relatively small, which is the general case for IF data (DelS&P/OIC COMCEC 50 Sharia index changing through time. ‘The tail index
rns in the period from 16 January 2009 to 20 December 2013. The tail index is
Fig. 8. Back-test of the 99% daily VaR calculated for the different heavy-tailed methodologies. ‘Fig. 8 and 9 show the S&P/OIC COMCEC50 performance for the
back-test period and the daily forecast for the four models versus the daily returns of the S&P/OIC COMCEC50 across the full back-test period respectively.’
12 M. Bekri, Y.S. Kim / Borsa _Istanbul Review 15-1 (2015) 1e16Castillo and Daoudi 2008; Goldberg et al., 2008). This effects
the final risk estimates of the distribution.
7. Comparing models
The back-testing was performed to compare the a-stable,
the stdCTS, the Student's t and the normal distributions
models for the period between Juin 04, 2010 and December
20, 2013 with a time window of 500 rolling days for each
model. The studied models were filtered for volatility clus-
tering, using the Garch model. The backtesting procedure
consists of the following steps: (1) a time window for the
back-testing is chosen. (2) For each day in the time window,
the VaR number is calculated. (3) The loss on a given day is
checked to be below or above the VaR number computed the
day before. If the observed loss is larger than the VaR
number, then an exceedance is registered. (4) Finally, the
number of exceedances is counted and compared to the
corresponding 95% confidence interval. Too many number
of exceedances means that losses exceeding the corre-
sponding VaR happen too frequently. It means also that there
is a risk of being incapable of covering large losses, as
capital reserves are determined on the basis of VaR.
Conversely, too few number of exceedances means that the
VaR numbers are too pessimistic, which is also an undesir-
able situation. The confidence interval for the number of
exceedances is constructed, using the indicator-type events,
similar to a coin tossing experiment. An observed exceed-
ance on a given day, means that the number 1 has occurred,
otherwise, it is equal to 0. As a back-testing time window,
we choose a sequence of N ¼ 1257zeros and ones. The
expected number of exceedances for VaR99% is then 13.
Thus, finding the 95% confidence interval for the number of
exceedances reduces to finding an interval around 13 such
that the probability of the number of ones belonging to this
interval is 95%. If we assume that the corresponding events
are independent, then there is a complete analogue of this
problem in terms of coin tossing. We toss independently N
times an unfair coin with probability of success equal to 1%.
What is the range of the number of success events with 95%probability? In order to find the 95% confidence interval, we
can resort to the normal approximation to the binomial
distribution. The formula is:
left bound ¼ NεF1

1 0:05
2
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nεð1 εÞ2
p
right bound ¼ NεþF1

1 0:05
2
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nεð1 εÞ2
p
Where N is the number of indicator-type events, εis the tail
probability of the VaR and F1(t)is the inverse distribution
function of the standard normal distribution. With N ¼ 1257,
ε ¼ 0.01and the 95% confidence interval for the number of
exceedances is [5, 20] (Rachev, Mittnik et al.,2007, Rachev,
Stoyanov et al., 2007). Figs. 8 and 9 show the S&P/OIC
COMCEC 50 performance for the back-test period and the
daily forecast for the four models, versus the daily returns of
the S&P/OIC COMCEC 50 across the full back-test period,
respectively. The number of exceedances for the four models
is reported in Fig. 10: The results show an overly optimistic
normal-Garch model, with too low daily 99% VaR forecasts
and an excessively pessimistic Student's t approach, with too
high forecasts. Fig. 9 gives a zoom of the period between
January 1, 2011 and December 31, 2011: a period character-
ized by a relative low volatility, but also counts a drop of 3.7%
on September 22, 2011. The Student's t model overreacts to
extreme events, when they already happen and to use only the
Garch model is helpless, because of the continuous changes in
the tail behaviour. Both the a-stable and stdCTS Garch models
allow reliable VaR forecasts, with exceedances within the
confidence interval. Both models also react more appropri-
ately, with extreme events and changing financial market in-
formation. The stable VaR models' estimates are different from
the normal model ones. The spread, between the normal and
stable risk estimates, can be used as an indicator of the mar-
ket's probability of extreme events.
Fig. 9. Back-test period: 01.01.2011 to 31.12.2011. ‘Fig. 9 gives a zoom of the period between January 1, 2011 and December 12, 2011: A period characterized by
a relative low volatility, but also counts a drop of 3.7% on September 22, 2011.’
Fig. 10. Number of exceedances in the daily 99% VAR back-testing experiment. ‘The number of exceedances for the four models is reported in Fig. 10: The results
show an overly optimistic normal-Garch model, with too low daily 99% VAR forecasts and an excessively pessimistic Student's t approach, with too high
forecasts.’
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To evaluate the accuracy of forecasting value at risk (VaR)
for the four models, the backtesting, using the Christoffersen
Likelihood Ratio (CLR) test, is performed (Christoffersen,
1998). The CLR test uses the number of violations, which
occur when the actual loss exceeds forecasted VaR. The CLR
test consists of three parts: (1) the CLR test of unconditional
coverage (CLRuc), identical with the probability of failures
(POF) test by Kupiec (1995), (2) the CLR test of independence
(CLRind) and (3) the joint test of coverage and independence
(CLRcc). A high p-value indicates a failure to reject the null
hypothesis of normality. This means that the considered model
is reliable and suits the fitted data. If the p-value is low (below
the chosen significance level of 1%), the null hypothesis may be
rejected. In Fig. 10 and Table 5, the number of violations N
(violations occur when actual loss exceeds estimated value) is
counted and the three CLR tests statistics are presented, with
corresponding p-values for the VaRs99% related to the studied
models. The results of the CLR test of the S&P/OIC COMCEC
50 index show that the stable models achieve better results than
the normal model, considering the number of violations N andthe CLRuc: both a-stable and stdCTS models show high p-
values. The CLRind and the CLRcc tests show good results for all
studied models at the 1% significance level (high p-value).
Considering the different implemented CLR back-tests, the
stable models are more efficient than the normal ones. The
employment of the suggested VaR stable modelsis recom-
mandable for the S&P/OIC COMCEC 50 index, as it leads to
better results compared to the normal models.
The accuracy of forecasting VaR at the 1% significance level
is then performed for the different models using an another
backtesting method: the Berkowitz test framework allows
analysing the independence (BLRind) and examining the accu-
racy of forecasts of the tail distribution (BLRtail) (Berkowitz,
2001; Rosenblatt, 1952). Here also, a high p-value indicates
that we fail to reject the null hypothesis. This means that the
considered model is reliable and suits the fitted data. If the p-
value is low (below the chosen significance level of 1%), then
the null hypothesis may be rejected. In Table 6, both BLR tests
statistics are presented, with corresponding p-values 1%-VaRs
related to the studied models over the same time periods for the
Berkowitz test. In spite of the Student's t model results, which
are not satisfying, the other models show good results and are
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for the normal model. The model based on the a-stable distri-
butionewhich contain the normal distribution as a special case
for a ¼ 2 e show the best results, especially in examining the
accuracy of forecasts of the tail distribution. With regard to the
implemented BLR back-tests, the employment of the suggested
VaR stablemodels is recommended for the S&P/OICCOMCEC
50 index as it leads to better results compared to the normal
models. Considering both BLR tests, the a-stable and stdCTS
stable models outperform the normal models, showing gener-
ally better statistics and higher p-values (Tables 6 and 7). The
empirical findings, reported in Tables 6 and 7 justify the use of
the stableVaRmodels as superior alternatives to the normal VaR
models.
9. Conclusion
The portfolio manager (mudharib) is committed to use reli-
able tools, according to honesty (Amanah) rule and the (hifdh
almal) wealth protection Sharia principle. He/She should
consider the stylized facts of the financial data, including
clustering of volatility, skewness and variable heavy-taildness
and reject the normal assumption. The empirical properties of
the daily S&P/OIC COMCEC 50 assets are therefore modelled
via a two-step process: (1) the time-series model, to explain the
clustering of volatility and (2) the heavy-tailed model for the
filtered residuals. The behaviour of the assets is shown in the
different proposed tables and figures in this paper.
Taking into account the empirical results: (1) the Student's t
approach shows a limited ability to discriminate between as-
sets and their evolution over time and ignore skewness. (2) For
the a-stable and the stdCTS distributions approach, the risk
assessment is adequate during normal market and when heavy-
tailed behaviour occurs. Both distributions do not only allow
to consider the skewness and kurtosis in the data but also
provide an extra parameter, which permit to better describe the
shape of the tail of the distribution: an advantage that the
family of fat-tailed Student's t distrbutions do not offer.
Furthermore, both distributions are not really alternatives to
the normal assumption, but more an extension to it, as both
have the normal distribution as a special case. We found that
the stable Garch models are better suited to S&P/OIC COM-
CEC 50 index than the normal and Student's t models based on
the KS, AD tests and considering the average times of
occurrence of crashes. Furthermore, the results obtained with
the stable Garch VaR models are superior to the normal VaR
models. For the Christoffersen and Berkowitz backtests, the a-
stable and std-CTS models outperform the other models.
The suggested models, which use the stable and tempered
stable distributions, show a great amelioration in terms of the
time series modelling and the assessment of the value of tail
risk. The IF portfolio and risk managers, committed to use
reliable tools, with respect to the Sharia commandments,
should consider the employment of non-normal stable models,
not only in the platforms of the S&P/OIC COMCEC 50 index,
but also for the IF risk and portfolio management in general, as
the normal assumption is also rejected in IF.Acknowledgements
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Gaussian distribution
Since the 1960s, a considerable number of empirical studies
have shown that the normal assumption of the return distribu-
tions should be rejected (Fama, 1963; Mandelbrot, 1963). The
findings suggest that return distribuions show heavy-tails and
non-zero skewness, hence exhibiting leptokurtosis and asym-
metry respectively. However, the normal distribution is still one
of the important probability distributions used in most appli-
cations in finance, especially that the central limit theorem states
that the large distribution of random variables behaves like a
Gaussian distribution, under given conditions (Rice, 2006). The
normal distribution is symmetric around the middle of the dis-
tribution, with the expected value equals the loction parameterE
[X] ¼ mand the variance equals the squared scale parameter V
[X] ¼ s2. The skewness of the normal distribution is zero,
whereas its kurtosis is equal to 3. A normal distribution with the
parameter values m ¼ 0and s ¼ 1is called a standard normal
distribution. The multivariate Gaussian or normal distribution
N(m,S)of a random variable X is given by:
fNðXÞ ¼ 1ð2pÞn=2rSr1=2
eð1=2ðXmÞTS1 ðXmÞÞ
With m2ℝand a positive semidefinite matrix S2 ℝnXn. We
call m the loction parameter and Sthe covariance matrix. The
univariate density function with mean mand variance S ¼ s
reduces to:
Nðm; sÞ ¼ fXðxjm; sÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps2
p eðxmÞ
2
2 s2
The characteristic function of the normal distribution is
given by:
fxðtj m; sÞ ¼ e

imt12s2t2

Student's t distribution
The Student's t distributions, a scale mixtures of normals'
probability distribution, may be given in function of two
random variables: X standard normal and Z c2distributed with
DoF degrees of freedom, independent of X. The random var-
iable Y distribution, given by:
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is then Student's t distributed with n degrees of freedom and
with the density function given by:
f ðXÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p$DoF
p $
G

DoFþ1
2

G

DoF
2
 1þ X2
DoF
 DoFþ12
Whereas, for values of DoF > 30, the Student's t distribu-
tion approaches the standard normal distribution, we obtain for
DoF ¼ 1 and Gð1=2Þ ¼ ﬃﬃﬃpp the Cauchy-distribution.
Stable distributions
The early works of Mandelbrot (1963) and Fama (1963)
supported the use of the stable distributions in spite of the
normal distribution to model the financial data, incorporating
excess kurtosis, fat tails and skewness. Botha-stable and stan-
dard central tempered stable distributions are introduced below.
a-stable distribution
Suppose that X1,X2,…,Xnare independent copies of X. X
follows an a-stable distribution if there exist a positive con-
stant Cnand a real number Dn:
ðX1þX2 þ…þXnÞ¼defCnXþDn
With Cn ¼ n1aindicating the stability parameter.
The normal case occurs when a ¼ 2. When 0 < a < 2, the
distribution is then called stable paretian. The stable distri-
butions usually do not have explicit forms of distribution
function or density function but they are expressed by char-
acteristic functions derived by the Fourier transformation. In
a-stable case, the characteristic function is given by:
fstableðu;a;s;b;mÞ ¼ E½eimX
¼
8>><
>:
exp
	
im u  rs ura ð1 ib ðsignðuÞÞÞtan
	pa
2



; as1
exp

imu sr ur

1þ ib 2
p
ðsignðuÞÞ lnr ur

; a¼ 1
Where:
signt ¼
8<
:
1; t>0
0; t ¼ 0
1; t<0
The a-stable distribution is then characterized by four
parameters:
 a: the index of stability or the shape parameter, a2(0,2)
 b: the skewness parameter, b2[1,þ1]
 s: the scale parameter, s2(0,þ∞)
 m: the location parameter, m2(∞,þ∞)And the random variable X following the astable distri-
bution is denoted as. X ~ Sa(s,b,m).
Classical tempered stable distribution
The CTS distribution, a type of tempered stable distribu-
tions, which generally do not have closed-form solutions for
their probability density functions and are defined by their
characteristic functions as follows: an infinitely divisible
random variable X is said to follow the CTS distribution if its
Levy tripet(s2,n,g)is given by s ¼ 0,
nðdxÞ ¼ Cþelþxx 1x>0 þCelr xr1x<0 dxr xraþ1
And:
g¼ m
Z
r xr>1
xnðdxÞ
Where Cþ; C; lþ; l > 0 ; a2 ð0; 2Þ and m2ℝ;and
we denote X ~ CTS (a, Cþ, C, lþ, l, m).
A Levy process induced from the CTS distribution is
called a CTS process with parameters. (a, Cþ, C, lþ,
l, m).
Let a2ð0; 1Þ∪ð1; 2Þ and C, lþ, l > 0, and. m2ℝ:
The characteristic function of X ~ CTS(a, Cþ,
Caþ, a, m)is given by:
fX ¼ fCTSðu;a; Cþ ;C; lþ; l;mÞ
¼ expium iuGð1 aÞCþla1þ Cla1 
þ CþGðaÞ
ðlþ  iuÞa laþþCGðaÞðl þ iuÞa
 la

Moreover, fcan be extended via analytic continuation to
the region
fz2ℂ : Im ðzÞ2½l;lþg:
The proof can be found in Carr, Geman, Madan, and Yor
(2002) and Cont and Tankov (2004). Using the characteristic
function, the cumulants are obtained such as:
CnðxÞ :¼ 1
in
dn
dun
log E½eiuXru¼0
Of the CTS distributed random variable X:
C1 ¼ m; for n ¼ 1
Cn ¼ Gðn aÞ

Cþl
an
þ þ ð1ÞnClan

; for n¼ 2; 3;…
If we replace them by:
C ¼ Cþ ¼ C ¼

Gð2 aÞla2þ þ la2 1
Then X ~ CTS(a, C, lþ, l, 0)has zero mean and unit
variance. In this case, X is called the standardCTS distribution
with parameters (a,lþ,l)and denoted by.
X~stdCTS(a, lþ, l).
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