The present article gives an introductory overview of the novel field of quantum programming languages (QPLs) from a pragmatic perspective. First, after a short summary of basic notations of quantum mechanics, some of the goals and design issues are surveyed, which motivate the research in this area. Then, several of the approaches are described in more detail. The article concludes with a brief survey of current research activities and a tabular summary of a selection of QPLs, which have been published so far.
INTRODUCTION
Quantum theory in its modern form dates back to the year 1926. Within the past eight decades, innumerable applications of this theory have been detected, which have had a deep impact on all aspects of technology, even on human life in general. Apparently, although this is a fairly long time, the potential of quantum theory for innovative applications still seems to remain inexhaustible. During the past two decades, several completely new applications of quantum physics at the edge between computer science and the new area of quantum information theory [1, 2] have been discovered. These are based on the observation that certain genuine quantum properties of a single or few quantum particles open the way to technologies not amenable to the classical physics.
Quantum cryptography is the catchword which characterizes one group of these applications. The one-time pad of cryptography requires the distribution of long keys consisting of a sequence of random bits. This protocol has been proven to be unconditionally secure, provided that the key can be transmitted securely. Quantum key distribution can guarantee that the presence of an eavesdropper will be detected with certainty, at least in principle. Quantum cryptography is now available as a commercial product.
Certainly, most spectacular has been the discovery by Peter Shor [3, 4] that quantum systems can speed up the computational task of factorizing large integers into primes by many orders of magnitude. Building systems of this kind (which have been dubbed 'quantum computers') would make standard cryptographical protocols such as RSA [5] and ElGamal [6] insecure, because these rely on the fact that no classical polynomial-time factoring algorithm is known.
The activities of programming and designing algorithms require some sort of notation and a programming model. This applies to both classical and quantum computers. In particular, a notation, which is adapted to specific properties and peculiarities of programming quantum systems, is called a 'quantum programming language' (QPL). Therefore, since several years, the question whether conventional programming models and languages are sufficient or whether these should be replaced with new models and languages is being discussed. It might be argued that this discussion is premature (it has, in fact, jestingly been called 'putting the cart before the horse' [7] ) because sufficiently sized quantum computers which could outperform modern classical PCs in factorizing large integers do not exist and will not exist in the foreseeable future. And 'will never exist' is even argued by some more pessimistic people.
Nevertheless, there are at least two good reasons to discuss the issue now. First, quantum computers can be simulated on classical computers, although not efficiently in general, of course. So, at least for small numbers of 'qubits', quantum algorithms can be run on a classical computer. Second, there do exist applications which could be realized on smaller sized quantum computers, such as the simulation of complex systems [1, p. 204] . Some workers in the field argue that applications of this type might be realizable within a couple of years.
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The rest of the article is organized as follows. Section 2 summarizes some terminology of quantum theory and explains some basic ideas behind the formalism. There is an ongoing debate on the interpretation of quantum theory. Although this is beyond the scope of the present article, we give some comments in Section 3 because, in some of the publications on QPLs, questions of interpretation are touched. General design aspects are discussed in Section 4. Section 5 surveys in detail some of the approaches, such as the use of pseudocode, a procedural approach and an approach based on a conventional programming language. The section also discusses some more recent theoretical works related to lambda calculus, functional programming and linear logic. And, finally, Section 6 concludes the article with a summary. The intended audience for this article is computer scientists who are interested in getting some general idea of present attempts to define programming languages for quantum computers.
With the exception of Section 2, most parts of the article are kept non-technical; in particular, in Section 5.6, no formalized introductions into categorical terminology, linear logic or formal semantics are given. However, references have been provided for those readers who want to see more details of the issues treated in this article.
The present article is a largely extended and updated version of a seminar report on QPLs [8] , see also Refs. [9 -11] .
QUANTUM THEORY AND QUANTUM COMPUTATION
Quantum theory is the theory of physical processes at an atomic and subatomic scale. It is a state theory, which means that the basic notions are state of a system, evolution of a system's state in time, observables and measurement, the process of measuring observables in a given system state.
There are many up-to-date textbooks [1, 2, 12, 13] and tutorials [14 -16] on quantum computation, including a collection of on-line articles on different levels of abstraction [17] . Therefore, we restrict ourselves to a brief summary of terminology and notation, but discuss some points and problems of the physical background.
The standard formalism underlying quantum theory defines a general framework which leaves room for empirical choices such as the system's number of degrees of freedom and the 'law of force' (technically: the Hamiltonian). Moreover, quantum theory is a statistical theory: observational results are probabilistic including the limiting cases of probability 0 or 1.
Formally, the arena of quantum theory is a Hilbert space H, a complex vector space with an inner product which is complete with respect to this product. The traditional notation, due to Dirac, for elements of this vector space is jcl, where c is some label. This notation, which is quite popular in the physics community, has many advantages for practical calculations and a few disadvantages and also, occasionally, some potential ambiguities. Readers who prefer an alternative presentation may consult Ref. [18, pp. 531-541] , where vectors and matrices are written in block form. However, Mermin's tutorial [16] , which is specifically aimed at readers with no prior familiarity with quantum mechanics, uses Dirac's notation even for classical bits.
Usually, in the context of quantum computation, the state space is a finite collection of two-dimensional Hilbert spaces. So, the dimension of the Hilbert space is finite and, to a large extent, elementary linear algebra is all that is needed at this level of abstraction. The theorem of Riesz states that for every vector jfl [ H, there exists exactly one continuous linear functional on H, denoted by kfj, such that the inner product kfjcl may be regarded as an application of kfj to the vector jcl. The linear functionals on H also form a Hilbert space, the dual space H*. In component language, the operations jcl [ H 7 ! kcj [ H* and vice versa (dual correspondence) are also known as 'lowering' and 'raising' of indices.
The states of a system, more precisely, mixed states, are linear positive operators r on H with tr r ¼ 1 (tr ¼ trace, the sum of the diagonal elements of the matrix r ij representing the operator with respect to some basis). In a closed system, the time evolution of a state r is given by a unitary operator U according to r 0 ¼ U rU*. Here, a norm-preserving invertible operator is called unitary.
Particularly important is the operation of building larger state spaces from smaller ones. Two quantum systems A and B with Hilbert spaces H A and H B , respectively, can be joined into one system A & B. In Hilbert space terminology, the resulting bipartite system is represented by the tensor product H A&B ¼ H A H B . The dimension of the Hilbert space of a composite system A&B is given by dim
Traditional textbooks usually identify system states with vectors. In fact, there are special states, called pure states, which informally could be paraphrased as 'states with as little randomness as possible'. Formally, a pure state r can be characterized by tr(r 2 ) ¼ 1 and may canonically be represented in the form of a dyad r ¼ jclkcj. The main drawback of exclusively using this notion of system state lies in the fact that a composite quantum system can be in a pure state, whereas subsystems can, at the same time, be in mixed states, which means that only partial information is available on the subsystems. Therefore, the notion of mixed states introduces a unifying view.
A system with the property that maximal information is available on the system as a whole but no information at all is available on the subsystems is called (maximally) entangled. According to Schrödinger, this is the fundamental QUANTUM PROGRAMMING LANGUAGES 135
property setting quantum physics apart from the classical physics. For many decades, entanglement has been considered a strange and bizarre feature of quantum physics. One of the fundamental new insights of modern quantum information theory is the observation that entanglement serves as a resource for potential applications such as fast factorization of integers into primes.
The now generally accepted formal definition of entanglement, due to Werner [19] [20] famous popular paper.
In many situations, observables can adequately be represented by self-adjoint operators the eigenvalues of which are the potential measuring values. A measurement yields probabilistically one of these values and, additionally, projects the system state onto the eigenspace of the measured value. In the context of quantum information theory, some of these traditional postulates have turned out to be oversimplified. Generalizations using the notions of quantum operation or quantum channel require some more advanced formalism, which will not be treated here in detail. Indepth introductions to this formalism can be found in most advanced texts, see, for example, Refs. [1, 2, 14, 21] There are three basic steps in a quantum process: system preparation, system transformation, i.e. unitary time evolution of a closed system, and measurement.
A basic task for a physicist who faces the problem of modelling a concrete quantum system is to find a suitable Hilbert space H, representing the number of degrees of freedom, and the unitary operators U (or the Hamiltonian), representing the system's time evolution.
Presently, in quantum computation, the most popular model is the qubit or gate model, which may, in the context of this paper, also serve as an example of the general formalism sketched earlier. In this model, a quantum network is a composite system consisting of n qubits. A one-qubit system is a two-level system, for example, a spin-1/2-particle such as an electron or a photon with two polarization states (right/ left or vertical/horizontal polarization). The Hilbert space modelling these systems is H 2 ¼ C 2 and the Hilbert space of a composite system of n qubits is H n ¼ H 2 n . So, in particular, adding one qubit to a system doubles its dimension: Another way of writing this three-qubit state is jcl ¼ a 0 j0l þ a 1 j1l þ . . . þ a 7 j7l with the obvious re-interpretation of bit sequences as integers. Applying a unitary operation to jcl means to proceed one step in time or, to put it differently, to process all of the numbers 0-7 in one step. Therefore, this capability of quantum systems of processing many integer values simultaneously has been called 'quantum parallelism'.
In an n-qubit system, an operator U is represented by a 2 n Â 2 n matrix, which obviously gets extremely large even for modest values of n. So, an important question is how this matrix can be broken down into smaller parts. A number of theorems exist which give (partial) answers to this question [1] : single qubit and CNOT gates (discussed subsequently) can be used to implement an arbitrary unitary operation on n qubits. These gates are universal but 'no straightforward method is known to implement these in a fashion which is resistant to errors' [1, p. 194] . But, there exist discrete sets of gates which can be used to perform universal quantum computation using quantum error-correcting codes. Arbitrary unitary operations can be approximated by discrete sets of gates. One such set of gates is: Hadamard gate, phase gate, CNOT gate (controlled NOT, XOR) and T-gate. Figure 1 shows the graphical representations of these gates, their matrix form and their operation on states. More recent work on breaking up large unitaries into more elementary constituents can be found in Ref. [22] and references therein.
In CLRS-style pseudocode notation [23] , a quantum computation in its most basic form can be written as follows:
until the desired level of statistical confidence has been reached
The traditional gate-model relies on the assumption that at any given time, the system is in a pure state. There are many situations, however, which cannot be described adequately, if at all, within this setting. A generalization of the gate model with mixed states has been given by Aharonov et al. [24] . In their article a quantum circuit is defined as a directed acyclic graph, where each node represents one gate. The gate itself is represented by a so-called superoperator, a trace preserving (in general, trace non-increasing), completely positive linear map from mixed states on k qubits to mixed states on l qubits, where k = l in general. Situations which can thus be treated adequately include measurements in the 136 R. RÜ DIGER middle of a computation, decoherence and noise and the so-called subroutine problem. The notion of a superoperator (alternative or closely related notions are quantum operations and channels) is sufficiently general to deal with situations like unitary and non-unitary evolution like measurement or quantum noise in a unified formal framework. The physical idea in the background of this formalism is the question how quantum operations in an open system can be described intrinsically, i.e. without reference to the environment. The article by Aharonov et al. gives a readable account and motivation of this terminology, see also the introductory texts on quantum information theory, cited at the beginning of this section.
QPLS AND INTERPRETATIONS OF QUANTUM THEORY
In physical terminology, the linearity of the state space means that (pure) states can be linearly superposed. This feature of quantum theory, the so-called superposition principle, is often quoted as 'At any given time a quantum system can be in more than one state.' But, here is a caveat: informal statements of this kind are likely to be misunderstood. A comparison with classical stochastic automata may help to clarify the situation. A stochastic automaton can be in one of several possible states. If the current state of the automaton is unknown but the probability distribution over the states is known, then the automaton may be regarded as being in a kind of superposition of states defined by this distribution. In quantum theory, this kind of classical probabilistic 'superposition' is called incoherent superposition of quantum states. In contrast, the term superposition in quantum physics usually refers to coherent superposition. The resulting quantum states can be characterized as the minimum uncertainty states which can interfere with one another, see, for example, Ref. [1, p. 33] .
Formally, the situation is most easily described using density operators: a mixture as an incoherent superposition of pure states can be written as
with 0 , p , 1 and p þ q ¼ 1.
In contrast, the density operator resulting from a coherent superposition of states j0l and j1l to the pure state jcl ¼ aj0l þ bj1l is given by
where jaj 2 þ jbj 2 ¼ 1. Obviously, in this special situation, we always have r coherent = r incoherent . There are many important consequences of the linearity of quantum mechanics. At least two of them deserve special mention. Entangled states of a two-qubit system, which have already been described earlier, can be formed by linearly superposing, for example, the states j00l and j11l to (j00l þ j11l)/ p 2. The resulting state is easily shown not to be a product state, i.e. a state of the form jfl jxl. A second consequence is the so-called no-cloning property: it is not possible to duplicate an unknown quantum state perfectly while keeping the original. Both of these facts play a crucial role in the context of QPLs and moreover in the whole area of quantum mechanics.
The superposition principle is in fact the central core of what has been called 'lack of amenability into intuitive insight' in quantum theory [25] . A recent textbook by Aharonov and Rohrlich [26] is devoted to a thorough discussion of the related 'paradoxes'.
Perhaps, the best way of getting some idea of coherently superposed states is to regard these as a new kind of state, not present in the classical physics. Anyway, they cannot be regarded as states superposed in a way analogous to a classical stochastic automaton. In his tutorial on quantum computation, Mermin [16] discusses this point in much more detail. 
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In view of the loss of direct intuition compared with the classical physics, the question is legitimate, whether quantum theory is the definite theory of micro physics or whether there might be a more subtle theory predicting more details than quantum theory does, which is, in some way, 'closer to reality'.
Of course, computer science can hardly solve this problem and no one (anyway, no physicist) expects this. But, computer science offers some terminology which is flexible enough to shed some light on the subject from a different perspective.
From a computer science perspective, quantum theory is a kind of automata theory: a system has to be initialized ('prepared'), the system dynamics is described by a sequence of states and the final result will be output ('measured'). The state space is a kind of abstraction and it can reasonably be asked in which way the automaton has been realized or implemented. In computer science, implementation is commonly seen as a kind of mapping to a real standard system, for example, a standard hardware, operating system or programming language.
In physics, the situation is similar insofar that the Hilbert space is a highly abstracted way of describing experiments. (Peres as quoted in Ref. [1, p. 112]:'. . . quantum phenomena do not occur in a Hilbert space, they occur in a laboratory.') It is, however, not clear whether the question 'Is it possible in the context of theoretical physics to talk about reality itself?' really makes sense. Physics always describes natural phenomena, although in the classical physics, notably classical mechanics, the gap between formal description and sensual perception seems to be small. Amazingly, computer science offers some more subtle terminology, which could help in clarifying the relation between abstract description and implementation. In the context of the specification language LOTOS, Bolognesi and Brinksma [27, p. 39] write in their tutorial: 'In LOTOS the words specification and implementation have a relative meaning, not an absolute one. Given two (syntactically homogeneous) LOTOS specifications S 1 and S 2 , we will say that S 2 is an implementation of the specification S 1 when, informally, S 2 gives a more structured and detailed description of the system specified in S 1 .'
This definition can successfully be applied to physics. In the history of physics, there are many examples of successful refinements. For example, statistical mechanics can be seen as a proper refinement of thermodynamics. All of the results of the latter are reproduced by statistical mechanics and, additionally, there are phenomena such as fluctuations, which can be explained by statistical mechanics. The analogy between quantum mechanics and thermodynamics elucidates Einstein's position towards quantum mechanics, see the Einstein-Born letters [28, letter dated 50/09/15]. A detailed appreciation of Einstein's historical role in the development of quantum mechanics from a perspective of modern quantum information theory has been given by Werner [25] . So, instead of looking for a 'realization' of physical phenomena which obviously are successfully described by the Hilbert space formalism, one should ask whether refinements of the theory exist, which could explain the theory in much the same way as statistical mechanics explains thermodynamics.
The so-called local hidden variable theories were one such attempt to explain the statistical nature of quantum phenomena in much the same way as the stochastic behaviour of classical probabilistic systems can be explained. Throwing dice in the usual manner is influenced by innumerable parameters which cannot be controlled fully. Embodying this idea into a theory of quantum processes led to predictions, which were substantially different from the conventional quantum physics. In fact, the celebrated Bell inequalities [29] state that these theories set stronger bounds on a certain parameter, the Bell correlation, than the quantum theory.
The key feature setting physics apart from mathematics or computer science is the existence of a 'supreme referee': the experiment. And, in fact, experiments [30, 31] say that Bell's inequalities can be violated by quantum systems, thus ruling out the theories with local hidden parameters.
Therefore, to summarize, it is an open question whether a proper refinement of quantum theory exists. In this sense, one might say that there does not yet exist an entirely satisfactory explanation of how quantum phenomena are 'realized' in nature. This should not, however, obscure the overwhelming success of quantum theory in its present form: theoretical predictions agree perfectly with experimental results and no contradictions between observational experiences and the mathematical framework of the theory [1, p. 2] are known.
This somewhat lengthy discussion should point out that re-formulating and possibly refining quantum theory appear to be a risky matter. Whether a discussion on QPLs can contribute anything to these issues is certainly an open question. Nevertheless, with respect to the perspective on the foundation of quantum theory, the attempts of re-formulating quantum theory (Section 5.6) are certainly the most exciting aspect of this research.
QPLS: DESIGN CONSIDERATIONS
The area of programming languages is a huge field ranging from sophisticated languages with lots of specialized features to simplistic languages appropriate for writing small, simple structured programs only. Accordingly, many heterogenous paradigms and concepts involved in language design have been developed. A thorough treatment of concepts of classical programming languages may be found in Sebesta's book [32] .
At a first glance, programming a quantum computer or a simulator seems to be a simple task: the state space is a complex vector space with an inner product as described in 138 R. RÜ DIGER Section 2, which can in many situations be assumed to be finite dimensional. Therefore, seemingly, this reduces the task of writing programs just to develope numerical applications in spaces of this type, which would be an elementary undergraduate programming exercise. Of course, there remains the problem of state-space explosion: the dimension of the vector space grows exponentially with the number of qubits. Actually, the situation is substantially different. The requirements on a meaningful definition of a QPL are much higher and designing a QPL is a subtle task. In particular, designing a language is not only a purely formal problem.
Presently, although the number of existing QPLs is still rather limited, the proposals which have been published so far mirror the multitude of classical programming concepts. There are two issues which should be considered primarily: (i) the general goals which are intended to be achieved by a QPL and (ii) the question along what guidelines a QPL might be defined.
General goals of designing QPLs
In computer science, language design is a highly controversial matter. On the one hand, a vast world of (classical) programming languages exists and, on the other hand, even the relevance of the subject itself is a matter of debate. Some people consider programming languages as a marginal issue, just as a means of getting a computer to do some useful work, whereas scientists involved in language and system design consider this issue as central to the whole field of computer science. Just to cite one of the pioneers of language and system design, Wirth [33, p. 10]: '. . . I hope, I have clearly expressed my opinion that programming, programming style, programming discipline, and therewith programming languages are still not merely one of many issues in computer science, but pillars.' All of these controversial matters have also to be discussed in the context of QPLs and, of course, many more which are specifically related to quantum physics.
In this section, QPL design will be considered from an informal perspective. Here, some general goals which should be achieved will be put into the foreground. The following is a non-exhaustive, subjective commented list of some aspects, which will play a certain role in designing QPLs. Some of these desiderata will certainly be controversial or might considered as marginal, and some might even turn out not to be realizable.
In their article on Q language, Bettelli et al. [34] list several desiderata for a QPL. According to these authors, a QPL should fulfil the following requirements: completeness: it must be possible to code every quantum algorithm or, more generally, every quantum program; classical extension: the quantum language must include a high level 'classical computing paradigm'; separability: classical and quantum programming must be kept separated; expressivity: the language must provide high-level constructs; hardware independence: the language should not rely on details of the quantum hardware.
There may be some other and more specific desiderata. A QPL should or should possibly (i) run on top of a simulator as well as on a real system, (ii) help in discovering new efficient quantum algorithms, (iii) enable a layperson to write quantum programs, (iv) comply with the concept of abstract data types (ADTs), (v) provide high-level language constructs, (vi) support quantum data and quantum control, (vii) support programming in the large and programming communication processes, (viii) be as close as possible to classical language concepts for pragmatic reasons and (ix) support quantum processes completely, including measurement.
In the sequel, we give some comments on this list. It should be possible to couple the language, more precisely, the run-time system, to a simulator and potentially replace the simulator with a real quantum computer without the need of changing parts of the program in any way.
As stated earlier, quantum computers can (non-efficiently) be simulated by classical computers simply by integrating the basic equations for time evolution of quantum systems. But here, a caveat should be added: this statement tacitly assumes that the quantum system is not composed of parts which are spatially separated. The attempt of simulating a spatially separated quantum system by a classical system, which is also spatially separated, requires additional resources (classical communication) and introduces additional timing constraints which would have no counterpart in reality.
In contrast to general opinion that programming languages are merely a means of getting a computer to do some useful work, language designers emphasize that programming languages also serve as a means for communication between humans. Therefore, QPLs should enable programmers to reason about structures of quantum algorithms and programs. Ideally, so the argument of many people, a well-designed QPL should aid in discovering new quantum algorithms. However, a comparison with the situation of classical programming languages suggests that the idea of languages being helpful in this context should be regarded sceptically. An undergraduate student having finished a programming course in Pascal will presumably not be able to re-invent Quicksort, for example. In fact, up to now, none of the approaches seems to have led to a discovery of new quantum algorithms.
One of the fundamental goals of classical programming languages is to enable a layperson to write complex programs without a detailed knowledge of the architecture of the hardware or the operating system. In the context of quantum programs, this means that a computer scientist could program quantum computers without a detailed knowledge of the QUANTUM PROGRAMMING LANGUAGES 139 underlying physics. This could possibly be achieved by encapsulating typical quantum operations in a library: this is the idea of ADTs. There remain, however, at least two problems with this approach. First, non-experts will not have an intuitive understanding of elementary quantum operations. So, they will hardly be able to combine segments of quantum programs in a reasonable manner without some kind of formalized support. Second, if an algorithm is encapsulated as a whole such that its effect (not its efficiency, of course) can be understood classically, some information on the probabilities involved must be provided. From this perspective, quantum algorithms look like extremely fast classical probabilistic algorithms. It is, however, very unlikely that within this setting, new quantum algorithms will be discovered.
Knill [35] proposes a pseudocode notation for quantum programs and the model of a quantum random access machine (QRAM) in which the quantum system is being controlled by a classical computer; this model has been influential in the design of several QPLs, see Section 5. For example, in Selinger's [10, 18] language QPL/QFC quantum flow charts (QFC) this idea has been put into the slogan 'classical control, quantum data'. One could as well imagine a situation in which both data and control are quantum mechanical. In the proposed language QML [36] , this slogan has been modified to 'quantum data and quantum control'. This idea, which permits superposed instructions as well as superposed data, has already been put forward in the context of quantum cellular automata, see Refs. [37, 38] and references therein.
QPLs should also support programming in the large, i.e. they should support some kind of modularization. This is a rather non-trivial point because when composing two quantum systems into one single system, the existence of nonclassical correlations has to be taken into consideration. Obviously, a classical modularization scheme will not work, because in this setting, global memory will be additive instead of being multiplicative.
QPLs should also be able to express quantum communication protocols. In recent work by Mauerer [39] , the language cQPL, a variant of Selinger's language QPL, has been formulated, which extends QPL with communication capabilities.
When designing a QPL, it is certainly a good idea to preserve as many classical language features as possible. Consequently, many languages introduce a quantum-if by means of the unitary two-qubit-operation CNOT. Although there is nothing wrong with this, it might possibly suggest a too close analogy with classical languages. The point is that the role of the target and the control bits will be exchanged, if the computational basis is replaced by the Bell-basis, which consists of suitable linear superpositions of the basis vectors j00l, j01l, j10l and j11l.
Moreover, if the target qubit is put into an equally weighted superposition by applying a Hadamard operation, then the resulting two-qubit state is a maximally entangled state, i.e. the state of both qubits is completely undefined. So, in these situations, the analogy to a classical 'If' is lost completely. This is again an example of the counterintuitiveness of quantum mechanics, see, for example, Ref. [1, p. 179 ] for more details.
The area of QPLs is rapidly evolving and some of the approaches are certainly preliminary steps. In the final form of a QPL, the measurement process must certainly be incorporated because it is an integral constituent of quantum theory. It would, in fact, be very easy to compute efficiently the values of a function f : Z ! Z with a quantum computer. The crux of the matter is that measuring one value irreversibly destroys the information on all the other values. Therefore, the extraction of information on a function is non-trivial. What can, in fact, be extracted is the information on properties of the function as a whole such as the period of a periodic function. This is one of the key ingredients of Shor's algorithm.
Possible directions towards designing a QPL
We do not undertake the attempt to give a formal definition of a QPL but instead mention some points which might be relevant. In the context of his work on QCL, Ö mer [40] introduces the notions of imperative, procedural and structured QPLs. A first and somewhat naive attempt would be to define a QPL as a language which can be implemented on a classical computer and which is appropriate for controlling the operation of a quantum process. It is well known that quantum computers can, at least in principle although not efficiently, be simulated on a classical computer simply by solving the basic equations of the theory. Therefore, according to this definition, every modern classical language would be a QPL, which obviously is not a particularly enlightening definition.
A better definition would be that a QPL is a programming language (an executable notation) which has been enriched with specific features for programming a quantum computer. For computer scientists, this is a quite familiar view: the quantum computer appears as an exotic hardware coupled in some way to a classical computer. There is a well-known parallel in the history of computer science: about two decades ago, transputers were an extremely popular form of new hardware. Programming a transputer could be done in one of two ways: either by using a conventional language with a special library supporting parallel processing or by using some dedicated language such as Occam, for example, an implementation of Hoare's CSP.
Similar proposals have been published in the context of quantum computation. QCL of Ö mer (for details, see Section 5.2) can be regarded as a classical imperative language which has been enriched with a variety of specific elements supporting features of quantum systems. Q language by Bettelli et al. (details in Section 5.3) is a standard object-oriented language, in fact Cþþ, with a library supporting quantum computation in specific ways.
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R. RÜ DIGER Unfortunately, the meaning of 'controlling quantum hardware' is not quite obvious. Many of the existing QPLs have been combined with a simulator based on strongly idealized models of hardware: the system is assumed to be perfectly isolated from the environment so that decoherence effects (i.e. effects destroying interference) will not come into play, unitary operations can be made arbitrarily exact and error correction is not an explicit part of the model. Of course, it is highly non-trivial and seems in fact impossible to incorporate all of these features into a working simulation model. An article on the first implementation of an NMR-based quantum computer [41] , which could factorize the number 15 (into 3 and 5, as the article reports), also reports that a complete simulation of the experiment, involving 4 7 Â4 7 parameters, was not feasible because the state space (of the simulation) was too large.
Although programming languages are a central subject on their own right, most computer scientists would agree that even more importantly, they also form a part of a larger structure. As a historical example, C and Unix illustrate such a close relationship. The Oberon language and Oberon operating system [42] are a highly remarkable and modern example of a symbiosis of this kind. In an interesting article, which addresses this problem in the context of quantum programming, Svore et al. [43] consider the problem of designing languages for a quantum computing system from a larger perspective. Some details will be discussed in Section 5.5.
Another ambitious goal in designing QPLs can be described as an attempt to re-formulate quantum theory itself in such a way that the theory embodies high-level structures of theoretical computer science [44, 45] . Articles along these lines start with ideas of theoretical computer science by extending formal models such that formal reasoning on quantum processes should become possible. The quantum lambda calculus by van Tonder [46, 47] and qGCL by Sanders and Zuliani [48] , an extension of Dijkstra's Guarded Command Language (GCL), are two examples of this kind. qGCL is an imperative language with a formal (operational) semantics. The language contains mechanisms for stepwise refinement, which make it particularly suitable as a specification language.
Presently, research on QPLs seems to focus on concepts of functional programming. One argument in favour of this approach is that functional languages can express the algebraic structure of vector spaces in a natural way [49] . Other formalisms of theoretical computer science could as well serve as a starting point for defining new QPLs. In Section 5, some of these approaches will be discussed in more detail.
EXAMPLES AND CURRENT RESEARCH DIRECTIONS
Quantum programming languages can be categorized in several ways, either conventionally as imperative, object-oriented and functional or, alternatively, as pragmatically versus theoretically inclined languages. This article focuses primarily on the pragmatic approaches for two reasons. First, these approaches are presumably more familiar to most computer scientists in view of the overwhelming use of imperative and object-oriented languages today, and second, the research in this area has seemingly reached a certain degree of maturity. From a scientific point of view, there might be a larger potential in the theoretical work, most of which relies on the functional language paradigm. A major part of work related to this particular research direction can be found in the proceedings of the annual workshops QPL'2004, QPL'2005 and QPL'2006 [50 -52] . An annotated survey of the current literature on the subject has recently been given by Gay [11] .
First-step towards a QPL: pseudocode
In computer science, algorithms are traditionally formulated in some or the other form of pseudocode, for example, in a CLRS-like style [23] , which may be considered as a first step towards a programming language. Current textbooks on the quantum information theory commonly use a form which mixes texts in natural language with standard mathematical notations.
In an early article, which has had a lot of influence on later work, particularly on the languages QCL and Q language, Knill [35] has proposed some form of pseudocode for quantum programming. In principle, it suffices to combine traditional classical control structures with quantum operations. As an illustration, Figure 2 shows Shor's algorithm in a form which will be easily accessible to computer scientists.
The effect of this algorithm can be summarized as follows. For a given composite number N, FACTORIZE(N) returns a pair of non-trivial factors of N. The algorithm is probabilistic in two respects. First, in line 6, the value of a is drawn randomly from Z N . This turns FACTORIZE(N) into a randomized 
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algorithm, even if the order-finding algorithm in line 10 would be implemented deterministically. Second, the result returned by the latter is probabilistic as well, if implemented on a quantum computer, because of the measurement action in line 4 of algorithm FIND-ORDER in Figure 3 . The embedding of these functions into a classical control structure makes FAC-TORIZE(N) a kind of Las Vegas algorithm: if there are exactly two prime factors, the correct non-trivial factorization is determined deterministically, apart from the order in which the factors appear, but the run-time is a random variable. Function FIND-ORDER, the core part of the algorithm in Figure 2 and the exclusive task of the quantum computer, determines the order of a with respect to N, i.e. the least integer r such that a r ; 1 (mod N). This is based on the (purely classical) function CONTINUED -FRACTION-EXPANSION(m,  p, a, N) , which returns the smallest r such that a r ; 1 (mod N) if such r exists, otherwise 21, using the continued fraction expansion of m/p.
Here, with regard to the subject of this article, two points deserve special attention: first, in general, quantum algorithms require some classical pre-and post-processing. Therefore, quantum programming languages should contain a mixture of classical and non-classical language elements. Second, with this notation, the classical language elements have to be interpreted intuitively just as in a conventional procedural language. In order to 'interpret' the quantum operations, however, which appear here in the shape of ADTs, one has to return to the standard formalism of quantum physics. Since these operations act on (quantum-)registers, this kind of pseudocode notation may be regarded as a mixture of procedural language elements and some kind of machine language.
Of course, operations like FIND-ORDER N must further be decomposed into more elementary functions; Figure 3 shows one of the possibilities in pseudocode form. Here, MIX is the Hadamard operation, applied to a quantum register, U a,N is a unitary operation which represents the function x 7 ! x a mod N and QFT is the quantum Fourier transform which determines the period of this function.
The QFT can be defined using the definition of the classical discrete Fourier transform (DFT). In a given basis, the transformation may be written as jcl
k¼0 y k jkl. Here, n is the number of qubits and the coefficients (y k ) are obtained from the coefficients (x j ) by the usual classical DFT.
An implementation of the quantum Fourier transform by means of more elementary operations is shown in Figure 4 : the exterior for-loop shows a decomposition into n blocks of unitaries, each of which consists of a sequence of Hadamard and controlled two-qubit operations. Obviously, the complexity of this quantum algorithm is Q(n 2 ). This shows the exponential speed-up of the QFT compared with the classical FFT, the complexity of which is Q(n2 n ). For details, the reader may consult a textbook on quantum information theory, e.g. Ref. [1, p. 217] .
A complete presentation and analysis of Shor's algorithm, in particular, the determination of the correctness probabilities, can be found in Refs. [1, 3, 4, 13] . The pseudocode of Figures 2 -4 implicitly assumes that each register will be used in only one mode, either quantum or classical.
In his article, Knill goes several steps further. He suggests to introduce a unifying framework which provides methods for handling quantum registers, annotations for specifying the extent of entanglement and methods for initializing, using and measuring quantum registers. In addition, the framework includes meta-operations such as reversing a quantum register, conditioning of quantum registers and converting a classical algorithm to a reversible one.
Moreover, the article introduces a notation which allows to indicate whether a register is possibly in a superposed state. If this is the case, then restricted operations only can be applied to the register such as preparations, unitary operations and measurements. Otherwise, arbitrary operations are allowed, which are typical for classical processors. The article also provides a set of rules governing how registers are used. For example, an assignment with a quantum register on the right indicates a measurement and a register appearing on the right of an assignment can experience side effects, i.e. registers are assumed to be passed by reference. Knill illustrates his pseudocode notation with some examples. The controlled two-qubit operation in line 5 in Figure 4 of the present article is denoted in his first variant of the QFT by an underlined if to indicate a quantum conditional. In a second variant of the QFT, a measurement of the amplitudes has been included in the algorithm. This is denoted by an assignment of a register which appears in its quantum form on the right and the classical form on the left. Another idea in Knill's article is the QRAM model. According to this model, quantum computers are not stand-alone devices but form a part of a larger architecture. A conventional classical PC performs the pre-and postprocessing and controls the quantum device driver by building the required sequence of unitary operations as a classical data structure, which is then transmitted to the device driver: the quantum system is triggered by the classical PC, so to speak.
After the final measurement, the PC can initiate another round with parameters, possibly depending on previous measurement results. An essential point of this idea is that in order to keep coherence times short, the PC should do all the processing that the quantum computer can anyway not speed up.
The article by Knill has been influential in the design of several QPLs, particularly QCL by Ö mer and Q language by Bettelli et al. In a recent article, Nagarajan et al. [53] describe an elaborated variant of the QRAM model, which they call sequential quantum random access machine (SQRAM). Some more details will be given in Section 5.6.
As an aside, it can be mentioned that there are several other quantum computational models. Quantum turing machines have been investigated at the very beginning of studies of quantum computing by Benioff [54] , Deutsch [55] and others (see, for example, [1, p. 214] for more references). Usually, these are considered adequate for questions of computability but as too general as an underlying model of QPLs. More recently, several variants of the model of measurement-based quantum computation have been proposed [56, 57] . The relation of this conceptually new computational model to the conventional gate model is the subject of current research. Although there has been considerable work on quantum cellular automata (see Ref. [38] and references therein) and several languages for classical cellular automata have been defined [58 -61] , no QPL based on this model seems to have been published up to now.
QCL
QCL by Ö mer [40, 62 -64] is the first real quantum programming language with a detailed elaboration of specific language constructs required for quantum computing. QCL is a procedural language along the lines of C and Pascal with a rudimentary classical sublanguage, which is sufficiently rich for controlling quantum operations of the language. Many of the implemented features are inspired by Knill's work on quantum pseudocode as discussed in the preceding section.
In QCL, two types of quantum operators have been introduced: general unitary operators and special unitary operators U f , so-called pseudo-classic gates (qufunct), which represent Boolean functions of the type f : Z 2 n ! Z 2 m : U f jx, yl ¼ jx, y È f(x)l. These operators can be inverted by a built-in operation. There are four quantum data types (registers), which can be manipulated by a variety of operations similar to traditional operations on arrays. Non-unitary operations in QCL are the reset and the measurement operations: measure q, m measures register q and returns the result in variable m.
As in the most conventional programming languages, it is possible to declare variables (of quantum and non-quantum types) local to a routine. Local quantum variables require some special sort of handling: before leaving their scope, they must be put back into their initial state. Just cutting them off from the rest of the system will in general destroy correlations. The basic idea of correctly managing the scratch space relies on the fact that quantum operations can be run in reversed order. This idea, due to Bennett, which has been borrowed from the theory of reversible classical circuits, has been called Bennett-style 'un-computation', see [1, p. 158] for details. A schematic diagram is shown in Figure 5 . In QCL, this kind of scratch space management has been implemented user-transparently.
A generalized form of the CNOT operation is conditional operators: these are unitary operators of the form U [[e]] jfl jcl e , which either act trivially on their argument if register e is not set or otherwise act as (U jfl) jcl e .
Reversibility of quantum programs require language constructs in a quantum programming language which reflect this feature. QCL solves this problem in an elegant manner. There are several scopes which enable compile-time checks of operator reversibility. For example, the implementation of unitary operators must neither contain measurement operations nor rely on global variables. In fact, in general, the following hierarchy of admissible routine calls has been introduced procedure , operator , qufunct , function:
Here, the ad hoc notation X ,Y indicates that instances of X are allowed to call those of Y but not vice versa.
The expressiveness of QCL can best be illustrated by a somewhat unconventional example of quantum physics, which has no classical counterpart. In Figure 6 
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The basic idea is this: two parties, conventionally named Alice and Bob, possess a couple of qubits. By assumption, they are able to perform local operations on their qubits and to communicate via a classical channel (local operations, classical communication, LOCC). If, initially, they share an entangled qubit, then Alices' one-qubit quantum state can be transferred to Bob by a certain protocol, the QCL version of which is shown in Figure 6 . This program uses two qubits for Alice and one qubit for Bob. The transferred state is Alice's first qubit state (qubit at register index 0). Of course, the lack of communication primitives in QCL requires some simplistic solution to simulate the classical communication between Alice and Bob. In the program of Figure 6 , the communication is realized simply by using global variables.
The QCL distribution comes with a bundle of example programs including complete implementations of some of the well-known quantum algorithms (Deutsch-Jozsa, Grover, Shor).
Q language
Q language by Bettelli et al. [34] is a second language, which has been worked out in full detail. This language is related to QCL insofar, as it can be categorized as a pragmatic approach and which should accordingly be easily accessible to most computer scientists. In detail, however, QCL and Q language are substantially different. Q language is not a quantum programming language in a narrow technical sense but rather a library written in Cþþ, which offers a rich functionality to control a quantum computer and which can be addressed by conventional Cþþ programs. 
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The main difference between Q language and QCL is that, in Q language, quantum operations are objects ('first-class objects') in the sense of object-oriented languages. So, in contrast to QCL's quantum operations which are statically defined language constructs, syntactically on the level of procedures, these objects may be modified at run-time with the possibility of gate optimization. Sequences of Hadamard gates, for example, which act as identity, can be eliminated before sending the configuration to the quantum computer.
Essentially, the library contains three kinds of methods and types: register handling (type Qreg), quantum operators (type Qop) and low-level primitives such as Hadamard gate, CNOT and others.
In detail, it provides a rich structure of operations on objects of these types including methods for register handling, e.g. register allocation, deallocation, addressing and concatenation. A variety of predefined quantum operators such as QHadamard, QFourier, QSwap and others can be used to build more complex structures. There are controlled operators and operators for classical functions, which take a (classical) function as an argument.
The overloading mechanism of Cþþ has been used for introducing several language operations to manipulate operators, e.g. operator composition and operator conjunction. An operator can be applied to a register, and among the lowlevel primitives, there are language constructs for register initialization, assignment and measurement.
The article elaborates on Knill's QRAM model [35] by defining details of the communication process between the classical and the quantum machines. A key point of the constructions is the idea that the setup of the circuital description is finished as a (classical) data structure before the instruction stream is sent to the quantum device.
There has always been some criticism on the language Cþþ because of its complexity and lack of clear structure. In Q language, the language mechanism of operator overloading is certainly advantageous, because constructions such as operator conjunction or operator concatenation can be put into simple syntactic forms by this mechanism. However, one cannot hope for a generic automatic scratch space management: even classical dynamically allocated variables have of course to be explicitly deallocated by the programmer.
A comparison
It is quite interesting to compare the languages QCL and Q language. At a first glance they seem to be rather similar: both of them rely on Knill's QRAM model and operate on a (hidden) global pure state of the underlying quantum system. Moreover, both of them should be put into the category 'pragmatic approach'. But, actually, there are some rather profound differences between these languages.
In an interview [7] , Ö mer and Bettelli have presented their views on designing a quantum programming language.
A claimed advantage of Q language is that this language has been written on top of a classical standard language, Cþþ in this case. So, all the questions and controversies related to the design of classical programming languages are not intermixed with questions of designing languages for quantum computers. The requirement, however, that the compiler rather than the run-time system should prevent a programmer from writing code which contradicts laws of quantum physics cannot easily be implemented in a standard language, if at all. So, in fact and by no means unexpectedly, a Cþþ compiler does not recognize, for example, the access of a non-local variable or a measurement operation within the declaration of an operator which is supposed to be invertible.
Some experiments with writing programs in Q language and QCL quickly exhibit the comfort of having a compiler, as in QCL, which indicates errors of this kind. However, this is not problem free. One shortcoming of the call hierarchy mentioned earlier is that the results of a quantum computation must be communicated to the environment either by global variables or by writing a string to the standard output. Of course, the experienced (classical) programmer would rather expect to have something like Shor's algorithm available as a library function. As is well known from programming with Pascal, a procedure which relies on global variables declared in its environment are of little use outside of this environment.
It has been remarked that neither for QCL nor for Q language formal semantics have been defined. Although this is true, one has to remember that the situation is quite different compared with purely classical procedural and object-oriented languages. Usually, the semantics of the latter is defined informally as a verbal description, which is in fact unsuitable as a basis for formal proofs. In contrast, those language constructs in quantum programming languages which are specifically related to quantum physics are well defined formally. So, for example, the probability of getting a non-trivial factorization by means of Shor's algorithm can of course be determined exactly within the standard formalism of quantum mechanics. However, a unified common formal description of both the classical and the quantum part of the languages does in fact not exist in these languages. To summarize, both QCL and Q language are quantum programming languages, which are well suited for first steps in developing quantum programs. Particularly, QCL as a small and well-documented language can be an excellent help in teaching quantum programming.
A software architecture
The article by Svore et al. [43] , which has been mentioned before, addresses the problem of defining an overall structure of a system for quantum computing design tools. The authors propose a layered architecture which could serve as a general framework for writing 'quantum software'. To this end, they describe a four-phase computer-aided design flow process, which transforms the representation of a quantum algorithm QUANTUM PROGRAMMING LANGUAGES 145 into some intermediate representations and, finally, into a simulator or a set of operations on an actual physical device. In detail, the first phase maps the quantum algorithm to a 'quantum intermediate representation' (QIR) which could be the popular gate model, for example. Phase two maps this representation into a 'quantum assembly language' (QASM) based on single qubit and CNOT gates, for example. Phase three refines this representation to a 'quantum computation physical operations language' (QCPOL) with optimizations and physical instructions for fault-tolerant operations. Finally, phase four provides an environment for simulating or executing the algorithm on a real quantum device.
What makes this article particularly interesting is the fact that many details which are known on quantum computation can be put into a larger context. Error correction, for example, is one of the central issues of quantum computing. The proposed structure can be helpful in finding the right layer within this model in which error correction should be handled. The structure could as well serve as a link between some of the definitions of QPLs, which presently appear as competing approaches; possibly, these could coexist in one system on different layers.
Current research directions
Presently, the primary focus of current research in the area of QPLs seems to be mainly on the functional programming paradigm and not on imperative or object-oriented languages. Several reasons are given for this approach. First, operations in a Hilbert space are functions in the traditional mathematical sense. Therefore, it suggests itself to map these to functions in a functional language, i.e. to language constructs, which map inputs to outputs without side effects. Second, it is argued that type safety in functional languages is much higher than in imperative languages. This can open the way to realizing systems in which the compiler rather than the run-time system detects violations of the laws of quantum mechanics. Much of the present work on this matter uses the terminology of category theory and linear logic [65] as a technical framework. Good introductions into these fields can be found in Refs. [66, 67] .
Another ambitious approach, although closely related to QPLs but far beyond this field, aims at establishing the new field of 'quantum informatics', which is a research area different from but related to the more traditional quantum information theory (see Refs. [44, 45, 68] and earlier references therein).
During the last eight decades, the mathematical setting of quantum mechanics, originally due to von Neumann and others, has been extended to a rigorous theory, which contains the measurement process as well as a description of 'purely classical' systems in a common formal framework. C*-algebras form the basis of this framework (see, for example, a contribution by Werner in Ref. [2] and the article by Keyl [21] for detailed state-of-the-art introductions).
There still remain at least two problems. First, many physicists feel that from a physical point of view, neither the existence of two types of time evolution, unitary and measurement, nor the relation between the notions of classical and quantum have yet been satisfactorily 'explained' [69] . Second, from a computer scientist's point of view, the Hilbert space formalism describes systems on the level of bits and qubits (0s and 1s in folklore terms), which is far from what is commonly called high-level methods and structures in present days computer science. Nowadays, the main subjects of classical computer science rely on notions such as modules, ADTs, components, functional languages, process calculi, type systems and various theoretical foundations thereof. Apart from a few applications, which directly interface with hardware devices, programming on a bit level is now of marginal importance only.
The relation between the traditional mathematical treatment of quantum mechanics with its operations on the level of qubits and a classical assembler raises the question whether there are high-level structures analogous to classical computer science, which allow some reasoning on this level for quantum systems. Particularly, it is argued by Coecke [45] that mappings of the kind f : H ! H can have a lot of different meanings, such as operators, (mixed) states etc. In Coecke's article, this has been called 'the lack of types reflecting kinds'.
So, the question is whether classical structures can be extended ('quantized') to high-level quantum structures, which are not merely unitary operations acting on qubit states. Moreover, these should be manageable in such a way that useful work can be done, for example, the development of efficient algorithms. Although this work aims primarily at the foundation of quantum physics itself, there are as well pragmatic goals such as protocol analysis and design, particularly applications to information security [70 -72] .
A detailed description of all QPLs, which have been published so far, is far beyond the scope of the present article. Therefore, only a small number of examples will be sketched in the following. We refer the reader to the original articles; a commented literature summary has recently been given by Gay [11] .
Computability with functions can be formalized by means of the lambda calculus, which accordingly forms the basis of functional programming. van Tonder [46, 47] has developed a variant of this calculus for quantum programs which may be regarded as an alternate model of the quantum Turing machine. In its present version, the l q -calculus is based on the vector formalism; classical data and measurements are not treated in the present form of the model.
Arrighi and Dowek [73] give a formalization of vector spaces and describe an operational semantics for a formal tensor calculus based on term rewrite systems. Also, a brief non-formal account of linear logic can be found in their article. In linear logic, logical statements are re-interpreted as consumption of resources. Particularly, two of the structural 146 R. RÜ DIGER rules of classical logic (weakening and contraction) are not available in general. In the context of quantum programming, this is brought into connection with peculiarities related to discarding and cloning quantum states. Some remarks on different notions of linearity in linear logic and of linearity in vector spaces are also mentioned in the article by Arrighi and Dowek. Most influential has been Selinger's [10, 18, 74,] work. He defines two variants of a first-order functional language, a textual form (named QPL) and, alternatively, a QPL in the form of quantum flow charts (named QFC). The language is based on the idea (the 'slogan') of 'classical control and quantum data', which is along the lines of Knill's QRAM model, although the language itself is not based on any special hardware model. Separating control and data in this way means that data can be in a superposed state, whereas the control flow cannot. One of the key points of QPL/QFC is that to each programming fragment, a superoperator will be assigned, which maps input states to output states. Thus, the language is based on the established formalism, mentioned in Section 2, which describes mixed states and operations on states in a general unified setting. Therefore, unitary time evolution and measurements can be dealt with in a common framework as well as situations like, for example, irreversibly discarding a qubit ('measuring a qubit without learning the result' [1, p. 187]).
Another innovative feature of the language is its denotational semantics, which is based on complete partial orders of superoperators. QPL/QFC forms the basis for several other articles. One difficulty, mentioned by Selinger [10] , is the proper handling of linearity; combining classical and quantum structures in one system requires a linear and non-linear type system. In Refs. [75, 80] , Valiron and Selinger propose a higher order QPL based on a linear-typed lambda calculus. The language combines both classical data types and measurements as a primitive feature, which is essential for algorithms where unitary operations and measurements are interleaved. The semantics of the proposed language is operational and the appropriate type system is affine intuitionistic linear logic. Also, the authors develop a type inference algorithm.
Another article, which is closely related to QPL by Selinger, is the work by Nagarajan et al. [53] . The authors extend the QRAM model to a model, called SQRAM, by an explicit construction of instruction sets for the classical and the quantum component and they also describe a compiler for a subset of QPL. As an example, they show how Deutsch's algorithm can be expressed in their formalism.
The extension of QPL to cQPL by Mauerer [39] has already been mentioned. The most distinguishing feature of this language is its ability to describe quantum communication protocols. Therefore, the language, which has a denotational semantics, is suitable for security proofs of communication protocols. A compiler for the language has been developed, which can also be regarded as a QPL compiler.
Several experiments with the functional language Haskell as a QPL have been described [49, 81] . There is a somewhat vague analogy to the work on Q language insofar, as an established standard language is being used as a QPL. However, the analogy ends here: programs written in Cþþ and Haskell have not much in common. In Ref. [82] , superoperators are introduced as arrows [83] , which generalize monads [84, 85] (an algebraic structure which formalizes the notion of a computation). Vizzotto et al. [82] remark that the no-cloning property of quantum systems cannot adequately be represented within this framework, and they state that a better approach would be to continue the work with QML by Altenkirch and Grattage [36, 79, 86] . This QPL is a first-order functional language with a denotational semantics. In contrast to Selinger's QPL, the language is based on the idea of 'quantum data and quantum control'. Measurements will be included in a future version of the language. A QML compiler has been implemented in Haskell [79] . Table 1 summarizes some of the features of those QPLs which have been discussed or mentioned in the preceding sections. The reader should be aware that research on quantum 
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