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THE OPTIMAL RANGE OF THE CALDERO`N OPERATOR AND
ITS APPLICATIONS
F. SUKOCHEV, K. TULENOV, AND D. ZANIN
Abstract. We identify the optimal range of the Caldero`n operator and that of
the classical Hilbert transform in the class of symmetric quasi-Banach spaces.
Further consequences of our approach concern the optimal range of the trian-
gular truncation operator, operator Lipschitz functions and commutator esti-
mates in ideals of compact operators.
1. Introduction
The classical Hilbert transform H (for measurable functions on R) is given by
the formula
(Hx)(t) = p.v. 1
π
∫
R
x(s)
t− sds.
In [3, Definition III.4.1, p. 126], it is stated that Hf is defined for all locally
integrable functions f. This is certainly not the case. In fact, the maximal domain
for H is the Lorentz space Λlog(R) (see Remark 10) associated with the function
log(1 + t), t > 0.
Let E and F be symmetric quasi-Banach function spaces on R. In this paper,
we are considering the problem of what is the least symmetric quasi-Banach space
F (R) such that H : E(R)→ F (R) is bounded for a fixed symmetric quasi-Banach
space E(R). We shall be referring to the space F (R) as the optimal range space for
the operator H restricted to the domain E(R) ⊆ Λlog(R).
If we restrict our attention to the subclass of symmetric Banach spaces E with
Fatou norm (that is, when the norm closed unit ball BE of E is closed in E with
respect to almost everywhere convergence), then, in this (somewhat resticted) set-
ting, the problem reduces to a familiar problem settled by D. Boyd [7] in 1967.
Indeed, in this special case [7, Theorem 2.1] asserts that H : E(R) → F (R) if
and only if S : E(0,∞)→ F (0,∞), where the operator S, known as the Caldero`n
operator, is defined by the formula
(Sx)(t) =
1
t
∫ t
0
x(s)ds +
∫ ∞
t
x(s)
s
ds, x ∈ Λlog(0,∞).
Effectively, the problem reduces to describing the optimal receptacle of the operator
S.
Consider the case when E = Lp, 1 < p < ∞. By Hardy’s inequality, S :
Lp(0,∞)→ Lp(0,∞) and [7, Theorem 2.1] readily yields that H : Lp(R)→ Lp(R).
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Now, if E is a Banach interpolation space for the couple (Lp, Lq), 1 < p < q <∞,
then H : E(R) → E(R) (this argument partly explains why Boyd’s approach in
[7] has since become the mainstay of Interpolation Theory in symmetric function
spaces, see [3, 29, 30]). A careful inspection of the proof in [7] further yields that,
in this case, E(R) is the optimal receptacle for H restricted on E(R).
In the case p = 1, Kolmogorov’s classical result [27] asserts that the operator H
maps the symmetric Banach function space L1(R) to the symmetric quasi-Banach
space L1,∞(R) (see [3, Theorem III.4.9 (b), p. 139]). From this, one might guess
that, for E = L1(R), the optimal range of H is L1,∞(R), which strongly suggests
that the natural setting for problem is that of symmetric quasi-Banach spaces.
Actually we study the optimal range of the operator-valued Hilbert transform 1⊗
H. Let (M, τ) be a von Neumann algebra with a normal semifinite faithful trace τ.
We shall discuss the optimal range of 1⊗H in the setting of symmetric quasi-Banach
spaces on the von Neumann algebra tensor product M⊗¯L∞(R), which are non-
commutative counterparts of the classical symmetric function spaces (see Section 2
for precise definition). Let M⊗¯L∞(R) be a von Neumann algebra tensor product
with a normal semifinite faithful tensor trace. Define 1⊗H on Λlog(M⊗¯L∞(R)) (see
Subsection 2.7 for detailed explanation) as a non-commutative Hilbert transform.
Problem 1. Let M be a semifinite von Neumann algebra equipped with a faithful
normal semifinite trace τ. Given a symmetric quasi-Banach function space E =
E(R), determine the least symmetric quasi-Banach function space F = F (R) such
that 1⊗H maps E(M⊗ L∞(R)) to F(M⊗ L∞(R)).
In the special case, when M = C, Problem 1 has great lineage in Mathemat-
ical Analysis and Operator Theory as discussed above. Addressing precisely this
framework, one of our main results, Theorem 26, provides a complete description
of the optimal range F for a given symmetric quasi-Banach space E, thereby com-
plementing [7, Theorem 2.1]. Furthermore, Proposition 35 refines Kolmogorov’s
classical result [3, Theorem III.4.9 (b), p. 139], by showing that the optimal range
for the Hilbert transform on L1(R) is the space (L1,∞)
0, the closure of all bounded
functions in L1,∞(R). Finally, Theorem 33 resolves Problem 1 in full generality.
The classical triangular truncation operator T is defined in [20, 21] on integral
operators (on the Hilbert space L2(R)) by the formula
(1.1) (T (V )x)(t) =
∫
R
K(t, s)sgn(t− s)x(s)ds, x ∈ L2(R),
where K is the kernel of the integral operator V,
(V x)(t) =
∫
R
K(t, s)x(s)ds, x ∈ L2(R).
We describe the exact domain of operator T in the Remark 15 below. The class of
Banach ideals E = E(H) in B(H) (equipped with Fatou norm) such that T (E) ⊆ E
was discussed at great length by I.C. Gohberg and M.G. Krein [20, 21]. For an
operator superficially similar to T, J. Arazy (see [1, Theorem 4.1]) characterized
all ideals E matching completely the above Boyd’s results for the case when the
Boyd indices of E are not trivial. However, even if E is an interpolation space for
the couple (Lp,Lq), 1 < p < q < ∞, the techniques employed by Arazy, Gohberg
and Krein [1, 20, 21], and in many other relevant papers, do not yield insight into
whether E(H) is the optimal range space for the operator T restricted to E(H).
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Thus, finding the optimal range space for the operator T is of particular interest
even in the simplest case, namely when the ideal E has non-trivial Boyd indices.
A classical Macaev’s result (see [20, 21, 34]) and the Gohberg-Krein Theorem (see
[21, Theorem VII.5.1, p. 345]) suggest that the natural receptacle for the operator
T restricted to the trace class L1(H) is the quasi-Banach ideal L1,∞(H) and, as is
the case for Problem 1, this motivates our consideration of quasi-Banach ideals.
Problem 2. Given a symmetric quasi-Banach sequence space E = E(Z), determine
the least symmetric quasi-Banach sequence space F = F (Z) such that T : E(H)→
F(H).
Our main result concerning Problem 2 is presented in Theorem 34. It matches
completely the commutative results cited above and substantially extends earlier
results from [21, Theorem III.2.1, 2.2, 4.1, and 5.3, pp. 83-116] (see also [21,
Corollary III. 7.1, p. 130]). The new components of our proof, which enable us to
obtain optimal range results in Theorem 34, are provided by Theorems 14 and 21,
where the latter may be viewed as a non-commutative extension of Boyd’s result
given in [3, Proposition III.4.10, p. 140].
The most notable achievement of this paper is our approach, which allows the si-
multaneous treatment of Problems 1 and 2 from the perspective of non-commutative
symmetric spaces. The expert reader can skip to Sections 3 and 4 for the statement
of our main result Theorem 14 and its proof. Following this, Section 5 is devoted
to producing a lower estimate for the triangular truncation operator T.
In Section 6 we find the optimal range for the Caldero´n operator S. In Section
7 we fully resolve Problems 1 and 2 by explicitly formulating the optimal sym-
metric quasi-Banach range for the operators 1 ⊗ H and T . Finally, our approach
enables important applications to Double Operator Integrals associated with Lips-
chitz functions and commutator estimates, which we address in Section 8. We are
able to deal with the most general assumptions on a quasi-Banach symmetric space
E omitting the assumption that it has a Fatou norm used in [1, 3, 7, 20, 21] and
many other sources.
Our final comment is to, on the one hand, connect our theme with the studies of
UMD-spaces in the setting of symmetric operator spaces and, on the other hand,
explain the profound difference with the latter. Recall that one of the equivalent
characterizations of the so-called UMD-property of a Banach space X is that [6, 8]
the Hilbert kernel for the real line R defines a bounded convolution operator on
the corresponding Bochner Lp-spaces (1 < p < ∞) of X-valued functions. In par-
ticular, Theorem 4.1 due to Zsido [42] implies almost immediately that the spaces
Lp(M, τ), 1 < p <∞, have the UMD-property (see details in [16, Corollary 4.2] and
also [4]). Equivalently, we see that 1⊗H maps Lp(M⊗¯L∞(R)) to Lp(M⊗¯L∞(R))
whenever 1 < p <∞ and this connection with Problem 1 has been employed in the
studies of various versions of the non-commutative Hilbert Transform for which we
refer to [15, 16, 38, 39]. However, in the case when a symmetric space E has trivial
Boyd indices, it is not a UMD-space and therefore all the techniques from above
cited papers are not applicable in the present setting.
2. Preliminaries
2.1. Singular value functions. Let (I,m) denote the measure space I = (0,∞),R
(resp. I = Z+ := Z≥0,Z), where R is the set of real (resp. Z the set of integer) num-
bers, equipped with Lebesgue measure (resp. counting measure) m. Let L(I,m) be
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the space of all measurable real-valued functions (resp. sequences) on I equipped
with Lebesgue measure (resp. counting measure)m i.e. functions which coincide al-
most everywhere are considered identical. Define S(I,m) to be the subset of L(I,m)
which consists of all functions (resp. sequences) x such that m({t : |x(t)| > s}) is
finite for some s > 0.
For x ∈ S(I) (where I = (0,∞) or R), we denote by µ(x) the decreasing re-
arrangement of the function |x|. That is,
µ(t, x) = inf{s ≥ 0 : m({|x| > s}) ≤ t}, t > 0.
On the other hand, if I = Z+,Z, andm is the counting measure, then S(I) = ℓ∞(I),
where ℓ∞(I) denotes the space of all bounded sequences on I. In this case, for a
sequence x = {xn}n≥0 in ℓ∞(Z+) (resp. ℓ∞(Z)), we denote by µ(x) the sequence
|x| = {|xn|}n≥0 rearranged to be in decreasing order.
We say that y is submajorized by x in the sense of Hardy–Littlewood–Po´lya
(written y ≺≺ x) if ∫ t
0
µ(s, y)ds ≤
∫ t
0
µ(s, x)ds, t ≥ 0
(
or
n∑
k=0
µ(k, y) ≤
n∑
k=0
µ(k, x), n ≥ 0
)
.
Let M be a semifinite von Neumann algebra on a separable Hilbert space H
equipped with a faithful normal semifinite trace τ. A closed and densely defined
operator A affiliated with M is called τ -measurable if τ(E|A|(s,∞)) < ∞ for suf-
ficiently large s. We denote the set of all τ -measurable operators by S(M, τ). Let
Proj(M) denote the lattice of all projections in M. For every A ∈ S(M, τ), we
define its singular value function µ(A) by setting
µ(t, A) = inf{‖A(1− P )‖L∞(M) : P ∈ Proj(M), τ(P ) ≤ t}, t > 0.
Equivalently, for positive self-adjoint operators A ∈ S(M, τ), we have
nA(s) = τ(EA(s,∞)), µ(t, A) = inf{s : nA(s) < t}, t > 0.
For more details on generalised singular value functions, we refer the reader to [19]
and [32]. We have for A,B ∈ S(M, τ) (see for instance [32, Corollary 2.3.16 (a)])
(2.1) µ(t+ s, A+B) ≤ µ(t, A) + µ(s,B), t, s > 0.
If A,B ∈ S(M, τ), then we say that B is submajorized by A (in the sense of
Hardy–Littlewood–Po´lya), denoted by µ(B) ≺≺ µ(A), if∫ t
0
µ(s,B)ds ≤
∫ t
0
µ(s, A)ds, t ≥ 0.
If M = B(H) and τ is the standard trace Tr, then it is not difficult to see that
S(M) = S(M, τ) =M (see [32, 41] for more details). In this case, for A ∈ S(M, τ),
we have
µ(n,A) = µ(t, A), t ∈ [n, n+ 1), n ∈ Z+.
The sequence {µ(n,A)}n∈Z+ is just the sequence of singular values of the operator
A ∈ B(H).
THE OPTIMAL RANGE OF THE CALDERO`N OPERATOR AND ITS APPLICATIONS 5
2.2. Symmetric (Quasi-)Banach Function and Operator Spaces.
Definition 3. We say that (E, ‖ · ‖E) is a symmetric (quasi-)Banach function (or
sequence) space on I if the following hold:
(a) E is a subset of S(I,m);
(b) (E, ‖ · ‖E) is a (quasi-)Banach space;
(c) If x ∈ E and if y ∈ S(I,m) are such that |y| ≤ |x|, then y ∈ E and ‖y‖E ≤
‖x‖E ;
(d) If x ∈ E and if y ∈ S(I,m) are such that µ(y) = µ(x), then y ∈ E and
‖y‖E = ‖x‖E.
For the general theory of symmetric spaces, we refer the reader to [3, 29, 30].
Let M be a semifinite von Neumann algebra on a Hilbert space H equipped
with a faithful normal semifinite trace τ. The von Neumann algebra M is also
denoted by L∞(M), and for all A ∈ L∞(M), ‖A‖L∞(M) := ‖A‖B(H). Moreover,
‖A‖L∞(M) = ‖µ(A)‖L∞(0,∞) = µ(0, A), A ∈ L∞(M).
Definition 4. Let E(M, τ) be a linear subset in S(M, τ) equipped with a complete
(quasi-)norm ‖·‖E(M,τ).We say that E(M, τ) is a symmetric operator space (onM,
or in S(M, τ)) if for A ∈ E(M, τ) and for every B ∈ S(M, τ) with µ(B) ≤ µ(A),
we have B ∈ E(M, τ) and ‖B‖E(M,τ) ≤ ‖A‖E(M,τ).
A symmetric function (or sequence) space is the term reserved for a symmetric
operator space when M = L∞(I,m), where I = (0,∞),R (or M = ℓ∞(I) with
counting measure, where I = Z+,Z).
Recall the construction of a symmetric (quasi-)Banach operator space (or non-
commutative symmetric (quasi-)Banach space) E(M, τ). Let E be a symmetric
(quasi-)Banach function (or sequence) space on (0,∞) (or Z+). Set
E(M, τ) =
{
A ∈ S(M, τ) : µ(A) ∈ E
}
.
We equip E(M, τ) with a natural norm
‖A‖E(M,τ) := ‖µ(A)‖E , A ∈ E(M, τ).
This is a (quasi-)Banach space with the (quasi-)norm ‖ · ‖E(M,τ) and is called the
(non-commutative) symmetric operator space associated with (M, τ) corresponding
to (E, ‖ · ‖E). In particular, when M = B(H), we have
E(H,Tr) =
{
A ∈ B(H) : µ(A) ∈ E(Z+)
}
.
An extensive discussion of the various properties of such spaces can be found in
[25, 32]. Futhermore, the following fundamental theorem was proved in [25] (see
also [32, Question 2.5.5, p. 58]).
Theorem 5. Let E be a symmetric function (or sequence) space on (0,∞) (or Z+)
and let M be a semifinite von Neumann algebra. Set
E(M, τ) =
{
A ∈ S(M, τ) : µ(A) ∈ E
}
.
So defined (E(M, τ), ‖ · ‖E(M,τ)) is a symmetric operator space.
The (quasi-)norm on E is order continuous in the sense that 0 ≤ xβ ↓β 0 in E
implies that ‖xβ‖E ↓ 0, and in this case, the (quasi-)norm is order continuous on
the non-commutative space E(M, τ) (see [18, Chapter IV] for more details). For
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simplicity, throughout this paper we denote E(M, τ) (resp. E(H,Tr)) by E(M)
(resp. E(H)).
For 1 ≤ p <∞, we set
Lp(M) = {A ∈ S(M, τ) : τ(|A|p) <∞}, ‖A‖Lp(M) = (τ(|A|p))
1
p .
The Banach spaces (Lp(M), ‖ · ‖Lp(M)) (1 ≤ p < ∞) are separable. Moreover,
when p = 2 this space becomes Hilbert space with the inner product
< A,B >:= τ(B∗A), A,B ∈ L2(M),
where B∗ is adjoint operator of B. It is easy to see that these spaces are symmetric
spaces. In particular, when M = B(H), we denote Lp(M) by Lp(H).
The dilation operator on S(0,∞) is defined by
σsx(t) := x
(
t
s
)
, s > 0.
It is obvious that the dilation operator σs is continuous in S(0,∞) (see [29, Chapter
II.3, p. 96]). The discrete dilation operator σm, m ∈ N, on ℓ∞(Z+) is defined by
σm(a) := {a(0), a(0), ..., a(0)︸ ︷︷ ︸
m terms
, a(1), a(1), ..., a(1)︸ ︷︷ ︸
m terms
, ..., a(n), a(n), ..., a(n)︸ ︷︷ ︸
m terms
, ...}.
2.3. Ko¨the dual of Symmetric Function and Operator spaces. Next we de-
fine the Ko¨the dual space of symmetric Banach function spaces. Given a symmetric
Banach function (or sequence) space E on (0,∞) (or Z+), equipped with Lebesgue
measure m (or counting measure) the Ko¨the dual space E× on (0,∞) (or Z+) is
defined by
E(0,∞)× =
{
y ∈ S(0,∞) :
∫ ∞
0
|x(t)y(t)|dt <∞, ∀x ∈ E(0,∞)
}
(
or E(Z+)
× =
{
y ∈ ℓ∞(Z+) :
∞∑
k=0
|x(k)y(k)| <∞, ∀x ∈ E(Z+)
})
.
The space E× is Banach with the norm
(2.2) ‖y‖E(0,∞)× := sup
{∫ ∞
0
|x(t)y(t)|dt : x ∈ E(0,∞), ‖x‖E(0,∞) ≤ 1
}
(
or ‖y‖E(Z+)× := sup
{
∞∑
k=0
|x(k)y(k)| : x ∈ E(Z+), ‖x‖E(Z+) ≤ 1
})
.
Let E and F be symmetric spaces on (0,∞) (or Z+). The following important
properties of Ko¨the duals of symmetric spaces E and F follow from Lozanovskiˇi’s
work [31]
(2.3) (E + F )× = E× ∩ F×, (E ∩ F )× = E× + F×.
If E is a symmetric Banach function (or sequence) space, then (E×, ‖ · ‖E×) is
also a symmetric Banach function (or sequence) space (cf. [3, Section 2.4]). For
more details on Ko¨the duality we refer to [3, 30].
Next we give the definition of Ko¨the dual space of non-commutative symmetric
spaces. We assume that E is a symmetric Banach function (resp. sequence) space
on (0,∞) (resp. Z+).
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Definition 6. The Ko¨the dual space E(M, τ)× of E(M, τ) is defined
E(M, τ)× = {A ∈ S(M, τ) : AB ∈ L1(M, τ), ∀B ∈ E(M, τ)}.
It is clear that E(M, τ)× is a linear subspace of S(M, τ).Moreover, it is a normed
space with the norm defined by setting
‖A‖E(M,τ)× := sup{|τ(AB)| : B ∈ E(M, τ), ‖B‖E(M,τ) ≤ 1}.
It can be shown that the normed space (E(M, τ)×, ‖ · ‖E(M,τ)×) is complete with
respect to ‖ · ‖E(M,τ)× (see for instance [17, Proposition 5.2 (x) and 5.4 ]). The
important result for the identification of the Ko¨the dual E(M, τ)× is that if E is
a symmetric Banach function space on (0,∞) (or Z+) with Ko¨the dual space E×,
then E(M, τ)× = E×(M, τ) (with equality of norms) (see for instance [17, Theorem
5.6]). For more details on non-commutative Ko¨the dual spaces we refer the reader
to [14, 17],[18, Chapter IV].
Proposition 7. Let E(M) be a symmetric Banach operator space with Ko¨the dual
E(M)×. If X ∈ E(M) and Y ∈ E(M)×, then XY ∈ L1(M) and
τ(|XY |) ≤ ‖X‖E(M) · ‖Y ‖E(M)× .
2.4. L1∩L∞ and L1+L∞ spaces. Two examples below are of particular interest.
Consider the separated topological vector space S(0,∞) consisting of all measurable
functions x such thatm({t : |x(t)| > s}) is finite for some s > 0 with the topology of
convergence in measure. Then the spaces L1(0,∞) and L∞(0,∞) are algebraically
and topologically imbedded in the topological vector space S(0,∞), and so these
spaces form a Banach couple (see [29, Chapter I] for more details). The space
(L1∩L∞)(0,∞) = L1(0,∞)∩L∞(0,∞) consists of all bounded summable functions
x on (0,∞) with the norm
‖x‖(L1∩L∞)(0,∞) = max{‖x‖L1(0,∞), ‖x‖L∞(0,∞)}, x ∈ (L1 ∩ L∞)(0,∞).
The space (L1+L∞)(0,∞) = L1(0,∞)+L∞(0,∞) consists of functions which are
sums of bounded measurable and summable functions x ∈ S(0,∞) equipped with
the norm given by
‖x‖(L1+L∞)(0,∞) = inf{‖x1‖L1(0,∞) + ‖x2‖L∞(0,∞) : x = x1 + x2,
x1 ∈ L1(0,∞), x2 ∈ L∞(0,∞)}.
For more details we refer the reader to [3, Chapter I],[29, Chapter II]. We recall that
that every symmetric Banach function space on (0,∞) (with respect to Lebesgue
measure) satisfies
(L1 ∩ L∞)(0,∞) ⊂ E(0,∞) ⊂ (L1 + L∞)(0,∞)
equipped with the norm given by with continuous embeddings (see for instance [29,
Theorem II. 4.1. p. 91]).
We define the space L1(M)+L∞(M) as the class of those operatorsA ∈ S(M, τ)
for which
‖A‖L1(M)+L∞(M) := inf{‖A1‖L1(M) + ‖A2‖L∞(M) :
A = A1 + A2, A1 ∈ L1(M), A2 ∈ L∞(M)} <∞.
Theorem 8. [18, Theorem III. 9.16, p. 96] If A ∈ S(M, τ), then
(2.4) ‖A‖L1(M)+L∞(M) =
∫ 1
0
µ(t, A)dt, A ∈ L1(M) + L∞(M).
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A standard argument shows that L1(M)+L∞(M) is a Banach space with respect
to this norm, which is continuously embedded in S(M, τ). It follows from Theorem
8 that if A ∈ S(M, τ), then A ∈ L1(M) + L∞(M) if and only if
∫ t
0 µ(s, A)ds <∞
for all t > 0.
In particular, if A ∈ S(M, τ), then A ∈ L1(M) + L∞(M) if and only if µ(A) ∈
(L1 + L∞)(0,∞) and
‖A‖L1(M)+L∞(M) = ‖µ(A)‖(L1+L∞)(0,∞), A ∈ L1(M) + L∞(M).
The space L1(M) + L∞(M) is also denoted by (L1 + L∞)(M). Similarly, define
the intersection space of Banach spaces L1(M) and L∞(M) as follows
(L1 ∩ L∞)(M) = {A ∈ S(M, τ) : ‖A‖(L1∩L∞)(M) <∞},
where the norm on (L1 ∩ L∞)(M) is defined by
‖A‖(L1∩L∞)(M) = max{‖A‖L1(M), ‖A‖L∞(M)}, A ∈ (L1 ∩ L∞)(M).
It is easy to see that (L1 ∩ L∞)(M) is a Banach spaces with respect to this norm.
It should be observed that if A ∈ S(M, τ), then A ∈ (L1 ∩ L∞)(M) if and only if
µ(A) ∈ (L1 ∩ L∞)(0,∞). Moreover,
‖A‖(L1∩L∞)(M) = ‖µ(A)‖(L1∩L∞)(0,∞), A ∈ (L1 ∩ L∞)(M).
For an in-depth description on these spaces, refer to [18, Chapter III] (see also [17]).
As in the commutative case, every symmetric Banach operator space satisfies
(2.5) (L1 ∩ L∞)(M) ⊂ E(M) ⊂ (L1 + L∞)(M)
(see [18, Theorem 4.5, pp. 36-37] for more details).
2.5. Lorentz spaces.
Definition 9. [29, Definition II. 1.1, p.49] A function ϕ on the semiaxis [0,∞) is
said to be quasiconcave if
(i) ϕ(t) = 0⇔ t = 0;
(ii) ϕ(t) is positive and increasing for t > 0;
(iii) ϕ(t)t is decreasing for t > 0.
Observe that every nonnegative concave function on [0,∞) that vanishes only
at origin is quasiconcave. The reverse, however, is not always true. But, we may
replace, if necessary, a quasiconcave function ϕ by its least concave majorant ϕ˜
such that
1
2
ϕ˜ ≤ ϕ ≤ ϕ˜
(see [3, Proposition 5.10, p. 71]).
Let Ω denote the set of increasing concave functions ϕ : [0,∞) → [0,∞) for
which limt→0+ ϕ(t) = 0 (or simply ϕ(+0) = 0). For the function ϕ in Ω, the
Lorentz space Λϕ(0,∞) is defined by setting
Λϕ(0,∞) :=
{
x ∈ S(0,∞) :
∫ ∞
0
µ(s, x)dϕ(s) <∞
}
and equipped with the norm
‖x‖Λϕ(0,∞) :=
∫ ∞
0
µ(s, x)dϕ(s).
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The Lorentz sequence space Λϕ(Z+) is
Λϕ(Z+) :=
{
a ∈ c0 : ‖a‖Λϕ(Z+) =
∞∑
n=0
µ(n, a)(ϕ(n+ 1)− ϕ(n)) <∞
}
,
where c0 is the space of sequences converging to zero. These spaces are examples
of symmetric Banach function spaces. In particular, if ϕ(t) := log(1 + t) (t > 0),
then the Lorentz sequence space Λlog(Z+) is defined as follows:
Λlog(Z+) :=
{
a ∈ c0 : ‖a‖Λlog(Z+) =
∞∑
n=0
µ(n, a)
n+ 1
<∞
}
.
These spaces are defined similarly on R and Z, respectively. For more details on
Lorentz spaces, we refer the reader to [3, Chapter II.5] and [29, Chapter II.5].
As in the commutative case, for a function ϕ in Ω define the corresponding
non-commutative Lorentz space by setting
Λϕ(M) :=
{
A ∈ S(M, τ) :
∫ ∞
0
µ(s, A)dϕ(s) <∞
}
equipped with the norm
(2.6) ‖A‖Λϕ(M) :=
∫ ∞
0
µ(s, A)dϕ(s).
These operator spaces become symmetric operator spaces. The Lorentz ideal Λϕ(H)
(see [32, Example 1.2.7, p. 25]) is
Λϕ(H) :=
{
A ∈ K(H) : ‖A‖Λϕ(H) =
∞∑
n=0
µ(n,A)(ϕ(n + 1)− ϕ(n)) <∞
}
,
where K(H) is the ideal of compact operators on H. If ϕ(t) := log(1 + t) (t > 0),
then the corresponding Lorentz ideal Λlog(H) is defined by
Λlog(H) :=
{
A ∈ K(H) : ‖A‖Λlog(H) =
∞∑
n=0
µ(n,A)
n+ 1
<∞
}
.
This ideal contains all Schatten-von Neumann classes Lp(H) (1 ≤ p < ∞). It
corresponds to the double index (∞, 1) on the Lorentz scale and is known as the
Macaev ideal (see [20]).
2.6. Weak L1 and M1,∞ spaces. The weak-ℓ1 sequence space ℓ1,∞ on Z+ (or Z)
is defined as
ℓ1,∞ :=
{
a ∈ c0 : µ(n, a) = O
(
1
1 + n
)}
.
Further, define the space L1,∞(M) by setting
L1,∞(M) = {A ∈ S(M, τ) : sup
t>0
tµ(t, A) <∞},
and equip L1,∞(M) with the functional ‖ · ‖L1,∞(M) defined by the formulae
(2.7) ‖A‖L1,∞(M) = sup
t>0
tµ(t, A), A ∈ L1,∞(M).
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For any A,B ∈ L1,∞(M), it follows from (2.1) that
‖A+B‖L1,∞(M) = sup
t>0
tµ(t, A+B) ≤ sup
t>0
t
(
µ
(
t
2
, A
)
+ µ
(
t
2
, B
))
≤ sup
t>0
tµ
(
t
2
, A
)
+ sup
t>0
tµ
(
t
2
, B
)
= 2‖A‖L1,∞(M) + 2‖B‖L1,∞(M).
That is, ‖ · ‖L1,∞(M) is a quasi-norm. In fact, the space (L1,∞(M), ‖ · ‖L1,∞(M))
is quasi-Banach (see [25, Section 7] or [41]). The ideal L1,∞(M) has the Fatou
property. That is, if An ∈ L1,∞(M), ‖An‖L1,∞(M) ≤ 1 and An → A in measure,
then A ∈ L1,∞(M) and ‖A‖L1,∞(M) ≤ 1.
Let E be a quasi-Banach symmetric sequence space on Z+. Let ℓ1,∞(Z+) be a
weak-ℓ1 sequence space. Define corresponding weak-L1 ideal of compact operators
on H
L1,∞(H) :=
{
A ∈ K(H) : µ(n,A) = O( 1
1 + n
)
}
,
(see [32, Example 1.2.6, p. 24]).
Define the Marcinkiewicz (or Lorentz) space M1,∞(0,∞) by setting
M1,∞(0,∞) :=
{
x ∈ S(0,∞) : sup
t>0
1
log(1 + t)
∫ t
0
µ(s, x)ds <∞
}
equipped with the norm
‖x‖M1,∞(0,∞) := sup
t>0
1
log(1 + t)
∫ t
0
µ(s, x)ds.
This is an example of a symmetric Banach function space. For more information
on Marcinkiewicz spaces we refer the reader to [3, Chapter II.5] and [29, Chapter
II.5]. Similarly, the non-commutativeM1,∞(M) space is defined by
M1,∞(M) :=
{
A ∈ S(M, τ) : sup
t>0
1
log(1 + t)
∫ t
0
µ(s, A)ds <∞
}
equipped with the norm
‖A‖M1,∞(M) := sup
t>0
1
log(1 + t)
∫ t
0
µ(s, A)ds.
These spaces are also symmetric spaces. We refer to [32] (see also [9]) for detailed
study of this space and its applications in non-commutative geometry.
Let M = B(H) and τ = Tr. Then, we have
M1,∞(H) :=
{
A ∈ K(H) : ‖A‖M1,∞(H) := sup
n∈Z+
1
log(2 + n)
n∑
k=0
µ(k,A) <∞
}
,
where {µ(k,A)}k∈Z+ is the sequence of singular values of a compact operator A.
This space is known as the dual of the Macaev ideal on a separable Hilbert space
H.
Moreover, the spaceM1,∞(H) contains the quasi-Banach ideal L1,∞(H) of com-
pact operators, i.e. the following inclusion
L1,∞(H) ⊂M1,∞(H)
is strict (see [32, Lemma 1.2.8 and Example 1.2.9, pp. 25-26]).
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For M = ℓ∞(Z+), the space M1,∞(Z+) is defined by
(2.8) M1,∞(Z+) := {a ∈ c0 : ‖a‖M1,∞(Z+) := sup
n≥0
1
log(2 + n)
n∑
k=0
µ(k, a) <∞},
(see [32, Example 1.2.7, p. 24]).
2.7. Caldero´n operator and Hilbert transform. Recall that S(0,∞) is the
space of all Lebesgue measurable functions on (0,∞) such that m({t : |x(t)| > s})
is finite for some s > 0. Define operators C : (L1+L∞)(0,∞)→ (L1,∞+L∞)(0,∞)
by
(2.9) (Cx)(t) :=
1
t
∫ t
0
x(s)ds, x ∈ (L1 + L∞)(0,∞)
and C′ : Λlog(0,∞)→ S(0,∞) by
(C′x)(t) :=
∫ ∞
t
x(s)
ds
s
, x ∈ Λlog(0,∞),
where C is called the Cesa`ro operator (or else Hardy-Littlewood operator or Hardy
operator as in [3, Chapter II.3],[29, Chapter II.6]).
For each x ∈ Λlog(0,∞), define the Caldero´n operator S : Λlog(0,∞)→ (L1,∞+
L∞)(0,∞) as a sum of C and C′ by
(2.10) (Sx)(t) :=
1
t
∫ t
0
x(s)ds+
∫ ∞
t
x(s)
ds
s
= (Cx)(t)+(C′x)(t), x ∈ Λlog(0,∞).
It is obvious that S is linear operator. If 0 < t1 < t2, then
min
(
1,
s
t2
)
≤ min
(
1,
s
t1
)
≤ t2
t1
·min
(
1,
s
t2
)
, s > 0.
Therefore, if x is nonnegative, it follows from the first of these inequalities that
(Sx)(t) is a decreasing function of t. The operator S is often applied to the de-
creasing rearrangement µ(x) of a function x defined on some other measure space.
Since Sµ(x) is itself decreasing, it is easy to see that µ(Sµ(x)) = Sµ(x). Let
x ∈ Λlog(0,∞). Since for each t > 0, the kernel kt(s) = 1s · min
{
1, st
}
is a de-
creasing function of s, it follows from [3, Theorem II.2.2, p. 44] that
|(Sx)(t)| (2.10)=
∣∣∣ ∫ ∞
0
x(s)min
{
1,
s
t
}ds
s
∣∣∣
≤
∫ ∞
0
|x(s)|min
{
1,
s
t
}ds
s
≤
∫ ∞
0
µ(s, x)min
{
1,
s
t
}ds
s
(2.10)
= (Sµ(x))(t).
(2.11)
For more information on these operators, we refer to [3, Chapter III] and [29,
Chapter II].
If x ∈ Λlog(R), then the classical Hilbert transform H is defined by the principal-
value integral
(2.12) (Hx)(t) = p.v. 1
π
∫
R
x(s)
t− sds, x ∈ Λlog(R).
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Remark 10. Let x = xχ(0,∞) such that x is a non-negative decreasing function on
(0,∞). Then it is easy to see that
|(Hx)(−t)| (2.12)= 1
π
∣∣∣∣∣
∫
R+
x(s)
−t− sds
∣∣∣∣∣
=
1
π
∫
R+
x(s)
t+ s
ds =
1
π
(∫ t
0
x(s)
t+ s
ds+
∫ ∞
t
x(s)
t+ s
ds
)
≥ 1
π
(∫ t
0
x(s)
2t
ds+
∫ ∞
t
x(s)
2s
ds
)
=
1
2π
·
(
1
t
∫ t
0
x(s)ds+
∫ ∞
t
x(s)
s
ds
)
(2.10)
=
1
2π
(Sx)(t), t > 0,
i.e. we have
1
2π
(Sµ(x))(t) ≤ |(Hx)(−t)|, t > 0.
Therefore, if (Hx)(−t) exists, then it follows that Sµ(x) exists, and it means x
belongs to the domain of S, i.e. x ∈ Λlog(0,∞) (see (2.10)). On the other hand, if
x ∈ Λlog(0,∞), then by [3, Theorem III.4.8, p. 138], we have
µ(Hx) ≤ cabsSµ(x),
which shows existence of Hx.
Let M⊗¯L∞(R) be a von Neumann tensor product equipped with the normal
semifinite faithful tensor product trace ν = τ ⊗m, where m is the trace on L∞(R)
given by integration with respect to Lebesgue measure on R. Let E be a symmetric
quasi-Banach space on R.
If the operator 1 ⊗ H is defined on some E(M⊗¯L∞(R)), then H is defined on
E(R). By Remark 10, it must be that E(R) ⊂ Λlog(R). So, 1⊗H cannot be defined
outside of Λlog(M⊗¯L∞(R)). Set
1⊗H :
n∑
k=1
xk ⊗ fk →
n∑
k=1
xk ⊗H(fk),
where xk ∈M and fk ∈ Λlog(R), k = 1, 2, ..., n. Then, these elementary tensors are
dense in Λlog(M⊗¯L∞(R)) and we have norm estimate. Therefore, 1⊗H is defined
on Λlog(M⊗¯L∞(R)).
Define the discrete version of the operator Sd : Λlog(Z+)→ (ℓ1,∞ + ℓ∞)(Z+) by
(2.13)
(
Sda
)
(n) :=
1
n+ 1
n∑
k=0
a(k) +
+∞∑
k=n+1
a(k)
k
, a ∈ Λlog(Z+).
2.8. Triangular truncation operator. Our primary example is a triangular trun-
cation operator on the Hilbert space H = L2(R). More precisely, let K be a fixed
measurable function on R × R. Let us consider an operator V with the integral
kernel K on L2(R) is defined by
(2.14) (V x)(t) =
∫
R
K(t, s)x(s)ds, x ∈ L2(R).
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Then for any V ∈ E(H), we define the operator T (V ) as follows (see [20, 21] for
more details)
(2.15) (T (V )x)(t) =
∫
R
K(t, s)sgn(t− s)x(s)ds, x ∈ L2(R).
Let H = L2(R). The following theorem gives a weak type estimate for the operator
T.
Theorem 11. For all V ∈ L1(H) defined by (2.14), we have
‖T (V )‖L1,∞(H) ≤ 20‖V ‖L1(H).
Proof. Let
(V x)(t) =
∫
R
K(t, s)x(s)ds, x ∈ L2(R)
such that V ∈ L1(H). For any n ∈ Z+, define
∆n =
(
[−2n, 2n]× [−2n, 2n]
)
\
22n−1⋃
k=−22n
([ k
2n
,
k + 1
2n
]
×
[ k
2n
,
k + 1
2n
])
.
Then ∆n ր R× R as n→∞. Let
(Vnx)(t) =
∫
R
K(t, s)χ∆n(t, s)x(s)ds, x ∈ L2(R).
Hence, by (2.15), we have
(T (Vn)x)(t) =
∫
R
Kn(t, s)sgn(t− s)x(s)ds, x ∈ L2(R),
where Kn = Kχ∆n , n ∈ Z+. If define Pk :=Mχ
[ k
2n
,
k+1
2n
]
on L2(R), then
T (Vn) =
2n−1∑
j,k=−2n
sgn(j − k)PjVnPk, n ∈ Z+.
Since T is linear and self-adjoint on L2(H), it follows that
‖T (V )− T (Vn)‖L2(H) = ‖V − Vn‖L2(H) → 0 as n→∞.
On the other hand, for each n ∈ Z+, we have
(2.16) ‖Vn‖L1(H) ≤ 2‖V ‖L1(H), V ∈ L1(H).
By Theorem 1.4 in [16] and (2.16), we have
‖T (Vn)‖L1,∞(H) ≤ 10‖Vn‖L1(H) ≤ 20‖V ‖L1(H), V ∈ L1(H).
Since the quasi-norm in L1,∞(H) has the Fatou property, it follows that
‖T (V )‖L1,∞(H) ≤ 20‖V ‖L1(H), V ∈ L1(H).

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2.9. Double operator integrals. Let A be a self-adjoint operator affiliated with
M and ξ be a bounded Borel function on R2. Symbolically, a double operator
integral is defined by the formulae
(2.17) TA,Aξ (V ) =
∫
R2
ξ(λ, µ)dEA(λ)V EA(µ), V ∈ L2(M).
For a more rigorous definition, consider projection valued measures on R acting on
the Hilbert space L2(M) by the formulae X → EA(B)X and X → XEA(B). These
spectral measures commute and, hence (see Theorem V.2.6 in [5]), there exists a
countably additive (in the strong operator topology) projection-valued measure ν
on R2 acting on the Hilbert space L2(M) by the formulae
ν(B1 ⊗ B2) : X → EA(B1)XEA(B2), X ∈ L2(M).
Integrating a bounded Borel function ξ on R2 with respect to the measure ν pro-
duces a bounded operator acting on the Hilbert space L2(M). In what follows, we
denote the latter operator by TA,Aξ (see also [36, Remark 3.1]).
We are mostly interested in the case ξ = f [1] for a Lipschitz function f : R→ C.
Here,
f [1](λ, µ) =
{
f(λ)−f(µ)
λ−µ , λ 6= µ
0, λ = µ.
3. Statement of the main results
In this section, we describe our main technical tools. Firstly, we emphasize the
deep connection between the studies of operators 1 ⊗ H and T. While connection
has been noted before (see [1, 15, 16, 20, 21, 38, 39]), our approach is distinct
to all previous approaches. We are able to present a single abstract approach to
the study of self-adjoint contractions on semifinite von Neumann algebras (M, τ)
(see Subsection 2.1), which allows us to treat these two operators from a single
perspective. In particular, we are in a position to give a precise description of
optimal ranges of all just cited operators.
We need the following result.
Proposition 12. LetM be a semifinite von Neumann algebra equipped with a faith-
ful normal semifinite trace τ and E0(M) be a symmetric (quasi-)Banach operator
space. Suppose that E0(M) has order continuous (quasi-)norm. Then (E0∩L2)(M)
is dense in E0(M).
Proof. Let Fr(M, τ) be the set of all τ -finite range (or τ -finite rank) operators inM
(see [14, Section 2.4, p. 210]) and let Fr(M, τ)‖·‖E0(M) be its closure in E0(M). It
is clear that Fr(M, τ) ⊂ (E0∩L2)(M) ⊂ E0(M). Since the (quasi-)norm on E0(M)
is order continuous by assumption, it follows that Fr(M, τ)‖·‖E0(M) = E0(M) (see
[18, Lemma 4.9, Chapter IV], or [23] for a more general case). This shows that
(E0 ∩ L2)(M) is dense in E0(M). 
Now, we adopt the following convention to explain our approach.
Convention 13. Let M be a semifinite von Neumann algebra equipped with a
faithful normal semifinite trace τ. Also assume that T : L2(M)→ L2(M) is a self-
adjoint contraction. Let E0(M) and E1(M) be symmetric (quasi-)Banach operator
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spaces. Suppose that the norm on E0(M) is order continuous. We say that T :
E0(M)→ E1(M) if
(3.1) ‖T (V )‖E1(M) ≤ c(T )‖V ‖E0(M), ∀V ∈ (E0 ∩ L2)(M).
Since (E0 ∩ L2)(M) is dense in E0(M) by Proposition 12, it follows that T admits
a unique bounded linear extension T : E0(M)→ E1(M).
Throughout this paper, we shall use the symbol A . B to indicate that there
exists a universal positive constant cabs, independent of all important parameters,
such that A ≤ cabsB. A ≈ B means that A . B and A & B. Recall that the
operator S is given by formulae (2.10).
The main result of the paper is the following theorem, which underpins the
solution to Problems 1 and 2.
Theorem 14. LetM be a semifinite von Neumann algebra equipped with a faithful
normal semifinite trace τ. Let T : L2(M)→ L2(M) be a self-adjoint contraction.
(i) Suppose that T admits a bounded linear extension on Lp(M) for all 1 < p ≤ 2.
If
(3.2) ‖T ‖Lp(M)→Lp(M) .
1
p− 1 , 1 < p ≤ 2,
then
µ(T (A)) ≺≺ cabsSµ(A), A ∈ Λlog(M).
(ii) Suppose that T admits a bounded linear extension from L1(M) to L1,∞(M),
that is
(3.3) ‖T ‖L1(M)→L1,∞(M) . 1.
We have
µ(T (A)) ≤ cabsSµ(A), A ∈ Λlog(M).
In particular, this theorem extends [3, Theorem III.4.8, p. 138] and [3, Theorem
III.6.8, p. 160]. Moreover, this theorem is also applicable for the double operator
integrals (see Subsection 2.9) associated with Lipschitz functions f defined on R
(see also [3, Corollary IV.6.8, 6.9, and 6.10, p. 251] for the applications).
Remark 15. By Theorem 11, the operator T defined in (2.15) satisfies the as-
sumptions of the Theorem 14. Therefore, T is dominated by the operator Sd in the
following sense
µ(T (A)) ≤ cabsSdµ(A), ∀A ∈ Λlog(H),
where cabs is a positive absolute constant. Since, the maximal domain of S
d is
Lorentz space Λlog(Z+) (see (2.13)), it follows that T is defined on the Schatten-
Lorentz ideal Λlog(H).
4. An abstract operator T and its upper estimate
In this section, we prove our main result Theorem 14. The proof of that requires
some preparation.
Lemma 16. If X ∈ ⋂1<p≤2 Lp(M) is such that
sup
1<p≤2
(p− 1)‖X‖Lp(M) <∞,
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then
‖X‖M1,∞+(L1∩L2)(M) ≤ cabs · sup
1<p≤2
(p− 1)‖X‖Lp(M).
Proof. If X ∈ S(M, τ) is such that sup
1<p≤2
(p− 1)‖X‖Lp(M) <∞, then by
∞∑
k=1
µp(k,X) ≤
∞∑
k=1
∫ k
k−1
µp(s,X)ds =
∫ ∞
0
µp(s,X)ds,
we have
sup
1<p≤2
(p− 1)‖µ(X)χ(0,1)‖Lp(0,∞) + sup
1<p≤2
(p− 1)‖{µ(k,X)}k≥1‖ℓp(N)
≤ 2 sup
1<p≤2
(p− 1)‖µ(X)‖Lp(0,∞) = 2 sup
1<p≤2
(p− 1)‖X‖Lp(M),
(4.1)
where ℓp(N) is the space of all p-summable sequences (see [30, Chapter II, p. 53]).
Let X ∈ S(M, τ) such that ‖µ(X)χ(0,1)‖L2(0,∞) <∞. Since L2(0, 1) ⊆ Lp(0, 1) for
p ∈ (1, 2], it follows that
‖µ(X)χ(0,1)‖Lp(0,∞) ≤ ‖µ(X)χ(0,1)‖L2(0,∞), 1 < p ≤ 2.
Taking supremum, over 1 < p ≤ 2, we obtain
(4.2) sup
1<p≤2
(p− 1)‖µ(X)χ(0,1)‖Lp(0,∞) = ‖µ(X)χ(0,1)‖L2(0,∞).
On the other hand, by Theorem 4.5 in [9], we have
(4.3) sup
1<p≤2
(p− 1)‖{µ(k,X)}k≥1‖ℓp(N) ≈ ‖{µ(k,X)}k≥1‖M1,∞(N),
(see (2.8)). Combining (4.1), (4.2), and (4.3), we obtain
‖X‖M1,∞+(L1∩L2)(M) . ‖µ(X)χ(0,1)‖L2(0,∞) + ‖µ(X)χ(1,∞)‖M1,∞(M)
≈ ‖µ(X)χ(0,1)‖L2(0,∞) + ‖{µ(k,X)}k≥1‖M1,∞(N)
≈ sup
1<p≤2
(p− 1)‖µ(X)χ(0,1)‖Lp(0,∞)
+ sup
1<p≤2
(p− 1)‖{µ(k,X)}k≥1‖ℓp(N)
≈ sup
1<p≤2
(p− 1)‖X‖Lp(M).

Lemma 17. The following(
M1,∞ + (L1 ∩ L2)(M)
)×
= Λlog ∩ (L2 + L∞)(M)
is isometric.
Proof. Since(
M1,∞ + (L1 ∩ L2)(M)
)×
=M×1,∞(M) ∩ (L1 ∩ L2)×(M)
and
(L1 ∩ L2)×(M) = L×1 (M) + L×2 (M)
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by (2.3), it follows from [18, Example IV. 3.13 (a),(b), p. 32] and [29, Theorem
II.5.4] (see also [32, Theorem 2.6.14]) that(
M1,∞ + (L1 ∩ L2)(M)
)×
=M×1,∞(M) ∩ (L1 ∩ L2)×(M)
=M×1,∞(M) ∩
(
L×1 (M) + L×2 (M)
)
= Λlog ∩ (L2 + L∞)(M).

Lemma 18. Let M be a von Neumann algebra which satisfies the assumption in
Theorem 14 and let T satisfy the assumption in Theorem 14 (i). Then for each
A ∈ L2(M), we have
‖T (A)‖(L2+L∞)(M) ≤ cabs‖A‖Λlog∩(L2+L∞)(M).
Proof. We split the argument into several steps. It is easy to see that L2(M) ⊂
Λlog∩(L2+L∞)(M). Indeed, for anyX ∈ L2(M) using Cauchy-Schwarz inequality,
we obtain
‖X‖Λlog∩(L2+L∞)(M) = max{‖X‖Λlog(M), ‖X‖(L2+L∞)(M)}
≤ ‖X‖Λlog(M) + ‖X‖(L2+L∞)(M)
≤
∫ ∞
0
µ(s,X)
1
1 + s
ds+ ‖X‖L2(M) ≤ 2‖X‖L2(M).
Step 1. Let Y ∈ (L1 ∩ L2)(M). By assumption (3.2), we have
(p− 1)‖T (Y )‖Lp(M) . ‖Y ‖Lp(M), 1 < p ≤ 2.
Thus, taking supremum over p ∈ (1, 2], we obtain
(4.4) sup
1<p≤2
(p− 1)‖T (Y )‖Lp(M) . sup
1<p≤2
‖Y ‖Lp(M) ≤ cabs‖Y ‖(L1∩L2)(M).
Combining (4.4) and Lemma 16, we obtain
(4.5) ‖T (Y )‖M1,∞+(L1∩L2)(M) ≤ cabs‖Y ‖(L1∩L2)(M), Y ∈ (L1 ∩ L2)(M).
Step 2. Now let A ∈ L2(M). By Definition 6, we have
‖X‖(L2+L∞)(M) = sup
‖Y ‖(L1∩L2)(M)≤1
|τ(XY ∗)|, X ∈ (L2 + L∞)(M).
Thus, for any A ∈ L2(M), we obtain
‖T (A)‖(L2+L∞)(M) = sup
‖Y ‖(L1∩L2)(M)≤1
|τ(T (A)Y ∗)|.
Since A, Y ∈ L2(M) and by assumption T is self-adjoint in L2(M), it follows that
(4.6) ‖T (A)‖(L2+L∞)(M) = sup
‖Y ‖(L1∩L2)(M)≤1
|τ(A(T (Y ))∗)|.
So, by Lemma 17 and Ho¨lder’s inequality (see Proposition 7), we have
|τ(AT (Y )∗)| ≤ cabs‖A‖Λlog∩(L2+L∞)(M)‖T (Y )‖M1,∞+(L1∩L2)(M).
By (4.5), we obtain
(4.7) |τ(A(T (Y ))∗)| ≤ cabs‖A‖Λlog∩(L2+L∞)(M)‖Y ‖(L1∩L2)(M).
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Thus, taking supremum in (4.7) over all Y ∈ (L1 ∩ L2)(M) and using (4.6), we
obtain for each A ∈ L2(M)
‖T (A)‖(L2+L∞)(M) ≤ cabs · sup
‖Y ‖(L1∩L2)(M)≤1
‖A‖Λlog∩(L2+L∞)(M)‖Y ‖(L1∩L2)(M).
In other words, we have
‖T (A)‖(L2+L∞)(M) ≤ cabs‖A‖Λlog∩(L2+L∞)(M), ∀A ∈ L2(M).

Lemma 19. Let the assumptions of Lemma 18 hold. We have
‖T (A)‖(L1+L∞)(M) ≤ cabs‖A‖Λψ(M), A ∈ Λψ(M),
where
ψ(t) =
{
t log( e
2
t ), 0 < t ≤ 1,
2 log(et), 1 ≤ t <∞.
Proof. The proof will be divided into several steps.
Step 1. Suppose first that A is a projection and let τ(A) = t ∈ [0, 1]. We claim
that
(4.8) ‖T (A)‖(L1+L∞)(M) ≤ eψ(t).
By (2.4), we have
‖X‖(L1+L∞)(M) ≤ inf
ǫ∈(0,1)
‖X‖L1+ǫ(M), X ∈ L1+ǫ(M).
Thus,
(4.9) ‖T (A)‖(L1+L∞)(M) ≤ inf
ǫ∈(0,1)
‖T (A)‖L1+ǫ(M).
Applying (3.2) and recalling that ‖A‖L1+ε(M) = t
1
1+ǫ , we obtain
‖T (A)‖L1+ǫ(M) ≤ ǫ−1‖A‖L1+ǫ(M) = ǫ−1t
1
1+ǫ .
Hence, taking infimum over all ε ∈ (0, 1) from the preceding inequality and by (4.9),
we have
(4.10) ‖T (A)‖(L1+L∞)(M) ≤ inf
ǫ∈(0,1)
ǫ−1t
1
1+ǫ .
For t < 1e , set ǫ =
1
log( 1
t
)
. We have
(4.11)
‖T (A)‖(L1+L∞)(M) ≤ t log
(
1
t
)
·
(
1
t
) ǫ
1+ǫ
= t log
(
1
t
)
·e 11+ǫ ≤ et log
(
1
t
)
≤ eψ(t).
If t ∈ [ 1e , 1], then setting ǫ = 1, from (4.10) we obtain
(4.12) ‖T (A)‖(L1+L∞)(M) ≤ t
1
2 ≤ 1 ≤ eψ(t).
A combination of the (4.11) and (4.12) establishes the claim (4.8) of Step 1.
Step 2. Suppose now that A is a projection and let τ(A) = t ∈ [1,∞).We claim
that
(4.13) ‖T (A)‖(L1+L∞)(M) ≤ cabsψ(t).
Since L2(M),L∞(M) ⊂ (L1 + L∞)(M) by (2.5), it follows that
(4.14) ‖X‖(L1+L∞)(M) ≤ cabs‖X‖(L2+L∞)(M), X ∈ (L2 + L∞)(M).
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By (4.14) and Lemma 18, we have
‖T (A)‖(L1+L∞)(M) ≤ cabs‖A‖Λlog(M)∩(L2+L∞)(M).
Since A is a projection with τ(A) > 1, it follows from the preceding inequality that
‖T (A)‖(L1+L∞)(M) ≤ cabs log(1 + t) ≤ cabsψ(t).
Step 3. Let A be a positive operator of the form
A =
n∑
k=1
α
′
kP
′
k,
where, α
′
k ∈ (0,∞) and the P
′
k are pairwise orthogonal projections with finite
trace. Rearranging the summation, we may assume that {α′k}nk=1 is increasing. Let
αk = α
′
k−α
′
k+1 and Pk = P
′
1+ · · ·+P
′
k for 1 ≤ k ≤ n with α
′
n+1 = 0. Then {Pk}nk=1
is an increasing sequence of projections and
(4.15) A =
n∑
k=1
αkPk.
Since µ(A) =
∑n
k=1 αkχ[0,τ(Pk)) (see [18, Example III. 2.2 (i), p. 10]), it follows
from (2.6) that
(4.16) ‖A‖Λψ(M) =
n∑
k=1
αkψ(τ(Pk)).
On the other hand, by the triangle inequality, we have
(4.17) ‖T (A)‖(L1+L∞)(M) ≤
n∑
k=1
αk‖T (Pk)‖(L1+L∞)(M).
By (4.8) and (4.13), we have
(4.18) ‖T (Pk)‖(L1+L∞)(M) ≤ cabsψ(τ(Pk)).
Thus, combining (4.16), (4.17), and (4.18), we obtain
(4.19) ‖T (A)‖(L1+L∞)(M) ≤ cabs ·
n∑
k=1
αkψ(τ(Pk)) = cabs‖A‖Λψ(M).
Step 4. As in the proof of Proposition 12, let Fr(M, τ) be the set of all τ -finite
range operators in M. The spectral theorem guaranties that the set of positive
operators having the form (4.15) is dense in Fr(M, τ) (see the proof of [18, Lemma
IV. 6.8, p. 65]). Since Λψ(M) is a separable Banach space, it follows from [18,
Lemma IV.8.5, p. 87] (see also [14, Theorem 55]) that Fr(M, τ) is dense in Λψ(M).
So, it follows that the set of positive operators having the form (4.15) is dense in
Λψ(M). Let A ∈ Λψ(M) and let {An}∞n=1 be a sequence of positive operators of
the form given by (4.15) and approximating A in the norm ‖ · ‖Λψ(M). Then by
(4.19), we have ‖T (An − Am)‖(L1+L∞)(M) ≤ cabs‖An − Am‖Λψ(M), and so the
sequence {T (An)}n≥1 is Cauchy in (L1+L∞)(M). Since the space (L1+L∞)(M)
is complete (see [18, Chapter III, p. 98] for more details), it follows that T (An)
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converges to an element of (L1+L∞)(M), and we denote the limit by T (A). Thus,
again using (4.19), we obtain
‖T (A)‖(L1+L∞)(M) = limn→∞ ‖T (An)‖(L1+L∞)(M)
≤ cabs lim
n→∞
‖An‖Λψ(M) = cabs‖A‖Λψ(M), A ∈ Λψ(M).
Therefore, the proof is complete. 
We are now fully equipped to prove the first part of our main result.
Proof of Theorem 14 (i). By Lemma 19, we have
‖T (A)‖(L1+L∞)(M) ≤ cabs‖A‖Λψ(M), A ∈ Λψ(M).
By (2.4) and (2.6), we obtain
‖A‖Λψ(M) ≈ ‖Sµ(A)‖(L1+L∞)(M), A ∈ Λψ(M).
Thus, again using (2.4), we infer from the preceding estimate
(4.20)
∫ 1
0
µ(s, T (A))ds ≤ cabs ·
∫ 1
0
(Sµ(A))(s)ds, A ∈ Λψ(M).
Now, we scale the trace τ → t−1τ. We have µt−1τ (s,X) = µτ (st,X). Note that,
‖T (A)‖Lp(M, τt ) .
1
p− 1‖A‖Lp(M, τt ), 1 < p ≤ 2.
Hence, applying (4.20) to (M, τt ), we obtain∫ 1
0
µτ (st, T (A))ds ≤ cabs ·
∫ 1
0
(Sµτ (A))(st)ds, A ∈ Λψ(M).
Therefore, we have
1
t
∫ t
0
µ(s, T (A))ds =
∫ 1
0
µ(st, T (A))ds
≤ cabs ·
∫ 1
0
(Sµ(A))(st)ds = cabs · 1
t
∫ t
0
(Sµ(A))(s)ds.
Since t > 0 is arbitrary, the assertion follows. 
To prove Theorem 14 (ii), we need the following lemma.
Lemma 20. Let A ∈ Λlog(M). We have,
(Sµ(A))(t) ≤ 4(Sµ(A))(2t), t > 0.
Proof. If A ∈ Λlog(M), then
(Sµ(A))(t)
(2.10)
=
1
t
∫ t
0
µ(s, A)ds+
∫ ∞
t
µ(s, A)
ds
s
≤ 1
t
∫ t
0
µ(s, A)ds+
∫ ∞
2t
µ(s, A)
ds
s
+
∫ 2t
t
µ(s, A)
ds
s
≤ 2
t
∫ t
0
µ(s, A)ds+
∫ ∞
2t
µ(s, A)
ds
s
≤ 4
(
1
2t
∫ 2t
0
µ(s, A)ds+
∫ ∞
2t
µ(s, A)
ds
s
)
= 4(Sµ(A))(2t), t > 0.
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
We are now ready to prove second part of the Theorem 14.
Proof of Theorem 14 (ii). By complex interpolation (see for instance [13, Theorem
4.8]), we have
‖T ‖Lp(M)→Lp(M) .
1
p− 1 , 1 < p ≤ 2.
Thus, T satisfies the assumptions (i) in Theorem 14.
First we prove the assertion for positive elements from Λlog(M). Let A ∈ Λlog(M)
be a positive operator. Fix t > 0 and set
A1 = (A− µ(t, A))+, A2 = min{A, µ(t, A)}.
Then, by Lemma 2.5 (iv) in [19], we have
(4.21) µ(A1) = (µ(A) − µ(t, A))+, µ(A2) = min{µ(A), µ(t, A)}.
By (2.1), we obtain
µ(2t, T (A)) ≤ µ(t, T (A1)) + µ(t, T (A2)).
Then, it follows from (2.7) and assumption (3.3) that
tµ(t, T (A1)) ≤ ‖T (A1)‖L1,∞(M) . ‖A1‖L1(M) =
∫ t
0
(µ(s, A) − µ(t, A))ds.
Hence, dividing by t, we have
(4.22) µ(t, T (A1)) . 1
t
∫ t
0
(µ(s, A)− µ(t, A)) ds . (Sµ(A))(t).
Since µ is decreasing function (see [29, Chapter II, p. 59]), it follows that
tµ(t, T (A2)) ≤
∫ t
0
µ(s, T (A2))ds.
Applying Theorem 14 (i) to the last inequality, we infer
(4.23) tµ(t, T (A2)) ≤ cabs ·
∫ t
0
(Sµ(A2))(s)ds.
We now compute∫ t
0
(Sµ(A2))(s)ds
(2.10)
=
∫ t
0
(1
s
∫ s
0
µ(u,A2)du +
∫ ∞
s
µ(u,A2)
du
u
)
ds
=
∫ t
0
(1
s
∫ s
0
µ(u,A2)du+
∫ t
s
µ(u,A2)
du
u
+
∫ ∞
t
µ(u,A2)
du
u
)
ds.
It is clear from (4.21) that
µ(u,A2) =
{
µ(t, A), 0 < u ≤ t,
µ(u,A), t ≤ u <∞.
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Therefore,∫ t
0
(Sµ(A2))(s)ds =
∫ t
0
(
µ(t, A) + µ(t, A) ·
∫ t
s
du
u
+
∫ ∞
t
µ(u,A)
du
u
)
ds
= tµ(t, A) + µ(t, A) ·
∫ t
0
log
(
t
s
)
ds+ t
∫ ∞
t
µ(u,A)
du
u
= 2tµ(t, A) + t
∫ ∞
t
µ(u,A)
du
u
≤ 2t(Sµ(A))(t), t > 0.
Thus, by (4.23)
µ(t, T (A2)) ≤ cabs(Sµ(A))(t), t > 0.
Combining (4.22) and the preceding estimate, we obtain
(4.24) µ(2t, T (A)) ≤ cabs(Sµ(A))(t), t > 0.
Using (4.24) and Lemma 20, we obtain
µ(2t, T (A)) ≤ cabs(Sµ(A))(2t), t > 0.
Since t > 0 is arbitrary, the assertion follows.
Let us prove the assertion for the general case. Note that, every operator A in
S(M, τ) can be decomposed into self-adjoint components A = ℜ(A) + iℑ(A) and
ℜ(A) = 12 (A+A∗) and ℑ(A) = 12i(A−A∗) (see [18, Chapter II., pp. 14-15]). Every
self-adjoint operator A = A∗ decomposes into positive components
A = A+ −A−,
where A+ =
1
2 (A+ |A|) and A− = 12 (A− |A|), (|A|2 := A∗A). Thus, any operator
A in S(M, τ) is represented as a linear combination of four positive operators, i.e.
A = A1−A2+iA3−iA4 (see also [32, Chapter I., p. 27]). Note that µ(Ak) ≤ σ2µ(A),
k = 1, 2, 3, 4. So, using linearity of the operator T , applying equation (2.1), we have
µ(T (A))(t) ≤ µ
(
T (A1)− T (A2)
)( t
2
)
+ µ
(
T (A3)− T (A4)
)( t
2
)
≤
4∑
k=1
µ
(
T (Ak)
)( t
4
)
≤
4∑
k=1
(
Sµ(Ak)
)( t
4
)
≤ cabs
(
Sµ(A)
)( t
8
)
≤ cabs(Sµ(A))(t), t > 0.
Since it is hold for any t > 0, this concludes the proof. 
5. Lower estimate for the triangular truncation operator T
Let Sd be the discrete version of the operator S defined in (2.13). We will denote
by T the circle, i.e. T = {eiθ : θ ∈ R}. There is an obvious identification between
functions on T and 2π-periodic functions on R (see [26, Chapter I]). We identify
L2(−π, π) with L2(T), where L2(T) is the Lebesgue space of (equivalence classes)
measurable functions such that
‖f‖L2(T) :=
(
1
2π
∫
T
|f(t)|2dt
)1/2
is finite. For more details on Fourier analysis on T, we refer to [26, Chapter I].
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Let T be the operator defined by (2.15) and we will denote by T[−π,π] the operator
defined by
(5.1) (T[−π,π](V )x)(t) =
∫ π
−π
K(t, s)sgn(t− s)x(s)ds, x ∈ L2(−π, π).
Here,
(V x)(t) =
∫ π
−π
K(t, s)x(s)ds, x ∈ L2(−π, π).
Let U : L2(R)→ L2(−π, π) be a unitary operator is defined by
(5.2) (Ux)(t) :=
1√
2
x
(
tan
( t
2
))
· 1
cos
(
t
2
) , t ∈ (−π, π).
If we define R by the formulae
R(V ) = UV U−1,
then
(5.3) T[−π,π] ◦R = R ◦ T.
We denote by D the differential operator D := 1i ddt defined on the set of all ab-
solutely continuous functions f on [−π, π] such that f ′ ∈ L2(−π, π) and f(−π) =
f(π). For more details on this differential operator we refer the reader to [40, Chap-
ter VIII, pp. 275-285 ].
Define the operator (we will denote it by Hd) as follows
(5.4) (Hda)(n) := 2
πi
∑
k∈Z
k=n+1mod2
a(k)
k − n, a ∈ ℓ∞(Z).
The following theorem gives a non-commutative analogue of the Proposition 4.10
in [3, Chapter III., p. 140].
Theorem 21. For every a ∈ ℓ∞(Z), there exists an operator V on L2(−π, π) with
µ(V ) = µ(a) such that
Sdµ(V ) ≤ cabsµ(T (V )).
The proof needs some preparation.
Lemma 22. For any a ∈ ℓ∞(Z), we have
T[−π,π](a(D)) = (Hda)(D).
Proof. Take a ∈ ℓ∞(Z), and consider an operator V = a(D) (see Subsection 2.8)
on L2(−π, π). It is easy to see by functional calculus that
(5.5) a(D)ek := a(k)ek, k ∈ Z,
where {ek(t) = eikt}+∞k=−∞ is complete orthonormal system in L2(−π, π).
It is well known that
x = lim
N→∞
N∑
−N
x̂(n)eint
in the L2(−π, π) norm (see [26, Theorem I. 5.5, pp. 29-30]), where x̂(n) (n ∈ Z), is
the n’th Fourier coefficient of the function x defined by
(5.6) x̂(n) =
1
2π
∫ π
−π
x(t)e−intdt, n ∈ Z.
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It follows from (5.5) and (5.6) by an easy calculation that
(V x)(t) =
∫ π
−π
f(t− s)x(s)ds,
where
(5.7) f(t) =
1
2π
∑
n∈Z
a(n)eint.
Thus, (5.1) implies
(T[−π,π](V )x)(t) =
∫ π
−π
f(t− s)sgn(t− s)x(s)ds,
where sgn is the sign function, i.e.
sgn(t) :=

1, t > 0,
0, t = 0,
−1, t < 0.
If
(5.8) f(t) · sgn(t) = 1
2π
∑
n∈Z
b(n)eint,
then similar to (5.5), we have
(5.9) T[−π,π](V ) = b(D).
Let us now identify b. Fix n ∈ Z, multiplying both sides of (5.8) by the function
e−int, and integrating over the interval [−π, π), we obtain
b(n) =
1
2π
∫ π
−π
f(t) · sgn(t)e−intdt.
Thus, by (5.7), we have
(5.10) b(n) =
1
2π
∑
k∈Z
a(k) ·
∫ π
−π
ei(k−n)t · sgn(t)dt, n ∈ Z.
Clearly, ∫ π
−π
ei(k−n)t · sgn(t)dt = 2i
∫ π
0
sin((k − n)t)dt.
If k = n, then ∫ π
0
sin((k − n)t)dt = 0.
If k > n, then∫ π
0
sin((k − n)t)dt = 1
k − n
∫ (k−n)π
0
sin(t)dt =
2
k − nδk−n+1mod2,
where δk−n+1mod2 =
(−1)k−n+1+1
2 , k, n ∈ Z. If k < n, then also∫ π
0
sin((k − n)t)dt = 2
k − nδk−n+1mod2.
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Therefore, combining above three cases, from (5.10), we obtain
(5.11) b(n) =
2
πi
∑
k∈Z
k=n+1mod2
a(k)
n− k , n ∈ Z.
Therefore, by (5.4) and (5.9), we obtain the desired result. 
Lemma 23. For each a ∈ ℓ∞(Z) there exists a sequence c such that µ(a) = µ(c)
and
Sdµ(a)) ≤ cabsµ(Hdc).
Proof. Let a ∈ ℓ∞(Z), for any k ∈ Z define
(5.12) c(k) =

0, k > 0,
µ(−k2 , a), k ≤ 0, k = 0mod2,
0, k ≤ 0, k = 1mod2.
and define an operator V = c(D) on L2(−π, π). Hence, by (5.4) and functional
calculus, we have
(5.13) (Hdc)(n) = 2
πi
∑
k∈Z
k=n+1mod2
c(k)
n− k , n ∈ Z
and
µ(c) = µ(a).
Let n ≥ 0 such that n = 0mod2, then by (5.12) and (5.13), we have
|(Hdc)(n)| = 2
π
∑
k≥0
µ(k, a)
n+ 2k
≥ 2
π
∑
k≥0
µ(k, a)
2(n+ 1) + 2k
≥ 1
2π
∑
k≥0
µ(k, a)min{ 1
n+ 1
,
1
k
} = 1
2π
Sdµ(n, a).
Hence,
|(Hdc)(n)| ≥
{
1
2πS
dµ(n, a), n ≥ 0, n = 0mod2,
0, otherwise.
Taking decreasing rearrangement from the last inequality and using the fact (Sda)(n) ≤
(Sda)(n/2) ≤ 2 · (Sda)(n) for any positive sequence a = {a(n)}n∈Z+ , we obtain
Sdµ(a) ≤ cabsµ(Hdc).

Proof of Theorem 21. By (5.3), we may consider T[−π,π] instead of T. Let a ∈
ℓ∞(Z). Then, by Lemma 23 there is a sequence c such that µ(a) = µ(c) and
Sdµ(a) ≤ cabsµ(Hdc).
Define an operator V = c(D) on L2(−π, π). Since µ(c(D)) = µ(c) and µ(Hdc) =
µ((Hdc)(D)), it follows from the preceding inequality that
Sdµ(V ) = Sdµ(a) ≤ cabsµ(Hdc) = cabsµ((Hdc)(D)).
Therefore, using Lemma 22, we conclude the proof.

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6. optimal symmetric quasi-banach range for the operator S
In this section, we describe the optimal symmetric quasi-Banach function range
for the Caldero´n operator S defined in (2.10). We need the following lemma.
Lemma 24. Let {xn}∞n=1 ⊂ S(0,∞). If the series
∞∑
n=1
σ2nµ(xn)
converges almost everywhere (a.e.) in S(0,∞), then the series ∑∞n=1 xn converges
in measure in S(0,∞) and we have
(6.1) µ
( ∞∑
n=1
xn
)
≤
∞∑
n=1
σ2nµ(xn).
Proof. Fix ε, δ > 0, and choose N = N(ε, δ) such that
(6.2)
(
∞∑
n=N
σ2nµ(xn)
)
(ε) < δ.
Then, for any N1, N2 ≥ N and by (2.23) in [29, Corollary II.2, p. 67] and (6.2), we
have
µ
(
ε,
N2∑
n=N1+1
xn
)
= µ
(
ε ·
∑N2
n=N1+1
2−n∑N2
m=N1+1
2−m
,
N2∑
n=N1+1
xn
)
(2.23)
≤
N2∑
n=N1+1
µ
(
ε · 2
−n∑N2
m=N1+1
2−m
, xn
)
≤
N2∑
n=N1+1
µ(ε · 2N1−n, xn)
≤
∞∑
n=N
µ(ε · 2−n, xn) =
(
∞∑
n=N
σ2nµ(xn)
)
(ε)
(6.2)
< δ.
(6.3)
Let us denote aN1 =
∑N1
n=1 xn and aN2 =
∑N2
n=1 xn. Then, by the preceding in-
equality for any N1, N2 ≥ N, we obtain
aN2 − aN1 ∈ U(ε, δ) := {x ∈ S(0,∞) : m({|x| > δ}) < ε},
which shows that {ak}∞k=1 is a Cauchy sequence in measure in S(0,∞). Since
S(0,∞) is complete in measure topology, it follows that the series ∑∞n=1 xn con-
verges in measure. Therefore, since the decreasing rearrangement µ is continuous
from the right, it follows from (6.3) that
µ
(
∞∑
n=1
xn
)
≤
∞∑
n=1
σ2nµ(xn).

Definition 25. Let E be a quasi-Banach symmetric space on (0,∞). Let E(0,∞) ⊂
Λlog(0,∞) and let S be the operator defined in (2.10) . Define
F (0,∞) := {x ∈ (L1,∞ + L∞)(0,∞) : ∃y ∈ E(0,∞), µ(x) ≤ Sµ(y)}
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such that
‖x‖F (0,∞) := inf{‖y‖E(0,∞) : µ(x) ≤ Sµ(y)} <∞.
The following result provides solution to Problem 1 in the special case M = C.
Theorem 26. Let E be a quasi-Banach symmetric space on (0,∞). If E(0,∞) ⊂
Λlog(0,∞), then
(i) (F (0,∞), ‖ · ‖F (0,∞)) is a quasi-Banach space.
(ii) Moreover, (F (0,∞), ‖ · ‖F (0,∞)) is the optimal symmetric quasi-Banach range
for the operator S on E(0,∞).
First we need following Lemmas.
Lemma 27. Let E be a symmetric space on (0,∞). If E(0,∞) ⊂ Λlog(0,∞), then
F (0,∞) is a linear space.
Proof. For j = 1, 2, let xj ∈ F (0,∞), and αj be any scalars from the field of
complex numbers. Then by the definition of F (0,∞), there exist corresponding
yj ∈ E(0,∞) such that µ(xj) ≤ Sµ(yj). Therefore, for any xj ∈ F (0,∞) and αj ,
by [3, Proposition II.1.7, p. 41], we have
µ(α1x1 + α2x2) ≤ σ2µ(α1x1) + σ2µ(α2x2) = |α1| · σ2µ(x1) + |α2| · σ2µ(x2)
≤ |α1| · σ2 (S(µ(y1))) + |α2| · σ2 (S(µ(y2)))
= S(|α1| · σ2µ(y1)) + S(|α2| · σ2µ(y2))
= S(|α1| · σ2µ(y1) + |α2| · σ2µ(y2)).
(6.4)
Since E(0,∞) is a linear space and |α1| · σ2µ(y1) + |α2| · σ2µ(y2) ∈ E(0,∞), it
follows that α1x1+α2x2 ∈ F (0,∞). This shows that F (0,∞) is a linear space. 
Lemma 28. Let E be a quasi-Banach symmetric space on (0,∞). If E(0,∞) ⊂
Λlog(0,∞), then (F (0,∞), ‖ · ‖F (0,∞)) is a quasi-normed space.
Proof. Let us prove that the expression
(6.5) ‖x‖F (0,∞) := inf{‖y‖E(0,∞) : µ(x) ≤ Sµ(y)}
defines a quasi-norm in F (0,∞). Clearly, if x = 0, then, by (6.5) we obtain that
‖x‖F (0,∞) = 0, and for every scalar α, we have ‖αx‖F (0,∞) = |α| · ‖x‖F (0,∞). We
shall prove the non-trivial part. If ‖x‖F (0,∞) = 0, then there exists yn in E(0,∞)
with µ(x) ≤ Sµ(yn) such that ‖yn‖E(0,∞) → 0, as n→∞. By assumption, we have
that S : E(0,∞) → (L1,∞ + L∞)(0,∞) (see 2.10). Since S is positive operator
(see [3, Chapter III, p. 134]), it follows from [33, Proposition 1.3.5, p. 27] that
S : E(0,∞)→ (L1,∞+L∞)(0,∞) is bounded. Hence, ‖Sµ(yn)‖(L1,∞+L∞)(0,∞) → 0
as n→∞. From the condition µ(x) ≤ Sµ(yn), for every n ∈ Z+, we have
‖µ(x)‖(L1,∞+L∞)(0,∞) ≤ ‖Sµ(yn)‖(L1,∞+L∞)(0,∞) → 0,
which shows that x = 0.
Let us prove that ‖ · ‖F (0,∞) satisfies quasi-triangle inequality. For j = 1, 2, let
xj ∈ F (0,∞), and fix ε > 0. Then there exist yj ∈ E(0,∞) with µ(xj) ≤ Sµ(yj) and
‖yj‖E(0,∞) < ‖xj‖F (0,∞)+ ε. Hence, from (6.5) and since ‖ · ‖E(0,∞) is quasi-norm,
it follows from (6.4) and [41, Remark 18] that
‖x1 + x2‖F (0,∞) ≤ ‖σ2µ(y1) + σ2µ(y2)‖E(0,∞) = ‖σ2 (µ(y1) + µ(y2)) ‖E(0,∞)
≤ 2 · cE‖µ(y1) + µ(y2)‖E(0,∞) ≤ 2 · c2E
(‖y1‖E(0,∞) + ‖y2‖E(0,∞))
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and by choice of y1, y2 ∈ E(0,∞)
‖x1 + x2‖F (0,∞) ≤ 2 · c2E
(‖x1‖F (0,∞) + ‖x2‖F (0,∞))+ 4c2E · ε.
Since ε is arbitrary, letting ε→ 0, we obtain that ‖ · ‖F (0,∞) defines a quasi-norm.
Thus, (F (0,∞), ‖ · ‖F (0,∞)) is a linear quasi-normed space. 
Now we are ready to prove Theorem 26.
Proof of Theorem 26. By Lemma 27 and 28, (F (0,∞), ‖ ·‖F (0,∞)) is a linear quasi-
normed space.
First, we prove that F (0,∞) is a quasi-Banach space. To show that F (0,∞) is
quasi-Banach, it remains to see that it is complete. Since the dilation operator is
bounded in any quasi-Banach symmetric space, it follows that there is a constant
cE depending on E such that
(6.6) ‖σ2ny‖E(0,∞) ≤ cnE‖y‖E(0,∞)
(see [41, Remark 18]) for all y ∈ E(0,∞) and n ∈ N. On the other hand, since
E(0,∞) is quasi-Banach symmetric space, it follows from Aoki-Rolewicz theorem
that every quasi-normed space (such as E(0,∞)) is metrizable (see [24, Theorem
1.3]) and there exists 0 < p < 1, such that
‖y1 + y2‖pE(0,∞) ≤ ‖y1‖pE(0,∞) + ‖y2‖pE(0,∞)
for all y1, y2 ∈ E(0,∞). We have to show that an arbitrary Cauchy sequence in
F (0,∞) converges to an element from F (0,∞). Fix such a sequence {xn}∞n=1 ⊂
F (0,∞). Without loss of generality, assume that for ε < c−1E , we have
‖xn+1 − xn‖F (0,∞) ≤ εn
and
µ(xn+1 − xn) ≤ Sµ(yn)
such that ‖yn‖E(0,∞) ≤ 2 · εn. Let us show that the series
∑∞
n=1 σ2nµ(xn+1 − xn)
converges a.e. Since S is linear and commutes with the dilation operator, it follows
that
∞∑
n=1
σ2nµ(xn+1 − xn) ≤
∞∑
n=1
σ2nSµ(yn) =
∞∑
n=1
S(σ2nµ(yn)) = S
(
∞∑
n=1
σ2nµ(yn)
)
.
(6.7)
Hence, ∥∥∥∥∥
∞∑
n=1
σ2nµ(yn)
∥∥∥∥∥
p
E(0,∞)
≤
∞∑
n=1
‖σ2nµ(yn)‖pE(0,∞)
(6.6)
≤
∞∑
n=1
cnpE ‖yn‖pE(0,∞) ≤
∞∑
n=1
(cE · ε)np <∞.
Therefore, the series
∑∞
n=1 σ2nµ(yn) converges in a.e. in E(0,∞). Since S is contin-
uous onE(0,∞) by assumption, it follows from (6.7) that the series∑∞n=1 σ2nµ(xn+1−
xn) belongs to F (0,∞). Then, by Lemma 24, the series
∑∞
n=1(xn+1−xn) converges
in measure and belongs to F (0,∞), and we have
‖x−x1‖F (0,∞) =
∥∥∥∥∥
∞∑
n=1
(xn+1 − xn)
∥∥∥∥∥
F (0,∞)
(6.1)
≤
∥∥∥∥∥
∞∑
n=1
σ2nµ(xn+1 − xn)
∥∥∥∥∥
F (0,∞)
<∞.
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This shows that x ∈ F (0,∞). So, F (0,∞) is complete. On the other hand, since
‖x‖F (0,∞) = ‖µ(x)‖F (0,∞), it follows that F (0,∞) is a symmetric space. So, the
space (F (0,∞), ‖ · ‖F (0,∞)) is a quasi-Banach symmetric space.
Next, we prove second part of the theorem. Let G(0,∞) ⊂ S(0,∞) be a sym-
metric module over the algebra L∞(0,∞) (i.e. if x1 ∼ x2 and x1 ∈ G(0,∞), then
x2 ∈ G(0,∞)). If S : E(0,∞) → G(0,∞), then Sµ(x) ∈ G(0,∞). By definition of
F (0,∞), we have that F (0,∞) ⊂ G(0,∞). Hence, F (0,∞) is minimal receptacle
in the category of all symmetric function modules. However, F (0,∞) is a sym-
metric quasi-Banach space. Thus, it is the minimal receptacle in the category of
quasi-Banach spaces. 
7. the non-commutative optimal symmetric quasi-banach space for
the triangular truncation operator T
In this section, we resolve Problems 1 and 2 in full generality. Let E be a
symmetric quasi-Banach sequence space on Z+. If E(Z+) ⊂ Λlog(Z+), then the
operator
Sd : Λlog(Z+)→ (ℓ1,∞ + ℓ∞)(Z+)
is well defined (see (2.13)).
Let E(Z+) be a symmetric quasi-Banach sequence space and E(H) be the cor-
responding non-commutative symmetric quasi-Banach space (see [41]). If S :
E(Z+) → (ℓ1,∞ + ℓ∞)(Z+), then by Theorem 14, the operator T (see (2.15)) is
well defined on the corresponding non-commutative symmetric quasi-Banach space
E(H). The optimal quasi-Banach symmetric space for the discrete Caldero´n oper-
ator Sd is constructed similarly to Definition 25.
Definition 29. Let E be a quasi-Banach symmetric sequence space on Z+. Let
E(Z+) ⊂ Λlog(Z+) and let Sd be the operator defined in (2.13). Define
F (Z+) := {a ∈ (ℓ1,∞ + ℓ∞)(Z+) : ∃b ∈ E(Z+), µ(a) ≤ Sdµ(b)}
such that
‖a‖F (Z+) := inf{‖b‖E(Z+) : µ(a) ≤ Sdµ(b)} <∞.
Let E(Z+) be a symmetric quasi-Banach sequence space. Then the space
E(0,∞) =
{
x ∈ L∞(0,∞) :
{∫ n+1
n
µ(s, x)ds
}
n≥0
∈ E(Z+)
}
is a symmetric quasi-Banach space equipped with the norm
‖x‖E(0,∞) := max
{
‖x‖L∞(0,∞),
∥∥∥{∫ n+1
n
µ(s, x)ds
}
n≥0
∥∥∥
E(Z+)
}
.
By Theorem 26, F (0,∞) is also symmetric quasi-Banach space, and we have
F (Z+) = F (0,∞) ∩ ℓ∞(Z+).
Hence, F (Z+) is a symmetric quasi-Banach space.
Remark 30. Since F (Z+) is a symmetric quasi-Banach sequence space, it follows
from [41, Theorem 4] that there exists corresponding non-commutative symmetric
quasi-Banach space defined by
(7.1) F(H) := {A ∈ B(H) : µ(A) ∈ F (Z+)}
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with the norm
‖A‖F(H) := ‖µ(A)‖F (Z+).
Proposition 31. Let E(H) = L1,∞(H), then
F(H) =
{
A ∈ (L1,∞ + L∞)(H) : ∃cA, µ(n,A) ≤ cA log(n+ 2)
n+ 1
, n ∈ Z+
}
.
Proof. If µ(k,A) = 1k+1 , k ∈ Z+, then by (2.13), we have
(Sdµ(A))(n) :=
1
n+ 1
n∑
k=0
1
k + 1
+
∞∑
k=n+1
1
k(k + 1)
and
(Sdµ(A))(n) ≈ log(n+ 1)
n+ 1
for large n. Therefore, if E(H) = L1,∞(H), then the optimal range for the operator
T is
F(H) = {A ∈ (L1,∞ + L∞)(H) : ∃cA, µ(n,A) ≤ cA log(n+ 2)
n+ 1
, n ∈ Z+},
where cA is a constant depending only A. 
Remark 32. The optimal symmetric quasi-Banach space F (Z+) (resp. F (0,∞))
in Definition 29 (resp. Definition 25) is defined similarly on Z (resp. R) and
becomes symmetric quasi-Banach space.
The following theorem is a main result of this section which completely resolves
Problem 1.
Theorem 33. Let E = E(R) ⊂ Λlog(R) be a symmetric quasi-Banach function
space and let M be a semifinite atomless von Neumann algebra. If F is given by
Definition 25, then the space F(M⊗¯L∞(R)) is the optimal symmetric quasi-Banach
range for the Hilbert transform 1⊗H on E(M⊗¯L∞(R)).
Proof. By Theorem 4.3 (or Corollary 4.6) in [39], the operator 1 ⊗H satisfies the
conditions of Theorem 14. Hence, by Theorem 14, we have
µ((1 ⊗H)(x)) ≤ cabsSµ(x)
for all x ∈ Λlog(M⊗¯L∞(R)). By the definition of F (see Definition 25), we have
that (1 ⊗H)(x) ∈ F(M⊗¯L∞(R)) for all x ∈ Λlog(M⊗¯L∞(R)).
Now, suppose that G(R) is another symmetric quasi-Banach space such that
1 ⊗ H : E(M⊗¯L∞(R)) → G(M⊗¯L∞(R)) is bounded. It follows immediately that
H : E(R) → G(R). Take x ∈ E(R). By [3, Proposition III. 4.10, p. 140] there
exists y with µ(x) = µ(y) such that Sµ(x) ≤ cabsµ(Hy), which shows that Sµ(x) ∈
G(0,∞). Since x ∈ E(R) is arbitrary, it follows from (2.11) that S : E(0,∞) →
F (0,∞). Hence, F (0,∞) ⊂ G(0,∞). 
If M = C, then the result of Theorem 33 coincides with that of Theorem 26.
The following theorem gives a solution to Problem 2.
Theorem 34. Let E = E(Z+) ⊂ Λlog(Z+) be a symmetric quasi-Banach sequence
space and E(H) be the corresponding non-commutative symmetric quasi-Banach
ideal. If F(H) is given by Remark 30, then the space F(H) is the optimal symmetric
quasi-Banach range for the operator T on E(H).
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Proof. First, let us see that T : E(H) → F(H) is bounded. If A ∈ E(H), then
by Theorem 11, T satisfies the assumptions of Theorem 14. Therefore, we have
µ(T (A)) ≤ cabsSdµ(A). By Remark 30, we have
‖T (A)‖F(H) ≤ cabs‖Sdµ(A)‖F (Z+) = cabs inf{‖b‖E(Z+) : Sdµ(A) ≤ Sdµ(b)}
= cabs inf{‖B‖E(H) : Sdµ(A) ≤ Sdµ(B)} ≤ cabs‖A‖E(H).
Hence, T : E(H) → F(H) is bounded. Now, suppose that G(H) is another sym-
metric quasi-Banach ideal such that T : E(H)→ G(H) is bounded, and let us show
that F(H) ⊂ G(H). Let a ∈ E(Z+). By Theorem 21, there exists an operator A
such that µ(a) = µ(A) and Sdµ(a) ≤ cabsµ(T (A)). Since T (A) ∈ G(H), it follows
that Sdµ(a) ∈ G(Z+).
Therefore, we have that F(H) ⊂ G(H) as claimed. 
Let us denote
(L1,∞(0,∞))0 := {x ∈ L1,∞(0,∞) : lim
t→0+
tµ(t, x) = 0}.
The following proposition shows that the optimal range for the Hilbert transform
on L1(R) is (L1,∞(R))
0. In particular, this result refines the classical Kolmogorov’s
theorem [3, Theorem III.4.9 (b), p. 139].
Proposition 35. If E(0,∞) = L1(0,∞), then
F (0,∞) = (L1,∞(0,∞))0.
Proof. If x ∈ F (0,∞), then by Definition 25, there exist y ∈ L1(0,∞) such that
tµ(t, x) ≤
∫ t
0
µ(s, y)ds+ t
∫ ∞
t
µ(s, y)
ds
s
, t > 0.
By Dominated Convergence Theorem, we have tµ(t, x)→ 0 as t→ 0 + . Thus,
(7.2) F (0,∞) ⊂ (L1,∞(0,∞))0.
To see the converse inclusion, take x ∈ L1,∞(0,∞), ‖x‖L1,∞(0,∞) = 1, such that
limt→0+ tµ(t, x) = 0. We have to find y ∈ L1(0,∞) such that µ(x) ≤ Sµ(y). For
0 < t < 1, define
f(t) = sup
0<s<t
(sµ(s, x)).
It is clear that f is increasing, positive function, and tµ(t, x) ≤ f(t), 0 < t < 1. By
the definition of f, and the hypothesis on x, it can be seen that f(0+) = 0. Let
h(t) = f(2n+1) · 2
n+1 − t
2n+1 − 2n + f(2
n+2) · t− 2
n
2n+1 − 2n , t ∈ (2
n, 2n+1), n ∈ Z
Then, it is easy to see that h(t) ≤ f(4t) and f(t) ≤ h(t). Define (a.e.)
y(t) :=
{
h′(t), 0 < t < 1,
0, 1 ≤ t <∞.
Clearly, y ∈ L1(0,∞). Moreover, if 0 < t < 1, then
µ(t, x) ≤ 1
t
h(t) =
1
t
∫ t
0
y(s)ds ≤ 1
t
∫ t
0
µ(s, y)ds ≤ Sµ(y)(t),
and for 1 ≤ t <∞,
µ(t, x) ≤ 1
t
=
1
t · h(1)
∫ t
0
µ(s, y)ds ≤ Sµ(y)(t)
h(1)
.
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Therefore, µ(t, x) ≤ Sµ(y)(t), t > 0. This shows that
F (0,∞) ⊃ (L1,∞(0,∞))0.
Combining (7.2) and preceding inclusion, we obtain
F (0,∞) = (L1,∞(0,∞))0.

The following proposition describes the optimal range for the triangular trunca-
tion operator T on L1(H).
Proposition 36. If E(H) = L1(H), then the optimal range for the triangular
truncation operator T is
F(H) = L1,∞(H).
Proof. Let E = L1(H). If A0 ∈ L1(H), then µ(A0) ∈ ℓ1(Z+). Hence, Sda0 ∈ F (Z+).
Since Sdµ(A0) is equivalent to the sequence
{
1
n+1
}
n≥0
, it follows that ℓ1,∞(Z+) =
F (Z+), which is by Remark 30 that L1,∞(H) = F(H). 
Preceding result is similar to the classical Macaev’s theorem [21, Theorem VII.5.1,
p. 345].
8. Applications.
In this section, we show important applications of our approach in previous
sections to Double Operator Integrals (see Subsection 2.9) associated with Lipschitz
functions f defined on R. The following theorem complements [10, Theorem 1.2],[11,
Theorem 1.2],[12, Theorem 8],[15, Theorem 2.2 (i),(ii), Lemma 2.3, and Theorem
3.4 (ii),(iii)],[16, Theorem 3.3 and Corollary 3.4],[28, Theorem 6 (ii), Corollary 7, see
also Theorems 12 and 13],[35, Theorem 2.5 (i)] and [37, Theorem 1]. For simplicity,
we state the result in the case, when M = B(H).
Theorem 37. Let E(H) and F(H) be as in Theorem 34. The following assertions
hold
(i) If A = A∗ is a self-adjoint operator in B(H), then the double operator integral
(associated with a Lipschitz function f defined on R) TA,A
f [1]
: E(H) → F(H)
is bounded and
‖TA,A
f [1]
‖E(H)→F(H) < cE‖f ′‖L∞(R);
(ii) For all self-adjoint operators A,B ∈ B(H) such that [A,B] ∈ E(H) and for
every Lipschitz function f defined on R, we have
‖[f(A), B]‖F(H) ≤ cabs‖f ′‖L∞(R)‖[A,B]‖E(H),
where [A,B] := AB − BA. For all self-adjoint operators X,Y ∈ B(H) such
that X − Y ∈ E(H) and for every Lipschitz function f defined on R, we have
‖f(X)− f(Y )‖F(H) ≤ cabs‖f ′‖L∞(R)‖X − Y ‖E(H).
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Proof. By Theorem 21, the operator Sd acts boundedly from E(Z+) into F (Z+).
Since the Double operator integral TA,A
f [1]
(see Subsection 2.9) associated with a self-
adjoint operator A ∈ B(H) satisfies the assumptions of the Theorem 14 (ii) (see
[11, Theorem 1.2]), it follows that
‖TA,A
f [1]
(V )‖F(H) ≤ cabs‖f ′‖L∞(R)‖Sdµ(V )‖F (Z+)
≤ cabs‖f ′‖L∞(R)‖µ(V )‖E(Z+) = cabs‖f ′‖L∞(R)‖V ‖E(H), V ∈ E(H).
In other words, TA,A
f [1]
: E(H)→ F(H) is bounded.
Let us prove (ii). In fact, (ii) follows from (i). The commutator estimate follows
from the observation that the double operator integral TA,A
f [1]
([A,B]) is equal to
[f(A), B] for the operators A,B ∈ B(H) such that [A,B] ∈ E(H) (see [11, Lemma
5.2]). Therefore, (ii) follows from (i). Finally, as explained in the proof of [11,
Theorem 5.3], Lipschitz estimates follow from commutator estimates. 
Let T be the abstract operator defined in Convention 13. Let C be the Cesa`ro
operator defined in (2.9). For brevity, we will denote the notion max{log(x), 0}
by log+(x). The following theorem, which describes a non-commutative analogue
of the classical Zygmund’s theorem [3, Theorem V.6.6 (a), p. 248] (see also [3,
Corollary IV.6.9, p. 251]), was earlier proved in [22, Theorem 2.5]. However, for
convenience of the reader, we present below a complete proof based on a different
approach from that of [22].
Theorem 38. Let M be a von Neumann algebra equipped with a faithful nor-
mal finite trace τ, i.e. τ(1) < ∞. If A ∈ L1(M) is a positive operator such that
‖µ(A) log+(µ(A))‖L1(0,1) <∞, then we have
‖T (A)‖L1(M) ≤ cabs
(
1 + ‖µ(A) log+(µ(A))‖L1(0,1)
)
.
Proof. The proof will be divided into several steps.
Step 1. Let LM (0, 1) be Orlicz space (see [3, Chapter IV.8, pp. 265-279])
associated with the Young’s function M(t) = t log(1 + t) (see [3, Definition IV.8.5,
p. 265]) and let Λϕ(0, 1) be the Lorentz space associated with the function ϕ(t) :=
t log( et ), t > 0. First, we claim that
Λϕ(0, 1) = LM (0, 1)
with equivalent norms.
It is easy to see that Young’s functions (see [3, Definition IV. 8.1, p. 271])
M : t→ t log(1+ t) and N : t→ et− 1 are complementary. Hence, by [3, Corollary
IV.8.15, p. 275], we have
LM (0, 1) = LN (0, 1)
×.
On the other hand, by [2, Lemma 4.3], we obtain
LN (0, 1) =Mϕ(0, 1) = Λϕ(0, 1)
×,
where
Mϕ(0, 1) := {x ∈ S(0, 1) : sup
t>0
1
ϕ(t)
∫ 1
0
µ(s, x)ds <∞}
is the Marcinkiewicz space associated with the function ϕ(t) := t log( et ), t > 0 (see
[29, Chapter II.5, pp. 112-118] for more details). Thus,
(8.1) LM (0, 1) = Λϕ(0, 1)
×× = Λϕ(0, 1),
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(see [29, Chapter II.5, p. 114]).
Step 2.
If A ≥ 0 is such that M(A) ∈ L1(M), then
(8.2) ‖A‖LM(M) ≤ cabs
(
1 + ‖M(A)‖L1(M)
)
,
where ‖A‖LM(M) := ‖µ(A)‖LM(0,1). Indeed, if ‖A‖LM(M) ≤ 1, then there is nothing
to prove. If ‖A‖LM (M) ≥ 1, then there exists λ such that λ = ‖A‖LM(M) ≥ 1 and
we have ‖M(Aλ )‖L1(M) = 1. Since M(Aλ ) ≤ 1λM(A), it follows that
‖M(A)‖L1(M) ≥ λ = ‖A‖LM(M).
Step 3.
By Theorem 14, we have µ(T (A)) ≤ cabsSµ(A). Therefore, it is sufficient to
estimate Sµ(A). By definition of S (see (2.10)), we have
Sµ(A) = Cµ(A) + C′µ(A).
By an easy calculation, we obtain
‖C′µ(A)‖L1(0,1) = ‖µ(A)‖L1(0,1) = ‖A‖L1(M), A ∈ L1(M)
and
‖Cµ(A)‖L1(0,1) = ‖µ(A)‖Λϕ(0,1), A ∈ Λϕ(M)
(see also (6.7) in [3, Chapter IV.6, p. 245]). Therefore, it follows from (8.2) and [3,
Theorem IV.6.5, p. 247] that
‖T (A)‖L1(M) ≤ cabs‖Sµ(A)‖L1(0,1) ≤ cabs
(‖Cµ(A)‖L1(0,1) + ‖µ(A)‖L1(0,1))
= cabs
(‖A‖Λϕ(M) + ‖A‖L1(M)) ≈ cabs (‖A‖LM(M) + ‖A‖L1(M))
≤ cabs
(‖A‖L1(M) + ‖M(A)‖L1(M) + 1) ≤ cabs (1 + ‖µ(A) log+(µ(A))‖L1(0,1)) .

Remark 39. (i) Theorem 38 generalizes both the classical Zygmund’s [3, Corollary
IV.6.9, p. 251] and Riesz’s results [3, Corollary IV.6.10, p. 251] (see also [3,
Theorem V.6.6, p. 248], [3, Corollary IV.6.8, p. 251]).
(ii) Let H be the non-commutative Hilbert transform associated with finite max-
imal subdiagonal algebras defined as in [38]. Then, H satisfies the assumptions of
the Theorem 14 (see [38, Theorem 2]). In particular, Theorem 38 implies the result
of [38, Theorem 4].
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