INTRODUCTION
The consequent increase in the level of carbon dioxide emissions (CO2) caused by fossil fuels consumption has set off an alarm signal worldwide. Additionally, almost all greenhouse gas emissions in the world come from coal 44 %, oil 36 % and 20 % natural gas (IRENA, 2014) . The Latin America region according to Vergara et al. (2013) saw the CO2 emissions more than doubling in last three decades, where the region contributes 11% of global CO2 emissions.
Indeed, the region is a small contributor to the world (SCHIPPER et al., 2011) . Additionally, an intuitively appealing way to address the challenge of increase of CO2 emissions is to expand the use of either renewable energy sources (RES) from the wind, solar, geothermal, biomass, and hydro to reduce reliance on fossil fuels, and hence the level of CO2 emissions.
The aim of this study is to answer the following question: Does the renewable energy consumption upsetting the carbon dioxide emissions? To this question be answered, renewable energy impact will be analyzed the impact of RES consumption on the CO2 emissions in ten South American countries from 1980 to 2012, using Auto-Regressive Distributed Lag (ARDL).
In the literature, the impact of RES consumption on the CO2 emissions has been scarcely researched. For instance, Bilgili (2016) analyzed the existence of Inverted-U shaped relationship between environmental quality, per capita income, and RES consumption for 17 Organization for Economic Co-operation and Development (OECD) countries in the period from 1977-2010. The results of the analysis, suggest that the RES consumption yields have a negative impact on CO2 emissions. Aliprandi et al. (2016) studied the RES consumption impact on CO2 emissions in Italy.
The authors found that the reduction of CO2 emissions is lower than expected considering the amount of energy produced from RES, and it is related to the level of RES penetration. Other authors have pointed to the capacity of RES to reduces the emissions (e.g. JAFORULLAH;
KING, 2015; ROBALINO-LÓPEZ et al., 2015; WESSEH; LIN, 2016) . However, the second line of researchers have to points that the RES does not cause an impact on CO2 emissions (e.g. APERGIS et al., 2010; . Based on the results of these studies the article has two hypotheses: (H1) The RES consumption has the capacity to reduction the CO2 emissions, and (H2) The RES consumption does not capacity to reduction the emissions.
The study of this theme is important the following reasons: The real RES impact on CO2 emissions is necessary to understand, as well as, in the literature, there are few studies which have investigated the impact of RES on CO2 emissions in South American countries.
Additionally, the choice of South American countries is justified due to the region has a rapid growth in RES consumption. This article is organized as follows: Section 2, the material and method used. Section 3, the results and discussions. Finally, the conclusions are shown in Section 4.
MATERIAL AND METHOD
This section is divided into two parts. In the first one, it will be presented the material used in this research. The second section contains the method.
Material
To analyze the impact of renewable energy consumption on the CO2 emissions, it was utilized the data, from 1980 to 2012, of ten South America countries namely: Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, Peru, Paraguay, Venezuela, and Uruguay. For analysis of impact of RES consumption on CO2, the following variables (Table 1) were used.
The countries are chosen by the following criteria: (i) they have been RES consumption for a long period; and (ii) they have data available for the entire period for CO2 emissions, GDP, and petroleum consumption. The total population was used to transform all variables in per capita. The variables in per capita help us control the disparities in population growth among the countries. The GDP in local currency units (LCU) reduces the influence of exchange rates. The econometric analysis was performed using EViews 9.5, and Stata 14.0 software.
The best econometric practices strongly recommend testing for the presence of heterogeneity that could arise when long time span is used. The long-time spans exacerbate the potential occurrence of a panel with parameter slope heterogeneity and presence of cross-section dependence (CSD). In South American countries, it is expected that share a common characteristic that could result in the presence of CSD. Furthermore, according to Eberhardt and Presbitero (2013) , when the CSD is not controlled it can produce both biased estimates and a severe identification problem. The presence of cross-section dependence in the variables both in levels and in firstdifferences was confirmed by CDS-test. The presence of CSD evidences interdependence between the cross-sections that the countries share common shocks.
Method
The UECM form of the ARDL model was used to analyze the impact of RES consumption on CO2 emissions. The ARDL model decomposes the total effects of a variable in short-and long-run components, as well as, generating consistent, efficient parameter estimation and inference of parameters based on a standard test (KOENGKAN, 2017; SRINIVASAN et al., 2012) . The general UECM form of the ARDL model used in this empirical analysis follows the specification of the Equation.
(1):
where 0i α denotes the intercept, 1it δ is trend and
are the estimated parameters, and 1it ε is the error term.
The Equation (1) can be transformed in an equivalent dynamic specification, Equation (2), that allows to capture the short-and the long-run effects of independent variables on the dependent one. Pesaran (2004) CD test has N (0,1) distribution, under the H0: cross-section independence. ***, **, * denote statistically significant at 1%, 5% and 10% level, respectively. The Stata command xtcd was used to achieve the results for CSD.
where 0i α denotes the intercept, 2it δ is trend and
are the estimated parameters, and 2it ε is the error term.
The variance inflation factor (VIF), according to O'Brien, (2007) provides an indication the impact of multi-collinearity on the accuracy of estimated regression coefficients. The VIF-test and correlation test was used to checks the presence of multicollinearity, and correlation coefficients between variables (see Table 3 ).
The results of VIF-test points that the mean VIF of (2.47) to long-run and (1.17) to short-run are low. The low VIF-test statistics support that the multicollinearity is not a great concern in the model. Moreover, the first and second-generation unit root test were used to assess (common unit root process). The second-generation unit root test CIPS of Pesaran (2007) was used. The null hypothesis rejection of CIPS-test has H0: Series are I (1). Table 4 shows, the results of unit root tests.
The results of first and second generation unit root test indicates that the first-difference of variables and the variable LRE in logarithm are I (1).
The macro panel structure according to Baltagi (2008) has a long-time span, where it has the advantage of allowing panel unit root test that has a standard asymptotic distribution, which it is important when checking for cointegration. The presence of individual effects must be tested Notes: ***, **, * denote statistically significant at 1%, 5% and 10% level, respectively. The null hypotheses are as follow: the LLC test the unit root (common unit root process), this unit root test controls for individuals effects, individual linear trends, has a lag length 1, and Newey-West automatic bandwidth selection and Bartlett kernel were used; the ADF-FISHER and ADF-Choi test the unit root (individual unit root process), this unit root test controls for individual effects, individual linear trends, has a lag length 1, the first generation test follows the option "individual intercept and trend", which was decided after a visual inspection of the series. The Eveiws 9.5 was used in the calculus of the first-generation tests. The CIPS test (Pesaran, 2007) 
The Hausman test of the Random Effects (RE) against Fixed Effects (FE) specification was applied to identify the presence of RE or FE in the model. This test has the null hypothesis that the best model is RE. The results of this test point to the selection of (FE) model, where the result is significant ( PESARAN et al., 1999) . Indeed, this estimator is consistent in long-run average, while in presence of slope homogeneity the model is not efficient (PESARAN et al., 1999) . The PMG is an estimator that in long-run parameters make restrictions among cross-sections, but not in shortrun and in adjustment speed term. Moreover, the PMG estimator it is more efficient and consistent in the existence of homogeneity in long-run if compared with MG estimator (FUINHAS et al., 2015) .
RESULTS AND DISCUSSION
The MG and PMG estimations were tested against the dynamic fixed effects (DFE).
Additionally, in the presence of heteroskedasticity contemporaneous, first order autocorrelation and cross-section dependence in the context of a long-time span, the Driscoll and Kraay (1998) estimator need to be apply because this estimator generates robust standard errors for several phenomena found in the sample errors (FUINHAS et al., 2015; FUINHAS et al., 2017) . The DFE estimator, DFE robust standard errors and DFE Driscoll and Kraay (DFE D.-K) were computed.
The battery of specification tests were used like the modified Wald test for groupwise heteroscedasticity, the Pesaran for cross-section independence, the Breusch-Pagan Langrarian Multiplier test for cross-section independence, and the Wooldridge test for autocorrelation in panel data. Table 5 , evidences the estimations of the MG, PMG, DFE models, outcomes of the Hausman test, the short-and long-run elasticities for the models DFE, DFE robust and DFE D.-K, and also the specification tests. Kraay points to the presence of long memory of the variables, and the ECM term is statically significant at 1% level and it has a negative signal, where this result confirms the presence of Granger causality. The semi-elasticities were calculated by adding the coefficients of variables in the first differences. The elasticities are calculated by dividing the coefficient of lagged independent variable by the coefficient of the lagged independent variable, multiplier by (-1). The results showed that in the short-run elasticities the RES consumption has the capacity to reduction CO2 emissions in -0.0420 %, when the RES consumption increase in 1%, and in the long-run the RES consumption, it is not capable of decreasing the emissions. The negative impact of renewable energy consumption on CO2 emissions, it is in line with several authors that studied the Latin American countries (e.g. FUINHAS et al., 2017; ROBALINO-LÓPEZ et al., 2015; SHEINBAUM et al., 2011) .Certainly, the decrease of CO2 emissions by renewable energy consumption in short-run is due to the investments in renewable energy sources that are the result of the availability of enormous biodiversity and the abundance of renewable sources (e.g.
hydropower, wind, solar, geothermal, and biomass) in most Latin American countries (FUINHAS et al., 2017) . Moreover, the GDP has a positive impact in short-run of 0.2792 %, and in long-run of 0.5025 %, and petroleum consumption has a positive effect of 0.5641 % in short-run and 0.6196 % in long-run. These results are in line with several authors that studied the Latin America region (e.g. FUINHAS et al, 2017; PABLO-ROMERO; JESÚS, 2016; ROBALINO-LÓPEZ et al., 2015; SAID; HAMMAMI, 2015) .
Speed of adjustment
The battery of specification tests to back up the parameters statistical significance of the DFE model were applied. The modified Wald-test points to the presence of heteroscedasticity.
The Pesaran test of cross-section independence, indicate to the non-existence of a correlation between the crosses. The Wooldridge-test points to the presence of the first-order autocorrelation, and the Breusch-Pagan LM-test can not be applied due to correlation matrix of residuals are singular.
CONCLUSIONS
The impact of RES consumption on CO2 emissions was analyzed in the article. The study focused in ten South American countries from 1980-2012 using auto-regressive distributed lag (ARDL) methodology. The initial tests prove the existence of cross-sectional dependence, where confirm that these countries share spatial patterns, the phenomena of heteroscedasticity, contemporaneous correlation, first order autocorrelation, cross-sectional dependence, and the existence of Granger causality. The results pointed that in the short-run elasticities the RES consumption has the capacity to reduction the CO2 emissions in -0.0420 %, when the RES consumption increase in 1%, confirming the hypothesis that the RES consumption has the capacity to reduction the emissions. The empirical evidence shows that RES consumption plays an important role in reducing CO2 emissions. Consequently, to achieve steady and sustainable growth in RES use, governments should design and implement effective support policies to promote investment in RES technologies. In addition, the increase of 1% in GDP has a positive impact in short-run of 0.2792 %, and in long-run of 0.5025 %, and petroleum consumption has a positive effect of 0.5641 % in short-run and 0.6196 % in long-run. These results indicate that the economic growth and energy consumption in the South American countries are still based on fossil fuels.
