In this paper, we extend our geometrical derivation of the expansion coefficients of mirror maps by localization computation to the case of toric manifolds with two Kähler forms. In particular, we consider Hirzebruch surfaces F0, F3 and Calabi-Yau hypersurface in weighted projective space P(1, 1, 2, 2, 2) as examples. We expect that our results can be easily generalized to arbitrary toric manifolds.
Introduction
In the study of mirror symmetry, gauged linear sigma model is expected to play an important role [18] . It has been considered to be slightly different from the topological (non-linear) sigma model, whose correlation function is nothing but the Gromov-Witten invariant. Let us restrict our attention to the genus 0 Gromov-Witten invariants of toric manifolds. The moduli space used in topological (non-linear) sigma model is the moduli space of stable maps, which is a compactification of the moduli space of holomorphic maps from CP 1 to toric manifolds by using stable maps. On the other hand, the moduli space used in gauged sigma model is another compactification (toric compactification) of the moduli space of holomorphic maps from CP 1 to toric manifold. In this case, we use "rational maps" from CP 1 to toric manifolds to compactify the moduli space. A rational map f : X → Y is the map which allows some Zariski-closed subset U ⊂ X whose image is undefined by f . Therefore, a rational map is not an actual map in some cases. The merit of using toric compactification is that the boundary structure of toric compactification is simpler than the one of stable map compactification. Since the moduli space is different, the correlation functions of gauged linear sigma model do not always coincide with the corresponding Gromov-Witten invariants. Motivated by these facts, our general conjecture is the following.
General Conjecture
The 2-point correlation functions computed by using the moduli space of gauged linear sigma model give us the information of the B-model used in the mirror computation of the Gromov-Witten invariants. In particular, some 2-point correlation functions give us the expansion coefficients of the mirror map used in the mirror computation and the remaining 2-point functions are translated into 2-point Gromov-Witten invariants via the (generalized) mirror transformation caused by the mirror map.
Of course, the above conjecture is a little bit abstract. For example, we have to define the 2-point correlation function of gauged linear sigma model. We will give more explicit details in the following part of this section. Before we turn into details, we remark here that this paper is a continuation of our previous work [10] , which is our first paper aiming at establishing the above conjecture when the toric manifold is CP N −1 . In [10] , we proposed a residue integral representation of virtual structure constantL We will show explicit form of the recursive formulas in Section 2. Let us first review the main results on the virtual structure constants presented in [12, 13] . ) is the forgetful map that forgets the third marked point. If N − k ≥ 1, i.e., the hypersurface is a Fano manifold, we have the following equality: In [13] , we proved the following equality:
where we apply a formal rule:
x m+1 in integrating the top term of expansion (1.7). By using (1.8), we can representL k,k n (e x ) in terms of u k,k j (x)'s. The most important relation derived from (1.8) is the following equality: 9) where the r.h.s. gives us the celebrated mirror map:
used in the mirror computation. With this mirror map, We can compute O h k−2−n O h n−1 0,d k from the equality:
This is the mirror transformation caused by the mirror map in (1.9).
If N < k, we can also compute O h N −2−n O h n−1+(N −k)d 0,d k by using a generalization of (1.9) and (1.10) [1, 8, 12] .
In this case,L of the virtual structure constants up to d = 3. They were proved in [14] . moduli space of polynomial maps from CP 1 to CP N −1 of degree d with two marked points, which was introduced in [10] and will be explicitly defined in Section 2 of this paper. This space is the moduli space that corresponds to gauged linear sigma model. We defined an intersection number: (1.14) where E At this stage, we go back to the equality (1.9). We introduce here the classical three-point function and metric,
We also introduce perturbed two-point functions:
(1.17)
With this setup, we can conclude from (1.9) and (1.15) that the equality: 18) gives us the mirror map used in the mirror computation. One of our motivations in this paper is to generalize (1.18) to the mirror computation of toric manifolds with two Kähler forms. In this paper, we consider Hirzebruch surfaces F 0 , F 3 and resolution of weighted projective space P(1, 1, 2, 2, 2) (we denote it by W P 1 ) as examples. These toric manifolds have two Kähler forms. Let z and w be these two Kähler forms. Polynomial maps from CP 1 to these toric manifolds are classified by bi-degree:
where α and β are elements of H * (X, C). E d in the first (resp. the third) line of (1.20) is an orbi-bundle on
. These intersection numbers are analogues of two-point Gromov-Witten invariants of K F0 , F 3 and the Calabi-Yau hypersurface in W P 1 respectively. In this paper, we derive closed formulas to compute these intersection numbers by applying the localization theorem. The resulting formulas are written as a sum of contributions from connected components of fixed point sets labeled by ordered partitions σ d of bi-degree d:
This structure can be regarded as a natural generalization of the CP N −1 case, because in the CP N −1 case,
is written as sum of contributions labeled by ordered partitions of positive integers d. With these formulas, we numerically compute w(O α O β ) 0,d by using MAPLE for low degrees. For the special cases F 0 and W P 1 , we also compute classical intersection numbers, metrics and perturbed two-point functions by introducing deformation parameters x 1 and x 2 associated with z and w respectively.
With this setup, we test whether the equalities:
give us the mirror map of K F0 and the Calabi-Yau hypersurface in W P 1 . The numerical results confirm our speculation. Therefore, we conjecture that (1.23) indeed gives us the mirror map used in the mirror computation. This conjecture explains the meaning of the title of this paper. As in the CP N −1 case, we can also compute the standard two-point Gromov-Witten invariants O α O β 0,d by using w(O α O β ) 0,d by generalizing the equality (1.10). In sum, we propose the following conjecture:
Conjecture 1 In the case of K F0 (resp. Calabi-Yau hypersurface of W P 1 ), (1.23) gives us the mirror map used in the mirror computation of Gromov-Witten invariants, and
where O α O β 0,d is the two-point Gromov-Witten invariant of K F0 (resp. Calabi-Yau hypersurface of W P 1 ).
Let us turn into the non-nef example F 3 . In this case, we first review Givental-Coates-Guest-Iritani's approach [1, 6, 8] of the mirror computation of Gromov-Witten invariants of non-nef toric manifolds by taking F 3 as an eaxample. In this approach, we start from the Givental's I-function:
where I F3 is the cohomology-valued function. Note that I F3 contains the parameterh, which plays a central role in Givental-Coates-Guest-Iritani's approach. We take 1, z, w, w 2 as the basis of H * (F 3 , C) and expand cohomology-valued function F into the form:
Next, we define the 4 × 4 matrix S given by, 27) and the connection matrices Ω z Ω w :
Since F 3 is a non-nef manifold, expansion of S aroundh = 0 includes both negative and positive powers ofh. We then take Birkhoff factorization of S = S(h,h −1 ) with respect toh:
The positive part Q(h) provides a gauge transformation which converts Ω z and Ω w intoh independent matrices B z and B w :
Let us identify the subscript 1, 2, 3, 4 of 4 × 4 matirices with the cohomology elements 1, z, w, w 2 respectively. We then introduce the clasical metric η = (η ij ) of H * (F 3 , C) and define the matrices:
These are the intermediate results in the mirror computation of the Gromov-Witten invariants of F 3 . In order to obtain the three-point Gromov-Witten invariants of F 3 , we have to operate the generalized mirror transformation induced from the mirror map: t α = t α (x 1 , x 2 ) to C z and C w . The mirror map is determined from the matrix elements of theh independent connection matrices in (1.31) via the relation:
This final step requires a lot of computations and results in a generalization of the formula (1.12) to the case of F 3 . See [3] for details. Let us remark one important point on Givental-Coates-Guest-Iritani's approach applied to M k N with k > N . In this case, the virtual structure constantL
is nothing but the matrix element of thē h independent connection matrix B h that appears in the step (1.30).
With these results in mind, we look back at the w(O α O β ) 0,d 's for F 3 . The matrix element (C α ) βγ in (1.31) is a power series in e x1 and e x2 , and we denote the coefficient of e dax1+d b x2 of (C α ) βγ by (C α ) βγ (d). Our conjecture in the case of F 3 is the following:
and the mirror map used in the generalized mirror transformation is given by,
where x α (resp. t α ) is the B-model (resp. A-model) deformation parameter associated with O α and x z (resp. x w ) corresponds to x 1 (resp. x 2 ).
In this paper, we compute w(O α O β ) 0,d for lower d by using the definition (1.20) and the localization theorem.
Our numerical results agree with the numerical data of C z and C w computed in [3] . Since these connection matrices are enough for the mirror computation of Gromov-Witten invariants of F 3 , our formula to compute
gives us another way of carrying out the mirror computation without using Birkhoff factorization. Our results in this paper compute nothing new from the point of view of the mirror computation, but our construction gives concrete geometrical footing to the B-model data as intersection numbers on the moduli space of polynomial maps (or gauged linear sigma model), which can be regarded as an alternate compactification of the moduli space of holomorphic maps from CP 1 to a toric manifold. The examples treated in this paper imply that our construction can be generalized to arbitrary toric manifolds.
In this paper, we also give supplemental discussions on our arguments given in [10] . Especially, we present the explicit construction of M p 0,2 (N, d), which was briefly outlined in our previous paper [10] . We propose that In the last part of this paper, we extend our construction to the mirror computation of the K3 surface in the weighted projective space P (1, 1, 1, 3 ). It is well-known that the mirror map in this example is written by using the elliptic j-function. Combining this fact with our conjecture, we propose a formula that expresses Fourier expansion coefficients of the j-function in terms of intersection numbers on M p 0,2 (P (1, 1, 1, 3 
This paper is organized as follows.
In Section 2, we reconsider the argument given in our previous paper [10] and discuss problems that remained unsolved. First, we explicitly construct M p 0,2 (N, d) used in [10] as a toric variety. In this construction, we emphasize that it is obtained from compactifying the moduli space of polynomial maps from CP 1 to CP
with two marked points. We also discuss a problem that is related to the so-called point-instanton, which is included in M p 0,2 (N, d) but excluded in the moduli space of stable maps. Next, we define the intersection number on M p 0,2 (N, d) that corresponds to the two-point Gromov-Witten invariant of M k N and compute it explicitly by the localization theorem. Lastly, we prove Theorem 1 by deriving explicitly the residue integral representation ofL
In Section 3, we generalize the localization computation of intersection numbers on polynomial maps to toric manifolds with two Kähler forms. First, we take the Hirzebruch surface F 0 = P 1 × P 1 and construct M p 0,2 (F 0 , d) as a toric variety. Next, we define intersection numbers on M p 0,2 (F 0 , d) that correspond to local Gromov-Witten invariants of K F0 and derive closed formulas for them by using the localization theorem. We then give some numerical results on these intersection numbers and use these to carry out the mirror computation of K F0 . We take the non-nef Hirzebruch surface F 3 as our next example. We assume that M p 0,2 (F 3 , d) has the same boundary structure as M p 0,2 (F 0 , d) and compute intersection numbers on M p 0,2 (F 3 , d) that correspond to Gromov-Witten invariants of F 3 . We show that our numerical results coincide with the expansion coefficients of matrix elements of connection matrices obtained from Birkhoff factorization of the Givental I-function of F 3 . Our last example in this section is the resolution of weighted projective space P(1, 1, 2, 2, 2), which we call W P 1 . We define intersection numbers on M p 0,2 (W P 1 , d) that correspond to Gromov-Witten invariants of Calabi-Yau hypersurface in W P 1 and compute them by the localization theorem. We end this section by demonstrating the mirror computation of the Calabi-Yau hypersurface by using numerical data of the intersection numbers.
In Section 4, we extend our computation to the K3 surface in weighted projective space P(1, 1, 1, 3). This example is well-known because the mirror map of it is closely related with the elliptic j-function. We show numerically that the expansion coefficients of the mirror map are given by intersection numbers on M p 0,2 (P (1, 1, 1, 3 
), d).
Next, we present a formula which expresses the Fourier coefficients of the elliptic j-function in terms of these intersection numbers. Lastly, we mention a resolution of the weighted projective space P(1, 1, 2, 2, 6), which can be regarded as a P(1, 1, 1, 3) bundle over P 1 .
Notation Throughout this paper, we denote by
Ca dz the operation of taking residue at z = a. If we write
, it means taking residues at z = a j , (j = 1, 2, · · · , m). Let a j , (j = 0, 1, · · · , d) be vectors in C N and let π N : C N → CP N −1 be a projection map. In this paper, we define a degree d polynomial map p from C 2 to C N as a map that consists of C N vector-valued degree d homogeneous polynomials in two coordinates s, t of C 2 :
The parameter space of polynomial maps is given by
With the above two torus actions, M p 0,2 (N, d) can be regarded as the parameter space of degree d rational maps from CP 1 to CP N −1 with two marked points in CP 1 : 0(= (1 : 0)) and ∞(= (0 : 1)) . Set theoretically, it is given as follows:
where the two C × actions are given by,
The condition a 0 , a d = 0 assures that the images of 0 and ∞ are well-defined in CP N −1 . At this stage, we have to note the difference between the moduli space of holomorphic maps from CP 1 to CP N −1 and the moduli space of polynomial maps from CP 1 to CP N −1 . In short, the latter includes the points that are not the actual maps from CP 1 to CP N −1 but the rational maps from CP 1 to CP N −1 . These points are called point instantons by physicists. More explicitly, a point instanton is a polynomial map
which can be factorized as
, it should be regarded as a rational map whose images of the zero points of p d−d1 is undefined.@Moreover, the closure of the image of this map is a rational curve of degree
The reason why we include point instantons is that we can obtain simpler compactification of the moduli space than the moduli space of the stable maps M 0,2 (CP N −1 , d), the standard moduli space used to define the two-point Gromov-Witten invariants. Now, let us turn into the problem of compactification of 
at the infinity locus of M p 0,2 (N, d). In (2.44), d j 's are integers that satisfy,
We denote by M p 0,2 (N, d) the space obtained after this compactification. This M p 0,2 (N, d) is the moduli space we use in this paper. It is explicitly constructed as a toric orbifold by introducing boundary divisor coordinates
where the (d+1) C × actions are given by,
In(2.47), "· · ·" in the r.h.s indicates that the C × actions are trivial. These torus actions are represented by a (d + 1) × 2d weight matrix W d : 
we can set all the u i 's to 1 by using the (d + 1) torus actions. The remaining two torus actions that leave them invariant are nothing but the ones given in (2.38). Therefore, the subspace given by the condition 
Therefore, the corresponding boundary locus is given by
is the fiber product with respect to the following projection maps:
In general, the subspace given by the condition
corresponds to chains of polynomial maps labeled by ordered partition
where we set
In this case, the corresponding boundary locus is,
Since the lowest dimensional boundary:
is identified with the compact space (CP
Next, we discuss the structure of the cohomology ring
. In (2.48), we labeled row vectors of
) associated with the torus action of µ i in (2.47). By using standard results on toric varieties, we can see that these h i 's are generators of H * ( M p 0,2 (N, d)) and that relations between the generators are given by the data of elements of W d as follows:
Construction of Two Point Intersection Numbers on
In this section, we define the following intersection number on M p 0,2 (N, d), which is an analogue of a two point Gromov-Witten invariant of the degree k hypersurface in CP N −1 :
In (2.56), h is the hyperplane class of CP N −1 , and
is the evaluation map at the first (resp. second) marked point. These maps are easily constructed as follows:
We also have to construct a rank (kd+1) orbi-bundle
In this step, we need to consider the problem of point instantons that were introduced in the previous section. In the case of M p 0,2 (N, d), we include point instantons to compactify the moduli space. On the other hand, these are prohibited in the case of M 0,2 (CP N −1 , d) because they are not actual maps. This difference can be considered as the origin of the (generalized) mirror transformation. Therefore, our problem here is how to define an orbi-bundle corresponding to R 0 π * ev * 3 (O CP N −1 (k)) for point instantons. Our approach to this task is quite naive. Let s 0 be a global holomorphic section O CP N −1 (k). It is well-known that s 0 is identified with a homogeneous polynomial of degree k in homogeneous coordinates
Therefore, we can take
we can easily see that the image of the corresponding polynomial map lies inside the hypersurface defined by (2.58) if and only ifs 0 (a 0 , · · · , a d ) = 0. Moreover, we can derive the following relations:
These relations tells us thats 0 defines a section of a rank kd + 1 orbi-bundle on M p 0,2 (N, d), because we can compute transition functions of the bundle by using (2.61). Let us discuss this argument more explicitly. Since
we can take the following local coordinate system U ij .
where
We assume that i < k and j < l for simplicity. The coordinate transformation between U ij and U kl is given by,
we obtain the following relation:
Therefore, we can regards 0 as a section of the rank kd + 1 bundle whose transition function is given by,
where e m (resp.ẽ m ) is the base of trivialization on U ij (resp. U kl ). We denote this orbi-bundle on
Let us consider the locus in M p 0,2 (N, d) where
We denote this locus by
As was discussed in the previous section,
and its point is represented by a chain of polynomial maps:
With this setup, we define E
by the following exact sequence:
also has rank kd + 1. In this way, we extend E
to the whole M p 0,2 (N, d) by using the exact sequence:
This bundle corresponds to
by Kodaira-Serre duality.
Localization Computation of w(O h
In this section, we compute the intersection number w(O h a O h b ) 0,d by using the localization theorem. For this purpose, we introduce the following
[(e λ0t a 0 , e λ1t a 1 , · · · , e
) is the equivariant parameter for the flow. In [10] , we took non-equivariant limit λ i → 0 from the start, but in this section, we perform the computation under non-zero equivariant parameters. The fixed point sets of M p 0,2 (N, d) consist of connected components, each of which come from U (d0,d1,···,d l ) defined in the previous section. We denote the connected component that comes from
is represented by the following chain of polynomial maps.
). First, we have to determine the normal bundle of
We already know from the previous discussion that,
Therefore, the normal bundle is given by
. From the discussion of the previous section, we can see
as an orbi-bundle on F (0,d) and its first Chern class is given by,
where h di is the hyperplane class of (CP N −1 ) di . On the other hand, the flow in (2.72) acts on y is given by,
From the definition of the evaluation map for M p 0,2 (N, d) in (2.57), we can easily see that equivariant representation of ev *
.@ Finally, we have to remember that F (0,d) is also the singular locus on which Z d acts. Therefore, we have to divide the results of integration on F (0,d) by d. Putting these results altogether, the contribution from
We then consider the contribution from F (d0,d1.···,d l ) (l ≥ 2). As for the normal bundle, we have additional factors coming from "smoothing the nodal singularities" of the image of the chain of polynomial maps, that are given
. This factor is identified with the orbi-bundle
and its equivariant first Chern class is given by,
can be read off from the exact sequence in (2.70) as follows.
(2.80)
Combining these addtional factors with the consideration in the case of F (0,d) , we can write down the contribution that comes from
In the above formula, we can integrate the variable z dj in arbitrary order. The formula (2.82) has the form of residue integral and we can take non-equivariant limit λ j → 0. This operation makes the formula simpler. For simplicity, we introduce the following notations. We define the following two polynomials in z and w:
We also introduce the ordered partition of a positive integer d:
Definition 1 Let OP d be the set of ordered partitions of a positive integer d:
In (2.84), we denoted the length of the ordered partition σ d by l(σ d ).
The increasing sequence of integer
if we use the following correspondence:
With this setup, we can simplify the formula for
after taking the non-equivariant limit, by relabeling the subscript of z ′ * s as follows.
Remark 1 After taking non-equivariant limit, we have to take care of the order of integration of z j 's. In (2.86), we have to integrate z ′ j s in all the summands of the formula in descending (or ascending) order of the subscript j. 
Numerical Results
On the other hand, we can evaluate the corresponding Gromov-Witten invariants by localization computation or mirror computation. The results are given as follows.
is the celebrated quintic 3-fold, we have the following data of 2-point Gromov-Witten invariants.
The fact that O h 0 O h 2 0,d = 0 follows from the puncture axiom of Gromov-Witten invariants. On the other hand, the corresponding w(O h a O h b ) 0,d 's are given as follows.
differ from each other. Let us consider here the generating function:
This is nothing but the mirror map used in the mirror computation of the quintic 3-fold! If we introduce another generating function:
In section 3, we generalize these results to the case of some Calabi-Yau 3-folds with two Kähler forms.
On the other hand, the corresponding O h a O h b 0,d 's are evaluated as follows.
From the numerical data in [11] , we can observe that
by the following equality: kL
The results in this section is the examples of Theorem 1, that will be proved in the next section.
Proof of Theorem 1

Definition of the Virtual Structure Constants
In this subsection, we prove the conjecture proposed in [10] that represents the virtual structure constantL
for the degree k hypersurface in CP N −1 as a residue integral. We first write down the definition ofL N,k,d n given in our early papers [9, 13] . We introduce here a polynomial P oly d in x, y, z 1 , z 2 , · · · , z d−1 defined by the formula:
where we denote x (resp. y ) by u 0 (resp. u d ) in the second line. In (2.97),
Let us consider the following "comb type" of a positive integer d :
The monomials that appear in P oly d are represented by,
We list some elements in Z l , which are determined for each comb type as follows:
Now we define δ = (δ 1 , · · · , δ l ) ∈ Z l by the formula:
With this setup, we state the definition ofL
Definition 2 The virtual structure constantL
is a rational number which is non-zero only if 0 ≤ n ≤ N − 1 − (N − k)d. It is uniquely determined by the initial condition: . It is defined on the basis by:
Proof
In order to prove Theorem 1, it is enough for us to prove the following equality.
As we have remarked in Section 2.1.3, the residue integral in (2.104) strongly depends on the order of integration, and we have to take the residues of z j 's in descending (or ascending) order of subscript j. We prove the above theorem by showing that the r.h.s. of (2.104) satisfies the initial condition (2.101) and the recursion relation (2.102). For this purpose, we introduce the following lemma:
105)
.
proof of Lemma 1) We first pay attention to the fact that Ej dz j decomposed into C0 dz j + C z j−1 +z j+1
Therefore, the r.h.s. of (2.105) can be rewritten as follows:
Then we change integration variables of the summand that corresponds to 1 ≤ j 1 < j 2 < · · · < j n ≤ d − 1 as follows:
Inversion of (2.107) results in, In this way, the term corresponding to 1 ≤ j 1 < j 2 < · · · < j n ≤ d − 1 in (2.106) can be rewritten as follows:
Looking at (2.111), we observe that the integrand has only a simple pole at u j h = 0 (h = 1, 2, · · · , n). Therefore, we can take the residue of u j h before u im (m = 0, 1, · · · , l). After this operation, (2.109) reduces to,
With (2.112) and some algebra, we can easily derive,
And (2.111) equals, 
. ✷ Next, we note the following elementary identity:
(2.115) (2.115) tells us that the recursive formula (2.102) for arbitrary d can be derived by sufficiently decomposing
. We introduce here the following decomposition of
In 
m ij (actually, it depends only on z 0 and z d at this step). At this stage, we focus on terms of the following type:
Then we express z j (j = i 1 ) as a linear combination of z 0 , z d , z i1 and r k (k = i 1 ). Inserting this expression into r i1 = 2z i1 − z i1−1 − z i1+1 , we can express r i1 as a linear combination of these variables. Let
) be the resulting expression of r i1 . Then we rewrite the terms given in (2.120) in the following form:
After this operation, we obtain a new expression for z 1 z 2 · · · z d−1 :
In the above expression, terms of type:
do not appear. At this stage, we look at terms of the following type:
We then express r i1 and r i2 as linear combinations of z 0 , z d , z i1 , z i2 and r k (k = i 1 , i 2 ) in the same way as the previous step. Let
) be the resulting expressions. Next, we rewrite the terms given in (2.124) in the form:
(2.125)
After this operation, we again obtain new expression of z 1 z 2 · · · z d−1 :
In the above expression, the terms of the following types:
do not appear. In general, we can inductively construct a new expression of z 1 z 2 · · · z d−1 :
by rewriting the terms of the type:
in the same way as the first two steps. Finally, the expression:
is nothing but the desired decomposition. We have shown that the decomposition (2.116) does exist. Therefore, we can insert,
into the r.h.s. of (2.117). It then becomes,
At this stage, we use the fact that the above expression does not depend on order of integration. If ({1, 2,
, it also vanishes because the integrand has no poles of the variable
In this way, only the summand that satisfies {h 1 
We then perform the following coordinate change of integration variables:
Since the Jacobian of the above coordinate change is given by
(2.136) 
where we formally set i 0 (resp. i l ) to 0 (resp. d). In deriving (2.137), we used Lemma 2.
is a homogeneous polynomial of degree d − l, it can be expanded as follows:
is some rational number. With these notations, P oly d is explicitly given by,
Using the definition of Q-linear map φ in Definition 1, we obtain an explicit form of the recursive formula (2.102):
(2.140)
On the other hand, let T N,k,d n be the r.h.s of (2.105), i.e.,
. . By looking back at (2.115) and (2.116), we can deduce,
indeed satisfies the same recursive formulas asL
. We can easily confirm that the initial conditions are the same by direct computation. ✷ As the final remark in this section, we go back to the formula (2.56). The result of the computation of (2.56) by the localization theorem coincided with the formula in the r.h.s. of (2.104), and we concluded in [10] that the virtual structure constants can be interpreted as intersection numbers of the moduli space of polynomial maps M p 0,2 (N, d). But by combining the r.h.s. of (2.105) with the relation (2.55), we can obtain an interesting formula:
where we apply normalization:
This formula gives an alternate expression of the virtual structure constantL
as an intersection number of M p 0,2 (N, d).
Generalizations to Toric Manifolds with Two Kähler Forms
The Hirzebruch surface F 0 is nothing but a product manifold of two P 1 's. Therefore, it is given by,
where the two C × actions act on a and b respectively:
Let π 1 (resp. π 2 ) be projection from F 0 to the first (resp. the second) P 1 . We denote π * F0 (b) ). Classical cohomology ring of F 0 is generated by two Kähler forms z := c 1 (O F0 (a)) and w := c 1 (O F0 (b) ). They obey the two relations:
Integration of α ∈ H * (F 0 , C) over F 0 is realized as residue integral in z and w:
where α in the r.h.s. should be regarded as a polynomial in z and w. Let us consider a polynomial map from CP 1 to F 0 . Since F 0 has two Kähler forms, it is classified by bi-
is explicitly given as follows: 
In (3.151), the three C × actions are given by,
The first two actions are induced from the two C × actions in (3.147), and the third one comes from automorphism group of CP 1 fixing two marked points. We denote the toric compactification of
that correspond to chains of two polynomial maps:
Now, we present an explicit construction of M p 0,2 (F 0 , d). To this end, we introduce a partial ordering of bi-degree
As in the case of
) is given as a toric orbifold with boundary divisor coordinate u (ia,i b ) that corresponds to E (ia,i b ) : 
action is given by the (
is given by trivial generalization of W d in (2.48): 
Let us see how the above weight matrix works in the definition of M p 0,2 (F 0 , (1, 1) ). We can trivialize the last two entries of (a 0 , a 1 , b 0 , b 1 , u (1, 0) , u (0,1) ) by using two of the five C × actions as follows.
[
The second representation corresponds to the polynomial map:
and the third representation corresponds to,
If we set u (0,1) = 0, (3.159) (resp. (3.160)) turns into,
by projective equivalence. In this way, the locus given by u (0,1) = 0 corresponds to the boundary component described by the following chain of polynomial map:
We can also see that the locus given by u (1,0) = 0 corresponds to the boundary component described by (a 0 s + columns labeled by a j , b j , u (ia,i b ) . Elements of the matrix W (da,d b ) are described as follows. column
and f (i,j+1) elements are 1, f (i,j) and f (i+1,j+1) elements are −1 and the other elements are 0.
column
and the other elements are 0.
and the other elements are 0. As an example, we write down W (2,1) , W (3, 1) and W (2,2) below :
To understand the rule for determining elements of these matrices, it is convenient to write degree diagrams presented in Fig. 1 and Fig. 2 . The degree diagram of type ( this setup, let us explain how the locus u (ia,i b ) = 0 describes chains of two polynomial maps:
From the conditions:
we can see that u (ia,i b ) = 0 implies a ia , b i b = 0. The last condition in (3.155) tells us that u (ia,i b ) = 0 also implies u (k,l) = 0 if (k, l) is no bigger or no smaller than (i a , i b ). Therefore, we can trivialize these coordinates by using the torus action f ( * , * ) whose block is the upper-left or lower-right of the vertex (i a , i b ). After this operation, we can define new coordinatesũ
If we write down the corresponding weight matrix with columns labeled by a i , b j andũ (i,j) and with rows labeled by z i , w j and
, we observe that the locus u (i,j) = 0 describes the chains of two polynomial maps in (3.167). Let us take the case when (
. Then the weight matrix associated with the locus is given as follows:
where the column ofũ (1,0)) (resp.ũ (2, 1) ) is obtained by adding up u (1, 0) , u (1,1) and u (1,2) (resp. u (0,1) , u (1, 1) and u (2,1) ) column vectors of W (2, 2) and by eliminating unnecessary elements. From this matrix, we can easily see that the corresponding locus describes chains of two polynomial maps of degree (2, 0) and of degree (0, 2). If u (0,1) = 0, the new coordinates are given as follows:
and the corresponding weight matrix becomes,
This matrix includes a copy of W (2, 1) . Hence it describes chains of two polynomial maps of degree (0, 1) and (2, 1) . In this way, we can observe that the locus u (ia,i b ) = 0 corresponds to chains of two polynomial maps in (3.167). In the same way as the CP N −1 case, we can consider multi-zero locus:
This locus corresponds to chains of polynomial maps:
Localization Computation
We have constructed the moduli space of polynomial maps of degree d with two marked points, M p 0,2 (F 0 , (d)). Next, we define and compute an analogue of the genus 0 local Gromov-Witten invariant of K F0 defined by,
by changing the moduli space of stable maps
is the evaluation map at the i-th marked point of stable curves, and π is the forgetful map that forgets the third marked point of
, which should be given as an intersection number on M p 0,2 (F 0 , d), we have to define cohomology classes which correspond to ev * 1 (α), ev * 2 (β) and c top (R 1 π * ev because the torus action flow given by (3.178) is canceled by the three remaining C × actions used in the definition of the moduli space. But if d a , d b > 0, we can conclude that there are no fixed points in this locus. Naively, we might say that the map:
is a candidate; however, four independent characters λ 0 , λ da , µ 0 and µ d b act on it. These cannot be canceled by the remaining three C × actions. Therefore, the points represented by (3.181) do "move" under the flow (3.178). Next, we consider the locus where we can pick up the sequence of bi-degrees (3.172) and represent a point by the chain of polynomial maps (3.173). From the previous discussion, we conclude that there exist non-trivial fixed points if and only if
If the above condition is satisfied, fixed points can be represented by chains of polynomial maps whose j-th component is given by,
respectively. In this way, we have seen that fixed points are classified by the sequence of bi-degrees satisfying (3.182). We introduce here a set of ordered partitions of bi-degree d:
whose element is in one-to-one correspondence with a sequence of bi-degrees satisfying (3.182). We also introduce the notation:
Let F σ d be a connected component of the fixed point set labeled by σ d ∈ OP d . By relabeling subscripts, it consists of chains of polynomial maps of length l(σ d ) whose j-th component is given by,
. Therefore, it is set-theoretically given by a subset of,
defined by the following conditions:
We have to note one subtlety here. Though F σ d is set-theoretically bijective to the space given in (3.187), it should be considered as an orbifold on which an abelian group ⊕
j=1 Z/(|d j |Z) acts. This group action comes from the C × actions in the definition of M p 0,0 (F 0 , d) that keep the chains of polynomial maps in this component fixed.
We now describe normal bundle of
As was discussed in our previous paper [10] , it has two degrees of freedom:
(i) Deformations of each component of the chain of polynomial maps in M p 0,0 (F 0 , d).
(ii) Resolutions of nodal singularities of the image curve in F 0 .
These can be easily realized as sheaves of the orbifold F σ d by a straightforward generalization of the discussion in [10] to this case. Let us introduce the notation: With this notation, we can write down the normal bundle as follows:
where the first line (resp. the second line) corresponds to the degree of freedom (i) (resp. (ii)).
We have described the fixed point set of the torus action flow and the normal bundle of its connected components. What remains is to describe is restriction of the orbi-bundle E d to F σ d . This task can also be accomplished by the direct generalization of the discussion in [10] . The result turns out to be,
The first line of (3.191) comes from H 1 (CP 1 , ϕ (i) Integration of the cohomology element α ∈ H * (F 0 , C) can be realized as the following residue integral in the variables z and w:
(ii) Looking back at (3.187) and (3.188), we make the identification:
should be considered as an orbifold on which an abelian group ⊕
j=1 Z/(|d j |Z) acts. Taking facts (i) and (ii) into account, we define the following operation on a rational function f in z * and w * :
With this definition and fact (iii) in mind, we conclude that the result of the integration is given by,
Finally, the localization theorem tells us that, Moreover, we can compute Gromov-Witten invariants of the hypersurface using the recipe of the standard mirror computation. In the following, we demonstrate the mirror computation for K F0 by using the numerical data of w(O α O β ) 0,d and argue that the same conjecture holds true in our current example.
As the first step of mirror computation, we introduce the virtual classical intersection numbers used in our papers [4] , [5] :
where k is a free parameter. If z s w t is a monomial with s + t = 3, we set cl(z s w t ) = 0. Let η αβ and C 1αβ holds. For later use, we also define the symmetric tensor η αβ by the relation: η αβ η βγ = δ γ α . We present here η αβ and η αβ in matrix form:
Next, we give numerical results of the intersection number w(O α O β ) 0,d by using the generating function:
Note that we add classical terms, defined through symmetric tensor in ( We introduce here an auxiliary generating function:
With these results, we can confirm that 
These results indeed agree with the results of standard computation of local mirror symmetry [2] . Therefore, they give us numerical evidence of Conjecture 1 in the case of K F0 .
3.2 F 3
Notation and Polynomial Maps
In this section, we treat Hirzebruch surface F 3 , which is a more challenging example than F 0 . In short, it is given as a projective bundle π : P(O P 1 ⊕ O P 1 (−3)) → P 1 and is a well-known example of non-nef complex manifold. Therefore, its quantum cohomology is difficult to analyze from the point of view of the mirror computation [3] . Let O F3 (a) be π * O P 1 (1) and O F3 (b) be dual line bundle of the universal bundle of P(O P 1 ⊕ O P 1 (−3)). We denote c 1 (O F3 (a) ) (resp. c 1 (O F3 (b) ) by z (resp. w). z and w generate the cohomology ring H * (F 3 , C) and obey the relations:
In this section, we identify H * (F 3 , C) with < 1, z, w, w 2 > C , i.e., we take w 2 as the representative of the basis of H 2,2 (F 3 , C). With these set-up's, integration of cohomology element α over F 3 can be realized by the residue integral:
In (3.211), α should be considered as a polynomial in z and w. Like F 0 , F 3 has the following toric construction:
From now on, we denote by [(a, b) ] the equivalence class of (a, b) under these two C × actions. It is well-known that the Kähler form z (resp. w) is associated with the first (resp. second) C × action through the moment map construction.
We then consider a polynomial map of
is the degree associated with the first (resp. second) C × action. It behaves in a more complicated way than in the F 0 case because the first C × action has a µ −3 factor. Since we consider the moduli space of polynomial maps with two marked points, we restrict our attention to polynomial maps such that the images of [(1, 0)] and [(0, 1)] are well-defined. If d a > 0, a polynomial map of degree d satisfying the above condition is given by,
The first entry of b factor should be 0 because of the µ −3 factor of the first C × action. If d a = 0, the polynomial map we need is given as follows:
In the same way as in the F 0 case, we define the moduli space of polynomial maps with two marked points M p(F 3 , d):
where we have to set At this stage, we must note that the rational map ϕ : CP 1 → F 3 induced from the polynomial map given in (3.214) has non-trivial obstruction. Let C ⊂ F 3 be the image curve of ϕ. We first assume here that the vector-valued polynomial is "not" factorized into product of a homogeneous polynomial in s and t of positive degree f (> 0) and a vector-valued polynomial of positive degree:
Under this assumption, C is identified with a section {[(a, (0, 1))] | a ∈ C 2 } and the normal bundle N C of C in F 3 is identified with O F3 (b − 3a) through the Euler sequence:
We can extend this obstruction of rank 3d a − d b − 1 to the locus where our assumption is not satisfied by imitating the discussion of Subsection 2.3. We denote by Obs the rank
Let us now turn to the construction of M p 0,2 (F 3 , d). Since F 3 is non-nef, the boundary components of M p 0,2 (F 3 , d) behave in a more complicated way than the F 0 case. Therefore, it is unclear to us whether there exists a simple toric construction like M p 0,2 (F 0 , d). But we proceed under the assumption that the coordinates d b ) ) used in the F 0 case still work in the F 3 case. If we set one u (ia,i b ) to zero, we expect that the following chain of two polynomial maps appears: 
In the case where 1 ≤ i a ≤ d a − i, the dimension of the boundary locus is given by 2d
, the dimension of the boundary locus becomes 2d a + d b + j − 1 (resp. 2d a + 2d b − j − 1). Therefore, we are confronted with the singular phenomena that the dimension of the boundary locus exceeds the dimension of
In such cases, we have to consider the rank of obstruction together with the dimension. As was computed before, dim
We can also define the obstruction of the chain of two polynomial maps in (3.220). If 1 ≤ i a ≤ d a − 1, the obstruction is given by,
where ϕ 1 (resp. ϕ 2 ) is the rational map induced from the first (resp. the second) polynomial map in (3.220). Its rank equals,
Therefore, dimension of the boundary locus minus the rank of obstruction becomes −d a + 2d b , which is less than 1 − d a + 2d b by 1. If i a = 0, the obstruction arises only from the second polynomial map, and its rank equals
Hence the dimension minus the rank turns out to be,
which is also less than the expected dimension of M p 0,2 (F 3 , d) by 1. We come to the same conclusion in the i a = d a case. In this way, we can conclude that the expected dimension of the locus u (ia,i b ) = 0 behaves well in the F 3 case. In general, we have to consider the locus:
In the same way as in the F 0 case, we can associate a chain of l polynomial maps to a point in this locus:
But we have to impose the following conditions on b j 's: We can also define the obstruction of this chain of polynomial maps. Hence we can extend the bundle Obs as a sheaf on the whole M p 0,2 (F 3 , d).
Virtual Structure Constants and the Localization Computation
In this section, we define and compute an analogue of Gromov-Witten invariants of F 3 : 
This is not rigorous in the sense that we haven't specified the equivalence relations which should come from the C × actions, but it is sufficient for our present purpose. Of course, the b j 's must obey the conditions (a), (b) and (c). With this notation, we define evaluation maps ev 1 and ev 2 from M p 0,2 (F 3 , d) to F 3 as follows:
We also define the virtual fundamental class [ M p 0,2 (F 3 , d)] vir. , which means automatic insertion of the top Chern class of the sheaf Obs on M p 0,2 (F 3 , d). With this setup, we define an intersection number analogous to O α O β 0,2 as follows:
Now, we compute w(O α O β ) 0,2 by using the localization theorem. As in the F 0 case, we consider the torus action flow:
[(e λ0t a 0 , e λ1t a 1 , · · · , e λ da t a da , e
In the same way as in the F 0 case, connected components of fixed point set under the above flow are classified by ordered partition σ d , which is an element of the following set:
Let F σ d be a connected component of the fixed point set labeled by σ d . A point in F σ d is represented by a chain of polynomial maps of length l(σ d ) whose j-th component is given by, b,l(σ d ) ) ).) Therefore, it is set-theoretically given by a subset of, (3.233) defined by the following conditions: j=1 Z/(|d j |Z) acts. For later use, we introduce the inclusion map,
and the projection map,
Next, we determine the normal bundle
It consists of the degrees of freedom of deforming polynomial maps in F 3 and of resolving singularities of the image curve. Let N dj be the direct summand of N Fσ d coming from deformation of the polynomial map of degree d j and N (dj−1,dj ) be the one coming from the resolution of the singularity between the polynomial maps of degree d j−1 and d j . Obviously, we have,
Following the F 0 case, we introduce the notation:
Then N dj and N (dj−1,dj ) are given as follows: These direct summands turn out to be, generated by i * z and i * w. We denote i * z and i * w by z and w for brevity. In this subsection, we consider the following intersection number on M p 0,2 (W P 1 , d) Let η αβ be XP1 αβ, i.e., the (α, β)-element of classical intersection matrix of XP 1 and η αβ be the (α, β)-element of the inverse of (η αβ ). One of our conjectures in this example is that η zα w(O 1 O α ) 0 and η wα w(O 1 O α ) 0 coincide with the mirror maps used in the standard mirror computation [7] . Indeed, our numerical results: give us the standard mirror maps in [7] . We then invert (3.273) and substitute x i = x i (t We denote by O W P2 (1) the line bundle whose holomorphic section is generated by a 0 , a 1 and a 2 . Let z be c 1 (O W P2 (1)). Then H * (W P 2 , C) is isomorphic to C[z]/(z 4 ) and integration of α ∈ H * (W P 2 , C) can be realized as the following residue integral:
where α on the r.h.s. is regarded as a polynomial in z. The factor 1 3 comes from the fact that W P 2 is an orbifold with Z 3 singularity [(0, 0, 0, 1)]. It is well-known that the zero locus of a holomorphic section of O W P2 (6) is a K3 surface. Let XP 2 be this K3 surface. In [17] , it was proved that the mirror map used in the mirror computation of XP 2 is given by: We checked the above equality up to degree 5. As a by-product of this conjecture, we can represent the Fourier coefficient j d of the j-invariant in terms of the intersection number w(O α O β ) 0,d as follows:
(4.296)
The above equation easily follows from standard combinatorics of inversion of power series.
4.2 Calabi-Yau Hypersurface in P(1, 1, 2, 2, 6)
As our last example, we deal with the Calabi-Yau hypersurface in P(1, 1, 2, 2, 6), which was discussed in much previous work [7] [15], [16] . As in the case of P(1, 1, 2, 2, 2), we use the following toric manifold: It can be obtained by blowing up P(1, 1, 2, 2, 6) along the singular P(1, 1, 3) in P(1, 1, 2, 2, 6). Let O W P3 (a) be a line bundle whose holomorphic section is generated by a 0 and a 1 and let O W P3 (b) be a line bundle whose holomorphic section is generated by b 0 and b 1 . We denote c 1 (O W P3 (a)) (resp. c 1 (O W P3 (b))) by z (resp. w).
Then we can consider the following intersection number on M p 0,2 (W P 3 , d): Of course, we can perform the mirror computation by using these results as in the P(1, 1, 2, 2, 2) case.
