Does the export-orientation of a firm affect the likelihood that it adopts an environmental management certification? We use meta-regression methods to analyse systematically the corpus of published research on export-led adoption of the largest and most prominent certification, ISO 14001. We show that the explanatory variables authors' choose to include in their models reflect the tenets of stakeholder and institutional theories. We also find that the literature suffers from substantial publication bias but that, once this is accounted for appropriately, a genuine effect remains. The evidence from twenty years of published studies taken as a whole is that export do incentivise the adoption of the standard as often hypothesized by proponents of voluntary approaches and self-regulation. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The impact that globalization and increased international trade has on the natural environment and sustainability of business practices has been much debated in academic and practitioner circles (Kolk, 2016). Proponents of the view that trade enhances environmental performance appeal to a process whereby the regulatory standards and norms of highly regulated jurisdictions get transmitted to suppliers in less-regulated jurisdictions (Berliner & Prakash, 2014; Christmann & Taylor, 2001; Cole, Elliott, & Shimamoto, 2006; Prakash & Potoski, 2014). This is sometimes referred to as the "California effect" (Vogel, 1997).
The most prominent and widely-adopted international standard on environmental practices is ISO14001. To qualify requires that a firm demonstrate that it has in place an environmental management system (EMS) that satisfies a number of criteria, designed to ensure that environmental impact is managed in line with international good practice, and in a way that promotes continuous reflection and improvement. The standard is generic and does not have a single sectoral-focus. Depending upon where a firm primarily operates, ISO14001 accreditation may provide it with reputational and goodwill gains across the range of stakeholders including customers, suppliers, employees, local communities, NGOs, investors and regulators (Berliner & Prakash, 2015) . In particular, ISO 14001 provides a credible signal of environmental stewardship to commercial audiences that transcends national borders (Berliner & Our objective is to investigate the evidence base for the view that export-orientation acts as a driver of firm-level certification. A casual reading of this literature does not allow general insights to be drawn. Empirical studies vary in the hypotheses on which they choose to focus, the variables that are included as controls, and the ways in which variables are defined and measured. The challenge in drawing general lessons is further amplified by the diversity of datasets and methodological approaches that are used. We use established meta-analytic methods to investigate what the published literature tells us.
To sign-post our key findings, we find (1) the evidence base in this area is subject to significant positive publication bias, meaning that a naive reading of published papers would cause us to over-state the influence of export-orientation on adoption propensity. However, (2) evidence of a statistically significant positive genuine effect remains, even after accounting appropriately for that bias. In addition, (3) we find strong evidence that the quality of the methods used to estimate the relationship, the journal outlet where the study is published, and the publication date matter in terms of the size and significance of the effects. Better "quality" data, methods, and reviewing processes appear to facilitate the detection of a genuine export-led ISO14001 adoption effect.
The studies investigated use a diverse range of variables that might influence the ISO 14001 adoption decision of a firm. A breakdown of the determinants across the field reflects the influence of stakeholder theory contending that firms will respond to pressures exerted by Contributors to the literature sometimes omit detailed discussion of the theoretical foundations for the variables contained in the regressions that they report, though the compilation of variables suggests that both incentive and norm-based approaches are considered in this literature. The inclusion of institutional descriptors capturing the networks, industry sector, and the wider environment in which the firm operates are accounted for by many authors reflecting assumptions that external commercial audiences and domestic regulatory and stakeholder pressures influence certification in potentially different ways (Berliner & Prakash, 2014) . Some implicitly recognize that exporting firms operate in both a home and at least one foreign country F o r P e e r R e v i e w 5 and are thus subject to different norms and rules that are internalized through mimetic, normative, and coercive processes (Hauser & Hogenacker, 2014; Kostova, 1999; Kostova & Zaheer, 1999) . The behavior of internationally networked firms will consequently be affected by where and with whom they conduct their business and this appears to be of interest for some authors.
We start by outlining meta-regression in brief and describe the empirical literature that is the basis for this study. Next we detail how we identified and coded studies for inclusion in the statistical analysis and provide more details of the methods used in assessing publication bias and detecting a genuine effect. After we present and discuss the results, we present our conclusion.
Meta-Regression Analysis and the ISO 14001 Adoption Literature
This study is meta-analytic. Our objective is to formalise what can be inferred from the published literature in the area of export-orientation and environmental management certification.
Individual papers in this literature provide a review of research. Such a review is typically tailored to the focus of the particular paper, for example previous work that has explored a particular explanatory variable of interest, and implicitly adopts a "vote counting" approach (e.g., "five studies say this, two studies say the other") to give an impression of weight of evidence. Vote counting in the set of papers that we study would indicate that exports are a positive and significant determinant of the likelihood that a firm adopts ISO 14001. More concretely, 25 of 37 studies (68%) would support such a conclusion. Vote counting across the estimates that are indicated as significant by the authors yields a total of 88 of 141 (62.4%). Yet these papers differ considerably in the size of the sample they exploit, the provenance and age of the dataset, the modelling techniques they use and the factors that they are able (or choose) to Meta-regression analysis (MRA) uses multiple regression methods to identify publication bias and to explore whether evidence of a genuine effect survives once any such bias is taken into account. MRA is well suited to the synthesis of management research because the empirical work is rarely conducted in controlled experimental settings so there is considerable natural variation across studies. Moreover, publishing traditions in empirical management research are such that reporting protocols vary substantially between authors and journals. The ways in which researchers report and present data and how estimates were obtained are less standardised than in most natural sciences (Roberts 2005) . This makes comparing results from two studies difficult.
Combining results either implicitly when reading, or explicitly in the context of systematic review, is challenging (Higgins et al., 2003) .
Publication bias refers to those elements of research practice, peer review, etc. that lead to the probability that a study is published to the size and statistical significance of the result. In general, larger and more statistically significant effects are over-represented in published literatures in many fields of inquiry. Brodeur, Sangnier, and Zylberberg (2016) provide compelling evidence of publication bias and "p-hacking" in top economics journals, while
Harrison, Banks, and Pollack (2017, p. 400) conduct a topic-by-topic investigation of publication bias in the management literature and conclude that: "… publication bias affects many … topics in strategic management research. Correlation inflation due to publication bias ranged in magnitude from 0.00, indicating no bias, to 0.19, representing considerable bias". predisposed to treat results that are statistically significant, or generally expected, more favourably. In our setting, conventional wisdom is that the coefficient on exports will be positive and significant. Regressions not consistent with this may be excluded from a manuscript, may persuade the researcher to search for alternative empirical specifications that "work better," or be more likely to fail peer review. Stanley and Doucouliagos (2012) conjecture that publication selection bias may be unavoidable, making it important to correct for its adverse effects. Ignoring publication bias can distort literature review, whether is it a conventional narrative review or a meta-analysis (Higgins & Green, 2008) . While it may be individually legitimate not to report counter-intuitive coefficients, the asymmetric selection of positive coefficients that ensues (the "file drawer problem") biases our collective understanding of the size of the true effect (Rosenthal, 1979) .
MRA provides an objective approach to combine findings from heterogeneous studies to uncover the "… nuggets of truth that have settled to the bottom", in other words identify whether a genuine effect remains after publication bias has been neutralized (Stanley & Doucouliagos, 2012, p. 3). An MRA practitioner works with "effect sizes" that measure the impact of variation in one variable on another holding other factors constant. These must be comparable between the studies that are being meta-analyzed (Becker & Wu, 2007) . Studies of interest to us here are those that have the ISO 14001 certification decision of a firm as the dependent variable and a variety of explanatory variables on the right-hand side. These might include firm size, sector, export intensity and stakeholder metrics. However studies vary widely in which of these and other potential regressors they use and/or report, in addition to their statistical methods, the age and nature of dataset exploited, and so on. As our interest is in the role of exports, the size effect pertinent for us is the coefficient associated with the export variable α i in regression i. Given the heterogeneity in the way in which the coefficients are obtained across studies we instead use reported t-statistics associated with the export coefficients. The t-statistic is simply the coefficient divided by its standard error such that ( ). It is a unitless measure of size effect comparable across studies. Such = substitution is common practice and allows more studies to be retained. A caveat is that it is primarily a measure of statistical not "practical" significance of an effect. Nonetheless when used as a dependent variable in established meta-regression procedures it allows for identification of publication bias, detection of the existence of a genuine effect beyond bias and the uncovering of To the best of our knowledge, this is the first study using MRA to investigate the impact of exports on an environment-related variable.
Data and Methods

Data Collection
Stage 1 was the creation of a database of research articles ("the literature"). Two research assistants independently executed searches of the ECONLIT, ABI/INFORM, BUSINESS SOURCE COMPLETE and GOOGLE SCHOLAR (first 50 pages) looking for the terms "ISO14001," "14001," "ISO 14001," or "EMS" in item titles, abstracts and tags. They combined lists, discussing any non-overlap between them. Items recovered (at this stage over 600) included journal articles, working papers, conference proceedings and books. They read these and retained only empirical studies that contained at least one regression with a variable related to ISO 14001 as outcome variable. To avoid double counting overlapping working papers and conference proceeding versions of work later published as journal articles were removed. This reduced the pool of eligible studies to 71.
A further sort was carried out on dependent variable -the variable relating to ISO 14001 -and the export variable. Some papers do not examine the certification decision per se but rather the quality of the implementation or the extent of internalisation of the standard by firm managers. Others do not explicitly use exports as independent variable but a broader "consumer pressures" variable not intended to separate domestic from international buyers. These studies (n = 20) were excluded as they do not provide comparable size effects. Since our focus is firm-level accreditation we also discarded studies that aggregated certification across a jurisdiction (n = 12). of regression methodology (number of controls, estimation method, robustness checks), (4) details of the export variable and its coefficient and (5) measures of study quality (H-index of journal venue). In some cases, details were missing. When possible these were calculated retrospectively using information provided in the article (for example estimating the standard error from a reported t-statistic). In a small number of cases we contacted a study author for clarification. While use of t-statistics reduces the consequence of missing information we dropped two such studies due to incompleteness of data at the coding stage.
At Stage 3 the research team (two authors and two research assistants) met to review entries and resolve differences.
At the end of this process the database contained 141 estimates based on study of 1 640 572 firms derived from 37 studies. Appendix Table A1 reports these studies and key characteristics. These form the basis for the MRA that we conduct in this article.
With the database constructed we went on to investigate (1) whether the literature is subject to publication bias; (2) whether there is evidence of a genuine effect after accounting for any such bias; (3) whether variation in results between studies depend systematically on how the study was carried out and journal quality indicators.
Sample size plays a key role in collating results from different studies. Small samples typically yield estimates with higher standard errors (Se i ). Since , a higher coefficient (α i ) = is needed to achieve any particular significance threshold (say 1.96). Larger samples may be expected to yield statistically significant estimates that are smaller in size as greater sample size delivers smaller standard errors. The detection of publication bias through these methods thus relies on the fact that "(W)hen publication selection is present, the reported effect is positively correlated with its standard error, ceteris paribus; otherwise, estimates and their standard error 
Detecting and Adjusting for Publication Bias
The simplest and most commonly used method to examine publication bias is informal or While funnel plot examination is typically a compelling first step in looking for publication bias in a literature, meta-regression analysis (MRA) provides a complementary and more objective way to link effect size from a study to its associated standard error. More concretely, in the absence of publication selection, observed effects should vary symmetrically around the true value . Estimating the following equation on a population of studies,
1
(1) = 1 + 0 + 
where t i are the t-statistics associated with the export regression coefficients. Note that the intercept and slope coefficients are reversed. Effectively, Equation (2) We also probe heterogeneity by contrasting assessment of bias in subsample of studies that differ methodologically in terms of data, sample size, year of publication, journal quality, and attentiveness to robustness exercises.
If publication bias proves significant it can be filtered out from the existing literature by deflating each reported export coefficient by
Detecting Genuine Effects
In additional to uncovering any publication bias we are also interested in determining the existence or otherwise of a true empirical effect of exports on ISO 14001. Again, for the purposes of robustness we use multiple approaches.
First, in Equation (2) we test whether we can reject the hypothesis H 1 : 1 =0 and in so doing confirm evidence favoring the existence of a genuine effect. This is referred to as precision-effect testing (PET, Stanley & Doucouliagos, 2012). More concretely, provides us 1 with the corrected effect, once publication bias has been filtered out or neutralized.
Second, we replace the t-statistics in Equation (2) by their corrected (for publication bias) version after suppressing the intercept term (i.e., by estimating the following regression) 4 :
If the estimate of is statistically significant, we can conclude that a genuine effect 1 exists. Again, we test this specification across a number of sub-samples to assess consistency of results across different strands of the literature. it remains greater than zero it implies a genuine effect. In other words, 1 >0 implies a genuine effect.
Heterogeneity across Studies
Our final objective is to see what characteristics of a particular study might make it more or less prone to find an effect of exports on ISO adoption. Does the conclusion reached by a study industry sector). We complement these methodological controls by including indicators that seek to control for study "quality." In particular, we monitor whether the results differ in studies that reported results of robustness checks versus those that did not and those that use estimation methods that rely on panel data. We also compiled four indices of journal quality where the study was published (ranking in SJR, AJG, ABS (2010) journal rankings, and the journal-level H-index) and test whether journal outlet affects the results. 5 In a similar vein, we examine whether studies published more recently (i.e., after 2009 -the midpoint in our dataset) differ from earlier attempts based on the notion that the data available on ISO14001 adoption grows through time (facilitating the use of panel data) and that later authors have the opportunity to learn from earlier work. Preliminary tests indicate that studies published after 2009 tend to appear in higher "rated" journals. 6 In addition to data and study quality controls, we include a subset of apparently key explanatory variables used by authors to explain the variation in results. Selecting which to include is challenging. More than 50 different explanatory variables appear across the studies, sometimes just in one study. The mean number of controls per study is 20.
While the risk of omitted variable bias in the MRA suggests the inclusion of all relevant variables, with only 37 studies some specification searching is unavoidable (Higgins & Green, 2008 We additionally consider if results are sensitive to whether a study focusses on the manufacturing sector (most common) or a broader set of firms, and (slightly different) whether a study includes firms that operate exclusively in the manufacturing sector (excluding retail and services sectors) versus those operating across such sectoral boundaries. Given that this is studyspecific, the controls introduced to capture these elements are methodological. here to avoid discarding information but correct for this by treating each study as a "cluster" and computing cluster-robust standard errors throughout the analyses.
Results
Descriptive statistics are presented in Appendix Table A3 . Of the 141 estimates that we examine the t-statistics associated with the export coefficients have a mean of 2.68 and a standard deviation of 4.70. Since Study 34 (Appendix Table A1 ) is an important outlier with respect to its sample size (n=41 553 firms) and in its reported t-statistics, it is omitted from some specifications.
Figures 1 through 6 are scatter plots of precision measured by the (1) inverse of the standard error associated with the export coefficients, (2) sample size and (3) square root of sample size -against the estimated export coefficient. As explained, since the dependent and independent export variables differ across studies, direct comparison of export coefficients are likely to mislead. 7 Consequently, we also plot these precision measures against partial correlation coefficients (Stanley & Doucouliagos, 2012). 8 In Figures 7 through 12 we split regressions drawn from studies subsampled in three different ways. First, those published in journals with high or low H-indices. Second, whether the study uses cross section or panel data. Third, whether the study was published before or after 2009 (the mid-point in our data series). We also generated plots using other study differentiators with main result undisturbed, assuaging any concern that conclusion is being driven by that very large sample study.
The remaining columns in Table 1 report secondary results. The breaking up of the sample here means a number of the tests are under-powered, so we should interpret resultsespecially failure to find bias -cautiously. However results are consistent across the board. We see statistically significant evidence for publication bias in results drawn from studies using cross-sectional and panel methods, smaller and larger samples, published in lower and higher Hindex journals, those with and without reported robustness checks and those published before and after 2009. 9 We believe our adopted approach to measuring precision is the most appropriate here. However, for completeness in Appendix In summary we find strong evidence of upward publication bias in this literature leading it to significantly overstate the role of exports in firm-level ISO adoption decisions. 10 To identify whether a genuine effect persists after adjustment for publication bias we examine the slope of meta-regression represented in Equation (2) . These values are reported in the second row in Table 1 . We see a significant (though only at 10%) positive genuine effect in the whole sample estimate reported in column 1, the significance of which is substantially improved by removal of the outlier study (second column). Looking at the subsample exercises in the other columns, we see that in all 10 cases coefficient estimates are positive, though in only 5 cases is that coefficient statistically significant. We are cautious not to over-interpret these underpowered tests, particularly where they fail to deliver significance. However, taken at face value they say that the larger and more significant estimates of genuine effect (after filtering for publication bias) come from studies using larger samples, reporting more robustness checks and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
noted in the last paragraph, we repeat this exercise using as a precision proxy in Appendix √ Table A4 . In this case we see that the estimated slope coefficient is positive in each of the 12 columns, but only achieves significance at conventional levels in the second column.
So evidence from this exercise is that after accounting for publication bias there remains an effect, albeit smaller than typically claimed in the literature. To further interrogate we additionally use corrected t-statistics -obtained after filtering the publication bias from the export coefficients -in a regression that is forced through the origin by suppressing the intercept term (Equation 3). The results of this are reported in Table 2 . The estimated slope coefficient is now positive in each of the 12 columns and significant in all but one. This point strongly towards a genuine effect remaining, after the stripping out of publication bias, with that insight again coming from virtually all of the various sub-categorised studies.
__________________Insert Table 2 here_______________________ Our final way of testing for genuine effect is through meta-significance testing (MST) which exploits the relationship between the log of the absolute value of t-statistics and the log of degrees of freedom (df). These results are reported in Table 3 . Of interest to us here are the terms in the second row which are the coefficients on the Ln(df) variable. Note that in both of the main specifications -the first two columns -the genuine effect is confirmed. Looking across the subsample analyses we have positive estimated coefficients and significance, often at a very high level, in most columns. In one case (large-sample studies) we observe a negative coefficient, though small in absolute value and far from significance at conventional levels. Taken in the is an indication of a genuine effect but in the presence 1 .50 of publication bias, this estimate will be lower but remain above zero.
__________________Insert Table 3 here_______________________ Read as a group, Tables 1-3 point to studies using cross sectional methods ascribing weaker significance to a genuine effect. On the other hand, studies that use panel data are more likely to uncover a genuine effect. Panel methods allow the researcher to exploit within-firm variation that are lost in cross-section and identify endogeneity biases. For instance, researchers in international business suggests that firms doing business abroad face a "liability of foreignness" (i.e., costs arising from the unfamiliarity of the environment and the need for coordination across geographic distances among other factors, Zaheer, 1995). To overcome this disadvantage and compete successfully against local firms, exporting firms will require additional resources and/or stronger organizational or managerial capabilities (Barney, 1991) which may be correlated with unobservable factors encouraging ISO 14001 adoption. Hence, cross section studies may be more prone to endogeneity biases compared to studies that use panel data that allow for meaningful use of firm fixed effects. Moreover, panel data allows researchers to differentiate between early and late adopters (Baek, 2017) , tracking intertemporal changes in motivations and in environmental factors such as fines and regulations (Blackman & Guerrero, 2012) . That studies published in higher H-index journals are more likely to uncover a Thus far we have provided what we believe to be quite convincing evidence that (1) there exists publication bias favouring results that show a positive and significant role for exports in the accreditation decisions of firms and, (2) that after adjusting appropriately for that bias there remains good evidence of a genuine effect, though smaller than an averaging of claims in the literature would suggest. Moreover, (3) we show that a genuine effect is more easily identified in papers using better methods and/or published in better journals.
Our final analysis probes the question of why studies differ in their findings. In doing so, we implicitly recognise that estimates can vary for other reasons than publication bias, for example as a function of methods, model selection, data and timing (Jarrell & Stanley, 2004) .
As almost always the case in empirical work the estimates presented may be biased if explanatory variables correlated with exports are omitted (Efendic et al., 2011). The export coefficient in individual regressions may erroneously be credited by a researcher for the influence of correlated omitted variables. In our database, there is a statistically significant negative correlation (r = -.247**) between the number of controls contained in a regression and the value of the coefficient derived. While crude this suggests that adding more controls tends to mitigate the size of effect attributed to exports. Accordingly, the next objective of this article is to embed the MRAs into a more fully specified nested multivariate model. We do so using amended versions of the FAT-PET (Equation 2) and the MTS (Equation 4) discussed above. We proceed by adding the data controls to the precision indicators (Bloc B), followed by the explanatory variables (Bloc C), and study quality variables in a fourth step (Bloc D). The nested models are estimated using the alternative Table 4 reports the results of the nested multivariate regression analyses using cluster robust errors. Firstly, we note that the intercept in the FAT-PET regressions remains positive 0 and significant across all specifications, consistent with the existence of publication bias in the literature.
The coefficient -which tests whether a genuine effect exists once publication bias has 1 been neutralized -remains positive in almost all of the specifications, including in the three parsimonious/preferred versions (Models E.I, E.II, and E.III). This is important since the inclusion of additional variables can "dilute" the publication and genuine effects.
While investigating publication bias and existence of a genuine effect are usually the primary motivation for such multivariate regressions, the approach provides additional insights into the characteristics of a study that make the authors more or less likely to infer a positive impact of exports on accreditation. Examining the contents of each blocs, we notice that the variables from Bloc B are rarely significant as we moved towards the fuller specifications in Table 4 . We note however that With regards to the individual indicators that capture the variables and controls included in various studies (Bloc C), the signs must also be interpreted with great caution. The indicators for CSR, economic performance, industry environmental impact, investor, and community pressures collectively capture the environment in which firms operate and will vary with each data point within a particular study. Nonetheless, taken at face value, the results in Table 4 suggest that, with the exception of community pressure, excluding any of these measures from the regressions will generally decrease the t-ratios associated with the export variables. Poor or absent CSR leadership, investor pressures, and/or financial constraints may hamper the certification process and these effects impact upon the export coefficients when they are omitted.
We note that there is a wide set of explanatory variables used by the various authors in different combinations, and the literature (therefore database) is not sufficiently large to allow the role of particular controls to be isolated nor is it possible to test every potential combination.
As for the study quality indicators contained in Bloc D, we note that studies published in higher H-index journals are associated with lower t-ratios. We already established above that studies with high H-index consistently indicate genuine effect. The negative sign here is not prone to problems associated with omitted variables and subject to more rigorous testing that disentangles the effects of exports on adoption from other factors. Second, studies published after 2009 are associated with higher t-ratios. This potentially reflects the accumulation of data through time (recall that ISO 14001 was introduced in 1996) and its associated increase in sample size and opportunity for panel data. It can also reflect the changing behavior of firms as the certification gains popularity and/or the evolution of empirical models. Third, with respects to methods we find that coefficients from simple probit and logit methods are less favorable to exports. These studies typically use a dichotomous ISO adoption variable (the most common specification) as opposed to a continuous version that measures levels of completion, intentions, or stated probability of adoption within a given time period. They are also more likely to use cross section data (as verified by cross-tabulations). Hence, papers using such methods are less likely to dissociate true export effects on certification from others. This could explain the negative and significant sign observed through almost all the specifications that include this descriptor. 12 It is important to note that reported t-statistic associated with the coefficient on the export variable as our dependent variable in meta-regressions has the advantage of being comparable across estimates which allows for larger sample sizes. However, it is a purely statistical measure and does not capture the economic significance of the estimated coefficient. More concretely, while our findings provide valuable insights on the scale and nature of statistical heterogeneity across adoption studies, they do not allow conclusions to be drawn on the economic importance of these effects.
__________________Insert Table 4 here_______________________ 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 So does the export orientation of a firm actually influence the likelihood that it adopts ISO certification of its environmental practices? In this study we reviewed systematically the available evidence -141 regressions run on data relating to 1 640 572 firms and published in 37 studies. Using well-established methods for meta-analysis we show that: (1) the evidence base in this area is subject to significant positive publication bias, meaning that a naive reading of published papers would cause us to over-state the influence of export-orientation on adoption propensity. However, (2) evidence of a statistically significant positive genuine effect remains, even after accounting appropriately for that bias. (3) We also find that studies that use panel data and related methods that account for fixed effects are more likely to find a genuine effect as are studies published in better journals (as proxied by the H-Index) and studies published more recently. These are strong indications that the peer-reviewed publication process appears to be working with respect to this literature.
Conclusions
We tested whether the authors' choice of exogenous regression variables has an impact on the regression results. We concluded that community, investor, financial, and industry environmental impact as firm CSR status were useful in explaining variations in the strength of the relationship between exports and certification. However, data limitations mean that results from this element of the article need to be treated with caution, as small sub-sample sizes implied under-powered tests for individual factors. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
3.
Note that the correction term B _0 Se _i is calculated using absolute values of the effects and associated t-values.
4.
The regression is forced through the origin since systematic bias has, in principle, been removed.
5.
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7.
In our sample, 48% of regressions use a dichotomous ISO 14001 certified -not certified dependent variable and 43% use a dichotomous export -no export variable. The overlap between the two sets is only 18%.
8.
Partial correlation coefficients are rarely reported in management studies but can be computed from reported regression statistics using the following equation:
9. r=t/√(t^2+df)
10. where t denotes the t-statistic and df, the degrees of freedom associated with the export coefficient.
11.
Aside from the cross section/panel data and robustness checks (yes/no) sub-samples, the dividing benchmarks (study sample size, H-index, and published) were selected to equalize the number of studies in each category.
12.
Egger and colleagues (1997) recommends the use of less-demanding significance levels.
Accordingly we demarked coefficients that are significant at the p<.10 with an "x."
13.
We are grateful to an anonymous referee for bringing this to our attention.
14.
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b. If the literature is free of publication bias, the intercept (
should not be statistically significant. a. ***, **, *, x denotes p values <.001, <.01, <.05 and <.10 respectively; standard errors appear in brackets. a. ***, **, *, x denotes p values <.001, <.01, <.05 and <.10 respectively; cluster robust errors appear in brackets. Logarithm of absolute value of t-statistic (Ln(|t|))
)
2
.515
1.135
.4719
1.084
Export coefficient (α)
.577
2.272
.5831
2.288
Partial correlation coefficient (r)
.052
.065
.050
.064
Standard error of export coefficient (SE)
.
289
.845
.293
. .
433
.497
.425
.496
1 if the data is cross-sectional (CROSS)
.667
.473
.676
.470
1 if the data only includes firms from the manufacturing sector (MANUF)
908
.290
.921
.271
1 if ASIA data is used (ASIA)
.610
.490
.619
.487
Independent variables (regression explanatory controls) -Bloc C
if the regression includes regulatory pressures (REGPRESS)
603
.491
.597
.492
1 if the regression includes community pressures (COMPRESS)
.312
.465
.317
.467
1 if the regression includes consumer pressures (CONPRESS)
418
.495
if the regression includes investor pressures (INVPRESS)
262
.442
.266
.444
1 if the regression accounts for a firm's corporate social responsibility (CSR)
.092
.094
.292
1 if the regression accounts for industry environmental impact (HIGHIMPACT)
.319
.468
.326
1 if the regression accounts for the firm's economic performance (ECONPERF a. ***, **, *, x denotes p values <.001, <.01, <.05 and <.10 respectively; cluster robust errors appear in brackets.
should not be statistically significant. a. ***, **, *, x denotes p values <.001, <.01, <.05 and <.10 respectively; cluster robust errors appear in brackets.
)
