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RESUMO
Existem atualmente diversos serviços no Brasil que atuam fornecendo
informativos de licitação, tal como a empresa Liciexpress. Essas em-
presas atuam fornecendo para seus clientes informações sobre editais
de licitação publicados em meios oficiais e que são de interesse des-
ses clientes. Dentro do fluxo de trabalho dessas empresas, cada edital
publicado é avaliado individualmente por operadores humanos para de-
cidir se tal edital é de interesse de um determinado cliente e este edital
é classificado em uma dada categoria. Neste trabalho será construído
um classificador automático de editais, baseado em técnicas de apren-
dizagem de máquina, visando automatizar o processo de classificação
dos editais. O problema foi modelado como um Document Classifi-
cation Problem, permitindo aplicação de técnicas de aprendizagem de
máquina sobre dados textuais. Serão implementadas e testadas técni-
cas/algoritmos tais como Support Vector Machine, Random Forest e
Redes Neurais Artificiais. O treino e avaliação das técnicas foi feito
utilizando um conjunto de editais pré-classificados proveniente da em-
presa Liciexpress. A técnica que obteve melhor resultado dentre as que
foram implementadas obteve um score de 88% nas métricas definidas.
Palavras-chave: Classificação de documentos, Machine Learning, Li-
citação.
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91 INTRODUÇĂO
O governo brasileiro, ao necessitar da contratação de um ser-
viço ou compra de algum produto, o faz através de um procedimento
administrativo denominado Licitação.
Segundo a lei de acesso à informação, e por motivos de trans-
parência e justiça, para cada licitação deve ser publicado um Edital
contendo as informações da licitação, permitindo que as empresas ava-
liem se aquele edital se aplica às suas respectivas áreas de atuação e se é
interessante participar do processo licitatório. Esse edital deve ser pu-
blicado em um meio de informação acessível ao público geral, podendo
ser um site mantido por algum órgão público, ou até jornais virtuais
ou impressos. Existindo também casos de licitações que são publicadas
apenas em jornais impressos de circulação local.
Toda e qualquer empresa brasileira poderia beneficiar-se ao par-
ticipar de processos licitatórios, partindo do pressuposto que o governo
é um cliente confiável e que ao participar se está contribuindo direta ou
indiretamente para com a sociedade. Porém os editais são publicados
em diversas fontes diferentes, às vezes de difícil acesso. Para que uma
empresa tenha conhecimento de todos os possíveis processos licitató-
rios que estaria apta a participar teria que realizar um grande esforço
buscando e analisando centenas de sites de órgãos públicos de todo o
Brasil e outras centenas de jornais.
A fim de facilitar o acesso à essas informações, existem serviços
que fornecem essas informações já filtradas, como a Liciexpress1. Parte
do esforço empreendido por esses serviços está na classificação desses
editais em segmentos de atuação, a fim de poder filtrar para cada em-
presa o conjunto de licitações que lhe são pertinentes. Grande parte
desses serviços efetua a classificação de forma manual, acarretando alto
custo e com grande possibilidade de erros.
Este trabalho busca uma abordagem de classificação automática,
utilizando técnicas de aprendizagem de máquina, que poderia reduzir
drasticamente o custo e os erros de classificação.
1http://www.liciexpress.com.br
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1.1 CONTEXTUALIZAÇÃO
Existem atualmente diversos serviços brasileiros que atuam for-
necendo informativos de licitação, tais como Liciexpress2, ConLicita-
ção3, Licitacao.net4, dentre muitos outros.
Essas empresas atuam fornecendo para seus clientes informações
sobre editais de licitação que são de interesse desses clientes. Em geral
são compilados os editais publicados recentemente e selecionados para
cada cliente, de modo que cada um receba só aquilo que é interessante
à ele.
Grande parte desses editais é obtida a partir da execução de
agentes automatizados, conhecidos como webcrawlers, que são softwares
que navegam por um site ou sistema de forma sistematizada buscando
informações de interesse. Após as informações de cada edital serem
coletadas, o edital precisa ser classificado.
O foco deste trabalho é a classificação automática dos editais de
licitação em categorias pré-definidas que representam a área de atu-
ação de empresas. Considerado um conjunto de categorias, que são
constantes pré-definidas obtidas de um serviço real de informativos de
licitação.
Os crawlers trazem as informações referentes ao edital de forma
estruturada, sendo que o texto que define o objeto do edital (normal-
mente um parágrafo curto) é o texto que será levado em conta para
classificá-lo. Logo, cada entrada do conjunto dados utilizado é com-
posta por um texto simples que resume o edital e sua categoria.
O problema pode ser modelado como um Document Classifica-
tion Problem (problema de Classificação de Documentos, em portu-
guês), onde dado um conjunto de licitações, deseja-se atribuir a cada
uma delas uma única categoria. Busca-se utilizar como critério de clas-
sificação técnicas já documentadas e utilizadas em aplicações reais a
fim de verificar qual se aplica melhor à este domínio.
Para fins de teste e implementação das técnicas será utilizada
uma base de dados real fornecida por um serviço de informativos de
licitação.
2www.liciexpress.com.br
3www.conlicitacao.com.br
4www.licitacao.net
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1.2 OBJETIVOS
O objetivo deste trabalho é construir um classificador para os
editais de licitação a partir do conjunto de dados fornecido, de forma a
automatizar o processo de classificação.
1.2.1 Objetivos Específicos
São objetivos específicos deste trabalho:
• Modelar o problema como um Document Classification Problem,
detalhado na seção 2.5.2
• Selecionar técnicas aplicáveis ao Document Classification Pro-
blem, detalhado na seção 2.5.3
• Aplicar tais técnicas sobre uma base de dados real fornecida pela
empresa Liciexpress5, detalhado na seção 3.3
• Obter precision, recall e f1-score do classificador de pelo menos
80%, detalhado na seção 4.3
1.3 APRESENTAÇÃO DO TRABALHO
Neste trabalho serão abordados além do problema proposto al-
guns tópicos introdutórios necessários para compreensão da solução do
problema. Inicialmente, no capítulo 2 serão dadas definições de Ma-
chine Learning, uma visão geral sobre os tipos de problemas de classi-
ficação para fins de contextualizar o leitor.
Serão dados detalhes acerca da classe do problema em que este
trabalho se enquadra. A partir daí será detalhado o processo de cons-
trução da solução. Para maior detalhamento serão explicados os algo-
ritmos utilizados na solução e serão apresentadas maneiras de avaliar a
qualidade de uma dada solução.
E por fim o capítulo 3 detalha a implementação da proposta e
os resultados dos experimentos são apresentados no capítulo 4.
5http://www.liciexpress.com.br
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2 FUNDAMENTAÇÃO TEÓRICA E TRABALHOS
RELACIONADOS
Neste capítulo são apresentados os principais conceitos e técnicas
aplicadas neste trabalho. Na seção 2.1 é dada a definição de Machine
Learning e suas subdivisões, posteriormente na seção 2.2 é falado sobre
problemas de classificação, que é a classe de problemas de interesse
neste trabalho. Finalmente na seção 2.3 é dada uma definição mais
formal sobre o problema de classificação de documentos, problema-alvo
do trabalho.
A seção 2.4 apresenta algumas aplicações de classificação de do-
cumentos. Na seção 2.5 são apresentadas as etapas presentes na cons-
trução de um classificador de documentos, na seção 2.5.3 são apresen-
tadas técnicas aplicáveis ao treinamento desse classificador e finalmente
na seção 2.5.4 são apresentadas métricas para avaliação da qualidade
do classificador.
Por fim na seção 2.6 são apresentados alguns trabalhos relaciona-
dos que utilizam as técnicas mencionadas neste capítulo em problemas
similares.
2.1 MACHINE LEARNING
Subcampo da inteligência artificial, Machine Learning consiste
em efetuar predições de situações desconhecidas tendo como base infor-
mação previamente conhecida (MOHRI; ROSTAMIZADEH; TALWALKAR,
2012). Arthur Samuel (SAMUEL, 1988), primeiro a utilizar o termo
Machine Learning e considerado autor do primeiro programa com ca-
pacidade de auto-aprendizado1 (WEISS, 1992) definiu machine learning
como sendo o "o campo de estudos que fornece a computadores a ha-
bilidade de aprenderem sem serem explicitamente programados".
Tipicamente subdivide-se machine learning quanto ao tipo de
aprendizado, podendo ser supervisionado ou não-supervisionado. No
caso de aprendizado supervisionado se tem um conjunto de dados pre-
viamente rotulados, isto é, o aprendizado se dá por exemplos. No
aprendizado não-supervisionado, se possui um conjunto de dados sem
nenhuma informação acerca desses dados e deseja-se encontrar padrões
(HINTON, 1999).
1O programa é um jogo de damas, e foi descrito em seu livro Some Studies in
Machine Learning Using the Game of Checkers (SAMUEL, 1959)
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2.2 PROBLEMAS DE CLASSIFICAÇÃO
No escopo de aprendizado supervisionado existem duas catego-
rias de problemas: os de regressão e os de classificação. A Figura
1 apresenta uma visão geral sobre como se dividem os problemas de
classificação. Nos problemas de regressão obtém-se como resultado a
predição de valores contínuos e no caso dos problemas de classificação,
valores discretos, ou descritivos (categorias).
Em termos gerais, pode-se definir um problema de classifica-
ção como o problema de atribuir a qual categoria (de um conjunto
pré-definido) uma nova observação pertence, tendo como base para a
tomada de decisão um conjunto de observações cujas categorias são co-
nhecidas de antemão. Por exemplo: dada uma mensagem de e-mail,
deseja-se atribuí-la a uma categoria, onde as categorias são Spam e
Não-Spam.
Um algoritmo ou técnica que implementa a classificação pro-
priamente dita é tipicamente denominada classificador (SEBASTIANI,
2002).
Figura 1 – Classificação dos tipos de aprendizado 2
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2.3 PROBLEMA DE CLASSIFICAÇÃO DE DOCUMENTOS
Um caso especial dos problemas de classificação é o problema
de classificação de documentos, muitas vezes referenciado como text
categorization ou text classification (ALLAHYARI et al., 2017) (SONG et
al., 2014) (SEBASTIANI, 2002). Neste trabalho o termo utilizado será
classificação de documentos, abreviado como DC, do inglês, document
classification.
Definição 1 No âmbito da área de classificação de documentos, um
documento é uma sequência de palavras (LEOPOLD, 2002), ou texto
puro.
Exemplo 1 São exemplos de documentos o texto contido em arquivos
de texto (.txt), artigos científicos, emails, páginas web, dentre muitos
outros. Note que apenas o texto contido em um arquivo é levado em
consideração para classificá-lo.
Definição 2 Uma categoria é um rótulo simbólico, sendo que não existe
nenhuma informação adicional associada a ele. Qualquer sentido ou
implicação proveniente do domínio de aplicação é indiferente no âm-
bito do problema.
Exemplo 2 Um exemplo de conjunto de categorias para um problema
seria Spam e Não-Spam.
Definição 3 Função Alvo: É uma função hipotética que prevê com
100% de acurácia todos os dados.
Seja D = {d1, d2, ..., dn} um conjunto de documentos e C =
{c1, c2, ..., cm} um conjunto de categorias pré-definidas. O problema de
Classificação de Documentos consiste em atribuir um valor booleano
para todo par (di, ci) ∈ D × C , sendo o valor verdadeiro quando di
pertencer à ci e falso caso contrário.
Deseja-se encontrar uma função f : D ×C→ {T,F} que aproxima
a função alvo, desconhecida Φ : D × C → {T, F}. A função f é
chamada de classificador ou modelo e deverá ser tal que f e Φ coincidam
o máximo possível (SEBASTIANI, 2002).
2Extraído de https://www.techleer.com/articles/203-machine-learning-
algorithm-backbone-of-emerging-technologies/
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2.4 APLICAÇÕES DE CLASSIFICAÇÃO DE DOCUMENTOS
A primeira aplicação de classificação de documentos foi indexa-
ção de documentos, separando-os por assunto, descrita por Maron em
1961 (MARON, 1961). Até o presente momento DC tem sido utilizado
em muitas outras aplicações, algumas das quais serão brevemente des-
critas nesta seção. Note que algumas aplicações não são puramente
classicação de texto, mas o são pelo menos em parte.
Uma das aplicações é categorização de linguagem falada (do in-
glês speech categorization) como no trabalho desenvolvido por Myers et
al. (MYERS et al., 2000). O trabalho apresenta uma maneira de classifi-
car linguagem falada utilizando uma combinação de speech recognition
(ou reconhecimento de fala) e DC. Sendo que primeiramente os áudios
são convertidos em texto à partir de técnicas de reconhecimento de
fala e posteriormente classificados utilizando técnicas de classificação
de documentos.
Sable (SABLE; HATZIVASSILOGLOU, 2000) descreveu uma ma-
neira de classificar documentos multimídia a partir da análise dos ró-
tulos textuais dos documentos. Cavnar (CAVNAR; TRENKLE, 1994)
apresentou uma aplicação de reconhecimento do idioma de textos des-
conhecidos. Kessler (KESSLER; NUMBERG; SCHÜTZE, 1997) apresentou
identificação automático de gêneros textuais. Larkey (LARKEY, 1998)
descreveu uma maneira de atribuir notas à redações e outros trabalhos
textuais acadêmicos de forma automática.
2.5 CONSTRUÇÃO DE UM CLASSIFICADOR DE DOCUMENTOS
Construir um classificador de documentos não é muito diferente
da construção de qualquer outro classificador ou regressor. As etapas
estão ilustradas na figura 2 e serão detalhadas nas seções subsequentes.
Na figura 2 é mostrado um macro-passo nomeado de Text Re-
presentation cujo objetivo é produzir um dataset numérico a partir
do conjunto de documentos de entrada, pronto para aplicação de um
algoritmo de Machine Learning.
Dentro do passo de Text Representation é feito um pré-proces-
samento (referenciado como Preprocessing na Figura 2) sobre o con-
junto de documentos, pois a redução do dicionário em palavras mais
significativas produz um melhor resultado (MADSEN et al., 2004). Fa-
zem parte do pré-processamento tokenization, filtering, e stemming (AL-
LAHYARI et al., 2017). Esses passos serão descritos adiante.
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Posteriormente é necessário extrair as features, isto é, converter
o conteúdo dos documentos em variáveis numéricas para ser possível a
aplicação de um algoritmo. Na seção 2.5.2 são apresentadas algumas
maneiras de representação de texto em variáveis numéricas.
Uma vez tendo o conjunto de features, existe um passo deno-
minado feature selection, que consiste na aplicação de métodos para
reduzir a dimensionalidade do conjunto removendo features considera-
das irrelevantes para a classificação. Além do benefício de reduzir o
custo computacional dos algoritmos de classificação, este passo tende
a reduzir a ocorrência de overfitting (IKONOMAKIS; KOTSIANTIS; TAM-
PAKAS, 2005).
Por fim é aplicado um algoritmo de classificação sobre o conjunto
de dados pré-processado, esse algoritmo é treinado e depois validado
com um conjunto de testes. Note que o pré-processamento também
contribui para a redução do custo computacional do treinamento do
algoritmo, pois a quantidade de dados é reduzida.
Figura 2 – Etapas da construção de um classificador de documentos 3
2.5.1 Passos do pré-processamento
Nessa seção serão abordados os passos que compõe o macro-passo
Preprocessing.
3Extraído de (SONG et al., 2014)
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2.5.1.1 Tokenization
Este processo consiste em agrupar as sequências de caracteres
em blocos denominados tokens. Em geral esses tokens representam
palavras, termos compostos e/ou frases.
2.5.1.2 Filtering
Filtering é aplicado nos documentos afim de remover palavras
irrelevantes. Este passo é mais comumente chamado de remoção de
stopwords. Stopwords se referem à palavras comuns e repetitivas encon-
tradas em textos escritos em linguagem natural. Dentre elas encontram-
se artigos, preposições como ‘para’, ‘de’, ‘até’.
A estratégia mais comum é utilizar uma lista pré-carregada de
palavras, naturalmente uma lista para cada idioma, onde as palavras
contidas na lista são simplesmente removidas dos documentos.
Este passo é importante pois reduz o conjunto de dados de forma
significativa mantendo sua representatividade (SAIF et al., 2014).
2.5.1.3 Feature Scaling
Feature Scaling é um método usado para normalizar o intervalo
de valores de variáveis independentes. Em processamento de dados e
aprendizagem de máquina, feature scaling também é chamado de nor-
malização de dados e é efetuado na etapa de pré-processamento. Essa
etapa é importante para alguns algoritmos de aprendizagem de má-
quina, principalmente aqueles utilizados em problemas de classificação,
pois acelera a sua convergência (IOFFE; SZEGEDY, 2015).
2.5.1.4 Stemming
Stemming, em linguística, é o processo de reduzir palavras flexi-
onadas à sua forma base. Parte do processo consiste em reduzir verbos
conjugados em tempos e pessoas diferentes ao infinitivo. Reduzir subs-
tantivos à um único gênero e grau.
Esse processo além de contribuir para reduzir a dimensionali-
dade do conjunto de dados aumenta a representatividade dos termos,
aumentando a densidade do conjunto de dados (MADSEN et al., 2004).
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A técncia de stemming mais utilizada é o algoritmo de Porter
(ALLAHYARI et al., 2017) (PORTER, 1980). O exemplo da figura 3 de-
monstra 4 palavras sendo reduzidas à somente uma, a partir da aplica-
ção do algoritmo de Porter. O algoritmo de Porter funciona removendo
sucessivamente sufixos comuns, e é aplicável à língua inglesa.
Para a língua portuguesa temos o brasileiro RSLP (Removedor
de Sufixos da Língua Portuguesa) (HUYCK; ORENGO, 2001), que fun-
ciona da mesma forma que Porter, removendo sufixos sucessivamente,
porém aplicável à língua portuguesa.
Figura 3 – Exemplo do algoritmo de Porter 4
2.5.2 Text Representation
Text Representation se refere à codificação de dados textuais em
variáveis numéricas. Neste trabalho será utilizado o modelo Vector
Space Model, também referenciado como Bag of Words, é uma maneira
de representar numericamente elementos textuais. Este modelo em sua
forma mais simples representa um documento como um vetor binário,
com cada posição desse vetor representando uma palavra no vocabulá-
rio (ver definição 4) do conjunto de documentos e o valor da posição
representando se a palavra daquela posição pertence ao documento.
Este modelo desconsidera ordenamento e gramática.
Definição 4 Vocabulário: Conjunto de todas as palavras existentes no
conjunto de documentos.
4Extraído de http://xken831.pixnet.net/blog - Post Porter Stemming Algorithm
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Exemplo 3 Considere os seguintes documentos: Texto 1: "João gosta
de comer maçã. Maria gosta de beber suco de maçã."
Texto 2: "Comer maçã é bom."
Para este texto, obteremos o seguinte vocabulário V:
V = {
"João", "gosta", "de", "comer", "maçã",
"Maria", "beber", "suco", "é", "bom"
}
Considerando a definição acima, para representar os textos 1 e
2 teríamos os seguintes vetores C1 e C2, respectivamente:
C1 = [1, 1, 1, 1, 1, 1, 1, 1, 0, 0]
C2 = [0, 0, 0, 1, 1, 0, 0, 0, 1, 1]
O modelo Bag of Words é comumente usado em problemas de
classificação para obter uma representação que possa ser utilizada como
feature para treinar um classificador.
2.5.2.1 TF-IDF
Abreviado de Term Frequency - Inverse Document Frequency,
TF-IDF é definido como uma estatística numérica que busca determinar
quão importante uma palavra é dentro de um documento levando em
consideração todo o conjunto de documentos (RAJARAMAN; ULLMAN,
2011).
No contexto do Vector Space Model, TF-IDF serve como um tipo
de Term Weighting, que é uma maneira de atribuir um peso ou impor-
tância à uma dada palavra dentro de um documento. No âmbito deste
trabalho cada tipo de Term Weighting será denominado de Weighting
Scheme. A primeira forma de Term Weighting foi definida por Hans
Petter Luhn (LUHN, 1957) e é resumida por: o peso de uma palavra
em um documento é propocional ao Term Frequency, ou frequência do
termo em português.
Existem diferentes maneiras de se determinar Term Frequency,
sendo que as mais comuns são:
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• Binário: Valor 0 ou 1, indicando a presença ou não da palavra no
documento.
• Contagem: O número de vezes que uma palavra aparece em um
documento.
• Contagem ajustada: O número de vezes que uma palavra aparece
no documento divido pelo número de palavras que o documento
possui. Esta é a forma que será considerada neste trabalho, pois
é o esquema mais comum e atribui pesos maiores aos termos mais
relevantes (ALLAHYARI et al., 2017).
Mais formalmente, neste trabalho, define-se Term Frequency em
função da palavra e do documento.
tf : P ×D → IR (2.1)
Onde P é o vocabulário do conjunto de documentos e D é o
conjunto de documentos.
Definição 5 Seja a função count(p, d), cujas entradas são uma pala-
vra p e um documento d, e seu retorno é a quantidade de vezes que p
aparece em d.
Definição 6 Seja a função tf (Term Frequency), cujas entradas são
uma palavra e um documento e seu retorno é um número real represen-
tando o peso da palavra perante àquele documento.
tf(p, d) = count(p, d)/|d| (2.2)
Note que quanto mais vezes uma palavra aparece num docu-
mento, proporcionalmente ao número total de palavras do mesmo, mais
importante ela é.
Outro Weighting Scheme relevante para este trabalho é o Inverse
Document Frequency, que busca representar a importância da palavra
perante todos os documentos. Em termos gerais, quanto mais uma
palavra aparece em outros documentos mais comum ela é e portanto
menos importante.
idf : P ×D ×D → IR (2.3)
Onde P é o vocabulário do conjunto de documentos e D é o
conjunto de documentos.
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Definição 7 Seja a função idf cujas entradas são uma palavra, um
documento e o conjunto dos documentos e seu retorno é um número real
representando o peso da palavra perante todos os documentos (JONES,
1972).
idf(p, d,D) = log(
|D|∑
d∈D count(p, d)
) (2.4)
Por fim, tem-se oWeighting Scheme TF-IDF, que é a composição
do Term Frequency com o Inverse Document Frequency. A importância
da palavra aumenta à medida que aparece mais vezes no documento,
porém ela diminui conforme aparece nos outros documentos. Isso quer
dizer que palavras frequentes são importantes quando não são comuns
demais. Isso evita que palavras demasiado comuns do idioma tenham
importância elevada (ALLAHYARI et al., 2017).
Definição 8 Seja a função tfidf, esta é definida em termos do produto
das funções 2.2 e 2.4 apresentadas anteriormente.
tfidf(p, d,D) = tf(p, d).idf(p, d,D) (2.5)
Cerca de 70% dos sistemas de recomendação baseados em texto
de trabalhos de pesquisa utiliza TF-IDF comoWeighting Scheme (BEEL
et al., 2016).
2.5.3 Treinamento
O macro-passo treinamento (referenciado na figura como Trai-
ning) é onde será construído o classificador propriamente dito. Tendo
o conjunto de dados já pré-processado, divide-se esse conjunto em dois
subconjuntos, tipicamente denominados conjunto de treinamento e con-
junto de teste (SEBASTIANI, 2002). O conjunto de teste será usado para
avaliar a performance do classificador, processo que será detalhado na
seção 2.5.4.
O processo de construção consiste em aplicar um algoritmo de
ML, como SVM, Random Forest, Naive Bayes, dentre outros, sobre o
conjunto de treinamento. Esse processo é conhecido como treinamento
ou fitting, onde os coeficientes do algoritmo são ajustados para melhor
se adequar ao conjunto de dados, sendo que o processo é diferente
para cada algoritmo ou técnica. Nesta seção são apresentadas três
abordagens aplicáveis à problemas de classificação.
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2.5.3.1 SVM Linear
Support Vector Machine (SVM) (SCHÖLKOPF; SMOLA, 2002) é
um modelo de aprendizado supervisionado aplicável à problemas de
classificação. Dado um conjunto de dados previamente categorizados,
o algoritmo de treinamento constrói um modelo que atribui um novo
dado à uma categoria. O SVM linear é considerado um classificador
linear binário, conforme será visto a seguir.
Figura 4 – Separadores 5
Na figura 4 existem pontos de duas categorias: pontos vazios
e preenchidos. Também existem as retas H1, H2 e H3. Pode-se ver
visualmente que a reta H1 não separa os dados. As retas H2 e H3
ambas separam todos os dados corretamente. Porém note que a reta
H3 deixa uma "margem" maior entre os pontos. Portanto espera-se
que se um novo ponto for adicionado no gráfico, será mais provável que
a reta H3 seja capaz de classificá-lo corretamente do que a reta H2.
Definição 9 Hiperplano: Em geometria, um hiperplano é um subes-
paço cuja dimensão é uma a menos do espaço ambiente. Por exemplo,
num ambiente tridimensional, um hiperplano desse espaço seria um
plano. No caso de um ambiente bidimensional, um hiperplano seria
uma reta (BEUTELSPACHER; ROSENBAUM, 1998).
Essa é a ideia por trás do SVM, o algoritmo busca encontrar um
hiperplano de forma a obter a maior distância dentre os pontos mais
próximos de cada categoria. A figura 5 mostra um exemplo visual de
um hiperplano ótimo. Nos pontos de "borda", isto é, nos pontos mais
extremos das categorias, passam duas retas, uma para cada categoria.
5Extraído de https://en.wikipedia.org/wiki/support_vector_machine
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Essas retas são denominadas vetores de suporte, e daí é proveniente o
nome do algoritmo. O hiperplano é definido em termos desses vetores.
Figura 5 – Ilustração de um hiperplano ótimo 6
A razão para a nomenclatura de hiperplano e vetores é que o
algoritmo SVM é aplicável à espaços dimensionais maiores que bidi-
mensional (BEUTELSPACHER; ROSENBAUM, 1998).
Outro aspecto interessante sobre SVM Linear é que apesar de ser
um classificador linear ele é aplicável à padrões de dados que não sejam
linearmente separáveis. O padrão da figura 6 claramente não pode ser
separado por uma reta. Para lidar com essa situação existe um artifício
matemático denominado de kernel trick (SCHÖLKOPF; SMOLA, 2002)
que consiste em aplicar uma transformação nos dados de forma a levar
os dados a um espaço dimensional superior.
Essa transformação nada mais é do que a aplicação de uma kernel
function sobre os dados, sendo as mais populares: Polinomial, Gaussi-
ana e Radial Basis Function. As figuras 6 e 7 apresentam um exemplo
de um conjunto de dados onde foi aplicada a kernel function polino-
mial. Os impactos das kernel functions serão melhor detalhados na
seção 3.3.
A figura 7 exibe os mesmos dados da figura 6 transpostos para
um espaço tridimensional. Com essa transformação consegue-se separar
linearmente as duas categorias a partir de um plano.
6Extraído de https://docs.opencv.org/2.4/doc/tutorials/ml/introduction-
_to_svm/introduction_to_svm.html
7Extraído de https://towardsdatascience.com/understanding-the-kernel-trick-
e0bc6112ef78
8Extraído de https://towardsdatascience.com/understanding-the-kernel-trick-
e0bc6112ef78
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Figura 6 – Ilustração de um padrão não linearmente separável 7
Figura 7 – Dados em um espaço dimensional superior 8
2.5.3.2 Random Forest
O algoritmo Random Forest é um método de aprendizado do
tipo ensemble learning, o qual utiliza múltiplos métodos de aprendiza-
gem buscando obter uma performance maior do que a que seria obtida
utilizando apenas um método. Random Forest opera construindo um
conjunto de árvores de decisão na etapa de treinamento e na etapa de
predição retorna como resultado final a média do resultado de múltiplas
árvores (HO, 1998) (HO, 1995).
Árvores de decisão são ferramentas de aprendizado supervisio-
nado para problemas de classificação, comumente utilizados em data
mining. Como o próprio nome da técnica sugere, esta possui como
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objetivo a construção de uma árvore que represente explicitamente a
estrutura do conjunto de dados (ROKACH; MAIMON, 2005).
Figura 8 – Árvore de decisão representando a decisão de qual atividade
executar 9
A figura 8 mostra um exemplo de uma árvore de decisão repre-
sentando a decisão de qual atividade executar. Numa árvore de decisão
as folhas representam os valores alvo, ou o resultado. Enquanto os no-
dos internos representam as regras. No caso deste exemplo a atividade
será dormir caso a pessoa não esteja com fome. Caso esteja com fome
e possua mais de 25 dólares, ir à um restaurante e por fim caso esteja
com fome e possua menos de 25 dólares, comprar um hambúrguer.
Em termos gerais o objetivo de uma árvore de decisão é criar
um modelo que consiga predizer uma variável alvo aprendendo regras
inferidas do conjunto de dados.
A figura 9 mostra visualmente a ideia de uma floresta. Cada
uma das árvores é treinada com um subconjunto dos dados na etapa
de treinamento. Na etapa de predição, onde se deseja obter os resulta-
dos, o algoritmo agrega os resultados através de uma função chamada
discriminador, no caso do exempo da figura 9 é um somatório das pro-
babilidades.
9Extraído de https://becominghuman.ai/understanding-decision-trees-
43032111380f
10Extraído de https://www.analyticsvidhya.com/blog/2015/06/tuning-random-
forest-model/
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Figura 9 – Floresta 10
2.5.3.3 Redes Neurais Artificiais
Redes neurais artificiais são um modelo matemático de aprendi-
zagem de máquina que emula o funcionamento de uma rede de neurô-
nios biológicos (HOPFIELD, 1982). Um neurônio biológico é uma cé-
lula do sistema nervoso, composto por dentritos, corpo celular e um
axônio. Essa é uma célula capaz de receber e transmitir sinais quími-
cos/elétricos. A maneira pela qual os neurônios se comunicam é através
da conexão entre os dentritos de um neurônio com o axônio de outro.
Essa conexão é denominada de sinapse, onde ocorre transmissão de
sinais elétricos ou químicos via neurotransmissores.
Um único neurônio é incapaz de efetuar qualquer ação signifi-
cante, porém uma rede suficientemente grande de neurônios é capaz de
desempenhar funções altamente complexas, como as desempenhadas
pelo cérebro humano.
Figura 10 – Perceptron 11
11Extraído de https://stats.stackexchange.com/questions/285772/what-is-
weights-in-perceptron
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Definição 10 Função de ativação: função aplicada sobre o resultado
de f (mostrada na figura 10) para determinar o valor de saída do neurô-
nio (RUSSEL; NORVIG, 2004).
O primeiro modelo matemático de uma rede neural artificial foi
o perceptron (ROSENBLATT, 1958), ilustrado na figura 10. Conforme
figura 10, o perceptron é composto por entradas x1 e x2, saída y (po-
dendo ter mais de uma saída num caso mais geral), uma função f,
definida na equação 2.6, que aplica pesos sobre os sinais w1 e w2 e por
fim uma função de ativação, conforme definição 10.
m∑
i=1
wixi (2.6)
As funções de ativação mais comuns estão listadas abaixo, e de-
finidas em (RUSSEL; NORVIG, 2004):
• Threshold. Definida na equação 2.7, possui valor 1 caso o sinal
seja positivo e 0 caso seja negativo, é a função mais simples.
φ(x) =
{
1, se x ≥ 0
0, se x < 0
(2.7)
• Sigmoid. Definida na equação 2.8, possui valor entre 0 e 1, muito
usada para predição de probabilidades.
φ(x) =
1
1 + e−x
(2.8)
• Rectifier. Definida na equação 2.9, possui valor entre 0 e o valor
de entrada.
φ(x) = max(x, 0) (2.9)
• Softmax. Definida na equação 2.10, possui valor entre 0 e 1, é
muito utilizada na camada de saída em problemas de classificação
com múltiplas classes.
φ(x) =
ex
Twj∑K
k=1 e
xTwk
(2.10)
Para construção de uma rede neural são utilizados vários neurô-
nios. No modelo mais simples, conhecido como multilayer perceptron,
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existe uma camada de entrada, uma ou mais camadas ocultas e uma
camada de saída. O número de neurônios na camada de entrada é igual
ao número de váriáveis de entrada e o número de neurônios na camada
de saída é igual ao número de variáveis de saída (RUSSEL; NORVIG,
2004). A figura 11 ilustra uma rede do tipo multilayer perceptron, mos-
trando a camada de entrada em amarelo, apenas uma camada oculta
em verde e a camada de saída em vermelho.
Figura 11 – Rede Neural 12
Conforme mencionado anteriormente, cada nodo de cada camada
oculta possui n entradas e n pesos associados a essas entradas, e essas
entradas e pesos geram um valor de saída a partir da função 2.6. Logo,
o que define o comportamento da rede como um todo, isto é, quais
neurônios serão ativados ou não, são os pesos.
Para uma rede neural artificial, o processo de treinamento ou
fitting consiste no ajuste desses pesos. Uma das maneiras mais simples
de efetuar o treinamento de uma rede neural é através do algoritmo
backpropagation (RUMELHART; HINTON; WILLIAMS, 1986). Uma vez
que a rede tenha sido treinada, é possível utilizá-la para novos dados
bastando aplicá-los com entrada.
2.5.4 Avaliação
Uma vez tendo construído o classificador é necessário avaliar seu
desempenho ou o quão bom ele é. Nesta seção serão apresentadas
algumas métricas comumente usadas para avaliação de classificadores,
representando o macro-passo Testing da figura 2.
12Extraído de https://www.udemy.com/deeplearning/learn/v4/t/lecture/6747425
30
A avaliação de classificadores de documentos é feita de forma
experimental e não analítica, pois para avaliar de forma analítica seria
necessária uma especificação formal do problema; e tendo em vista que
classificação de documentos possui caráter subjetivo, é inerentemente
não formalizável (SEBASTIANI, 2002).
Antes de efetuar o treinamento, o conjunto de dados original é
dividido em um conjunto de treinamento e um conjunto de testes, ou
em inglês test set (HOTHO; NÜRNBERGER; PAASS, 2005). O conjunto
de testes, que não é utilizado para o treinamento, é utilizado para to-
mar algumas medidas estatísticas. As mais comuns e utilizadas neste
trabalho são precision, recal, specificity, accuracy e f-score. Essas mé-
tricas serão detalhadas adiante e todas são derivadas de um conceito
denominado matriz de confusão.
2.5.4.1 Matriz de confusão
Em Machine Learning e mais especificamente em problemas de
classificação, uma matriz de confusão (também conhecida como matriz
de erros) dispõe de forma visual informações relacionadas à acurácia
do modelo (STEHMAN, 1997).
É uma matriz 2x2, sendo que cada célula representa uma infor-
mação diferente acerca dos erros e acertos do modelo. Na figura 12 são
mostrados as informações true positive, false positive, true negative e
false negative.
• True positive (TP): Representa a quantidade de vezes que o mo-
delo previu a condição como positiva e era de fato positiva. No
âmbito de classificação de documentos considera-se um TP um
documento que foi classificado como pertinente à uma dada cate-
goria a qual, de fato, pertencia.
• False positive (FP): Representa a quantidade de vezes que o mo-
delo previu a condição como negativa porém era positiva. No
âmbito de classificação de documentos considera-se um FP um
documento que foi classificado como pertinente à uma dada cate-
goria a qual não pertencia.
• True negative (TN): Representa a quantidade de vezes que o mo-
delo previu uma condição como negativa e era de fato negativa.
No âmbito de classificação de documentos considera-se um TN
um documento que foi classificado como não pertinente à uma
dada categoria a qual de fato não pertencia.
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Figura 12 – Matriz de confusão 13
• False negative (FN): Representa a quantidade de vezes que o mo-
delo previu a condição como negativa porém na verdade era posi-
tiva. No âmbito de classificação de documentos considera-se um
FN um documento que foi classificado como não pertinente à uma
categoria quando, de fato, pertencia.
2.5.4.2 Métricas
Nesta seção serão detalhadas as métricas utilizadas para ava-
liação do classificador, sendo que todas são derivadas da matriz de
confusão.
Precision mede a quantidade de acertos sobre os documentos
classificados como pertinentes à categoria. Pode-se entender precision
como uma medida de quão útil o modelo é, pois ela mede, dos docu-
mentos classificados como pertinentes, quais deles realmente o eram.
Precision =
TP
TP + FP
(2.11)
Recal mede a quantidade de acertos sobre os documentos perten-
centes à categoria. Pode-se entender recal como uma medida de com-
pletude, pois mede dos documentos que deveriam ter sido classificados
como pertinentes, quais de fato foram classificados como pertinentes.
Recal =
TP
TP + FN
(2.12)
Accuracy é uma medida um pouco mais geral, pois mede a quan-
tidade de acertos (positivos e negativos) sobre o total.
13Extraído de https://en.wikipedia.org/wiki/Confusion_matrix
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Accuracy =
TP + TN
TP + TN + FP + FN
(2.13)
Por fim define-se F-score como sendo uma combinação de preci-
sion e recal, mais precisamente a média harmônica de ambos.
F1 = 2.
precision.recall
precision+ recall
(2.14)
Todas as métricas apresentadas são proporcionais, ou seja, va-
riam de 0 à 1, sendo que quanto mais próximo de 0 pior é o resultado
e quanto mais próximo de 1 melhor o resultado.
Neste capítulo foi apresentada a fundamentação teórica necessá-
ria para a compreensão do processo de construção de um classificador
de documentos. No próximo capítulo será apresentada a proposta de
implementação de um classificador para editais de licitação, problema
original deste trabalho.
2.6 TRABALHOS RELACIONADOS
Foram elencados cinco trabalhos relacionados, todos buscados
no indexador Google Scholar, sendo que os trabalhos elencados são
provenientes das plataformas: Semanticscholar, Elsevier, Ieeexplore ou
diretamente no site oficial do periódico. Os critérios de busca foram
palavras-chave relacionadas ao domínio do problema, todas em inglês,
tais como: document classification problem, text classification, text ca-
tegorization. Foi dado foco nos trabalhos que tratavam da aplicação
e avaliação das técnicas sobre conjuntos de dados conhecidos, sendo
assim, de fato similares ao presente trabalho.
Manevitz et al. (MANEVITZ; YOUSEF, 2007) utiliza o algoritmo
SVM para classificação de documentos. O conjunto de dados utilizado
é o Reuters, um conjunto popular utilizado como benchmark para ava-
liação de técnicas de classificação de documentos. O esquema de repre-
sentação utilizado foi baseado no Bag of Words, mais especificamente
foram testadas as variações: binária, frequency, TF-IDF e Hadamard,
sendo weighting schemes sobre o Bag of Words. Os kernels utilizados
foram: linear, sigmoid, polinomial e radial. A métrica apresentada nos
resultados foi a f1-score e obteve melhor resultado com a codificação
binária e kernel sigmoid, atingindo 61,2% de f1-score.
Lung (LUNG, 2004) também utiliza o algoritmo SVM. O con-
junto de dados é composto por notícias de um jornal chinês publicado
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em todo o mundo denominado People’s Daily. O esquema de represen-
tação utilizado foi apenas o TF-IDF e kernel polinomial. As métricas
utilizadas foram precision e recall, sendo que os valores obtidos foram,
respectivamente, 79,75% e 82,33%.
Klassen (KLASSEN; PATURI, 2010) utiliza o algoritmo Random
Forest. O conjunto utilizado é um conjunto de páginas web, consi-
derando somente o texto das páginas. O esquema de representação
utilizado foi term frequency, onde os termos com frequência menor que
cinco foram descartados. Foram feitos testes utilizando 20, 30 e 40 ár-
vores. O experimento que obteve melhor resultado foi o realizado com
40 árvores, obtendo precision de 80,95%.
Manevitz (MANEVITZ; YOUSEF, 2007) utiliza uma rede neural
artificial para classificação de documentos utilizando o conjunto de da-
dos Reuters já mencionado. Foram feitos testes utilizando o esquema
de representação TD-IDF e Hadamard. Foi utilizada uma rede feed-
forward, contendo apenas uma camada interna composta por seis neurô-
nios, cada um utilizando a função de ativação sigmoid. Este número
foi escolhido de forma experimental pelos autores. Os resultados da
métrica f1-score para a representação TF-IDF e Hadamard foram, res-
pectivamente, 42,2% e 50,8%.
Para fins de comparação, os autores implementaram os algo-
ritmos Rocchio, Naive Bayes, distância baseada em probabilidade, e
SVM. De todos os algoritmos testados, o que obteve melhor resultado,
isto é, métrica f1 mais alta foi o método utilizando redes neurais. Além
dessa abordagem, o autor efetuou testes com abordagens híbridas. Uma
mesma entrada era aplicada em dois métodos, e numa abordagem a
classificação era dita como verdadeira se ambos os métodos classifica-
vam como verdadeiro e numa outra abordagem a classificação era dita
como verdadeira se pelo menos um dos métodos classificou como verda-
deiro. Porém nenhuma dessas abordagens híbridas apresentou melhora
significante no resultado.
Trappey (TRAPPEY et al., 2006) também utiliza uma abordagem
baseada em redes neurais. O conjunto de dados utilizado é um conjunto
com registros de patentes. O esquema de representação utilizado é ba-
seado no bag of words, denominado vetor de correlação originalmente
proposto por (HOU; CHAN, 2003). O modelo de rede utilizado foi Back-
propagation network com duas camadas, sendo uma camada oculta. O
autor não especifica o número de neurônios na camada interna, mas
afirma que o número foi escolhido de forma experimental. Na camada
oculta foi utilizada a função de ativação tansig e na camada de saída
foi utilizada a função logsig. O modelo obteve precision ligeiramente
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acima de 90%.
Destes trabalhos é possível perceber que esquemas de represen-
tação baseados no bag of words tem sido amplamente usados com bons
resultados, assim como os algoritmos Support Vector Machine, Random
Forest e outros baseados em redes neurais.
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3 PROPOSTA
No capítulo 2 foram apresentados os fundamentos teóricos neces-
sários para a construção de um classificador de documentos. Conforme
visto na seção 1.2, o objetivo deste trabalho é construir um classifi-
cador de editais de licitação que identifique para quais segmentos ou
áreas de atuação tais editais se aplicam. As etapas da construção foram
apresentadas na seção 2.5, ilustradas na figura 2.
Neste capítulo, serão detalhados todos os passos para a modela-
gem do problema, implementação da solução, as ferramentas e algorit-
mos utilizados, assim como as configurações e parâmetros associados a
cada técnica. As classes, bibliotecas e especificidades das ferramentas
serão apresentadas à medida que forem mencionadas.
Na seção 3.1 é apresentado o conjunto de dados que será utilizado
neste trabalho, na seção 3.2 é apresentada a modelagem do problema
proposto como um problema de classificação de documentos. Na se-
ção 3.3 são apresentadas as bibliotecas e ferramentas utilizadas para
implementação das técnicas já descritas na seção 2.5.3, bem como pa-
râmetros e demais especificidades. Na subseção 3.3.1 é apresentada
a implementação utilizando redes neurais artificiais, e esta possui uma
subseção separada por possuir implementação diferente das demais téc-
nicas propostas.
3.1 CONJUNTO DE DADOS
O conjunto de dados foi cedido pela empresa Liciexpress 1. Esta
empresa atua fornecendo informativos de licitação. Diariamente são
coletadas informações de editais disponíveis em sites, portais governa-
mentais e jornais. As informações dos editais são obtidas de webcrawlers
próprios.
Obtidas essas informações, a equipe de captação de editais faz
manualmente a classificação do edital em uma categoria. As categorias
representam a área de atuação de uma empresa.
Exemplos de categorias:
• ADVOCACIA / JURIDICO
• AERONAVES / AVIACAO
1https://www.liciexpress.com.br/
36
• AGRICOLA / AGROPECUARIA
• AUDIO / VIDEO / SOM
• AUTOMACAO
• BRINDES / BRINQUEDOS
• CAMA / MESA / BANHO
• COMBUSTIVEL
• CONSTRUCAO CIVIL
• CONSULTORIA / ASSESSORIA
• ELETRICO / ELETRIFICACAO
Foram cedidos pela empresa aproximadamente 750 mil registros,
sendo cada registro composto pelo texto descritivo do edital e pela sua
categoria. Ao total existem 75 categorias distintas.
O Exemplo 4 demonstra o formato de um registro deste conjunto
de dados:
Exemplo 4 "AUTOMACAO", "AQUISICAO DE RELOGIO PONTO"
3.1.1 Da natureza dos dados
Conforme dito anteriormente, a base de dados é real e nesta
base os editais foram classificados de forma manual por operadores
humanos. Em uma análise preliminar, notou-se a existência de erros
de classificação que poderiam prejudicar a performance do classificador.
A fim de contornar o problema, foram buscadas maneiras de
amenizar o problema identificando e removendo esses registros incorre-
tos. Na literatura o problema de identificar esses registros incorretos
ou destoantes é chamado de outlier detection (HODGE; AUSTIN, 2004).
Um dos métodos mais usuais para outlier detection é utilizar dis-
tância entre vetores. Para o problema em questão, o conjunto de docu-
mentos foi modelado como uma matriz TF-IDF, conforme mencionado
na seção 2.5.2, onde cada linha representa um documento. Foi calcu-
lada a distância euclidiana de cada vetor representando um documento
para cada vetor desta matriz de documentos, e foi calculada a média
destas distâncias. O esperado seria que os documentos que estivessem
mais distantes seriam outliers, porém observou-se que os documentos
37
estavam praticamente equidistantes entre si, não permitindo que fosse
tirada nenhuma conclusão a partir da distância euclidiana.
Existem outras abordagens, baseadas em densidade, onde os ve-
tores afastados de regiões densas são considerados ouliers; sendo essa
abordagem similar à ideia de distância. Segundo (KANNAN et al., 2017),
nenhum desses métodos é adequado para detecção de outliers em da-
dos textuais em decorrência dos dados possuírem alta dimensionalidae
e alta esparsidade.
No conjunto de dados existem ao total 75 categorias, das quais
menos de 10 concentram mais de 80% de todos os registros. Considerou-
se que as categorias que possuem poucos documentos serão agrupadas
em uma categoria denominada Outros. A razão de agrupar em poucas
categorias é reduzir o impacto dos dados incorretos sobre o desempenho,
pois erros em classes com muito poucas observações irão deteriorar o
desempenho como um todo.
Além disso classes com poucas observações possuem pouca re-
levância prática do ponto de vista do problema original, visto que o
objetivo é classificar os editais visando atender segmentos de mercado.
Segmentos com poucas observações significam menos oportunidades de
participação em licitações, o que inerentemente significa que esses seg-
mentos são menos relevantes.
3.2 PROBLEMA DE CLASSIFICAÇÃO DE EDITAIS DE LICITA-
ÇÃO
O problema de classificação de editais de licitação pode ser mo-
delado como um problema de classificação de documentos com múlti-
plas classes, do inglês MultiClass Document Classification. O problema
de classificação de documentos foi definido na seção 2.3, e foi definido
como um classificador binário, que sob um ponto de vista teórico pode
ser considerado mais geral que o classificador multi-classe. Pois pode-se
resolver o problema multi-classe utilizando exatamente os mesmos algo-
ritmos do binário, bastando a transformação do problema multi-classe
em {c1, ..., c|C|} problemas binários, sendo |C| o número de classes dis-
tintas (SEBASTIANI, 2002).
{ci, ci}∀i ∈ {1, ..., |C|} (3.1)
Cada problema irá gerar um classificador binário para uma das
classes, sendo que seu resultado será: ou pertence à classe ou não,
significando no contexto geral do problema multi-classe que pertence
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ou àquela classe ou à qualquer outra. Para que este método seja válido
é necessário que as classes sejam estocasticamente independentes, isto
é, a pertinência de um documento à uma classe não pode depender da
pertinência do mesmo à nenhuma outra. Em geral essa condição é tida
como verdadeira (SEBASTIANI, 2002). Esse processo será detalhado na
seção 3.3.
3.3 IMPLEMENTAÇÃO
Nesta seção será apresentada a implementação do classificador
propriamente dito. Analogamente à figura 2 apresentada na seção 2.5,
aqui serão detalhados os passos da construção seguindo a figura 13.
Figura 13 – Etapas de implementação 2
• id: Número inteiro representando um identificador do documento.
• descricao: Objeto do tipo string representando o texto do docu-
mento.
• classe: Objeto do tipo string representando a classe à qual aquele
documento pertence.
Após carregados os dados, para gerar o conjunto de features uti-
lizando o weighting scheme TF-IDF, apresentado na seção 2.5.2, será
utilizada a classe TfidfVectorizer que gera uma estrutura de dados uti-
lizando o TF-IDF, a partir do conjunto de dados. Essa classe recebe
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Figura 14 – Passo Generate TF-IDF
como parâmetro um conjunto de stopwords a serem removidas. O con-
ceito de stopwords foi apresentado na seção 2.5.1.2. Para obtenção
do conjunto de stopword será utilizada a classe stopwords da biblio-
teca NLTK 3 para processamento de linguagem natural. Essa biblioteca
conta com um conjunto de stopwords para língua portuguesa.
Ainda sobre a classe TfidfVectorizer, existem dois parâmetros a
serem passados.
• max_df : Define o tamanho máximo da document frequency. Quando
for construído o vocabulário para o conjunto de documentos, se-
rão removidos os termos que tiverem df maior que o parâmetro
max_df.
• ngram_range: Define os limites mínimo e máximo para constru-
ção dos ngramas. Os termos que comporão o esquema TF-IDF
podem ser formados por termos compostos (formados por mais
de uma palavra) e isto é definido a partir deste parâmetro. Defi-
nindo um limite máximo maior que um, um termo formado por
mais de uma palavra seria tratado no TF-IDF como um único
termo.
Para esta implementação serão testados diferentes valores para
os parâmetros max_df e ngram_range para avaliar o impacto nos re-
sultados. Estes parâmetros serão detalhados no capítulo 4.
O próximo passo será a divisão do conjunto de dados em dois
conjuntos: o conjunto de treinamento e o conjunto de testes. Estes
estão referenciados como Training set e Test set na figura 13. Para isso
será utilizada a classe StratifiedShuﬄeSplit da biblioteca Scikit Learn.
3https://www.nltk.org/
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Essa classe implementa amostragem aleatória e estratificada. Isso quer
dizer que os conjuntos gerados a partir da amostragem possuirão a
mesma proporção de documentos de cada classe do conjunto original,
e a amostragem será aleatória. Isso é interessante pois classes com
quantidades muito diferentes de registros deterioram o desempenho do
classificador (CHAWLA et al., 2002).
Para esta classe serão passados dois parâmetros: o número de
subconjuntos e o tamanho do conjunto de testes. O número de subcon-
juntos é 2, representando o conjunto de treinamento e o de testes. E
o tamanho do conjunto de testes será 0.33, significando que o conjunto
de testes terá 33% do tamanho do conjunto original.
Figura 15 – Passo Train
Obtido o Training set, passa-se para o passo Train da figura 13,
detalhado na figura 15. Neste passo será gerado o classificacador pro-
priamente dito. Será usada a classe OneVsRestClassifier, cuja função
é transformar o problema de classificação de documentos multi-classe
em n problemas binários, conforme visto na seção 2.5. Na prática esta
classe cria n classificadores. OneVsRestClassifier recebe como parâme-
tro uma classe que implementa algum algoritmo de classificação. No
caso deste trabalho serão utilizadas as seguintes classes, todas da bibli-
oteca Scikit Learn:
• SVC: classe que implementa um classificador utilizando o algo-
ritmo Support Vector Machine, permitindo que sejam aplicadas
kernel functions sobre o conjunto de dados. Será avaliada aqui a
função Radial Basis Function.
• RandomForestClassifier: classe que implementa um classificador
utilizando o algoritmo Random Forest.
SVC é uma classe referente ao algoritmo Support Vector Machine
e RandomForestClassifier é referente ao algoritmo Random Forest ; os
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dois algoritmos foram apresentados na seção 2.5.3. Estes algoritmos es-
tão referenciados como ML Model na figura 15. Nesse ponto tem-se n
classificadores com parâmetros diferentes paramax_df e ngram_range.
Isso para cada algoritmo de treinamento. Para implementar o fitting
para os algoritmos listados e obter a melhor combinação de parâmetros
será utilizada a classe GridSearchCV. Essa classe recebe como parâme-
tros diferentes valores para os parâmetros max_df e ngram_range.
Por fim o GridSearchCV efetua uma busca exaustiva variando
os parâmetros. GridSearchCV retorna um classificador com a configu-
ração que obteve melhor resultado, permitindo aplicação do conjunto
de testes para avaliação da performance do classificador. Esse pro-
cesso de busca exaustiva a partir do GridSearchCV será repetido para
todas as classes de algoritmos apresentadas nesta seção e no capítulo
4 será apresentada a forma de avaliação da performance dos modelos
implementados. Ao fim do passo Train, será obtido o classificador,
referenciado como Classifier na figura 13.
No passo Apply test data da figura 13, aplica-se o Test set, ou
conjunto de testes, sobre o classificador já treinado, e o resultado pro-
duzido será comparado com o resultado real no passo Evaluate results.
O passo Evaluate results será melhor detalhado no capítulo 4.
3.3.1 Redes Neurais Artificiais
Figura 16 – Passo Generate TF-IDF
Além das técnicas de aprendizagem de máquina apresentadas na
seção 3.3, também foi implementada uma técnica baseada em redes
neurais artificiais. O framework Scikit Learn apesar de possuir imple-
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mentação de redes neurais artificiais, esta não é a mais indicada, como
afirmado pelos próprios autores (SCIKIT, 2018). Por isso optou-se por
utilizar o framework TensorFlow4, criado pela empresa Google e de
código-aberto desde 2015. Sobre o TensorFlow será utilizada a API
Keras5 para Python.
A resolução do problema utilizando redes neurais é um pouco
diferente das outras técnicas. No passo Generate TF-IDF, detalhado
na figura 16, são geradas as features de forma quase idêntica à seção
3.3, porém a matriz TF-IDF será limitada a 20.000 colunas, selecio-
nando aquelas que possuem maior peso. A razão dessa limitação se dá
principalmente em decorrência da limitação de memória de vídeo do
ambiente de treinamento, que será detalhado na seção 4.1. As variáveis
que serão codificadas na matriz TF-IDF estão identificadas na figura
16 como independent, pois tratam-se das variáveis independentes.
Definição 11 Onehot: Codificação Onehot, no âmbito de inteligência
artificial, é utilizado para codificar variáveis categóricas. Nesta codifi-
cação, as variáveis codificadas possuem n dígitos, sendo n o número de
classes distintas. O dígito no índice referente à classe em questão é 1
e todos os outros dígitos são 0.
Exemplo 5 Conjunto entrada =
{Alimento,Alimento, V eiculo, Juridico,Medicamento,Outros}
Conjunto onehot =
{00001, 00001, 00010, 00100, 01000, 10000}
Após a geração da matriz TF-IDF, ainda no passo Generate
TD-IDF, será efetuado o processo de feature scaling, detalhado na se-
ção 2.5.1.3, que é basicamente uma normalização dos valores, processo
que acelera a convergência do processo de aprendizado (IOFFE; SZE-
GEDY, 2015). Neste passo também é necessário codificar a variável
dependente, referenciada na figura 16 como dependent, utilizando a co-
dificação Onehot, conforme definição 11 e exemplo 5, de forma que se
tenha um número de variáveis de saída igual ao número de classes. Para
efetuar a codificação foi utilizada a classe OneHotEncoder da biblioteca
Scikit Learn.
Após codificar a variável dependente o Dataset é dividido em
Training set e Test set conforme a figura 13.
4https://www.tensorflow.org/?hl=pt-br
5https://keras.io/
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Figura 17 – Passo Train
No passo Train, detalhado na figura 17, é definida a estrutura
da rede neural. A rede utilizada é do tipo multilayer perceptron, con-
sistindo de 3 camadas. Para construção da rede foram utilizadas as
classes Sequencial e Dense do framework Keras, que é uma API sobre
o framework TensorFlow para linguagem Python. A classe Sequential
define uma sequência de camadas, servindo apenas como um wrapper
e a classe Dense define uma camada totalmente conectada.
As camadas internas foram construídas com n/2 neurônios, sendo
n o número de observações. Foi utilizada a função de ativação Recti-
fier, definida na seção 2.5.3.3, e para a camada de saída foi utilizada a
função Softmax, também definida na seção 2.5.3.3.
Diferentemente dos métodos anteriores, aqui não é necessário
construir um problema binário para cada categoria, em vez disso é
definida uma camada de saída com um neurônio representando cada
categoria. Também por isso foi utilizada a codificação onehot.
No passo Apply test data da figura 13, aplica-se o Test set, ou
conjunto de testes, sobre o classificador já treinado, e o resultado pro-
duzido será comparado com o resultado real no passo Evaluate results.
O passo Evaluate results será melhor detalhado no capítulo 4.
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4 EXPERIMENTOS E RESULTADOS
Neste capítulo será detalhado o passo Evaluate results da figura
13. Neste passo será avaliado o desempenho dos classificadores im-
plementados na seção 3.3. Na seção 4.1 é detalhado o ambiente em
que foram realizados os experimentos e na seção 4.2 são detalhados to-
dos os parâmetros utilizados no treinamento dos algoritmos. Por fim
na seção 4.3 é apresentado um resumo dos resultados dos algoritmos
implementados na seção 3.3.
4.1 AMBIENTE DE TREINAMENTO
Para poder efetuar os experimentos referentes ao modelo de redes
neurais artificiais em tempo hábil foi alocada uma máquina na AWS1,
com a seguinte especificação:
• Nome p3.2xlarge
• 1 GPU NVidia Tesla V100 com 5.120 cores
• 16 gb de memória de video
• 61 gb de memória RAM
• 8 hyper threads (considerando processador Intel Xeon E5)
A máquina foi configurada com o tensorflow-gpu, versão do ten-
sorflow que faz uso da GPU, os devidos drivers da placa gráfica e API
CUDA, que é a API que permite que programas aplicativos (nesse caso,
o tensorflow) a acessarem instruções virtuais a serem executadas na
GPU. Também foram instalados o Keras e demais bibliotecas já men-
cionadas. O custo da máquina p3.2xlarge no momento da execução dos
experimentos foi de 3 dólares americanos por hora.
Para os experimentos dos algoritmos Support Vector Machine e
Random Forest foi utilizada uma máquina física com a seguinte espe-
cificação:
• Nome Arucard
• 32 gb de memória RAM
1https://aws.amazon.com/pt/
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• CPU Intel Core i7 Coffee Lake 8700
• Sem GPU
A máquina foi configurada com as bibliotecas mencionadas na
seção 3.3.
4.2 PARÂMETROS E CONFIGURAÇÃO DOS EXPERIMENTOS
Para execução dos experimentos com os algoritmos Support Vec-
tor Machine e Random Forest foram selecionados os seguintes conjun-
tos de parâmetros para max_df e ngram_range, ambos definidos na
seção 3.3. Eles foram utilizados no passo Generate TF-IDF conforme
explicado na seção 3.3 e influenciam a maneira como a matriz TF-IDF
é montada.
• max_df
{0.25, 0.5, 0.75}
• ngram_range
{(1, 1), (1, 2), (1, 3)}
Já para o modelo de redes neurais artificiais foi utilizada apenas
uma configuração de parâmetros, devido ao alto custo da máquina lo-
cada na AWS. No passo Generate TF-IDF foram utilizados os seguintes
parâmetros:
• max_features = 20.000. Como dito na seção 3.3.1 o número de
features foi limitado à 20.000.
• max_df = 0.75
• ngram_range = (1, 1)
• Número de épocas = 10
O baixo número de épocas utilizado foi definido de forma ex-
perimental, e foi baixo em função do alto custo para o treinamento
utilizando a máquina p3.2xlarge apresentada na seção 4.1.
Dados os classificadores já treinados e o conjunto de testes, pode-
se extrair métricas para avaliar a sua performance. Para isso será uti-
lizada a classe classification_report da biblioteca Scikit Learn. Essa
classe recebe como parâmetros:
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• O conjunto de testes
• O resultado da aplicação do conjunto de testes sobre um dado
classificador
• Os rótulos das classes dos documentos
Esta classe produz como resultado as métricas de precision, recall
e f1-score individualmente para cada classe e também a média geral.
4.3 RESULTADOS
Nessa seção serão apresentados os resultados de desempenho de
todos os algoritmos implementados na seção 3.3. As métricas apresen-
tadas são Precision, Recall e f1-score. Todas essas métricas já foram
descritas na seção 2.5.4, e os relatórios das tabelas 1, 2 e 3 foram gerados
a partir da classe classification_report apresentada na seção 4.2.
4.3.1 Random Forest
Com o algoritmo Random Forest, se obteve precision média de
79%, recall médio de 79% e f1-score médio de 79%, ficando, portanto,
abaixo do mínimo desejável de 80% para as métricas mencionadas e
ainda abaixo que a implementação com SVM.
A figura 18 apresenta a matriz de confusão resultante da aplica-
ção do algoritmo Random Forest. Esta é uma matriz normalizada, por-
tanto seus valores estão em percentual. Na diagonal principal encontram-
se os valores de verdadeiro positivo para cada classe. Nas demais células
encontram os erros de classificação.
É possível observar que os erros se concentram na classe ’Ou-
tros’. Conhecendo o domínio do problema e sabendo-se que existem
muitos erros de classificação nos dados de entrada, o que se pode infe-
rir é que de fato os erros de classificação do conjunto de entrada (note
que o conjunto de entrada foi classificado manualmente) tiveram forte
influência sobre o resultado.
Em especial notam-se as classes ’Informática’ e ’Médico / Hospi-
talar’. Nessas classes existem muitos termos técnicos muito específicos
e incomuns , como criocautério e colposcópio, que deveriam ser classifi-
cados como ’Médico / Hospitalar’; porém muitas vezes são classificados
de forma diferente.
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Tabela 1 – Resultados Random Forest
Precision Recall F1-score
COMBUSTIVEL 0.94 0.95 0.94
CONSTRUCAO CIVIL 0.78 0.62 0.69
ELETRICO / ELETRIFICACAO 0.86 0.70 0.77
ENGENHARIA / ARQUITETURA 0.71 0.66 0.69
ESCRITORIO / EXPEDIENTE 0.87 0.80 0.84
GENEROS ALIMENTICIO / ALIMENTO 0.87 0.76 0.81
INFORMATICA 0.78 0.57 0.66
LIMPEZA / HIGIENE 0.78 0.69 0.73
MAQUINA / EQUIPAMENTO PESADO 0.73 0.64 0.68
MEDICAMENTO / FARMACIA 0.87 0.78 0.82
MEDICO / HOSPITALAR 0.71 0.50 0.59
Outros 0.77 0.91 0.83
VEICULO 0.76 0.76 0.76
Média 0.79 0.79 0.79
Os exemplos a seguir mostram alguns exemplos de classificações
corretas e incorretas demonstrando erros envolvendo a classe ’Outros’:
Exemplo a)
Texto: AQUISICAO DE MEDICAMENTOS
Resultado estimado: MEDICAMENTO / FARMACIA
Resultado esperado: MEDICAMENTO / FARMACIA
Exemplo b)
Texto: REGISTRO DE PRECO PARA AQUISICAO DE FLORES DE
EPOCA, ARBUSTOS ORNAMENTAIS, PEDRAS ORNAMENTAIS,
GRAMA, ADUBO E CALCARIO EM ATENDIMENTO A SECRE-
TARIA MUNICIPAL DA CIDADE
Resultado estimado: Outros
Resultado esperado: Outros
Exemplo c)
Texto: CONTRATACAO DE EMPRESA PARA FORNECIMENTO
DE PECAS E MAO DE OBRA MECANICA PARA A FROTA DO
MUNICIPIODE BARBOSA FERRAZ - PR
Resultado estimado: VEICULO
Resultado esperado: VEICULO
49
Figura 18 – Matriz de confusão Random Forest
Exemplo d)
Texto: CONTRATACAO DE EMPRESA PARA MANUTENCAO DE
ESPECTROFOTOMETRO, ESTUFA INCUBADORA E ULTRAFRE-
EZER
Resultado estimado: Outros
Resultado esperado: MEDICO / HOSPITALAR
Exemplo e)
Texto: CONTRATACAO DE EMPRESA ESPECIALIZADA PARA
FORNECIMENTO, POR MEIO DE REGISTRO DE PRECOS, DE
CARTUCHOS DE TINTA E TONERS, PARA ATENDIMENTO DAS
DEMANDAS DAS SECRETARIAS MUNICIPAIS DO MUNICIPIO
DE COLOMBO, CONFORMEQUANTIDADES E ESPECIFICACOES
CONSTANTES NO TERMO DE REFERENCIA (ANEXO VII), QUE
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INTEGRA O EDITAL.
Resultado estimado: Outros
Resultado esperado: INFORMATICA
4.3.2 Support Vector Machine
Tabela 2 – Resultados SVM
Precision Recall F1-score
COMBUSTIVEL 0.88 0.94 0.91
CONSTRUCAO CIVIL 0.75 0.67 0.71
ELETRICO / ELETRIFICACAO 0.83 0.68 0.75
ENGENHARIA / ARQUITETURA 0.76 0.37 0.50
ESCRITORIO / EXPEDIENTE 0.85 0.77 0.81
GENEROS ALIMENTICIO / ALIMENTO 0.79 0.83 0.81
INFORMATICA 0.87 0.73 0.79
LIMPEZA / HIGIENE 0.77 0.72 0.74
MAQUINA / EQUIPAMENTO PESADO 0.82 0.59 0.69
MEDICAMENTO / FARMACIA 0.87 0.85 0.86
MEDICO / HOSPITALAR 0.84 0.52 0.64
Outros 0.68 0.89 0.7
VEICULO 0.79 0.76 0.78
Média 0.77 0.76 0.76
Com o algoritmo SVM, se obteve precision média de 77%, recall
médio de 76% e f1-score médio de 76%, ficando, portanto, abaixo do
mínimo desejável de 80% para as métricas mencionadas.
A figura 19 apresenta a matriz de confusão resultante da aplica-
ção do algoritmo SVM. De forma análoga à do algoritmo da subseção
4.3.1, o resultado foi muito semelhante. A classe que concentrou a
maior parte dos erros foi a classe ’Outros’.
Os exemplos a seguir mostram alguns exemplos de classificações
corretas e incorretas demonstrando erros envolvendo a classe ’Outros’:
Exemplo a)
Texto: CONTRATACAODE EMPRESA ESPECIALIZADA EMPRES-
TACAO DE SERVICOS DE CONSULTORIA E CONFECCAO DE
CONJUNTO DE DOCUMENTOS (PROGRAMA DE PREVENCAO
DE RISCOS AMBIENTAIS E LAUDOS TECNICOS DAS CONDI-
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Figura 19 – Matriz de confusão SVM
COES AMBIENTAIS DO AMBIENTE DE TRABALHO)
Resultado estimado: Outros
Resultado esperado: Outros
Exemplo b)
Texto: AQUISICAO DE GAS DE COZINHA EM BOTIJAO DE 13KG
E AGUA MINERAL EM GALAO COM 20 LITROS, PARA ATEN-
DER A DEMANDA DOS DEPARTAMENTOS DA PREFEITURA
MUNICIPAL DE BOA ESPERANCA DO IGUACU/PR
Resultado estimado: GENEROS ALIMENTICIO / ALIMENTO
Resultado esperado: COMBUSTIVEL
Exemplo c)
Texto: AQUISICAO DE PECAS PARA KOMBI, PLACAS IRL 1393,
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PARAA SECRETARIA DEMEIO AMBIENTE E PLANEJAMENTO.
Resultado estimado: Outros
Resultado esperado: VEICULO
Exemplo d)
Texto: AQUISICOES DE COMBUSTIVEIS PARA CONSUMO DA
FROTA DA PREFEITURA MUNICIPAL, FUNDO MUNICIPAL DE
SAUDE, FUNDO MUNICIPAL DE AGRICULTURA, MEIO AMBI-
ENTE, CORPO DE BOMBEIROS E POLICIA MILITAR, DO MUNI-
CIPIO DE FORQUILHINHA, DURANTE O EXERCICIO DE 2018.
Resultado estimado: COMBUSTIVEL
Resultado esperado: COMBUSTIVEL
Exemplo e)
Texto: PRESTACAO DE SERVICO EXPECIALIZADO EM TRANS-
BORDO E DESTINADO FINAL DE RESIDUOS SOLIDOS URBA-
NOS
Resultado estimado: LIMPEZA / HIGIENE
Resultado esperado: ENGENHARIA / ARQUITETURA
4.3.3 Redes Neurais
Utilizando Redes Neurais, se obteve precision média de 88%,
recall médio de 88% e f1-score médio de 88%, atingindo o mínimo
desejável.
Como pode-se observar nas tabelas 1, 2 e 3, a técnica que obteve o
melhor desempenho foi a técnica baseada em Redes Neurais Artificiais,
obtendo Precision, Recall, f1-score iguais a 88%. E esta foi a única
técnica que obteve êxito em atingir o mínimo desejável de 80% em todas
as métricas mencionadas. A matriz de confusão não foi gerada para esta
técnica, porém é esperado que seu formato seja similar às matrizes das
outras técnicas, que apresentaram os erros todos concentrados na classe
’Outros’.
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Tabela 3 – Resultados ANN
Precision Recall F1-score
COMBUSTIVEL 0.95 0.91 0.93
CONSTRUCAO CIVIL 0.89 0.93 0.91
ELETRICO / ELETRIFICACAO 0.88 0.75 0.81
ENGENHARIA / ARQUITETURA 0.72 0.65 0.69
ESCRITORIO / EXPEDIENTE 0.90 0.82 0.86
GENEROS ALIMENTICIO / ALIMENTO 0.95 0.95 0.95
INFORMATICA 0.89 0.91 0.90
LIMPEZA / HIGIENE 0.84 0.85 0.84
MAQUINA / EQUIPAMENTO PESADO 0.72 0.83 0.77
MEDICAMENTO / FARMACIA 0.87 0.89 0.88
MEDICO / HOSPITALAR 0.87 0.89 0.88
Outros 0.88 0.88 0.88
VEICULO 0.93 0.92 0.92
Média 0.88 0.88 0.88
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5 CONCLUSÃO
Este trabalho possibilitou verificar a viabilidade de automatizar
o processo de classificação dos editais licitatórios em empresas de infor-
mativos de licitação utilizando técnicas de aprendizagem de máquina.
Demonstrou-se uma modelagem do problema como um problema
de classificação de documentos, da área de aprendizado supervisionado.
Foram apresentadas técnicas aplicáveis ao problema de classificação de
documentos e maneiras para avaliar o desempenho das técnicas aplica-
das. As técnicas foram aplicadas sobre uma base de dados real, por-
tanto com erros de classificação. Foram avaliadas abordagens para
remover os erros e por fim optou-se por adaptar o conjunto de dados a
fim de tolerar os erros.
Dentro do objetivo deste trabalho de construir um classificador
de documentos capaz de classificar de forma satisfatória os editais de
licitação, onde havia sido estipulado que as métricas de desempenho
teriam que ter valor mínimo de 80%, obteve-se um valor de 88%, atin-
gindo assim, o objetivo do trabalho.
O classificador obtido pode fazer parte do processo automático
de captação de editais já existente em empresas de informativos de lici-
tação, como é o caso da empresa Liciexpress, cujo processo foi estudado
para elaboração deste trabalho. Dessa forma substituindo classificação
manual e reduzindo custos operacionais.
5.1 TRABALHOS FUTUROS
Na seção 3.1 foi dito que haviam erros nos dados e foram apresen-
tadas algumas abordagens para detecção de outliers, porém nenhuma
obteve um bom resultado. Foi tomado conhecimento da abordagem
baseada em Non-negative Matrix Factorization, que apresenta bons re-
sultados aplicada à texto (KONG; DING; HUANG, 2011) (KANNAN et al.,
2017), porém no momento em que foi tomado conhecimento sobre esta
abordagem não havia tempo hábil para incorporação desta ao trabalho,
ficando assim, a ser incluído no futuro.
Na seção 4.2 foi apresentada a única configuração de parâmetros
para a implementação baseada em redes neurais. Foi utilizada apenas
uma configuração com um baixo número de épocas devido ao alto custo
de treinamento, ficando para um outro momento avaliar o mesmo mo-
delo utilizando diferentes combinações dos parâmetros mostrados com
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um número maior de épocas. Além disso também podem ser explorados
outros modelos de redes neurais, como Redes Neurais Convolucionais
(PARIKH et al., 2016) e Redes Neurais Convolucionais Recorrentes (LAI
et al., 2015). Além disso seria interessante efetuar uma avaliação mais
detalhada das saídas da rede neural. Aqui foi utilizada a função soft-
max ; poderia-se analisar a diferença entre as saídas para ver o quão
distante ficaram.
Também é válido avaliar a introdução de heurísticas, tais como
uma lista de palavras previamente selecionadas, gerada a partir de co-
nhecimento sobre o domínio do problema. Essas palavras seriam parte
do conjunto de features da matriz TF-IDF.
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