Two methodologies are presented for the numerical approximation of the "domain of stability" of nonlinear conservative maps: (a) the Evolutionary Estimation of the Domain of Stability (EEDS) and (b) the Evolutionary Frequency Optimization (EFO), optimizing certain frequency parameters of these maps so that the domain of stability encompasses the maximum possible "volume" of bounded motion, known in the accelerator literature as the dynamic aperture. The central components of the proposed approaches are: The Differential Evolution algorithm (DE) based on concepts of Computational Intelligence and the method of the Smaller ALignment Index (SALI) used for the determination of chaotic dynamics. Initially, we give a brief description of the two methodologies and then demonstrate their usefulness by applying them to some wellknown examples of 2D and 4D Hénon maps. The proposed methodologies can be easily applied to "volume" preserving maps which are not necessarily symplectic as well as to continuous dynamical systems (flows) and can also be generalized to treat conservative dynamical systems of any dimension.
Introduction
Conservative maps and in particular symplectic ones, represent discrete versions of Hamiltonian systems which arise in many applications including particle accelerators, plasma physics and fluid dynamics [Meiss, 1992] . An important example in this class are symplectic mappings used to model betatron motion in the storage ring of high energy accelerators [Scandale & Turchetti, 1991; Todesco & Giovannozzi, 1996; Vrahatis et al., 1997] . If the particles are protons (or antiprotons) radiation effects can be neglected and a turn around such as a ring can be described by a symplectic map. This map has a unique fixed point corresponding to the ideal circular orbit of particles passing through the center of the ring. Storage rings are constructed in such a way as to make the fixed point elliptic, so that particles with initial conditions within a small neighborhood of the fixed point remain inside that neighborhood under the repeated action of the symplectic map in the linear approximation.
In this paper, we study Hénon type symplectic maps of two (2D) and four (4D) dimensions which describe the effects of a particle's motion through nonlinear magnetic focusing elements of the FODO cell type [Scandale & Turchetti, 1991; Todesco & Giovannozzi, 1996; Vrahatis et al., 1997; Vrahatis, 1995; Bazzani et al., 1994] .
The 2D Hénon map is given by the set of equations x = cos(2πv x )x + sin(2πv x )(p x + x 2 ), p x = −sin(2πv x )x + cos(2πv x )(p x + x 2 ), and the 4D Hénon map is given by x = cos(2πv x )x + sin(2πv x )(p x + (x 2 − y 2 )), p x = −sin(2πv x )x + cos(2πv x )(p x + (x 2 − y 2 )), y = cos(2πv y )y + sin(2πv y )(p y − 2xy), p y = −sin(2πv y )y + cos(2πv y )(p y − 2xy).
The x, y variables are the deviations of the particle's motion from the ideal circular trajectory in the horizontal and vertical directions, respectively and p x , p y are the corresponding momenta. Variables v x , v y are the linear tunes of the accelerator machine.
As is well known, the nonlinearities that appear in the above equations can deflect particles far from the fixed point under repeated application of the map, causing them eventually to be removed from the beam. Thus, it is of crucial importance for the efficient operation of the accelerator and successful outcome of the experiments to identify the largest possible region in phase space, where one can safely avoid severe particle loss and decrease of the beam's luminosity [Scandale & Turchetti, 1991; Todesco & Giovannozzi, 1996; Vrahatis et al., 1997; Vrahatis, 1995; Bazzani et al., 1994 ]. An accurate estimate of this domain yields the so-called dynamic aperture, as it is called in the accelerator literature.
In the 2D case, it is well known that there exists a last KAM torus that divides the two-dimensional phase space into two disjoint domains in the following sense: It is a continuous, but in general nondifferentiable curve, beyond which no closed curves exist surrounding the origin [Todesco & Giovannozzi, 1996; Bazzani et al., 1994; MacKay & Meiss, 1987] . As we cannot locate this particular curve, with our method, we call "boundary of stability" the closest possible smooth approximation of this curve bounding a region around the origin called G. Orbits corresponding to initial conditions in the interior of G remain inside G for an infinite number of iterations of the map.
Of course, within G there also exist initial conditions corresponding to unstable periodic orbits. These orbits possess small regions of chaotic motion around them, which also remain forever within G. In the case of 2D maps, orbits starting within G never pass outside the boundary of stability since this consists of a closed curve which separates the two-dimensional plane into disjoint regions. On the other hand, outside this boundary there exist chains of islands, as well as initial conditions corresponding to chaotic orbits that escape to infinity after a small number of iterations.
In the 4D case, the tori are two-dimensional and do not divide the four-dimensional phase space into disjoint regions. Chaotic layers are no longer separated by invariant surfaces and can be connected, allowing orbits to move away from the origin and finally escape to infinity. However, we have found that there is a large part of phase space around the origin, in which initial conditions are stable for a very long time. In this region there are instabilities related to the so-called Arnold diffusion [Chirikov, 1979] but they are so slow that the corresponding orbits can be practically considered stable. Outside this region, chaos is dominant and the majority of the initial conditions escape to infinity after a finite time. Furthermore, in such 4D maps the meaning of phase space "volume" in which orbits remain bounded for a very long time is not at all clear, since the corresponding domain of stability cannot be defined as precisely as in the 2D case.
In this paper, we propose two methodologies: The first one is named Evolutionary Estimation of the Domain of Stability (EEDS) and its primary aim is to estimate approximately the "domain of stability" of conservative maps which contains the maximum possible "volume" of bounded orbits. The second is called Evolutionary Frequency Optimization (EFO), treating the frequency(ies) of a map as parameters of a maximization problem. The aim of this optimization is to find parameter values ensuring the maximum such possible "volume" of bounded motion for the dynamics of the map. EEDS will be a component in the solution of this maximization problem.
Both methodologies combine the following wellknown techniques of nonlinear dynamics theory and computational intelligence [Engelbrecht, 2002] :
(a) The correlation dimension [Grassberger & Procaccia, 1983a , 1983b for the estimation of the dimension of particular set points that are produced by the proposed methodologies. (b) The Differential Evolution (DE) [Storn & Price, 1997; Corne et al., 1999] algorithm for the optimization issues that arise in the proposed methodologies. (c) The Smaller ALignment Index (SALI) [Skokos, 2001] which is used for the efficient and fast detection of chaotic motion in conservative dynamical systems (flows and/or maps).
Our paper is organized as follows: In Sec. 2, we give the necessary background material, by describing the SALI method and the DE algorithm. The two proposed evolutionary methodologies are presented in Sec. 3. Furthermore, the experimental results obtained from the application of EEDS and EFO to the Hénon symplectic maps in 2 and 4 dimensions are detailed in Sec. 4. The paper ends with concluding remarks in Sec. 5.
Background Material

Smaller ALignment Index (SALI )
The SALI method was initially introduced in [Skokos, 2001] and has already been successfully applied to distinguish ordered from chaotic orbits in maps of various dimensions [Bountis & Skokos, 2006a ], in Hamiltonian systems [Skokos et al., 2003a [Skokos et al., , 2003b , as well as in problems of Celestial Mechanics [Széll, 2003 [Széll, , 2004 , Galactic Dynamics [Manos & Athanassoula, 2005a , 2005b , Field Theory [De Assis et al., 2005] and nonlinear one-dimensional lattices [Antonopoulos et al., 2006; Antonopoulos & Bountis, 2006a; Panagopoulos et al., 2004] .
Let us consider the M -dimensional phase space of an arbitrary conservative dynamical system, for example a symplectic map of even dimension M = 2m, m ∈ N. In this case, an initial condition X 0 = (x 0 1 , x 0 2 , . . . , x 0 M ) of the map evolves according to the equations of motion
where n is the number of iterations and X n = (x n 1 , x n 2 , . . . , x n M ) denotes the nth iteration of the map.
In order to determine the chaotic or ordered nature of a particular orbit of the map (1) with initial condition X 0 , we follow the evolution of two initially linearly independent deviation vectors V 0 1 and V 0 2 . Their evolution in time is governed by the so-called tangent map equations
where
and DΦ(X n ) is the Jacobian matrix of the equations of motion (1).
The evaluation of the SALI is then accomplished by computing the quantity
where · denotes the usual Euclidean distance of the argument. According to the above definition, two distinct cases exist in general:
(a) The orbit under consideration is chaotic. Then the two deviation vectors tend to become aligned in the most unstable nearby direction corresponding to the maximal Lyapunov exponent of the orbit under consideration. Thus, the SALI tends to zero exponentially with a slope that depends on the two largest Lyapunov exponents [Skokos et al., 2003 ]. (b) The orbit under consideration is regular or quasiperiodic, hence there is no preferred direction in which the vectors can become aligned since the Lyapunov exponents are all zero. The two deviation vectors tend to become tangent to the torus on which the orbit is evolving and, in general, have different directions, making the SALI fluctuate around nonzero positive values . An exception exists in the case of 2D maps, where SALI tends to zero following a power law of the form ∝ n −1 (see [Skokos, 2001] for more details).
It is thus clear that SALI behaves differently in the cases of ordered and chaotic orbits and this makes it a powerful, simple and easy criterion to implement numerically. It is well suited for multidimensional systems and is especially rapid and reliable for 2N -dimensional symplectic maps.
Differential evolution
Differential Evolution (DE) [Storn & Price, 1997 ] is a population-based algorithm for the global optimization of multimodal N -dimensional functions. It attains a set of possible solutions for the problem under consideration and evolves them in order to find the "best" one. The meaning of the term "best" will become clear below when we present the distinct steps one follows for the application of the DE algorithm. Some of the advantages of the DE algorithm are the following: More specifically, the DE algorithm is said to exploit a population of individuals (N -dimensional vectors). Let u i g denote the ith individual of the population in the gth iteration of the algorithm. Then, DE is described by the following four distinct steps:
Step 1 (Initialization step). Initialize randomly the individuals of the population. Set the mutation factor, F, and the recombination (cross-over) factor, CR, to fixed values within the interval [0, 1] and choose an objective function for the problem under study.
Step 2 (Mutation step). Mutate each individual u i g (called the target individual) of the population to form a trial vector, v i g+1 , by applying one of the following operators,
where r1, r2, r3, r4 are random integers such that, r1 = r2 = r3 = r4 = i = best. The index best is used to represent the individual with the best objective function value in the current population. Throughout the paper, the DE2 operator was used.
Step 3 (Recombination (Crossover) step). For each element of the trial vector,
Step 4 (Selection step). For each individual of the population u i g+1 evaluate its value through the objective function. If this value is better than the one of the target individual u i g , then the individual u i g+1 replaces the target individual in the next iteration. Otherwise, the target individual is retained in the next iteration of the DE algorithm. If the termination criterion is not satisfied, then go to the second step. As a termination criterion we can use a predefined number of iterations or an error goal value of the objective function.
The Proposed Methodologies
Evolutionary estimation of the domain of stability (EEDS ) of conservative maps
The aim of the EEDS is to approximate numerically the "domain of stability" surrounding the maximum possible "volume" of bounded orbits in the phase space. To do this, we locate first a point, as close as possible to the boundary of this domain, which we call from now on, the last point. The consecutive iterations of the map having this point as initial condition will produce a set of points which we shall call the "object ". This "object" is considered as a candidate for the determination of the "domain" of stability of the above map, in the sense that at closer distances from the origin no orbit is observed to escape, up to 10 8 iterations. EEDS first solves an optimization problem in order to find the minimum/maximum distance between the central elliptic point and the "object". Using the output of the optimization problem, EEDS finds the last point and afterwards the associated "object". The main components of EEDS are the DE algorithm, the SALI method and the correlation dimension. The individuals of the DE algorithm are points in the phase space of the map that serve as initial conditions for the SALI method. When SALI encounters the first chaotic orbit (that is, SALI becomes less than a given very small threshold), its corresponding initial condition is a possible candidate point belonging to the "object". Next, for the sake of improving our prediction, we further iterate the map (using as initial condition this particular point) for thousands of iterations to see whether the orbit escapes to infinity. If it does not, then we assume that it is sufficiently close to the "object".
Additionally, in order to achieve an even better precision, we use the one-dimensional bisection method [Vrahatis, 1995] combined with the SALI algorithm. The two end-points of the bisection method are the origin of the map and the last point found by the above procedure. Here, the SALI method plays the role of the objective function, used in the bisection method. The output point resulting from the application of the bisection method is used as an approximate closest point "lying" on the "object".
Consequently, we calculate the Euclidean distance between the last point and the origin of the map. This distance will be the value of the objective function for the particular individual. If we are looking for the maximum and/or minimum distance between the origin and the "object", the best direction will be the one with the maximum or minimum distance proposed by the application of the above DE algorithm. We then repeat the steps of the DE algorithm to evolve the population for more iterations in order to obtain as good estimates as possible.
After the termination of the DE algorithm, in order to obtain even better accuracy we use as radial directions the optimum individual and the individuals with objective function values worse than the optimum value within 5%. Then, we move, in every such direction, with small steps 0.003 from the origin and iterate the map for 100,000 iterations. Thus, for each individual, we record the last point for which the orbit remains bounded under these iterations and calculate the Euclidean distance between this last point and the origin of the map. This distance is the new objective function value. After this, we use the final optimum individual and its corresponding objective function to calculate the last point in phase space for which bounded motion is ensured. The iterations of the map with this point as an initial condition will fully produce the desired "object" mentioned above. Finally, the calculation of the correlation dimension [Grassberger & Procaccia, 1983a , 1983b of the "object" will be a satisfactory indication of the closeness of this point to the domain of stability of the map.
Below, we highlight the key-points of EEDS:
(1) The individuals u i g of the DE are directions (initially random) in the phase space.
(2) The objective function output is the distance between the origin (elliptic fixed point) and the last point found in each direction. (3) The last point is an approximated point for the "object". (4) The last point is found by using the SALI and the bisection method. (5) The directions are evolved using the DE operators. (6) Output of the optimization scheme is the minimum/maximum distance (direction) between the origin and the "object". (Also, available are statistics on intermediate distances.) (7) Using the last point associated with the minimum/maximum distance as initial condition, we follow it for a given number of iterations to verify that the orbit does not escape to infinity. (8) This set of points ("object") is assumed to be an approximation of the domain of stability of the map. (9) The estimation of the dimension of this set of points is accomplished by using the correlation dimension.
Evolutionary frequency optimization (EFO) of conservative maps
The frequencies appearing in the two maps considered in this paper are constant parameters that can be changed by the experimentalist, whose values are crucial for the success of the experiment. They may lead to beam diffusion or safe operation, keeping the largest possible number of particles bounded for the greatest number of turns inside the storage rings of the accelerator. Here, we propose a way to treat these frequencies as parameters in an optimization problem, whose objective function has as output the largest possible region of stability around the origin of the map. Thus, it is a maximization problem. The determination of the objective function for this problem makes use of the EEDS method already introduced in Sec. 3.1 to study the region and last domain of stability of the Hénon 2D and 4D symplectic maps with specific constant frequencies.
Thus, we use once more the DE algorithm to solve the new optimization problem. This time, the individuals are sets of frequency(ies) of the map. So, the DE algorithm has a population of frequency(ies) which evolves according to the prescribed DE steps of Sec. 2.2. The objective function, we propose, is a weighted sum of three factors and will be computed by EEDS for every individual (frequency(ies)). These factors are (a) The correlation dimension of the resulting "object". (b) The mean value of the distances of the points of the "object" from the central elliptic point of the map. (c) The perturbation of some randomly chosen points of this "object". Each chosen point is slightly perturbed and new points are produced in the phase space.
The perturbation procedure consists of two parts: First, we produce points with directions towards the elliptic point ("inner" points), while in the second part points are produced in the opposite direction ("outer" points). Each produced point will serve as an initial condition of the map for a given number of iterations. The number of iterations for which the orbit stays bounded are recorded and their mean values are computed for the "inner" and "outer" perturbed points. Finally, the third factor is the difference between these values (mean "inner"-mean "outer") divided by the maximum number of iterations of the map.
Results
Application of EEDS to the 2D Hénon map
In the 2D Hénon case, EEDS was applied for a variety of constant tunes v x lying in the interval [0.1, 0.45] with tune step 0.025. For every tune v x , ten different experiments were performed. The population of the DE algorithm was set to 10 and the mutation and crossover factors F, CR equal to 0.5. The chaoticity threshold for the SALI method was set to 10 −8 as in references [Skokos, 2001; Skokos et al., 2003a Skokos et al., , 2003b , while for the bisection method it was set to 10 −6 . The number of iterations of the map used in the SALI computation was 500. When the SALI was used in combination with the bisection method, the number of iterations was decreased to 100. In every single experiment, the goal of the DE algorithm was to find the minimum distance between the central elliptic point (origin of the 2D map) and the "object". We followed this approach because we noticed that the boundary of stability was approximated more accurately by iterations starting with the point associated with the minimum distance found by the DE algorithm. After locating this point, the map was iterated an additional 10 5 times, producing at the end an "object". For every such produced "object", the maximum and minimum distances from the origin were also computed. In Fig. 1 , we have displayed for the 2D Hénon map with the frequency v x = 0.45, the last invariant curve (red curve), the minimum (blue line) and maximum distance (green line) of this curve from the central elliptic point.
To test the validity of our approach on the 2D Hénon map, we also calculated an approximation of the last invariant curve by ad hoc methods, following a particular radial direction outward and applying the map equations until an orbit escaped in less than 10 8 iterations. These approximate values are then compared with the corresponding ones obtained by EEDS for a wide range of frequencies in Figs. 2(a) and 2(b). In particular, in Fig. 2(a) the results concerning the maximum distance are shown, while in Fig. 2(b) we exhibit those of the minimum distance. As the two plots in these figures are practically identical, we conclude that our evolutionary approach achieves indeed very accurate predictions for the last invariant curve, compared to what is found by inspection of the phase space of the map.
Application of EEDS to the 4D Hénon map
We now turn to the 4D Hénon map. Here, EEDS was applied using as starting point the tunes v x = 0.61903 and v y = 0.4152, which we had found in an earlier publication [Vrahatis et al., 1997] . The remaining parameters of EEDS (DE, SALI, bisection settings) are the same as in the 2D case. The population was set to be 20 and the number of iterations of the 4D map used in the SALI method was 1000. Thirty experiments in total were performed. Again, as in the 2D case, the goal of the DE algorithm is to find the minimum distance between the elliptic point (or origin of the map) and the "object" of the 4D Hénon map, in the sense explained in the earliest sections. After the estimation of the last point, the map was iterated for 5 × 10 5 iterations with this point as initial condition. For the produced "object", we also computed its maximum, minimum and mean distances from the central elliptic point, as well as its correlation dimension. In 20 out of a total of 30 experiments, the resulting "object" was an orbit that remained bounded for 5 × 10 5 iterations without escaping to infinity. Due to the stochastic nature of the algorithm, and the complexity of phase space, in each experiment we notice that a different geometric "object" is produced.
In Table 1 , statistical results are presented concerning the minimum, maximum and mean distances calculated in the above mentioned 20 experiments. Note that the minimum distances are especially characterized by the smallest standard deviation. This observation agrees well with a similar one made earlier in the 2D case and leads to the conclusion that it is preferable to estimate the minimum distance of the "object" with respect to the central point, in every case. In Table 2 , we exhibit results concerning the initial conditions of the last points (first-fourth column), correlation dimension with 5 × 10 −3 accuracy (fifth column) and mean distances from the central elliptic point (sixth column) for all orbits that did not lead to escape up to 5 × 10 5 iterations for the 4D Hénon map for v x = 0.61903 and v y = 0.4152. The columns of the table are sorted in increasing order of magnitude of the mean distances. Thus, we can identify three groups of objects with respect to their correlation dimension: There are four objects with correlation dimension around 1, ten objects with correlation dimension around 2 and the remaining six objects have correlation dimension greater than 2.7.
A study of three examples
Let us now study one example from each of the above three categories, which for convenience we shall call objects 1-3. Object 1 corresponds to the first line of Table 2 , object 2 to the 17th line and object 3 to the 13th line of the same table. In Figs. 3(a)-3(c) , the three-dimensional projection x, p x , y of the 4D map and its two-dimensional projections are exhibited respectively for objects 1-3.
The correlation dimension of each object was calculated using the TISEAN package of time series analysis [Hegger et al., 1999] . In Figs. 4(a)-4(c) , the plot log 2 C d 2 (r)/ log 2 r versus log 2 r is presented while in Figs. 5(a)-5(c) log 2 C d 2 (r) versus log 2 r, where C d 2 (r) is the correlation integral and r → 0. The first 10 5 points of the object were used with embedding dimension m = 8 and delay τ = 1, while the Theiler window was set to be 60 as in [Vrahatis et al., 1997] .
In Figs. 4(a)-4(c) the correlation dimension is estimated from a horizontal straight line corresponding to the so-called "plateau" of the figure. This plateau is located by searching for an interval that is horizontal with the minimum possible standard deviation whose mean value is the output of the estimated correlation dimension. In Figs. 5(a)-5(c) , the same correlation dimension is also estimated by the slope of the diagram. This slope was numerically approximated by the method of linear fitting corresponding to embedding dimensions m ≥ 4. Thus, from both figures we deduce that the correlation dimension for object 1 is about 0.94, for object 2 it is nearly 2.03, while the correlation dimension for object 3 is approximately 2.74. Let us now discuss these results in more detail: Object 1 does not escape to infinity for 10 8 iterations of the map, and is located at a bigger distance from the origin than objects 2 and 3. However, since its dimension is close to 1 it corresponds to a single orbit and is hence of little importance in our search for a "final frontier" of bounded motion.
Object 2 does not escape to infinity for nearly 1.9 × 10 6 iterations of the map. Its correlation dimension is almost equal to 2, which implies that it must be close to an invariant torus. Indeed, we tried different orbits in its neighborhood and found that perturbing its p x coordinate by −7.5 × 10 −2 leads to a new "object" which has correlation dimension 2.001, average distance from the origin 0.66 with maximum distance 0.83 and minimum 0.50. It is invariant up to 10 8 iterations of the map and thus represents a much better approximation of the desired "object". In Fig. 6 , its 3D projection and the corresponding 2D dimensions are shown, while in Figs. 7(a) and 7(b) we present plots for the estimation of its correlation dimension.
Object 3 escapes to infinity after 621776 iterations of the map. As it is evident from Fig. 3(c) , it has the structure of a dense fractal set and surrounds object 2. Its shape is similar to that of a torus, but is, in fact, so close to a chaotic orbit, that it finally escapes to infinity.
From the above analysis we can draw the following conclusions: The application of EEDS for the 4D map leads in most cases to the discovery of objects which are close to invariant tori. Also very close to these tori, EEDS can locate objects which are dense fractal sets (remaining bounded up to 6 × 10 5 iterations) and whose correlation dimension is approximately very close to 3. These results agree very well with a previous study [Vrahatis et al., 1997] , where invariant tori were found whose small perturbations led to fractal sets with correlation dimension nearly 3. EFO are restricted to lie in this interval, since the dynamic aperture for the 2D Hénon map near the tune v x = 0.5 goes to infinity. Thus we start using EEDS with a population of ten individuals for the DE algorithm and setting its factors, F, CR equal to 0.5. The chaotic threshold for the SALI method was set at the value 10 −8 , while for the bisection method the threshold was set to 10 −6 . The goal of the DE is to find the minimum distance between the elliptic point and the computed domain of stability 
The case of the 4D Hénon map
In the experiments concerning the 4D Hénon map, the number of individuals of DE used in EFO is set to 8 and the mutation and crossover factors are 0.5. The tunes are chosen to lie in the intervals v x = [0.1, 0.8] and v y = [0.2, 0.6] respectively. Our aim is to examine how the EFO method performs in this case. To this end, we choose randomly v x , v y tunes very close to the values used in Sec. 4.2. In realistic accelerator applications, of course one has to take into account the technological constraints required to apply EFO. The settings for EEDS require a population of ten individuals for the DE algorithm. The chaotic threshold for the SALI method is fixed at 10 −8 , while for the bisection method it is 10 −6 . The number of iterations of the map used in the computation of the SALI method was 5000 and when SALI was used combined with the bisection method it was 1000. Again, the goal of the DE used in EEDS is to find the minimum distance between the elliptic point and the computed "object", following the approach described in the previous sections.
In several EEDS experiments of the 4D map, we noticed that, for the same frequencies, different objects were produced with different correlation dimensions. For this reason, for every individual frequency we applied our approach as many times as needed to obtain an "object" with the maximum possible correlation dimension for the necessary computations of the objective function. Ten points were selected randomly from this "object" to provide the perturbations. Each point was perturbed from 10 −6 to 10 −1 with six steps, each multiplied by 10. The maximum number of map iterations for the perturbed points was set to 10 8 . The first and second factors of the objective function are normalized in the interval [0, 1] . In the objective function, the first factor occurs with the biggest weight, while the other two have smaller weights.
Thus, we discovered that the output frequencies of the EFO method are v x = 0.596857 and v y = 0.500648, while the coordinates of the last point are
yielding an orbit that remains stable up to 10 8 iterations. The mean distances of this orbit from the central point is 1.32 with standard deviation 0.29 and the dimension found for this "object" is close to 2.91. It is worth mentioning that when we truncate the output pair of tunes to the values v x = 0.597 and v y = 0.501, the resulting "object" remains again stable up to 10 8 iterations having also, practically, the same correlation dimension as the initial result. However, the mean distance now is 1.14 with standard deviation 0.23. These observations lead to the conclusion that the output frequencies of EFO are robust under significant perturbations and retain the properties of the initial output "object". This is of crucial importance to the experimentalists who can only adjust the frequencies of the machine up to few significant decimal digits, thus achieving the long term stability of the "object" produced by EFO.
In Fig. 8 , a 3D projection of this "object" is shown along with the corresponding 2D projections for v x = 0.596857 and v y = 0.500648. The estimation of the correlation dimension is calculated with the help of the plots appearing in Figs. 9(a) and 9(b). In the first of them, the correlation dimension is estimated from the "plateau" that appears in the horizontal line, having a value around 2.91. In the second figure, the slope of the lines for m ≥ 4 is the estimation of the correlation dimension.
The application of the linear fitting method also gives for this slope a value close to 2.91.
Conclusions
In this paper, we proposed first the method of the Evolutionary Estimation of the Domain of Stability (EEDS) to numerically approximate the dynamic aperture, or stability domain which contains the maximum possible "volume" of bounded orbits in symplectic mapping models of accelerator dynamics. Its application to the FODO cell maps was presented and was shown to yield very satisfactory results. In the 2D case, where we could check our predictions more easily, the dynamic aperture approximated by the proposed method was found to be quite close to the "last invariant curve" found by straightforward inspection methods. Furthermore, in the 4D case we found objects very close to a twodimensional "last" invariant torus of the map and also objects nearby with fractal dimension close to 3, "surrounding" the last invariant torus.
Finally, global stability results were obtained by the second method proposed in this paper, called the Evolutionary Frequency Optimization (EFO), which searches over large intervals of values of the frequency(ies) of the map, using EEDS to estimate the corresponding dynamical aperture. The best such "object" was achieved for v x = 0.596857, v y = 0.500648, having correlation dimension close to 2.9 and yielding bounded orbits up to 10 8 iterations of the map.
It is important to note that the proposed methods are not restricted to symplectic maps. They can also be applied to volume preserving maps which are not symplectic as well as to continuous dynamical systems (flows) and can also be generalized to treat conservative dynamical systems of any dimension. Furthermore, the EEDS method can be used, with minor modifications, to approximate the stability domain of any interior region of phase space surrounded by chaos.
In a future publication we intend to apply the proposed methods to accelerator maps with dimension greater than 4, taking into account also the motion of the particles in the longitudinal direction. Finally, we also plan to study maps which model more realistic beams, where periodic modulations of the tunes, due e.g. to the so-called space charge effects ], need to be taken into consideration.
