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We prove a theorem which limits the possible uncountable generalizations of 
Hindman’s theorem. 
Hindman’s theorem [4] can be generalized to a theorem about countably 
infinite groups. This raises the question of whether some generalization of 
Hindman’s theorem holds for uncountable groups. We have not found a 
solution to this last question, but assuming some form of the Generalized 
Continuum Hypothesis (GCH) we shall prove a negative partition relation 
that answers a part of this question. 
First let us introduce some notation. If X is a set, we write / X 1 for the 
cardinality of X. We identify a nonnegative integer with the set of preceding 
nonnegative integers. w is the set of all nonnegative integers, and we identify 
a cardinal with the least ordinal of that cardinality. 
If X is a set and K is a cardinal (finite or infinite), then 
[xl” = {Ycx: 1 Yl = K}, 
[Xl’” = {Ycx: 1 YI < K}. 
If A, BE [oJ]<~~, we write A < B to mean: for each a E A and b E B it is 
true that a < b. 
DEFINITION 1. A sequence (Ii : i E K) of length K, where K < W, will be 
called acceptable provided 
(a) izc # Zi E [w]<~o for each i E K, and 
(b) i ~j E K implies Zi < Zj . 
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Using this definition, Hindman’s theorem can be stated as follows: 
THEOREM 2 (Hindman [4]). For each positive integer r and each partition 
[WI <Hel = A, u ... u A,-, ) 
there is an acceptable sequence (Zi : i < W) and an integer k E r such that 
whenever X E [u]<~o with X nonempty. 
First we shall sketch a proof of Theorem 4, the generalization for groups 
of Hindman’s theorem. 
DEFINITION 3. Suppose X = (xi : i o w) is any infinite sequence of 
elements from a group (G, .). If @ # IE [w]<~o we write 
SW, 0 = X,(o) . X,(l) . ... . X,(III-1) 3 
where p is the unique strictly increasing function p: 1 I / + I, i.e., s(X, I) 
is the group product of the xi’s with indices in I, with the product taken in 
the order of the indices. If 0 < K < w, we write 
(X)K = {(s(X, Ii): i E K): (Ii : i E K) is acceptable}. 
THEOREM 4. Zf V = (vi : i E W) is an infinite sequence of distinct elements 
of a group (G, a), if r is a positive integer, and if 
(V)l = A, u A, u -.. u A,pl, 
then there exists an infinite sequence X of distinct elements of G and an integer 
kgr with X~(V)~and 
(X)l C Al, . 
Simplifying notation, and assuming G is Abelian, we obtain the following 
corollary. 
COROLLARY 5. If (G, +) is an infinite Abelian group, if r is a positive 
integer, and if 
G = A,, u A, u .‘. u A,pl , 
then there exists an infinite set X E [G] Q. and an integer k E r such that for 
each nonempty set B E [XICNo, it is true that EB E Al, . 
The following lemma is used in the proof of Theorem 4. 
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LEMMA 6. If (G, -) is a group and F E [G]” for some n E CO, then for each 
set X C G with I X 1 3 n2 + I, there exists x E X such that 
Fn(F.x) = a. 
Proof. Assume no such x E X exists. Then for each x E X correspond 
(a,,b,)EFxFsuchthata,=b; x. Since / X 1 > / F x F ) there must 
exist x, y E X with x # J+ and (a,, b,:~ = (a,, b,?. But then a, = b, ’ x = 
b, * y, which implies x = y. 
In order to prove Theorem 4, use Lemma 6 to find a subsequence 
such that the mapping 
induces an injective mapping 
F: [a~]+’ ---f G 
satisfying F(Z u I’) = F(Z) . F(T) whenever I < I’. The theorem follows 
from Hindman’s theorem applied to the partition 
defined by: 
[W]cNo = A, u A, u ‘.’ u A,-, \ 
IEAj iff F(Z) E Aj . 
It should be mentioned that if in the proof of Theorem 4, the use of 
Hindman’s theorem is replaced by the use of the combination of Ramsey’s 
theorem and Hindman’s theorem to be found in [6, Theorem 2.1; 10, 
Lemma 2.2; 7; or 111, then the following generalization of Theorem 4 will 
result. 
THEOREM 7. If V = (~1~ : i E w j is an infinite sequence of distinct elements 
of a group <G, .>, if r and n are positiue integers, and IY 
then there exists an integer k E r and an inznite sequence X of distinct elements 
of G with X E ( V>” and 
(X)n C Ak . 
Of course there is a finitary version of Theorem 7. Also, Theorem 7 can 
be further generalized along the lines of the combination of Silver’s partition 
theorem and Hindman’s theorem to be found in [l I, 6, or 71. 
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QUESTION 8. Zs it true that for each infinite group (G, .> and each partition 
G = A, u A, , there must exist k E 2 and a set X E [GIXo such that for each 
1 ,( n < w and each finite sequence (xi : i E n) of distinct elements from X, 
we hal;e x0 . x1 . ... . x,.-~ E Al, ? Theorem 4 says that this is true if we 
restrict our attention to products formed in a single predetermined order, 
but what happens if all products are considered? 
A finitary version of the above question is not meaningul, since the 
following result is known: To each n E w there corresponds NE w such that 
if G is a finite group with ! G 1 2 N, then G has an Abelian subgroup of 
cardinality at least n. (See [5].) 
We suspect that the answer to Question 8 is negative. But a counterexample 
would require an infinite group without any infinite Abelian subgroups, and 
so one would probably seek a suitable partition of the Novikov-Adjan 
groups [8]. 
We turn to the primary result of this paper, Theorem 9, which limits the 
possible uncountable generalizations of Theorem 4 and Corollary 5. 
THEOREM 9. Zf K is a cardinal, K 3 N, , if2” = K+, and if <G, .> is a group 
with 1 G 1 = K+, then there exists a functionf: G + K+ such that for each set 
X E [G]K’ there exists an element a E X with the property that for each ac E K+ 
there corresponds b E X with f (a . b) = a. 
We would like to thank Fred Galvin for pointing out the above 
strengthened version of our original theorem. 
Proqf ef Theorem 9. Write G as a union of subgroups, say 
G = u G,, 
“EC+ 
where 
(1) G, 1 = K for each p E K+, 
(2) G, C G,,, and I G,,, - G, / = K, and 
(3) G,, = UYE,, G, if p is a limit ordinal. 
First, enumerate G as G = {b, : 01 E K+j. Then proceed by induction. Let 
G, be the subgroup of G generated by Q, = {b, : 01 E K>, so (  G, 1 = K. Next, 
SUppOSep E K+, and suppose G, has been chosen for each Y E p. If p is limit, 
(3) defines G, . Jf p = v + 1, let LY&) be the least a: E K+ such that 
b, E G - G, . Then let G, be the subgroup of G generated by (b,(,,} u G, . 
It is easy to check that this construction assures that the subgroups G, 
(p E K’) have the desired properties. 
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Next, enumerate the collection of all pairs (A, g) such that A E [Gp and 
g is a function, g: A + K+, as 
{(A, , iTa>: CY E K+>. 
(This is where the assumption 2’( = K+ is used.) Moreover, we require this 
enumeration to satisfy: A, C G, . 
Now we proceed with an inductive definition of the function f: G + K’. 
First set f(x) = 0 for each x E G, . Then at step p, if f(x) is defined for 
each x E iJu4U G, , we want to define f(x) for all 
. 
To do this, first enumerate 
(Aa,g,):a <pandAECU G, ’ 
*=3 i 
as 
(The requirement A,, C G, implies this set is nonempty.) Then induct on 
y E K. At the yth step, consider the set 
A a(r) 
Since 1 A,(,, * x, j = K, we can pick an element a, E A,(,,) such that f(a, . x,) 
has not yet been defined. Set f(a, * x,) = ga(,,(a,,). After this has been done 
K times, i.e., for all y E K, if f(x) remains undefined for x E G,,, - &,, G, , 
then set f(x) = 0. 
This double induction completes the definition off: G ---f K’. It remains to 
show that f has the desired property, i.e., we must show that to each X E [G]K+ 
there corresponds a E X with the property that for each cy E K+ there exists 
b E X with f(a . b) = CL 
Suppose this is false, i.e., there exists X E [G]K’ such that for each a E X 
there is an h(n) E K+ such that for all b E X, f(a * b) # h(a). Pick A E [X]“, 
and let g: A ---f K+ be the restriction of the function h to the set A. Now 
A E [G]” and g: A --f K+, so the pair (A, g) must appear as some (A, , g,> 
in the enumeration of all such pairs in our construction of f. Suppose 
<A, g> = <A,, , get?. 
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Now 1x1 = K.i requires that there exist some TV’ > 01’ and some x E X 
with 
x E G-+1 - u G , 
v<u* 
and we may also take p’ so large that A C G,, . Then (x, A, g) would have 
appeared in the enumeration (*) during the definition of f on G,P+~ - 
uycLL, G, . So we know that some element a E A was selected withf(a . x) = 
g(u) = h(a). But the definition of h(a) required that for all b E X, f(a * b) # 
h(a). This contradiction proves the theorem. 
COROLLARY 10. If K is an infinite cardinal with 2” = K+, and ifX is a set 
with 1 X I = K+, then there is a partition 
[Xl<” = u A, 
OLEK+ 
such that given any family 9 C [Xl@ of pairwise disjoint subsets of X with 
1 9 1 = K+, and given any p E K +, there must exist sets F, G E F with 
Fv GEAR. 
This is an immediate application of the theorem with G = [X]GK, the 
group product being symmetric difference, and with A, = f-‘(a). 
COROLLARY Il. Assuming the continuum hypothesis, and writing R for 
the set of all real numbers, there exists a partition 
R = A,, u A, 
such that to each X E [RI”1 and each i E 2 there correspond real numbers 
a,bEXwith a+bE:Ai. 
This answers a question raised by Erdiis in [l]. We have learned that Erdiis 
has (and possibly others have) also solved this problem. 
Also, Theorem 9 strengthens the classic proof (see Erdiis et al. [3]) that 
if 2K = K+, then 
K+ f+ [K+];+ . 
Furthermore, if we take f in Theorem 9 so f: G + G (instead offi G -+ K+), 
then considering f as an additional, unary operation on G, we see that 
(G, ., f) is a Jbnnson algebra of cardinality K+. So we have a new proof of 
the existence of Jonnson algebras with cardinality K+ assuming 2K = K+. 
(Erdos and Hajnal[2] gave the first proof of the existence of Jonnson algebras 
On K+ if 2K = K+.) 
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