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Résumé – Cette communication présente une méthode de recherche approximative des plus proches voisins (APPV) modérément sûre mais
très efficace. Nous partons d’une méthode de recherche APPV se basant sur des distances entre données quantifiées calculées à l’avance : les
PQ-codes. Se plaçant dans le modèle « honnête mais curieux » dans lequel le serveur et l’utilisateur suivent le protocole mais sont capables
de déduire de l’information sur les données transitées, nous analysons les menaces en terme de fuite d’information pour cette méthode. Pour
empêcher une reconstruction du signal requête par le serveur, nous proposons une version des PQ-codes utilisant deux quantificateurs distincts
pour le serveur et l’utilisateur. Les avantages de notre méthode sont (a) une perte significative d’information de la requête par le serveur (b) une
base de taille fixée (c) aucune perte dans la qualité de la recherche.
Abstract – This paper presents a moderately secure but very efficient approximate nearest neighbors search. Our approach starts from a state-
of-the-art algorithm in the domain of approximate nearest neighbors search: the PQ-codes. After detailing the threats belonging to the “honest
but curious” model, where the server and the user follow the protocol, but are able to infer information about the transited data, we analyze the
threats from information leakage for this method. To prevent a reconstruction of the query vector by the server, we propose a version of the
PQ-codes using two different quantizers for the server and the user. The advantages of our method are (a) a significant loss of information of the
query by the server (b) the database at the server side is fixed (c) any loss in the quality of research.
1 Introduction
La recherche des k plus proches voisins (k-PPV) consiste à
trouver les k éléments les plus proches (au sens d’une distance
donnée, bien souvent euclidienne) d’un vecteur requête dans
une base. Dans ce domaine d’étude, le défi a longtemps été la
réduction de la complexité : l’objectif étant de trouver rapide-
ment les plus proches voisins d’une requête dans une base de
n éléments, n étant très grand (106 − 109). De nombreux tra-
vaux de recherche se basent sur une recherche approximative
des plus proches voisins (k-APPV) permettant de calculer ra-
pidement les distances entre une requête et tous les éléments
de la base : c’est le cas des PQ-codes. Les PQ-codes [3] (Pro-
duct Quantization codes) permettent une recherche k-APPV
efficace : la requête et les éléments de la base sont découpés
en tronçons et chaque tronçon est ensuite quantifié sur un dic-
tionnaire de K centres. La distance finale est finalement appro-
chée grâce à la table des distances entre centres, pré-calculée à
l’avance.
Récemment, d’autres défis ont été soulevés dans ce domaine :
la sécurité et le respect de la vie privée [6]. Le vecteur requête
appartient à l’utilisateur, la base appartient au propriétaire et
aucun d’entre eux n’est prêt à dévoiler ses données. Ce cas se
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produit par exemple en biométrie. Le principal axiome en bio-
métrie est qu’aucune base ne peut être stockée en toute sécurité.
Par conséquent, un serveur ne peut avoir de base de modèles
biométriques en clair étant donné que ces données pourraient
être volées par un adversaire. De la même manière, un utilisa-
teur est réticent à l’envoi de son modèle biométrique en clair.
La recherche des plus proches voisins est également le pivot
de certains algorithmes de classification. Une classe est asso-
ciée à chaque vecteur de la base et le but est de prédire la classe
du vecteur requête à partir de la classe de ses voisins les plus
proches. Cependant, un propriétaire peut être réticent à parta-
ger sa base de vecteurs et de classes, ces données étant issues
d’un travail de collecte et de classification de sa part. L’utilisa-
teur est intéressé par la valeur de prédiction, mais ne veut pas
divulguer son vecteur requête pour des questions de confiden-
tialité. C’est le cas des applications de diagnostics médicaux
(les vecteurs sont ici issus de données médicales comme des
électrocardiogrammes) ou des applications de recherche basée
sur le contenu. Un utilisateur est ici intéressé par les contenus
multimédia (images, vidéos, sons) similaires à sa requête tout
en voulant s’assurer de ne pas trop divulguer d’informations sur
sa personne, informations pouvant être liées à la nature de cette
requête. Cette technologie est aussi utilisée dans les systèmes
de gestion des droits numériques (DRM) permettant d’empê-
cher automatiquement l’envoi de contenus soumis aux droits
d’auteur sur des plateformes multimédia. Les ayants droit des
contenus ne souhaitent pas divulguer les caractéristiques ex-
traites de ceux-ci tandis que l’utilisateur ne souhaite pas que
les ayants droit sachent qu’il possède un contenu piraté.
Il existe déjà des solutions assurant la sécurité de la recherche
des plus proches voisins basée sur le chiffrement : les méthodes
par chiffrement homomorphique [4], l’insertion de Hamming
[1] ainsi que le chiffrement basé sur les caractéristiques [5].
De notre point de vue, ces solutions mettent la sécurité et la
confidentialité au dessus de la liste des exigences en sacrifiant
l’efficacité et la vitesse de la recherche. Ces critères peuvent
en effet être majeurs dans certaines des applications citées plus
haut. L’utilisation d’éléments trop fortement sûrs peut être in-
utile, voire nuisible si ils dégradent d’autres caractéristiques du
système, comme l’efficacité et la vitesse de la recherche.
Cet article présente une recherche approximative des plus
proches voisins plutôt sûre mais hautement efficace et rapide.
Nous partons de la méthode des PQ-codes, nous analysons les
menaces côté serveur et côté utilisateur en termes de sécurité
et de confidentialité pour cette méthode puis nous en propo-
sons une version améliorée permettant de se prémunir au mieux
contre ces menaces tout en évitant de pénaliser l’efficacité et la
rapidité de la version classique. La section expérimentale uti-
lise une base de taille beaucoup plus grande que ce que les
dernières solutions sûres peuvent manipuler.
2 Les PQ-codes
Nous considérons un propriétaire possédant une collection
de n vecteurs dans Rd : X = {xi}ni=1. Ces vecteurs sont alors
scindés en M tronçons de longueur `. Nous adoptons d = M`
et notons x(m)i = (xi((m − 1)` + 1), . . . ,xi(m`)) le m-ième
sous-vecteur de xi. Pour tout m ∈ [M ] = J1,MK, le proprié-
taire exécute un K-means sur les sous-vecteurs de X (m) =
{x(m)i }i∈[n]. Ce procédé consiste à générer de façon aléatoire
K vecteurs dans R` et d’appliquer l’algorithme de Lloyd-Max
jusqu’à convergence. Nous obtenons en sortie un dictionnaire
de K centres C(m) = {c(m)i }i∈[K] permettant de définir le m-
ième quantificateur Q(m)(.) : R` → [K] :
Q(m)(x(m)) = arg min
i∈[K]
‖x(m) − c(m)i ‖, ∀x(m) ∈ R`, (1)
où ‖ · ‖ désigne la distance euclidienne. Le K-means converge
vers un minimum local de la distorsion induite par l’erreur de
reconstruction
∑
x∈X (m) ‖x−Q(m)(x)‖2. Le propriétaire ap-
plique alors ce procédé sur un ensemble d’entrainement, sous-
espace deX (m). Nous définissons le quantificateur globalQ(·) :
Rd → [K]M comme le quantificateur produit :
Q(x) = (Q(1)(x(1)), . . . , Q(M)(x(M))), ∀x ∈ Rd, (2)
et Q−1(·) : [K]M → Rd, l’opérateur qui affecte à une sé-
quence d’indices la concaténation de centres :
Q−1((k1, . . . , kM )) =
(
c
(1)
k1
>
. . . c
(M)
kM
>
)>
. (3)
La base de données Q = {Q(xi)}i∈[n] et l’ensemble des M
dictionnaires C = {C(m)}m∈[M ] est alors envoyé au serveur.
Le rôle du propriétaire est terminé. Le serveur pré-calcule les
distances au carré entre centres du même dictionnaire :
ds(i, j,m) = ‖c(m)i − c(m)j ‖2, ∀(i, j,m) ∈ [K]× [K]× [M ].
(4)
La matrice ds sera utilisée comme table de recherche. Lorsque
le serveur reçoit une requête q d’un utilisateur, il calcule en
premier lieu le quantifié Q(q). La recherche APPV est ensuite
basée sur la distance au carré approchée :
Dˆ(q,xi) = ‖Q−1(Q(q))−Q−1(Q(xi))‖2, (5)
à la place de la vraie distance ‖q−xi‖2. Ce calcul est effectué
rapidement grâce à la table de recherche :
Dˆ(q,xi) =
M∑
m=1
ds(Q
(m)(qm), Q(m)(xmi ),m). (6)
Le serveur envoie à l’utilisateur les indices (i1, . . . , ik) corres-
pondant aux k plus petites distances approchées.
3 Analyse des menaces
Nos travaux adoptent le modèle « honnête mais curieux »
dans lequel le serveur et l’utilisateur suivent le protocole mais
sont capables de déduire de l’information sur les données qu’ils
reçoivent. Plus précisément, le serveur curieux peut vouloir :
S1 Reconstruire xi à partir de Q(xi),
S2 Regrouper les vecteurs de la base à partir de Q(xi) (par
recherches APPV parmi ces vecteurs),
S3 Reconstruire la requête q à partir des informations don-
nées par l’utilisateur,
S4 Détecter les requêtes similaires.
L’utilisateur curieux peut vouloir :
U1 Savoir à l’avance si deux requêtes similaires q et q′ ren-
voient le même sous-ensemble k-ANN,
U2 Explorer efficacement un large voisinage de q en sou-
mettant des requêtes quasi-similaires (par exemple en
modifiant uniquement un tronçon).
Nous insistons sur le fait que ce travail ne propose pas de mé-
thode qui se prémunit contre toutes ces menaces. Nous présen-
tons dans la section suivante une méthode modérément sûre qui
fait le compromis entre l’efficacité de la recherche APPV et la
protection contre ces menaces.
4 Notre méthode
L’idée principale est ici d’éviter les menaces précédentes par
l’introduction de deux quantificateurs. Le propriétaire génère
hors ligne CS , un ensemble de M dictionnaires de KS centres
chacun. Cela définit le quantificateur produitQS(·) utilisé pour
générer la base Q = {QS(xi)}ni=1 qui sera ensuite envoyée au
serveur. Seul le propriétaire connait CS .
Le propriétaire génère également CU , un ensemble deM dic-
tionnaires de KU centres chacun, définissant le quantificateur
QU (·). CU sera ensuite envoyé à l’utilisateur pour quantifier sa
requête q. Le propriétaire calcule les distances :
dus(i, j,m) = ‖c(m)U,i −c(m)S,j ‖2, ∀(i, j,m) ∈ [KU ]×[KS ]×[M ],
(7)
et envoie cette table de recherche au serveur.
En ligne, l’utilisateur récupère CU , envoie QU (q) au serveur
qui effectue la recherche APPV grâce à dus. Notons que les
deux quantificateurs peuvent ne pas avoir le même nombre de
centres par sous-espace. Il est important d’avoir un KS rai-
sonnable en raison de l’empreinte mémoire de Q qui est de
nM log2KS bits.
Le serveur ne peut pas reconstruire les vecteurs de la base
(menace S1) car il ne connait pas le dictionnaire CS . Idem pour
les vecteurs requêtes (menace S3) car il ne possède pas CU .
Notons que ces affirmations restent correctes tant qu’il n’existe
pas de coalition entre le serveur et l’utilisateur et tant que le ser-
veur n’usurpe pas le rôle de l’utilisateur (ces deux cas sortent
du modèle « honnête mais curieux »). Le serveur peut détecter
les requêtes similaires q et q′ (QU (q) ≈ QU (q′), menace S4).
Cependant, il peut difficilement jauger cette différence car il ne
possède pas la table des distances entre les centres de CU .
5 Expériences
Nos tests sont effectués sur la base de descripteurs SIFT lo-
caux ANN_SIFT1M [3]. Cette base contient (a) une base de
1, 000, 000 vecteurs de dimension d = 128, (b) 100, 000 vec-
teurs d’entrainement pour générer les K-means, (c) 10, 000
vecteurs requête et un fichier de confiance qui contient, pour
chaque requête, les identifiants de ses plus proches voisins triés
par ordre croissant des distances.
5.1 Qualité de la recherche
Les PQ-codes réalisent une recherche APPV, ce qui signi-
fie que les plus proches voisins retournés ne sont pas forcé-
ment les bons. Pour mesurer la qualité de cette recherche, le
premier rappel au rang R, noté « 1-rappel@R » [3] est cal-
culé. Cette quantité représente la probabilité pour que le pre-
mier vrai plus proche voisin soit contenu dans les R vecteurs
retournés. La figure 1 montre les 1-rappel@R en pourcentages.
Côté serveur, les PQ-codes sont calculés avec M = 16, l =
8, KS = 256. La courbe en tirets montre les performances
des PQ-codes classiques. En bref, la recherche retourne le plus
proche voisin de manière quasi-certaine pour R = 100. Nous
augmentons le nombre de centres pour le quantificateur utili-
sateur (de KU = 64 à 4096) pour une meilleur qualité de re-
cherche lorsque KU > KS . En général, le nombre de centres
côté serveur est une puissance de deux afin que l’empreinte mé-
moire de la base soit de nM log2KS bits, ce qui représente une
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FIGURE 1 – Scores 1-rappel@R pour la version originale et
proposée des PQ-codes : M = 16, l = 8, KS = 256.
version très compacte de X . Le temps de réponse est linéaire
en nM . Pour nos paramètres n = 106, M = 16, KS = 256, la
base Q occupe 16Mo. Une fois que QU (q) est calculé, une re-
cherche APPV est exécutée sous 30ms (microprocesseur Core
i7, une seule unité d’exécution). Le paramètre KU n’a la plu-
part du temps aucun impact sur le temps de réponse, sous ré-
serve que dus soit stocké en mémoire.
5.2 Analyse de la menace S2
Le serveur a besoin de connaître la table de recherche ds
pour calculer les distances entre les entrées de Q. Il peut tout
de même obtenir de l’information sur les plus proches voisins
des vecteurs de la base en créant la table de recherche suivante :
dp(i, j,m) = 1− δi,j , ∀(i, j,m) ∈ [K]× [K]× [M ], (8)
où δi,j est le symbole de Kronecker (= 1 si i = j, 0 sinon). Le
serveur peut toutefois obtenir une meilleure précision lors de
la recherche grâce à la table dus : si dus(i, j,m) est proche de
0 alors c(m)U,i est proche de c
(m)
S,j . La distance dus(i, k,m) peut
alors être prise comme une bonne estimation de ds(j, k,m). La
table de recherche estimée dˆs est alors construite de la façon
suivante :
dˆs(j, k,m) = (dus(I(j), k,m) + dus(I(k), j,m))/2,
avec I(j) , arg min
i∈[KU ]
dus(i, j,m). (9)
La figure 2 montre les scores 1-rappel@R lorsque le serveur
utilise (a) la table dus (Eq. (7)), (b) la table dp (Eq. (8)) et (c)
la table estimée dˆs (Eq. (9)) pour différentes valeurs de KU .
L’utilisation de dp fournit une approximation grossière des k-
APPV alors que les performances de la recherche en utilisant
la table dˆs sont légèrement inférieures que celles obtenues avec
dus (Fig. 2). Cela signifie que la menace S2 ne peut être évitée.
Notre méthode se rapproche alors de la recherche privée à sens
unique [2] où l’accent est mis sur la confidentialité des données
de l’utilisateur.
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FIGURE 2 – Scores 1-rappel@R calculés pour différentes
tables de recherche {dus, dp, dˆs} pour M = 16 et KS = 256.
5.3 Analyse des menaces côté utilisateur
Lorsque l’utilisateur a accès au dictionnaire CU et aux cel-
lules de Voronoi associées à chaque sous-quantificateur, les
menaces U1 et U2 peuvent être mises à exécution. Pour les
éviter, un protocole sûr de calcul de distances est effectué : le
serveur génère une paire de clés privée et publique (skS , pkS)
pour un chiffrement homomorphique e(·) (Paillier). Le proprié-
taire chiffre e(c(m)U,i , pkS) et e(‖c(m)U,i ‖2, pkS), pour tout (i,m) ∈
[K]× [M ]. Ces données sont alors envoyées à l’utilisateur qui
calcule et envoie au serveur e(Di, pkS) avec Di = ‖q(m) −
c
(m)
U,i ‖2. Le serveur déchiffre ces données et peut alors cal-
culer QU (q) sans avoir eu besoin de connaître q ni CU . De
plus, l’utilisateur n’a pas connaissance de QU (q). L’utilisateur
et le serveur doivent alors calculer M.KU distances dans le
domaine chiffré. Contrairement aux méthodes par chiffrement
homomorphique citées en introduction, ce nombre est ici bien
inférieur à n.
Cependant, le serveur est capable de connaître les distances
intermédiaires Di, ce qui rend la menace S4 à nouveau pos-
sible. Afin d’éviter cette menace, l’utilisateur génère ici une
paire de clés (skU , pkU ) pour un chiffrement homomorphique
multiplicatif E[·] (El-Gamal).
Après avoir calculé ∀m ∈ [M ], e(Di, pkS), l’utilisateur en-
voie au serveur :
E[e(D1, pkS), pkU ], . . . , E[e(DKU , pkS), pkU ]. (10)
Le serveur permute ces données afin de modifier leur ordre ini-
tial et calcule, grâce à l’homomorphisme multiplicatif de E[·] :
E[e(Di1 , pkS)
α, pkU ], . . . , E[e(DiKU , pkS)
α, pkU ], (11)
avec α > 0 tiré aléatoirement. Ce qui donne, grâce à l’homo-
morphisme additif de e[·] :
E[e(α.Di1 , pkS), pkU ], . . . , E[e(α.DiKU , pkS), pkU ]. (12)
Le serveur envoie alors ces données à l’utilisateur qui les dé-
chiffre sans connaître l’ordre original (le rôle de α est ici de
masquer les données afin que l’utilisateur ne puisse deviner la
permutation choisie par le serveur).
Finalement, l’utilisateur et le serveur exécutent un algorithme
de tri interactif en comparant les distances dans le domaine
chiffré en suivant le principe du problème des millionnaires de
Yao. La comparaison sûre de deux données chiffrées e(x, pkS)
et e(y, pkS) est effectuée grâce au procédé suivant. Soit R et
R′ deux nombres aléatoires tels que R >> R′. L’utilisateur
calcule e(R(x − y) − R′, pkS) grâce à l’homomorphisme. Le
serveur déchiffre ce message et obtiendra x > y si R(x− y)−
R′ > 0. Le serveur peut alors déterminer l’index de la dis-
tance minimale en effectuantKU−1 comparaisons successives
avec l’utilisateur. L’ordre original étant uniquement connu du
serveur, ce dernier obtient Q(m)U (q
(m)). Ce calcul sûr a pour
avantage de donner le minimum d’information au serveur et à
l’utilisateur.
Nous évaluons maintenant la taille de la bande passante pour
KU = 256. Le propriétaire envoie les centres chiffrés ainsi
que leurs normes à l’utilisateur, soit M(`+ 1)KU × 2048 bits
(10Mo). L’utilisateur envoie au serveur les distances chiffrées
par El Gamal, soitMKU×4096 bits (2Mo). Ces distances sont
ensuite renvoyées dans le désordre par le serveur, soit 2Mo à
nouveau. Pour le protocole de Yao, l’utilisateur envoieMKU×
2048 bits (1Mo) au serveur. En terme de temps de calcul, l’uti-
lisateur effectue O(MKU (` + 3)) exponentiations (∼ 50s) et
le serveur O(2MKU ) (∼ 8s).
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