We analyze the characteristics of front propagation in activity of 1-D neuronal cultures by numerical simulations, using only excitatory dynamics. Experimental results in 1-D cultures of hippocampal neurons from rats have shown the spontaneous generation of a slow, low amplitude pulse that precedes a high amplitude, fast pulse that propagates through all the system. Notably, this transition appears both with and without the presence of functioning inhibitory synapses. In accordance with previous work, we demonstrate that purely excitatory integrate and fire neurons with depression in the synapses suffice to produce fast and uniform pulses but cannot explain the appearance of slow, weak pulses. We propose to explain the slow pulses by increasing the complexity of the neuron model in a purely excitatory network with connectivity as close to the experiments as possible. This approach allows us to show that spike frequency adaptation is a fundamental ingredient for the initiation process of the pulse. The introduction of a slow variable that mimics the presence of the slow K + channels in the soma and produces spike frequency adaptation increases strongly the persistence of the transient activity before the emergence of the fast pulse up to temporal and spatial scales comparable with the experiments. Finally, we demonstrate that proper levels of additive white noisy currents generate such pulses spontaneously, fully reproducing the experimental results.
Introduction
The study of wave and pulse propagation in chemical (Field and Burger 1985) and biological excitable media in 1, 2 and 3 dimension has spanned from the famous Belousov-Zhabotinskii reaction (Hastings and Murray 1975; Edelson et al. 1975 ) through cardiac tissue (Winfree 1994; Perstov et al. 1993) all the way to animal retinas (Butts et al. 1999; Butts and Rokhsar 2001; Syed et al. 2004) , visual cortex (Lee et al. 2005; Nenadic et al. 2003; Senseman 1999 ) and global brain waves (Lisman 1998; Draguhn et al. 1998; Steriade et al. 1990) in neurobiology. The study of epileptic seizures has led to considerable research on paroxysmal discharges in different types of brain slices using hippocampal, neocortical or thalamic tissue (Chervin et al. 1988; Wu et al. 1999; Miles et al. 1988; Beggs and Plenz 2004; Colgin et al. 2004 ). Models of spatially continuous excitable media with nonlocal interactions have been used to address different properties of these slices analytically, for example the existence, stability and velocity of propagating epileptiform waves. Such models have certain limitations since simple neurons with very simple connectivity must be used to reach analytical conclusions. Therefore, the same neuronal networks have been studied in parallel numerically, using discrete neurons with complex excitatory dynamics in the soma, interconnected via excitatory or inhibitory synapses (Golomb et al. 1996; Traub et al. 2005; Golomb and Amitai 1997; Golomb 1998) . Using both frameworks, very useful information has been obtained about the relevance of the medium's ionic concentration and the different soma currents to pulse propagation in slices (Moddel et al. 2003; Trevelyan et al. 2006) . The same approach has been used to show that pulse propagation in 2D neuronal networks is prone to instabilities (Wu et al. 1999; Kistler 2000) .
In this paper we concentrate on the wave-like propagation of activity in one-dimensional neuronal networks, where the signal can travel only along one, well defined, path. These structures have been studied using theoretical models in recent years, to gain insight on brain slice experiments (Traub et al. 2005; Golomb and Amitai 1997; Trevelyan et al. 2006; Osan and Ermentrout 2002) . Only recently, however, have uni-dimensional neuronal networks been utilized experimentally to extract quantitative measurements of parameters that can be derived theoretically (Feinerman et al. 2005) . The experimental neuronal network consists of a long and thin strip whose surface is chemically prepared so that dissociated neurons dissected from prenatal or neonatal rats can attach, grow and connect with each other. The synaptic input basin for the attached neurons is on the order of the width of the line making this second dimension collapse, obtaining an almost ideal 1D model experimental system to study signal transmission.
This set-up has already been used by Feinerman et al. (2005) to demonstrate the existence of fast synchronous and slow asynchronous pulses, in agreement with the results of a one-dimensional continuous model of Integrate and Fire (IF) neurons studied analytically by Osan and Ermentrout (2002) . The one-dimensional experimental system was also used to show that information traveling along the line can be precisely described by a 1D Shannon-like model of a Gaussian chain of concatenated transmission channels. The information propagates despite spike synchronization, but decays strongly with the distance because of noise injected at the synaptic transmission (Feinerman and Moses 2006; Diesmann et al. 1999; Litvak et al. 2003) . Recently the identification of initiation zones in the one-dimensional culture was enabled, using the unique path of propagation and the causal propagation induced by the linear structure to identify the origin of each pulse of activity (Feinerman et al. 2007) .
The focus of this paper is an unexplained feature of these experiments in 1D lines, namely, the transition from a slow and low amplitude pulse that lasts around a hundred ms and advances with a velocity around 5 mm/s to the high amplitude, faster pulse that propagates throughout the system at speeds on the order of 50 mm/s.
1 This hints at a recruiting process where an initial set of neurons activates and synchronizes more neurons, eventually reaching a critical number that triggers the fast pulse. The slow pulse leading the fast pulse has been observed both with and without addition of bicuculine, which blocks the inhibitory GABA A synapses. The fact that this result does not depend on the presence of inhibitory connections is especially intriguing, so that our model must explain how the slow pulse arises in the absence of inhibitory synapses. The Osan and Ermentrout model (Osan and Ermentrout 2002) employs purely excitatory neurons and does exhibit a slow pulse, but this is an unstable rather than a metastable solution. We will show via simulations that a simple integrate and fire model leads to a fast (under 10 ms) recruitment time scale, which would not be visible in the experiments. Therefore, the question arises regarding the mechanism which makes the slow pulse persistent even when inhibitory synapses are blocked.
Particularly relevant to this question are the simulations performed by Golomb and Amitai (1997) on a discrete set of neurons placed one after the other in a single line with a simple decaying strength in the connectivity to neighboring neurons. While this model was used to address a different problem and did not address the recruitment process, a full ionic model for the soma was studied, with complex synapse dynamics and a simple connectivity. This enables a comparison with the analytical model of Osan and Ermentrout where the neurons were taken to be simple IF (Osan and Ermentrout 2002) . Golomb and Amitai effectively showed that a complete set of different velocities were possible in a single line of neurons if the neuronal model is complex enough and there is no strong depression in the synapse (Golomb and Amitai 1997) . In this case, the activity of a neuron is terminated by the inhibitory character of the slow K + channels in the soma and the pulse velocity depends on the strength of the initial excitation. On the contrary, when a high synaptic depression is present all the different velocities collapse onto a single velocity independently of the initial condition.
The result of Litvak et al. (2003) , the exact analysis of Osan and Ermentrout (2002) and the simulations of Golomb and Amitai (1997) , all shed light on the nature of the fast propagating pulse, but none explain the observation of the slower pulse when there is no inhibition. Nevertheless, when all the results are put together they indicate how to approach the problem. It seems fair to conclude that a simple IF neuron model does not contain the key ingredient to reproduce the slow pulses, because the unstable branch repels the dynamics. It also seems clear that the presence of synaptic depression in the network is a fundamental ingredient for understanding the loss of information and the presence of a single fast pulse independent of the initiation process. Furthermore, we notice that a slow K + current can provide different velocities, which may have a relation with the two different velocities that are seen in the experiments. Finally, the network structure studied in those examples is particularly simple and we could think that recruitment may depend on how the network is locally connected.
With this in mind, we explore the recruitment process in a purely excitatory network using a new numerical approach based on two fundamental ideas. First, we will consider the network structure and connectivity as a basic element of the problem: therefore we will try to mimic as much as possible the neuronal network as it is given by the experimental evidence. Second, we will start with the most simple model that does not work, and proceed to increase the complexity of the neuronal model to find the key ingredient that explains the synchronization and the slow-fast pulse transition. We expect that by increasing the complexity of the neuron dynamics we will find a mechanism that either reduces the repulsion of the unstable slow pulse in the IF model or turns it altogether metastable. In all cases, we will take depression in the synapse dynamics as a necessary element of the simulation.
The outline of the paper is as follows. We introduce in Section 2 the structure and connectivity of the network of neurons that rely on the experimental values obtained in Feinerman et al. (2005) . We then proceed to discuss the different soma models we use in the network dynamics. We first recall the integrate and fire model with synaptic depression (IFD) in dimensionless form. We proceed to explain the Quadratic Integrate and Fire with Depression (QIFD) model where we take the voltage to be a quadratic integrate and fire neuron, while retaining the synaptic depression. We conclude the section with the description the Quadratic Integrate and fire model with Adaptation and Depression (QIFAD). This model adds a slow inhibitory variable that mimics the effect of K + slow channels (Sah 1996; Shahidullah et al. 2005; Golomb and Amitai 1997; Wang et al. 2003 ) to the QIFD model. This increase of complexity follows the steps of the Izhikevich model (Izhikevich 2003) , which tries to reproduce the minimal model for the dynamics of an excitatory neuron close to the activation point. Basically we add to the QIFD model a slow inhibitory current that jumps after each spike and then decays exponentially. This provides an internal inhibition to the soma that leads to a slow reduction in the frequency of the spikes if the neuron is excited with a constant current. This is the standard spike-frequency adaptation present in cortical and thalamic cells.
2 Given that the slow inhibition variable produces adaptation (Izhikevich 2006) we refer to this as a QIFD model with adaptation, or QIFAD.
In Section 3, we first simulate the activity of the system with the IFD model when the network is externally activated at a certain point. The result is the generation of a fast pulse in the system with a constant velocity. We study the generation of this fast pulse by probing the transition from an external activation to the full pulse generation showing that the transition is almost instantaneous, independently of the strength of the external activation.
After showing that simple excitatory models can not reproduce the experimental results, we proceed to analyze the effects on the dynamics provided by an increase in the complexity of the neuron. We check the effects of the QIFD model and show that only the QIFAD model presents a transition from a slow pulse to a fast pulse due to a process of build-up of activity, accompanied by increasing synchrony of neuronal firing. The transition also depends on the external activation of the network in a way that mimics results recently obtained in our lab (A. Rotem. Private communication) where a local strong external excitation of the line immediately generates a propagating fast pulse, a weak external excitation dies out and intermediate excitations produce the transition from slow pulse to fast pulse observed in spontaneous activity. We finally show that adding white noise in the soma to the adaptation model can reproduce the spontaneous generation of a slow pulse and its transit to a fast pulse describing in full the basic behavior of a cultured neuronal line.
Methods
In this paper we simulate the activity of neural cultures. All the numerical simulations are performed using C++. The analysis and plotting of the spiking activity is performed with Matlab (The MathWorks, Natick, MA). The basic structure of the code is the following. First a network of neurons representing the real network is generated. Then, a specific choice of soma dynamics is implemented at each neuron with an implicit code, except for the synaptic current which is computed explicitly. To generate pulses in the network, a certain subset of neurons is selected as the origin of the pulses and is externally excited. Here we explain in detail each of these aspects. We also provide in the Appendix a list of the notation used along the paper.
Network model
Neurons are distributed along a line 10 mm long with 0.17 mm width. 32 neurons are assigned to every 0.1 mm in the x (long) direction adding up to a total of N = 3200 neurons in the whole culture. Their specific x coordinates within the 0.1 mm are given randomly. The structure of the network will render the y coordinate irrelevant. Furthermore, 20% of the neurons do receive input and may spike but do not project to any other neurons. They represent the inhibitory neurons which will be present in a line where the synapses between inhibitory and excitatory neurons have been blocked. They contribute to the measured firing activity but do not affect other neurons making the system purely excitatory.
To establish the connectivity of the network, we assign an axon length to each neuron with a specific direction (half to the right and half to the left alternatively). The particular axon length of a neuron is assigned using a gaussian random distribution with average length¯ = 0.38 mm and σ = 0.12 mm. Any neuron that lies within a distance d < in the direction assigned to the axon can be potentially connected to the original neuron. The distance d does not take into account the variability in the width direction rendering the network truly uni-dimensional. From the pool of potentially connected neurons we select randomly only a certain ratio (α) of them to establish a synaptic connection. Therefore, α is a basic parameter which fixes the local connectivity of the network. We will consider connectivities of 10%, 20% and 30% (α = 0.1, 0.2 and 0.3) in agreement with typical values in the brain (Braitenberg and Schüz 1998) .
The differences between this type of connectivity and other discrete previous 1D structures, such as those of Golomb and Amitai (1997) are worth stressing. It is customary to connect each neuron with all its neighbors with a strength that depends on and decays with the distance between two neurons. In our case, two neighboring neurons only connect with a certain probability even if they are nearest neighbors. The probability (α) is uniform only in one of the two directions and is actually low. Furthermore, this probability drops to zero abruptly, depending on the axon length assigned to the neuron. This means that the support is, in this sense, finite and probabilistic in nature, in contrast with other situations where it may be infinite and deterministic. Moreover, the strength of the connection does not decrease with the distance provided that the two neurons are connected.
Depending on the connectivity of the network α the average number of input/output connections that a neuron receives/senses is N i = 11 ± 4 for α = 0.1 (22 ± 8 for α = 0.2). Neurons do present very large differences in the number of connections, originating in the large value of the standard deviation of the axon length. This sets it apart from other situations where the number N i is fixed or has a rather low variation. In a large number of situations the parameter N i is the relevant parameter, but given the large differences present at different points in the network we label the network according to α and not N i .
The relation to continuous models (Osan and Ermentrout 2002; Feinerman et al. 2005; Feinerman and Moses 2006) can be obtained through a coarsegraining process, where the average local firing rate is substituted either by a continuous or a discrete voltage, whose spike rate represents the average of the network. In our computer generated networks a coarse-graining containing N = 35 neurons in each unit (equivalent roughly to x = 0.11 mm) is enough to smooth out the irregularities down to 10%. The number of connections between the coarse-grained units decay symmetrically and almost exponential with the distance (actually it follows the tail of an error function coming from the average of multiple Gaussian connections) with a maximum at zero distance. A continuous model should substitute the number of connections for a single connection decaying in strength and also make the proper change from the single neuron variable to average variables. The analysis of these models is outside of the scope of this paper. In particular, the possible effects of such an averaging procedure on our results will not be addressed here.
Neuron models
Once the network is fixed, a particular dynamics for the soma and the synapses is implemented. Three different models will be used in Section 3 to check the effects that an increase in the complexity of the neuron model has on the slow-fast pulse transition. To simulate the models, we always use a code with adaptive time step (0.01-0.1 ms). We proceed to describe the three models starting with the simple one, and in order of increasing complexity.
Integrate and fire with depression (IFD)
We recall that the IF model, in terms of the membrane potential V, reads
resetting to V → V R each time V > V sp and fixed at this potential during a refractory time T R ms after spiking. V R is the equilibrium and reset potential, V t the threshold potential, R the (input / equivalent) membrane resistance and C the membrane time constant. The current that reaches the neuron comes from the presynaptic excitatory neurons. If t i (with i = 1, 2, ..., j) are the list of times when a presynaptic neuron fires, we take the total synaptic current as a simple sum of exponentials
with a decay time scale τ a , g syn as the strength of the synapse and Θ(t − t i ) the heavyside function which is zero for t < t i and one otherwise. Introducing the dimensionless voltage v, but keeping the time scales, Eq. (1) reads
resetting to v → 0 each time v > 1. Now i s is a dimensionless synaptic current where
We take the following values for the parameters: C = 30 ms, T R = 2 ms and for the time scale of the synapse associated with the AMPA receptor (Dayan and Abbott 2001) we take τ a = 5 ms. We consider g to be an unknown parameter. This very simple model of the neuron and of the synapse can not sustain pulses with a continuous variety of speeds. If a certain part of the network is activated externally for a finite period of time, only two outcomes are possible. Either the activity will die out completely or a constant high activity state will propagate through the network. The activity will remain high given the lack of inhibition in the network.
As explained in the introduction, the proper and most simple way to produce pulses where the activity increases and then decreases without changing the simplicity of the neuron model is to introduce a shortterm depression dynamics at the synapse. The current injected through the synapse when the pre-synaptic neuron fires at t i now reads
where D is a depression variable which is initially 1 (no depression) and is set to decrease by D → β D (β < 1) after the current is injected and
at any other time. In other words, the parameter β fixes the strength of the depression in the synapse conductivity after each spike is transmitted. τ D is normally between half a second and a second (see Golomb and Amitai 1997; Gupta et al. 2000; Stern et al. 1992 ), a time scale larger than any other one related with the pulse.
Quadratic integrate and fire with depression (QIFD)
To add a spike shape and generation that are more realistic, we also use a model with a quadratic growth in the voltage. We consider the Quadratic Integrate and Fire model with Depression (QIFD) which reads:
The new term on the right hand side is now quadratic with two fixed points V = V R and V = V t , one stable and the other unstable. Once the voltage crosses the threshold V t it would increase indefinitely, so a spike must be generated, and this happens when it reaches V sp . Therefore, in this model the threshold value for the voltage is distinguished from the voltage at which a spike is generated. This, together with the elimination of the refractory time, produces more realistic values for the frequency of firing under a fixed constant current (Izhikevich 2006) . We take as typical values for the parameters V R = −60 mV, V t = −50 mV and V sp = −45 mV. Notice that the value of V sp is not the maximal value achieved by a typical neuron spike, but rather the voltage at which the spike is generated. In other words, the voltage of a real neuron increases its slope at V sp , going up to roughly 0-20 mV, followed by a fast decay generating the full spike structure in the process.
In dimensionless form (v) it reads:
where,R q = R q (V t − V R ) and i s is defined as in the IFD case. To complete the model, we fix the value ofR q by fixing the minimum constant current i c needed to produce periodic firing when there is no adaptation at i c = 1. This setsR q = 4.
Quadratic integrate and fire with adaptation and depression (QIFAD)
The most complex model (QIFAD) that we study involves two variables, where each neuron is described by the voltage of the neuron (V) and by a second slow internal inhibitory variable U that represents the behavior of characteristic slow K + currents originating at the soma of excitatory neurons. As in the previous models we consider that no inhibitory neuron is active. The set of equations for the neuron now reads:
where the dynamics in the synapse are the same as those presented for the IFD model. The equation for the evolution of the voltage is similar to that of the quadratic integrate and fire model with depression described in the previous subsection, but with a new element of complexity. This is the U current, which inhibits the neuron with a resistance R U . This variable remains at a resting value 0 until the neuron generates a spike. Then the variable increases immediately by a fixed value U inhibiting the neuron, and then relaxes back to 0 with a time scale τ u . In the presence of a constant current the value of U increases after the first spikes, eventually following a periodic behavior which inhibits the neuron and, on average, reduces the initial frequency. This phenomena is called adaptation of the spike frequency under constant current and it is the reason why we call this model a Quadratic Integrate and fire with adaptation and depression QIFAD.
Summarizing, the QIFAD model presents a voltage which follows a Quadratic Integrate and Fire equation (as in the previous subsection) and is coupled to a slow variable that allows the presence of adaption (Izhikevich 2003) . The new variable U inhibits the neuron each time that a spike is generated, and decays with a characteristic time scale larger than the characteristic time scale of the membrane.
In neurons, spike frequency adaptation is generally produced by K + currents which have large characteristic times (slow currents) in contrast with fast-type and delayed rectifier potassium currents that have slow time scales and partly control the spike shape (Benda and Herz 2003) . There are several potassium currents which have slow activation. We should mention, as examples, calcium dependent currents summarized in Sah (1996) , or some voltage dependent potassium currents such as M-currents (Yamada et al. 1989; Hansel and Sompolinsky 1996; Shahidullah et al. 2005) . In principle, sodium dependent potassium current studied in detail in Wang et al. (2003) also presents slow activation and could produce adaptation. Each one of these currents have different time scales but they all range from some tens of milliseconds to a couple of hundred milliseconds depending on the particular channel gates associated with them or the Sodium and Calcium pumps involved in the regulation of cell ions. In our analysis, we take our inhibitory slow variable U as a representation of those currents and fix its characteristic time at 100 ms, roughly in the middle of the range of the above-mentioned potassium currents.
Let us write now Eqs. (11)- (13) in terms of the dimensionless variables v and u
to get
where v s = 1.5,R q = R q (V t − V R ), and i s is defined as in the IFD case. We can see that the value of δu is a parameter that fixes the inhibitory current given by the slow K + currents during the spike generation. For δu = 0 we recover the Quadratic Integrate and Fire model with depression of the previous subsection.
External excitation of the network
The purpose of this paper is to analyze the transition from a well-controlled external activation to the fully generated fast pulse. The experimental results show that the persistence of the slow pulse generally depends on the way by which the line is externally activated. Hence, we need to develop a controlled process of external activation, which we can quantify.
The controlled activation mechanism we will use is the following. A certain point in the line (neuron n i ) is selected as the initial point of the pulse. During T o = 20 ms a certain number H of the neurons are excited, starting from n i until n fr = n i + H/2 to the right and until n fl = n i − H/2 to the left. Neurons are stimulated alternatively to the left and to the right of n i with a time interval of dt =
T o H
ms between each neuronal firing. We call H the strength of the external activation. We check the different characteristics of the fast pulse initiation by changing the values of H.
For a specific network, defined by the connectivity and the depression coefficients at the synapse ((α,β) pair), there is a minimum value H = H th needed to initiate the pulse. This value depends strongly on the synaptic strength g. A higher value of g means that less neurons are needed to promote the firing of other neurons and, therefore, that a lower value of H is needed to start the process. But even for a given g, different points on the network (or different representations of the same network) will have slightly different threshold H th , because of the slight differences in the local connectivity produced by the random distribution of axon lengths. We computed all the properties of the transition at three different points in three different representation of the same network (9 cases in total) and averaged them. In this way we keep the error of the mean below 10% in all measurements.
The properties of the transition will be described as a function of the distance to the local threshold H th ( H = H − H th ). The error of the mean is practically always below 5 % except for some isolated cases when we test precisely the case H = 0.
Besides this controlled mechanism, we also use very strong external activation when we want to assess the properties of the fast pulse. We clearly indicate which one we are using to avoid confusion.
Results

Network dynamics with IFD
The goal of this subsection is to study the neuronal network when each neuron follows an integrate and fire model (see Section 2.2.1) in order to demonstrate that if only simple excitatory neurons are present in the 1d network then the experimental fast stable pulse can be accounted for but not the slow pulse which precedes it.
First, we check that a fast pulse is indeed possible in an integrate and fire model if depression at the synapse is present. Results of the network activity simulation are given in Fig. 1 . We generate a pulse in the network by exciting strongly the neurons that are located between 2.5 mm and 2.7 mm (from the beginning of the line) during 20 ms with a very high average probability: 1 spike/ms. Given a certain combination of connectivity in the network and depression in the synapse (α,β) a minimum synaptic strength g m is needed to sustain the pulse, otherwise the external excitation dies out.
The velocity of the pulse increases with the synapse strength and scales with gα (or gN i ). In Fig. 2 we show the collapse into a single line when the velocity is plotted against gα for different network parameters provided the parameter β is kept constant. We can also observe the value at which pulses can no longer be propagated (zero velocity). The transition point g m at which a pulse can be sustained is not completely sharp. When g is very close to the transition point, we obtain pulses that die shortly after having been generated. Small differences in the local connectivity due to the local difference in the axon length can make the pulse die. Following the same reasoning, different realizations of the same network can have slightly different g m . We only show a velocity different from zero in Fig. 2 when three realizations of the same network sustained the pulse.
We can see that a lower connectivity in the network needs a higher minimum synaptic strength. The minimum value required to sustain a pulse fulfills roughly gα ≈ 0.2. As examples, the value of g m for a connectivity of α = 0.3 is roughly 0.8 while in the case of α = 0.1 g m ≈ 2. It is clear that for lower connectivity a neuron receives input from less neurons and the strength of each one should be increased in order to make it fire. In networks with low connectivity, a fairly low number of neurons must suffice to generate a post-synaptic spike. Figures 1 and 2 show that the velocity does not depend strongly on the specific value of the depression coefficient β. We have changed the connectivity, β and g to check the consistence of this scheme and computed the average number of spikes per neuron (S) during the pulse propagation. Large values of β reduce the values of S because a larger depletion of the synapse terminates the activity earlier. (For specific numbers see Electronic Supplementary Material of this paper).
Finally, the velocity of the pulses and S are independent of the initial number of spikes, or of the time span that we use to externally force the neurons, as long as the external excitation is large enough to generate the pulse. The pulse has exactly the same properties and no information about the initial excitation can propagate, not even for an axon length.
Pulse initiation in the IFD model
The purpose of this subsection is to analyze the transition from a well-controlled external activation to the fully generated fast pulse observed in the previous subsection. The experimental results show that the persistence of the slow pulse generally depends on the way by which the line is externally activated. Hence, we use the external controlled mechanism discussed in Section 2.3 to generate a propagating pulse.
We show the initial stages of the pulse generation in Fig. 3 for three pulses with three different sets of parameters. We can see in all of them a delay between Position (mm) the external activation of the first neuron and the initiation of the fast pulse. We also observe that during this lapse a low level of activity spreads from the initial point towards both directions. The neurons within an axon distance of the initiation point gather the signal locally until a threshold of activity is reached and the fast pulse can proceed.
We characterize this build-up process by defining two variables. First, the time lapse between the external activation of the first neuron and the onset of the fast pulse (T w ). The second is the build-up length scale (L) which measures how far the signal propagates through the line before the fast pulse appears. In this case, since there is no slow pulse present, this distance will be very short, but if a slow pulse preceding the fast pulse were to appear, L would measure the distance this pulse travels before making the transition to the fast pulse.
We compute the two variables T w and L in the following way. Let us divide the network in one hundred groups of neurons, each one of 0.1 mm length encompassing 32 neurons each and define t o as the time when we start the external excitation of the first neuron and x o the location of this external excitation. At each group, we take the time at which the fifth neuron within the group fires as a characteristic time of the initial stages of the activity as the pulse generated by the external excitation propagates. The choice of the time scale set by the firing of the fifth neuron optimizes a balance between too noisy a measurement (first one or two neurons) and the loss of information about local propagation (neurons that are far from the edge of the group where the firing begins). With this choice both fast and slow pulses can be discriminated and identified.
Once we have a reliable measurement of this velocity along the line (a velocity point for each group), we are interested in the place/group and time along the line where there is a sudden increase in the velocity. At this point there is a transition from the slowly propagating low activity to a fast, high amplitude pulse. We take the time t and place x of this sudden increase in velocity to compute T w = t − t o and L = x − x o as characteristic measures of how long and how far any slow pulse reaches (actually there are two L and T w values, one for the propagation to the left and another for the propagation to the right from the original source x o ; we take the average of these two).
In Fig. 4 , we present the value of T w as a function of H using the IFD model for three different sets of parameters, all of them with β = 0.35. We observe that T w is reduced as we move far away from H th ( Fig. 4 Time interval of the transition between external stimulation and the generation of a fast pulse for the IFD model using three different set of parameters external excitation. As expected, once the external excitation is well-above the excitation threshold the activation of the line is extremely sharp given that no recruitment process is needed. Larger values of g also lead to shorter build-up times. The value of the build-up length is very small and it does not reach even 0.3 mm in any case when H = 6. We have repeated this analysis three other cases that have the same connectivity and synaptic strength as the three indicated in Figs. 3 and 4, but with lower depression at the synapse. We find the characteristics of the build-up process are independent of the depression value (See Electronic Supplementary Material of this paper for specific values). Generally, we can say that with a purely Integrate and Fire model, it is extremely difficult to observe any kind of build-up process that takes more than 40 ms or whose spatial distribution resembles a slow pulse propagating from a localized point during more than one axon length (roughly 0.4 mm). This is very different from the experimentally observed times of around 100-150 ms. Furthermore, the transition between the buildup and the fast pulse is sharper than what is observed in the experiment. We conclude that a significant and sustained slow pulse preceding the fast pulse is missing in this model and that our connectivity set-up does not significantly improve the results obtained by Osan and Ermentrout using a continuum model (Osan and Ermentrout 2002) .
Network dynamics and pulse initiation with QIFD
Our goal now is to explain the existence of slow pulses in a purely excitatory network. Given that a simple excitatory neuron (IFD neurons) lacks some fundamental ingredients of a realistic system we proceed to increase its complexity. The general approach is to analyze what differences are introduced in the behavior of the 1d network as we increase this complexity step by step. By doing this, we hope to localize the key feature that explains the presence of a relatively long transient with a slow pulse preceding the fast one. In this subsection we focus in the complexity provided by a spike shape/ generation more similar to those of a real neuron introduced by the QIFD model described in Section 2.2.2.
This QIFD model produces single fast pulses like the IFD model does, but with some important differences. To assess them we proceed to generate a pulse, again using very strong external excitation of the neurons located between 2.5 mm and 2.7 mm. Figure 5(a) shows the velocity of the pulse as function of gα for different network parameters in the QIFD model. The velocity is found to decrease significantly when depression at the synapse is increased. The values of the velocity for the same synaptic strength g obtained with the depression coefficient β = 0.1 are roughly the same as those obtained in the IFD model, while for β = 0.35 velocities are significantly lower. It is also interesting to observe that this model can sustain lower velocities closer to the transition point. Local variability in the connectivity affects the propagation less, making the transition to pulse propagation sharper.
We discuss now whether the improvement provided by the QIFD model regarding the shape and general characteristics of the neuron spike can explain the presence of a slow pulse in the 1D network, even in the absence of inhibitory connections. We show that this is not the case, despite the more realistic shape of the polarization generated by a Quadratic Integrate and Fire. Nevertheless, we will see that the QIFD model can indeed delay the transition to the fast pulse.
To this aim, we follow the same controlled procedure for the external excitation as the one presented in Section 2.3. Figure 6 shows that the initiation process has the same basic features as in the case of IFD regarding a fast transition but with a much larger build-up time. Notice that the time axis in this figure spans twice the time of Fig. 3 . This leads to an initiation process that resembles the transition from the slow to the fast pulse.
We have repeated the runs with the QIFD for different parameters and calculated T w and L (See Electronic Supplementary Material of this paper for specific values). We observe that the build-up time and length L are larger overall, reaching T w = 100 ms and L = 0.6 mm in the most extreme cases when the activation is produced closed to the threshold H th . These extreme values are already comparable to the experimentally observed ones. The values of T w have a large variability when the excitation is performed very close to threshold H < 3. Starting the process in a different point or in a different representation of the network gives very different results on the transition time. The reason is that close to threshold it is possible to observe fast pulses whose center is slightly displaced from the initiation point. This effect can clearly be seen in Fig. 6(c) . A low level of activity propagates in one direction from the origin of the external excitation until it reaches a point where a build-up process can occur. Given the different local connectivity at different points of the network, this produces very different transition times. This phenomenon is very rare for the simple IFD model but is enhanced by the QIFD. However, it does not happen when we are not close to threshold values. The behavior of T w as a function of H is shown in Fig. 7(a) as the equivalent of Fig. 4 . In order to make the proper comparison with the IFD case we must recall that, generally speaking, the same parameter β and g produce different pulse velocities with IFD and with QIFD. Only in the case β = 0.1, does the same g produce very similar velocities. Taking this into account, Fig. 7 We can conclude that a quadratic integrate and fire with depression retains generally the same type of build-up process as in the IFD model with a fast transition between the build-up and the fast pulse. Therefore, simply using QIFD can not explain the presence of persistent experimental slow pulses. Nevertheless, the build-up takes more than 50 ms and has a spatial distribution which resembles a slow pulse propagating from a localized point over a distance that is slightly longer than one axon length.
Fast pulses in the QIFAD model
We reach now the main feature that can explain the presence of a slow pulse in the set-up described in Feinerman et al. (2005) . Following the aim of this paper we proceed to increase the complexity by introducing a more realistic relation between the current input and the firing frequency. To obtain this feature, we use the QIFAD model described in Section 2.2.3. It presents a voltage which follows a Quadratic Integrate and Fire equation (as in the previous subsection) and is coupled to a slow variable that allows the presence of adaption (Izhikevich 2003) . The new variable u inhibits the neuron each time that a spike is generated, and decays with a characteristic time scale larger than the characteristic time scale of the membrane.
First we check the effect of adaptation on the velocity of the fast pulse. This information is presented in Fig. 5(b) where the velocities for different values of δu are plotted while we keep α constant. Increasing δu reduces the velocity of the pulse as expected given that the effective inhibition of the system is stronger. More interestingly perhaps, is the fact that pulses with low velocities cannot propagate at high δu. Pulses corresponding to low velocities (20-40 mm/s) start to propagate but, as the pulse advances the average number of spikes is reduced, the velocity diminishes and eventually they die out. As we increase the value of δu, the transition from a constant and self-sustained pulse to a slowly dying-out pulse happens at higher values of g.
There is a very significant effect of the inhibitory variable in reducing the average number of spikes per neuron per burst S (See Electronic Supplementary Material of this paper). Neurons repetitively fire as the pulses reaches them, but inhibition builds-up in the soma and stops the firing much earlier and sharper than without the slow inhibition variable, reducing the total number of spikes.
Pulse initiation in the QIFAD model
Finally, we demonstrate in this subsection the core point of this paper. Namely, that a purely excitatory network can indeed present slow pulses if the neuron is complex enough to include spike-firing adaptation. To this aim, we will repeat the analysis of the initial stages of the pulse with controlled external activation as we have done in the previous subsections, but including now the slow current δu = 0.
We see that the introduction of this internal slow variable u changes completely the picture we have seen until now of the fast-pulse generation (except for very low adaptation). The main features of the build-up depend basically on the particular values of δu and on the velocity of the fast pulse (controlled by g, α and β) giving rise to a rich set of different build-up features having in common the presence of slow pulses (b) g = 1.6 V= 55 mm/s. Initiation H = 0 (H th = 58). The color code is the same as in Fig. 3 that build-up activity, synchrony and velocity as they advance, eventually becoming a fast pulse. We must notice, however, that most of the slow pulses we find in the simulations do not actually fulfill the x − vt invariance which is typical of the wave equation. Therefore, strictly speaking, it is nor a pulse in the physical nomenclature nor a wave in the loose sense. We will keep the slow pulse nomenclature to be consistent with the rest of the paper but the proper name would be a "transient slow pulse" 3 which can also be understood as moving away from an unstable state.
The best way to show and assess the effect of adaptation is to follow the effects on the build-up very close to threshold H < 3 for a constant value of δu as we increase the velocity by increasing the synaptic strength g. Figure 8 shows the changes in the morphology of the build-up at H = 0 for two cases with the same connectivity (α = 0.2), synaptic depression (β = 0.1) and adaptation (δu = 3.0) but with decreasing g. We can observe a number of important features. In Fig. 8(a) we plot the case with relatively high velocity (V> 75 mm/s, much larger than the velocity threshold). It resembles the case observed without adaption except for the fact that the build-up now truly resembles the experimental slow pulse, and advances typically two axon lengths (almost doubling L compared with the case with δu = 0). We can see the build-up more clearly by reducing the velocity of the fast pulse. The plot in Fig. 8(b) shows the evolution for the same case but with lower strength synapse (velocities closer to threshold V< 60 mm/s). It is apparent that two slow pulses advance, one to the right (RW) and one to the left (LW), increasing their velocities over approximately 100 ms and during 1.5 mm. Then, in a rather abrupt manner, there is a strong synchronization. The number of spikes around the time of the pulse arrival suddenly increases. This increase in the neuronal activity leads to the high amplitude fast pulse which roughly conserves velocity and keeps the amplitude of the pulse constant (counted as number of spikes in a certain area per unit time Jacobi and Moses (2007) ). Between these two examples of velocities we can have synaptic strength with intermediate velocities where both slow pulses advance rather independently but where the synchronization is produced soon enough and strong enough that both fast pulses originate very close to each other.
It is important to note that the synchronization and transition to the fast pulse are not produced symmetrically in the majority of the slow pulses when the velocity of the fast pulse is low. The lack of local symmetry due to the sparseness of the network connectivity may produce important differences between the slow pulse advancing towards the left and the one advancing towards the right. It is also quite common that close to threshold only one of the two survives while the other dies off. This strengthens the argument that for high adaptation and low velocity the two slow pulses are basically independent. We can see this more clearly in Fig. 9 where the build-up of the slow pulse is shown for two different values of the adaptation δu = 1.5 and δu = 5.0 under the same connectivity and synaptic depression of Fig. 8 . Cases with high symmetry are also present, just at different points of the network. We see in Fig. 9(b) that the slow pulse can advance over more than 2 mm and more than 100 ms.
As we increase the value of δu we reach the situation where only one or two spikes per neuron are possible as the pulse advances. Although the connectivity is different, this situation also leads, in the extreme case, to neurons firing only one spike as the pulse advances. Generally speaking, the higher the adaptation the longer we can make the transition: we have been able to produce pulses that advance through almost all the line before becoming fast. Nevertheless given that larger adaptation requires larger values of g to allow the presence of the fast pulse, it is not clear that the longer pulses are obtained when S = 1. Furthermore, we observe that very strong adaptation facilitates the interruption of such slow pulses. We should point out that the most systematic, reliable and long transitions are obtained when the average number of spikes per neuron is between S = 2 − 4. A more detailed analysis of this point would require the simulation of longer lines to assess how the interaction between very large g, very large δu and very large depression (which by itself can also produce single-spike pulses) can maximize the persistence of the transition pulse. In summary, for a given δu one can find a sufficiently low g and a corresponding low velocity where two different slow pulses advance which eventually either die-off or synchronize. As we increase the value of the strength g (and the velocity of the fast pulse), the right and left pulses synchronize sooner, leading eventually to a single origin for the fast pulse. The value of g at which this transition takes place is not constant but increases slightly as we increase δu. Changing the connectivity α or the depression β does not affect the picture we have given here.
We address now the transition when we are not very close to the threshold level but not too far away so as to produce an immediate fast pulse. To this end, we focus on the build-up properties at H = 6 (given that H th varies between 20 and 60 we are around 20% higher than the typical threshold). Figure 10 shows a snapshot of three characteristic examples with the same fast velocity. In Fig. 10(a) we still find two separate pulses for the cases with large adaptation δu = 5. As soon as we reduce δu we typically have the build-up process shown in Fig. 10(b) . The build-up time decreases to roughly 40-50 ms and the length scale reaches around half a millimeter. In Fig. 10(c) we present the activity in a typical situation for large depression and low connectivity. In this situation one needs higher values of g to get comparable velocities. This reduces the number of neurons needed to produce a spike in the post-synaptic neuron.
External excitations 20% above threshold leads to an earlier transition from slow to fast pulses and correspondingly lower values of T w for similar velocities. In particular, for high external excitations and large velocities we basically recover the picture shown without adaptation with slightly larger values of L. We find larger values for the build-up time in all the networks we have analyzed using very different parameters. We also find systematically that length scales decrease quite sharply as we excite the system with more neurons (as can be seen in Fig. 7(b) ).
We have demonstrated that the transition from the external excitation to the fast pulse is local and very short without adaptation but it becomes more persistent in both time and space when adaptation is present. We conclude that a slow inhibitory current is the key ingredient needed to increase the time scale of the transition and, similarly important, make the slow recruitment process advance spatially for more than an axon length.
Experiments (Feinerman et al. 2005 ) on a linear network with only the AMPA receptors active show that the activity rises suddenly at the point of stimulation and the left-right symmetry is kept. They also show that the length of the slow pulse is around 0.3-0.7 mm and appears roughly for 100-150 ms. The values obtained with adaptation for the length of the slow pulse fit perfectly with the experiments in a wide range of parameters and the time delay is generally on the lower range of the experiments (see last table in Electronic Supplementary Material). We will see that this characteristic time can be further increased when the origin of the slow pulse is not produced by external excitation but internal noise. Experiments also indicate to us that pulse patterns such as the one showed in Fig. 9 (b) never appear, two independent slow pulses advancing in each direction are not seen on the real network. On the contrary, the structures shown in Figs. 8(a) and 10 which show a common origin for the slow-fast pulse transition are precisely those present robustly in a great variety of cultures even when there is no external excitation. As a general feature we observe a reduction in the range of space and time in which the slow pulse persists when we increase the strength of the external excitation. Given the values we have obtained in our simulation runs, we believe that the standard experimental situation is reproduced numerically for values δu ≈ 1 − 3 if the network is very close to threshold and maybe higher values if we excite externally more strongly.
Experiments where the strength of the external excitation could be controlled should corroborate the picture we outline here. For very low external excitation there should not be even a fast pulse, for intermediate level a long recruitment process in the form of a slow pulse should appear as we see in the spontaneous cases, and finally a very strong external excitation should produce a very short recruitment and an immediate fast pulse. This picture has been found in preliminary experiments in our lab (A. Rotem. Private communication) .
This leads to an important point regarding the trigger of the first slow pulse in the real network where there is no real external excitation. We will address this point in the next subsection.
3.6 Spontaneous generation of pulses by addition of noise
To complete the experimental description one ingredient is still missing. To generate pulses without external control, some of the neurons must necessarily spike spontaneously. Different mechanisms for this spontaneous activity may be present. The random release of neurotransmitters by glutamatergic transmission (Opitz et al. 2002; Garaschuk et al. 2000) or dendro-dendritic gap junctions (Peinado 2001 ) may generate a barrage of current input that can eventually be strong enough to trigger a firing (Jacobson et al. 2005; Katz 1969; Cossart et al. 2000) . Another possibility may be the presence of neurons which have intrinsic bursting activity (Sipilä et al. 2006 ) acting as some kind of pacemaker of spontaneous activity. A simple way to mimic the spontaneous activity is to include a random current in the soma of each neuron as an additive white noise, I n , with < I n (x, t)I n (x , t ) >= I no δ(x − x , t − t ), being I no its intensity (and in dimensionless form i =
RI no V t −V R
). For a network without external excitation and with white noise, the level of intensity roughly fixes the general state of the system. For very low intensity hardly any neuron fires, and the number of firing neurons is not enough to generate a pulse. Pulse generation requires that a certain set of neurons start firing close enough in time and space so that they make other neurons join the process and activate a cascade. On the other hand, for very large noise all the neurons fire continuously and randomly, making pulse propagation impossible.
We have found that, for intermediate values of the noise (above a threshold that depends on network properties (α, β and g)), spontaneous pulse generation is indeed the standard state. In Fig. 11(a) we show a simulation run for 10 s where 3 pulses have been generated by white noise. In Fig. 11(b) we zoom in to one of the pulses generated, finding the same characteristic fast pulse, but now with a random initiation point. The pulses are generated at a point where, by chance, a sufficient number of neurons fire close enough in time. Notice that some areas in a particular network may have a higher local connectivity (locally longer Zoom in to a fast pulse. (c) Zoom in to the initiation process of this particular pulse showing a diffuse slow pulse that lasts for 100 ms and roughly 1 mm before becoming a fast pulse. The color code is the same as in Fig. 3 axons) increasing the chances that a pulse will appear at that spot. In Fig. 11(c) we can see a blow-up of this particular pulse for the QIFAD model. The buildup process is completely similar to those described in the previous subsection and in the experiments both in the morphology and in the time and distance that the slow pulse travels. This is firm evidence that a simple noise mechanism that can generate a random firing of neurons is enough to generate a slow pulse followed by a fast pulse. Another important point is that introducing white noise hardly changes the velocity of the pulses, showing that noise at the level of soma does not impact on the properties of the propagating fast pulse. The same can be said about its effect on the slow-fast pulse transition. However, by using a level of noise that is very close, but below, the threshold needed to produce pulses plus external excitation we did find that the persistence of the slow pulse becomes larger. In this situation, when a neuron receives an input from a pre-synaptic neurons the probability to fire in the following milliseconds increases, even when the neuron does not spike immediately. Therefore, neurons can react effectively to presynaptic neurons later than what they would do without noise. This makes the time spent in the build-up process higher and the length of the line involved longer.
Discussion
We have addressed the origin of the slow-to-fast pulse transition reported in Feinerman et al. (2005) where only the AMPA synaptic receptor is active and inhibition is absent. We have discovered that while the generation of fast pulses can be easily obtained with a simple integrate and fire model with synaptic depression, the presence of a large transient before it requires a more complicated model. We have demonstrated that adding an internal inhibitory current with a slow time scale to a quadratic integrate and fire model results in a build-up process that is similar to the experimental results. This current mimics the behavior of the slow K + currents which produces adaptation in the firing periodicity when the neuron receives a constant current. Therefore, we suggest that some or all of the slow K + currents are responsible for the presence of the slow pulse in 1D experiments of neuronal networks.
Golomb and others (Golomb and Ermentrout 2002; Osan and Ermentrout 2002; Golomb and Amitai 1997) showed that the presence of inhibitory neurons can stabilize slow pulses in another context. Although the slow pulses/transient waves we find here are not of the same nature, one could ask if inhibitory neurons can produce the same results as our internal inhibitory current in favoring the presence of slow pulses. Inhibitory neurons have the strongest effect at time scales around 5 ms (related with the GABA A neurotransmitter time scale) while the mechanism which produces the slow pulse here requires a longer time scale of roughly 100 ms. Nevertheless, it is an interesting open question if inhibitory currents at the synapse associated with GABA B synapses can produce the same results as the slow K + currents given that both have this characteristic time scale.
Regarding the origin of the spontaneous pulse generation, we have found that simple noise mechanisms should be sufficient to start the generation process without affecting the fundamental properties of the pulses.
Our simulations also suggest that if external excitation on a small area of the line can be controlled, then three regimes should be encountered. The first one has a low level of excitation where no pulse is generated, the intermediate one has a sustained slow pulse that precedes a fast pulse, and the third is a very high excitation regime where recruitment of new neurons to generate the pulse is very fast leading almost instantaneously to a fast pulse.
One analytical question remains unresolved given the numerical nature of our approach. The presence of the slow pulse in the simulations for a long transient is certainly not a stable state. However, both a metastable state and an unstable one with slow repulsive dynamics could lead to similar dynamics in this case. Only a more analytical treatment can provide the answer to the changes in the phase portrait of this system.
The research performed here can be extended to address other open questions. First of all, the possible effects of the NMDA synaptic receptor in the properties of the fast pulse and its generation. The low current but long typical time scale of the NMDA receptor could affect the properties of the propagation, since large delays between the input of a pre-synaptic neuron and the firing are then possible.
Finally, this scheme could be extended to address the effects of inhibitory neurons in the propagation scheme, specially on the possible presence of multiple stable fast pulses with different velocities as indicated in Golomb and Ermentrout (2002) , Jacobi and Moses (2007) . Particularly, in Jacobi and Moses (2007) , it was reported that the presence of NMDA synapses and inhibitory neurons generated a great variability in the velocities and in the level of synchrony of the fast pulses. This variability was almost eliminated (though not completely) when AMPA was the only functioning synaptic receptor. How NMDA synapses and inhibitory neurons generate the appearance of multiple stable fast pulses at different velocities is still an open question. The interaction between the recruitment and the possibility of transmitting information via the selection of one of those velocities is an interesting aspect that should be the object of a detailed investigation. finally, notation of the different variables used to describe the network activity.
General neuron soma variables:
V-
Variable of the voltage of the neuron (mV 
Synaptic variables:
DDepression variable at the synapse (Dimensionless). g syn -Strength of the synaptic current (mA). gDimensionless strength of the synaptic current. β-Depression factor at the synapse after each spike. τ aTime scale of the synaptic current fixed at 5 ms.
τ DRelaxation time of the depression variable D fixed at 500 ms.
Network connectivity variables:
α-Probability that a neuron connects to an axon within reach. N i -Average number of input connections of a neuron in the network. N o -Average number of output connections of a neuron in the network. -Average length of the axon, fixed at 0.38 mm. σ -Standard deviation of l, fixed at 0.12 mm.
Slow-fast pulse measures:
VVelocity of the fast pulse. g mDimensionless minimum synaptic strength needed to sustain a pulse in the network. It depends on the network particulars. H th -Minimum external excitation (in number of neurons where a spike is externally induced in 20 ms) needed to produce a propagating pulse in a particular network. H th -Average value of H th for different realizations of a network with the same parameters. H-External activation with H more spikes than the minimum required to generate a propagating pulse. T wTime of persistence for the slow pulse (ms).
L-
Persistence length of the slow pulse (mm).
S-
Average number of spikes per neuron per burst in the fast pulse.
