ABSTRACT This paper proposes a robust scheme for optimizing the power flow in a photovoltaic system. The scheme utilizes distributed saddle point dynamics and a decentralized approach to solve the power flow problem. It converts the convex optimization problem of the dynamic system control into the asymptotically stable dynamic systems and employs a linear approximation of power flow equations; specifically, a quadratic programming model is deployed with the aim of minimizing real-power losses to guarantee a globally optimal solution. Then, the photovoltaic inverters and electric networks are analyzed independently in a decentralized manner to exchange injection power among nodes while maintaining their independence to support the plug-and-play feature. A case study and the experimental results show that the proposed scheme achieves higher optimization accuracy and are more economical than the existing state-of-the-art schemes.
I. INTRODUCTION
In recent years, photovoltaic (PV) power plants and rooftop PVs have become more and more important in the installed capacity of power systems [1] , [2] . The impact of distributed power sources such as PV on power system planning, simulation, scheduling, and control has also caused people to pay more attention [3] . Improving the control mode of PV inverters and utilizing the reactive power support capability of the inverters to the grid can further improve PV consumption capacity and grid voltage [4] , [5] . By solving the optimal power flow (OPF) model of the distribution network, the optimal set value can be provided for the reactive power injected/consumed by the inverter [6] . At the same time, other authors identified that after the new energy is connected to the distribution network, whether for operation control or expansion planning, it is essentially the OPF category of the distribution network, showing that the flow is in the distribution network [7] . This development is of great significance.
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Besides, there are more uncertainties in [7] , such as whether the scheme will be implemented or not, how many units will be put into practice and whether the real load growth rate will coincide with anticipated range, etc. Any of those uncertainty factors may make the original planning scheme unavailable.
Different from transmission networks, the line resistance of low-and medium-voltage distribution networks is difficult to ignore. The traditional DC optimal power flow algorithm cannot be applied in distribution network research because OPF must be based on AC to make the node voltage and branch circuit. Variables such as power are considered.
To solve the non-convex problem of the OPF model under the distribution network, the original model was transformed into a convex form based on the branch flow equation and on piecewise linearization and second-order cone relaxation [8] , [9] . The drawbacks of such schemes are that it requires additional computing resources to satisfy constraints accurately when there are large load variations and complex matrix computations. Authors also applied semi-definite convex relaxation to the optimal scheduling of PV inverters and verified its effectiveness in small community rooftop PV systems [10] . However, such schemes are not suitable for high-voltage distribution and complex PV systems.
The above methods are centralized optimization methods: That is, the scheduling center collects and processes the global information before optimizing the solution and executes the centralized calculation to issue control commands to each controller. However, with the development of smart grids, more and more controllable devices are expected to be connected to the grid, making centralized collection and control challenges. In addition, when the controllable units participating in the optimized scheduling belong to different entities, collecting global information can also increase the risk of exposing private parameters. Decentralized power optimization in smart grid systems has emerged as the solution to this problem, and it can also support the plug-and-play feature.
In recent years, research on active distribution network/microgrid decentralized optimal power has resulted in many concrete findings, including a solution to the OPF problem for microgrids with multiple controllable distributed power supplies [11] . This was achieved by decoupling the central controller from the local controller using a predictive-corrected approximation multiplier and tested on a distributed architecture of the real microgrid based on the IEC61850 communication standard. However, it is not based on the real-time system and the analysis is not concerning the actual requirements. In other research, the original non-convex OPF model is convexized by sparse promotion regularization and semi-convex convex relaxation techniques [12] . Here, two distributed models are proposed. The first model considers the power network and the PV inverter to be independent, and the second model divides the power network into separate areas. However, because it does not perform simultaneous transmission and reception of information from various nodes to the server, it lacks synchronization of nodes which may result in imbalance systems performance. A semi-fixed convex relaxation technique is applied to the OPF problem for the three-phase unbalanced microgrid in [13] . The network is divided into several independent regions, and the region is realized by the alternating direction method of multipliers (ADMM). However, since this method is inherently related to gradient descent solvers of nonconvex programs, it inherits the limitations of being sensitive to initialization and do not guarantee global optimality of their solutions. ADMM has been used to realize the distributed optimization of the economic dispatching problem of microgrid and active distribution network with wind/light/firewood/storage [14] , [15] . However, the uncertainties of charging and discharging behavior of Electric Vehicles (EVs) were not considered in these schemes. Also, they studied a decentralized day-ahead scheduling method based on synchronous alternating direction multiplier method. How to optimize the performance (i.e., convergence and computing speed) to be applicable in real-time operations of power systems is not considered.
Other authors convexized the non-convex power flow equation by cone relaxation and proposed a distributed algorithm of active power grid reactive power optimization by combining ADMM with penalty factor adjustment, which can accelerate convergence [16] . However, it is more difficult for the shared data between different areas to reach an agreement of simultaneous convergence. Based on consistency theory, some researchers proposed distributed optimal scheduling for an active distribution network [17] . This method updates the local parameters through the exchange of a small amount of information between the autonomous node and the adjacent nodes to achieve the consistency of incremental cost. This method can adapt to changes in the network topology. However, because the fully distributed hierarchical scheme, which exclusively regulates the system frequency, may result in operation constraint violations (e.g., voltage, line capacity limits) further ongoing research is needed to elaborately design an all-round distributed hierarchical scheme (e.g., based on fully distributed optimal power flow model) to simultaneously regulate the system frequency and to ensure static security of the distribution networks.
Saddle-point dynamics (SPD) transforms the process of optimization into the asymptotic stability process of dynamic systems from the perspective of dynamic system control. Authors have applied SPD to general communication networks [18] and in solving the non-convex OPF problem on the IEEE 14-node system [19] , [20] . However, SPD does not guarantee globally optimal stability, it requires a large amount of information exchange between the units, and the convergence speed is slow. A discontinuous SPD model for linear programming problems was established that confirmed that a dynamic system can converge to a globally optimal solution even under certain interference [21] .
A decentralized approach based on multi-agent system (MAS) is proposed for solving data collection and economic dispatch problem of smart grid [22] . First, considering the generators and loads are distributed on many nodes in the space, a flooding-based consensus algorithm is proposed to achieve generator and load information for each agent. Then, a suitable distributed algorithm called λ-consensus is used for solving the economic dispatch problem, eventually, all generators can automatically minimize the total cost in a collective sense. However, this work does not address two main aspects. The first aspect is to address the Economic Dispatch Problem (EDP) with transmission loss, and the second problem is the energy management of SG with renewable resources and energy storage units. Estimation of energy production in a real PV power plant is done by means of dynamic reliability analysis based on Stochastic Hybrid Fault Tree Automaton (SHyFTA) [23] . It addresses the limitations of traditional deterministic models, which are unable to account for the randomness of the primary resource and the concept of plant dependability. However, the SHyFTA analysis is based on Monte Carlo simulations, and therefore, the accuracy of the results and simulation times can require long computation time before to retrieve results with acceptable precision. An enhanced particle swarm optimization (PSO) is used for impedance estimation of Low-Voltage Distribution Networks [24] . It overcomes three problems in existing impedance estimation methods for a low-voltage network: time synchronized measurement, a generalization of the network model, and convergence of the optimization. However, it estimates an extended part of the low-voltage distribution feeder with some error and it still has a huge error rate on the imaginary part of the impedance. A centralized, three-phase AC OPF-based Conservation Voltage Reduction (CVR) scheme is proposed to unlock benefits from actively and coordinately managing DNO-owned infrastructure (OLTCs and staged capacitors) in PV-rich, unbalanced MV-LV networks [25] . Here, the concept of ''problem persistency'' is adapted to trigger the CVR optimization only when needed, keeping customer voltages as low as possible but compliant with statutory limits. To improve scalability, a twostage approach is proposed to relax integer variables while avoiding under-voltage. The proposed work has merit, but it has limitations as all the network impedances are assumed to be known a priori. Given that, in reality, these can present variations, a sensitivity analysis could be carried out to assess the robustness of the proposed schemes. Similarly, the topology of the network is assumed to be known and fixed throughout the analysis. A decentralized method using the ADMM was developed to solve the stochastic program, in which the updates per node and per scenario turn out to be in the closed form [26] . The objectives are to minimize the negative user utility, cost of power provision, and thermal losses while constraining voltages to remain within specified levels. However, this method is more suitable for distribution networks with large scenarios. A distributed algorithm for estimating the dynamic states of a modern power system is also developed and verified [27] . After representing the microgrid in a state-space framework, the sensors are deployed in different sub-stations to obtain measurements. To estimate the system states, the designed gains are obtained by minimizing the mean squared error and semi-definite programming approaches. However, this method does not address the distributed control mechanism. An adaptive-then-combine distributed dynamic state estimation algorithm is proposed based on the mean square error and SDP approaches [28] . After estimating the local information, the global estimator combines the locally estimated results with a set of weighting factors, which are calculated by the proposed convex optimization algorithm. The theoretical convergence analysis is also verified through numerical simulation results. However, the proposed method is not tested in dynamic conditions such as a step, an inrush, and a sudden power injection. Moreover, it requires statistical information about the process and measurement noises. A message passing based state estimation scheme is proposed to acquire the operating conditions of power grids [29] . The nodes pass local estimation information to the connected neighbors for refining estimation accuracy. Here, a semi-definite programming based optimal feedback controller is applied for system states stabilization.
The limitation of this work is that it is not deployed on other scenarios having dynamic conditions. A distributed state estimation and control method considering packet losses is proposed by developing a distributed consensus estimator based on the mean square error [30] . The drawback of this method is that it does not address different observation matrices and no algorithm is used for state estimation. A similar work adaptively minimizes the estimation error covariance matrix of the local estimators [31] . However, it does not consider the linearization error of convergence analysis and the delay and packet losses between the microgrid and state estimator. A global state estimation scheme which uses the locally computed state estimates, covariance matrices, and corresponding weighting factors are also proposed [32] . The computational complexity is reduced by deploying the trace of the estimated local covariance matrices. However, it does not address the channel fading effects on the system performance and no channel encoding scheme is considered.
Keeping in view the above state-of-the-art proposed methods and their limitations, this paper proposes a robust scheme based on the high-precision linearized tidal current model of the distribution network, SPD is applied to a distributed PV network to solve the OPF problem. The proposed decentralized OPF method provides a novel approach, transforming the optimization problem into a stability process of dynamic systems expressed as a feedback control system. The proposed method is also theoretically proven to guarantee a stable global optimal solution. Moreover, Considering the distribution network and each PV inverter as independent control units, the proposed scheme can be realized with only a small number of information exchanges between the distributed control units. The main contributions of the paper are summarized as follows:
• It provides a new perspective on the optimization of convex optimization problems.
• The linearized power flow equation is derived which has high precision and provides the global optimal solution.
• The network unit and the PV unit only exchange node injection power information with full confidentiality.
• It has plug-and-play features due to which there is no need for global coordination. The rest of the paper is organized as follows. Section II provides the decentralized network OPF model including the considered network model and the OPF model. Section III presents the proposed decentralized OPF method based on a decentralized SPD algorithm. Section IV shows the evaluation of the proposed method and verifies its accuracy and efficiency under two different scenarios. Section V finally provides the conclusion.
II. DISTRIBUTION NETWORK OPTIMAL POWER FLOW MODEL A. NETWORK MODEL
For each node in the distribution network except the balance node, its node voltage V can be expressed linearly as V = V nom + V , where V nom is a preset voltage value such as VOLUME 7, 2019 V nom = −Y −1Ȳ , Y is the corresponding admittance matrix, andȲ is the mutual admittance of the balance node and the remaining nodes. Here, V nom is the node voltage when the node injects current at the node. When the parallel admittance is ignored, V nom = 1.
Here, V can be approximated as a linear representation [33] :
where V re and V im represent the real and imaginary parts of V ; Y −1 = R + jX , P and Q inject active and reactive power into the node.
From the approximated Equation (1), the approximated expression of the node voltage amplitude and phase angle can be obtained as
where N is the set of all nodes in the network except the balance node.
B. CENTRALIZED OPTIMAL POWER FLOW MODEL 1) OBJECTIVE FUNCTION
The objective function combines the linear equations (2) and (3) of the node voltages and aims to minimize the sum of the network active power loss costs and the PV power plant's disposal penalty fee by encouraging the absorption of PV power generation as
where ρ (V ) represents the network loss fee; c ρ is the unit network loss cost coefficient; φ P c,h represents the penalty for the abandoned light of the PV power station h; y * mn denotes the conjugate of the line mn admittance; Re {·} and Im {·} denote the real and imaginary parts of the complex number, respectively; P c,h denotes the PV amount of light discarded by the power station h; ε is a collection of network lines; H is a set of nodes that access the PV power station; and a h and b h are the penalty coefficients for discarding light.
2) CONSTRAINTS
The upper and lower limits of the node voltages of the network, the light dissipation of the PV power station, and the reactive output/consumption are the constraints of the OPF model expressed as
FIGURE 1. Deployment of a PV system on roof-top in a residential area.
Equations (7) and (8) represent the linearized expressions of the real and imaginary parts of the node voltage where P av,l is the active power of the PV power station l; P d,l and Q d,l are the load of node l; and Q c,l represents the reactive power of node l PV inverter output consumption. When node l satisfies l ∈ N and l ∈ H , P c,l = P c,h and P av,l = P av,h , where P av,h is the active power of the PV power station h; when the node l / ∈ H , P c,l = P av,l = 0. Equation (9) gives the upper and lower limits of the node voltage amplitude denoted by V max and V min , respectively. Equation (10) is the light-dissipation constraint of the PV power plant. Equation (11) is the reactive output/consumption constraint of the PV inverter where cosθ represents the minimum power factor of the PV inverter.
C. DECENTRALIZED OPTIMAL POWER FLOW MODEL
The distribution network OPF model constructed by equations (2) and (4)- (11) is centralized. To facilitate the distributed solution, the network is regarded as an independent unit, and each PV inverter is a mutually separate unit, as shown in Fig. 1 .
The auxiliary variablesP andQ are introduced to the network side, and the auxiliary variablesP andQ are introduced to the PV power plant side. Then, the OPF model can be rearranged as
Re
where C u = ρ (V ) represents the objective function related to the network and C c,l = φ P c,l represents the objective function associated with PV power plants. Equations (9), (13) , and (14) are constraints related only to the network, and equations (10), (11), (17), and (18) are constraints related to the PV power plants. Equations (15) and (16) are the coupling constraints on the network and PV power plant sides. For nodes without PV power plants,P n andQ n represent the active and reactive loads of the nodes. It can be seen from equations (15)- (18) that the physical meanings of the auxiliary variables (P,Q) and (P ,Q ) are the node injection power observed from the network side and the PV power station side, respectively. Note that under a decentralized optimal power flow model, the optimization model of the network element is
(9) , (13) , (14) ,
and the optimization model for each PV unit is
, (11) , (17) , (18) .
Under coupling constraints (15) and (16), the network unit and the PV unit can realize decentralized optimization.
III. DECENTRALIZED SADDLE POINT DYNAMIC METHOD A. BASIC PRINCIPLE
For a convex quadratic programming problem [23] :
where G ∈ R n×n is a semi-positive definite matrix; x ∈ R n ; A ∈ R m×n ; b ∈ R m . From the dual theory, the Lagrangian dual function can be obtained as
where λ ∈ R m is the Lagrangian multipliers corresponding to the equality constraint. Obviously, L (x, λ) is a convex function with respect to x and a linear (concave) function with respect to λ. Therefore, L (x, λ) has a saddle point (x * , λ * ), illustrated in Fig. 2 , determined as
From the perspective of the dynamic control system, the saddle point of L (x, λ) can be obtained by the dynamic equations constructed by the following expression [18] :
When f (x) is a strictly convex function, by constructing the Lyapunov function and using the Larser invariant principle, it was proven that for any initial value x (0) ∈ R m ≥ 0, λ (0) ∈ R m , the trajectory t→ (x (t) , λ (t)) of the dynamic equations (24)- (26) will asymptotically converge to the saddle point of the function L (x, λ), i.e., x (t) →x * , λ (t) → λ * [18] . When the dynamic equation balances at the saddle point, it satisfiesẋ = 0,λ = 0, and the saddle point satisfies the KKT condition of equation (21) of the original quadratic programming problem. Because the solution that satisfies KKT is the global optimal solution for the convex optimization problem, the saddle point (x * , λ * ) after the dynamic equation has stabilized is the global optimal solutionx of the original quadratic programming problem.
When f (x) is a convex function, but not a strictly convex function, the saddle point can also be constructed by augmenting the Lagrangian function:
Then, the dynamic equations for the original variables and the Lagrange multiplier are modified to:
Note that constructing an augmented Lagrangian function not only increases the convexity of the objective function but also accelerates the convergence of the dynamic equation. It can be proven again from [18] that for any initial value the dynamic equations (28)- (30) will gradually converge to the saddle point (x * , λ * ) of the function L aug (x, λ), i.e., the global optimal solutionx of the original convex optimization problem.
To transform the convex optimization problem into a stability process of dynamic systems, equations (28)- (30) can be expressed as a feedback control system as shown in Fig. 3 . Here, the orange dashed box presents the gradient dynamic process of the original variable, and the process in the green dashed box represents the propagation of the Lagrangian multipliers. The integral dynamic process eliminates the deviation caused by the equality constraint Ax − b. The blue virtual frame part couples the dynamic process of the original variable and the Lagrangian multiplier to realize the system's feedback control. This provides us with a new perspective that the process of convex optimization can be transformed into the stability process of dynamic systems.
Considering the sparsity of matrix A, and ignoring the operations involving zero elements, dynamic equations (29-31) have a natural distributed structure, i.e.,
From equations (31) and (32), it can be found that for each variable, the information involved in its dynamic process includes (1) the derivative of the objective function with respect to the variable itself; (2) the constraint equations involved in the variable, including the coefficient of the equation and the current value of the coupled variable; and (3) the Lagrangian multiplier corresponding to the constraint equation in which the self-variable participates. This natural distributed property of the dynamic equation provides the basis for the next step to decentralizing the optimal power flow in the distribution network.
B. DECENTRALIZED OPTIMAL POWER FLOW BASED ON THE PROPOSED DSPD ALGORITHM
In the decentralized OPF model established in Section II.C, the objective function components C u and C c,l on the network side and the PV power plant side are quadratic convex functions, and their constraints are linear. Therefore, the decentralized OPF model is a convex quadratic model. In the constraint, except for the coupling constraints of equations (15) and (16), the variables on the network side and the variables on the PV plant side are completely independent; thus, the coefficient matrix A of the constraint is a sparse matrix. Accordingly, the decentralized OPF model can be simplified as follows:
where g u is a network-only constraint; g c is a constraint associated only with PV power plants; and g ϕ is the coupling constraint between the network and the PV power station. Here, λ u , λ c , and λ ϕ are the corresponding Lagrangian multipliers, respectively.
According to equation (33), the dynamic equation of each variable on the network side and the PV power station side under the OPF model can be obtained aṡ 
The PV plant's abandoned light quantity needs to meet the non-negative constraint. This is expressed in equations (39) and (40) where the subscript h is associated with the PV inverter h. It can be found from equations (34)-(44) that the update of the variables of the network unit and the PV unit is only related to their own variables. Also, from the auxiliary variables -that is, the dynamic unit of the network unit and the PV unit in the progressive convergence -only the node injection power information at the PV access point needs to transmit to each other. It is worth noting that the entire optimization process does not require the participation of a central coordinator, and the PV units are completely independent of each other and completely confidential. In addition, when converting the SPD model to the DSPD model, only the sparsity of the coefficient matrix A matters and does not depend on any other conditions. Therefore, in this case, the SPD model and the DSPD model are completely equivalent, and the DSPD algorithm is guaranteed to gradually converge to the optimal solution of the original quadratic programming problem. The proposed DSPD algorithm is calculated as follows:
Step 1: Given an initial value V ,P,Q,λ u , λ ϕ (34)- (36), (42), and (44), and each rooftop PV updates its original variables according to the dynamic equations (37)- (41), (43), and (44) as illustrated in Fig. 4 .
Step 2: The network transmits the (P h , Q h ) t calculated in Step 1 to the corresponding rooftop PV. Accordingly, each rooftop PV transmits the P h ,Q h t calculated in Step 1 to the network, as illustrated in Fig. 5 .
Step 3: After the network and each rooftop PV receive the new coupling variable value, they update the variables related to themselves in parallel as described in Step 1. This process repeats until the trajectory of each variable is progressively stable to the optimal solution.
Note that if the h-th rooftop PV fault exists, as illustrated in Fig. 6 , the network can detect this change, and it will not transmit and collect information about the h-th rooftop PV; the faulty equipment is automatically removed during the iterative process. When the h-th rooftop PV is rectified and connects back to the grid, the network can also detect this change, and it will re-transmit and collect information to achieve decentralized optimization until convergence. Similarly, even if there is a loss of information or a temporary interruption of communication during the message transfer, the problem can still converge. This is because, for an initial value that satisfies the condition, the trajectories of the dynamic equations (34)-(44) will gradually converge to the optimal solution; thus, even if there is information loss or communication interruption, each subject can still use the VOLUME 7, 2019 FIGURE 7. PV network topology using 33-node distribution. last reception. The incoming message continues to update the variables and can forward the coupled variables once the communication resumes until convergence. In this process, information loss or temporary interruption of communication will only affect the speed at which the trajectory of the dynamic equation converges without affecting the result of the trajectory convergence. Under these circumstances, for the network element, only the coupling variables uploaded by the node have changed, and the other optimization tasks can continue without any other changes to the optimization model.
IV. CASE STUDIES A. LINEARIZATION MODEL ACCURACY ASSESSMENT
To evaluate the accuracy of the linearization model of the power flow equation used in this paper, a 33-node distribution network [24] is taken as an example, as shown in Fig. 7 . The proposed optimization algorithm is verified by two examples. Example 1 is a community rooftop PV system as shown in Figure 1 , which is connected to 12 rooftops PVs; Example 2 is a 33-node distribution network as shown in Figure 7 , with 15 PV plants connected. The DSPD algorithm proposed in this paper is simulated on the MATLAB Simulink platform. At the same time, the model is built on the GAMS23.95 platform, and the CPLEX solver is called to solve the centralized OPF model for comparison. The computer uses an Intel(R) Core (TM) i5-4570 processor and the memory is 16GB. The simulation parameters used for the simulation settings are given in Table 1 . electrical distance between the node and the equilibrium node increases, the error of the solution obtained by the two methods increases, but it is still very close. Some researchers established that when solving the node voltage by the linear approximation equation used in this paper, the error of the node voltage amplitude will be limited to a certain range [36] .
B. CONCENTRATED OPTIMIZATION AND DECENTRALIZED OPTIMIZATION
The model and the decentralized optimization algorithm proposed in this paper are verified under two different scenarios: Example 1 is a community rooftop PV system connected with 12 rooftops PVs as shown in Fig. 1 , and example 2 is a 33-node distribution network connected with 15 PV plants as shown in Fig. 7 . The proposed DSPD algorithm is simulated on the MATLAB Simulink platform. At the same time, the model is built on the GAMS23.95 platform, and the CPLEX solver is called to solve the centralized OPF model for comparison. The computer uses an Intel Core i5-4570 processor and the memory is 16G.
1) COMMUNITY ROOFTOP PV SYSTEM
The parameters of the small-scale community rooftop PV system are the same as in previous work [26] . The node load and rooftop PV forecast output data use the load and PV predicted output data of an actual microgrid, among which the forecasts of PV 1, 3, 5, and 9 output is 9.4 kW; the predicted output of PV 2, 6, 8, 10, 11, and 12 is 7.7 kW; the predicted output of the remaining PV is 22 kW; and the PV output is 94.46% of the total load. V min = 0.917, V max = 1.042, the minimum power factor of the PV inverter is 0.85, and the voltage of the balanced node is 1.02. In the objective function, c ρ =
0.65PKR
KWh [14] , a h = 0.1PKR (KWh) 2 [22] , b h = 0. As shown in Fig. 9 , the network module and each rooftop PV module can independently perform the dynamic evolution of their own variables and continuously pass the value of the coupling variable through the signal transmission line during the evolution process. Fig. 10 shows the node voltage amplitude and phase angle comparisons obtained using the CPLEX solver and DSPD, 63796 VOLUME 7, 2019 FIGURE 9. Simulation scenario using simulink. respectively. The figure shows that the results obtained by the DSPD algorithm, whether the node voltage amplitude or the voltage phase angle, are completely consistent with the results obtained by CPLEX. Because the PV inverter has a certain active/reactive power regulation capability, the voltage amplitude of each node is very close to 1. Fig. 11 shows the evolutionary trajectory of the auxiliary variables of the network side and the PV inverters 1-12. It is shown that even if the evolutionary trajectories of the auxiliary variables on the network and PV inverter sides are different at the beginning, with the information exchange and the dynamic evolution of the system progress, the trajectories of all auxiliary variables will converge to the same. Table 2 shows the solution results of the objective function under CPLEX and DSPD; the objective functions in the two solution modes are also identical. Because SPD is a dynamic process that gradually converges and eventually reaches the globally optimal solution, it will take longer to solve than CPLEX.
2) 33-NODE POWER DISTRIBUTION NETWORK
To further verify the accuracy and feasibility of the proposed algorithm, DSPD is applied to solve the 33-node distribution network, as shown in Fig. 7 (the dotted line is the closed loop, and the circle indicates that the node has PV power plant access). Among the 15 PV power plants, the predicted output of plant 14 (named after the plant's node number) is 950 kW, and the predicted output of plants 3, 7, 17, 23, and 31 is 50 kW. The predicted output of the remaining PV power plants is 220kW, and PV forecast output accounted for 85.6% of the total load. The remaining parameters are designed to be consistent with the rooftop PV system in Section IV.B.1 Fig . 13 shows the evolution of the coupling variables for the open loop and closed loop of the 33-node distribution network; it is noted that the coupling variables can gradually converge to a stable value in both network states. Table 3 shows a comparison of the objective function results for the 33-node distribution network under the CPLEX and DSPD algorithms. The findings in the table show that the objective functions of the two algorithms are completely consistent, and the convergence time of the closed-loop network is shorter than that of the radiated network. This is because the coupling relationship between the nodes in the power network is tighter in the closed-loop state, which is more conducive to the variable trajectory. Under the radiation network, due to the certain abandoned light in the PV power stations of nodes 12, 14, and 17, it is beneficial to reduce the network loss. Therefore, these PV power stations have different degrees of light abandonment.
To verify that the proposed algorithm can still operate effectively with failures, PV12 is assumed to suddenly disconnects during operation. As can be seen by the trajectory change of the coupled variable as shown in Fig. 14 , even after PV12 disconnects from the network, the remaining variables quickly stabilize to the new optimal solution after only a short period of fluctuation. Fig. 15 shows the comparison of PV network loss of the proposed DSPD scheme with other existing methods. It can be observed that the results are the same before 10:15 and after 14:18. This is because the PV power output is less than the load power during this period. It is beneficial for the inverter to track the maximum active power of the PV power supply to reduce the light and reduce the network loss. Abandoning the light slightly increases its penalty value, but it is more beneficial to reduce the network loss. Moreover, the proposed scheme has less network loss as compared with the other state-of-the-art methods [27] - [29] which makes it more suitable for deployment. Fig. 16 shows the comparison of the total generation cost of the proposed DSPD scheme with the existing CPLEX scheme. The proposed scheme has a fixed cost of generation while the traditional CPLEX scheme has more cost requirement for many iterations and approaches the proposed DSPD scheme after iteration 16. This clearly indicates that the proposed scheme is economical and cost-effective than the CPLEX scheme. Moreover, due to the stable nature of the curve, the calculation time is also smaller than the CPLEX scheme which has an obvious impact on the computational complexity of the system.
3) COMPARISON WITH EXISTING METHODS

V. CONCLUSION
Based on SPD, this paper proposes a decentralization method for solving the optimal power flow of high penetration in a distributed PV network. The accuracy and the effectiveness of the method in comparison with the centralized method are verified under two different scenarios. In summary, the proposed scheme has several important features. First, from the perspective of dynamic system control, it provides a new perspective for solving convex optimization problems. Second, the linearized power flow equation used has high precision, and the constructed quadratic convex programming OPF model can ensure that the algorithm is stable in the global optimal solution. Third, the network unit and the PV unit only exchange node injection power information, and the PV units are completely confidential with respect to each other. Finally, there is no need for global coordination, and the proposed scheme supports the plug-and-play feature. The proposed algorithm does have some limitations. The input has to be feasible under the dynamic reactive power limits and common coupling. As there are variations in practices, a sensitivity analysis could be carried out to assess the robustness of the proposed scheme. 
