Abstract. Waveform relaxation techniques have become increasingly important with the wide availability of parallel computers with a large number of processors. A limiting factor for classical waveform relaxation, however, is the convergence speed for an important class of problems, especially if long time windows are considered. In contrast, the optimized waveform relaxation algorithm discussed in this paper is well suited to address this problem. Today several numerical analyses have shown that optimized waveform relaxation algorithms can overcome slow convergence over long time windows. However, the optimized waveform relaxation techniques require the determination of optimized parameters. In this paper, we present a theoretical foundation for the determination of the optimized parameters for an important class of RC circuits.
paper, we present a theoretical foundation for the determination of the optimization parameter for the important class of diffusive RC circuits. Circuit equations are often specified in terms of the modified nodal analysis (MNA) formulation [20] , usually in the form Cẋ(t) + Gx(t) = Br(t), where C contains the reactive elements and G the other elements, B is the input selector matrix, r(t) are the excitation or forcing functions, and x(t) is the solution vector which consists in general of nodal voltages and currents. The model problem of an RC circuit in Figure 1 is of practical interest and is suitable for our analysis. To simplify the notation, we rewrite the MNA circuit equations in tridiagonal form, 
Ci , i = n, and the resistor values R i ,R i , R s , and R l and the capacitors C i are strictly positive constants.
Note that if the resistor valuesR i go to infinity, they can be omitted from the RC circuit in Figure 1 , and the entries in the tridiagonal matrix become
The source term on the right-hand side is given by the n× 1 vector f = (I s (t)/C 1 , 0, 0, 0, . . . , 0)
T , for some source function I s (t), the solution vector x(t) consists of nodal voltages, and we are also given the initial voltage values x(0) = (v 
WR algorithms.
We assume that n is an even number in this paper, n = 2j, j = 1, 2, . . . , and the case n odd can be handled similarly. We partition the system (1.1) at row j into two subsystems and obtain the classical WR algorithm T , and to start the WR algorithm, we need to specify two initial waveforms u 0 j (t) and w 0 1 (t) for t ∈ [0, T ]. In [15] , new transmission conditions for WR algorithms were proposed. These new transmission conditions are given by (2.3) (u The new transmission conditions (2.3) also exchange the voltages u j+1 and w 0 , but they are multiplied with weighting factors α and β, respectively, which could even be operators in time. The voltage differences between the nodal voltages (u j+1 − u j ) and (w 1 − w 0 ) ensure that the currents are also taken into account in the transmission conditions since we could write the currents as α −1 (u j+1 − u j ) and β −1 (w 1 − w 0 ), where α and β can be viewed as resistors. Therefore, the new transmission conditions attempt to transmit voltages as well as currents at the interfaces between the subsystems during the iteration, instead of only voltage values like the classical transmission conditions. Gander and Ruehli proved in [15] that the converged solution of the new WR algorithm with transmission conditions (2.3) is identical to the converged solution of the classical WR algorithm with transmission conditions (2.2) if β −1 = 1 + α −1 . Using the new transmission conditions, the optimizable WR algorithm is given by
where we start with initial waveforms u 3. Convergence analysis. In order to keep the analysis and the optimization process we are solving simpler, we consider here the simplifying assumptions
Indeed, this is a justified choice since we often have circuits where the subsystems or subcircuits have very similar electrical properties on both sides of the partitioning boundary. By linearity, we analyze the homogeneous problem and we use the Laplace transform for the convergence study of the linear circuits considered here. The Laplace transform for s = η +iω ∈ C of (2.1) at convergence, with the simplifying assumptions (3.1), is given by
where we dropped the iteration index to simplify the notation. We first note that the Laplace transform allows us to easily obtain explicit formulas for the solutions. Then, depending on which transmission conditions we use, we obtain for our algorithms relations of the formû
1 . The quantity ρ(s) is called the convergence factor for the corresponding WR algorithm in the Laplace transform variable s. Now, from these relations, for η ≥ 0, and the well-known Parseval-Plancherel identity we get
which, with the weighted norm
Therefore, convergence in the frequency domain ω implies convergence in the time domain t, and using Laplace transforms, we can show convergence in the exponentially weighted norm for η > 0, or in the L 2 norm if η = 0. The following technical lemmas are needed to determine the convergence factors of the classical and optimizable WR algorithms in closed form. Lemma 3.1. Let S 1 , S 2 , and S 3 be given by
where q is any integer greater than or equal to 1, and for any real number t, we have denoted above t = l, where l is the unique integer such that l ≤ t < l + 1. Then
Proof. If q is even, then q = 2 , = 1, 2, . . . , and = , and we write S 1 , S 2 , and S 3 as (3.3)
For any r = j, where 1 < j ≤ + 1, the summands in S 1 and S 3 are, respectively,
and for any r = j − 1, 1 < j ≤ + 1, the summand in S 2 is
Therefore, we have the same powers, and we only need to show that the sum of the coefficients in the summands in S 2 for r = j − 1, and in S 1 for r = j, 1 < j ≤ + 1, is equal to the coefficient in the summand in S 3 for r = j. This holds due to the property of the binomial coefficients,
The summand in S 2 for r = 1, or j = 2, is already considered above, since for S 2 we considered r = j − 1 and 1 < j ≤ + 1, so for r = 1 we only have the summand in S 1 and in S 3 . From (3.3), for r = 1, the summand in
q+1 , and it is the same expression we obtain from the summand in S 3 for r = 1, and this finishes the proof for q even. Now, if q is odd, then q = 2 − 1, = 1, 2, . . . , and = , and we write S 1 , S 2 , and S 3 as (3.4)
This shows that S 1 + S 2 = S 3 is similar to the case where q is even, but here we have 1 < j < + 1 instead of 1 < j ≤ + 1, since the last value for r in S 1 is r = , whereas it was + 1 for q even. Therefore, we only need to show equality between the summands in S 3 for r = j = + 1 and in S 2 for r = j − 1 = . As is evident from (3.4), the summand in S 3 for r = + 1 is equal to the summand in S 2 for r = . Lemma 3.2. For the systems in (3.2), for any 1 ≤ m ≤ j, j = 1, 2, . . . ,û m and w j−m+1 are given by
and . is the integer defined in Lemma 3.1.
Proof. We show the proof by induction in detail for the first relation in (3.5), and the proof for the second one is similar. For m = 1, from the first subsystem in (3.2), we haveû 1 = a s−bû 2 , which is the same as we obtain by using (3.5) for m = 1, so relation (3.5) holds for m = 1. We thus assume that (3.5) holds for m = q, i.e., u q = C(s, q, a, b)û q+1 . Now we need to show that (3.5) also holds for m = q + 1. The equation for m = q+1 from the first subsystem in (3.2) is sû q+1 = aû q +bû q+1 +aû q+2 , which implies, after substitutingû q from (3.5) for m = q, and simplifying, Xû q+1 = Yû q+2 , where
Hence,û q+1 = Y Xû q+2 . The numerator of the expression in (3.5) for m = q + 1 is equal to Y , so we only need to show that the denominator of (3.5) for m = q + 1 is equal to X, and this is proved in Lemma 3.1. Therefore, relation (3.5) holds for m = q + 1, and the proof by induction is complete. Theorem 3.3 (convergence factor of classical WR). The convergence factor ρ cla(j) of the classical WR algorithm (2.1), with n = 2j, j = 1, 2, . . . , and the simplifying assumptions (3.1), is given by
,
Proof. 
and using Lemma 3.1, we obtain
, which we will use later. Similarly, for j = 1, one finds the same equation (3.8) , and analogously, for the second subsystem
Inserting (3.9) at step k into (3.8), we getû
with convergence factor ρ cla(j) of the classical WR algorithm given in (3.7). The same result holds for w k+1 1
, and we findû ) as typical RC circuit parameters. We observe from Figures 2 and 3 that the modulus of the convergence factor for finite j is less than one, and it becomes bigger and bigger around ω = 0 as we increase the size of the circuit. For the infinitely large circuit considered in theory in section 5, the convergence factor is one at ω = 0 for the case |b| = 2a (see Figure 2 ), and it is less than one for the case |b| > 2a (see Figure 3 ). Note also that the case |b| > 2a has a better classical convergence factor than the case b = 2a. 
where λ j is given in (3.7). Proof. The proof is similar to the proof of Theorem 3.3. For j > 1, the last equation in the first subsystem in (3.2) is given by sû j = aû j−1 + bû j + aû j+1 , and using Lemmas 3.2 and 3.1, we get
Now inserting the iterations, and substitutingû k+1 j+1 from the first transmission condition in (2.3) into (3.11), which is basically the last equation in the first subsystem in (2.4) after taking Laplace transform and considering the homogeneous problem, we get
where
, and after simplifying, we get
Similarly, from the second subsystem, we obtain
where X 1 and X 2 are as given above. Again, we need to derive a relation between u k+1 j andŵ k 1 from (3.12) and similarly a relation betweenŵ k+1 1 andû k j from (3.13) to obtain the convergence factor for the optimizable WR algorithm in closed form. Using the second transmission condition in (2.3), together with (3.13), we find
, and using this result at step k in (3.12) we find for the first subsystem
With a similar manipulation for the second subsystem, we obtain
Finally, by inserting (3.15) at iteration k into (3.14), we get a relation over two iteration steps of the optimizable WR algorithm,
, and after simplifying,û
, where the convergence factor ρ opt(j) is given by (3.10). The same result also holds for the second subsystem and we find, as before,û 
and hence β opt(j) = −α opt(j) . Proof. The convergence factor vanishes if we insert (4.1) into ρ opt(j) given by (3.10). Hence,û . This convergence result is optimal, since the resulting waveforms in each subsystem depend in general also on the source term f j in the other subsystem. Therefore, the minimum number of iterations needed for convergence for any WR algorithm with two subsystems is two: a first iteration where each subsystem incorporates the information of its source term f j into its waveforms and then transmits this information to the neighboring subsystem, and a second iteration to incorporate this transmitted information about f j from the neighboring subsystem into its own waveforms.
We observe that the optimal choice (4.1) is not just a parameter but the Laplace transform of a linear operator in time, since it depends on s. Since we have a rational function in s, the optimal transmission conditions correspond to nonlocal operators in time. They require integral operators which cannot be avoided in general and are expensive to use, since they would require convolutions in the transmission conditions. In the present case, one could multiply through by the denominators and thus obtain local transmission conditions, which would, however, contain higher order derivatives in time along the interface, again inconvenient to implement and prone to stability issues. We therefore propose approximations of these best transmission conditions, which are easy to use and inexpensive, in what follows.
We first assume for simplicity that β = −α motivated by the optimal choice (4.1). This leads to the convergence factor
and λ j is given in (3.7). Assuming that the optimal choice for α given in (4.1) is approximated by a constant α (j) , the simplest way to obtain a constant approximation is to use a Taylor expansion about s = 0, which corresponds to a low-frequency approximation. Note that for low frequencies the classical convergence factor behaves worst, as one can observe from Figures 2 and 3 . The low-frequency constant approximation for the optimal choice given in (4.1) is
(we use the index T to denote Taylor). As an example, for j = 1, j = 2, j = 3, and j = 4 we get 
where α (j) is the only optimization parameter left. Solving this problem numerically for η = 0, i.e., the unweighted L 2 norm in time, we obtain α * Figures 2 and 3 , we see that the optimization of the transmission condition leads to much faster algorithms. We also see in these figures that at the optimum, the convergence factor for ω = 0 and ω → ∞ (where the convergence factor stays below a constant which is strictly less than 1) are equal, and we therefore propose to use the equioscillation equation
to determine the optimized choice of the parameter α * (j) . This equation can be solved in closed form: denoting by λ j0 the value of λ j , j = 1, 2, . . . , in (3.7), with s = 0, which is a real value since ω = 0, we have
Now, since the numerator in λ j is of a degree higher than the denominator by one, we have
By solving the equation R j0 = R j∞ , we get the solutions α (j) = 0, −2, λ j0 ± λ 2 j0 − 1 − 1, and thus the following For the case j = 1, 2 of small circuits, this conjecture is proved in [1] ; see also [2] . We investigate in the next section the special case of a very large circuit.
Optimality for a very large RC circuit.
We first need to study λ j in (3.7) in more detail. As we have seen in the proof of Theorem 3. 
Hence, we get the recurrence relation
In the following lemma we prove convergence of the sequence (5.1). Lemma 5.1. For s in the right half of the complex plane, s = η + iω, η > 0, and |b| ≥ 2a, the recurrence relation (5.1) converges to the limit
as j goes to infinity.
, and hence we have
Now, we write the above equations in the system
The eigenvalues of the matrix
in the system above are given by
where |λ + | > 1 and |λ − | < 1 in the right half of the complex plane, s = η + iω, η > 0, for |b| ≥ 2a; see [15] . Therefore, we have two distinct eigenvalues, and hence the matrix in (5.3) is diagonalizable and can be written as
where P is an invertible matrix, which has the corresponding eigenvectors as its column vectors. By forming the matrix P , and using y 1 = s − b and y 0 = a, we can find σ 1 and σ 2 by direct calculations, such that
Hence,
and since |λ + | > 1 and |λ − | < 1, we have, as j goes to infinity,
Note that the exact values for σ 1 and σ 2 are not really needed for the result above.
Using this result, we can formally pass to the limit in the convergence factor of the classical WR algorithm and obtain
where λ + is given in (5.2). This result was directly shown in [15] by analyzing a circuit of infinite size. We also have |λ + | > 1, for s := η + iω, η > 0, and |b| ≥ 2a.
The convergence factor depends as before on s ∈ C, the parameter in the Laplace transform. The classical WR, as is evident from (5.4), always converges for a large number of iterations since |λ + | > 1 for η > 0, but convergence might be very slow. Also, the convergence factor is analytic for s = η + iω, η > 0, under the condition |b| ≥ 2a, and in addition, if we let s = re iθ , − π 2 < θ < π 2 , then the limit as r goes to infinity is zero, and therefore, using the maximum principle for analytic functions, the maximum of ρ claL is attained on the boundary of the right half of the complex plane, at η = 0. Taking the limit on the boundary as ω goes to zero implies
where |b| = 2a is most often the case for RC type circuits, or diffusion type problems. Therefore, the convergence will be very slow for low frequencies ω and the mode ω = 0 will not converge for the important case |b| = 2a; see also Figures 2 and 3. When passing to the limit as n goes to infinity in the optimizable WR algorithm, we obtain the convergence factor
Therefore the algorithm also converges in two iterations for the optimal choice of parameters
independently of the guess for the initial waveforms, which is formally proved in [15] . Since this choice, however, also involves symbols depending on s in the Laplace transformed domain, we analyze in the next subsections approximations by constant and also first order approximations.
An optimized WR algorithm with constant transmission conditions.
In this subsection, we assume that the parameters are just constants, and we again have to solve a min-max problem. The analyticity of ρ optL in the right half of the complex plane was shown in [15] for a > 0, b < 0, |b| ≥ 2a, and α > 0, β < 0. By the maximum principle for analytic functions, the maximum of ρ optL for s = η + iω, η > 0, is attained on the boundary. The limit of ρ optL for s = re iθ , − π 2 < θ < π 2 , as r goes to infinity is one limit in all directions, which is equal to ( −1 (α+1)(β−1) ), and therefore, the maximum of ρ optL is attained on the boundary η = const.
Based on the optimal choice (5.6), we again take β = −α, and hence the convergence factor ρ optL in (5.5) with constant approximation is
Let us now consider λ + in (5.2) and the L 2 norm, i.e., s = iω. Let λ + := x + iy = (λ + ) + i (λ + ). Then the real part x is given by x := X(ω) = 
In a realistic transient analysis, however, estimates for the maximum and minimum frequencies are considered (see, for example, [15, 13] ). This is due to the fact that a partition with step-size Δt cannot carry arbitrary high frequencies, i.e., ω will vary from −ω max to ω max . We use the estimate ω max = π Δt , which is the highest possible oscillation on a grid with spacing Δt. The estimate for the lowest frequency occurring in the transient analysis depends on the length of the time interval [0, T ]. As in [15] , we expand the signal in a sine series sin( 
where α > 0 and c ≥ 1. If we assume γ = α + 1, then we find γ such that the convergence factor
where γ > 1, is minimized over all x ∈ [x min , x max ]. Hence the optimal choice for γ is the solution of the min-max problem
For any other value of γ > 1, R 0 has no extrema in x ∈ (c 2 + √ c 4 − 1, 2c 2 ). Proof. A partial derivative of R 0 with respect to x shows that the zeros of the polynomial
determine the extrema of R 0 . The polynomial P (x) has two real zeros x and x given by
The argument under the square root, 1 + γ 2 − 2γc 2 , is greater than zero for γ > c 2 + √ c 4 − 1, and hence x and x are real for γ > c
2 ), it can be discarded, and by studying the sign of ∂R0 ∂x , x is a minimum. If the argument under the square root is negative, then x and x are complex, and if it equals zero, then x = x = c 2 , which is not in (c 2 + √ c 4 − 1, 2c 2 ), and in both cases R 0 has no local extrema. 
An optimized WR algorithm with first order transmission conditions.
In this subsection, we introduce a first order approximation for the optimal parameter α given in (5.6),
for some constants α 0 and α 1 = 0, since otherwise we get the constant approximation. We thus obtain the convergence factor (5.14)
where λ + is given in (5.2). The convergence factor ρ optL1 is an analytic function in the right half of the complex plane, s = η + iω, η > 0, under the conditions b < 0, a > 0, |b| ≥ 2a, α 0 ≥ 0, and α 1 > 0, as one can check by direct calculations. Therefore, using the maximum principle for analytic functions, the maximum of |ρ optL1 | is attained on the boundary. Now, since for s = re iθ , − π 2 < θ < π 2 , the limit of ρ optL1 equals zero as r goes to infinity, the maximum of |ρ optL1 | is attained at η = const.
In order to determine the optimal choice of α 0 and α 1 , it suffices as in subsection 5.1 to optimize for positive frequencies, ω > 0, since |ρ optL1 | depends only on ω 2 , because we have the same λ + as in (5.2). This yields the optimization problem 
The optimal parameter α in (5.6) is given by α := λ + − 1, and hence a first order approximation is
where p and q are new parameters. In the new variable x, and using the first order approximation (5.17), the convergence factor ρ optL1 in modulus becomes, after factorizing a 5 from the denominator and numerator to eliminate one parameter,
By settingp = p a , and as before,
a , the modulus of the convergence factor ρ optL1 is
where The new min-max problem which we need to solve is in the new variables given by (5.19) miñ 
where R 1 (x, c,p, q) is given in (5.18) andx 1 ,x 2 are given by the positive roots of the polynomial P (x) giving the maxima of R 1 , then for the case c = 1
2 ), and for the case Proof. A partial derivative of R 1 with respect tox shows that the roots of P (x) determine the extrema of R 1 . Since P (x) is a bi-quartic inx with real coefficients, it has at most four real positive roots, and hence, forx min ≤x < 2c 2 with c = 1, ω min > 0, and forx 0 ≤x < 2c 2 with c > 1,ω min = 0, R 1 can have at most two interior maxima. Since R 1 goes to zero asx goes to 2c 2 , which is the limit as ω −→ ∞, the maximum in the min-max problem (5.19) can be attained either on the boundary, for the case c = 1 andω min > 0 atx =x min and for the case c > 1 andω min = 0 at x =x 0 , or at either of the two local maxima, which we denote byx 1 andx 2 . Balancing the value of R 1 at all three locations as stated in ω and determine the leading asymptotic terms as ω goes to zero of the two roots of the polynomial P (x), which leads to
Similarly, expanding (5.20) for ω small, we find the leading terms
Equating the exponents in these four equations leads to γ 1 = Now using these results in R 1 and expandingR O1 = R 1 (x min , c,p * , q * ) forω min = ω small, we find the asymptotic results (5.22) .
Similarly for the second case, to see that there is a solution for (5.21) where we now haveω min = 0, for c =
c and determine the leading asymptotic terms as c goes to zero of the two roots of the polynomial P (x), which leads to
The leading terms we find by expanding (5.21) for c small are
Equating the exponents in these four equations leads to γ 1 = Now using these results in R 1 and expandingR O1 = R 1 (x 0 , c,p * , q * ) for c small, we find the asymptotic results (5.23) . Note that the expansions we obtain for the two cases have the same exponents; they are different only by a constant.
Since α 0 = c 2 − 1 +p 2 , and α 1 = q 2a , we have
Numerical experiments.
We first present a set of numerical experiments illustrating the asymptotic results obtained in the previous section. We show in Figure 6 the result of the optimization with respect to α 0 and α 1 with the typical values a = We now use ω min = π 20 to compute the numerically and the asymptotically optimized α * 0 and α * 1 as well as the optimized constant α * , and we show the convergence factors as a function of ω in Figure 7 . On the left of Figure 7 , we observe the better convergence factor we get by using the first order approximation over the constant approximation and compared to the classical convergence factor. On the right, we show the convergence factor of the optimized WR algorithm with the first order approximation using the numerically optimized α * 0 and α * 1 and using the asymptotically optimized values. Note that the minimal frequency we choose, ω min = π 20 , is not small enough to be smaller than the two maxima which we assure their existence for small ω min , and thus we have only one maximum for ρ optL1 using the numerically optimized values, which is bigger than ω min , and the other one is smaller, and for the one with the asymptotically optimized values there are no interior maxima in this case. Note also that ρ optL1 with the asymptotically optimized values is better than ρ optL1 with the numerically optimized values for high frequencies. Table 1 . This is, however, just a coincidence: as we have seen on the right in Figure 7 , the convergence factor with the asymptotic values does not yet equioscillate and can therefore theoretically not yet be optimal; it is, however, better than the one with the numerically optimized values for high frequencies. Since the estimate for ω min is conservative, and the numerically optimized version needs to equioscillate, the error modes around ω = 4 slow down the numerically optimized version a little in this particular experiment.
On the right-hand side of Figure 8 we also plot the error as a function of the WR iterations but now with different transient analysis time, where we choose t ∈ [0, 2]. We consider now the low frequency ω min = 20] , except that now the algorithm is in its superlinear convergence regime. For a first analysis of optimization parameters in this regime, see [9] .
We finally repeat the last experiment with the same typical parameters we used earlier but now without omitting the resistor valuesR i , where we choose the typical parametersR i to beR i = 5 Ohm, i = 1, . . . , 100. We plot the error as a function of the WR iterations in 0247 > 1, in the optimized WR algorithm with first order transmission conditions. We observe similar behavior as for the previous experiment, except that the optimized WR algorithm with the numerically optimized first order values has improved from the previous experiment and converges even better than the one with the asymptotic values for T = 20, which is expected since we use here ω min = 0 to find the optimized values which allows the numerically optimized version to equioscillate.
7.
Conclusion. The effectiveness of classical WR algorithms for circuit simulation depends very much on finding a good partitioning: the engineer needs to find subcircuits such that the coupling between them is weak; then the classical WR algorithm with the corresponding partitioning converges quickly. Finding such a partitioning is, however, not always easy: "In practice one is interested in knowing what subdivisions yield fast convergence for the iterations. . . . The splitting into subsystems is assumed to be given. How to split in such a way that the coupling remain "weak" is an important question" [26] .
It is evident from the early work on splitting or partitioning of realistic circuits [29, 32] that a great effort was made to improve the convergence using the classical WR. The optimized WR approach is a mathematical technique to weaken the strength of the coupling between subsystems when it is not possible to find a weak link in a given circuit configuration where a partition has to be made. We achieve this by new transmission conditions that exchange a combination of voltages and currents rather than just voltages or just currents from one subsystem to its neighboring subsystems. Mathematically, one can even derive optimal transmission conditions, which involve nonlocal operators in time, but these are less practical. We therefore propose approximations which are optimized for the local nature of the circuit area where the cut needs to be performed. In this paper, we assumed the circuit to be of diffusive nature and thus gave a complete analysis of any finite size RC circuit. If the circuit behaves locally more like a transmission line, one needs to use transmission conditions for this type of circuit; see [14, 12] .
