In biochemical systems some of the chemical species are present with only small numbers of molecules. In this situation discrete and stochastic simulation approaches are more relevant than continuous and deterministic ones. The fundamental Gillespie's stochastic simulation algorithm (SSA) accounts for every reaction event, which occurs with a probability determined by the configuration of the system. This approach requires a considerable computational effort for models with many reaction channels and chemical species. 
Introduction
Biological systems are frequently modeled as networks of interacting chemical reactions.
In systems formed by living cells stochastic effects are very important, as typically some reactions involve only a small number of molecules (of one or more species) [1] . The Chemical Master Equation (CME) [2, 3] governs the time-evolution of the probability function of the system's state. Gillespie proposed the stochastic simulation algorithm (SSA), a Monte Carlo approach based on sampling exactly the probability density evolved by the CME [4] . Since each reaction is accounted for individually, the overall computational effort becomes an issue with systems of practical interest. This motivates the development of approximate sampling algorithms that trade some accuracy in order to considerably improve computational efficiency.
One approximate acceleration procedure is the "tau-leaping method" [5] , in which multiple reactions are simulated within a pre-selected time interval of length τ . The tau-leaping method requires that τ satisfies the "leap condition": the expected state change induced by the leap must be sufficiently small such that propensity functions remain nearly constant during the time step τ . In this case the number of times that each reaction fires in the interval τ is approximated by a Poisson random variable.
While the tau-leaping method is efficient for single timescale systems, it becomes unstable for stiff systems when the stepsize τ is large. Stiffness characterizes the dynamics where wellseparated "fast" and "slow" time scales are present, and the "fast modes" are stable. The implicit tau-leaping method improves the numerical stability [6] , but it has a damping effect and its results have much smaller variances than SSA results. The trapezoidal tau-leaping formula was proposed to reduce this damping effect [7] . Additional approaches have been developed to accelerate the efficiency of the exact SSA through various approximations [8, 9, 10] . Improved step size (τ ) selection is discussed in [5, 9] . An alternative point of view is to understand the tau-leaping method as the Euler scheme for stochastic differential equations (SDEs) [11, 12, 13] , applied to stochastic chemical kinetics. This is the point of view taken in this paper. We propose new tau-leaping-like methods motivated by weakly convergent discrete time approximations of stochastic differential equations [14] .
The existing implicit tau-leaping methods treat implicitly only the mean part of the Poisson variables; the variance part is treated explicitly. Therefore current algorithms can be characterized as partially implicit. This paper develops several fully implicit algorithms, where both the mean and the variance parts of the random variables are solved implicitly.
The "BE-BE" method uses the stochastic backward Euler method for both the mean part and the variance part of the Poisson variables. The "BE-TR" method uses the implicit stochastic trapezoidal method for the variance part of the Poisson variables. The "TR-TR" method discretizes both the mean and the variance of the Poisson variables with the trapezoidal method. This work also proposes implicit second order weak Taylor tau-leaping methods for the stochastic simulation of chemical kinetics. Numerical stability is investigated theoretically in the context of the reversible isomerization reaction test problem, an approach that is well accepted [15, 13] .
Numerical experiments are performed with three different chemical systems to assess the efficiency and accuracy of the new implicit algorithms. The numerical results show that the proposed methods are accurate, with an efficiency comparable to that of the original implicit tau-leaping methods. They confirm the theoretical stability analysis conclusions that out of the six new methods four are unconditionally stable, and two are conditionally stable. These analyses perfectly explain our preliminary results reported previously [16, 17] . The numerical experiments show that, for stiff systems, all three fully implicit tau-leaping methods avoid large damping effects and are stable for any stepsize [16] . But two of the implicit second order weak Taylor methods show unstable behavior for large stepsizes (although they are more stable than the explicit tau-leaping method [16] ).
The remaining part of the paper is organized as follows. Section 2 describes the traditional SSA algorithm. Numerical schemes for the solution of SDEs are presented in Section 3. In Section 4 the proposed new methods are introduced. Section 5 performs a numerical stability analysis using a traditional test example. Results from numerical experiments with three different systems are presented in Section 6. Section 7 draws conclusions and points to future work.
Stochastic Simulation Algorithms for Chemical Kinetics
In this section we briefly review the traditional SSA and tau-leaping algorithms for stochastic chemical kinetics.
Exact Stochastic Simulation Algorithm
Consider a biochemical system involving N molecular species S 1 , . . ., S N , composed of M reaction channels R 1 , . . ., R M . Denote by X i (t) the number of molecules of species S i at time t. We are interested to generate the evolution of the state vector X(t) = (X 1 (t), ..., X N (t)) starting from an initial state vector X(t 0 ). Assume that the system is well-stirred in a constant volume Ω and is in thermal equilibrium at some constant temperature. The state change vector ν j = ν ·,j = (ν 1,j , ..., ν N,j ) for the channel R j is defined as the change in the population of molecule S i caused by one R j reaction. The propensity function a j gives the probability a j (x)dt that one R j reaction will occur in the next infinitesimal time interval
The SSA simulates every reaction event [4] . With X(t) = x, p(τ, j|x, t)dτ is defined as the probability that the next reaction in the system will occur in the infinitesimal time interval [t + τ, t + τ + dτ ), and will be an R j reaction. By letting a 0 (x) ≡ M j=1 a j (x), the equation
can be obtained. A Monte Carlo method is used to generate τ and j. On each step of the SSA, two random numbers r 1 and r 2 are generated from the uniform (0,1) distribution. From probability theory, the time for the next reaction to occur is given by t + τ , where
The next reaction index j is given by the smallest integer satisfying
After τ and j are obtained, the system states are updated by X(t + τ ) := x + ν j , and the time is updated by t := t + τ . This simulation iteration proceeds until the time t reaches the final time.
Tau-Leaping Method
The SSA is an exact stochastic method for chemical reactions, however, it is very slow for many real systems because the SSA simulates only one reaction at one time. One of the approximate simulation approach is the tau-leaping method [5] . The basic idea of the tauleaping method is that multiple reactions can be simulated at each step with a preselected time τ . The tau-leaping method requires that the selected τ must be small enough to satisfy the leap condition, i.e., the expected state change induced by the leap must be sufficiently small so that propensity functions remain nearly constant during the time step τ .
Given X(t) = x, denote by K j (τ ; x, t) the number of times that reaction channel R j fires during the time interval [t, t + τ ) where j = 1, . . . , M. The state X(t) = x is updated by
If the leap condition is satisfied, K j (τ ; x, t) can be modeled by a Poisson random variable which counts the number of occurrence during a given time period. A Poisson variable with parameter a (denoted by P(a)), takes the value k with a probability
For stochastic chemical systems P(aτ ) is interpreted physically as the number of events that will occur in any finite time τ , given that the probability of an event occurring in any future infinitesimal time dt is a dt. Tau-leaping methods use the approximation
where P j is a Poisson random variate parameter a j (x)τ .
Implicit Tau-Leaping and Trapezoidal Methods
In general, the tau-leaping methods are only able to perform well if they continue to take time steps that are of single timescale as fast or slow mode. This drawback is caused by the fact that explicit methods advance the solution from one time to the next by approximating the slope of the solution curve at or near the beginning of the time interval. For a "stiff" system with widely varying dynamic modes among which the fastest mode is stable, the leap condition is used to bound the step size τ to be within the timescale of the fastest mode. Therefore, large leaps are not feasible for stiff systems as they result in no advantage compared to the exact SSA. In addition, forced big time step size τ might lead to unstable population states.
The tau-leaping method is explicit because the future random state X(t+τ ) is driven only by an explicit function of current state X(t). An implicit tau-leaping method [6] modifies the explicit tau-leaping method as follows. P j can be split as
We then evaluate the mean value part a j τ and the zero-mean random part (variance of the Poisson variables) P j − a j τ at the known state X(t). Therefore,
The implicit equation is solved by Newton's iteration method, and the floating point state X(t + τ ) is rounded to the nearest integer values. This implicit tau-leaping method allows much bigger step size than the explicit tau-leaping method for stiff systems. But large step sizes might provoke damping effect, which means that when a large step size is used to solve a stiff system, it yields a much smaller variance and damps out the natural fluctuations of the stochastic nature [6] .
The trapezoidal tau-leaping formula was proposed to reduce the damping effect of the implicit tau-leaping formula [7] . The formula is
Because the trapezoidal rule has a second order convergence without damping effect, this formula has better accuracy and stiff stability than the implicit tau-leaping method. The trapezoidal method, however, is only second order for the mean value, and still first order for the variance.
Discrete Time Approximations for SDEs
This section discusses the numerical solution of stochastic differential equations (SDEs),
with an emphasis on weak approximations [14] .
Stochastic Differential Equations (SDEs)
SDEs are differential equations that incorporate white noise (the "derivative" of a Wiener process) and their solutions are random processes. Consider the following d-dimensional SDE system [14] 
With Stratonovich calculus, the solution to (4) is
where µ is the modified drift coefficient.
Convergence
Consider a time discretization of the SDE (5) which uses a maximum step size δ and produces an approximation {Y δ (t)} of {X(t)}. The magnitude of the pathwise approximation error at a finite terminal time T is measured by the expected absolute value of the difference between the Ito process and the approximation [14] 
The following two definitions of convergence [14] are useful in the analysis of discretization methods.
Definition 3.1 (Strong convergence [14] ). A time discrete approximation Y δ (t) with maximum step size δ converges strongly to X at time T if
and if there exists a positive constant C, which does not depend on δ, and a finite δ 0 > 0 such that
, then Y δ is said to converge strongly with order γ > 0.
In many practical situations it is not necessary to have numerical solutions that accurately approximate each path of an Ito process. Often one is only interested to accurately compute moments, probability densities, or other functionals of the Ito process. The concept of weak convergence [14] describes numerical accuracy in this situation.
Definition 3.2 (Weak convergence[14]).
A time discrete approximation Y δ (t) with maximum step size δ converges weakly to X(t) at time T as δ ↓ 0, with respect to a class C of
If there exist a positive constant C, which does not depend on δ, and a finite
, then Y δ is said to converge weakly with order β > 0.
These two convergence criteria lead to the development of different discretization schemes.
Discretization Schemes
Consider a time discretization
The stochastic Euler approximation of the SDE (4) is
where superscripts denote vector and matrix components. We follow our convention in are independent for j 1 = j 2 . It was shown [18] that the Euler scheme converges with strong order γ = 0.5 under Lipschitz and bounded growth conditions on the coefficients µ and σ.
For weak convergence the random increments ∆W n of the Wiener process can be replaced by other random variables ∆ W n which have similar moment properties to the ∆W n , but are less expensive to compute [14] . For instance, in the scalar case d = m = 1, a weak Euler approximation with weak order β = 1.0 is
where ∆ W n satisfies moment condition [14] 
for some constant C. A simple example of such a random variable is the two-point distributed ∆ W n with probability
The Fully Implicit Euler Scheme
In the general multi-dimensional case the kth component of the weak Euler scheme has the form
where ∆ W n j satisfies moment condition (7) . The family of implicit Euler schemes [14] reads
The parameter α here can be interpreted as the degree of implicitness. With α = 1.0 it is the implicit Euler scheme, whereas with α = 0.5 it represents a stochastic generalization of the trapezoidal method.
From the definition of Ito stochastic integrals, a meaningful fully implicit Euler scheme cannot be constructed by making the diffusion coefficient (σ) implicit in an equivalent way to the drift coefficient (µ). To obtain a weakly consistent implicit approximation it is necessary to appropriately modify the drift term [14] . Such a family of fully implicit stochastic Euler schemes is
where ∆ W n j is as in (8) and the corrected drift coefficient µ η k is defined by
For α = η = 1.0 the scheme (11) is the fully implicit Euler method. For η = 0.5 the corrected drift µ η k = µ k is the corrected drift of the corresponding Stratonovich equation, and for α = 0.5 the scheme (11) yields the fully implicit trapezoidal method.
The Second Order Weak Taylor Scheme
In the general multi-dimensional case d, m = 1, 2, . . . the kth component of the second order weak Taylor scheme reads [14] 
where operators L 0 and L j are
In addition, the multiple Ito integrals are abbreviated by
Here we have multiple Ito integrals involving different components of the Wiener process, which are generally not easy to generate. Therefore (13) is more of theoretical interest than of practical use. However, for weak convergence we can substitute simpler random variables for the multiple Ito integrals [14] . In this way we obtain from (13) the following simplified order two weak Taylor scheme with the kth component
Here the W j for j = 1, 2, . . . , m are independent random variables satisfying moment condi-
for some constant C. An N(0; ∆t n ) Gaussian random variable satisfies the moment condition (15) , and so does the three-point distributed ∆ W n with
The V j 1 ,j 2 are independent two-point distributed random variables with
and
for j 2 = j 1 + 1, . . . , m and j 1 = 1, . . . , m.
Implicit Tau-Leaping-Like Schemes
We now propose several new fully implicit tau-leaping methods motivated by the SDE solvers discussed in Section 3.
The Fully Implicit Tau-Leaping Methods
We apply the fully implicit weak Euler scheme (11) term is scaled by the standard deviation of a j (x) as below
where the Poisson noise
is close to a normal variable N(0; τ ) when a j is large. The scheme (1) can be written as
The weak Euler scheme (9), in vector notation, reads
where σ j is the jth column of σ. We note that (19) is similar to the Euler scheme (20) with
The Fully Implicit "BE-BE" Method
The fully implicit "BE-BE" tau-leaping method uses the Backward Euler discretization for both the mean and variance of the Poisson variables. In (11) the choice α = η = 1 simplifies the fully implicit weak Euler scheme to
where ∆ W n j satisfies moment condition (7) . Besides the original random variable ∆ W n j = ∆W n j , simpler options like (8) are possible [14] . Using (21) the corrected drift coefficient (12) can be written as
Finally the "BE-BE" fully implicit tau-leaping method has the form
where ∆ W j = ∆P j . For large a j , ∆P j is close to a normal variable and ∆ W j can be replaced by a random variable with the correct statistics, e.g., as given by (8).
The Fully Implicit "TR-TR" Method
The fully implicit "TR-TR" method uses an implicit trapezoidal discretization for both the mean of and the variance of the Poisson variables. The choice α = η = 0.5 in (11) leads
where the corrected drift coefficient (12) is
and is equivalent to the Stratonovich drift coefficient µ.
From (21) the "TR-TR" fully implicit tau-leaping method has the form
where the ∆ W j = ∆P j or, for large a j , can be replaced by (8).
The Fully Implicit "BE-TR" Method
The fully implicit "BE-TR" method uses a backward Euler discretization for the mean (deterministic) part, and the implicit trapezoidal discretization for the variance. In (11) the choice α = 1.0 and η = 0.5 simplifies the fully implicit weak Euler scheme to
where the corrected drift coefficient (12) is equal to (23). From (21) the "BE-TR" fully implicit tau-leaping method has the form
Implicit Second Order Weak Taylor Tau-Leaping Methods
The simplified order two weak Taylor scheme (14) motivates the following family of methods for stochastic kinetic equations:
4.2.1. Implicit Second Order Weak SSA with α = 1.0 and β = 1.0
When α = 1.0 and β = 1.0 the scheme (26) becomes
We apply the implicit order two weak Taylor scheme to the stochastic chemical kinetic problem in a similar manner to the fully implicit tau-leaping methods. Note that
From (21), (27), and (28) the implicit order two weak tau-leaping SSA method with α = 1.0 and β = 1.0 has the form 
The corresponding implicit order two weak tau-leaping SSA method has the form
4.2.3. Implicit Second Order Weak SSA with α = 0.5
When α = 0.5 the scheme (26) does not depend on β. The method reads
The implicit order two weak tau-leaping SSA method for α = 0.5 has the form
Stability Analysis
In this section we perform a theoretical stability analysis of the fully implicit methods proposed in Section 4. Specifically, we take the well established approach [15, 10] of applying the methods to the reversible isomerization model and comparing the discrete results with the available analytical solution.
Reversible Isomerization Model
Following Rathinam et al., [15, 10] we consider the reversible isomerization reaction system
Let X t denote the population (number of molecules) of S 1 at time t, X T the total population of S 1 and S 2 , and
Usually the case with c 1 = c 2 is considered. Note that X T is constant in time, and therefore the population of S 2 at time t is X T − X t . The deterministic reaction rate equation for this system is the ODE:
Therefore the mean E[X t ] and variance Var[X t ] satisfy the following ODEs:
As t goes to infinity, the asymptotic value of the exact mean E[X * ∞ ] and the exact variance
Stability Analysis of the Traditional Tau-leaping Methods
Recall the explicit tau-leaping method (1) . Applying the explicit tau-leaping method with a fixed step size τ to the test problem (32) gives
where X n is the numerical approximation of X t at time t n .
The following lemma about the conditional probability from [19] will prove useful for the derivation.
Lemma 5.1. If X and Y are random variables, then
By Lemma 5.1, the mean of the Eq. (35) is
This imposes the stability condition
which implies 0 < λτ < 2 for the stepsize. For n → ∞ we obtain the asymptotic mean
For the variance we have
The stable domain for the variance is given by (1 − λτ ) < 1 and is the same as (36). For n → ∞ in (37), the asymptotic variance is . Similarly, the stability region, asymptotic mean, and asymptotic variance for the traditional implicit tau-leaping method are
For the trapezoidal method,
Stability Analysis of the Fully Implicit Tau-Leaping Methods
Recall the BE-BE fully implicit formula (22)
We apply the BE-BE tau-leaping methods with a fixed step size τ to the test problem (32).
For N = 1, M = 2, ν 1,1 = −1, ν 1,2 = 1, a 1 (x) = c 1 X, and a 2 (x) = c 2 (X T − X), we have that
Derivation of the mean for the simplified equation (40) is quite intricate due to the square root in the denominator. In order to derive the stability region we first employ an inequality
. Taking the expectation of (40b) leads to
which implies that
Similarly, the expectation of (40c) satisfies
Plugging (41a) and (41b) into (40) and taking E[ · ] gives
which can be simplified to
This imposes the sufficient stability condition
The second approach for the stability analysis is using the Poisson approximation method.
Recall that the Poisson random variable can be rewritten as the mean value plus the random deviation from the mean part
If a j is large the Poisson noise ∆P j is close to a normal variable N(0; τ ). In this case the
Poisson variable with mean a j (X(t + τ )) τ can be approximated by
With this approximation the "BE-BE" fully implicit method has the alternative form
Applying the alternative BE-BE formula (45) with a fixed step size τ to the test problem (32)
gives
Denoting by
and taking E n+1 of (45) leads to
i.e.,
Then by Lemma 5.1 we have
which imposes the stability condition
This approximate stability region is same to the sufficient BE-BE stability condition (43) calculated via inequalities. We conclude that the BE-BE stability is similar to that of the traditional implicit tau-leaping method for the reversible isomerization test model.
The Poisson approximation (44) allows to deduce the asymptotic mean and variance of the approximate solutions (45). Letting n → ∞ in (48) we obtain
For c 1 = c 2 (the common setting of the test problem)
The conditional variance of (46) with respect to X n+1 is
The variance of (47) is
From Lemma 5.1, (50), and (51)
Var[X * ∞ ] Table 1 : Behavior of fully implicit methods applied to the reversible isomerization problem. All methods are unconditionally stable and yield the exact asymptotic mean. TR-TR provides the exact asymptotic variance as well.
Letting n → ∞
After replacing the E[
This asymptotic variance of the approximate BE-BE (22) is same as that of the traditional implicit tau-leaping method (38).
A similar approach can be used to obtain the stability region, the asymptotic mean, and the asymptotic variance of the TR-TR (24) and BE-TR (25) methods. The results are summarized in Table 1 .
Stability Analysis of the Implicit Second Order Tau-Leaping Methods
Application of the implicit second order method with α = 1.0 and β = 1.0 (29) to the test problem (32) yields
with
where The V j 1 ,j 2 are independent two-point distributed random variables as (17) . In order to derive the mean of equation (52), we first compute
Similarly, E n [r j ] = 0 for j = 2, . . . , 6. Therefore
From Lemma 5.1, the mean of the numerical solution satisfies
which implies the stability restriction
The second order weak Taylor method with α = 1.0 and β = 1.0 is conditionally stable. For the asymptotic mean of the second order weak Taylor method with α = 1.0 and β = 1.0, let n → ∞ in (53). Then we obtain
which is equal to its exact value (34).
The stability condition and the asymptotic mean for the implicit second order with α = 1.0 and β = 0.0 (30) are calculated in a similar manner, and the results are the same as (54) and (55).
Application of the implicit second order method with α = 0.5 (31) to the test problem (32)
Similar to the calculation for the implicit second order weak SSA with α = 1.0 and β = 1.0, taking expected value E n and then E gives
The asymptotic stability of E[X n ] requires
Because λτ is always greater than zero, the second order weak Taylor methods with α = 0.5 is unconditionally stable. The condition (58) is the same as that (39) of the trapezoidal tau-leaping method. Letting n → ∞ we have
Deriving analytically the asymptotic variances for the second order weak Taylor methods becomes a very intricate task. For the variance of the implicit second order method with α = 0.5 (31) to the test problem (32), we still use the fact
using Lemma (5.1). By (57),
To calculate the term E[ Var[X n+1 |X n ] ], we should consider the expectation of the variance of (56). This involves the estimation of E[
1 Xn
] and E[
] which cannot be obtained simply. This intractable calculation will be analyzed in future work.
Experimental Results
This section presents numerical results for the new implicit tau-leaping methods applied to three different systems. A fixed stepsize strategy is used in each simulation for all methods; this allows for a clean comparison of the performance of different algorithms.
The Decaying-Dimerizing Reaction Set
The decaying-dimerizing system [10] consists of three species S 1 , S 2 , and S 3 and four reactions S 1 c 1 −→ 0, where X i denotes the number of molecules of species S i . The initial conditions are
The final time is T = 0.2 seconds. Figure 1 shows the species evolution for the reaction set (59) solved with the original SSA.
In order to compare the solutions given by different methods we consider histograms of X 1 , the number of molecules of S 1 , at the final time T = 0.2 seconds. Specifically, an ensemble of simulation results is carried out for each method, and the final distribution of the numerical X 1 is plotted as a histogram from 100,000 independent simulations. In order to numerically assess the accuracy of each method, we carry out simulations with different stepsizes, and obtain the corresponding histograms. For each method and step size the numerical errors are quantified by the difference between the numerical histograms and the reference (SSA) histogram. Two metrics of the difference are employed: the KullbackLeibler (K-L) divergence [20] and the distance metric.
The K-L divergence is a non-commutative measure of the difference between two probability distributions P and Q, typically P representing the "true" distribution and Q representing arbitrary probability distribution. Therefore we set P to be the distribution obtained from SSA, and Q the distribution obtained with one of the other formulae. The K-L divergence is defined to be
where Q(i) = 0, and the summation is taken over the histogram bins. Smaller values of K-L divergence represent more similar distributions. Because K-L divergence is not useful when there exists zeros for Q, we also use the distance metric, which measures the difference between two distributions by
Here ∆X is the bin size of the histogram. Table 2 shows these metrics based on 100,000 samples generated by different methods Table 2 . The implicit second order weak Taylor methods with α = 1.0 are accurate until they become unstable for large stepsizes.
The elapsed CPU times for each method are presented in Table 3 . Figure 3 considers the relationship between accuracy and computation time for each of the accelerated methods.
From the figure, the trapezoidal tau-leaping, the fully implicit TR-TR, and the implicit second order weak Taylor with α = 0.5 methods generate accurate solutions with a large step size (τ = 8 × 10 −4 seconds) and in a short CPU time. For comparison, 100,000 simulations using the SSA took 16,210 CPU seconds, while 100,000 simulations of the fully implicit TR-TR took only 377 seconds (2.3% of the SSA time) and provided an accurate solution (distance value is only 0.276). The implicit second order weak Taylor method of the α = 0.5 with τ = 8 × 10 −4 fixed step took 381 seconds and produced results of similar accuracy.
Schlögl Reaction Set
The Schlögl reaction model [15] is a simple but famous bistable system. The system contains four reactions which will render the bistable system. Hence the propensity functions are given by
where X denotes the number of molecules of species S. Initial condition X(0) = 250 at T = 0, and final time T = 4 second.
The histograms generated from 100,000 independent samples of SSA, existing improved SSA methods, and proposed methods including fully implicit tau-leaping methods and implicit order two weak Taylor methods with fixed stepsize τ = 0.4 are shown in Figure 4 .
We notice that the histogram given by the trapezoidal tau-leaping method, fully implicit TR-TR method, and implicit order two weak Taylor method with α = 0.5 are very close to the exact SSA method than other methods for the specific time step as the histogram of the decaying-dimerizing system. The histograms produced by the fully implicit BE-BE and BE-TR exhibit damping effect (sharp peaks) while the histogram given by the implicit order two weak Taylor method with α = 1.0, β = 1.0 and α = 1.0, β = 0.0 methods provoke a little wide varying results (broad peaks). Table 4 shows the mean, variance, distance, and elapsed CPU times based on 100,000 samples generated by different methods for fixed stepsizes. faster) compared to the SSA that took 683 seconds for 100,000 simulations.
The ELF System
We now consider a more complex system containing 8 species and 12 reactions [21, 22, 13] to evaluate the accuracy of the proposed tau-leaping methods. We use the initial conditions and parameter values given in the literature [13] . The chemical reactions, propensity functions, and initial values are listed in Table 5 . (Table 5) . Each histogram uses 100,000 samples.
We consider the simulation time interval [0, 3] seconds, and perform 100,000 independent runs with the Gillespie SSA and with each one of the accelerated methods. The histograms of X 5 and X 1 concentrations at the final time are presented in Figures 6 and 7 , respectively, for different fixed time steps between τ = 0.04 and τ = 0.005 seconds. Figure 6 shows a similar qualitative behavior as in the previous stiff examples. For a large stepsize τ = 0.04 seconds, the histograms produced by the fully implicit BE-BE and BE-TR methods exhibit (Table 5) . Each histogram uses 100,000 samples.
a weak damping effect (small sharp peaks), while the histograms given by the implicit order two weak Taylor methods with α = 1.0 exhibit a dispersive effect (broader peaks). Figure 7 shows a different behavior. Numerical experiments are carried out using the decaying-dimerizing system, the bistable Schlögl reaction system, and the ELF system to validate the theoretical results. The accuracy of the solutions is evaluated by comparing the probability densities obtained with the new methods and with Gillespie's SSA. The numerical results verify that the prosed methods are accurate, with an efficiency comparable to that of the traditional implicit tau-leaping methods. The theoretical analyses and numerical experiments shows that the fully implicit TR-TR and the implicit second order weak Taylor tau-leaping methods with α = 0.5 are the most accurate methods for large stepsizes.
