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Abstract 
         University databases such as technology and computer department at Harapan university of 
Medan keeps academic, administrative and students’ data in large volume. If the data is mined 
properly then it has been known the pattern or knowledge to make a decision. By having the data of 
Informatics Department graduated students, the information that obtained is the decision tree with the 
rules to predict the studying period of the informatics Department students at Harapan University of 
Medan. The data used for designing the decision tree consists of 6 predictor attributes (Gender, 
Region, Specialization, School, Parrents’  occupation and GPA) and 2 target attributes (Passed “On 
Time” and “Late”). Data analysis used C4.5 algorithm, it used 30 samples taken randomly from 
alumni data. The research results show the decision tree model with the rules of the students who pass 
“On Time” is students who have a high GPA and students who have a medium GPA with the focus 
robotics. 
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1. PENDAHULUAN 
Salah satu faktor yang menentukan kualitas perguruan tinggi adalah persentase kemampuan 
mahasiswa untuk menyelesaikan masa studi secara tepat waktu. Tingginya persentasi mahasiswa yang 
tidak mampu menyelesaikan masa studinya secara tepat waktu maka akan menyebabkan berbagai 
masalah yang berkaitan dalam kegagalan studi mahasiswa seperti meningkatnya status mahasiswa non 
aktif di lingkungan perguruan tinggi. Program sarjana (S1) fakultas teknologi dan komputer di 
Universias Harapan Medan adalah program pendidikan akademik dalam bidang teknik yang meliputi 
teknik informatika, sistem informasi, teknik sipil, teknik industri, teknik mesin dan teknik elektro. 
Dan untuk menyelesaikan program akademik, mahasiswa dijadwalkan 8 semester untuk 
menyelesaikan masa studi secara tepat waktu.  Setiap perguruan tinggi perlu melakukan prediksi 
untuk memperoleh informasi yang tepat serta akurat tentang mahasiwa yang mampu menyelesaikan 
masa studi secara tepat waktu sehingga dapat mencegah secara dini kegagalan akademik mahasiswa. 
Database perguruan tinggi menyimpan data akademik, administrasi dan biodata mahasiswa. 
Data tersebut apabila digali dengan tepat maka dapat diketahui pola atau pengetahuan untuk 
mengambil keputusan. Serangkaian proses mendapatkan pengetahuan atau pola dari kumpulan data 
disebut dengan Data Mining [3]. Data Mining memecahkan masalah dengan menganalisis data yang 
telah ada dalam database sehingga menghasilkan keputusan. Data Mining merupakan penambangan 
atau penemuan informasi baru dengan mencari pola atau aturan tertentu dari sejumlah data dalam 
jumlah besar yang diharapkan dapat mengatasi kondisi tersebut [6]. Data Mining juga diartikan 
sebagai sebuah proses mencari pola atau informasi menarik dalam data terpilih dengan menggunakan 
teknik atau metode tertentu [2]. Data Mining di sisi lain adalah kegiatan meliputi pengumpulan, 
pemakaian data historis untuk menemukan keteraturan, pola atau hubungan dalam set data berukuran 
besar[8]. 
Data Mining sendiri memiliki beberapa teknik salah satunya klasifikasi. Klasifikasi merupakan 
suatu proses yang menemukan properti-properti yang sama pada sebuah himpunan obyek di dalam 
sebuah basis data dan mengklasifikasikannya ke dalam kelas-kelas yang berbeda menurut model 
klasifikasi yang ditetapkan [5]. Tujuan dari klasifikasi adalah untuk menemukan model dari training 
set yang membedakan atribut ke dalam kategori atau kelas yang sesuai, model tersebut kemudian 
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digunakan untuk mengklasifikasikan atribut yang kelasnya belum diketahui sebelumnya[5]. Teknik 
klasifikasi terbagi menjadi beberapa teknik yang diantaranya adalah decision tree.  
Decision tree adalah struktur flowchart yang mempunyai tree (pohon), dimana setiap simpul 
internal menandakan suatu tes atribut, setiap cabang merepresentasikan hasil tes, dan simpul daun 
merepresentasikan kelas atau distribusi kelas [9]. Alur pada decision tree ditelusuri dari simpul ke 
akar ke simpul daun yang memegang prediksi kelas. Decision tree adalah salah satu metode yang 
digunakan untuk pengklasifikasian dan prediksi karena memiliki kemudahan dalam interpretasi hasil 
[4]. Decision trree dan algoritma C4.5 merupakan dua model yang tidak terpisahkan, oleh karena itu 
untuk membangun sebuah decision tree, dibutuhkan algoritma C4.5 [1]. Algoritma C4.5 merupakan 
pengembangan dari ID3. Beberapa pengembangan yang dilakukan C4.5 adalah bisa mengatasi 
missing value, continue data dan pruning. Algoritma C4.5 mempunyai input berupa training samples 
dan samples, training samples berupa data contoh yang akan digunakan untuk membangun sebuah 
tree yang telah diuji kebenarannya, sedangkan samples merupakan field-field data yang nantinya akan 
kita gunakan sebagai parameter dalam melakukan klasifikasi data [7].  
Berdasarkan pembahasan di atas, peneliti bermadsud untuk melakukan analisis algoritma C4.5 
untuk Memprediksi Masa Studi Mahasiswa program studi Teknik Informatika di Universitas Harapan 
Medan.  Hasil analisis dan implementasi  nantinya akan diperoleh keputusan yang tepat dan akurat 
dalam memprediksi masa studi mahasiswa berdasarkan analisis algoritma C4.5 yaitu mahasiswa yang 
lulus “tepat waktu” dan “tidak tepat waktu”. 
 
2. METODE PENELITIAN 
 
2.1 Analisis Pengumpulan Data 
 Dalam penelitian ini, dilakukan pengumpulan data dengan mengambil objek penelitian pada data 
mahasiswa alumni prodi teknik informatika di Fakultas Teknologi dan Komputer Universitas 
Harapan. Data yang diperoleh dalam penelitian ini merupakan data yang diperoleh secara angket yang 
diisi oleh mahasiswa alumni dan data yang diperoleh dari pihak bagian informasi di prodi teknik 
informatika.  
2.2 Analisis Data 
 Untuk menentukan masa studi mahasiswa, pada penelitian ini akan dilakukan analisis 
menggunakan Algoritma C4.5, sehingga perlu dilakukan proses analisa data terlebih dahulu sebelum 
data yang digunakan tersebut di mining. Data yang akan digunakan dan dianalisa, yaitu data 
mahasiswa alumni prodi teknik informatika di Fakultas Teknologi dan Komputer Universitas Harapan 
Medan. Dalam menganalisa data mahasiswa alumni tersebut, maka ada  atribut yang digunakan untuk 
menentukan masa studi mahasiswa yaitu; NPM, Nama, Jenis Kelamin, Asal Daerah, Peminatan, Asal 
Sekolah, Pekerjaan Orang Tua, IPK dan Tahun Lulus. Beberapa dari sembilan atribut tersebut akan 
dijadikan atribut prediktor atau atribut input untuk menghasilkan atribut target, di mana atribut target 
tersebut menjadi class output untuk menentukan masa studi yaitu dibedakan menjadi 2 class ( Tepat 
Waktu dan Tidak Tepat Waktu). Berikut ini adalah keterangan data mahasiswa yang akan digunakan 
dalam menentukan masa studi mahasiswa terlihat pada tabel 1. 
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Tabel 1 Keterangan Data Mahasiswa Alumni 
 
 
        Berdasarkan data mahasiswa alumni, kemudian dilakukan pemilihan atribut dan sebagian dari 
data dalam atribut yang ada akan ditransformasikan untuk memudahkan proses mining dalam 
menentukan masa studi. Adapun data mahasiswa alumni yang digunakan untuk menentukan masa 
studi mahasiswa yaitu 30 samples data mahasiswa alumni prodi teknik informatika yang diambil 
secara acak dari data angket yang diisi oleh mahasiswa alumni (telah dijelaskan pada analisis 
pengumpulan data), terlihat pada tabel 2. 
 
Tabel 2. Samples Data Mahasiswa Alumni Prodi Teknik Informatika 
 
 
2.3 Cleaning Data 
  Pada penelitian ini, data yang digunakan adalah data alumni di prodi teknik informatika. 
Berdasarkan proses cleaning, maka data yang digunakan sebagai atribut model decision tree yang 
dirancang menggunakan algoritma C4.5 adalah Jenis Kelamin, Asal Daerah, Peminatan, Asal 
Sekolah, Pekerjaan Orang Tua dan IPK. Keenam atribut tersebut digunakan sebagai atribut prediktor 
atau input. Sedangkan untuk atribut kelas atau output dapat ditentukan berdasarkan NPM dan tahun 
lulus mahasiswa alumni tersebut.  
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2.4 Transformasi Data 
Setelah proses cleaning dan itegrasi data, maka langkah selanjutnya adalah melakukan proses 
transformasi data. Berdasarkan data alumni tersebut, data yang akan ditransformasi adalah Jenis 
Kelamin, Asal Daerah, Peminatan, Asal Sekolah, Pekerjaan Orang Tua dan IPK. Data tersebut 
merupakan data yang akan dijadikan atribut input untuk merancang model decision tree menggunakan 
algoritma C4.5. Proses transformasi dilakukan dengan cara membuat klasifikasi pada masing-masing 
atribut input, seperti terlihat pada Tabel 3. 
Tabel 3.  Klasifikasi pada Atribut Input 
 
 
       Pada tabel 3 menjelaskan bahwa keenam atribut yang digunakan sebagai input sudah memiliki 
klasifikasi masing-masing sehingga memudahkan dalam proses mining untuk menentukan masa studi 
mahasiswa berdasarkan keenam atribut tersebut.  
 Enam atribut prediktor tersebut akan di analisa menggunakan algoritma C4.5 untuk menentukan 
tepat waktu atau tidak tepat waktunya masa studi mahasiswa, sesuai dengan atribut target dari data 
yaitu pada tabel 4. 
Tabel 4. Atribut Target 
 
 
       Dari tabel 4 di atas dapat dijelaskan bahwa terdapat 2 klasifikasi dari atribut target yang 
diinginkan yaitu Tepat Waktu dan Tidak Tepat Waktu sebagai penentu masa studi mahasiswa.  
 Data yang akan digunakan untuk merancang decision tree terdiri dari 6 atribut input dan 1 atribut 
target. Untuk analisis data menggunakan algoritma C4.5, akan digunakan 30 sample data yang 
diambil secara acak dari data alumni, setelah itu 30 sample data alumni tersebut ditransformasi 
sehingga menghasilkan keputusan (lulus tepat waktu dan tidak tepat waktu) seperti terlihat pada tabel 
5. 
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Tabel 5. Transformasi Data Mahasiswa Alumni 
 
2.5 Merancang Decision Tree dengan Algoritma C4.5 
Berdasarkan tabel 5, maka dilakukan proses perhitungan entropy(1) dan gain(2) untuk 
menentukan akar (root) dari pohon keputusan dalam membantu menentukan masa studi mahasiswa. 
Di bawah ini adalah hasil perhitungan entropy dan gain pada node 1, terlihat pada tabel 6. 
 
Tabel 6. Hasil Perhitungan Gain dan Entrophy pada Node 1. 
 
 
Dari hasil tabel 6. dapat diketahui bahwa atribut dengan gain tertinggi adalah IPK, yaitu 0,442491. 
Dengan demikian IPK dapat dijadikan node akar. Dari hasil perhitungan nilai entropy dan gain pada 
node 1, maka dapat digambarkan decision tree sementara seperti terlihat pada gambar 1. 
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Gambar 1. Decision Tree Node 1 Penentuan Masa Studi Mahasiswa 
 
Ada 3 nilai atribut dari IPK yaitu Rendah, Sedang dan Tinggi. Akan tetapi berdasarkan 30 sample 
data yang dianalisis maka ada 2 klasifikasi yang digunakan pada atribut IPK yaitu Sedang dan Tinggi, 
hal ini karena tidak adanya IPK yang termasuk klasifikasi Rendah pada 30 sample data yang dianalisis 
menggunakan Algoritma C4.5. Untuk IPK yang bernilai Tinggi sudah mengklasifikasikan nilai 
menjadi 1 keputusan yaitu lulus ‘Tepat Waktu’,  Sedangkan untuk IPK yang bernilai Sedang belum 
mengklasifikasikan nilai menjadi satu keputusan, sehingga perlu dilakukan proses perhitungan 
entropy dan gain lebih lanjut, terlihat pada tabel 7. 
 
Tabel 7. Hasil Perhitungan Gain dan Entrophy pada Node 1.1 
 
 
Dari hasil tabel 7 dapat diketahui bahwa atribut dengan gain tertinggi adalah  Peminatan yaitu 
0,601382. Dengan demikian Peminatan dapat menjadi node cabang dari IPK yang bernilai “Sedang”. 
Dari hasil perhitungan nilai entropy dan gain pada node 1.1, maka dapat digambarkan decision tree 
sementara seperti terlihat pada gambar 2 di bawah ini.  
 
Gambar 2. Decision Tree Node 1.1 Penentuan Masa Studi Mahasiswa  
 
Untuk atribut Peminatan memiliki 3 nilai atribut yaitu Robotika, Multimedia dan Jaringan. Nilai 
atribut “Robotika” sudah mengklasifikasikan kasus menjadi 1 keputusan yaitu lulus “Tepat Waktu”, 
dan nilai atribut “Multimedia” juga sudah mengklasifikasikan kasus menjadi 1 keputusan yaitu lulus 
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“Tidak Tepat Waktu”, sedangkan nilai atribut “Jaringan” belum mengklasifikasikan kasus menjadi 1 
keputusan sehingga perlu dilakukan proses perhitungan entropy dan gain lebih lanjut yaitu node 1.2. 
 
Tabel 8. Hasil Perhitungan Gain dan Entrophy pada Node 1.2 
 
 
Dari hasil tabel 8 dapat diketahui bahwa atribut dengan gain tertinggi adalah  atribut “Asal Sekolah” 
yaitu 1. Dengan demikian atribut “Asal Sekolah”  dapat menjadi node cabang dari IPK bernilai 
“Sedang” dan Peminatan bernilai “Jaringan”. Untuk atribut Asal Sekolah memiliki 2 nilai atribut yaitu 
SMA dan SMK. Nilai atribut “SMA” sudah mengklasifikasikan kasus menjadi 1 keputusan yaitu lulus 
“Tidak Tepat Waktu”, dan nilai atribut “SMK” juga sudah mengklasifikasikan kasus menjadi 1 
keputusan yaitu lulus “Tepat Waktu”. Karena kedua nilai dari atribut “Asal Sekolah” tersebut sudah 
mengklasifikasikan kasus menjadi 1 maka berdasarkan hasil perhitungan nilai entropy dan gain pada 
node 1.2, dapat digambarkan decision tree akhir dalam menentukan masa studi mahasiswa prodi 
teknik informatika di Universitas Harapan Medan seperti terlihat pada gambar 3 di bawah ini.  
 
 
 
Gambar 3. Decision Tree Node 1.2 Penentuan Masa Studi Mahasiswa 
 
 
 
3. HASIL DAN PEMBAHASAN 
 
 Implementasi dilakukan menggunakan salah satu software Data Mining yaitu Rapid Miner 
5.3.015. Semua atribut indikator input dan atribut tujuan disimpan dalam format xlsx, kemudian di 
import ke software Rapid Miner 5.3.015 dan menghasilkan decision tree sebagai berikut: 
QUERY: Jurnal Sistem Informasi            Volume: 02, Number: 01,  April 2018   ISSN 2579-5341 (online) 
Copyright © 2018, the Author. Published by QUERY: JURNAL SISTEM INFORMASI  
This is an open access article under the CC BY license (https://creativecommons.org/licenses/by/4.0/).                                                        23 
 
Gambar 4. Decision Tree Penentuan Masa Studi Mahasiswa Prodi Teknik Informatika di 
Fakultas Teknik dan Komputer Universitas Harapan Medan 
 
Berdasarkan pengujian yang telah dilakukan, maka dapat disimpulkan bahwa hasil analisis 
penentuan masa studi mahasiswa menggunakan metode algoritma C4.5 adalah sebagai berikut: 
1. Jika IPK mahasiswa bernilai “Tinggi” maka masa studi mahasiswa lulus “Tepat Waktu”. 
2. Jika IPK mahasiswa bernilai “Sedang” dan Peminatan adalah “Robotika maka masa studi 
mahasiswa  lulus “Tepat Waktu”. 
3. Jika IPK mahasiswa bernilai “Sedang” dan peminatan adalah “Multimedia” maka masa studi 
mahasiswa lulus “Tidak Tepat Waktu”. 
4. Jika IPK mahasiswa bernilai “Sedang” dan peminatan adalah “Jaringan” dan asal sekolah 
adalah “SMK” maka masa studi mahasiswa lulus “Tepat Waktu”. 
5. Jika IPK bernilai “Sedang” dan peminatan adalah “Jaringan” dan ssal sekolah adalah “SMA”  
maka masa studi mahasiswa lulus “Tidak Tepat Waktu”. 
 
 
4. KESIMPULAN 
 Setelah melakukan analisis, perancangan, implementasi beserta pengujian dalam menerapkan 
algoritma C4.5 untuk menentukan masa studi mahasiswa prodi teknik informatika di Universitas 
Harapan Medan, maka didapat kesimpulan bahwa: 
1. Dari hasil analisa data mahasiswa alumni prodi teknik informatika di Universitas Harapan 
Medan, maka ada 6 atribut yang digunakan sebagai atribut prediktor yaitu Jenis Kelamin, Asal 
Sekolah, Asal Daerah, Peminatan, Pekerjaan Orang Tua dan IPK. 
2. Hasil Decision tree penentuan masa studi mahasiswa menghasilkan keputusan bahwa 
mahasiswa yang lulus ‘Tepat Waktu’ adalah mahasiswa yang memiliki IPK tinggi. 
3. Mahasiswa yang memiliki IPK sedang, berdasarkan hasil decision tree penentuan masa studi 
mahasiswa menghasilkan keputusan bahwa mahasiswa yang lulus ‘Tepat Waktu’ adalah 
mahasiswa yang mengambil peminatan robotika dan jaringan dengan asal sekolah SMK.  
4. Mahasiswa yang ‘Tidak Lulus Tepat Waktu’ adalah mahasiswa yang memiliki IPK Sedang 
dengan peminatan multimedia. 
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