Abstract-Identification of essential proteins is a fundamental task for understanding cellular life. With the increasing availability of high-throughput data, which enable the identification of essential proteins by computational methods from the network level. Various computational methods have been proposed based on topological properties of protein-protein interaction (PPI) network or combining additional biological information. However, the prediction precision is still unsatisfied especially when predicting a small amount of essential proteins. In this paper, we propose a novel method for predicting essential proteins by integrating Gene expression profiles and Gene Ontology (GO) annotation data, called GEG. To demonstrate the performance of GEG method, we evaluated GEG on two PPI networks of Saccharomyces cerevisiae. Simulation results showed that GEG achieved better result performance than the five other state-ofthe-art methods. We also demonstrate that the GEG is robust against perturbation in terms of precision-recall and receiver operating characteristic measures. The results indicate that appropriate integrating topological properties with additional biological information will be a great help for identification of essential proteins. The new proposed method GEG is effective and useful for predicting essential proteins in PPI networks.
I. INTRODUCTION

U
NDERSTANDING the key properties of the cell has been a fundamental task for system biology, as key properties such as essential proteins are indispensable for the survival of organism [1] . Moreover, essential proteins have been detected to have higher correlations with disease genes than other proteins [2] . Experimentally, identification of essential genes are typically performed by gene knock-outs [3] , RNA interference [4] , and transposon mutagenesis [5] . However, the biological experiments is expensive and time consuming.
Due to the rapid development of modern high-throughput technologies such as yeast two-hybrid (Y2H) screens [6] , [7] , tandem affinity purification (TAP) [8] , and mass spectrometric protein complex identification (MS-PCI) [9] , large scale PPI data are available for many organisms, especially for some model organisms such as Saccharomyces cerevisiae and Escherichia coli, which providing new opportunities for the prediction of essential proteins (genes), protein complexes and functional modules from the perspective of large molecular network. PPI networks provide a comprehensive view of the global interaction structure of an organism's proteome, as well as detailed information on specific interactions. Based on PPI networks, substantial efforts have been applied to develop computational approaches to predict key features Develop computational methods to predict the key features underlying mechanisms and functions based on molecular networks have become the major focus of many researchers [10] [11] [12] [13] . In the last few years, a series of computational approaches have been developed to predict essential proteins based on the properties of PPI network. These methods are organized in three categories based on the data used. To start with, those based on network topological structure of unweighted PPI networks are regarded as the first category. For example, the Degree Centrality (DC) [14] which based on the number of neighborhoods, the Betweenness Centrality (BC) [15] which based on the number of shortest paths, the NC method [16] which based on edge clustering coefficient, the Subgraph centrality (SC) which based on spectra of the adjacent matrix of the network [17] , and the topology potential-based method TP [18] .
However, the growing size and complexity of experimental data obtained from high throughput technologies are incomplete, inherently noisy and usually contain a large number of spurious interactions, even for the data get from the well known organism of Saccharomyces cerevisiae [19] [20] [21] .
Since most of the network based methods are very sensitive to the network and the misleading interactive information may impair the performance of existing computational methods seriously. The second category consists of methods that are trying to minimize the misleading effects of noise data by considering integrate additional other types of high throughput data, such as combing PPI with gene expression profiles (Pec, CoEWC) [22] , [23] , combing PPI with GO information [24] , [25] , integrating PPI with both gene expression profiles and GO information [26] , integrating PPI with subcellular location information [27] and protein structural information [28] , [29] . These information integration methods 1536-1241 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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have been proved effective and robust in identifying essential proteins.
The third category consists of methods that based on PPI data and a priori knowledge such as protein complexes [30] [31] [32] , known essential protein set [33] , etc.
In this research, we proposed a novel method (GEG) for predicting essential proteins based on combining gene expression data and GO ontology information. To validate the performance of the GEG, we compare it with five other state-of-the-art methods on two benchmark yeast PPI datasets. Simulation results show that the new method perform well in identifying essential proteins.
II. METHODS
A. The New Method Based on Combing Gene Expression Data and Gene Ontology
Given a PPI network with n proteins and m edges, we represent the PPI network with an undirected graph G = (V, E), where the set of vertex, V denotes the proteins and the set of edge, E represents all of interactions between pairs of proteins. To clearly illustrate the new proposed method, we make the definitions and descriptions as follows:
Gene expression similarity Since the co-expressed genes have a high probability to encode interacting proteins [19] , and there exists a common assumption that two linked essential proteins are likely to be co-expressed. To measure co-expression of two considered genes, we apply Pearson correlation coefficient (PCC). PCC is a widely used measure of the strength of correlation between two variables of linear dependence. The gene expression similarity of protein a and b are calculated by
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where genes X and Y encode the corresponding protein a and b, respectively. n is the number of samples in the gene expression data; X i and Y i are the expression level of gene X and Y in the corresponding sample i , respectively. X and Y are the mean of the corresponding X and Y , respectively GO semantic similarity Gene Ontology (GO) provides rich information of biological properties and a convenient way to study gene functional similarity. The GO consists of three subontologies [Biological Process (BP), Cellular Component (CC), and Molecular function (MF)] [34] , [35] . The three GO categories are widely used in evaluating gene functional similarity.
To measure the semantic similarity between GO terms annotated to proteins in the interaction networks, we applied the method developed by Wang et al. [36] . Based on the assumption that the two linked essential proteins are more likely to have a higher functional similarity in biological process [37] . We only consider the BP subontology term in evaluating two considered proteins. The GO similarity between two connected proteins is defined as
where S u (r ) is the S-value of GO term r related to term u and S v (r ) is the S-value of GO term r related to term v. Based on the definition of the Gene expression similarity and Gene functional similarity, a new centrality method named GEG is proposed. For a protein u, the essentiality G EG(u) is defined by integrating gene expression similarity with gene functional similarity.
where N(u) denotes the set of all neighbors of node u.
B. Data Sources
The yeast Saccharomyces cerevisiae PPI datasets are widely used as benchmarks for testing the performance of newly developed method because data from many manually curated essential proteins are available.
To demonstrate the performance of the six methods, we focus our analysis on the widely used Saccharomyces cerevisiae's PPI data. In this study, two sets of yeast PPI data are used, the first PPI data was downloaded from the DIP database [38] , There are total of 5 093 proteins and 24 743 interactions after filtering the duplicate interactions and selfinteractions. Out of all the 5 093 proteins in the PPI network, 1 167 proteins are essential, 3 591 are non-essential, and the rest 335 are still unknown to be essential or non-essential. In the following simulation, the rest 335 proteins are treated as non-essential proteins. The second PPI data is described in the published work in [39] . The entire set of physical PPIs in yeast from BioGrid dataset of version 3.1.77. After filtering self-interactions and isolated proteins, we finally obtain a PPI network contains 5 640 proteins and 59 748 interactions. Out of all the 5 640 proteins in this PPI network, 1 200 proteins are essential, the rest 4 440 proteins are assumed non-essential.
The gold standard essential proteins set contains 1 285 essential proteins was collected from several databases, such as MIPS [40] , SGD [41] , DEG [42] , and SGDP 1 . The gene expression data of Saccharomyces cerevisiae was obtained from the GSE3431 dataset [43] , it collects 12 time points' data during three successive metabolic cycles. The dataset contains 36 samples with 6 777 genes.
The Gene ontology annotations data of Saccharomyces cerevisiae gene products was collected from the Gene Ontology Consortium 2 . The annotation data for Saccharomyces cerevisiae is released on March 5-th 2016. The GO semantic similarity between two proteins is evaluated by the method mentioned in section 2.1. For proteins which have no corresponding GO id information, we simply set the similarity of the interactions contain these with zero values.
III. RESULTS
In this section, we systematically evaluate the performance of the new method and five other considered methods (DC, BC, NC, Pec, and CoEWC) on the two test PPI networks in term of prediction precision, precision-recall curve and AUC. At last, the robustness of GEG is analyzed. All of the simulation results in this paper are based on the two PPI networks.
A. Compare the Predicted Precision of Each Method
To illustrate the performance of GEG method for predicting essential proteins, we calculate the prediction precision of each method. Proteins are sorted in descending order according to their scores under each method. The number of true essential proteins in the top 100, 200, 300, 400, 500, and 600 predicted candidate proteins are collected; the prediction precision is defined as the fraction of number of true essential proteins. Table I show the prediction precision of each method under the DIP PPI network. Compared to five state-of-the-art methods, GEG show priority under all top ranked cases and achieved 80% precision when the top predicted number is 200.
Similarly, we applied the six methods to the BioGrid PPI dataset. As illustrated in the Table II, the GEG dominates the other methods in most of the top ranked condition, suggesting that the GEG is more accurate in predicting essential proteins. The GO similarity values for BP against the two datasets are provided in Supplementary Table S1 and S2.
B. Comparisons of the Six Methods by PR Curve
To further validate the performance of GEG, we study the Precision-Recall (PR) of GEG on the two test PPI networks and compared with five other methods. The precision and recall of the top n ranked proteins are defined as follow:
Pr ecision(n) = T P(n) T P(n) + F P(n)
Recall(n) = T P(n) P where T P(n) is the number of true predicted essential proteins among the top n ranked proteins. FP(n) is the number of false predicted essential proteins among the top n ranked proteins. In the following simulations, the top 15% of top ranked proteins are selected for the two test PPI datasets in the calculation of precision and recall of each considered methods. We compared the new method with five other state-of-the-art methods on the two PPI datasets by plotting precision as a function of recall. Figure 1 shows the PR curves of GEG and five other methods on the two PPI networks, we can see that compared with five other methods, the PR curves of the new method shows a improvement for both of the two PPI datasets when the recall is larger than 0.2. However, we also notice that when the recall value is smaller than 0.2, GEG performs slightly less than CoEWC and Pec methods.
C. Comparisons of the Six Methods by ROC Curve and AUC Value
In previous sections, we demonstrated that the GEG performs well in predicting essential proteins. Here, we employ the Receiver Operating Characteristic (ROC) curves and the Figure.2(A) . The results show that GEG performs substantially better than the other five methods and the AUC of GEG achieved 0.713, which is larger than five other centrality methods.
Similarity, we ranked all proteins according to their scores and assume the top 15% (846) ranked proteins are essential on the BioGrid PPI network. The ROC curves for each method are shown as Figure 2 (B) and find that GEG also dominate other methods in AUC. These results suggesting that the GEG is more effective in predicting essential proteins.
D. Analysis the Differences Between GEG and the Five Methods
To make clear that the difference between GEG with five other methods, we systematically analyzed the difference between GEG and five other methods by identifying essential proteins ranked top 200 for the two PPI networks.
The common number of essential proteins identified by GEG and other methods (M i ) is denoted as |G EG ∩ M i |. |G EG−M i | denotes the number of proteins could be identified by GEG but not M i , and |M i − G EG| denotes the number of proteins that are identified by M i but not GEG. The number of essential and non-essential proteins in the intersection and set difference identified by GEG and other five centrality methods from the top 200 proteins are illustrated in Table III. As shown in Table III , the overlaps between GEG and DC, BC and NC is relatively small and the number of essential proteins identified by GEG not DC, BC and NC is larger than the number of essential proteins identified by DC, BC and NC under both PPI networks.
Due to the fact that GEG is similar with CoEWC and Pec methods and they have a common background. The overlaps between GEG and Pec as well as CoEWC are relatively large, especially for the BioGrid PPI dataset. However, the number of essential proteins identified by GEG not Pec (or CoEWC) is larger than the number of essential proteins identified by Pec (or CoEWC) and not GEG. Furthermore, the number of nonessential protein identified by TGE and not Pec (or CoEWC) is smaller than the number of nonessential proteins identified by Pec (or CoEWC) and not GEG under the both test PPI networks. This results show that GEG is different network, 33 out of the 44 proteins are essential, the details of ranking order of these proteins for each method are illustrated in Table 4 . As shown in Table IV 
E. Robustness of the New Method
The PPI datasets obtained from high throughput techniques are inherently noisy and usually liable to contain a large number of spurious interactions, it's necessary to test the robustness of GEG. We perform the perturbation by deleting edges randomly and compare the influence of PR curves as well as ROC curves for GEG under the perturbation. We plot the PR curves and ROC curves against the number of randomly deleted edges ( Figures. 3 and 4) . The results indicate that the perturbation has little effect on the proposed methods, suggesting that its performance is robust against noise.
IV. CONCLUSIONS
Detecting of essential proteins is a hot topic in the postgenome era, although many computational methods have been proposed to predict essential proteins in PPI networks, the prediction precision is still unsatisfied. How to accurately predict essential proteins from PPI network without any a priori information of essential protein information in the PPI network is still needs further research.
In this work, we proposed a new method to identify essential proteins by characterizing the co-expressed score and GO similarity score of linked protein pairs.
To evaluate the performance of the new method, comparisons are performed with five other state-of-the-art methods on the two test PPI networks. Simulation results showed that GEG performs comparable and better in prediction of essential proteins than five other existing centrality methods in term prediction precision, precision-recall and AUC. Especially, the GEG maintains the 80% prediction precision in top 200 of ranked proteins for the DIP network, and the GEG outperforms other methods when predicting relatively small number of essential proteins. Furthermore, this method is robust under perturbation which may useful for noise data. Hence, the protein identified by the new method GEG, may be true essential proteins, thereby helping biologists gain novel biological insights.
Although GEG performs well on the prediction of essential proteins, there should be still a space to improve the prediction precision. First, the original PPI networks obtained from the database may contain noise such as spurious interactions; further efforts should be put to distinguish spurious interactions from PPI networks. Second, besides the gene expression data and GO information data, some other protein related data, such as dynamic properties of gene expression, domain information, and localization data should be captured by more excellent method that characterized the properties of essential proteins more accurately. TABLE   Table S1 The GO similarly value for BP under the DIP PPI dataset. Table S2 The GO similarly value for BP under the Biogrid PPI dataset.
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