BACKGROUND
Our approach to service robots was driven by the idea of supporting lab personnel in a biotechnology laboratory. That resulted in the combination of a manipulator with a mobile platform, extended with the necessary sensors to carry out a complete sample management process in a mammalian cell culture plant [1, 4] . After the initial development in Germany, the mobile manipulator was shipped to Bayer HealthCare in Berkeley, CA, USA, a global player in the sector of biopharmaceutical products, located in the San Francisco bay area. The platform was installed and successfully tested there in a pilot plant to carry out a robust and repetitive sample management process as we showed on the well known ESACT meeting [5] . Figure 1 shows the robot, as it arrived on site with laser range finders to monitor the environment and to localize itself and a manipulator with an attached gripper tool, a force/torque sensor and a camera to observe and interact with the environment while figure 2 shows the robot in the pilot plant with a bioreactor, different types of sample vials and analysis devices. 
CHALLENGES
As the project progressed, two challenges were encountered. On the one hand the lab setup was not completely static. Therefore the robot should be easily adjustable to a changing environment, without the demand for a dedicated programmer. On the other hand -once installed successfully -new ideas came up for the additional use of the robot: a possibly remote user should be able to carry out (semi-)automated lab walkthroughs, for example at night, to check the status of the lab equipment such as bioreactors and pumps.
SOLUTION
In both cases -updating the robot's world model and initially teaching the lab walkthroughs or performing subse- quent updates on them -a recent development of our computer vision group comes into play: OpenTL -an Integrated Framework for Model-based Object Tracking [3] . Figure 3 shows the generic work flow of the implemented tracking methods and 4 depicts one exemplary application of the framework for face tracking. By utilizing the robots camera pointed at the teacher and by running the person and face tracker, the robot is able to follow the teacher through the lab and to pay attention to the teacher's points of interests by evaluating the pose of the head and by interpreting the teachers gestures, for example simple pointing gestures with the index finger. Constraint rules and the continuous evaluation of the laser range finders' data makes sure, that collisions with the possibly unknown environment are prohibited. The successful utilization of the person tracker has been previously shown in a real world TV Studio in Cologne, Germany [2] . This way even complex lab walkthrough sequences can be taught by regular lab personnel. Additionally, this way, lab personnel is also able to update new positions of lab devices for the implemented sample management process.
The utilization of our model based tracking library is an enourmous step towards human robot interaction in the given setup. By making the robot see and understand where a person moves and what a person is pointing at, the programming overhead for a mobile manipulator in a change- able environment can be reduced dramatically, hence the robot can be used by regular lab personnel which is an important requirement to make service robots successful.
