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Abstract
Inspired by Borcherds’ work on “G-vertex algebras,” we formulate and study
an axiomatic counterpart of Borcherds’ notion of G-vertex algebra for the simplest
nontrivial elementary vertex group, which we denote by G1. Specifically, we formu-
late a notion of axiomatic G1-vertex algebra, prove certain basic properties and give
certain examples. The notion of axiomatic G1-vertex algebra is a nonlocal general-
ization of the notion of vertex algebra. We also show how to construct axiomatic
G1-vertex algebras from a set of compatible G1-vertex operators.
The results of this paper had been reported in June 2001, at the International
Conference on Lie Algebras in the Morningside center, Beijing, China, and been
reported on November 30, 2001, in the Quantum Mathematics Seminar, at Rutgers-
New Brunswick. We noticed that a paper of Bakalov and Kac appeared today
(math.QA/0204282) on noncommutative generalizations of vertex algebras, which
has certain overlaps with the current paper. On the other hand, most of their results
are othorgonal to the results of this paper.
1 Introduction
It has been well known that vertex (operator) algebras introduced in [B1] and [FLM]
are mathematical counterparts of chiral algebras in 2-dimensional quantum conformal
field theory (cf. [BPZ]). Later, higher dimensional analogues of vertex algebras (or chiral
algebras), which are expected to play the same role in higher dimensional quantum field
theory as vertex algebras play in 2-dimensional quantum field theory, were also established
by Borcherds in [B2] by introducing a notion of G-vertex algebra. In this notion, G is what
Borcherds called an elementary vertex group and a G-vertex algebra is an “associative
algebra” in a certain “relaxed multilinear category” associated to G. For the simplest
nontrivial elementary vertex group G, which is denoted here by G1, as it was proved in
[Sn] (cf. [B2]), the notion of commutative G1-vertex algebra is equivalent to the notion
of ordinary vertex algebra. On the other hand, it had been known (earlier) that vertex
(operator) algebras are analogous to commutative associative algebras, as the Jacobi
identity for ordinary vertex algebras amounts to certain commutativity and associativity
properties (see [FLM], [FHL], [DL], [Li1]). (Ordinary vertex algebras are also analogous
to Lie algebras in many aspects.) In view of this analogy, a natural exercise is to establish
the corresponding analogues of noncommutative associative algebras, or more or less, to
establish the axiomatic analogues of Borcherds’ G1-vertex algebras.
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In this paper we formulate and study a notion of what we call axiomatic G1-vertex
algebra, where axiomatic G1-vertex algebras are the corresponding analogues of noncom-
mutative associative algebras in contrast with the analogy between vertex algebras and
commutative associative algebras. This notion is defined by using all the axioms in the
definition of the notion of vertex algebra except for the Jacobi identity which is replaced
by the weak associativity: For any algebra elements u, v, w, there exists a nonnegative
integer l (depending only on u and w) such that
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w. (1.1)
(See [DL] and [Li1] for this property.) It is expected that this notion of axiomatic G1-
vertex algebra is equivalent to the Borcherds’ notion of G1-vertex algebra.
In terms of this notion, ordinary vertex algebras are exactly axiomatic G1-vertex al-
gebras that also satisfy a certain weak commutativity property, which was discovered to
be an axiom in [DL] and [Li1]. Such a weak commutativity is also called locality in the
literature. Trivial examples of (nonlocal) axiomatic G1-vertex algebras are noncommu-
tative associative algebras (with identity element). We also give three constructions of
(nonlocal) axiomatic G1-vertex algebras from ordinary vertex algebras. All the three con-
structions are natural analogues of those in the classical associative algebra theory. In the
classical theory, if G is an abelian group, any (commutative) G-graded associative algebra
A can be made a (noncommutative) associative algebra by using a normalized 2-cocycle
on G. Our first construction is an exact analogue of this for a G-graded ordinary vertex
algebra V and a normalized 2-cocycle ǫ on G. Also, in the classical theory, if A is a (com-
mutative) associative algebra and n is a positive integer, we have the noncommutative
matrix algebra M(n,A) of all n× n matrices over A for n ≥ 2. As our second construc-
tion, we show that for any ordinary vertex algebra V , the vector space M(n, V ) has a
natural axiomatic G1-vertex algebra structure. In fact, this follows from a general result.
Just as in [FHL] for ordinary vertex algebras, it can be easily shown that tensor products
of axiomatic G1-vertex algebras are also axiomatic G1-vertex algebras, see also [B2]. In
particular, the tensor product of an ordinary vertex algebra with an associative algebra
is an axiomatic G1-vertex algebra. The axiomatic G1-vertex algebra M(n, V ) is naturally
isomorphic to the tensor product axiomatic G1-vertex algebra V ⊗M(n,C). Now, let A
be an associative algebra acted by a group G by automorphisms. Associated to A and G
there is an associative algebra called the cross product of A with G (or the skew algebra),
whose underlying vector space is A⊗ C[G]. Our third construction is an analogous cross
product (or skew product) construction of axiomatic G1-vertex algebras from an ordinary
vertex algebra acted by a group G. For cross product axiomatic G1-vertex algebras, we
also derive a Jacobi-like identity and motivated by this, we define a notion of restricted
(weak) axiomatic G1-vertex algebra by using a Jacobi-like identity as its main axiom.
This notion turns out to unify all the examples mentioned above.
There is a viewpoint about vertex (operator) algebras which is that vertex (operator)
algebras are “algebras” of vertex operators just as classical associative algebras are al-
gebras of linear operators. From this point of view, vertex operators ought to give rise
to vertex (operator) algebras just as linear operators naturally give rise to classical as-
2
sociative algebras. In [Li1], for any abstract vector space W , a notion of (weak) vertex
operator on W was defined and it was proved that any set of “pairwise mutually local”
(weak) vertex operators on W in a certain canonical way generates a vertex algebra with
W as a natural module. This is an analogue of the classical fact that any set of pairwise
commuting linear operators on W generates a commutative associative algebra with W
as a module. (See [Li2-3], [GL] for generalizations in certain directions.) In the context of
G-vertex algebras, a theorem of Borcherds ([B2], Theorem 7.9) states that any compatible
set of vertex operators in a certain sense on a vector spaceW generates a G-vertex algebra
acting on W . Borcherds’ theorem is also in the same spirit of the corresponding theorems
of [Li1], [Li2] and [GL], and it can be viewed as a noncommutative version of those cor-
responding theorems. In this paper, we also study (weak) vertex operators as defined in
[Li1], but they are renamed as (weak) G1-vertex operators according to Borcherds’ notion
of G-vertex algebra. We first define a notion of compatibility, where the notion of com-
patibility is weaker than the notion of locality and it asserts that the operator product
expansion is of a certain form. We then prove an analogous theorem (Theorem 5.25) of
Borcherds’. To prove this, we prove that any closed compatible space, in a certain sense,
of (weak) G1-vertex operators on a vector space W has a natural (weak) axiomatic G1-
vertex algebra structure with W as a natural module (Theorem 5.22), which is analogous
to a result obtained in [Li1] (cf. [MN]) for ordinary vertex algebras.
In [EK], Etingof and Kazhdan established and studied a notion of quantum vertex
operator algebra where it was proved that a certain h-adic (topological) version of the
weak associativity holds. To a certain extent, quantum vertex operator algebras are h-
adic (topological) axiomatic G1-vertex algebras. Much of the current work can be carried
on to quantum vertex operator algebras and details will appear in a coming paper.
Recently, there has been active research in physics on noncommutative field theory
(field theory on noncommutative manifolds) (cf. [DN]). It seems that noncommutative
field theories are related to (nonlocal) axiomatic G1-vertex algebras. This is also part of
our motivation systematically to study axiomatic G1-vertex algebras.
This paper is organized in the following manner. In Section 2, we define a notion of
axiomatic G1-vertex algebra and present certain basic properties. In Section 3, we discuss
various examples and we introduce a notions of restricted (weak) axiomatic G1-vertex
algebra to unify many examples. In Section 4, we define the notion of module and present
certain basic properties. In Section 5, we show how to construct axiomatic G1-vertex
algebras from a set of compatible G1-vertex operators on a vector space W and prove the
main results.
2 Axiomatic G1-vertex algebras
In this section, we define the notion of (weak) axiomaticG1-vertex algebra and we establish
certain basic properties analogous to those (cf. [DL], [FHL], [LL], [Li1]) for ordinary vertex
algebras.
Let x, y, z, xi, yi, zi, i = 0, 1, . . . be mutually commuting independent formal variables
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throughout this paper. We shall use the standard formal variable notations and conven-
tions as defined in [FLM] and [FHL]. In particular, for a vector space U ,
U [[x, x−1]] =
{∑
n∈Z
a(n)xn | a(n) ∈ U
}
, (2.1)
U((x)) =


∑
n≥r
a(n)xn | r ∈ Z, a(n) ∈ U

 ⊂ U [[x, x−1]], (2.2)
U [[x]] =


∑
n≥0
a(n)xn | a(n) ∈ U

 ⊂ U((x)). (2.3)
The spaces U [[x1, x
−1
1 , . . . , xn, x
−1
n ]], U((x1, . . . , xn)) and U [[x1, . . . , xn]] are also defined in
the obvious ways.
The formal delta function is the following formal series:
δ(x) =
∑
n∈Z
xn ∈ C[[x, x−1]]. (2.4)
In formal calculus the following binomial expansion convention is implemented:
(x1 ± x2)
n =
∑
i≥0
(
n
i
)
(±1)ixn−i1 x
i
2 ∈ C[[x1, x2, x
−1
1 ]], (2.5)
where
(
n
i
)
= 1
i!
n(n− 1) · · · (n+ 1− i) for n ∈ Z, i ∈ N. Furthermore, by definition
δ
(
x1 − x2
x0
)
=
∑
n∈Z
x−n0 (x1 − x2)
n =
∑
n∈Z
∑
i≥0
(
n
i
)
(−1)ix−n0 x
n−i
1 x
i
2. (2.6)
Then we have
x−10 δ
(
x1 − x2
x0
)
− x−10 δ
(
x2 − x1
−x0
)
= x−12 δ
(
x1 − x0
x2
)
. (2.7)
As it was emphasized in [FLM], in formal calculus, associativity in general does not
hold for products, and on the other hand, associativity does hold under the assumption
that the products and their involved subproducts exist. For example, for three formal
series A,B and C, we have A(BC) = (AB)C (= ABC) if ABC, AB and BC all exist.
The following is a reformulation of Proposition 3.4.2 of [LL] with a slightly different
proof (cf. [Li1], part 3 of the proof of Proposition 2.2.4):
Lemma 2.1 Let U be a vector space and let
A(x1, x2) ∈ U((x1))((x2)), (2.8)
B(x1, x2) ∈ U((x2))((x1)), (2.9)
C(x0, x2) ∈ U((x2))((x0)). (2.10)
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Then
x−10 δ
(
x1 − x2
x0
)
A(x1, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
B(x1, x2) = x
−1
2 δ
(
x1 − x0
x2
)
C(x0, x2)(2.11)
if and only if there exist nonnegative integers k and l such that
(x1 − x2)
kA(x1, x2) = (x1 − x2)
kB(x1, x2), (2.12)
(x0 + x2)
lA(x0 + x2, x2) = (x0 + x2)
lC(x0, x2). (2.13)
Proof. Let k and l be nonnegative integers such that
xk0C(x0, x2) ∈ U((x2))[[x0]], x
l
1B(x1, x2) ∈ U((x2))[[x1]].
Then (2.12) follows from (2.11) by applying Resx0x
k
0 and (2.13) follows from (2.11) by
applying Resx1x
l
1. Now we shall show that (2.11) also follows from (2.12) and (2.13). Let
l′ be a nonnegative integer such that l′ ≥ l and xl
′
1B(x1, x2) ∈ U((x2))[[x1]]. Then (2.12)
and (2.13) with l being replaced by l′ still hold, and furthermore,
(x1 − x2)
kxl
′
1A(x1, x2) = (x1 − x2)
kxl
′
1B(x1, x2) ∈ U((x2))[[x1]] ∩ U((x1))((x2)).
Thus [
(x1 − x2)
kxl
′
1A(x1, x2)
]
|x1=x2+x0 =
[
(x1 − x2)
kxl
′
1A(x1, x2)
]
|x1=x0+x2. (2.14)
Using (2.12), (2.14) and (2.13) we get
x−10 δ
(
x1 − x2
x0
)
xk0x
l′
1A(x1, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
xk0x
l
1′B(x1, x2)
= x−10 δ
(
x1 − x2
x0
)
(x1 − x2)
kxl
′
1A(x1, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
(x1 − x2)
kxl
′
1B(x1, x2)
= x−12 δ
(
x1 − x0
x2
) [
(x1 − x2)
kxl
′
1A(x1, x2)
]
= x−12 δ
(
x1 − x0
x2
) [
(x1 − x2)
kxl
′
1A(x1, x2)
]
|x1=x2+x0
= x−12 δ
(
x1 − x0
x2
) [
(x1 − x2)
kxl
′
1A(x1, x2)
]
|x1=x0+x2
= x−12 δ
(
x1 − x0
x2
) [
xk0(x0 + x2)
l′A(x0 + x2, x2)
]
= x−12 δ
(
x1 − x0
x2
) [
xk0(x0 + x2)
l′C(x0, x2)
]
= x−12 δ
(
x1 − x0
x2
)
xk0x
l′
1C(x0, x2). (2.15)
Multiplying both sides by x−k0 x
−l′
1 we obtain (2.11). ✷
The notion of axiomatic G1-vertex algebra is defined as follows:
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Definition 2.2 An axiomatic G1-vertex algebra is a vector space V equipped with a linear
map
Y (·, x) : V → (EndV )[[x, x−1]]
v 7→ Y (v, x) =
∑
n∈Z
vnx
−n−1 (2.16)
and equipped with a distinguished vector 1 ∈ V such that all the following axioms hold:
For u, v ∈ V ,
unv = 0 for n sufficiently large; (2.17)
Y (1, x) = 1; (2.18)
for v ∈ V ,
Y (v, x)1 ∈ V [[x]] and lim
x→0
Y (v, x)1(= v−11) = v; (2.19)
and for u, w ∈ V , there exists l ∈ N such that for all v ∈ V ,
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w (2.20)
(the weak associativity).
Note that the integer l in (2.20) only depends on u and w, but not v. A weak axiomatic
G1-vertex algebra satisfies all the axioms for an axiomatic G1-vertex algebra except that
the weak associativity axiom is replaced by the weaker one: For any u, v, w ∈ V there
exists a nonnegative integer l such that (2.20) holds.
Of course, a finite-dimensional weak axiomatic G1-vertex algebra is automatically an
axiomatic G1-vertex algebra.
Remark 2.3 In the notion of (weak) axiomatic G1-vertex algebra, G1 represents the
simplest nontrivial elementary vertex group defined in [B2]; roughly speaking, it is the pair
(H1, K1), where H1 = C[D], being considered as the universal enveloping algebra of the
1-dimensional Lie algebra CD, is a cocommutative Hopf algebra and K1 = C[[x]][x
−1] =
C((x)), a commutative associative algebra and an H1-module with D acting as d/dx. It is
expected that the notion of axiomatic G1-vertex algebra is equivalent to Borcherds’ notion
of G1-vertex algebra defined in [B2]. Within this paper, when there is no confusion, we
shall take the liberty simply to use the term “G1-vertex algebra.”
Remark 2.4 Recall from [B1] and [FLM] (cf. [Li1]) that a vertex algebra is a vector
space V such that all the axioms for an axiomatic G1-vertex algebra except for the weak
associativity hold and such that for u, v ∈ V ,
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (2.21)
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(the Jacobi identity). In view of Lemma 2.1 (cf. [FHL], [DL], [Li1]), the Jacobi identity
(2.21) is equivalent to the following weak commutativity and weak associativity: For u, v ∈
V , there exists k ∈ N such that
(x1 − x2)
kY (u, x1)Y (v, x2) = (x1 − x2)
kY (v, x2)Y (u, x1); (2.22)
for u, w ∈ V , there exists l ∈ N such that for all v ∈ V ,
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w. (2.23)
In view of this, ordinary vertex algebras are axiomatic G1-vertex algebras. Further-
more, ordinary vertex algebras are analogous to commutative associative algebras while
axiomatic G1-vertex algebras are analogous to associative algebras.
Example 2.5 Just as ordinary vertex algebras can be constructed from commutative
associative algebras with identity element equipped with a derivation (cf. [B1]), axiomatic
G1-vertex algebras can be constructed from associative algebras with identity element
equipped with a derivation. Let A be an associative algebra with identity element 1
equipped with a derivation d (possibly zero). Define a linear map
Y (·, x) : A→ (EndA)[[x]] ⊂ (EndA)[[x, x−1]] (2.24)
by
Y (a, x)b =
(
exda
)
b =
∑
i≥0
1
i!
(dia)bxi. (2.25)
All the axioms except for the weak associativity clearly hold. Since d is a derivation of A,
exd is an automorphism of the associative algebra A[[x]] (by considering d as a derivation
of A[[x]] with d(x) = 0), so that for a, b, c ∈ A,
Y (a, x0 + x2)Y (b, x2)c =
(
e(x0+x2)da
) (
ex2db
)
c
=
(
ex2d
((
ex0da
)
b
))
c
= Y (Y (a, x0)b, x2)c. (2.26)
This proves the weak associativity, so A equipped with the distinguished vector 1 and the
linear map Y defined in (2.25) is an axiomatic G1-vertex algebra. In particular, by taking
d = 0 we see that any associative algebra with identity is an axiomatic G1-vertex algebra.
Next, we give some consequences of the definition. First, as in [Li1] and [LL] for vertex
algebras we have the following D-bracket-derivative formula (which in fact follows from
the same proof of [LL]):
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Proposition 2.6 Let V be a weak axiomatic G1-vertex algebra. Define a linear operator
D on V by
D(v) = v−21
(
=
(
d
dx
Y (v, x)1
)
|x=0
)
for v ∈ V. (2.27)
Then
[D, Y (v, x)] = Y (D(v), x) =
d
dx
Y (v, x) for v ∈ V. (2.28)
Proof. Let u, v ∈ V . Then there exists l ∈ N such that
(x2 + x0)
lY (Y (u, x0)1, x2)v = (x2 + x0)
lY (u, x0 + x2)Y (1, x2)v. (2.29)
With Y (1, x) = 1 we have
(x2 + x0)
lY (Y (u, x0)1, x2)v = (x0 + x2)
lY (u, x0 + x2)v. (2.30)
We may assume that xlY (u, x)v ∈ V [[x]] by replacing l with a bigger integer if necessary,
so that
(x0 + x2)
lY (u, x0 + x2)v = (x2 + x0)
lY (u, x2 + x0)v. (2.31)
Then (2.30) can be also written as
(x2 + x0)
lY (Y (u, x0)1, x2)v = (x2 + x0)
lY (u, x2 + x0)v. (2.32)
Multiplying both sides by (x2 + x0)
−l we get
Y (Y (u, x0)1, x2)v = Y (u, x2 + x0)v = e
x0
d
dx2 Y (u, x2)v. (2.33)
Extracting the coefficient of x0 we obtain
Y (D(u), x2)v =
d
dx2
Y (u, x2)v. (2.34)
This proves the second equality of (2.28).
For the first equality, let u, v ∈ V and let l ∈ N be such that
(x2 + x0)
lY (Y (u, x0)v, x2)1 = (x2 + x0)
lY (u, x0 + x2)Y (v, x2)1. (2.35)
In view of the creation property, Y (Y (u, x0)v, x2)1 involves only nonnegative powers of
x2, so that we may multiply both sides by (x0 + x2)
−l to get
Y (Y (u, x0)v, x2)1 = Y (u, x0 + x2)Y (v, x2)1. (2.36)
In view of the Taylor theorem we have
Y (Y (u, x0)v, x2)1 = e
x2
∂
∂x0 Y (u, x0)Y (v, x2)1. (2.37)
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Extracting the coefficient of x2 from both sides and using the creation property we get
D(Y (u, x0)v) = Y (u, x0)D(v) +
d
dx0
Y (u, x0)v. (2.38)
That is,
[D, Y (u, x0)]v =
d
dx0
Y (u, x0)v. (2.39)
This proves the first equality of (2.28), completing the proof. ✷
Combining Proposition 2.6 with the Taylor theorem we immediately have the first
part of the following Proposition:
Corollary 2.7 Let V be a weak axiomatic G1-vertex algebra and let D ∈ EndV be defined
as in Proposition 2.6. Then for v ∈ V ,
exDY (v, x1)e
−xD = Y (exDv, x1) = Y (v, x1 + x), (2.40)
Y (v, x)1 = exDv. (2.41)
Proof. Applying the second equality of (2.40) to 1, and then setting x1 = 0 and using
the creation property we obtain (2.41). ✷
Remark 2.8 Recall from [LL] that a weak vertex algebra is a vector space V equipped
with a linear map Y from V to (EndV )[[x, x−1]] and equipped with a distinguished vector
1 such that Y (1, x) = 1 and such that (2.19) and (2.28) hold. In view of Proposition 2.6,
any weak axiomatic G1-vertex algebra is a weak vertex algebra.
Let V be a weak axiomatic G1-vertex algebra. A subalgebra of V is a subspace U such
that
1 ∈ U, (2.42)
unu
′ ∈ U for u, u′ ∈ U, n ∈ Z. (2.43)
Then U itself equipped with the linear map Y restricted to U is a weak axiomatic G1-
vertex algebra.
Let U be a subspace of V . We define the stabilizer Stab(U) of U in V as
Stab(U) = {v ∈ V | vnU ⊂ U for all n ∈ Z}. (2.44)
Then U is a subalgebra if and only if 1 ∈ U and U ⊂ Stab(U).
Lemma 2.9 The stabilizer Stab(U) of U in V is a subalgebra.
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Proof. Clearly, 1 ∈ Stab(U). Let a, b ∈ Stab(U) and u ∈ U . Then there exists a
nonnegative integer l such that
(x2 + x0)
lY (Y (a, x0)b, x2)u = (x2 + x0)
lY (a, x0 + x2)Y (b, x2)u. (2.45)
With a, b ∈ Stab(U), we have
(x2 + x0)
lY (a, x0 + x2)Y (b, x2)u ∈ U [[x0, x
−1
0 , x2, x
−1
2 ]],
so
(x2 + x0)
lY (Y (a, x0)b, x2)u ∈ U [[x0, x
−1
0 , x2, x
−1
2 ]]. (2.46)
Then
(x2 + x0)
lY (Y (a, x0)b, x2)u ∈ V ((x2))((x0)) ∩ U [[x0, x
−1
0 , x2, x
−1
2 ]] = U((x2))((x0)).(2.47)
Consequently, Y (Y (a, x0)b, x2)u ∈ U((x2))((x0)), since
(x2 + x0)
−lF (x0, x2) ∈ U((x2))((x0)) for any F (x0, x2) ∈ U((x2))((x0)).
Then (amb)nu ∈ U for all m,n ∈ Z. Thus amb ∈ Stab(U) for all m ∈ Z. Therefore,
Stab(U) is a subalgebra. ✷
Let S be a subset of a weak axiomatic G1-vertex algebra V . Denote by 〈S〉 the subal-
gebra of V generated by S, which is by definition the smallest subalgebra of V containing
S.
Proposition 2.10 For any subset S of V , the subalgebra 〈S〉 generated by S is linearly
spanned by vectors
u(1)n1 · · ·u
(r)
nr
1 (2.48)
for r ≥ 0, u(i) ∈ S, n1, . . . , nr ∈ Z.
Proof. Let U be the subspace linearly spanned by vectors in (2.48). Since, any
subalgebra that contains S must contain U , we have U ⊂ 〈S〉. To prove 〈S〉 ⊂ U , since
S ⊂ U , it suffices to prove that U is a subalgebra. Since S ⊂ Stab(U) and Stab(U) is
a subalgebra (Lemma 2.9), we have 〈S〉 ⊂ Stab(U). Consequently, U ⊂ 〈S〉 ⊂ Stab(U).
Then U is a subalgebra (clearly, 1 ∈ U), so that 〈S〉 ⊂ U . This proves U = 〈S〉,
completing the proof. ✷
For ordinary vertex algebras, due to the Borcherds’ commutator formula, we know
(cf. [FHL]) that vertex operators Y (u, x1) and Y (v, x2) commute if and only if uiv = 0
for i ≥ 0. For (weak) axiomatic G1-vertex algebras, we in general do not have Borcherds’
commutator formula. Nevertheless, here we have:
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Proposition 2.11 Let V be a weak axiomatic G1-vertex algebra and let u, v ∈ V, k ∈
N, q ∈ C∗. Then
(x1 − x2)
kY (u, x1)Y (v, x2) = q(x1 − x2)
kY (v, x2)Y (u, x1) (2.49)
if and only if
xkY (u, x)v ∈ V [[x]], (2.50)
Y (u, x)v = qexDY (v,−x)u. (2.51)
In particular, [Y (u, x1), Y (v, x2)] = 0 if and only if Y (u, x)v ∈ V [[x]] and Y (u, x)v =
exDY (v,−x)u.
Proof. Assume (2.49) holds. For any w ∈ V , in view of Lemma 2.1, (2.49), together
with the weak associativity relation
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w
for some nonnegative integer l, gives
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)w − x
−1
0 δ
(
x2 − x1
−x0
)
qY (v, x2)Y (u, x1)w
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2)w. (2.52)
With (2.49), after multiplied by (x1 − x2)
k the left-hand side of (2.52) involves only
nonnegative powers of x0, so is the right-hand side. Then (by taking Resx1)
xk0Y (Y (u, x0)v, x2)w ∈ V ((x2))[[x0]] for w ∈ V. (2.53)
Since the vertex operator map Y is injective (from the creation property (2.19)), we obtain
(2.50). Similarly, (2.49), together with the weak associativity relation
(−x0 + x1)
lqY (v,−x0 + x1)Y (u, x1)w = (−x0 + x1)
lqY (Y (v,−x0)u, x1)w
for some nonnegative integer l, gives
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)w − x
−1
0 δ
(
x2 − x1
−x0
)
qY (v, x2)Y (u, x1)w
= x−11 δ
(
x2 + x0
x1
)
qY (Y (v,−x0)u, x1)w. (2.54)
Using (2.40) we get
x−11 δ
(
x2 + x0
x1
)
qY (Y (v,−x0)u, x1)w
= x−11 δ
(
x2 + x0
x1
)
qY (Y (v,−x0)u, x2 + x0)w
= x−11 δ
(
x2 + x0
x1
)
qY (ex0DY (v,−x0)u, x2)w. (2.55)
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Thus
x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2)w = x
−1
1 δ
(
x2 + x0
x1
)
qY (ex0DY (v,−x0)u, x2)w, (2.56)
which (by taking Resx1) gives
Y (Y (u, x0)v, x2)w = qY (e
x0DY (v,−x0)u, x2)w. (2.57)
Again, with Y being injective, the skew-symmetry relation (2.51) follows immediately.
On the other hand, assume that (2.50) and (2.51) hold. Let w ∈ V . There exists a
nonnegative integer l such that xlY (v, x)w ∈ V [[x]] and
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w, (2.58)
(−x0 + x1)
lY (v,−x0 + x1)Y (u, x1)w = (−x0 + x1)
lY (Y (v,−x0)u, x1)w. (2.59)
Then
xl2(x0 + x2)
lY (Y (u, x0)v, x2)w = x
l
2(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w ∈ V ((x0))[[x2]],
hence[
xl2(x0 + x2)
lY (Y (u, x0)v, x2)w
]
|x2=−x0+x1 =
[
xl2(x0 + x2)
lY (Y (u, x0)v, x2)w
]
|x2=x1−x1.(2.60)
From (2.51) and (2.40) we have
qY (Y (v,−x0)u, x1) = Y (e
−x0DY (u, x0)v, x1) = Y (Y (u, x0)v, x1 − x0). (2.61)
Using (2.58), (2.59), (2.61) and (2.60) we get
x−10 δ
(
x1 − x2
x0
)
xk0x
l
1x
l
2Y (u, x1)Y (v, x2)w
−x−10 δ
(
x2 − x1
−x0
)
xk0x
l
1x
l
2qY (v, x2)Y (u, x1)w
= x−10 δ
(
x1 − x2
x0
)
xk0(x0 + x2)
lxl2Y (u, x0 + x2)Y (v, x2)w
−x−10 δ
(
x2 − x1
−x0
)
xk0x
l
1(−x0 + x1)
lqY (v,−x0 + x1)Y (u, x1)w
= x−10 δ
(
x1 − x2
x0
) [
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
]
−x−10 δ
(
x2 − x1
−x0
) [
xk0x
l
1(−x0 + x1)
lqY (Y (v,−x0)u, x1)w
]
= x−10 δ
(
x1 − x2
x0
) [
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
]
−x−10 δ
(
x2 − x1
−x0
) [
xk0x
l
1(−x0 + x1)
lY (Y (u, x0)v, x1 − x0)w
]
12
= x−12 δ
(
x1 − x0
x2
) [
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
]
+x−10 δ
(
x2 − x1
−x0
) [
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
]
−x−10 δ
(
x2 − x1
−x0
) [
xk0x
l
1(−x0 + x1)
lY (Y (u, x0)v, x1 − x0)w
]
= x−12 δ
(
x1 − x0
x2
)
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
+x−10 δ
(
x2 − x1
−x0
) [
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
]
|x2=−x0+x1
−x−10 δ
(
x2 − x1
−x0
) [
xk0x
l
1(−x0 + x1)
lY (Y (u, x0)v, x1 − x0)w
]
= x−12 δ
(
x1 − x0
x2
)
xk0x
l
1x
l
2Y (Y (u, x0)v, x2)w
+x−10 δ
(
x2 − x1
−x0
) [
xk0(x0 + x2)
lxl2Y (Y (u, x0)v, x2)w
]
|x2=x1−x0
−x−10 δ
(
x2 − x1
−x0
) [
xk0x
l
1(−x0 + x1)
lY (Y (u, x0)v, x1 − x0)w
]
= x−12 δ
(
x1 − x0
x2
)
xk0x
l
1x
l
2Y (Y (u, x0)v, x2)w. (2.62)
Taking Resx0, then using (2.50) we obtain (2.49). ✷
Remark 2.12 As we have seen in the proof of Proposition 2.11, for weak axiomatic G1-
vertex algebras, the weak commutativity relation (2.49) amounts to the following Jacobi
identity
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)w − x
−1
0 δ
(
x2 − x1
−x0
)
qY (v, x2)Y (u, x1)w
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2)w. (2.63)
Notice that for any u, v ∈ V , there always exists a nonnegative integer k such that
xkY (u, x)v ∈ V [[x]]. Then as an immediate consequence of Proposition 2.11 we have:
Corollary 2.13 Let u, v ∈ V . Then there exists a nonnegative integer k such that
(x1 − x2)
k[Y (u, x1), Y (v, x2)] = 0 (2.64)
if and only if
Y (u, x)v = exDY (v,−x)u. ✷ (2.65)
Remark 2.14 It was known (cf. [FHL], [Li1], [LL]) that in the theory of ordinary vertex
algebras, under the skew-symmetry, the weak commutativity is equivalent to the weak
associativity. Proposition 2.11 and Corollary 2.13 are in the same spirit.
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Let S be a subset of a weak axiomatic G1-vertex algebra V . We define the localizer
LV (S) of S in V to consist of v ∈ V such that for every w ∈ S there exists a nonnegative
integer k such that
(x1 − x2)
k[Y (v, x1), Y (w, x2)] = 0.
In view of Corollary 2.13 we have
LV (S) = {v ∈ V | Y (v, x)w = e
xDY (w,−x)v for every w ∈ S}. (2.66)
Proposition 2.15 For any subset S of V , the localizer LV (S) is a subalgebra.
Proof. Clearly 1 ∈ LV (S), so we must prove that unv ∈ LV (S) for u, v ∈ LV (S), n ∈
Z. In view of Proposition 2.11, we must show
Y (unv, x)w = e
xDY (w,−x)unv for w ∈ S. (2.67)
Let u, v ∈ LV (S) and w ∈ S and let l be a nonnegative integer such that
(x0 + x2)
lY (Y (u, x0)v, x2)w = (x0 + x2)
lY (u, x0 + x2)Y (v, x2)w (2.68)
(x0 + x2)
lY (u, x0)Y (w,−x2)v = (x0 + x2)
lY (w,−x2)Y (u, x0)v. (2.69)
With v ∈ LV (S), w ∈ S, we also have
Y (v, x2)w = e
x2DY (w,−x2)v. (2.70)
Using (2.68)-(2.70) and the conjugation formula (2.40) we get
(x0 + x2)
lY (Y (u, x0)v, x2)w = (x0 + x2)
lY (u, x0 + x2)Y (v, x2)w
= (x0 + x2)
lY (u, x0 + x2)e
x2DY (w,−x2)v
= ex2D(x0 + x2)
lY (u, x0)Y (w,−x2)v
= ex2D(x0 + x2)
lY (w,−x2)Y (u, x0)v. (2.71)
Multiplying both sides by (x2 + x0)
−l we obtain
Y (Y (u, x0)v, x2)w = e
x2DY (w,−x2)Y (u, x0)v, (2.72)
as desired. ✷
A subset S of a weak axiomatic G1-vertex algebra V is said to be local if S ⊂ LV (S),
that is, for any u, v ∈ S, there exists a nonnegative integer k such that
(x1 − x2)
k[Y (u, x1), Y (v, x2)] = 0. (2.73)
In view of Remark 2.12, any local subalgebra of V is an ordinary vertex algebra. Further-
more, ordinary vertex algebras are exactly local weak axiomatic G1-vertex algebras.
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Lemma 2.16 Any maximal local subspace A of a weak axiomatic G1-vertex algebra V is
an ordinary vertex algebra.
Proof. It suffices to prove that A is a subalgebra. Clearly, A+C1 is a local subspace
of V . With A being maximal, we must have A = A + C1, hence 1 ∈ A. Let a, b ∈
A, n ∈ Z. Since A is local, we have A ⊂ LV (A). In view of Proposition 2.15, we get
anb ∈ LV (A). This also implies that a, b ∈ A ⊂ LV ({anb}). By Proposition 2.15 again we
have anb ∈ LV ({anb}). This shows that A+ Canb is local. Again, since A is maximal, we
must have anb ∈ A. This proves that A is a subalgebra of V , as we need. ✷
Proposition 2.17 Let V be a weak axiomatic G1-vertex algebra and let S be a local subset
of V . Then the subalgebra 〈S〉 of V generated by S is an ordinary vertex algebra.
Proof. It follows from Zorn’s lemma that S is contained in some maximal local
subspace A of V . By Lemma 2.16, A is an ordinary vertex algebra, so is 〈S〉 as a
subalgebra of A. ✷
The following Proposition follows immediately from the proof of the corresponding
proposition in [FHL] for ordinary vertex algebras:
Proposition 2.18 Let V1, . . . , Vn be (weak) axiomatic G1-vertex algebras. Then the ten-
sor product space
V1 ⊗ · · · ⊗ Vn,
equipped with the vertex operator map Y defined by
Y (v1 ⊗ · · · ⊗ vn, x) = Y (v1, x)⊗ · · · ⊗ Y (vn, x) (2.74)
and equipped with the vacuum vector
1 = 1⊗ · · · ⊗ 1, (2.75)
is a (weak) axiomatic G1-vertex algebra. ✷
Remark 2.19 The notions of left ideal and right ideal for a weak axiomatic G1-vertex
algebra are defined in the obvious ways.
3 Constructing G1-vertex algebras from ordinary ver-
tex algebras
In this section we shall give several ways to construct (weak) axiomatic G1-vertex algebras
from ordinary vertex algebras. Specifically, we consider a certain twisting of abelian group-
graded vertex algebras by a normalized 2-cocycle and the cross product of a vertex algebra
V with a group G which acts on V by automorphisms. We also consider the axiomatic
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G1-vertex algebra M(n, V ) of all n × n matrices over a vertex algebra V . We introduce
the notions of restricted weak axiomatic G1-vertex algebra to unify the given examples.
Let G be an abelian group. The group algebra C[G] is a commutative associative
algebra. Let ǫ(·, ·) be a normalized 2-cocycle of G in the sense that ǫ(·, ·) is a C∗-valued
function on G×G such that
ǫ(α, β + γ)ǫ(β, γ) = ǫ(α, β)ǫ(α + β, γ), (3.1)
ǫ(α, 0) = ǫ(0, α) = 1. (3.2)
Then C[G] becomes a noncommutative associative algebra (with the same identity ele-
ment) by defining
eα ◦ eβ = ǫ(α, β)eα+β for α, β ∈ G. (3.3)
More generally, let A be a G-graded associative algebra. Then, in the same way we can
make A an associative algebra by using a normalized 2-cocycle ǫ of G. We next discuss
an exact analogue for axiomatic G1-vertex algebras of this fact.
Example 3.1 Let G be an abelian group and let V be a G-graded axiomatic G1-vertex
algebra is the sense that V is an axiomatic G1-vertex algebra equipped with a G-grading
V = ⊕g∈GV
g such that
unv ∈ V
g+h for u ∈ V g, v ∈ V h, n ∈ Z. (3.4)
Assume that 1 ∈ V 0. Let ǫ be a normalized 2-cocycle of G. Define a linear map
Yǫ(·, x) : V → (EndV )[[x, x
−1]]
v 7→ Yǫ(v, x) (3.5)
by
Yǫ(u, x)v = ǫ(g, h)Y (u, x)v for u ∈ V
g, v ∈ V h, g, h ∈ G. (3.6)
With ǫ being normalized, it is clear that all the axioms except for the weak associativity
hold. Let u ∈ V g1 , v ∈ V g2, w ∈ V g3 . Then
Yǫ(u, x1)Yǫ(v, x2)w = ǫ(g1, g2 + g3)ǫ(g2, g3)Y (u, x1)Y (v, x2)w (3.7)
and
Yǫ(Yǫ(u, x0)v, x2)w = ǫ(g1, g2)ǫ(g1 + g2, g3)Y (Y (u, x0)v, x2)w. (3.8)
With the property (3.1), we easily see that the weak associativity holds for Yǫ. Thus,
(V, Yǫ, 1) is an axiomatic G1-vertex algebra.
Furthermore, we assume that V is an ordinary vertex algebra. From (3.7) (using the
obvious symmetry) we have
Yǫ(v, x2)Yǫ(u, x1)w = ǫ(g2, g1 + g3)ǫ(g1, g3)Y (v, x2)Y (u, x1)w. (3.9)
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Then it follows immediately from (3.7)-(3.9), (3.1) and the Jacobi identity (2.21) that
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)− c(g, h)x
−1
0 δ
(
x2 − x1
−x0
)
Y (v, x2)Y (u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2) (3.10)
for u ∈ V g, v ∈ V h, g, h ∈ G, where
c(g, h) = ǫ(g, h)ǫ(h, g)−1. (3.11)
It is easy to see that c(·, ·) is a C∗-valued bilinear form on G.
Remark 3.2 Note that for an ordinary vertex algebra V , the axiomatic G1-vertex al-
gebra (V, Yǫ, 1) obtained in Example 3.1 in fact has a natural generalized vertex algebra
structure (V, Yǫ, 1, G, c, (·, ·)) with (·, ·) = 0 in the sense of [DL]. The notion of generalized
vertex algebra naturally generalizes the notions of ordinary vertex algebra and vertex
superalgebra. In the notion of generalized vertex algebra (V, Y, 1, G, c, (·, ·)) defined in
[DL], if the form (·, ·) is (zero) trivial, then the linear map Y maps V to Hom(V, V ((x)))
and the generalized Jacobi identity for the generalized vertex algebra reduces to (3.10).
For convenience, we call a generalized vertex algebra with trivial form (·, ·) a restricted
generalized vertex algebra. It is easy to see that any restricted generalized vertex algebra
is an axiomatic G1-vertex algebra.
Remark 3.3 Let L be an integral lattice. For any normalized 2-cocycle ǫ(·, ·) of L, a
restricted generalized vertex algebra VL was constructed in [DL]. It was proved in [DL]
that for a certain ǫ(·, ·), VL is a vertex superalgebra.
Example 3.4 In view of Proposition 2.18 and Example 2.5, the tensor product of any
axiomatic G1-vertex algebra V with any associative algebra A is an axiomatic G1-vertex
algebra. In particular, the tensor product V ⊗M(n,C) is an axiomatic G1-vertex algebra.
If we naturally identify the space V ⊗M(n,C) with the vector space M(n, V ) of n × n
matrices with entries in V , then for A = (aij), B ∈ M(n, V ),
Y (A, x)B = (Y (aij , x))B (the formal matrix product). (3.12)
Furthermore, the general linear group GL(n,C) naturally acts on M(n, V ), and so does
the unitary group U(n).
In the classical associative algebra theory, for an algebra A acted by a group G, there
is a notion of cross product (or skew group algebra) where the underlying vector space is
A⊗ C[G] and the multiplication is given by
(ag)(bh) = ag(b)gh for a, b ∈ A, g, h ∈ G. (3.13)
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When G acts on A trivially, the cross product algebra becomes the usual product of
A with the group algebra C[G]. In the following we give an analogue for axiomatic
G1-vertex algebras. To do so, first we define the notion of automorphism of a (weak)
axiomatic G1-vertex algebra in the obvious way: An automorphism of V is an invertible
linear endomorphism ψ of V such that ψ(1) = 1 and such that ψ(unv) = ψ(u)nψ(v) for
u, v ∈ V, n ∈ Z.
Example 3.5 Let V be an axiomatic G1-vertex algebra and let G be a group acting on
V as automorphisms. Define a vertex operator map Y on V [G] = V ⊗ C[G] by
Y (ug, x)(vh) = Y (u, x)g(v)gh for u, v ∈ V, g, h ∈ G. (3.14)
Taking 1e to be the vacuum vector, where e denotes the identity element of G, we easily
see that all the axioms except for the weak associativity hold. Furthermore, let u, v, w ∈
V, g1, g2, g3 ∈ G. Since G acts as automorphisms of V , we have
Y (ug1, x1)Y (vg2, x2)wg3 = Y (ug1, x1)Y (v, x2)g2(w)(g2g3)
= Y (u, x1)g1(Y (v, x2)g2(w))g1(g2g3)
= Y (u, x1)Y (g1(v), x2)(g1g2)(w)g1(g2g3) (3.15)
and
Y (Y (ug1, x0)vg2, x2)wg3 = Y (Y (u, x0)g1(v)g1g2, x2)wg3
= Y (Y (u, x0)g1(v), x2)(g1g2)(w)(g1g2)g3. (3.16)
Now, the weaker version of the weak associativity for Y on V [G] follows immediately.
Therefore, V [G] equipped with this vertex operator map Y is a weak axiomatic G1-vertex
algebra. It is clear that if dimC[G]w <∞ for every w ∈ V , V [G] is an axiomatic G1-vertex
algebra. In particular, this is true if V is an ordinary vertex operator algebra (with the
two grading restrictions), since any automorphism group preserves every homogeneous
subspace of V .
Example 3.6 We continue with Example 3.5 studying the cross product weak axiomatic
G1-vertex algebra. Let us assume that V is an ordinary vertex algebra. From (3.15)
(using the obvious symmetry) we have
Y (vg2, x2)Y (ug1, x1)wg3 = Y (v, x2)Y (g2(u), x1)(g2g1)(w)g2(g1g3). (3.17)
We are not able to see weak commutativity. On the other hand, notice that
Y (g1(v)g2, x2)Y (g
−1
2 (u)g1, x1)(g
−1
1 g
−1
2 g1g2)(w)(g
−1
1 g
−1
2 g1g2g3)
= Y (g1(v), x2)Y (u, x1)(g1g2)(w)(g1g2g3). (3.18)
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Then we have the following Jacobi-like identity:
x−10 δ
(
x1 − x2
x0
)
Y (ug1, x1)Y (vg2, x2)wg3
−x−10 δ
(
x2 − x1
−x0
)
Y (g1(v)g2, x2)Y (g
−1
2 (u)g1, x1)(g
−1
1 g
−1
2 g1g2)(w)(g
−1
1 g
−1
2 g1g2g3)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (ug1, x0)vg2, x2)wg3. (3.19)
Let R be the linear endomorphism of V [G]⊗ V [G]⊗ V [G] uniquely determined by
R(vg2 ⊗ ug1 ⊗ wg3) = g1(v)g2 ⊗ g
−1
2 (u)g1 ⊗ (g
−1
1 g
−1
2 g1g2)(w)(g
−1
1 g
−1
2 g1g2g3). (3.20)
Then
x−10 δ
(
x1 − x2
x0
)
Y (ug1, x1)Y (vg2, x2)wg3
−x−10 δ
(
x2 − x1
−x0
)
(Y ⊗ Y )(x2, x1)R(vg2 ⊗ ug1 ⊗ wg3)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (ug1, x0)vg2, x2)wg3, (3.21)
where (Y ⊗ Y )(x1, x2) is the linear map from V [G] ⊗ V [G] ⊗ V [G] to V [G]((x1))((x2))
defined by
(Y ⊗ Y )(x1, x2)(a⊗ b⊗ c) = Y (a, x1)Y (b, x2)c. (3.22)
If G is abelian, the Jacobi-like identity reduces to
x−10 δ
(
x1 − x2
x0
)
Y (ug1, x1)Y (vg2, x2)wg3
−x−10 δ
(
x2 − x1
−x0
)
Y (g1(v)g2, x2)Y (g
−1
2 (u)g1, x1)wg3
= x−12 δ
(
x1 − x0
x2
)
Y (Y (ug1, x0)vg2, x2)wg3. (3.23)
Remark 3.7 The classical cross product algebra or skew group algebra was employed by
Yamskulna [Y] in a certain study of twisted modules. It would be interesting if one can
apply the cross product axiomatic G1-vertex algebra in that type of study.
Motivated by Example 3.6, we introduce the following notion of restricted weak ax-
iomatic G1-vertex algebra:
Definition 3.8 A restricted weak axiomatic G1-vertex algebra is a vector space V equipped
with a linear map Y from V to Hom(V, V ((x))), a distinguished vector 1 ∈ V and a linear
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map R ∈ End(V ⊗ V ⊗ V ) such that Y (1, x) = 1, for v ∈ V , Y (v, x)1 ∈ V [[x]] and
limx→0 Y (v, x)1 = v and such that the following Jacobi-like identity holds for u, v, w ∈ V :
x−10 δ
(
x1 − x2
x0
)
Y (u, x1)Y (v, x2)w
−x−10 δ
(
x2 − x1
−x0
)
(Y ⊗ Y )(x2, x1)R(v ⊗ u⊗ w)
= x−12 δ
(
x1 − x0
x2
)
Y (Y (u, x0)v, x2)w, (3.24)
where (Y ⊗ Y )(x1, x2) is the linear map from V ⊗ V ⊗ V to V ((x1))((x2)) defined by
(Y ⊗ Y )(x1, x2)(u, v, w) = Y (u, x1)Y (v, x2)w. (3.25)
Remark 3.9 Let u, v, w ∈ V and let l be a nonnegative integer such that
xl1(Y ⊗ Y )(x2, x1)R(v ⊗ u⊗ w) ∈ V [[x1, x2, x
−1
2 ]].
By taking Resx1x
l
1 of the Jacobi-like identity (3.24) we get
(x0 + x2)
lY (u, x0 + x2)Y (v, x2)w = (x0 + x2)
lY (Y (u, x0)v, x2)w. (3.26)
Then, a restricted weak axiomatic G1-vertex algebra is indeed a weak axiomatic G1-vertex
algebra. Furthermore, let k be a nonnegative integer such that xkY (u, x)v ∈ V [[x]]. Then
we get
(x1 − x2)
kY (u, x1)Y (v, x2)w = (x1 − x2)
k(Y ⊗ Y )(x2, x1)R(v ⊗ u⊗ w). (3.27)
Remark 3.10 We explain that many examples of weak axiomatic G1-vertex algebras,
discussed previously, are restricted weak axiomatic G1-vertex algebras. First, from Ex-
ample 3.6 the cross product of an ordinary vertex algebra with a group is a restricted
weak axiomatic G1-vertex algebra.
Second, any restricted generalized vertex algebra defined in Remark 3.2 is a restricted
weak axiomatic G1-vertex algebra, where
R(v ⊗ u⊗ w) = c(g, h)(v ⊗ u⊗ w) for u ∈ V g, v ∈ V h, w ∈ V, g, h ∈ G. (3.28)
Third, for any ordinary vertex algebra V and any associative algebra A, the tensor
product axiomatic G1-vertex algebra V ⊗ A is a restricted weak axiomatic G1-vertex
algebra, where
R(ua⊗ vb⊗ wc) = ub⊗ va⊗ wc for u, v, w ∈ V, a, b, c ∈ A. (3.29)
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Indeed, the Jacobi-like identity holds because of the Jacobi identity of V and the relations
Y (ua, x1)Y (vb, x2)wc = Y (u, x1)Y (v, x2)wa(bc), (3.30)
(Y ⊗ Y )(x2, x1)R(vb⊗ ua⊗ wc) = Y (va, x2)Y (ub, x1)wc = Y (v, x2)Y (u, x1)wa(bc),(3.31)
Y (Y (ua, x0)vb, x2)wc = Y (Y (u, x0)v, x2)w(ab)c. (3.32)
Then, for any ordinary vertex algebra V ,M(n, V ) is a restricted weak axiomatic G1-vertex
algebra. On the other hand, by taking V = C, we see that any associative algebra A is
a restricted weak axiomatic G1-vertex algebra, where the classical associativity axiom is
expressed in terms of delta functions as
x−10 δ
(
x1 − x2
x0
)
a(bc)− x−10 δ
(
x2 − x1
−x0
)
a(bc) = x−12 δ
(
x1 − x0
x2
)
(ab)c. (3.33)
Remark 3.11 Since restricted weak axiomatic G1-vertex algebras are still too general
to study, we may consider a special class of restricted weak axiomatic G1-vertex algebras
with R = R′⊗ 1, where R′ ∈ End(V ⊗V ). Restricted generalized vertex algebras, matrix
axiomatic G1-vertex algebrasM(n, V ) and the cross product axiomatic G1-vertex algebras
V [G] with G abelian are of this type.
Remark 3.12 We here define a notion of axiomatic G1-vertex operator algebra. An
axiomatic G1-vertex operator algebra is an axiomatic G1-vertex algebra V equipped with
a distinguished vector ω ∈ V , called the conformal vector, such that
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)rankV δm+n,0 (3.34)
for m,n ∈ Z, where
Y (ω, x) =
∑
n∈Z
L(n)x−n−2 (3.35)
and rankV ∈ C is called the rank of V , and such that
Y (L(−1)v, x) =
d
dx
Y (v, x), (3.36)
[L(m), Y (v, x)] =
∑
i≥0
(
m+ 1
i
)
xm+1−iY (L(i− 1)v, x) (3.37)
for v ∈ V and such that
V =
∐
n∈Z
V(n), (3.38)
dimV(n) <∞ for all n ∈ Z and V(n) = 0 for n sufficiently negative, where for n ∈ Z,
V(n) = {v ∈ V | L(0)v = nv}. (3.39)
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4 Modules for axiomatic G1-vertex algebras
In this section we shall define the notion of module for a (weak) axiomatic G1-vertex
algebra and we obtain certain analogous results of ordinary vertex algebras for axiomatic
G1-vertex algebras.
Let V be a weak axiomatic G1-vertex algebra, fixed throughout this section. We first
define the notion of V -module.
Definition 4.1 A V -module is a vector space W equipped with a linear map
YW (·, x) : V → (EndW )[[x, x
−1]]
v 7→ YW (v, x) =
∑
n∈Z
vnx
−n−1 (vn ∈ EndW ) (4.1)
such that all the following axioms hold: For every v ∈ V, w ∈ W ,
vnw = 0 for n sufficiently large; (4.2)
YW (1, x) = 1W (where 1W is the identity operator on W ); (4.3)
for any u, v ∈ V and w ∈ W , there exists l ∈ N such that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x0 + x2)
lYW (Y (u, x0)v, x2)w. (4.4)
If V is an axiomatic G1-vertex algebra, for the notion of V -module, we use the stronger
weak associativity: For any u ∈ V and w ∈ W , there exists l ∈ N such that for all v ∈ V ,
(4.4) holds
We next discuss some consequences of the definition. First, by carefully examining
the first half of the proof of Proposition 2.6 we find that the same argument (with v being
replaced by w ∈ W ) gives:
Proposition 4.2 Let (W,YW ) be a V -module. Then
YW (Dv, x) =
d
dx
YW (v, x) for v ∈ V (4.5)
(recall the linear operator D on V ). ✷
The notions of submodule, irreducible module and module homomorphism are defined
in the obvious ways.
The following result tells us how a certain commutativity relation of vertex operators
on V is related to that of the vertex operators on other modules:
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Proposition 4.3 Let u, v ∈ V, k ∈ N and q ∈ C∗. If
(x1 − x2)
kY (u, x1)Y (v, x2) = q(x1 − x2)
kY (v, x2)Y (u, x1) (4.6)
on V , then for any V -module (W,YW ),
(x1 − x2)
kYW (u, x1)YW (v, x2) = q(x1 − x2)
kYW (v, x2)YW (u, x1). (4.7)
In particular, if [Y (u, x1), Y (v, x2)] = 0 on V , then [YW (u, x1), YW (v, x2)] = 0 on W . On
the other hand, if W is a faithful module and if (4.7) holds, then (4.6) holds.
Proof. From Proposition 2.11 we have
xkY (u, x)v ∈ V [[x]] and Y (u, x)v = qexDY (v,−x)u. (4.8)
Then (4.7) follows from the same proof of the “if” part of Proposition 2.11. On the other
hand, if W is a faithful module and if (4.7) holds, the same proof of the “only if” part
of Proposition 2.11 shows that (4.8) holds. Then (4.6) follows from (the “if” part of)
Proposition 2.11. ✷
Proposition 4.4 Let V be a restricted generalized vertex algebra and let (W,YW ) be a
module for V viewed as an axiomatic G1-vertex algebra. Then
x−10 δ
(
x1 − x2
x0
)
YW (u, x1)YW (v, x2)− c(g, h)x
−1
0 δ
(
x2 − x1
−x0
)
YW (v, x2)YW (u, x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (u, x0)v, x2) (4.9)
for u ∈ V g, v ∈ V h with g, h ∈ G.
Proof. For u ∈ V g, v ∈ V h, by Proposition 4.3, we have
(x1 − x2)
kYW (u, x1)YW (v, x2) = c(g, h)(x1 − x2)
kYW (v, x2)YW (u, x1). (4.10)
Then it follows immediately from Lemma 2.1. ✷
The following Proposition follows from the proof of the corresponding result in [FHL]
for ordinary vertex algebras.
Proposition 4.5 Let V1, . . . , Vr be (weak) axiomatic G1-vertex algebras and let Wi be a
Vi-module for i = 1, . . . , r. Then W1 ⊗ · · · ⊗Wr is a V1 ⊗ · · · ⊗ Vr-module with the vertex
operator map Y defined by
Y (v(1) ⊗ · · · ⊗ v(r), x) = Y (v(1), x)⊗ · · · ⊗ Y (v(r), x). ✷ (4.11)
Example 4.6 Let V be a (weak) axiomatic G1-vertex algebra, W a V -module and let n
be a positive integer. Then W n is an M(n, V )-module.
23
As an immediate consequence of Proposition 4.3 we have:
Corollary 4.7 Let U and V be (weak) axiomatic G1-vertex algebras and let W be a
module for the tensor product U ⊗ V . Then W is a natural U-module and V -module and
furthermore, the actions of U and V on W commute. ✷
Now, we have:
Proposition 4.8 Let V be an axiomatic G1-vertex algebra and let n be a positive inte-
ger. Then any irreducible M(n, V )-module is of the form W n, where W is an irreducible
V -module. On the other hand, for any irreducible V -module W , W n is an irreducible
M(n, V )-module.
Proof. Note that Cn is the only irreducible module up to equivalence for the matrix
algebra M(n,C) and any M(n,C)-module is completely reducible. Since any M(n, V )-
module W is naturally an M(n,C)-module, we have the canonical decomposition
M = HomM(n,C)(C
n,M)⊗ Cn, (4.12)
where HomM(n,C)(C
n,M) is naturally a V -module. IfM is an irreducibleM(n, V )-module,
HomM(n,C)(C
n,M) is necessarily an irreducible V -module.
On the other hand, let W be an irreducible V -module. For 1 ≤ i, j ≤ n, denote by Eij
be the matrix whose entry is 1 at ij-position and is zero elsewhere. Also, for 1 ≤ i ≤ n,
denote by ei the element of C
n whose i-th entry is 1 and others are zero. Then
W n =W ⊗ Cn =
n∑
i=1
W ⊗ ei
and EiiW
n = W ⊗ ei for i = 1, . . . , n. Since W is an irreducible V -module, for 1 ≤ i ≤ n,
any nonzero element of W ⊗ ei generates W
n as an M(n, V )-module. For any nonzero
w ∈ W n, since w = E11w + · · · + Ennw, Eiiw 6= 0 for some i. Then it follows that
any nonzero element w of W n generates W n as an M(n, V )-module. That is, W n is an
irreducible M(n, V )-module. ✷
Next, we shall derive a certain compatibility of vertex operators YW (v, x) for v ∈ V
and for a V -module (W,YW ). First we have:
Lemma 4.9 Let (W,YW ) be a V -module and let u, v ∈ V . Then there exists a nonnegative
integer k such that
(x1 − x2)
kYW (u, x1)YW (v, x2) ∈ Hom(W,W ((x1, x2))). (4.13)
Proof. Let w ∈ W . Then there exists a nonnegative integer l such that
(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = (x2 + x0)
lYW (Y (u, x0)v, x2)w. (4.14)
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Just as in [FHL], [DL], or [LL], we notice that the expression on the left-hand side of
(4.14) involves only finitely many negative powers of x2 and the expression on the right-
hand side involves only finitely many negative powers of x0. Consequently, the common
quantity lies inW ((x0, x2)). Let k be a nonnegative integer such that x
kY (u, x)v ∈ V [[x]].
(Of course, k depends only on u and v.) Set
p(x0, x2) = x
k
0(x2 + x0)
lYW (Y (u, x0)v, x2)w. (4.15)
Then p(x0, x2) ∈ W [[x0, x2]][x
−1
2 ] and
xk0(x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w = p(x0, x2). (4.16)
Applying e
−x2
∂
∂x0 to both sides and then using the Taylor theorem we have
(x0 − x2)
kxl0YW (u, x0)YW (v, x2)w = e
−x2
∂
∂x0 p(x0, x2) = p(x0 − x2, x2). (4.17)
Hence
(x0 − x2)
kYW (u, x0)YW (v, x2)w = x
−l
0 p(x0 − x2, x2) ∈ W ((x0, x2)). (4.18)
Since k is independent of w, (4.13) follows. ✷
Remark 4.10 Lemma 4.9 in a slightly different form has been obtained in [LL] (Propo-
sition 3.3.12).
To generalize Lemma 4.9 for the products of more than two vertex operators we shall
need to assume that V is an axiomatic G1-vertex algebra and assume that the stronger
weak associativity holds on W .
Proposition 4.11 Let V be an axiomatic G1-vertex algebra and let (W,YW ) be a V -
module (with the stronger weak associativity). Then for any v(1), . . . , v(r) ∈ V , there
exists a nonnegative integer k such that

 ∏
1≤i<j≤r
(xi − xj)
k

 YW (v(1), x1) · · ·YW (v(r), xr) ∈ Hom(W,W ((x1, . . . , xr))). (4.19)
Proof. First, we prove the special case with W = V by induction on r. For r = 2,
it has been proved by Lemma 4.9. Assume that the assertion holds for a certain r ≥ 2.
Let v(1), . . . , v(r+1) ∈ V and w ∈ W . From the (stronger) weak associativity, there exists
l ∈ N such that
(x0i + xr+1)
lY (v(i), x0i + xr+1)Y (v, xr+1)w = (x0i + xr+1)
lY (Y (v(i), x0i)v, xr+1)w (4.20)
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for all v ∈ V and for i = 1, . . . , r. Then(
r∏
i=1
(x0i + xr+1)
l
)
Y (v(1), x01 + xr+1) · · ·Y (v
(r), x0r + xr+1)Y (v
(r+1), xr+1)w
=
(
r∏
i=1
(x0i + xr+1)
l
)
Y (v(1), x01 + xr+1) · · ·Y (v
(r−1), x0r−1 + xr+1)
·Y (Y (v(r), x0r)v
(r+1), xr+1)w
=
(
r∏
i=1
(x0i + xr+1)
l
)
Y (Y (v(1), x01) · · ·Y (v
(r), x0r)v
(r+1), xr+1)w. (4.21)
Notice that for the second equality we are using the stronger version of the weak associa-
tivity. From the inductive hypothesis there exists a nonnegative integer k′ such that
 ∏
1≤i<j≤r
(x0i − x0j)
k′

Y (v(1), x01) · · ·Y (v(r), x0r)v(r+1) ∈ V ((x01, . . . , x0r)), (4.22)
so that there exists a nonnegative integer k′′ (only depending on v(i)’s, not w) such that

 ∏
1≤i<j≤r
(x0i − x0j)
k′

xk′′01 · · ·xk′′0r Y (v(1), x01) · · ·Y (v(r), x0r)v(r+1) ∈ V [[x01, . . . , x0r]].(4.23)
Combining (4.21) with (4.23) we get

 r∏
i=1
(x0i + xr+1)
l
∏
1≤i<j≤r
(x0i − x0j)
k′

xk′′01 · · ·xk′′0r ·
·Y (v(1), x01 + xr+1) · · ·Y (v
(r), x0r + xr+1)Y (v
(r+1), xr+1)w
∈ W [[x01, . . . , x0r]]((xr+1)). (4.24)
Therefore (by substituting x0i = xi − xr+1)
 r∏
i=1
xli
∏
1≤i<j≤r
(xi − xj)
k′

 (x1 − xr+1)k′′ · · · (xr − xr+1)k′′ ·
·Y (v(1), x1) · · ·Y (v
(r), xr)Y (v
(r+1), xr+1)w
∈ W [[x1, . . . , xr]]((xr+1)). (4.25)
That is, 
 ∏
1≤i<j≤r
(xi − xj)
k′

 (x1 − xr+1)k′′ · · · (xr − xr+1)k′′ ·
·Y (v(1), x1) · · ·Y (v
(r), xr)Y (v
(r+1), xr+1)w
∈ W ((x1, . . . , xr, xr+1)). (4.26)
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Since k′ and k′′ are independent of w, this finishes the induction, proving the special case.
For the general case, similar to the special case, (from the (stronger) weak associativ-
ity), there exists l ∈ N such that
(
r∏
i=1
(x0i + xr+1)
l
)
YW (v
(1), x01 + xr+1) · · ·YW (v
(r), x0r + xr+1)YW (v
(r+1), xr+1)w
=
(
r∏
i=1
(x0i + xr+1)
l
)
YW (Y (v
(1), x01) · · ·Y (v
(r), x0r)v
(r+1), xr+1)w. (4.27)
The rest directly follows from the proof and the result of the special case. ✷
Remark 4.12 Let V andW be given as in Proposition 4.11. Let w∗ ∈ W ∗, v(1), . . . , v(r) ∈
V, w ∈ W . In view of Proposition 4.11, there exist nonnegative integers k and l such that
〈w∗, YW (v
(1), x1) · · ·YW (v
(r), xr)w〉 =

 ∏
1≤i<j≤r
(xi − xj)
−k
r∏
i=1
x−li

 p(x1, . . . , xr) (4.28)
for some p(x1, . . . , xr) ∈ C[[x1, . . . , xr]], where we are using the binomial expansion con-
vention.
Remark 4.13 For an axiomatic G1-vertex algebra V , a left ideal of V amounts to a
V -submodule of V . Unlike in the case of ordinary vertex algebras, the notions of left and
right ideals are in general different. Thus, the simplicity of V as a V -module does not
amount to the simplicity of V as an axiomatic G1-vertex algebra.
5 Axiomatic G1-vertex algebras generated by com-
patible G1-vertex operators
In this section we study (weak) G1-vertex operators on an arbitrary vector space and we
show how a suitable set of (weak) G1-vertex operators gives rise to an axiomatic G1-vertex
algebra. We recover the corresponding result of [Li1].
Let W be a vector space fixed throughout this section.
Definition 5.1 A weak G1-vertex operator on W is a formal series
a(x) =
∑
n∈Z
anx
−n−1 ∈ (EndW )[[x, x−1]] (5.1)
such that for every w ∈ W , anw = 0 for n sufficiently large. Namely, a weak G1-vertex
operator on W is an element of Hom(W,W ((x))).
All weak G1-vertex operators on W constitute the space Hom(W,W ((x))). We alter-
natively denote this space by EG1(W ).
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Remark 5.2 In [Li1] and [LL], an element of Hom(W,W ((x))) was simply called a weak
vertex operator. We here chose to use the term “weak G1-vertex operator” because of the
expected connection with Borcherds’ notion of G-vertex algebra.
Set
D =
d
dx
. (5.2)
Then D is a natural endomorphism of EG1(W ).
Motivated by Proposition 4.11 and by [B2] we define the following notion of compati-
bility.
Definition 5.3 An (ordered) sequence (ψ(1), . . . , ψ(r)) in EG1(W ) is said to be compatible
if there exists a nonnegative integer k such that

 ∏
1≤i<j≤r
(xi − xj)
k

ψ(1)(x1) · · ·ψ(r)(xr) ∈ Hom(W,W ((x1, . . . , xr))). (5.3)
A set or a space S of weak G1-vertex operators on W is said to be compatible if any
finite sequence in S is compatible. A weak G1-vertex operator a(x) on W is called a G1-
vertex operator if {a(x)} is compatible. Then weak G1-vertex operators in a compatible
set are G1-vertex operators. It is important to note that compatibility in general depends
on the order. Clearly, (EndW )((x)) is a compatible subspace of EG1(W ).
Remark 5.4 It is easy to see that the linear span of any compatible set of weak G1-vertex
operators on W is compatible.
Example 5.5 Let V be an axiomatic G1-vertex algebra and let (W,YW ) be a V -module.
It follows immediately from Proposition 4.11 that the image of V under YW is a compatible
space of weak G1-vertex operators on W .
It is in general not a good idea to use the definition directly to check the compatibility
of a set of weak G1-vertex operators. In the following, we prove that certain pairwise
relations imply compatibility.
Lemma 5.6 Let a(x), b(x) ∈ EG1(W ). Assume that there exists a nonnegative integer k
such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
k
r∑
i=1
ψ(i)(x2)φ
(i)(x1) (5.4)
for some ψ(i)(x), φ(i)(x) ∈ EG1(W ). Then the ordered sequence (a(x), b(x)) is compatible.
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Proof. Let w ∈ W . Since b(x2) ∈ Hom(W,W ((x2))), (x1 − x2)
ka(x1)b(x2)w involves
only finitely many negative powers of x2. On the other hand, the expression on the right-
hand side of (5.4), after applied to w, involves only finitely many negative powers of x1.
Consequently,
(x1 − x2)
ka(x1)b(x2)w ∈ W ((x1, x2)).
Thus (x1 − x2)
ka(x1)b(x2) ∈ Hom(W,W ((x1, x2))). That is, (a(x), b(x)) is compatible.
✷
Furthermore, we have:
Proposition 5.7 Let S be a set of weak G1-vertex operators on W such that for any
a(x), b(x) ∈ S, there exists a nonnegative integer k such that
(x1 − x2)
ka(x1)b(x2) =
r∑
i=1
αi(x1 − x2)
kb(i)(x2)a
(i)(x1) (5.5)
for some αi ∈ C, a
(i)(x), b(i)(x) ∈ S. Then S is compatible.
Proof. We must prove that any sequence in S of finite length is compatible. We shall
use induction on the length n of sequences. If n = 2, it has been proved by Lemma 5.6.
Assume that any sequence in S of length n is compatible. Let ψ(1), . . . , ψ(n+1) ∈ S. From
the inductive hypothesis, there exists a nonnegative integer k1 such that
 ∏
2≤i<j≤n+1
(xi − xj)
k1

ψ(2)(x2) · · ·ψ(n+1)(xn+1) ∈ Hom(W,W ((x2, . . . , xn+2))). (5.6)
From (5.5) there exists a nonnegative integer k2 such that
(x1 − x2)
k2ψ(1)(x1)ψ
(2)(x2) =
r∑
i=1
αi(x1 − x2)
k2b(i)(x2)a
(i)(x1) (5.7)
for some αi ∈ C, a
(i)(x), b(i)(x) ∈ S. From the inductive hypothesis again, there exists a
nonnegative integer k3 such that
n+1∏
i=3
(x1 − xi)
k3
∏
3≤i<j≤n+1
(xi − xj)
k3

 a(s)(x1)ψ(3)(x3) · · ·ψ(n+1)(xn+1)
∈ Hom(W,W ((x1, x3, x4, . . . , xn+1))) (5.8)
for s = 1, . . . , r. Because of (5.7) we have
(x1 − x2)
k2

n+1∏
i=3
(x1 − xi)
k3
∏
3≤i<j≤n+1
(xi − xj)
k3

ψ(1)(x1) · · ·ψ(n+1)(xn+1)
= (x1 − x2)
k2

n+1∏
i=3
(x1 − xi)
k3
∏
3≤i<j≤n+1
(xi − xj)
k3


·
r∑
s=1
αib
(s)(x2)a
(s)(x1)ψ
(3)(x3) · · ·ψ
(n+1)(xn+1). (5.9)
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From (5.8), the right-hand side of (5.9) lies in
Hom(W,W ((x2))((x1, x3, x4, . . . , xn+1))),
and so does the left-hand side of (5.9). Combining this with (5.6) we see that

 ∏
1≤i<j≤n+1
(xi − xj)
k1+k2+k3

ψ(1)(x1)ψ(2)(x2) · · ·ψ(n+1)(xn+1)
∈ Hom(W,W ((x1, x2, . . . , xn+1))). (5.10)
This proves that the sequence (ψ(1), . . . , ψ(n+1)) is compatible, completing the induction.
✷
Remark 5.8 Recall from [Li1] that weak (G1-)vertex operators a(x) and b(x) are said
to be mutually local if there exists a nonnegative integer k such that
(x1 − x2)
ka(x1)b(x2) = (x1 − x2)
kb(x2)a(x1). (5.11)
A set S of weak vertex operators on W is said to be local if any two (maybe the same)
weak vertex operators in S are mutually local.
As an immediate consequence of Proposition 5.7 we have:
Corollary 5.9 Any local set of weak G1-vertex operators on W is compatible. ✷
Lemma 5.10 Let a(x), b(x) ∈ EG1(W ) be such that the sequence (a(x), b(x)) is compati-
ble. Define
T (a(x)b(y)) = (−y + x)−k
(
(x− y)ka(x)b(y)
)
, (5.12)
where k is any nonnegative integer such that
(x− y)ka(x)b(y) ∈ Hom(W,W ((x, y))). (5.13)
Then T (a(x)b(y)) does not depend the choice of k and it lies in Hom(W,W ((y))((x))).
Furthermore,
(x− y)kT (a(x)b(y)) = (x− y)ka(x)b(y) (5.14)
for any nonnegative integer k such that (5.13) holds.
Proof. Clearly, for any nonnegative integer k such that (5.13) holds, we have
(−y + x)−k
(
(x− y)ka(x)b(y)
)
∈ Hom(W,W ((y))((x))). (5.15)
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We easily see that (5.14) holds if T (a(x)b(y)) is well defined. It remains to prove that
T (a(x)b(y)) is independent of k.
Let k1 and k2 be any two nonnegative integers such that
(x− y)kia(x)b(y) ∈ Hom(W,W ((x, y))) for i = 1, 2. (5.16)
Assume that k1 ≥ k2. (For the case that k2 ≥ k1, one simply exchanges k1 with k2 in the
following argument.) Then
(−y + x)−k1
(
(x− y)k1a(x)b(y)
)
= (−y + x)−k1
(
(x− y)k1−k2
(
(x− y)k2a(x)b(y)
))
= (−y + x)−k1(x− y)k1−k2
(
(x− y)k2a(x)b(y)
)
= (−y + x)−k2
(
(x− y)k2a(x)b(y)
)
. (5.17)
This proves the assertion. ✷
Definition 5.11 Let a(x), b(x) ∈ EG1(W ) be such that the sequence (a(x), b(x)) is com-
patible. For n ∈ Z, we define a(x)nb(x) ∈ (EndW )[[x, x
−1]] by
a(x)nb(x) = Resx1 ((x1 − x)
na(x1)b(x)− (−x+ x1)
nT (a(x1)b(x))) . (5.18)
Just as in [Li1] and [LL] with Lemma 5.10 we immediately have:
Proposition 5.12 Let a(x), b(x) ∈ EG1(W ) be such that the sequence (a(x), b(x)) is com-
patible. We have
a(x)nb(x) ∈ EG1(W ) for n ∈ Z. (5.19)
Furthermore,
a(x)nb(x) = 0 for n ≥ k, (5.20)
where k is a nonnegative integer such that (x− y)ka(x)b(y) ∈ Hom(W,W ((x, y))). ✷
Remark 5.13 Let ψ, φ, ψ(i), φ(i) ∈ EG1(W ) for i = 1, . . . , r be such that
(x1 − x2)
kψ(x1)φ(x2) = (x1 − x2)
k
r∑
i=1
αiφ
(i)(x2)ψ
(i)(x1) (5.21)
for some nonnegative integer k and some αi ∈ C. (In view of Lemma 5.6, the sequence
(ψ, φ) is compatible.) Then
T (ψ(x1)φ(x2)) = (−x2 + x1)
−k
(
(x1 − x2)
kψ(x1)φ(x2)
)
= (−x2 + x1)
−k
(
(x1 − x2)
k
r∑
i=1
αiφ
(i)(x2)ψ
(i)(x1)
)
=
r∑
i=1
αiφ
(i)(x2)ψ
(i)(x1). (5.22)
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Therefore,
ψ(x)nφ(x) = Resx1
(
(x1 − x)
nψ(x1)φ(x)−
r∑
i=1
αi(−x+ x1)
nφ(i)(x)ψ(i)(x1)
)
.(5.23)
In particular, if
(x1 − x2)
kψ(x1)φ(x2) = α(x1 − x2)
kφ(x2)ψ(x1)
for some α ∈ C, we have
ψ(x)nφ(x) = Resx1 ((x1 − x)
nψ(x1)φ(x)− α(−x+ x1)
nφ(x)ψ(x1)) . (5.24)
Remark 5.14 In view of Remark 5.13, if a(x), b(x) are mutually local weak vertex oper-
ators on W , then the current definition for a(x)nb(x) coincides with the one given in [Li1]
and [LL], where for any α(x), β(x) ∈ EG1(W ) it was defined that
α(x)nβ(x) = Resx1 ((x1 − x)
nα(x1)β(x)− (−x+ x1)
nβ(x)α(x1)) .
If a(x), b(x) are weak vertex operators with the relation
(x1 − x2)
ka(x1)b(x2) = −(x1 − x2)
kb(x2)a(x1),
then the current definition for a(x)nb(x) is different from the one given in [Li1] and [LL].
The essential difference between the definitions is that the current definition only uses
the product a(x1)b(x2), not the product b(x2)a(x1) while the definition given in [Li1] and
[LL] uses both of the products. That is, one definition takes the associative algebra point
of view and the other takes the Lie algebra point of view.
Writing a(x)nb(x) for n ∈ Z in terms of generating function as
YE(a(x), x0)b(x) =
∑
n∈Z
a(x)nb(x)x
−n−1
0 , (5.25)
we have
YE(a(x), x0)b(x) ∈ EG1(W )((x0)). (5.26)
Then
YE(a(x2), x0)b(x2) =
∑
n∈Z
(a(x2)nb(x2))x
−n−1
0
= Resx1
(
x−10 δ
(
x1 − x2
x0
)
a(x1)b(x2)− x
−1
0 δ
(
x2 − x1
−x0
)
T (a(x1)b(x2))
)
. (5.27)
Remark 5.15 Since a(x)nb(x) for n ∈ Z are defined under the condition that the (or-
dered) sequence (a(x), b(x)) is compatible, YE(a(x), x0)b(x) is a well defined element of
EG1(W )((x0)) under the same condition. For any compatible space V of G1-vertex oper-
ators on W , YE is a natural linear map from V to Hom(V, EG1(W )((x0))).
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Proposition 5.16 Let a(x), b(x) ∈ EG1(W ) be such that the sequence (a(x), b(x)) is com-
patible. Then for any w ∈ W , there exists a nonnegative integer l such that
(x0 + x2)
la(x0 + x2)b(x2)w ∈ W ((x0, x2)). (5.28)
Furthermore, if l is a nonnegative integer such that (5.28) holds, then
(x2 + x0)
l(YE(a(x2), x0)b(x2))w = (x0 + x2)
la(x0 + x2)b(x2)w. (5.29)
Proof. Let k be a nonnegative integer such that
(x1 − x2)
ka(x1)b(x2) ∈ Hom(W,W ((x1, x2))).
In view of Lemma 5.10, we have
(x1 − x2)
kT (a(x1)b(x2)) = (x1 − x2)
ka(x1)b(x2).
For any w ∈ W , since (x1 − x2)
ka(x1)b(x2)w ∈ W ((x1, x2)), there exists a nonnegative
integer l such that
xl1(x1 − x2)
ka(x1)b(x2)w ∈ W [[x1, x2]][x
−1
2 ].
Then
(x0 + x2)
lxk0a(x0 + x2)b(x2)w ∈ W [[x0, x2]][x
−1
2 ], (5.30)
which implies (5.28).
Now let l be a nonnegative integer such that (5.28) holds. Let k′ be a nonnegative
integer such that
xk
′
0 (x0 + x2)
la(x0 + x2)b(x2)w ∈ W [[x0, x2]][x
−1
2 ].
Then
xl1(x1 − x2)
k′a(x1)b(x2)w ∈ W [[x1, x2]][x
−1
2 ]. (5.31)
Therefore,
xl1(x1 − x2)
k+k′T (a(x1)b(x2))w = x
l
1(x1 − x2)
k+k′a(x1)b(x2)w ∈ W [[x1, x2]][x
−1
2 ]. (5.32)
Multiplying by (−x2 + x1)
−k−k′, which lies in C[x2, x
−1
2 ][[x1]], we get
xl1T (a(x1)b(x2))w ∈ W ((x2))[[x1]]. (5.33)
Just as in the ordinary vertex algebra theory (cf. [DL], [Li1] or [LL]), multiplying both
sides of (5.27) by (x2 + x0)
l we obtain (5.29). ✷
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Remark 5.17 In view of (5.20), by multiplying both sides of (5.29) by (x2 + x0)
−1 we
get
(YE(a(x2), x0)b(x2))w = (x2 + x0)
−l
[
(x0 + x2)
la(x0 + x2)b(x2)w
]
. (5.34)
On the other hand, notice that (5.31) implies that
(x0 + x2)
la(x0 + x2)b(x2)w ∈ W ((x0, x2)), (5.35)
so that the expression on the right-hand side of (5.34) is well defined. Then one can use
(5.31) as an alternative definition for YE(a(x2), x0)b(x2).
Remark 5.18 Combining Lemma 5.10 and Proposition 5.16 with Lemma 2.1 we get
x−12 δ
(
x1 − x0
x2
)
YE(a(x2), x0)b(x2)
= x−10 δ
(
x1 − x2
x0
)
a(x1)b(x2)− x
−1
0 δ
(
x2 − x1
−x0
)
T (a(x1)b(x2)). (5.36)
Let 1W denote the identity operator onW and let a(x) be any weak G1-vertex operator
on W . Since
1W (x1)a(x2) = a(x2) ∈ Hom(W,W ((x2))) ⊂ Hom(W,W ((x1, x2))), (5.37)
a(x1)1W (x2) = a(x1) ∈ Hom(W,W ((x1))) ⊂ Hom(W,W ((x1, x2))), (5.38)
the sequences (1W , a(x)) and (a(x), 1W ) are compatible, and T (a(x1)1W ) = a(x1). By
(5.27) we have
YE(1W (x), x0)a(x)
= Resx1
(
x−10 δ
(
x1 − x
x0
)
1W (x1)a(x)− x
−1
0 δ
(
x− x1
−x0
)
a(x)
)
= Resx1x
−1δ
(
x1 − x0
x
)
a(x)
= a(x). (5.39)
Similarly we have
YE(a(x), x0)1W (x) = Resx1x
−1δ
(
x1 − x0
x
)
a(x1)
= a(x+ x0)
= ex0
d
dxa(x)
= ex0Da(x). (5.40)
Thus we have proved:
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Lemma 5.19 For any a(x) ∈ EG1(W ),
YE(1W , x0)a(x) = a(x), (5.41)
YE(a(x), x0)1W = e
x0Da(x). ✷ (5.42)
A compatible space U of weak G1-vertex operators on W is said to be closed if
a(x)nb(x) ∈ U for a(x), b(x) ∈ U, n ∈ Z. (5.43)
Then for a closed compatible space U , we have a linear map YE from U to Hom(U, U((x0))).
Remark 5.20 Let V be an axiomatic G1-vertex algebra and let (W,YW ) be a V -module.
Then the image of YW is a closed compatible subspace of EG1(W ). Furthermore, for
u, v ∈ V, n ∈ Z,
YW (unv, x) = YW (u, x)nYW (v, x). (5.44)
Indeed, for any u, v ∈ V, w ∈ W , in view of Definition 4.1 and Proposition 5.16, there
exists a nonnegative integer l such that
(x0 + x2)
lYW (Y (u, x0)v, x2)w = (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w
(x0 + x2)
l(YE(YW (u, x2), x0)YW (v, x2))w = (x0 + x2)
lYW (u, x0 + x2)YW (v, x2)w.(5.45)
Then
(x0 + x2)
lYW (Y (u, x0)v, x2)w = (x0 + x2)
l(YE(YW (u, x2), x0)YW (v, x2))w. (5.46)
Noticing that both sides involve only finitely many negative powers of x0, by multiplying
by (x2 + x0)
−l we get
YW (Y (u, x0)v, x2)w = (YE(YW (u, x2), x0)YW (v, x2))w, (5.47)
which is (5.44) in terms of generating functions.
In view of Remark 5.20, if (W,YW ) is a faithful V -module, e.g.,W = V (the faithfulness
follows from the creation property), V can be naturally identified with a closed compatible
subspace of EG1(W ), containing 1W . Next, we shall show that for an abstract vector space
W , any closed compatible subspace of EG1(W ) that contains 1W is a (weak) axiomatic
G1-vertex algebra with W as a natural faithful module.
We here introduce a notation for convenience. Let U be a vector space and let
a(x) =
∑
n∈Z
anx
−n−1 ∈ U [[x, x−1]]
be any formal series, e.g., a weak G1-vertex operator on W . For m ∈ Z, we set
a(x)≥m =
∑
n≥m
anx
−n−1. (5.48)
Then for any polynomial p(x) we have
Resxx
mp(x)a(x) = Resxx
mp(x)a(x)≥m. (5.49)
First, we have the following result:
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Lemma 5.21 Let ψ1, . . . , ψr, a, b, φ1, . . . , φs ∈ EG1(W ). Assume that the ordered se-
quences (a(x), b(x)) and (ψ1(x), . . . , ψr(x), a(x), b(x), φ1(x), . . . , φs(x)) are compatible. Let
k be a nonnegative integer such that
(x1 − x2)
k

 ∏
1≤p<q≤r
(yp − yq)
k

( r∏
i=1
(x1 − yi)
k(x2 − yi)
k
) s∏
j=1
(x1 − zj)
k(x2 − zj)
k


·

 ∏
1≤i≤r,1≤j≤s
(yi − zj)
k



 ∏
1≤p<q≤s
(zp − zq)
k


·ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs)
∈ Hom(W,W ((y1, . . . , yr, x1, x2, z1, . . . , zs))). (5.50)
Let w ∈ W and let l be a nonnegative integer such that
xl1(x1 − x2)
k

 ∏
1≤p<q≤r
(yp − yq)
k


(
r∏
i=1
(x1 − yi)
k(x2 − yi)
k
)
 s∏
j=1
(x1 − zj)
k(x2 − zj)
k


·

 ∏
1≤i≤r,1≤j≤s
(yi − zj)
k



 ∏
1≤p<q≤s
(zp − zq)
k


·ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs)w
∈ W [[x1]]((y1, . . . , yr, x2, z1, . . . , zs)). (5.51)
Then
(x0 + x2)
l

 s∏
j=1
(x0 + x2 − zj)
k

ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
= (x0 + x2)
l

 s∏
j=1
(x0 + x2 − zj)
k

ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w.(5.52)
Proof. Set
P =
∏
1≤i<j≤r
(yi − yj)
k, Q =
∏
1≤i<j≤s
(zi − zj)
k, R =
∏
1≤i≤r, 1≤j≤s
(yi − zj)
k
and
S =
r∏
i=1
(x0 + x2 − yi)
k(x2 − yi)
k.
Let m1, . . . , ms be arbitrarily fixed integers. Since φ1(z1)≥m1 · · ·φs(zs)≥msw is a finite sum,
from Proposition 5.16 there exists a nonnegative integer l′ (depending onm1, . . . , ms) such
that
(x0 + x2)
l′(YE(a, x0)b)(x2)φ1(z1)≥m1 · · ·φs(zs)≥msw
= (x0 + x2)
l′a(x0 + x2)b(x2)φ1(z1)≥m1 · · ·φs(zs)≥msw. (5.53)
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Then using (5.49) we get(
s∏
i=1
Resziz
mi
i
)
PQRS
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
(x0 + x2)
l′
·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
=
(
s∏
i=1
Resziz
mi
i
)
PQRS
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·(x0 + x2)
l′ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1)≥m1 · · ·φs(zs)≥msw
=
(
s∏
i=1
Resziz
mi
i
)
PQRS
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·(x0 + x2)
l′ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1)≥m1 · · ·φs(zs)≥msw
=
(
s∏
i=1
Resziz
mi
i
)
PQRS
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·(x0 + x2)
l′ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w. (5.54)
Multiplying both sides by (x0 + x2)
l we get
(x0 + x2)
l′
(
s∏
i=1
Resziz
mi
i
)
PQRSxk0(x0 + x2)
l
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
= (x0 + x2)
l′
(
s∏
i=1
Resziz
mi
i
)
[PQRSxk0(x0 + x2)
l
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w]. (5.55)
Noticing that from (5.51), the expression in the bracket on the right-hand side of (5.55)
involves only nonnegative powers of x0, then multiplying (5.55) by x
−k
0 (x2 + x0)
−l′ we get(
s∏
i=1
Resziz
mi
i
)
PQRS(x0 + x2)
l
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
=
(
s∏
i=1
Resziz
mi
i
)
PQRS(x0 + x2)
l
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w. (5.56)
Since l and k are independent of mi’s and mi’s are arbitrary, we have
PQRS(x0 + x2)
l
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
= PQRS(x0 + x2)
l
(
s∏
i=1
(x0 + x2 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w. (5.57)
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Noticing that we are allowed to multiply both sides by
∏
1≤p<q≤r
(yp − yq)
−k
∏
1≤i≤r,1≤j≤s
(yi − zj)
−k
s∏
j=1
(x2 − zj)
−k
∏
1≤p<q≤s
(zp − zq)
−k
and by
∏s
i=1(−yi + x0 + x2)
k(−yi + x2)
k (but we are not allowed to multiply both sides
by
∏s
i=1(x0 + x2 − zi)
−k), we get the desired result. ✷
Now we are in a position to prove our first key result:
Theorem 5.22 Let V be a subspace of EG1(W ) such that any sequence in V of length 2
or 3 is compatible and such that
1W ∈ V, (5.58)
ψ(x)nφ(x) ∈ V for ψ(x), φ(x) ∈ V, n ∈ Z. (5.59)
Then (V, YE , 1W ) carries the structure of a weak axiomatic G1-vertex algebra with W as
a natural faithful module where the vertex operator map YW is given by YW (α(x), x0) =
α(x0). Furthermore, assume that for any ψ(x), θ(x) ∈ V , there exists a nonnegative
integer k such that for every φ(x) ∈ V there exists a nonnegative integer k′ such that
(x− y)k
′
(y − z)k
′
(x− z)kψ(x)φ(y)θ(z) ∈ Hom(W,W ((x, y, z))). (5.60)
Then (V, YE , 1W ) carries the structure of an axiomatic G1-vertex algebra.
Proof. For the assertion on the axiomatic G1-vertex algebra structure, with Propo-
sition 5.12 and Lemma 5.19 we must prove the weak associativity, i.e., for ψ, φ, θ ∈ V ,
there exists a nonnegative integer k such that
(x0 + x2)
kYE(ψ, x0 + x2)YE(φ, x2)θ = (x0 + x2)
kYE(YE(ψ, x0)φ, x2)θ. (5.61)
Let k and k′ be nonnegative integers such that
(x− y)k
′
(x− z)k(y − z)k
′
ψ(x)φ(y)θ(z) ∈ Hom(W,W ((x, y, z))). (5.62)
For the first assertion, both k and k′ depend on all ψ, φ, θ and for the second assertion, k
depends only on ψ and θ.
Let w ∈ W be arbitrary and fixed. There exists a nonnegative integer l such that
xlylzl(x− y)k
′
(x− z)k(y − z)k
′
ψ(x)φ(y)θ(z)w ∈ W [[x, y, z]]. (5.63)
In view of Proposition 5.16, by replacing l with a larger integer if necessary we may assume
that
(x2 + x)
lφ(x2 + x)θ(x)w = (x2 + x)
l(YE(φ, x2)θ)(x)w. (5.64)
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Then
xlxk0(x0 + x)
lxk
′
2 (x0 − x2)
k′(x2 + x)
lψ(x0 + x)φ(x2 + x)θ(x)w
= xlxk0(x0 + x)
lxk
′
2 (x0 − x2)
k′(x2 + x)
lψ(x0 + x)(YE(φ, x2)θ)(x)w. (5.65)
Noticing that the expression on the left-hand side lies in W [[x, x0, x2]] by (5.63), we have
xlxk0(x0 + x)
lxk
′
2 (x0 − x2)
k′(x2 + x)
lψ(x0 + x)(YE(φ, x2)θ)(x)w ∈ W [[x, x0, x2]]. (5.66)
By multiplying by x−lx−k0 x
−k′
2 (x0−x2)
−k′(x+x2)
−l, which lies in C((x, x0))((x2)), we have
(x0 + x)
lψ(x0 + x)(YE(φ, x2)θ)(x)w ∈ W ((x, x0))((x2)). (5.67)
In view of Proposition 5.16, by considering components of YE(φ, x2)θ, we have
(x0 + x)
lψ(x0 + x)(YE(φ, x2)θ)(x)w = (x0 + x)
l(YE(ψ, x0)YE(φ, x2)θ)(x)w. (5.68)
Then
(x0 + x2)
k(x2 + x)
l(x0 + x2 + x)
lψ(x0 + x2 + x)φ(x2 + x)θ(x)w
= (x0 + x2)
k(x2 + x)
l(x0 + x2 + x)
lψ(x0 + x2 + x)(YE(φ, x2)θ)(x)w
= e
x2
∂
∂x0 xk0(x2 + x)
l(x0 + x)
lψ(x0 + x)(YE(φ, x2)θ)(x)w
= e
x2
∂
∂x0 xk0(x2 + x)
l(x0 + x)
l(YE(ψ, x0)YE(φ, x2)θ)(x)w
= (x0 + x2)
k(x2 + x)
l(x0 + x2 + x)
l(YE(ψ, x0 + x2)YE(φ, x2)θ)(x)w. (5.69)
On the other hand, let n ∈ Z be arbitrarily fixed. Since ψ(x)mφ(x) = 0 form sufficiently
large, there exists a nonnegative integer l′ ∈ Z such that
(x2 + x)
l′(YE(ψ(x)mφ(x), x2)θ(x))w = (x2 + x)
l′(ψ(x)mφ(x))(x2 + x)θ(x)w (5.70)
for all m ≥ n. With (5.63), in view of Lemma 5.21, we have
(x0 + x2)
l(x0 + x2 − x)
kψ(x0 + x2)φ(x2)θ(x)w
= (x0 + x2)
l(x0 + x2 − x)
k(YE(ψ, x0)φ)(x2)θ(x)w. (5.71)
Using (5.49), (5.70) and (5.71) we get
Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(x2 + x)
l′(YE(YE(ψ, x0)φ, x2)θ)(x)w
= Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(x2 + x)
l′(YE(YE(ψ, x0)≥nφ, x2)θ)(x)w
= Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(x2 + x)
l′(YE(ψ, x0)≥nφ)(x2 + x)θ(x)w
= Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(x2 + x)
l′(YE(ψ, x0)φ)(x2 + x)θ(x)w
= Resx0x
n
0 (x2 + x)
l′e
x ∂
∂x2
[
(x0 + x2)
l(x0 + x2 − x)
k(YE(ψ, x0)φ)(x2)θ(x)w
]
= Resx0x
n
0 (x2 + x)
l′e
x ∂
∂x2
[
(x0 + x2)
l(x0 + x2 − x)
kψ(x0 + x2)φ(x2)θ(x)w
]
= Resx0x
n
0 (x2 + x)
l′(x0 + x2 + x)
l(x0 + x2)
kψ(x0 + x2 + x)φ(x2 + x)θ(x)w. (5.72)
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Combining (5.72) with (5.69) we get
Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(x2 + x)
l+l′(YE(ψ, x0 + x2)YE(φ, x2)θ)(x)w
= Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(x2 + x)
l+l′(YE(YE(ψ, x0)φ, x2)θ)(x)w. (5.73)
Notice that both sides of (5.73) involve only finitely many negative powers of x2. Then
multiplying both sides by (x+ x2)
−l−l′ we get
Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(YE(ψ, x0 + x2)YE(φ, x2)θ)(x)w
= Resx0x
n
0 (x0 + x2 + x)
l(x0 + x2)
k(YE(YE(ψ, x0)φ, x2)θ)(x)w. (5.74)
Since n is arbitrary and l and k do not depend on n, we must have
(x0 + x2 + x)
ℓ(x0 + x2)
k(YE(ψ, x0 + x2)YE(φ, x2)θ)(x)w
= (x0 + x2 + x)
ℓ(x0 + x2)
k(YE(YE(ψ, x0)φ, x2)θ)(x)w. (5.75)
Notice that (x+x0+x2)
−l = (x+x2+x0)
−l and that we are allowed to multiply the left-
hand side of (5.75) by (x+x0+x2)
−l and to multiply the right-hand side by (x+x2+x0)
−l.
Then multiplying both sides by (x+ x0 + x2)
−l we obtain
(x0 + x2)
k(YE(ψ, x0 + x2)YE(φ, x2)θ)(x)w
= (x0 + x2)
k(YE(YE(ψ, x0)φ, x2)θ)(x)w. (5.76)
Since k does not depend on w, we immediately have (5.61), as desired.
For a(x), b(x) ∈ V, w ∈ W , in view of Proposition 5.16 there exists a nonnegative
integer l such that
(x0 + x2)
l(YE(a(x), x0)b(x))(x2)w = (x0 + x2)
la(x0 + x2)b(x2)w.
That is,
(x0 + x2)
lYW (YE(a(x), x0)b(x), x2)w = (x0 + x2)
lYW (a(x), x0 + x2)YW (b(x), x2)w.(5.77)
Therefore W is a V -module with YW (α(x), x0) = α(x0) for α(x) ∈ V . ✷
Our next goal is to prove that any compatible set S of G1-vertex operators onW gives
rise to an axiomatic G1-vertex algebra. To achieve this goal, we first need to show that for
a, b, c ∈ S, n ∈ Z, the sequences (a(x)nb(x), c(x)) and (c(x), a(x)nb(x)) are compatible,
so that c(x)m(a(x)nb(x)) and (a(x)nb(x))mc(x) are defined for m ∈ Z. The following is
another key result:
Proposition 5.23 Let ψ1(x), . . . , ψr(x), a(x), b(x), φ1(x), . . . , φs(x) ∈ EG1(W ). Assume
that the ordered sequences (a(x), b(x)) and
(ψ1(x), . . . , ψr(x), a(x), b(x), φ1(x), . . . , φs(x))
are compatible. Then for any n ∈ Z, the ordered sequence
(ψ1(x), . . . , ψr(x), a(x)nb(x), φ1(x), . . . , φs(x))
is compatible.
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Proof. Let n ∈ Z be arbitrarily fixed. From Proposition 5.16 there exists a nonnegative
integer k′ such that
xk
′+n
0 YE(a, x0)b ∈ EG1(W )[[x0]]. (5.78)
Let k be a nonnegative integer such that

 ∏
1≤i<j≤r
(yi − yj)
k



 ∏
1≤i≤r,1≤j≤s
(yi − zj)
k



 ∏
1≤i<j≤s
(zi − zj)
k


·(x1 − x2)
k
(
r∏
i=1
(x1 − yi)
k(x2 − yi)
k
)(
s∏
i=1
(x1 − zi)
k(x2 − zi)
k
)
·ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs)
∈ Hom(W,W ((y1, . . . , yr, x1, x2, z1, . . . , zs))). (5.79)
Set
P =
∏
1≤i<j≤r
(yi − yj)
k, Q =
∏
1≤i<j≤s
(zi − zj)
k, R =
∏
1≤i≤r, 1≤j≤s
(yi − zj)
k.
Let w ∈ W . Then there exists a nonnegative integer l such that
xl1PQR(x1 − x2)
k
(
r∏
i=1
(x1 − yi)
k(x2 − yi)
k
) s∏
j=1
(x1 − zj)
k(x2 − zj)
k


·ψ1(y1) · · ·ψr(yr)a(x1)b(x2)φ1(z1) · · ·φs(zs)w
∈ W [[x1]]((x2, y1, . . . , yr, z1, . . . , zs)) (5.80)
(cf. Lemma 5.21). Hence
PQR(x0 + x2)
lxk0
(
r∏
i=1
(x0 + x2 − yi)
k(x2 − yi)
k
)
 s∏
j=1
(x0 + x2 − zj)
k(x2 − zj)
k


·ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w
∈ W [[x0]]((x2, y1, . . . , yr, z1, . . . , zs)). (5.81)
In the following we are going to use the binomial expansions for xl+k
′
2 = ((x2+x0)−x0)
l+k′,
(x2−yi)
k+k′ = ((x2+x0−yi)−x0)
k+k′ and (x2−zj)
k+k′ = ((x2+x0−zj)−x0)
k+k′. Using
(5.78) and Lemma 5.21 we obtain
xl+k
′
2
r∏
i=1
(x2 − yi)
2k+k′
s∏
j=1
(x2 − zi)
2k+k′
·ψ1(y1) · · ·ψr(yr)(a(x)nb(x))(x2)φ1(z1) · · ·φs(zs)w
= Resx0x
n
0x
l+k′
2
r∏
i=1
(x2 − yi)
2k+k′
s∏
j=1
(x2 − zi)
2k+k′
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·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
= Resx0x
n
0

∑
p≥0
(
l + k′
p
)
(x0 + x2)
l+k′−p(−x0)
p


·
r∏
i=1

∑
t≥0
(
k + k′
t
)
(x2 + x0 − yi)
k+k′−t(−x0)
t


(
r∏
i=1
(x2 − yi)
k
)
·
s∏
j=1

∑
q≥0
(
k + k′
q
)
(x0 + x2 − zj)
k+k′−q(−x0)
q



 s∏
j=1
(x2 − zj)
k


·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
= Resx0x
n
0

 ∑
0≤p≤k′
(
l + k′
p
)
(x0 + x2)
l+k′−p(−x0)
p


·
r∏
i=1

 ∑
0≤t≤k′
(
k + k′
t
)
(x2 + x0 − yi)
k+k′−t(−x0)
t


(
r∏
i=1
(x2 − yi)
k
)
·
s∏
j=1

 ∑
0≤q≤k′
(
k + k′
q
)
(x0 + x2 − zj)
k+k′−q(−x0)
q



 s∏
j=1
(x2 − zj)
k


·ψ1(y1) · · ·ψr(yr)(YE(a, x0)b)(x2)φ1(z1) · · ·φs(zs)w
= Resx0x
n
0

 ∑
0≤p≤k′
(
l + k′
p
)
(x0 + x2)
l+k′−p(−x0)
p


·
r∏
i=1

 ∑
0≤t≤k′
(
k + k′
t
)
(x2 + x0 − yi)
k+k′−t(−x0)
t


(
r∏
i=1
(x2 − yi)
k
)
·
s∏
j=1

 ∑
0≤q≤k′
(
k + k′
q
)
(x0 + x2 − zj)
k+k′−q(−x0)
q



 s∏
j=1
(x2 − zj)
k


·ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w. (5.82)
Noticing that
PQR
(
r∏
i=1
(x2 − yi)
k
)
 s∏
j=1
(x2 − zj)
k

 (x0 + x2)l+k′−p
(
r∏
i=1
(x2 + x0 − yi)
k+k′−t
)
·

 s∏
j=1
(x0 + x2 − zj)
k+k′−q

ψ1(y1) · · ·ψr(yr)a(x0 + x2)b(x2)φ1(z1) · · ·φs(zs)w
∈ W ((y1, . . . , yr, x0, x2, z1, . . . , zs)) (5.83)
for 0 ≤ p, t, q ≤ k′, from (5.82) we have that
PQRxl+k
′
2
r∏
i=1
(x2 − yi)
2k+k′
s∏
j=1
(x2 − zj)
2k+k′
·ψ1(y1) · · ·ψr(yr)(a(x)nb(x))(x2)φ1(z1) · · ·φs(zs)w
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lies in W ((y1, . . . , yr, x2, z1, . . . , zs)), and so
PQR
r∏
i=1
(x2 − yi)
2k+k′
s∏
j=1
(x2 − zj)
2k+k′
·ψ1(y1) · · ·ψr(yr)(a(x)nb(x))(x2)φ1(z1) · · ·φs(zs)w
∈ W ((y1, . . . , yr, x2, z1, . . . , zs)). (5.84)
This proves that the sequence (ψ1(x), . . . , ψr(x), a(x)nb(x), φ1(x), . . . , φs(x)) is compatible,
since k and k′ are independent of w. ✷
It follows from Proposition 5.23 that if S is a compatible set of weak G1-vertex oper-
ators on W , then for any a(1), . . . , a(r+1) ∈ S, the expression
YE(a
(1)(x), x1) · · ·YE(a
(r)(x), xr)a
(r+1)(x)
is recursively well defined.
The following result states that any maximal compatible subspace of EG1(W ) is auto-
matically closed and it has a weak axiomatic G1-vertex algebra structure.
Proposition 5.24 Let V be a maximal compatible subspace of EG1(W ). Then 1W ∈ V
and
a(x)nb(x) ∈ V for a(x), b(x) ∈ V, n ∈ Z. (5.85)
Furthermore, (V, YE , 1W ) carries the structure of a weak axiomatic G1-vertex algebra with
W as a natural module where the vertex operator map YW is given by YW (α(x), x0) =
α(x0).
Proof. Clearly the space spanned by V and 1W is still compatible. With V being
maximal we must have 1W ∈ V . Now, let a(x), b(x) ∈ V and n ∈ Z. In view of Proposition
5.23, any (ordered) sequence in V ∪ {a(x)nb(x)} with one appearance of a(x)nb(x) is
compatible. It follows from induction on the number of appearance of a(x)nb(x) and from
Proposition 5.23 that any (ordered) sequence in V ∪{a(x)nb(x)} with any (finite) number
of appearance of a(x)nb(x) is compatible. So the space spanned by V and a(x)nb(x) is
compatible. Again, with V being maximal we must have a(x)nb(x) ∈ V . This proves
that V is closed, and hence by Theorem 5.22 (V, YE , 1W ) carries the structure of a weak
axiomatic G1-vertex algebra with W as a natural module. ✷
Let S be a compatible set of G1-vertex operators on W . By Zorn’s lemma there exists
a maximal compatible space V of EG1(W ), containing S and 1W , and then by Proposition
5.24 (V, YE , 1W ) carries the structure of a weak axiomatic G1-vertex algebra with W as a
natural module. Now, S as a subset of V generates a subalgebra 〈S〉 of V . Then in view
of Proposition 2.22 we obtain our main result (cf. [B2], Theorem 7.9):
Theorem 5.25 Let S be any compatible set of G1-vertex operators on W . Then for any
a(1)(x), . . . , a(r)(x) ∈ S, the expression
YE(a
(1)(x), x1) · · ·YE(a
(r)(x), xr)1W
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is recursively well defined. Furthermore, if we set
U = span{a(1)(x)n1 · · · a
(r)(x)nr1W | r ≥ 0, a
(i)(x) ∈ S, ni ∈ Z}, (5.86)
then (U, YE , 1W ) carries the structure of a weak axiomatic G1-vertex algebra with W as a
natural module where the vertex operator map YW is given by YW (α(x), x0) = α(x0). ✷
As an immediate consequence of Proposition 5.7 and Theorem 5.25 we have:
Corollary 5.26 Let S be a set of weak G1-vertex operators on W such that for any
a, b ∈ S, there exists a nonnegative integer k such that
(x1 − x2)
ka(x1)b(x2) =
r∑
i=1
αi(x1 − x2)
kb(i)(x2)a
(i)(x1) (5.87)
for some αi ∈ C, a
(i), b(i) ∈ S, r ≥ 1. Then all the assertions of Theorem 5.25 hold. ✷
Recall from Corollary 5.9 that any space of pairwise mutually local vertex operators
onW is compatible. Then in view of Theorem 5.22, any closed space of pairwise mutually
local vertex operators on W is a weak axiomatic G1-vertex algebra with W as a module.
In [Li1], it was proved (cf. [MN]) that any closed space of pairwise mutually local vertex
operators on W is an (ordinary) vertex algebra with W as a module. Theorem 5.22
does not directly imply the corresponding result of [Li1], but Theorem 5.22 together with
Propositions 2.17 and 4.3 does.
Theorem 5.27 Let S be a set of pairwise mutually local G1-vertex operators onW . Then
for r ≥ 0, a(i) ∈ S, i = 1, . . . , r, the expression
YE(a
(1)(x), x1) · · ·YE(a
(r)(x), xr)1W
is recursively well defined and
YE(a
(1)(x), x1) · · ·YE(a
(r)(x), xr)1W = Y
c
E (a
(1)(x), x1) · · ·Y
c
E (a
(r)(x), xr)1W , (5.88)
where
Y cE (α(x), x0)β(x) = Resx1
(
x−10 δ
(
x1 − x
x0
)
α(x1)β(x)− x
−1
0 δ
(
x− x1
−x0
)
β(x)α(x1)
)
(5.89)
for α(x), β(x) ∈ EG1(W ). Furthermore, if we set
U = span{a(1)(x)n1 · · · a
(r)(x)nr1W | r ≥ 0, a
(i) ∈ S, ni ∈ Z}, (5.90)
then (U, Y cE , 1W ) carries the structure of an ordinary vertex algebra with W as a natural
module where the vertex operator map YW is given by YW (α(x), x0) = α(x0).
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Proof. Let U ′ be the space defined in Theorem 5.25. In view of Corollary 5.26, U ′ is
a weak axiomatic G1-vertex algebra with W as a natural module. Since W is a faithful
module and for any a(x), b(x) ∈ S, YW (a(x), x1) (= a(x1)) and YW (b(x), x2) (= b(x2)) are
mutually local, by Proposition 4.3, Y (a(x), x1) and Y (b(x), x2) acting on U
′ are mutually
local. By Proposition 2.17, U ′ is an ordinary vertex algebra because S generates U ′ as a
weak axiomatic G1-vertex algebra. In view of Proposition 4.4,W equipped with the linear
map YW given by YW (α(x), x2) = α(x2) is a module for U
′ viewed as a vertex algebra.
Then for α(x), β(x) ∈ U ′,
YE(α(x2), x0)β(x2)
= YW (YE(α, x0)β, x2)
= Resx1x
−1
0 δ
(
x1 − x2
x0
)
YW (α(x), x1)YW (β(x), x2)
−Resx1x
−1
0 δ
(
x2 − x1
−x0
)
YW (β(x), x2)YW (α(x), x1)
= Resx1
(
x−10 δ
(
x1 − x2
x0
)
α(x1)β(x2)− x
−1
0 δ
(
x2 − x1
−x0
)
β(x2)α(x1)
)
= Y cE (α(x2), x0)β(x2). (5.91)
Now, (5.88) follows immediately from induction and we have U = U ′. This completes the
proof. ✷
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