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Abstract 
The computation of eigenvalues of regular Sturm-Liouville problems is considered. Numerical results show that 
the error of the k th eigenvalue obtained by the finite-element method with trigonometric hat functions and mesh 
length h is of the same order as the one obtained with the linear hat functions together with a simple asymptotic 
correction technique of Paine, de Hoog and Anderssen (1981). 
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1. Introduction 
In the last few years, there has been much interest in numerical methods requiring efficient 
and accurate computation of a long sequence of eigenvalues of regular Sturm-Liouville 
problems, which can be written without loss of generality as 
-Y”(X) ++)y(x) = AY(X), (14 
with 
y(0) =y(?T) = 0. 
Paine, de Hoog and Anderssen [9] showed, in the case of the second-order centered finite-dif- 
ference method with uniform mesh, that the error when q(x) = 0 has the same asymptotic form 
for a high-lying eigenvalue as the error for general q(x). They showed that the accuracy of the 
estimates obtained for high eigenvalues could be tremendously improved at negligible extra 
cost by using the known error for q(x) = 0 to correct the numerical results obtained for general 
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q(x). Andrew and Paine have developed considerably this asymptotic correction technique in 
connection with finite-difference methods [1,3,4] and in conjunction with the finite-element 
method [2,5]. Paine et al. [9] have also proved that the eigenfunctions of (1.1) corresponding to 
an eigenvalue A, are given by 
y,(x)=C, sin(k)+ fLX(/z-*l+q(r)) sin(l(x - t))y[(f) dt, 1= 1, 2, 3,. . ., (W 
where we can set C, = 1, 1= 1, 2, 3,. . . , since yI is defined up to a scalar multiple. From this 
property it is clear that the sine function is in first order a good approximation for y(x). 
Recently, the authors have derived a step-dependent linear multistep method [ll] and a 
modified Numerov method [10,12], which integrates exactly the functions sin(k), cos(kx) and a 
low-degree polynomial. Since these two method [lo-121 integrate sin(k), k arbitrary and real, 
exactly, one can expect that with the choice, 
k=l, 1=1,2,3 ,.,., (1.3) 
one obtains quite satisfactory approximations for the Zth eigenvalue h,. In fact our numerical 
results show that the eigenvalues derived in that way are as accurate as the asymptotically 
corrected ones of Andrew and Paine. However, when a large number of eigenvalues are 
required, our methods are considerably more expensive than the ones of Andrew and Paine. 
Nevertheless it has been shown [13] that in the case of the modified Numerov method, the cost 
can be significantly reduced by parallelising the algorithm considered. On the other hand, our 
method also has certain advantages. If necessary for other purposes, one can derive very easily 
quite accurate eigenvectors associated with each of the eigenvalues. Moreover, if k is not 
restricted to the integer values (1.3), but instead calculated by minimising the error term 
associated with the above-mentioned modified methods, much more accurate eigenvalues have 
been obtained. The modified methods, studied so far, are all finite-difference methods built on 
a uniform mesh. Since a classical finite-element method with asymptotic corrections [5,11] gives 
very promising results, a finite-element method based on trigonometric hat coordinate func- 
tions is worthwhile to be studied. 
2. Method description 
Andrew and Paine [5] examined the finite-element method, using the linear hat coordinate 
functions 4i(x>, defined on a uniform mesh of width h := n/(n + 1) by 
I 
x -xi 
l+- 
h ’ 
xi-h <x<xi, 
$i(x)= l-5$?, xi<x<xi+h, 
(2.1) 
where xi := ih, i = 1, 2,. . . , II. The exact eigenvalues A,, . . . , A, of problem (1.1) are approxi- 
mated by the eigenvalues (1’“) 1 ,..‘, AC) of the algebraical problem 
-Au +Fu =ABu, (2.4) 
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where A, F and B are symmetric tridiagonal II x n matrices with 
Ai,i:= -2h-‘, i=l,2 ,..., n, Ai,i+I:=h-2, i=1,2 ,..., n-l, 
B:=I+ +h2A 
and 
(2.5) 
(2.6) 
Fi,j = h - ‘/%(x)4i(x)+j(x) dx. 
0 
(2.7) 
The eigenvalues, thus obtained, are furthermore corrected as follows: 
A(;) := it(kn) + k2 _ ru(kn), 
with p(kn) the eigenvalues of 
-As,=ILL(kn)Bsk, k=1,2 ,..., n, 
with sk := (sin(kx,), . . . ,sin(kx,>)T. 
(2.8) 
(2.9) 
The expressions (2.1) and (2.2) can be interpreted as linear interpolation polynomials 
through the mesh points .x-r, (xi+r) and xi approximating on (xi-r, xi+i> a function f with 
values f<xi_r) = 0, (f(xi+,> = 0) and f<xi> = 1, respectively. As an alternative, we propose to 
replace the linear hat functions c$Jx) by trigonometric coordinate functions. In order to keep 
close analogy with the expressions (2.M2.3) and by requiring, in particular, that the trigono- 
metric interpolation functions approximate the same function f on the interval (xi-r, xi+r), we 
arrive at the following expression for the trigonometric hat functions c#+ 
@(x) = 
: 
sin(p(x-xi-,)) 
sin( 0) 
xi-h<x<xi, 
sin( p(x -xi+l)) - 
sin(e) ’ 
xi<x<xi+h, 
(2.10) 
(2.11) 
\ 0, Ix--xi1 ah, (2.12) 
whereby p is an arbitrary real parameter and 8 =ph. It should be remarked that these 
functions C&:(X> belong to a broader class of so-called mixed interpolation functions, which has 
been extensively studied by the present authors [6,7]. Notice that the leading order term of 
these coordinate functions, when developed in series with respect to the parameter p, coincides 
with the linear hat coordinate functions (2.1)-(2.3). Applying to (1.1) the finite-element 
technique, using the coordinate functions (2.10)-(2.121, one obtains an algebraic eigenvalue 
problem approximating the eigenvalues A,, . . . , A, by the eigenvalues jr),. . . , if?) of 
A,u + F,u = a$B,u, (2.13) 
where 
( A,)i,i = - 2p2(cos 8 sin 8 + 0), (AB)i,i+I =p2( sin 8 + 8 cos 0), (2.14) 
( BO)i,i = - 2( - cos 8 sin 8 + 0), (BB)i,i+l = -sin 8 + 8 cos 8, (2.15) 
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and 
F. = -2p sin2(S)iTq(x)+‘(x)#:(x) dx. (2.16) 
When q(x) = 0 on (0, -K), a straightforward calculation shows that the corresponding algebraic 
eigenvalues are given by 
/_LY’@) = 
2p*[cos(kh)(sin 13 + 0 cos 0) - (cos 8 sin 0 + 0)] 
2 sin B(cos 0 - cos(kh)) - 28(1 - cos(kh) cos 0) ’ ’ = I7 2”e*‘n’ 
(2.17) 
which should be compared with the exact eigenvalues A, = k2, k = 1, 2,. . . . It is clear that any 
of the IE lowest eigenvalues A, can be reproduced exactly by the corresponding algebraic 
eigenvalue pu(k”‘(0>, if one chooses for the free parameter p the numerical value k, since 
p’,“‘(kh) = k2. This leads us to the conjecture that in general, when q(x) f 0 on (0, ~1, a good 
approximation of an exact eigenvalue A,, k = 1, 2, . . . , 
eigenvalue 2p) 
yt, will be obtained by computing the kth 
in the algebraic eigenvalue problem (2.13) corresponding to the choice 13 = kh. 
The construction of (2.13) is a little bit more involved if the integral (2.16) cannot be 
evaluated exactly. In that case the elements of F. will be computed by some numerical 
quadrature process. It is known that small quadrature errors can produce large errors in the 
eigenvalues obtained by variational methods if unsuitable coordinate functions are used [S]. 
The trigonometric hat functions reduce in the limit p + 0 to the linear ones and in this limit 
Andrew and Paine [5] have argued by considering the stability conditions (strong minimality in 
the energy space; see [S, p.361 that the linear hat functions are appropriate. 
For our further investigation we follow the notation introduced by Andrew and Paine [5]. If 
the integral in F. is approximated over each interval (xi, xi+,> by the trapezoidal rule, we shall 
denote the obtained eigenvalues as _$y)(Q>. Otherwise if Simpson’s rule is used in a similar 
way, the eigenvalues are denoted by X?)(S). 
3. Numerical results 
In order to facilitate comparison with the results of [l-5,9-12], we choose the same functions 
q(x) in (1.1) for our numerical experiments, namely q(x) = eX and q(x) =(x + O.l)-*. For 
q(x) = ex we have calculated Sk , -(‘) sp)(Q) and _$“)(S) for k = 1 . , ,39 with II = 39 79 and 
159. For q(x) = (x + O.l)-* we calculated $p)(Q) &rd _Y@)<S> for ;he same values of I and IZ. 
All results are computed in double precision, though the methods used were not found to be 
sensitjve to roundoff. Andrew and Paine [5] have provided us with corresponding values for 
AT’, A’,“‘(Q) and /k,“)(S). They showed that in all cases, even for k = 1, their proposed corrected 
values (2.8) improved the accuracy of the computed eigenvalues. Our results obtained from 
(2.13) lead to analogous conclusions. 
For q,<x> = eX and y1 = 39, Table 1 shows for typical values of k the exact eigenvalue A,, the 
errors AT9) - A, [5] and ,Z:, (39) - A, with F or F, evaluated exactly, the errors iy)(Ql - A, [5] 
and .J$?9’(Q) - A, with the integral in F or in F, computed with the trapezoidal rule, and the 
errors @9)(S> - A, [5] and _$~39)<S> - A, with the integral in F or in F, evaluated with 
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Table 1 
Errors in various estimates for q(x) = ex 
k Ak 
/p-~k @j(Q) - A k AyyS) - A k 
439' - A, $r”(Q) - A, d’pcs> - A, 
1 4.896 6694 0.002 36 0.005 93 0.00236 0.00149 0.00193 0.00149 
2 10.045 190 0.008 98 0.025 18 0.008 99 0.005 31 
3 16.019267 0.01280 0.05647 0.01281 0.01057 
4 23.266 271 0.01184 0.103 80 0.01186 0.015 20 
5 32.263 707 0.010 19 0.16931 0.01022 0.01755 
6 43.220 020 0.009 22 0.25159 0.009 25 0.018 44 
7 56.181594 0.008 62 0.350 08 0.008 68 0.01878 
8 71.152998 0.008 17 0.465 16 0.008 25 0.01897 
9 88.132 119 0.007 76 0.59751 0.007 85 0.019 12 
10 107.11668 0.007 35 0.747 96 0.007 47 0.019 27 
12 151.09604 0.00648 1.10691 0.006 65 0.01963 
14 203.083 37 0.005 48 1.55058 0.005 72 0.02008 
16 263.075 07 0.004 36 2.089 02 0.004 68 0.020 67 
18 331.06934 0.003 06 2.733 44 0.003 48 0.02143 
20 407.065 24 0.00154 3.495 51 0.00209 0.02234 
25 632.058 90 - 0.004 09 5.973 66 - 0.003 16 0.026 01 
30 907.055 48 -0.01835 9.183 81 - 0.01693 0.033 69 
35 1232.053 34 - 0.092 37 12.119 17 - 0.090 47 0.058 94 
39 1528.05225 - 1.007 75 13.61001 - 1.005 77 0.4030 
0.000 28 0.005 36 
- 0.008 69 0.010 95 
- 0.01646 0.01655 
-0.01934 0.020 39 
- 0.019 95 0.023 04 
-0.01998 0.025 29 
-0.01995 0.02743 
- 0.01996 0.029 48 
- 0.020 06 0.03140 
- 0.020 43 0.03452 
- 0.02108 0.036 10 
- 0.02198 0.035 59 
- 0.023 17 0.03258 
- 0.024 76 0.026 89 
- 0.03136 0.003 08 
- 0.047 48 - 0.022 34 
- 0.1143 - 0.03941 
- 1.3340 0.8717 
Simpson’s rule, respectively. The results of Andrew and Paine [5] clearly show that the data 
obtained by calculating the occurring integrals exactly or by Simpson’s rule are comparable. 
Moreover, these errors are increasing initially with k, but decreasing from some k > $z after 
which they again increase in magnitude. The results based on the trapezoidal rule are less 
accurate. In fact Andrew and Paine have explained that the eigenvalue error is in that latter 
case roughly proportional to the quadrature error. The errors obtained in the method with the 
trigonometric hat functions are of the same order of magnitude as the ones derived with the 
linear hat functions. However, the behaviour of the errors obtained with exactly calculated 
integrals in F is different from the ones obtained by introducing Simpson’s rule. Even the 
errors associated with the use of the trapezoidal rule are acceptable but of the other sign. Also 
notice that in contrast with the results in 5 ) of Andrew and Paine, our approximations $p), 
obtained with exactly calculated integrals in FB, all lie above the corresponding exact eigenval- 
ues A,. Clearly, this fact is in complete accordance with the variational principle. From this 
principle it also follows that in general q(x) f 0 on (0, ~1, the choice p = k for calculating the 
approximation of A,, may not be the optimal one. We have numerically verified that the 
minimum value for Zp) is indeed not obtained with p = k, but with a value of p which is 
situated in the neighbourhood of k. However, it appears that with the choice p = k one 
approaches the minimum value so closely that there is no reason to extend our code with a 
minimum finding algorithm. 
In Table 2 the errors derived for q(x) = (x + O.l)-’ for typical values of k and it = 39 by 
Andrew and Paine [5], where Simpson’s rule is considered, and by our method, using both 
Simpson’s rule and the trapezoidal rule, are compared. For this nearly singular q(x) the errors 
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Table 2 
Errors in various estimates for q(x) = (x + O.l)-* 
k $r9’(Q) - h, _tp”)(s, - A k 
1 1.5198658 0.000 29 
2 4.943 3098 0.00150 
3 10.284 663 0.003 61 
4 17.559 958 0.00631 
6 37.964 426 0.01223 
8 66.236448 0.01756 
10 102.424 99 0.02161 
12 146.55961 0.024 08 
14 198.65837 0.024 69 
16 258.73262 0.022 85 
18 326.789 63 0.01750 
20 402.834 24 0.006 90 
25 627.910 64 - 0.06453 
30 902.957 34 - 0.290 19 
35 1227.987 78 - 0.938 16 
39 1524.005 03 - 2.340 12 
- 0.000 20 0.002 14 
- 0.00107 0.00100 
- 0.002 86 0.002 44 
- 0.005 56 0.00447 
- 0.01349 0.009 88 
- 0.024 34 0.016 53 
- 0.037 89 0.024 09 
- 0.054 30 0,032 54 
- 0.073 96 0.042 12 
-0.09761 0.053 19 
- 0.12631 0.066 26 
-0.16123 0.082 18 
- 0.29120 0.14263 
- 0.538 21 0.268 71 
- 1.10201 0.636 45 
- 2.372 01 5.70790 
associated with the trapezoidal quadrature rule are increasing more rapidly than the ones 
related to the use of Simpson’s rule. To illustrate the fact that A($) and $p) exhibit a similar 
error structure, we compare for 12 = 39, 79 and 159 the ratio of their respective deviations with 
respect to the exact values A, for q(n) = (x + 0.1)V2 (see Table 3). Once again one can observe 
that the same order of accuracy in both estimates is obtained. Notice that the decrease and the 
Table 3 
The ratio (A(,)- A,)/(_Z$“)- A,) for n = 39, 79, 159 for the potential q(x)= (x +0.11m2 
k ‘k (ci(kn’(s>- h,)/@%- A,) 
n = 39 II = 79 n = 159 
1 1.51987 1.381 1.400 2.000 
2 4.943 31 1.500 1.500 1.500 
3 10.284 66 1.480 1.526 1.500 
4 17.559 96 1.412 1.471 1.480 
6 37.96443 1.238 1.332 1.365 
8 66.236 45 1.062 1.197 1.235 
10 102.424 99 0.897 1.078 1.118 
12 146.559 61 0.740 0.978 1.037 
14 198.658 38 0.586 0.886 0.956 
16 258.732 62 0.430 0.808 0.890 
18 326.789 63 0.264 0.742 0.844 
20 402.834 24 0.084 0.678 0.790 
25 627.91064 - 0.452 0.531 0.698 
30 902.957 34 - 1.078 0.383 0.628 
35 1227.987 78 - 1.474 0.213 0.574 
39 1524.005 03 - 0.410 0.053 0.528 
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change of sign of some of these deviations for certain k values can result in small values of this 
ratio. 
Andrew and Paine [5] have proved some theorems predicting boundaries for the errors of 
i(J), &j(Q) and _@)n,(S), i.e., 
c k2h3 
Ifijlf’-A,[ < O 
sin(kh) ’ (3.1) 
with co a constant depending only on g(x), 
I iy)(Q) - A, 1 < clk2h2, 
with c1 a constant, and 
(3.2) 
&yS) -A, = 0 
An analogous study can be performed for our theory proposed. The obtained results are quite 
similar, in the sense that the leading order terms in the error boundaries derived are equal to 
the ones given in (3.1)-(3.3). Andrew and Paine have checked the predictions (3.1)-(3.3) for the 
numerical data obtained. Their results confirmed these predictions but also showed that, in 
several cases, the results obtained by asymptotic correction are substantially more accurate 
than has yet been explained by the theory. The very close similarity between the proofs in [4] 
and [ll], and the similar close relationship of our method to that of [5], suggest that a proof 
along the lines of that in [5] could be used to prove results for our method similar to (3.1)-(3.3). 
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