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Resum– La prediccio´n y clasificacio´n de especies de flores es difı´cil para la mayorı´a de los humanos
ya que se requiere de un gran conocimiento sobre la materia y muchos an˜os de aprendizaje y
observacio´n. Este proyecto utiliza te´cnicas de Deep Learning para la clasificacio´n de ima´genes de
flores. La red neuronal convolucional se ha entrenado con diferentes conjuntos de ima´genes, en
concreto con Oxford 17, Oxford 102 y PlantNet con 10.000 especies diferentes de flores con un total
de 2.600.000 ima´genes.
Para dar valor a esta red neuronal se ha creado una aplicacio´n para iOS para que cualquier usuario
puede identificar flores desde la ca´mara de su mo´vil y ver/compartir con otros usuarios.
Palabras clave– Flores, CNN, Classificacio´n, Aprendizaje automa´tico, Prediccio´n, Redes
neuronales, iOS, CoreML
Abstract–The prediction and classification of flower species is difficult for most humans that requires
great knowledge about the subject and many years of learning and observation. This project uses
deep learning techniques for the classification of flower images. The convolutional neuronal network
has been trained with different sets of images, specifically with Oxford 17, Oxford 102 and PlantNet
with 10,000 different flower species with a total of 2,600,000 images.
To give value to this neural network, an iOS application has been created that can be identified from
the camera of your mobile phone and viewed / shared with other users.
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1 INTRODUCCIO´N
LA clasificacio´n de flores para un experto resultamuy difı´cil y es una tarea muy laboriosa. A pesarde que pensamos que la mayorı´a de flores de la
misma especie son iguales y podrı´a resultar fa´cil poder
distinguirlas no es ası´, nos encontramos de que diferentes
flores de la misma especie pueden ser diferentes o muy
similares y esto dificulta la labor de clasificarlas.
Actualmente los expertos en la materia utilizan algoritmos
de a´rboles de decisiones entrenados con datasets, que
dado diferentes rasgos de la flor da como resultado una
prediccio´n algo cuestionable como podemos observar en
la Figura 1. Por este motivo nos encontramos con este
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reto, poder clasificar un conjunto de flores con la mayor
precisio´n posible ayuda´ndonos de las tecnologı´as que nos
rodean y facilitar que tanto expertos como personas no
expertas puedan distinguir entre diferentes flores gracias a
las redes neuronales.
1.1. Objetivos
El objetivo principal de este Trabajo Final de Grado con-
siste en la investigacio´n, ana´lisis y entrenamiento de una
Convolutional Neural Network (CNN) para la clasificacio´n
de flores an˜adiendo valor con el desarrollo de una aplicacio´n
mo´vil. Lo que se quiere llegar a realizar con este trabajo es
ver en profundidad y detalle como esta´ creada una CNN,
como funciona y poder entrenarla para su correcto funcio-
namiento.
No se pretende crear una mejor CNN de las que ya hay si
no saber cua´l es su funcionamiento, poder entrenar un da-
taset propio y poderlo aplicar en una aplicacio´n mo´vil para
ayudar a ma´s personas.
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Fig. 1: A´rbol de decision para la classificacio´n de flores.
El ana´lisis y desarrollo de este proyecto se aprendera´ a uti-
lizar herramientas como Keras [11], TensorFlow [10] y Co-
reML [2].
Tambie´n se realizara´ una aplicacio´n en iOS para integrar la
red neuronal y que sea ma´s funcional. Para ello realizare-
mos un sketch previo y la programacio´n integra de la apli-
cacio´n.
Para lograr todos estos objetivos se ha definido el proyec-
to en 4 tareas en las que incluye instalacio´n de los IDE’s
y librerı´as, investigacio´n y bu´squeda de diferentes dataset,
configuracio´n, desarrollo de la CNN y desarrollo de la apli-
cacio´n. Dado estos objetivos el proyecto queda dividido de
la siguiente forma:
1. Instalacio´n y configuracio´n de los IDE’s para el desa-
rrollo e implementacio´n de las CNN’s como keras, ten-
sorflow, anaconda y pycharm. (10 %)
2. Investigacio´n y bu´squeda de diferentes datasets para el
buen entrenamiento de la red (20 %)
3. Configuracio´n, desarrollo e implementacion de la
CNN (40 %)
4. Desarrollo de la aplicacio´n para an˜adir valor a la red
implementada (30 %).
A continuacio´n vamos a detallar como esta divido este
paper, que secciones se pueden encontrar y como se ha
desarrollado.
En la seccio´n 2 encontraremos el estado del arte actual
de nuestro proyecto como de las redes neuronales.
En la seccio´n 3 incluye la metodologı´a que se ha usado
para el desarrollo de las CNN’s como de los dataset
utilizados
En la seccio´n 4 se realiza la configuracio´n experimen-
tal del proyecto, la preparacio´n del dataset y el entre-
namiento de la red neuronal.
En la seccio´n 5 se muestra y se analiza los resultados
obtenidos por cada conjunto de datasets y redes.
En la seccio´n 6 incluye la implementan de la aplica-
cio´n.
En la seccio´n 7 se desarrolla las conclusiones obteni-
das en el proyecto.
2 ESTADO DEL ARTE
En la actualidad diferentes empresas entre ellas Kaggle
[1] realiza concursos diarios sobre el ana´lisis de una gran
cantidad de datos para realizar predicciones. Entre ellos
hemos encontrado concursos para la clasificacio´n de ima´ge-
nes como flores, animales, coches etc. Millones de usuarios
utilizan a diario esta plataforma para aprender, concursar y
ayudar a otros usuarios a introducir la inteligencia artificial
en diferentes aspectos de datos.
Por ello vamos a tomar como referencia datos como redes
ma´s utilizadas, diferentes tipos de preparacio´n de dataset,
tratamiento de ima´genes etc.
Empresas como Apple y Google esta´n apostando por la
evolucio´n de las redes neuronales. Apple introdujo en 2016
CoreML [2], incoporo´ machine learning directamente en
sus dispositivos sin depender de servidores externos para
el reconocmiento, clasificacion, vision y lenguaje natural.
Este an˜o 2018, Apple ha actualizado la libreria a CoreML2
[?] que ha definido un software propio para la creacio´n de
una red neuronal basado en ima´genes con solo arrastrar
una carpeta. Esto quiere decir que siguen apostando por
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el aprendizaje automa´tico y que estan proporcionando las
herramientas suficientes a los programadores para que esto
sea posible.
Google tambien lo ha introducido en 2018 con MLKIT [3].
Con estas dos empresas se puede ver que la inteligencia
artificial cada dı´a esta ma´s cerca de nosotros y quieren
hacernos la vida ma´s fa´cil con la ayuda de esta tecnologı´a.
Ha dı´a de hoy nos encontramos con la rama del Machine
Learning y Deep learning. Estas dos subcategorias de la
Inteligencia Artificial se consideran por poder aprender
segu´n la entrenes con un conjunto de datos con la finalidad
de construir una red neuronal capaz de predecir como un
humano. Para la clasificacio´n de ima´genes se utilizan las
CNN y podemos ver como esta disen˜ada en la Figura 2. En
Fig. 2: Disen˜o de una Convolution Neural Network
la Seccion 3.1 se podra´ ver en detalle como esta construida
y que componentes la forman. Se puede ver en la pa´gina de
ImageCLEF [9] que unos de los challanges que se realiza
anualmente es la clasificacio´n de flores. En los papers
proporcionados por ImageCLEF [?] podemos tener una
referencia de las redes con mejores resultados entre ellas
ResNet50, VGGNet e Inception V3.
3 METODOLOGI´A
El proyecto se desarrolla en el lenguaje Python utilizan-
do las librerı´as Keras y Tensorflow que incluye los meca-
nismos necesarios para poder entrenar una red neuronal de
forma intuitiva y ra´pida. Las librerı´as utilizadas deben ser
compatibles con GPU para el adecuado entrenamiento ya
que entrenar una red neuronal con CPU puede ser imposi-
ble y muy costoso en tiempo. Para mostrar los diferentes
resultados obtenidos con el entrenamiento se utiliza la li-
brerı´a Plot que desarrolla una gra´fica con el accuracy y loss
obtenido. El proyecto se va a dividir en dos grandes seccio-
nes.
La primera sera la investigacio´n desarrollo y entrenamiento
de la CNN. La segunda sera el desarrollo de la aplicacio´n y
el pleno funcionamiento con la red neuronal anteriormente
entrenada.
Como metodologı´a a´gil se ha utilizado una basada en
sprints 3. Cada sprint tiene 4 partes, planteamiento, disen˜o,
desarrollo y test. Por lo tanto el proyecto se basa en dife-
rentes sprints que tienen una duracio´n de una semana con la
siguiente estructura:
Sprint 1 Recopilacio´n de informacio´n de las redes
neuronales para la investigacio´n
Sprint 2 Estudio de la informacio´n recopilada
Sprint 3 Aclaraciones sobre dudas
Sprint 4 Ana´lisis de las Convolutional Neural Net-
work - Hello World con Keras y Tensor-
Flow - Inicio disen˜o de la aplicacio´n.
Sprint 5 Ana´lisis de las CNN con keras y Tensor-
Flow.
Sprint 6 Desarrollo informe progreso 1 - Desarrollo
de la aplicacio´n
Sprint 7 Desarrollo de una CNN - Desarrollo de la
aplicacio´n
Sprint 8 Desarrollo de una CNN - Desarrollo de la
aplicacio´n
Sprint 9 Ana´lisis de errores
Sprint 10 Aprendizaje
Sprint 11 Desarrollo informe progreso 2 - Desarrollo
de la aplicacio´n
Sprint 12 Conclusiones sobre la CNN desarrollada
Sprint 13 Desarrollo informe Final
Sprint 14 Desarrollo presentacio´n.
TABLA 1: PLANIFICACIO´N DEL PROYECTO EN SPRINTS.
Fig. 3: Metodologı´a a´gil basada en sprints.
3.1. Convolitional Neural Network
Las redes neuronales convolucionales son una categorı´a
de las redes neuronales y estas han demostrado ser muy efi-
caces en a´reas como el reconocimiento y la clasificacio´n de
ima´genes.
Las CNN se utilizan en a´reas de investigacio´n para el apren-
dizaje automa´tico para la clasificacio´n de cualquier tipo de
imagen como TACs de paciente con tuberculosis como la
clasificacio´n de objetos en una ca´mara de seguridad.Como
podemos observar en la figura 2 la CNN recibe una flor
como entrada y se le realiza diferentes operaciones como
convolucio´n, capa de activacio´n, Pooling y por ultimo se le
an˜ade una etiqueta donde se realiza la clasificacio´n.
La arquitectura ba´sica de una CNN se divide en cuatro ope-
raciones principales:





Estas 4 operaciones son los componentes ba´sicos de una
CNN.
La operacio´n principal de las CNN como su nombre indica
es la convolucion, que extrae las caracterı´sticas principales
dada una imagen de entrada.
3.1.1. Convolucio´n
Las CNN no utilizan un filtro de convolucion codificado
a mano como kernel si no que una CNN los para´metros de
cada nu´cleo de convolucio´n son entrenados por el algoritmo
backpropagatio´n [15]. Cada capa puede tener diferentes
nu´cleos que estos se utilizan a lo largo de la imagen con los
mismos para´metros.
La funcio´n de esta consiste en extraer diferentes carac-
terı´sticas de la imagen de entrada. Las primeras capas de la
convolucio´n suelen obtener caracterı´sticas y detalles de ba-
jo de nivel de una imagen como lineas y bordes en cambio
cuantas ma´s capas tenga nuestra red mas caracterı´sticas de
alto nivel recibira´.
3.1.2. Capa de activacio´n
Para la funcio´n de activacio´n en las CNN se utiliza
principalmente la signoide ReLU que selecciona una tasa
de aprendizaje adecuada y la fraccio´n de neuronas muertas.
Tambie´n se puede probar con Leaky Relu y Maxout. La
funcio´n que nunca se utiliza en las CNN son las sigmoide
logı´stica.
3.1.3. Pooling
El pooling en la reduccio´n disminuye la cantidad de
informacio´n en las ima´genes y se queda con las carac-
terı´sticas ma´s importantes. Pooling tiene diferentes tipos
: Max, Average,Sum... Como podemos observar en la
figura 4 de una imagen 4x4 que contiene informacio´n
importe destacada con un numero elevado e informacio´n
menos importante con un numero mas cerca del 0 cuando
se le aplica max pooling guarda de cada cuadrante de la
imagen el ma´ximo de informacio´n de la misma ayudando al
entrenamiento de la red y reducir el ruido de las ima´genes
para una mejor clasificacio´n.
3.1.4. Clasificacio´n
La u´ltima capa de la red es una capa clasificadora que
tendra´ el mismo numero de neuronas como el de clases que
hayamos utilizado para entrenar la red neuronal. Por ello de-
bemos entrenar tantas redes como dataset utilicemos ya que
esta depende para desarrollar la u´ltima capa. A continuacio´n
vamos a realizar el ana´lisis de como es la arquitectura de la
CNN Inception V3. Analizando las diferentes redes que nos
Fig. 4: Resultado de aplicar Max pooling en una ima´gen.







Se ha realizado un ana´lisis de las redes utilizadas en la cla-
sificacio´n de ima´genes y analizando los resultados de estas,
las 5 anteriores redes mencionadas son las que dan mejores
resultados. Esto se debe porque estas redes proporcionan
mayor numero de capas que hacen que la clasificacio´n de
cada pixel sea mayor.
3.2. Metricas de evaluacio´n
En la clasificacio´n de ima´genes la salida de la red etiqueta
a esta imagen con una etiqueta donde predice con un por-
centaje el acierto de la misma. Para las me´tricas de loss se
ha utilizado la entropı´a cruzada. Esta me´trica es la ma´s utili-
zada para la clasificacio´n de ima´genes con ma´s de dos cate-
gorı´as ya que por su defecto se deberı´a utilizar una binaria.
La entropı´a cruzada mide los bits necesarios para identifi-
car un imagen en todo el conjunto de posibilidades es decir
en el total de las clases entrenadas. La entropı´a cruzada se
define:
H(p, q) = E[−logq] = H(p) +Dkl(p||q)
Otra me´trica utilizada es la de accuracy donde evalu´a el por-
centaje de aciertos sobre el total de muestras. Se define con
la siguiente formula:
Accuracy =
V erdaderoPositivo+ V erdaderoNegativo))
Total
3.3. DataSets
Para el entrenamiento de cualquier CNN el conjunto de
datos es una de las partes ma´s importantes para un buen
entrenamiento de esta y que posteriormente de buenos re-
sultados. Se ha echo una bu´squeda exhaustiva de todos los
dataset proporcionados en la red.
Los dataset seleccionados para el entrenamiento de la CNN
han sido los siguientes :
Oxford 17 flowers[4].
Oxford 102 flowers[5].
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Fig. 5: Arquitectura de la Inception V3
Plantnet con 10.000 especies de flores y 2.600.000
imagenes [7].
Como podemos observar tenemos dos conjuntos pequen˜os
de flores Oxford 17 con un total de 17 categorı´as y 80
ima´genes por clase y Oxford 102 con un total de 102 ca-
tegorı´as y entre 40 y 258 ima´genes por clase.
Se han utilizado estos conjuntos de datos de la Universidad
de Oxford porque son los ma´s utilizados para el desarrollo
de una CNN ya que proporcionan ima´genes sin ruido de ca-
da categoria con un conjunto elevado de imagenes propor-
cionales. Se puede ver en [12] que diferentes investigadores
realizan los entrenamientos de la CNN con los dataset Ox-
ford anteriormente mencionados.
Por otra parte tenemos un big data de PlantNet con un to-
tal de 10.000 clases y 2.600.000 ima´genes. Se ha solicitado
una licencia a PlantNet y nos ha proporcionado una licencia
CC-BY-SA para el desarrollo de este proyecto.
Este conjunto de datos se ha adquirido ya que es el conjunto
utilizado para las diferentes competiciones a nivel mundial
sobre las CNN. Se quiere ver que resultados obtendremos
con nuestra CNN desarrollada y poder compararlos con los
resultados obtenidos.
4 CONFIGURACIO´N EXPERIMENTAL
Para el desarrollo de la red neuronal se ha utilizado el
siguiente hardware. Un ordenador compuesto de una CPU
E5-1620 v4 3.50GHz , 64gb de memoria ram DDR4 y una
tarjeta gra´fica Titan X. Para la implementacio´n de la aplica-
cio´n se ha utilizado un MacBook PRO .
4.1. Preparacio´n del DataSet
Antes de empezar con el entrenamiento de la CNN,
tenemos que realizar un pasos preliminares.
Las carpetas donde esta´n agrupadas cada clase de flores
deberemos renombrarlas con el nombre de la clase. Este
paso se realiza porque hay dos maneras diferentes de
entrenar una red. Se puede crear un lista que contenga de
forma ordenada los nombres de las flores o nombran cada
carpeta por su clase. Se ha optado por esta forma ya que si
se quiere suprimir una clase basta con eliminarla la carpeta.
Hemos observado que las ima´genes de los dataset no
esta´n a proporcio´n y cada una de ella tienen una dimension
diferente. Para el entrenamiento de la CNN todo el conjunto
de datos tiene que tener las mismas dimensiones ya que se
tiene que proporcionar por para´metro.
Se ha dimensiado las imagenes a una escala de 299x299
que es el taman˜o estandard [16] utilizado para el entrena-
miento de las CNN en clasificacio´n de ima´genes que no sea
texto .
Una vez redimensionado todas las ima´genes, debemos
dividir este dataset en un conjunto de entrenamiento,
validacio´n y test con el mismo taman˜o de clases. Para
realizar este paso hemos disen˜ado otro script que dividira´
el dataset segu´n el porcentaje que deseamos. Para este
primer experimento vamos a dividir el conjunto en 0.7 para
el conjunto de entrenamiento y 0.2 para el conjunto de
validacio´n y y 0.1 para el test.
Con estos pasos damos como concluido la preparacio´n
del dataset y estara´ listo para poder entrenar de manera
correcta la CNN.
4.2. Preparacio´n de la CNN
Para el desarrollo de la CNN se ha utilizado el IDE Py-
Charm [8] utilizando el lenguaje Python v2.7 para su im-
plementacio´n.
Se ha optado por la te´cnica de Transfer Learning [13] ya
que realizar un entrenamiento desde 0 de una CNN conlle-
va mucho tiempo y dedicacio´n.
Transfer Learning es un me´todo que nos permite usar mo-
delos y redes ya pre-entrenados con un conjunto de datos
como por ejemplo imagenet. Podemos usar los pesos y con-
figuracio´n ya desarrollada por la red para entrenar la nues-
tra.
La red no se ha conectado totalmente ya que es propenso
a overfitting por ello se ha utilizado un dropout de 0.2 que
como se puede ver en la Figura 6 que se optiene mejores re-
sultados como en accuracy y en loss. Toda esta informacion
se a corraborarado en [14]
Como para´metro de la capa de perdida se ha an˜adido la
Softmax que es la ma´s utilizada para poder predecir una
solo clase de N clases.
Con todo esto hemos podido entrenar las diferentes redes
anteriormente mencionas y a continuacio´n se hara´ una ex-
posicio´n y detalle de los resultados obtenidos. Se debe tener
en cuenta de que se ha optado por este me´todo por el corto
plazo de tiempo que se tiene para realizar el entrenamiento
de las redes con las diferentes pruebas. En todo caso, cabe
decir que normalmente se tiende a realizar un Transfer Lear-
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Fig. 6: Resultados obtenidos con diferentes dropout.
ning o inicializar los pesos obtenidos por redes que han sido
probadas anteriormente por grandes empresas.
5 RESULTADOS
5.1. Modelo Keras
A continuacio´n se va a mostrar los resultados obtenidos
con la red InceptionV3 utilizando el dataset Oxford 17.
Como podemos ver en la gra´fica 7 los resultados del train
son de 0.97 de accuracy y del 0.15 de loss. En cambio ob-
tenemos una validacio´n de un 0.7 en accuracy y un 1.5 en
loss. Podemos observar que la validacio´n oscila ma´s que el
propio train. Esto puede ser debido a que el conjunto de va-
lidacio´n no sea correcto o contenga ima´genes con mucho
ruido. Los siguientes resultados han sido obtenidos con la
Fig. 7: Resultados CNN InceptionV3 con 17 clases y 100
epochs
misma red partiendo de los pesos modificados por la red
anterior. Como podemos ver en la gra´fica 8 el accuracy en
train se mantiene constante en 0.98 y el validation en 0.8
despue´s de 500 epochs.
Podemos dejar como finalizado el entrenamiento de esta red
Inception V3 con un total de 0.98 de accuracy y 0.8 para la
validacio´n. Si hacemos un lectura de la gra´fica los resul-
tados son bastantes correctos y tendrı´a un buen funciona-
miento.
La siguiente gra´fica 9 a analizar se trata de la CNN Nasnet.
Como se puede observar la distancia entre el entrenamien-
to y la validacio´n se van separando a medida van pasando
los epochs. La red esta sobreentrenando y cuando intenta
Fig. 8: Resultados CNN InceptionV3 Tune con 17 clases y
100 epochs
validar esta se equivoca y va aumentando la distancia. Esto
puede ser debido a que la red Nasnet esta disen˜ada para dis-
tinguir conjunto de clases muy diferentes como por ejemplo
un coche y un caballo. Cuando se trata de ima´genes muy si-
milares como es nuestro caso la red no llega a funcionar por
la su propia arquitectura.
Despue´s de realizar el entrenamiento con el conjunto de
Fig. 9: Resultados CNN Nasnet
datos Oxford 17 se va a realizar el entrenamiento con el
dataset Oxford 102. Se espera que los resultados sean muy
similares ya que el dataset esta muy bien disen˜ado para el
entrenamiento de la CNN.
El primer resultado obtenido ha sido utilizando la CNN In-
ception V3 10. Podemos observar un train muy elevado lle-
gando incluso al 0.95 de accuracy en cambio el train no
supera el 0.55. La funcio´n de perdida se puede apreciar co-
mo en la validacio´n va aumentando y esto es debido a que
se esta produciendo overfiting a partir del epoch 10. En el
siguiente entrenamiento la vamos a realizar con una CNN
con arquitectura nueva VGG16 11. Se puede analizar que
los resultados obtenidos han sido los mejores por el mo-
mento. En la gra´fica podemos observar que la validacio´n
esta por encima del train. Esto se debe a que la CNN esta
entrenando de manera tan optima que la validacio´n esta por
encima. Se debe a que la informacio´n utilizada para cada
conjunto de datos es tan dispersa que no hay interferencias
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Fig. 10: Resultados CNN InceptionV3
entre las neuronas y ası´ se puede obtener hasta un 0.82 de
acuraccy como en train y validacio´n.
La funcio´n de loss sucede a la inversa ya que la perdida
sucede de forma gradual manteniendo el validacio´n por de-
bajo del train.
Fig. 11: Resultados CNN VGG16
La siguiente arquitectura utilizada ha sido la VGG19. Como
se puedo observar en la gra´fica 12 los resultados obtenidos
son muy similares a la VGG16. Podemos extraer las mis-
mas conclusiones que la anterior red ya que utilizando una
arquitectura muy similar.
Seguidamente se ha realizado el entrenamiento con el con-
junto de datos de 10.000 clases. Los resultados obtenidos
con las anteriores arquitecturas han sido inferiores al 0.01
de accuracy. Podemos cuantificar que las redes anteriores
no esta´n preparadas para realizar aprender con ese taman˜o
de datos y con clases tan parecidas.
Se ha encontrado una configuracio´n realizando un dropout
de 0.5 en la red ResNet50 que hemos obtenido un total de
0.64 de accuracy y un loss que inicio´ de 40 y llego a bajar
hasta 5. Cabe decir que si se analiza el dataset con atencio´n
podemos encontrar clases con solo 3 ima´genes y otras con
1.000. Esta desproporcio´n entre clases es uno de los factores
ha tener en cuenta ya que no se podra´ realizar un buen en-
trenamiento. Tambie´n ha sido limitado por hardware ya que
cada epoch con este conjunto de datos tarda entre 8 y 10 ho-
ras y 4 para su validacio´n. Con esto solo podemos realizar
Fig. 12: Resultados CNN VGG19
pocas epochs y no podemos analizar que hubiera pasado si
esta se hubiera dejado entrenar con 200 o 300 epochs.
Por lo tanto al estar limitado en hardware y tiempo no se
ha podido realizar ma´s pruebas con diferentes para´metros o
tratamientos de las ima´genes.
5.2. Desarrollo del modelo con CoreML2
En Mayo del 2018 Apple presento su nueva tecnologı´a
con CoreML2. Han desarrollado un nuevo software total-
mente de escritorio en el que cualquier usuario puede crear
su propio modelo de prediccio´n con tan solo arrastras la
carpeta de ima´genes ya clasificada. Como se puede ver en
la figura 13 con tan solo dos lineas de co´digo podemos crear
cualquier modelo basado en ima´genes. Se han realizado di-
Fig. 13: Coreml2 de Apple.
ferentes pruebas con este software y los resultados han sido
los siguientes. Para el dataset Oxford 102 se han obtenido
los mismos resultados que nuestra red anteriormente entre-
nada, con un total de 95 de accuracy en el test. Ahora bien,
si esta entrenamos un conjunto grande como es el caso del
dataset de 10.000 clases nos encontramos que no es posible
entrenarlo. El problema viene dado en que la validacio´n lo
hace mediante CPU y esta tarda entre 8 y 10 horas en hacer
una sola validacio´n de 10.000 ima´genes. Por lo tanto pode-
mos llegar a la conclusio´n de que por ahora esta herramienta
creada por Apple funciona para usuarios o aficionados que
quieran entrenar una red clasificadora de ima´genes en pocos
segundos. Ahora bien, si esta se tiene que disen˜ar para ma´s
de 100 clases o se quieren cambiar diferentes para´metros de
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momento no podremos realizarlas con CoreML.
5.3. Keras vs CoreML
Despue´s de hacer pruebas con las dos herramientas se ha
llegado a la conclusio´n de que CoreML esta mas orienta-
do a pequen˜os dataset y para usuarios con un nivel bajo en
Machine Learning. Ahora, si se quiere desarrollar una red,
modificar para´metros, afinar y sin preocuparnos por el vo-
lumen del dataset se debera´ desarrollar en Keras. Por todo
esto hemos decidido crear el modelo en Keras.
6 IMPLEMENTACIO´N DE LA APP CON MODE-
LO KERAS
Para darle un valor an˜adido a la red neuronal y que esta la
pueda utilizar cualquier usuario se ha optado a realizar una
app.
El desarrollo de la aplicacio´n se ha realizado para la plata-
forma iOS usando xCode y iOS 11. Se ha optado por esta
opcio´n porque era el u´nico que ofrecı´a poder utilizar Ma-
chine Learning internamente en el mo´vil y no depender de
un servidor externo.
Como se puede observar en la Figura 19 el flujo de la apli-
cacio´n es el siguiente.
Primero de todo partiendo de un conjunto de ima´genes te-
nemos que crear el modelo de la CNN con keras como he-
mos realizado anteriormente. Una vez obtenido este mode-
lo, tendremos que convertir con python el modelo anterior a
CoreML. Una vez echo la conversio´n se introducira´ dentro
de la aplicacio´n donde a esta se le pasara una imagen y dara´
una prediccio´n como datos de salida.
La salida contiene todos las clases con sus probabilidades
correspondientes. Se ha realizado un filtrado para que de
como resultado solo la clase con mayor prediccio´n y que
esta sea mayor a 0.7 ya que en el caso de no ser ası´ no se
clasificara la flor.
Fig. 14: Flujo de la App
El sketch de la aplicacio´n la podemos ver en la Figura 15
donde se ha realizado las siguientes vistas.
La aplicacio´n consta de una pequen˜a red social donde ca-
da usuario tiene un perfil propio donde se ira guardando las
fotografı´as de las flores que realice en una linea de tiem-
po. Este perfil tambie´n incluye una fotografı´a personal y un
fondo que el propio usuario podra´ editar.
Al clicar en la fotografı´a se observar la informacio´n de esta
en detalle.
Fig. 15: Sketch de la App
La siguiente seccio´n de la aplicacio´n se llama Discover. En
esta podemos encontrar todas las fotografı´as ordenadas por
fecha de inclusio´n de todos los usuarios que utilizan la apli-
cacio´n. Ası´ podemos aprender, observar o reportar las fo-
tografı´as tomadas por otros usuarios. Para tomar una foto-
grafı´a y predecir que genero es pulsaremos el boto´n de la
ca´mara y se procede a tomar una foto de la flor. A continua-
cio´n mostrara el resultado con el nombre, una fotografı´a de
la flor, el accuracy y dos botones uno para an˜adir la flor a
nuestro perfil o descartarla.
Solo se obtendra´ un resultado si el valor del accuracy es ma-
yor a 0.7. Con este dato nos aseguramos de que la imagen
clasificada es correcta y no se trata de otra imagen.
La u´ltima seccio´n incluye un mapa donde podremos encon-
trar diferentes flores posicionadas geologicamente posicio-
nas y podremos observar el detalle de cada una de ellas. Al
tomar una foto esta se an˜adira´ tambie´n al mapa.
Para el almacenamiento de los datos de usuario e ima´ge-
nes se ha utilizado FireBase. Se ha optado por este servidor
ya que facilita la integracio´n con la aplicacio´n. El almace-
namiento en la API se realiza segu´n el resultado. Con este
dato podemos crear un dataset ma´s grande para un posterior
entrenamiento de la red y que sea ma´s eficaz en el futuro.
En la seccio´n ape´ndice podremos ver con ma´s detalle cada
una de las partes de la aplicacio´n.
7 CONCLUSIONES
Con el desarrollo de este proyecto podemos llegar a la
conclusio´n de que entrenar una red neuronal para la clasifi-
cacio´n de pocas clases puede ser ra´pida y menos laboriosa,
en cambio, si queremos entrenar una red para la clasifica-
cio´n de mas de 100 clases y que estas clases tienen muchos
detalles en comu´n como colores, formas y textura puede ser
mas costosa y obtendremos menor porcentaje de acierto.
Por otra parte, la importancia del conjunto de datos a utili-
zar puede ser el elemento decisivo para que una red entrene
de forma menos o ma´s correcta. Un buen filtrado del data
set puede ahorrar mucho tiempo y obtener mejores resulta-
dos. Con las herramientas de Keras y realizando un Trans-
fer Learning de la red se puede obtener resultados acepta-
bles para un usuario sin conocimientos pero si se quiere di-
sen˜ar una red neuronal optima esta se tendra que desarrollar
de manera ma´s te´cnica y usando las te´cnicas anteriormente
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Fig. 16: Vista del perfil de la aplicacio´n
Fig. 17: Vista para ver las fotos realizadas por otros usuarios
10 EE/UAB TFG INFORMA`TICA: Clasificacio´n de especies de flores usando te´cnicas de deep learning
Fig. 18: Vista de la prediccion dada una foto.
Fig. 19: Detalle de la flor.
