Abstract-This paper presents a new learning algorithm for multitask pattern recognition (MTPR) problems. We consider learning multiple multiclass classification tasks online where no information is ever provided about the task category of a training example. The algorithm thus needs an automated task recognition capability to properly learn the different classification tasks. The learning mode is "online" where training examples for different tasks are mixed in a random fashion and given sequentially one after another. We assume that the classification tasks are related to each other and that both the tasks and their training examples appear in random during "online training." Thus, the learning algorithm has to continually switch from learning one task to another whenever the training examples change to a different task. This also implies that the learning algorithm has to detect task changes automatically and utilize knowledge of previous tasks for learning new tasks fast. The performance of the algorithm is evaluated for ten MTPR problems using five University of California at Irvine (UCI) data sets. The experiments verify that the proposed algorithm can indeed acquire and accumulate task knowledge and that the transfer of knowledge from tasks already learned enhances the speed of knowledge acquisition on new tasks and the final classification accuracy. In addition, the task categorization accuracy is greatly improved for all MTPR problems by introducing the reorganization process even if the presentation order of class training examples is fairly biased.
I. INTRODUCTION

I
N machine learning and neural networks, we are obviously interested in understanding and replicating the knowledge acquisition processes of humans. A particular area of interest is learning of related tasks. We generally observe that humans can learn a new task quite quickly when the task is similar to the one they have learned before. For example, a person who plays tennis can quickly and easily learn a similar sport such as squash or racquetball. So the theoretical question is: In what ways is the human brain using knowledge of one task to enhance its learning S. Ozawa is with the Graduate School of Engineering, Kobe University, Kobe 657-8501, Japan (e-mail: ozawasei@kobe-u.ac.jp).
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Digital Object Identifier 10.1109/TNN. 2008.2007961 of another similar task? The conjecture is that the human brain is using some form of knowledge transfer when it knows that a new task is similar to the one it had learned before. Thus, we are interested in using similar knowledge transfer in artificial systems to speed up the learning of similar tasks.
In general, the question of knowledge transfer arises when multiple tasks are learned, one after another or one in conjunction with another. This type of simultaneous or sequential learning of different tasks is called multitask learning and is well described in the literature (e.g., [1] , [6] , [25] , and [26] ). Caruana presents a multitask learning mechanism where a single multilayered perceptron is trained to perform multiple tasks [5] , [6] . Ghosn and Bengio [9] have proposed an approach based on manifold learning. In these approaches, all tasks are learned simultaneously by the system. On the other hand, Silver et al. [22] , [23] have proposed a type of multitask learning where the tasks are given sequentially. The difficulty with this approach, where a new task is learned in the same neural network that had learned another task before, is the problem of catastrophic interference or forgetting [4] . In catastrophic interference, the neural network forgets the knowledge of previous tasks when a new task is learned because its structural parameters change with the learning of the new task. To prevent catastrophic forgetting, Silver and Mercer [23] , [24] save the networks for previously learned tasks and use them to generate virtual examples of the old tasks to learn the main network that includes the new task.
We consider a dynamic multitask learning environment where training examples for different tasks are given sequentially to the learning system, but we permit frequent switching of tasks. In addition, no particular order is required for the sequence of training examples for a given task or for the random switching of tasks. This continuous online task learning is very similar to human learning. In real life, humans are often provided with different descriptions of the same object and they learn to describe those objects with lots of descriptors. For example, a child initially learns to recognize people and faces. Then, over time, a child learns other descriptions of peopletheir sex (male or female), their approximate age (young or old), their approximate size (big or small, fat or skinny), their approximate height (short or tall), and so on. Learning each type of description is a separate task for the child. A child is generally taught these tasks in a trial-and-error process over time using a variety of examples.
The need for this type of learning in artificial systems is illustrated by the following example. Suppose a robot is to be trained to recognize different features on the face of a person, such as color of hair, hair style, shape of the nose, ears, eyes, and so on. Then, the robot is to be trained with pictures of different people with different features where each picture is labeled accordingly. For example, one picture might have the label "black hair," another might say "red hair," and so on. A sequence of pictures showing different hair colors might be shown to the robot so that it can learn to recognize hair color. That could be followed by a sequence of pictures showing different shapes of faces. Then, it could be another sequence of pictures of different hairstyles and so on.
More generally, the multitask recognition problem is as follows. An artificial robot is presented with various objects and their descriptions at different times and the task is to learn to describe those objects with an appropriate set of descriptors. So the robot has the following tasks to perform: 1) automatically group the various descriptors into appropriate tasks without external supervision (e.g., group different hair color descriptions for the hair color recognition task), 2) build and train models appropriate to each task, and 3) then apply those task models to describe new objects.
In this paper, we propose an approach to multitask pattern recognition (MTPR) where learning is online and the system learns to recognize tasks automatically. Online automated task recognition capability is important to build robots that collect data and learn on their own. This paper is organized as follows. Section II presents general concepts related to online learning of multiple tasks and the basic ideas of an automated task recognition system. Then, Section III presents the online learning algorithm composed of multiple neural classifiers. In Section V, we present experimental results for ten MTPR problems based on five University of California at Irvine (UCI) data sets. Finally, Section VI has our conclusions and directions for future work.
II. THE MULTITASK LEARNING PROBLEM -SOME GENERAL CONCEPTS
A. The Multitask Learning Problem and Automated Online Learning of Tasks
MTPR problems [7] , [15] consist of several learning tasks, each of which corresponds to a conventional multiclass classification problem. Fig. 1 shows an example of an MTPR problem in which three different classification tasks (tasks 1, 2, and 3) are defined. All classification tasks have the same input domain, but their class boundaries differ. Task 1 has three classes , , and ; task 2 has three classes , , and ; and task 3 consists of the classes , , and . We assume that the tasks use different names for the classes. Thus, the class names , , and are not used in tasks 2 and 3. But it is not known to the learning system that classes , , and belong to task 1. During training, each training example comes with a class label, but not a task label. So the learning system does not know what task a particular training example belongs to.
We assume that the presentation of training examples to the system is sequential. The period of learning from a whole sequence of training examples is called a learning session. Fig. 2 shows an example of a learning session where the first five examples are from task 1 in Fig. 1 , the second seven are from task 2, the next four are from task 3, followed by six from task 1, and so on. The period of learning from training examples of a single task is called an epoch. In Fig. 2 , the first epoch consists of five examples of task 1 and the learning session consists of seven epochs for three different tasks. Thus, a training session is a sequence of epochs of different tasks where the same task can appear in different epochs in a session.
As mentioned above, the learning system is never told whether a particular training example is from task 1, 2, or 3. We require that after completion of a learning session, the learning system should say, for this problem, that three tasks were learned and that task 1 consists of classes , , and , task 2 consists of classes , , and , and task 3 consists of classes , , and . So, in general, the learning system groups classes into tasks and makes appropriate inferences as to which classes belong to which tasks. Therefore, part of the proposed method performs unsupervised learning of tasks (assignment of classes to tasks and determining how many tasks there are) since training examples do not come with task labels.
In multitask problems, the question of knowledge transfer arises when the tasks are related to each other. In pattern classification tasks, task relatedness is measured by the amount of overlap between the classes of different tasks. For example, Fig. 1(a)-(c) shows that the region of class has large overlaps with those of classes and , and class also has large overlaps with classes and . So our proposed system is based on the following assumptions and requirements: 1) tasks are multiclass classification problems whose inputs are from the same domain, but where class labels are unique to each task; 2) no task labels are provided in the training examples, just class labels; 3) training examples for a task are given sequentially one at a time and task switching can be random during online training; in other words, there is no particular order for the presentation of training examples or for the tasks; 4) classification tasks are related to one another; that is, there is some overlap between the class regions of different tasks; and 5) the learning system does automatic grouping of classes into tasks and builds classifiers for the tasks. [11] , [12] that can build different classifiers for different tasks in an adaptive way. RAN-LTM is an extension of the RAN model [16] and the learning is carried out not only online but also in one pass [10] where training examples are presented to the learning system only once. RAN-LTM stores representative training examples in the long-term memory that are used for preventing catastrophic forgetting and for facilitating transfer of knowledge from one task to another. The RAN-LTM method is discussed in more detail in Section III-A.
B. Stable Online
2) Automated Task Recognition Mechanisms-A General Overview:
The proposed algorithm groups classes into tasks to minimize prediction error. Since classes of different tasks have overlap, the grouping of classes into separate tasks is based on separating those classes that have substantial overlap and combining those that do not. For example, in Fig. 1, classes , , and do not have substantial overlap between them, so they can be grouped into one task. Similarly, classes , , and do not have substantial overlap, so they can be grouped into another task and so on. However, classes , , and have substantial overlap with the classes , , , , , and , so all of those classes cannot be grouped together into a single task. The multitask learning system therefore has to recognize which classes do or do not overlap in a substantial way in order to assign classes to tasks and minimize the overall prediction error. At the end of training, the task recognition algorithm builds a separate classifier (a separate RAN-LTM neural network) for each task.
The proposed task recognition approach has some limitations as shown by the following example. The example in Fig. 3 has three tasks, but the tasks have classes that do not overlap. Since there is no overlap between the classes of different tasks, the algorithm will not recognize that there are three different tasks, although it will learn to perform all three tasks correctly using a single classifier.
3) Knowledge Transfer Mechanisms-A General Overview: The task recognition algorithm accumulates knowledge about tasks over time and the accumulated knowledge is transferred to a new task whenever a new task is encountered. Knowledge transfer starts when a new classifier (a new RAN-LTM network) is created for a new task. The extent of knowledge transfer depends on the amount of overlap of class regions between the old . Schematic diagram to explain the idea for knowledge transfer mechanism. The class boundaries of task 1 and task 2 are represented by dotted and solid lines, respectively. Now we consider a case that the task is changed from task 1 to task 2 and a training example (sample 1 or sample 2) is provided to a learning system. and new tasks. The actual transfer of knowledge to a new task occurs through the transfer of matching memory items of the previous classifier to the new classifier, where memory items are representative examples of the class regions in the previous task. Since training examples for the new task are given sequentially one at a time, the knowledge transfer itself also occurs on an ongoing basis.
Knowledge transfer works in the following way. In Fig. 4 , the dotted and solid lines define the class boundaries for tasks 1 and 2, respectively. There are seven subregions bounded by these lines and each subregion is denoted by a pair of class labels such as where, in this case, class belongs to task 1 and class belongs to task 2. Assume that the learning system was learning task 1, had constructed a RAN-LTM classifier for it, and also had stored some memory items (representative examples) for task 1. Then, the first training example from class of task 2 is given to the learning system. The training example, shown in Fig. 4 as a solid dot and labeled "sample 1," is from the subregion . Let be the neighborhood of a radius around sample 1. For sample 1, the neighborhood is completely within the region of class of task 1. So knowledge is transferred from task 1 to task 2 by transferring to the new classifier for task 2 all of the memory items (representative examples) from the task 1 classifier that are within the neighborhood . During this transfer, the class labels of those memory items are changed from " " to " " to match the class label of sample 1. Next, suppose the second example of task 2 is "sample 2" in Fig. 4 from the subregion and the neighborhood area is . In this case, the neighborhood crosses over into the subregion . Since sample 2 is in the class region of task 1, only class memory items in the neighborhood are transferred to the new classifier for task 2 and their class labels changed to " ." Hence, the neighborhood is shown in a truncated form.
What knowledge transfer does is to add extra training examples from related tasks to facilitate quick and efficient learning of the new task. In the example above, the transfer of memory items added some extra training examples for learning task 2 in addition to the two examples, samples 1 and 2, which are provided to the classifier from the outside.
III. AN ALGORITHM FOR ONLINE MULTITASK LEARNING FOR PATTERN RECOGNITION
As mentioned in Section II-B, the proposed online learning algorithm has three main parts: 1) one-pass online learning of classifiers, 2) automated task recognition, and 3) knowledge transfer between tasks. These three parts are explained below in some more detail.
A. One-Pass Online Learning of Classifiers
1) Network Architecture of RAN-LTM:
The RAN-LTM algorithm [11] , [12] is the core classification algorithm in our learning system. The Appendix provides further details on the algorithm. Fig. 5 shows the architecture of RAN-LTM that consists of two parts: resource allocating network (RAN) and long-term memory (LTM). RAN uses a single-hidden-layer neural network structure and is similar to radial basis function (RBF) networks [18] - [21] . RAN allocates hidden units automatically during online learning. Let the number of input units, hidden units, and output units be , , and , respectively.
As shown in Fig. 5 , let the input to the RAN be the vector , the output of the hidden units be the vector , and the output of the RAN be the vector . The hidden and output unit values of the network are computed as follows: (1) (2) where and are the center and variance (width) of the th hidden unit, is the connection weight from the th hidden unit to the th output unit, and is the bias of the th output unit. The variance or width is generally fixed for all RAN networks.
In RAN, each output node represents a class in the classification problem based on the binary encoding scheme. So the th output node represents the th class . Ideally, with a properly trained RAN network, if the input vector belongs to class , then the th output node should have a value of 1 and all other output nodes should have a value of 0. Less ideally, a point in class might have an output vector of , but the point is still considered to be from class because the output of the class node is quite high compared to the other ones.
The training examples stored in LTM are called memory items. Let be the total number of memory items in LTM. Each memory item, which is a representative training example, stores the following information: an input vector , the class label , and the status flag . So the triplet denotes the th memory item. Define a target output vector for the class label based on the binary encoding scheme. For example, for a point in class of task 1 in Fig. 1 , the target vector is , for a point in class it is , and so on. The status flag has a value of 0 or 1 that represents the status of the memory item: 0 means it is inactive and 1 means it is active. If a memory item is active, then that memory item could be retrieved from LTM for use as a training example. If it is inactive, then it cannot be retrieved for training. In the simple version of RAN-LTM [12] , a new memory item is created whenever a new hidden unit is created in the RAN network. That is, the new RBF center and the corresponding target output vector are stored as a memory item. To prevent catastrophic forgetting in RAN, some of these memory items are provided as training examples to the learning system along with the new ones.
2) Learning Algorithm of RAN-LTM:
The RAN-LTM learning algorithm is divided into two phases: allocation of hidden units and updating of RBF centers and connection weights between the hidden and output units. The procedure for allocation of hidden units is the same as that of the original RAN [16] , except that a new memory item is created whenever a new hidden unit is created. The RBF centers and the connection weights are modified using the conventional steepest descent algorithm for error minimization. To prevent catastrophic forgetting, some of the memory items in LTM are retrieved and provided as training examples along with the new training example .
Let be the set of memory items in the neighborhood of , which are retrieved from LTM and provided as training examples along with . The total squared error to be minimized consists of two parts: squared error for the new example and squared error for the retrieved memory items in the neighborhood of . These are defined as follows: (3) (4) (5) where and are the network outputs for and . In the simple version of RAN-LTM, the set is selected based on hidden unit activations. Further details of the RAN-LTM algorithm are in the Appendix.
B. Automated Recognition of Tasks
The following functions are part of the algorithm that automatically recognizes tasks and builds corresponding classifiers for them: 1) detection of task change during online learning, 2) identification of known and unknown tasks and learning within a proper classifier, 3) reorganization of classifiers to correct misallocation of classes to tasks. In the following sections, we provide detailed descriptions of these functions.
1) Detection of Task Changes During Online Learning:
There are a variety of methods that detect changes in data streams [8] . We use a heuristic approach [27] to detect task changes and it is based on the prediction error on incoming training examples. Consider any input to a RAN-LTM network. The output at each output node will be a value around between 0 and 1. The output value of a particular output node reflects the confidence with which that class is predicted for the given input, where each output node represents a particular class. Generally, if the output value is smaller than a certain threshold value , it means that the confidence is low in the prediction that the input is from the class represented by that output node. On the other hand, when the output value is larger than , it means that the confidence is high in the prediction.
Consider the problem in Fig. 1 . Suppose the first RAN-LTM network has learned task 1 fairly well and for the input vector (denoted as a black square in Fig. 1 ), the network output vector is . That means confidence is high in the prediction that is from class . Suppose the task now changes to task 2 and the first training example from task 2 is the same input , but its label is now class . Whenever a new class is encountered, the RAN-LTM algorithm adds a new output node to the network. So a fourth output node is added to the network for class and the target output vector for is now . However, the current RAN-LTM network, trained for task 1, predicts to be from class and the output vector is . From (4), the squared error for input is . Therefore, if the output of the class node is larger than and the error is larger than , it signals a potential task change to the task recognition algorithm.
The prediction error of a network on a particular example could be large due to noise (due to overlapping classes within a task) and not due to task change. To avoid the potential error in detection of task changes, the task recognition algorithm looks for some more evidence for a task change. That is to say, when a training example signals a potential for a task change (large prediction error coupled with a new class not seen before), training of the current network is suspended and the current training example is temporally stored in a queue whose maximum size is defined by . Then, the prediction errors and the class labels are tracked for the next examples. If the average error for the examples in the queue becomes less than the threshold 1 or a known class is given before the queue reaches its size limit, the algorithm infers that there is no task change. Even when the queue reaches its size limit without encountering a training example that belongs to one of the known classes of the current RAN-LTM, no task change is detected by the algorithm if the average prediction error on the stored examples is less than the threshold . In both of these cases, the current RAN-LTM is adjusted using the examples in the queue, and the queue is emptied. On the other hand, if the queue reaches its maximum size and the average error over examples exceeds the threshold , it infers that a task change has indeed occurred.
In the above task change detection procedure, the algorithm resumes training when an example of a known class is given and the examples stored in the queue are used for training the current network. This heuristic is based on the two assumptions about how training examples are presented to the system. First, we assume that a certain number of training examples for a task are presented to the system before a switch to a different task. Second, we assume that examples of different classes within a task occur randomly in the training sequence. That also implies that the presentation of examples could be biased. For instance, training examples from a certain class might show up for the first time in the training sequence long after other class examples are presented. In such a case, our task change detection procedure infers that the training examples in the queue from an unknown class actually belong to the current task if an example from a known class appears in the training sequence before the queue reaches its maximum size.
It remains a question how parameter , the maximum queue size, is determined. In general, it is difficult to determine analytically before the start of online learning. It, therefore, has to be set using some heuristic. The main criterion that guides the setting of is detection of a task change as quickly as possible. Setting of , therefore, is a tradeoff between reliability and quickness of task change detection. However, not much is lost with task change detection failures because the algorithm has a backup method to recover from such failures (see Section III-B3). Section V-C discusses how is set for empirical tests of the algorithm. 
2) Identification of Known and Unknown Tasks and Learning Within a Proper Classifier:
After detecting a task change, the task recognition algorithm has to identify whether the next task is known or unknown. This is done by evaluating the prediction errors for existing RAN-LTM networks.
Consider again the learning sequence in Fig. 2 . After the system trains with the training examples of the first task through the third task, there will be three RAN-LTM networks in the system, one for each task. When the training examples of the fourth task (which are actually task 1 examples, as shown in Fig. 2 ) are presented next, the system should detect, using the procedure described above, that a task change has occurred. When a task change is detected, the system first tries to find a RAN-LTM network that is consistent with the stored training examples in the queue. Consistency is checked on the basis of average prediction error for the stored training examples. If a RAN-LTM whose average error is less than is found, it indicates that the new task was encountered before. That particular RAN-LTM is then retrieved and trained with the set of stored examples for that task. For the problem of Fig. 2 , therefore, when training examples of the fourth epoch (which are actually task 1 examples) are presented to the system, it will recognize that there already is a RAN-LTM network for task 1. It will then retrieve the RAN-LTM network for task 1 and train it with the set of queued examples.
On the other hand, if no existing RAN-LTM matches the new task examples in the queue, a new RAN-LTM is created for the new task. To transfer knowledge to the new task, the newly created RAN-LTM inherits all of the memory items from the current RAN-LTM. Fig. 6 shows the structure of the proposed system that is composed of the conflict detector (to detect a new task as explained above) and multiple RAN-LTMs that are responsible for learning individual tasks. Note that the system must learn different tasks on a continuous basis and not wait until the end of training to group classes into tasks.
3) Reorganization of Classifiers to Correct Misallocation of Classes to Tasks:
Since task change detection is based on a heuristic, there is no guarantee that the task recognition algorithm always detects task changes correctly. Misdetection of task changes can result in misallocation of classes to appropriate tasks (or networks). Thus, a backup measure is required to compensate for such failures and it should be carried out on an ongoing basis to maintain accurate task recognition.
Misallocation of classes to tasks is caused mainly by: 1) an inadequate number of examples to learn about class regions and 2) the lack of class examples to learn a task. The following situation illustrates the first case. For the problem of Fig. 1, classes of task 1 and of task 2 have an overlapped region in their input domains. Suppose that class examples of task 1 are sequentially drawn from a part of the overlapped region and they are used for training during the first epoch. Then, suppose task 1 is changed to task 2, and several class examples of task 2 are sequentially drawn from a different part of the overlapped region in the first several stages of the second epoch. In this case, the given examples of classes and are from the overlapped region between the two classes, but they happen to have no significant overlap with each other. In this case, the class examples would be stored temporarily in the queue and then would be used to train the current task 1 network unless the average error becomes larger than the threshold (i.e., a task change is detected) when the queue reaches its maximum size. The end result could be that class becomes part of task 1. Therefore, the algorithm could miss the task change when task 1 is changed to task 2.
The following situation illustrates the second case. Again, for the problem of Fig. 1 , suppose that training examples in the first epoch are sequentially drawn from classes and , and the network is trained only for those two classes. Then, suppose task 1 is changed to task 2, and several class examples, which are drawn from the overlapped region with class of task 1, are presented for training in the first several stages of the second epoch. Since the above class examples have no significant overlap with the classes and of task 1, the algorithm would miss the task change when task 1 is changed to task 2. Again, the end result could be that class becomes part of task 1.
In the first case, where class examples are misallocated to the task 1 network, the class examples in that particular overlapped region with class can be no longer allocated to task 1. Thus, class appears in both networks of tasks 1 and 2. The same thing could happen in the second case. Suppose that class happens to be allocated to the task 1 network along with classes and . If several class examples in the overlapped region with class are presented, a task change would be detected because the queued examples of class would have a large prediction error. Thus, parts of class could appear in both networks. In general, as a result of the flaw in the task change detection heuristic, the same class can exist in multiple networks.
To rectify this misallocation of classes to multiple networks, we use a procedure to reorganize and consolidate classifiers. Assume that class is assigned to or exists in two RAN-LTMs denoted by RAN-LTM and RAN-LTM . Let and be the set of memory items for that class in RAN-LTM and RAN-LTM , respectively. To consolidate class , either should be moved to RAN-LTM or should be moved to RAN-LTM . To determine which set of memory items is to be moved, the prediction error of RAN-LTM is estimated for ; in the same way, the prediction error of RAN-LTM is estimated for . If , class is consolidated into RAN-LTM ; otherwise, it is consolidated into RAN-LTM . To minimize the overall error and the number of classifiers, the reorganization procedure checks the error for every shared class between two RAN-LTMs, and this procedure is applied to every combination of two RAN-LTMs. After the reorganization operation, every class is allocated to one and only one task (or network).
IV. TRANSFER OF KNOWLEDGE BETWEEN TASKS
If multiple tasks are related to one another, then the learning of a particular task among them can be speeded up if knowledge is transferred from another related task that has already been learned. Baxter [3] has shown the theoretical effectiveness of such knowledge transfer. When there are several learned tasks that are related to the new task, it is important to choose the one most closely related to the knowledge transfer. There is considerable work on selecting the right source for such transfer of knowledge [2] , [17] , [26] . Silver and Mercer [22] have proposed several ways to measure the relatedness of tasks.
The knowledge transfer procedure in our system works in the following way. For the problem of Fig. 7 , suppose the system so far has been trained with task 1 examples and the task now is changed to task 2. After detection of a task change, the algorithm transfers all memory items in the current RAN-LTM to the new RAN-LTM for the new task, but they remain inactive (i.e., the status flag is set to 0 for all memory items in the new RAN-LTM). That means that none of the transferred memory items can be used yet for learning task 2. In Fig. 7(a) and (b) , all of the points are memory items. Now suppose that a new "class 5" training example (solid dot) of task 2, around the point , is provided to the system. The closest memory item to in Fig. 7(b) is , and in Fig. 7(a) is the memory item corresponding to in Fig. 7(b) . The knowledge transfer is achieved through activation of a set of the transferred memory items. In this case, it is the set of and memory items around . In the neighborhood of (dotted circle), there are seven memory items. Based on the knowledge transfer ideas of Section II-B2, five of the seven memory items including itself, those that have the same class label as , are activated for task 2 [see the five squares in Fig. 7(a) ]. Therefore, the class labels of the corresponding five transferred memory items in Fig. 7(b) , denoted by the squares, are set to "class 5," which is the label of , and these memory items are then activated. That means that they can be used for learning task 2 from now on. The procedure illustrated here is the basic method of knowledge transfer for a single new training example of the new task. However, this knowledge transfer occurs on an ongoing basis for every new training example of the new task. Thus, whenever a new training example for the new task is given, the class labels of the inactive memory items in its neighborhood are changed as per this procedure and then activated for training purposes. Note that the status flag of activated memory items is set to "1" to distinguish them from inactive ones.
The effectiveness of this knowledge transfer mechanism depends on the size of the neighborhood. A large neighborhood transfer can bias a new task in a detrimental way, whereas a small neighborhood transfer may not transfer enough knowledge. On the other hand, a large neighborhood transfer can be useful if the two tasks are highly related. In general, it is difficult to determine the size of the neighborhood transfer analytically either before or during learning. So the algorithm has a mechanism to minimize as much as possible the problem of too much or too little neighborhood transfers. In this algorithm, incorrect knowledge transfer is caused by the assignment of incorrect class labels to the transferred memory items in the new RAN-LTM. So it uses the following mechanism to correct such incorrect knowledge transfers: every time a new training example is given, the algorithm first finds the closest active memory item and checks the class label of the memory item against that of the training example. If there is discrepancy between them, the class label of the active memory item is changed to that of the training example.
A. Automated Task Recognition-A Summary of the Algorithm
Here is a step-by-step description of the automated task recognition algorithm.
[Automated Task Recognition Algorithm]
Step 0: Initialize: For the first training example , create a classifier (RAN-LTM) with a single hidden unit and a single output unit, set the center vector to , and initialize the weight vector to (i.e., ). Set the number of output units to 1. Define an empty queue where the last training examples can be stored.
Step 1: New class encountered, create a new output unit: If a training sample is given and is an unknown class label, add a new output unit . Define the output variable and the corresponding class label by and , respectively.
Step 2: Calculate average error for a new training example and for those in the queue: Store a new training example in . Obtain the output of the current classifier (RAN-LTM) for all the training examples in , and calculate the average squared error .
Step 3: Check if the prediction of RAN-LTM is consistent with a given target signal-if so, update current RAN-LTM; otherwise, check if enough evidence for a task change has been collected: If or the class of the new training example is already trained by the current RAN-LTM, then go to Step 7. Else if the number of training examples in is less than , go back to Step 1.
Step 4: Reorganize Classifiers: Perform the Reorganize Classifiers procedure described below.
Step 5: Check if there is an existing RAN-LTM for this task-if so, switch to it: Search all existing RAN-LTMs to check if the average error for the training examples in is less than . If one exists, switch to it as the current classifier and go to Step 7.
Step 6: Consistent high error for last examples-new task encountered, create new RAN-LTM: Perform the following procedure to create a new RAN-LTM for the new task: 1) Create a new RAN-LTM, and copy all memory items of the current RAN-LTM to it; 2) deactivate all the transferred memory items in the new RAN-LTM.
Step 7: Update current RAN-LTM: Perform the following procedure for all training examples in : 1) Perform the Update Memory Item operation.
2) Perform the Do Knowledge Transfer operation.
3) Update the current RAN-LTM using the learning algorithm in the Appendix. 4) Empty and go back to Step 1.
[Update Memory Item]
Step 1: Search for the nearest memory item: Find the active memory item closest to .
Step 2: Class label update: If and , update the class label by setting .
[Do Knowledge Transfer]
Step 1: Define the neighborhood of the next training example in : Define the neighborhood of the next training example in by a hypersphere whose center and radius are and , respectively.
Step 2: Search for the closest nonactive memory item: Find the nonactive memory item closest to within . If there is no nonactive memory item found, go to Step 5.
Step 3: Search for other nonactive memory items to be transferred: Find all nonactive memory items within whose class label is (i.e., ).
Step 4: Activate the memory items: For the nearest nonactive memory item and all the memory items found in Step 3, replace the class labels with (i.e., and ), and activate the memory items (i.e., set the status flag ).
Step 5: If there is no training example left in , terminate this procedure. Otherwise, go back to Step 1 for the next example in .
[Reorganize Classifiers]
Do the following procedure for all combinations of where and are the classifier numbers.
Step 1: Find class labels shared between two RAN-LTMs: Find the class labels that occur in both the th RAN-LTM and the th RAN-LTM . Define the set of shared class labels by . If , terminate the reorganize procedure for these two RAN-LTMs.
Step 2: Find the active memory items for the shared classes: Let and be the set of active memory items in RAN-LTM and RAN-LTM , respectively, whose class labels are in .
Step 3: Define the direction of consolidation: Calculate the average error of RAN-LTM for , and the average error of RAN-LTM for . If , set and . Otherwise, set and .
Step 4: Consolidate the shared classes in RAN-LTM into RAN-LTM : Train RAN-LTM using the memory items in . For RAN-LTM , delete the memory items in , the output units for the classes in , and their weight connections.
Step 5: Consolidate the unshared classes in RAN-LTM into RAN-LTM if necessary: Define the set of all class labels in RAN-LTM that are not included in . Perform the following procedure for each class label : 1) define the set of active memory items whose labels are class ; 2) calculate the average error of RAN-LTM for ; 3) if the error is smaller than , train RAN-LTM using the memory items in . For RAN-LTM , delete the memory items in , the output unit for the class , and its weight connections.
Step 6: If there is no class left in RAN-LTM , delete RAN-LTM .
V. EXPERIMENTAL EVALUATION OF THE AUTOMATED ONLINE TASK LEARNING SYSTEM
A. Evaluation Method and Performance Measures
Since the performance of the system could potentially be influenced by the order of presentation of tasks and training examples, the algorithm is evaluated using the average results from TABLE I  SOME RANDOM TASK SEQUENCES FOR LEARNING THREE DIFFERENT TASKS. HERE "T ," "T ," AND "T " STAND FOR AN EPOCH OF TASK 1, TASK 2, AND TASK  3, RESPECTIVELY, WHERE EACH EPOCH CONSISTS OF SOME NUMBER OF TRAINING EXAMPLES OF THE CORRESPONDING TASK   TABLE II  INFORMATION ON THE FIVE UCI DATASETS 50 different sequences for each problem that are generated such that both tasks and training samples are presented in random order. This section defines the performance evaluation measures and related concepts.
In our experiments, the total number of training examples (all tasks combined) in a training session is fixed at 720 and each session has three tasks to learn. Although all epochs within a training session have a fixed number of training examples, the number of training examples per epoch is varied across the 50 different training sessions for a problem to remove any bias from using a fixed epoch size. To illustrate, when the number of training examples per epoch is 40, the number of epochs in the training session is 18 and 18 tasks (or epochs) are presented sequentially to the learning system. Table I shows some sample task sequences for different training sessions. In our experiments, the number of training examples per epoch is varied from ten to 80 and the number of epochs consequently varies from nine to 72.
We test the algorithm on a set of problems to evaluate: 1) whether new tasks are automatically recognized on an ongoing basis and training examples are assigned to the appropriate classifier (RAN-LTM) for the task, 2) whether its knowledge transfer mechanism enhances the classification accuracy when an unknown new task is presented, and 3) whether the mechanism of reorganizing classifiers works well and properly assigns classes to tasks (task categorization). So the following specific measures are used to evaluate the performance of the algorithm: a) the accuracy of task-change detection, b) the task categorization accuracy (accurate assignment of classes to tasks), c) the classification accuracy after a complete training session, and d) the classification accuracy after the first epoch of a completely unknown task. Next we define these measures in detail. a) Accuracy of task-change detection measures the percentage of times the system correctly detects an actual task change. It is the ratio of the number of successful task-change detections over the total number of actual task changes in a training session. The total number of actual task changes is always known in advance. For example, there are 18 task changes in a training session with 720 examples when the number of examples per epoch is 40. They occur when the following training examples are presented: the 41st, 81st, 121st, and so on. So it is easy to verify how many of these actual task changes are correctly detected. b) Task categorization accuracy measures the success rate in assigning classes to the right classifiers for tasks, and this accuracy is evaluated only after training is complete. For the example of Fig. 1 , task categorization would be successful if, after training, classes , , and are in one classifier, classes , , and are in a second classifier, and classes , , and are in a third classifier. Hence, task categorization is successful if the system assigns classes of a particular task to the corresponding classifier for that task. On the other hand, task categorization fails if a classifier has classes of different tasks and/or the class labels of a particular task separately allocated into more than one classifier. Redundancy of classifiers, where the system creates more classifiers than tasks, does not by itself result in any performance degradation. So multiple classifiers for a single task could still be successful in separating classes into tasks as long as the classes are properly assigned to each and every task. However, since this leads to inefficiency in computations and memory usage, we do not count it as successful task categorization when more than one classifier is created for a single task. We should also note here that the system cannot predict the task of a particular test example. Although it builds a separate classifier for each task, predicting the task of a particular test example is difficult without some additional information because the same input belongs to different classes of different tasks. c) Classification accuracy measures the percentage of times the class of a test example is predicted correctly. Like training examples, test examples do not have task labels either. So the basic prediction is at the class level. Since all tasks are from the same input space, the system makes a class prediction for each task. For example, for the problem of Fig. 1 , suppose a test example is from class of task 1. During testing, the system will predict that is from one of the following classes: class of task 1, class of task 2, or class of task 3. Since is from class of task 1, the prediction is actually correct and the system treats this as a correct prediction for the purposes of measuring classification accuracy. The basic idea of this system is to group and learn various descriptors of similar objects and expect one of the predicted descriptors on a test object to be correct. The classification accuracy is estimated on all test data after TABLE III  TWO MTPR PROBLEMS CREATED FROM THE UCI SEGMENTATION DATA   TABLE IV  TWO MTPR PROBLEMS CREATED FROM THE THYROID DATA   TABLE V  TWO MTPR PROBLEMS CREATED FROM THE VEHICLE DATA the training is successfully completed and is called the final classification accuracy. Note that the final accuracy is measured only when task categorization is successful. This is because failure in task categorization can degrade the classification accuracy. Task categorization failure cases are, therefore, ignored so that classification accuracies can be compared on a fair basis. To observe the evolution of learning by the system, classification accuracy is also evaluated on an ongoing basis at every learning step using a randomly selected subset of test examples. This ongoing estimation of accuracy is not only for tasks learned up to a certain point in a training session, but also for tasks not yet learned, and it helps to verify whether knowledge transfer is effective in online task learning. In general, knowledge transfer from one task to another occurs mainly when an unknown task is first encountered, and if the transfer works well, the classification accuracy of the system should be higher for the epoch right after such a new task appears compared to when there is no such knowledge transfer. Therefore, the acceleration in learning can be measured by the average accuracy for the epoch when an unknown task first appears.
B. Data Sets for Experimental Evaluation
To evaluate the robustness of the task learning system, ten multitask MTPR problems with noisy, overlapping classes are defined based on the following five data sets from the UCI Machine Learning Repository: Segmentation, Thyroid, Vehicle, Vowel, and Yeast. Information on these five data sets is summarized in Table II Since the UCI data sets are for a single classification task, we combined the original classes in different ways to create additional tasks such that every task has some relatedness to each other. Tables III-VII show how the original classes are combined to form new classes for the new tasks. Here is how the seven Segmentation classes of Table III(a) are combined to form new tasks. In Problem 1 in Table III (a), the classes of task 1 are the same as those of the original problem; therefore, task 1 is a seven-class classification problem. Task 2 is defined to be a two-class problem with class labels 8 and 9. As shown in the table, class 8 of task 2 combines classes 1-3 of the original problem and class 9 of task 2 combines classes 4-7. Task 3 is defined in a similar way. The other MTPR problems shown in Tables IV-VII are defined in a similar manner. Since the difficulty of MTPR problems could depend on the grouping of classes, we defined two MTPR problems for each data set as shown in the tables. For the two MTPR problems for Yeast data, we combined small classes with large ones to define new classes so that the new class distributions are more balanced than the original ones.
C. Setting Parameters of the Algorithm
In this learning system, several parameters have to be set. As shown below, those parameters can be divided into three groups: (1) the ones related to the underlying RAN-LTM classifier, (2) the ones associated with task change detection, and (3) the one related to knowledge transfer. Other than the RAN-LTM parameters, the parameters , , and are the new ones introduced by this task learning system. Since MTPR problems are classification problems, the threshold for class prediction is set to 0.5 in all test problems because the output of an output node reflects the likelihood of the corresponding class.
The main problem is with setting the three inter-related RAN-LTM parameters:
, the width of the RBFs, , the minimum distance between them, and , the tolerance for approximation error. This problem is inherent to many online RBF algorithms that cannot adaptively define these parameters during learning; therefore, this is not a problem created by the multitask learning concept presented here. Roy et al. [18] - [21] have developed a version of the RBF algorithm where the algorithm itself determines the widths and centers of the RBFs and therefore the problem of presetting these parameters goes away. But currently there is no online version of that algorithm. We hope to develop an online version of RAN-LTM that incorporates the ideas of Roy et al. For this paper, however, we report our experience with the current RAN-LTM algorithm of Ozawa et al. [12] .
Table VIII(a) shows the final classification, task-change detection, and task categorization accuracies for different RBF Table VIII(c) shows the effect of the parameter on these accuracies. As seen from Table VIII(a), task categorization and classification accuracies fall drastically when the width is less than 0.5. This is caused by poor generalization ability of RAN-LTM with small RBF widths, which results in incorrect prediction on known or unknown tasks.
From Table VIII(b), one can see that task-change detection and task categorization accuracies decrease significantly when is equal to 1. This is easily expected since task change decisions are being made with single evidence; therefore, the system tends to be deceived into detecting task changes at wrong places by noisy data such as outliers and data within overlapped class regions. On the other hand, the task categorization accuracy for is greatly improved from the case of in spite of keeping one more evidence in the queue. Considering that the task categorization accuracy for is better than the accuracy of task-change detection, this improvement results not only from the improvement in task-change detection but also from the introduction of the reorganization process. On the contrary, however, the classification accuracy for is a little worse than that for . This is because the classification accuracy is measured only when task recognition succeeds and because the accuracy is generally deteriorated through the reorganization process. As seen from the algorithm of Reorganize Classifier, when two classifiers are consolidated, the training data to recalculate the weight connections of a consolidated classifier are the memory items, which correspond to a small subset of training data given so far. Therefore, it is inevitable to lose certain classification accuracy by this retraining especially when the reorganization process is often invoked. However, the degradation in the classification accuracy is not serious as long as we see the results in Table VIII(b) .
Overall, these results show that the algorithm works quite well for . So we set to 5 in our experiments across all problems. As seen from Table VIII(c), the various accuracies are also not affected greatly by , so we used in our experiments. The RAN-LTM parameters are set to the following values:
, , and . The important parameters in this algorithm are: the RBF width , the queue length , and the radius of knowledge transfer region . We evaluated the final classification and task categorization accuracies for the following parameter combinations on the Segmentation data set: , , and
. Average accuracies over all parameter combinations for ten different task sequences are shown in Table IX along with the averages for the standard parameter setting used in our experiments: , , and . From these results, one can see that good performance can be obtained from a broad range of parameter combinations and that there never is a need to fine-tune the parameters to a given problem. In general, the algorithm is fairly robust for a broad range of reasonable parameter values.
D. Performance Evaluation
The proposed multitask learning algorithm includes two distinctive functions: 1) knowledge transfer and 2) reorganization of classifiers. In this section, we verify the effectiveness of these two functions through experimental results. As per our discussion in the previous section, the following parameters are used 
1) Evaluation of Knowledge Transfer:
The basic idea behind transferring knowledge from an old task to a new task is to improve the generalization performance and to speed up the learning of new tasks [6] , [22] . To measure the effectiveness of knowledge transfer, the task recognition system is evaluated in two ways-with and without knowledge transfer. Fig. 8 , for the segmentation data set, shows the overall classification accuracy over time with knowledge transfer (with-KT) and without knowledge transfer (without-KT) for the particular task sequence
where the values in parenthesis are the number of training samples in that epoch. The new tasks and first appear when the 41st and 261st training examples are presented (i.e., at the learning stage 41 and 261), respectively. As seen in Fig. 8 , when these new tasks are first presented, the classification accuracy increases rapidly, but the improvement for "with-KT" is higher than that for "without-KT." Thus, knowledge transfer seems to be quite effective in this particular problem. Note that the proposed system works well even when the number of training examples for an individual task varies at every learning epoch.
The effectiveness of knowledge transfer is further verified by the final classification accuracies. Table X shows the average final classification accuracies over 50 learning sessions with 720 training examples in each session for the five UCI data sets. The two values in each cell of Table X are the mean and standard deviation of the final classification accuracies. The single asterisk (*) and double asterisks (**) mean that the average difference between "with-KT" and "without-KT" is statistically significant at the 5% and 1% levels, respectively. As seen from Table X , the average final classification accuracy across all problems is better with knowledge transfer (with-KT) than without (without-KT), and their average differences are statistically significant except for the Yeast problem. The results suggest that knowledge transfer enhances the generalization performance on most problems. Note that Fig. 8 shows the effectiveness of knowledge transfer through acceleration of learning (in terms of classification accuracy) over time, after each new training example is presented, for one of the UCI problems. Table X also reflects acceleration in learning, but after a certain time, because this accuracy is measured after a fixed number of training examples are presented.
2) Evaluation of Reorganization: An important feature of the proposed algorithm is the dynamic reorganization of classifiers to improve task categorization; that is, reorganization to properly allocate classes to tasks. If enough training examples for all of the classes are provided during the first epoch of a new task, it is expected that the system can construct a complete classifier for the new task without misallocation of classes to tasks. However, if only a small number of training samples are provided or training samples of all the classes are not provided in an epoch, the system might fail to detect a new task in the subsequent epoch and, as a result, classes of different tasks can get misallocated to a classifier. Dynamic reorganization of classifiers tries to correct this misallocation of classes to tasks (or classifiers), and this subsection examines the effectiveness of this procedure.
To evaluate the effectiveness of reorganization, we computed the average accuracies of final classification, task-change detection, and task categorization on 50 different task sequences for the ten MTPR problems shown in Tables III-VII. Table XI shows the results of these simulations with reorganization (with-RO) and without reorganization (without-RO) for different numbers of training examples per epoch (10, 20, 40 , 60, and 80). As seen from Table XI, if training samples per epoch are less than 40, task categorization accuracy with reorganization (with-RO) is significantly better than without reorganization (without-RO) for all data sets although there is no significant difference in task-change detection accuracy. This means that the reorganization process makes up for the task-change detection failures. This is much clearer when the number of training samples per epoch is smaller. In addition, we find a significant improvement for Thyroid and Yeast data sets whose class distributions are strongly biased. Table XI also shows that the final classification accuracy with reorganization (with-RO) is almost the same as that of without reorganization (without-RO). Since the final accuracy is measured only when the task categorization succeeds, the results of without-RO reflect the accuracies only for easy cases that the reorganization is not necessary for correct task recognition. Therefore, the above fact indicates that the classification accuracies are not significantly degraded by the reorganization. Overall, these results show that the reorganization mechanism helps to correct misallocation of classes to tasks.
VI. CONCLUSION AND FUTURE WORK
We addressed the following multitask recognition problem in this paper. An artificial robot is presented with various objects and with various descriptions of those objects at different times and the task is to learn to describe those objects with an appropriate set of descriptors. So the robot has to do the following in terms of learning: 1) automatically group the various descriptors into appropriate tasks without external supervision, 2) build and train models appropriate to each task, and 3) then apply those task models to describe new objects of similar type. It is anticipated that future robots would need these kinds of algorithms to recognize and learn new tasks on their own without outside intervention. In fact, similar learning assumptions have been considered in automated mental development, which gives a new concept to the robot learning [29] .
At the algorithmic level, the paper considered learning of multiclass classification tasks where no information was provided to the learning algorithm about task categories of training examples. The learning mode of the proposed algorithm is "online" where training examples for the tasks are given sequentially one after another. The learning algorithm, therefore, acquires task knowledge incrementally as training examples are given sequentially. Since classification tasks are related to each other in a multitask learning environment, the task learning algorithm is required to detect task changes automatically and utilize knowledge of previous tasks for learning new tasks. Overall, automated task recognition falls in the category of unsupervised learning since no information about task categories of training examples is ever provided to the algorithm. Thus, in this algorithm, supervised learning is performed at the lower level where classification problems are framed, whereas unsupervised learning is performed at the task recognition level. In "online learning," catastrophic forgetting is a serious problem. The new algorithm addressed catastrophic forgetting at both levels of learning-at the supervised learning level and at the unsupervised task recognition level. It is able to do that by combining neural classifiers and long-term memories (called RAN-LTM), which had originally been proposed by one of the authors. Overall, the proposed algorithm has the following properties: 1) the ability to transfer knowledge from one task to another to speedup learning, 2) automated recognition of tasks, and 3) incremental, one-pass online learning. Although the first capability has been considered in prior works in machine learning, the last two capabilities are new. The last two capabilities are required in an environment where task category information is not provided explicitly during learning and almost all training samples are discarded after learning (that is, there is no long-term storage of all training examples).
The algorithm was tested on ten multitask problems-they were defined from five UCI database problems (Image Segmentation, Thyroid, Vehicle, Vowel, and Yeast). The following performance measures were used to evaluate the algorithm: a) accuracy of task-change detection, b) classification accuracy on test data, and c) task categorization accuracy. The experimental results demonstrated that the proposed algorithm can learn new tasks successfully in an incremental, online environment, and that knowledge transfer enhances both the learning speed and the final classification accuracy. In addition, it was verified that task recognition works fairly well unless the number of training examples per epoch is too small, and that classifier reorganization greatly improves task categorization accuracy for all MTPR problems even when the presentation order of class training examples is fairly biased.
This algorithm is a first step towards developing a completely automated multitask learning system for artificial robots. There still remain several problems in the current algorithm that have to be addressed in future works. The most important challenge is complete automation of this algorithm so that an artificial robot can learn on its own without external help. For that, we have to resolve the problem of having to predefine different parameters of this algorithm, in particular, those of the RAN-LTM classifier. We plan to develop a new online version of RAN-LTM that incorporates the ideas of Roy et al. [18] - [21] where the algorithm itself adaptively defines the widths and centers of the RBFs and therefore gets away from the problem of presetting those parameters. In addition to this problem, we still need more robustness for the task-change detection part and the reorganization process. If the presentation order of classes is strongly biased, the possibility of misdetection of task changes would be increased. In an extreme case that only one class of a particular task is presented at every epoch, there is a high possibility that the class region of a particular task has no overlap with another class region of a subsequent task. Since the task-change detection in the proposed model relies on large prediction error, this case would cause the misdetection of a task change, and the two classes of different tasks are allocated in the same classifier. In this case, it is quite difficult for the current reorganization algorithm to recover this misallocation. Although the misallocation of classes could be resolved through the reorganization process to some extent, there is no guarantee for the proposed system to work well for any biased cases at the present state. This problem is also left for our future work. Finally, pattern recognition systems perform feature extraction when inputs have large dimensions. Therefore, for practical purposes, the proposed multitask learning model should also have the ability to extract features on an ongoing basis. This can be done with online feature extraction algorithms such as incremental principal component analysis (PCA) [12] , [13] and incremental linear discriminant analysis (LDA) [14] .
APPENDIX THE RAN-LTM ALGORITHM
The RAN-LTM learning algorithm is summarized below.
[Learn RAN-LTM]
For each training example in the given training set with an output , perform the following procedure. Here, is the number of training examples.
Step 1: Output Calculation: Calculate the outputs from (1) and (2).
Step 2: Network Learning: Calculate the squared error . If and ( : the nearest center to ), then the following procedure is carried out.
1) Hidden Unit Allocation: Add a hidden unit (i.e., ). For this hidden unit, the center vector is set to and the connection weight from the th hidden unit to the th output unit are set to . 
