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Abstract We introduce constrained polynomial zonotopes, a novel non-convex set representation that is
closed under linear map, Minkowski sum, Cartesian product, convex hull, intersection, union, and quadratic
as well as higher-order maps. We show that the computational complexity of the above-mentioned set oper-
ations for constrained polynomial zonotopes is at most polynomial in the representation size. The fact that
constrained polynomial zonotopes are generalizations of zonotopes, polytopes, polynomial zonotopes, Taylor
models, and ellipsoids, further substantiates the relevance of this new set representation. The conversion
from other set representations to constrained polynomial zonotopes is at most polynomial with respect to
the dimension.
Keywords Constrained polynomial zonotopes · non-convex set representations · set-based computing.
1 Introduction
Many applications like, e.g., controller synthesis, state estimation, and formal verification, are based on al-
gorithms that compute with sets. The performance of these algorithms therefore mainly depends on efficient
set representations. Ideally, a set representation is not only closed under all relevant set operations, but can
also compute these efficiently. We introduce constrained polynomial zonotopes, a novel non-convex set rep-
resentation that is closed under linear map, Minkowski sum, Cartesian product, convex hull, intersection,
union, and quadratic as well as higher-order maps. The computational complexity for these operations is
at most polynomial in the representation size.
1.1 Related Work
Over the past years, many different set representations have been used in or developed for set-based com-
putations. Relations between typical set representations are illustrated in Fig. 1. Furthermore, Tab. 1 shows
which set representations are closed under relevant set operations.
All convex sets can be represented by support functions [10, Chapter C.2]. Furthermore, linear map,
Minkowski sum, Cartesian product and convex hull are trivial to compute for support functions [9, Prop. 2].
Even though support functions are closed under intersection, there exists no closed-form expression for the
computation of this operation, and support functions are not not closed under union and quadratic maps.
Ellipsoids and polytopes are special cases of support functions [9, Prop. 1]. While ellipsoids are only closed
under linear map (see Tab. 1), polytopes are closed under linear map, Minkowski sum, Cartesian product,
convex hull, and intersection [8, Chapter 3.1]. The computational complexity of the set operations for
polytopes depends on the used representation [17]. The two main representations for polytopes are the
vertex-representation and the halfspace-representation.
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Fig. 1 Visualization of the relations between the different set representations, where A → B denotes that B is a general-
ization of A.
Table 1 Relation between set representations and set operations. Symbol
√
indicates that the set representation is closed
under the corresponding set operation and a closed-form expression for the computation exists. Symbol − indicates that
the set representation is closed under the corresponding set operation, but no closed-form expression for the computation
exists. Symbol × indicates that the set representation is not closed under the corresponding set operation.
Set Representation Lin. Map
Mink.
Sum
Cart.
Prod.
Conv.
Hull
Quad.
Map
Inter-
section
Union
Interval × √ √ × × √ ×
Zonotopes
√ √ √ × × × ×
Polytopes
√ √ √ √ × √ ×
Ellipsoids
√ × × × × × ×
Support Functions
√ √ √ √ × − ×
Taylor Models
√ × √ × √ × ×
Polynomial Zonotopes
√ √ √ √ √ × ×
Level Sets
√ − − − − − −
Star Sets
√ √ √ − − − −
Con. Poly. Zonotopes
√ √ √ √ √ √ √
An important subclass of polytopes are zonotopes [18, Chapter 7.3]. Since zonotopes can be represented
compactly by so-called generators, they are well-suited for the representation of high-dimensional sets. Fur-
thermore, linear map, Minkowski sum, and Cartesian product can be computed exactly and efficiently [4,
Tab. 1]. Two extensions of zonotopes are zonotope bundles [5] and constrained zonotopes [16], which are
both able to represent any bounded polytope. Constrained zonotopes additionally consider linear equality
constraints for the zonotope factors, whereas zonotope bundles represent the set implicitly by the inter-
section of several zonotopes. A special case of zonotopes are multi-dimensional intervals. Since intervals
are not closed under linear map, algorithms computing with intervals often split them to obtain a desired
accuracy [11].
Common non-convex set representations are star sets, level sets, Taylor models, and polynomial zono-
topes. The concept of star sets [6] is similar to the one of constrained zonotopes, but logical predicates
instead of linear equality constraints are used to constrain the values of the zonotope factors. Level sets of
nonlinear functions [14] can represent any shape. While star sets and level sets are very expressive (see Fig.
1), it is for many of the relevant operations unclear how they are computed (see Tab. 1). Taylor models [13]
consist of a polynomial and an interval remainder part. A generalization of Taylor models are polynomial
zonotopes, which were first introduced in [2]. A computational efficient sparse representation of polynomial
zonotopes was recently introduced in [12]. Due to their polynomial nature, Taylor models and polynomial
zonotopes are both closed under quadratic and higher-order maps (see Tab. 1).
In this work we introduce constrained polynomial zonotopes, a novel non-convex set representation that
combines the concept of adding equality constraints for the zonotope factors used by constrained zonotopes
[16] with the sparse polynomial zonotope representation in [12]. Constrained polynomial zonotopes are
closed under all relevant set operations (see Tab. 1) and can represent any set in Fig. 1, except support
functions, star sets, and level sets. As shown in Tab. 1, constrained polynomial zonotopes are the only set
representation for which closed-form expressions for the calculation of all relevant set operations exist.
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1.2 Notation and Assumptions
In the remainder of this work, we use the following notations: Sets are denoted by calligraphic letters,
matrices by uppercase letters, vectors by lowercase letters. Given a vector b ∈ Rn, b(i) refers to the i-th
entry. Given a matrix A ∈ Rn×m, A(i,·) represents the i-th matrix row, A(·,j) the j-th column, and A(i,j)
the j-th entry of matrix row i. Given two matrices C and D, [C D] denotes their concatenation. The
symbols 0 and 1 represent matrices of zeros and ones of proper dimension. The empty matrix is denoted by
[ ]. The identity matrix of dimension n× n is denoted by In ∈ Rn×n. For the derivation of computational
complexity, we consider all binary operations, except concatenations; initializations are also not considered.
2 Preliminaries
We first provide some definitions that are important for the remainder of the paper. Polynomial zonotopes
are a non-convex set representation first introduced in [2]. We use the sparse representation of polynomial
zonotopes from [12]:
Definition 1 (Polynomial Zonotope) [12, Def. 1] Given a starting point c ∈ Rn, a generator matrix
of dependent generators G ∈ Rn×h, a generator matrix of independent generators GI ∈ Rn×q, and an
exponent matrix E ∈ Zp×h≥0 , a polynomial zonotope PZ ⊂ Rn is defined as
PZ :=
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i) +
q∑
j=1
βjGI(·,j)
∣∣∣∣∣∣ αk, βj ∈ [−1, 1]
 . (1)
The scalars αk are called dependent factors, and the scalars βj independent factors. For a concise notation
we use the shorthand PZ = 〈c,G,GI , E〉PZ . In contrast to [12, Def. 1], we explicitly do not integrate the
starting point c in G. 
Constrained zonotopes, which were introduced in [16], can represent arbitrary bounded polytopes:
Definition 2 (Constrained Zonotope) [16, Def. 3] Given a center vector c ∈ Rn, a generator matrix
G ∈ Rn×p, a constraint matrix A ∈ Rm×p, and a constraint vector b ∈ Rm, a constrained zonotope
CZ ⊂ Rn is
CZ :=
{
c+
p∑
i=1
αiG(·,i)
∣∣∣∣ p∑
i=1
αiA(·,i) = b, αi ∈ [−1, 1]
}
. (2)
For a concise notation we use the shorthand CZ = 〈c,G,A, b〉CZ . 
An ellipsoid is defined as follows:
Definition 3 (Ellipsoid) [7, Eq. 2.3] Given a symmetric and positive definite matrix Q ∈ Rn×n and a
center vector c ∈ Rn, an ellipsoid E ⊂ Rn is defined as
E := {x ∣∣ (x− c)TQ−1(x− c) ≤ 1}. (3)
For a concise notation, we use the shorthand E = 〈c,Q〉E . 
The set operations considered in this paper are listed in Tab. 1. Given two sets S1,S2 ⊂ Rn and a set
S3 ⊂ Rw, these operations are defined as follows:
−Linear map : M ⊗ S1 = {Ms1 | s1 ∈ S1}, M ∈ Rw×n (4)
−Minkowski sum : S1 ⊕ S2 = {s1 + s2 | s1 ∈ S1, s2 ∈ S2} (5)
−Cartesian prod. : S1 × S3 = {[s1 s3]T | s1 ∈ S1, s3 ∈ S3} (6)
−Convex hull : conv(S1,S2) =
{
1
2
(1 + λ)s1 +
1
2
(1− λ)s2 | s1 ∈ S1, s2 ∈ S2, λ ∈ [−1, 1]
}
(7)
−Quadratic map : sq(Q,S1) = {x | x(i) = sT1 Qis1, s1 ∈ S1, i = 1 . . . w}, Qi ∈ Rn×n (8)
−Intersection : S1 ∩ S2 = {s | s ∈ S1, s ∈ S2} (9)
−Union : S1 ∪ S2 = {s | s ∈ S1 ∨ s ∈ S2} (10)
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3 Definition of Constrained Polynomial Zonotopes
In this section, we introduce constrained polynomial zonotopes (CPZs), demonstrate the concept of CPZs
with an example, and derive some useful identities. A CPZ is constructed by adding polynomial equality
constraints to a polynomial zonotope:
Definition 4 (Constrained Polynomial Zonotope) Given a starting point c ∈ Rn, a generator matrix
G ∈ Rn×h, an exponent matrix E ∈ Zp×h≥0 , a constraint generator matrix A ∈ Rm×q, a constraint vector
b ∈ Rm, and a constraint exponent matrix R ∈ Zp×q≥0 , a constrained polynomial zonotope is defined as
CPZ :=
{
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q∑
i=1
(
p∏
k=1
α
R(k,i)
k
)
A(·,i) = b, αk ∈ [−1, 1]
}
. (11)
The constrained polynomial zonotope is regular if
∀i, j : i 6= j ⇒ E(·,i) 6= E(·,j) and ∀i : E(·,i) 6= 0, (12)
and
∀i, j : i 6= j ⇒ R(·,i) 6= R(·,j) and ∀i : R(·,i) 6= 0. (13)
We call the scalars αk the factors of the CPZ. The number of factors is p, the number of generators G(·,i)
is h, the number of constraints is m, and the number of constraint generators A(·,i) is q. 
All components of a set i have index i, e.g., pi, hi, mi and qi belong to CPZi. For the derivation of
the computational complexity of set operations with respect to the dimension n we make the assumption
that
p = apn, h = ahn, q = aqn, m = amn, (14)
with ap, ah, aq, am ∈ R≥0. The quantity of scalar numbers µ required to store a CPZ is
µ = (n+ p)h+ n+ (m+ p)q +m (15)
since c has n entries, G has nh entries, E has ph entries, A has mq entries, b has m entries, and R has pq
entries. We call µ the representation size of the CPZ. For a concise notation, we introduce the shorthand
CPZ = 〈c,G,E,A, b,R〉CPZ . We demonstrate the concept of CPZs with an example:
Example 1 The CPZ
CPZ =
〈[
0
0
]
,
[
1 0 1 −1
0 1 1 1
]
,
1 0 1 20 1 1 0
0 0 1 1
 , [1 −0.5 0.5] , 0.5,
0 1 21 0 0
0 1 0
〉
CPZ
defines the set
CPZ =
{[
0
0
]
+
[
1
0
]
α1 +
[
0
1
]
α2 +
[
1
1
]
α1α2α3 +
[−1
1
]
α21α3
∣∣∣∣
α2 − 0.5α1α3 + 0.5α21 = 0.5, α1, α2, α3 ∈ [−1, 1]
}
.
A visualization of the set is shown in Fig. 2.
For further derivations, we establish some useful identities. According to the definition of CPZs in (11)
it holds that{
c+
h1∑
i=1
(
p∏
k=1
α
E1(k,i)
k
)
G1(·,i) +
h2∑
i=1
(
p∏
k=1
α
E2(k,i)
k
)
G2(·,i)
∣∣∣∣ q∑
i=1
(
p∏
k=1
α
R(k,i)
k
)
A(·,i) = b, αk ∈ [−1, 1]
}
= 〈c, [G1 G2], [E1 E2], A, b, R〉CPZ
(16)
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Fig. 2 Visualization of the CPZ from Example 1: polynomial constraint (left), unconstrained polynomial zonotope (right,
blue), and constrained polynomial zonotope (right, red).
and{
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q1∑
i=1
(
p∏
k=1
α
R1(k,i)
k
)
A1(·,i) = b1,
q2∑
i=1
(
p∏
k=1
α
R2(k,i)
k
)
A2(·,i) = b2, αk ∈ [−1, 1]
}
=
〈
c,G,E,
[
A1 0
0 A2
]
,
[
b1
b2
]
,
[
R1 R2
]〉
CPZ
.
(17)
Furthermore, it holds that{
c+
p∑
k=1
αk G(·,k)
∣∣∣∣ p∑
k=1
αk A(·,k) = b, αk ∈ [−1, 1]
}
=
{
c+
p∑
i=1
(
p∏
k=1
α
Ip(k,i)
k
)
G(·,i)
∣∣∣∣ p∑
i=1
(
p∏
k=1
α
Ip(k,i)
k
)
A(·,i) = b, αk ∈ [−1, 1]
}
= 〈c,G, Ip, A, b, Ip〉CPZ .
(18)
4 Preliminary Operations
We first introduce some preliminary operations that are required for many other operations.
4.1 Transformation to a Regular Representation
Some set operations result in a CPZ that is not regular. We therefore introduce operations that transform
a non-regular CPZ into a regular one. The compactGen operation returns a CPZ with a regular exponent
matrix:
Proposition 1 (Compact Generators) Given CPZ = 〈c,G,E,A, b,R〉CPZ , the operation compactGen re-
turns a representation of CPZ with a regular exponent matrix and has complexity O(ph log(h) + n(h− 1)):
compactGen(CPZ) = 〈c,G,E,A, b,R〉CPZ
with E = uniqueColumns(E) ∈ Zp×k≥0 , Hj =
{
i | E(l,j) = E(l,i) ∀l ∈ {1 . . . p}
}
,
G =
[ ∑
i∈H1
G(·,i) . . .
∑
i∈Hk
G(·,i)
]
,
(19)
where the operation uniqueColumns removes identical matrix columns until all columns are unique. 
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Proof For a CPZ where the exponent matrix E = [e e] consists of two identical columns e ∈ Zp≥0, it holds
that{( p∏
k=1
α
e(k)
k
)
G(·,1) +
( p∏
k=1
α
e(k)
k
)
G(·,2)
∣∣∣∣ αk ∈ [−1, 1]} = {( p∏
k=1
α
e(k)
k
)(
G(·,1) +G(·,2)
) ∣∣∣∣ αk ∈ [−1, 1]}.
Summation of the generators for terms α
e(1)
1 · . . . · α
e(p)
p with identical exponents therefore does not change
the set, which proves that compactGen(CPZ) ≡ CPZ. Furthermore, since the operation uniqueColomns
removes all identical matrix columns, it holds that the resulting exponent matrix E is regular (see (12)).
Complexity: The operation uniqueColumns in combination with the construction of the sets Hj can be
efficiently implemented by sorting the matrix columns followed by an identification of identical neighbors,
which can be realized with a worst-case complexity ofO(ph log(h)). The construction of the generator matrix
G in (19) has a worst-case complexity of O(n(h − 1)). The overall complexity is therefore O(ph log(h)) +
O(n(h− 1)) = O(ph log(h) + n(h− 1)). 
Furthermore, the compactCon operation returns a CPZ with a regular constraint exponent matrix:
Proposition 2 (Compact Constraints) Given CPZ = 〈c,G,E,A, b,R〉CPZ , the operation compactCon re-
turns a representation of CPZ with a regular constraint exponent matrix and has complexity O(pq log(q) +
m(q − 1)):
compactCon(CPZ) = 〈c,G,E,A, b, R〉CPZ
with R = uniqueColumns(R) ∈ Zp×k≥0 , Hj =
{
i | R(l,j) = R(l,i) ∀l ∈ {1 . . . p}
}
,
A =
[ ∑
i∈H1
A(·,i) . . .
∑
i∈Hk
A(·,i)
]
,
(20)
where the operation uniqueColumns removes identical matrix columns until all columns are unique. 
Proof The proof is analogous to the proof for Prop. 2. 
5 Conversion from other Set Representations
This section shows how other set representations can be converted to CPZs.
5.1 Polynomial Zonotopes, Taylor Models, Zonotopes, and Intervals
We first prove that each polynomial zonotope can be represented as a CPZ:
Proposition 3 (Conversion Polynomial Zonotope) A polynomial zonotope PZ = 〈c,G,GI , E〉PZ can be
represented as a CPZ:
PZ =
〈
c,
[
G GI
]
,
[
E 0
0 Iq
]
, [ ], [ ]
〉
CPZ
. (21)
The complexity of the conversion is O(1). 
Proof The proposition is obtained by substituting the independent factors β1, . . . , βq in the definition of
polynomial zonotopes in (1) with additional dependent factors αp+1, . . . , αp+q, which yields
PZ =
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i) +
q∑
j=1
βjGI(·,j)
∣∣∣∣∣∣ αk, βj ∈ [−1, 1]

βj :=αp+j
and
(18)
=
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i) +
q∑
j=1
( q∏
k=1
α
Iq(k,j)
p+k
)
GI(·,j)
∣∣∣∣∣∣ αk ∈ [−1, 1]
 (16)=
〈
c,
[
G GI
]
,
[
E 0
0 Iq
]
, [ ], [ ]
〉
CPZ
.
Complexity: The complexity of the conversion is O(1) since the construction of the CPZ only involves
concatenations. 
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According to [12, Prop. 4], the set defined by a Taylor model can be equivalently represented as a poly-
nomial zonotope. Furthermore, according to [12, Prop. 3] any zonotope can be represented as a polynomial
zonotope, and any interval can be represented as a zonotope [1, Prop. 2.1]. It therefore holds according to
Prop. 3 that any Taylor model, any zonotope, and any interval can be represented as a CPZ.
5.2 Constrained Zonotopes
Next, we show that any constrained zonotope can be represented as a CPZ.
Proposition 4 (Conversion Constrained Zonotope) A constrained zonotope CZ = 〈c,G,A, b〉CZ can be
represented as a CPZ:
CZ = 〈c,G, Ip, A, b, Ip〉CPZ . (22)
The complexity of the conversion is O(1). 
Proof The proposition directly follows from the definition of constrained zonotopes in (2) and the identity
in (18):
CZ =
{
c+
p∑
i=1
αiG(·,i)
∣∣∣∣ p∑
i=1
αiA(·,i) = b, αi ∈ [−1, 1]
}
(18)
=
{
c+
p∑
i=1
(
p∏
k=1
α
Ip(k,i)
k
)
G(·,i)
∣∣∣∣ p∑
i=1
(
p∏
k=1
α
Ip(k,i)
k
)
A(·,i) = b, αk ∈ [−1, 1]
}
=
〈
c,G, Ip, A, b, Ip
〉
CPZ
.
Complexity: The complexity of the conversion is O(1) since the construction of the CPZ only involves
initializations. 
5.3 Polytopes
There are two possibilities to represent a bounded polytope as a CPZ. According to [12, Theorem 1], every
bounded polytope can be represented as a polynomial zonotope. Therefore, any bounded polytope can be
converted to an CPZ by first representing it as a polynomial zonotope followed by a conversion of the
polynomial zonotope to a CPZ according to Prop. 3. Furthermore, it holds according to [16, Theorem 1]
that any bounded polytope can be represented as a constrained zonotope. Therefore, the second possibility
for the conversion of a bounded polytope to a CPZ is to first represent the polytope as a constrained
zonotope, and then convert the constrained zonotope to a CPZ using Prop. 4. Which of the two methods
results in the more compact representation depends on the polytope.
5.4 Ellipsoids
We prove that any ellipsoid can be converted to a CPZ:
Proposition 5 (Conversion Ellipsoid) An ellipsoid E = 〈c,Q〉E can be represented by an CPZ:
E =
〈
c, V

√
λ1 0
. . .
0
√
λn

︸ ︷︷ ︸
G
,
[
In
0
]
︸ ︷︷ ︸
E
,
[−0.5 1]︸ ︷︷ ︸
A
, 0.5︸︷︷︸
b
,
[
0 2In
1 0
]
︸ ︷︷ ︸
R
〉
CPZ
, (23)
where the eigenvalues λ1, . . . , λn, the matrix of eigenvalues D, and the matrix of eigenvectors V are obtained
by the eigenvalue decomposition
Q = V
λ1 0. . .
0 λn

︸ ︷︷ ︸
D
V T . (24)
The complexity of the conversion is O(n3). 
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Proof The matrices A,R and the vector b in (23) define the constraint
− 0.5αn+1 + α21 + · · ·+ α2n = 0.5. (25)
Since αn+1 ∈ [−1, 1], (25) is equivalent to the constraint
0 ≤ α21 + · · ·+ α2n ≤ 1. (26)
Using the eigenvalue decomposition of the matrix Q from (24) it holds that
Q−1
(24)
= (V DV T )−1 = V D−1V T . (27)
Inserting (27) into the definition of an ellipsoid in (3) yields
E ={x ∣∣ (x− c)TQ−1(x− c) ≤ 1} = {c+ x ∣∣ xTQ−1x ≤ 1} (27)= {c+ x ∣∣ (V Tx)TD−1(V Tx) ≤ 1} z:=V Tx=
{
c+ V z
∣∣ zTD−1z ≤ 1} (24)= {c+ V z ∣∣∣∣ z2(1)λ1 + · · ·+ z
2
(n)
λn
≤ 1
}
.
(28)
We define the factors αk of the CPZ as αk =
z(k)√
λk
, k = 1, . . . , n, so that
z(k) =
√
λk αk. (29)
Inserting (29) into (28) finally yields{
c+ V z
∣∣∣∣ z2(1)λ1 + · · ·+ z
2
(n)
λn
≤ 1
}
(29)
=
{
c+
n∑
k=1
√
λk αkV(·,k)
∣∣∣∣ α21 + · · ·+ α2n ≤ 1}
(25),(26)
=
{
c+
n∑
k=1
√
λk αkV(·,k)
∣∣∣∣ − 0.5αn+1 + α21 + · · ·+ α2n = 0.5, α1, . . . , αn+1 ∈ [−1, 1]}
(23)
= 〈c,G,E,A, b,R〉CPZ .
(30)
Complexity: Computation of the eigenvalue decomposition Q = V TDV in (24) has complexity O(n3)
[15]. The computation of G in (23) requires n2 multiplications and the calculation of n square roots and
therefore has complexity O(n2)+O(n) = O(n2). Since all other required operations are concatenations, the
overall complexity results by adding the complexity of the eigenvalue decomposition and the complexity of
computing G, which yields O(n2) +O(n3) = O(n3). 
6 Set Operations
In this section, we derive all set operations on CPZs shown in Tab. 1.
Proposition 6 (Linear Map) Given a regular CPZ = 〈c,G,E,A, b,R〉CPZ and a matrix M ∈ Rw×n, the
linear map is computed as
M ⊗ CPZ = 〈Mc,MG,E,A, b,R〉CPZ ,
which has complexity O(wµ) with respect to the representation size µ and complexity O(wn2) with respect
to the dimension n. 
Proof The result follows directly from inserting the definition of CPZs in (11) into the definition of the
operator ⊗ in (4).
Complexity: The complexity results from the complexity of matrix multiplications and is therefore
O(wnh) + O(wn) = O(wnh). Since nh ≤ µ (see (15)), it holds that O(wnh) = O(wµ). Using (14), it
furthermore holds that O(wnh) = O(wn2). 
Proposition 7 (Minkowski Sum) Given two regular CPZs, CPZ1 = 〈c1, G1, E1, A1, b1, R1〉CPZ and CPZ2 =
〈c2, G2, E2, A2, b2, R2〉CPZ , their Minkowski sum is computed as
CPZ1 ⊕ CPZ2 =
〈
c1 + c2,
[
G1 G2
]
,
[
E1 0
0 E2
]
,
[
A1 0
0 A2
]
,
[
b1
b2
]
,
[
R1 0
0 R2
]〉
CPZ
,
which has complexity O(n) with respect to the dimension n. 
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Proof The result is obtained by inserting the definition of CPZs in (11) into the definition of the Minkowski
sum in (5) and using (16),(17):
CPZ1 ⊕ CPZ2 =
{
c1 + c2 +
h1∑
i=1
( p1∏
k=1
α
E1(k,i)
k
)
G1(·,i) +
h2∑
i=1
( p2∏
k=1
α
E2(k,i)
p1+k
)
G2(·,i)
∣∣∣∣
q1∑
i=1
( p1∏
k=1
α
R1(k,i)
k
)
A1(·,i) = b1,
q2∑
i=1
( p2∏
k=1
α
R2(k,i)
p1+k
)
A2(·,i) = b2, αk ∈ [−1, 1]
}
(16),(17)
=
〈
c1 + c2,
[
G1 G2
]
,
[
E1 0
0 E2
]
,
[
A1 0
0 A2
]
,
[
b1
b2
]
,
[
R1 0
0 R2
]〉
CPZ
.
Complexity: The computation of the new starting point c1 + c2 has complexity O(n). Since all other
operations required for the construction of the resulting CPZ are concatenations, it holds that the overall
complexity is O(n). 
Proposition 8 (Cartesian Product) Given two regular CPZs, CPZ1 = 〈c1, G1, E1, A1, b1, R1〉CPZ ⊂ Rn
and CPZ2 = 〈c2, G2, E2, A2, b2, R2〉CPZ ⊂ Rw, their Cartesian product is computed as
CPZ1 × CPZ2 =
〈[
c1
c2
] [
G1 0
0 G2
]
,
[
E1 0
0 E2
]
,
[
A1 0
0 A2
]
,
[
b1
b2
]
,
[
R1 0
0 R2
]〉
CPZ
,
which has complexity O(1). 
Proof The result is obtained by inserting the definition of CPZs in (11) into the definition of the Cartesian
product in (6) and using (16),(17):
CPZ1 × CPZ2 =
{[
c1
0
]
+
[
0
c2
]
+
h1∑
i=1
( p1∏
k=1
α
E1(k,i)
k
)[
G1(·,i)
0
]
+
h2∑
i=1
( p2∏
k=1
α
E2(k,i)
p1+k
)[
0
G2(·,i)
] ∣∣∣∣
q1∑
i=1
( p1∏
k=1
α
R1(k,i)
k
)
A1(·,i) = 0,
q2∑
i=1
( p2∏
k=1
α
R2(k,i)
p1+k
)
A2(·,i) = 0, αk ∈ [−1, 1]
}
(16),(17)
=
〈[
c1
c2
] [
G1 0
0 G2
]
,
[
E1 0
0 E2
]
,
[
A1 0
0 A2
]
,
[
b1
b2
]
,
[
R1 0
0 R2
]〉
CPZ
.
Complexity: The construction of the resulting CPZ only involves concatenations and therefore has
complexity O(1). 
Proposition 9 (Convex Hull) Given two regular CPZs, CPZ1 = 〈c1, G1, E1, A1, b1, R1〉CPZ and CPZ2 =
〈c2, G2, E2, A2, b2, R2〉CPZ , the convex hull is computed as
conv(CPZ1, CPZ2) =
〈
1
2
(c1 + c2),
1
2
[
(c1 − c2) G1 G1 G2 −G2
]
,0 E1 E1 0 00 0 0 E2 E2
1 0 1 0 1
 , [A1 0
0 A2
]
,
[
b1
b2
]
,
R1 00 R2
0 0
〉
CPZ
,
(31)
which has complexity O(µ1 + µ2) with respect to the representation sizes µ1 and µ2 and complexity O(n2)
with respect to the dimension n. 
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Proof The result is obtained by inserting the definition of CPZs in (1) into the definition of the convex hull
in (7) and using (16),(17):
conv(CPZ1, CPZ2) ={
1
2
(c1 + c2) +
1
2
(c1 − c2)λ+ 1
2
h1∑
i=1
( p1∏
k=1
α
E1(k,i)
k
)
G1(·,i) +
1
2
h1∑
i=1
λ
( p1∏
k=1
α
E1(k,i)
k
)
G1(·,i)+
1
2
h2∑
i=1
( p1+p2∏
k=p1+1
α
E2(k,i)
k
)
G2(·,i) − 12
h2∑
i=1
λ
( p2∏
k=1
α
E2(k,i)
p1+k
)
G2(·,i)
∣∣∣∣ q1∑
i=1
( p1∏
k=1
α
R1(k,i)
k
)
A1(·,i) = b1,
q2∑
i=1
( p2∏
k=1
α
R2(k,i)
p1+k
)
A2(·,i) = b2, αk ∈ [−1, 1]
}
(16),(17)
and
αp1+p2+1:=λ=
〈
1
2
(c1 + c2),
1
2
[
(c1 − c2) G1 G1 G2 −G2
]
,0 E1 E1 0 00 0 0 E2 E2
1 0 1 0 1
 , [A1 0
0 A2
]
,
[
b1
b2
]
,
R1 00 R2
0 0
〉
CPZ
.
(32)
For the transformation in the last line of (32), we substituted λ with an additional factor αp1+p2+1. Since
λ ∈ [−1, 1] and αp1+p2+1 ∈ [−1, 1], the substitution does not change the set.
Complexity: The construction of the matrix starting point c = 0.5(c1 + c2) in (31) requires n additions
and n multiplications. The construction of the generator matrix G = 0.5
[
(c1 − c2) G1 G1 G2 −G2
]
in (31)
requires n subtractions and n(2h1 + 2h2 + 1) multiplications. The overall complexity is therefore
O(2n) +O(n(2h1 + 3h2 + 1)) = O(n(h1 + h2)︸ ︷︷ ︸
(15)
≤ µ1+µ2
) = O(µ1 + µ2)
with respect to the representation sizes µ1 and µ2. Using (14), it furthermore holds that O(2n)+O(n(2h1+
3h2 + 1)) = O(n2). 
Proposition 10 (Quadratic Map) Given a regular CPZ = 〈c,G,E,A, b,R〉CPZ ⊂ Rn and a discrete set
of matrices Qi ∈ Rn×n, i = 1 . . . w, the quadratic map (see (8)) is computed as
sq(Q, CPZ) =
〈
c,
[
Ĝ1 Ĝ2 G1 . . . Gh
]
,
[
E E E1 . . . Eh
]
, A, b, R
〉
CPZ
with c =
c
TQ1c
...
cTQwc
 , Ĝ1 =
c
TQ1G
...
cTQwG
 , Ĝ2 =
G
TQ1c
...
GTQwc
 ,
Ej = E + E(·,j) 1, Gj =
G
T
(·,j)Q1G
...
GT(·,j)QwG
 , j = 1 . . . h.
(33)
The compactGen operation is applied to obtain a regular CPZ. The overall complexity is O(µ2w)+O(µ2 log(µ))
with respect to the representation size µ and O(n3(w + log(n))) with respect to the dimension n. 
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Proof The result is obtained by inserting the definition of CPZs in (1) into the definition of the quadratic
map in (8), which yields
sq(Q, CPZ) =
{
x
∣∣∣∣ x(i) = (c+ h∑
j=1
p∏
k=1
α
E(k,j)
k G(·,j)
)T
Qi
(
c+
h∑
l=1
p∏
k=1
α
E(k,l)
k G(·,l)
)
,
q∑
j=1
(
p∏
k=1
α
R(k,j)
k
)
A(·,j) = b, i = 1 . . . w, αk ∈ [−1, 1]
}
=
{
x
∣∣∣∣ x(i) = cTQic︸ ︷︷ ︸
(33)
= c(i)
+
h∑
l=1
( p∏
k=1
α
E(k,l)
k
)
cTQiG(·,l)︸ ︷︷ ︸
(33)
= Ĝ1(i,l)
+
h∑
j=1
( p∏
k=1
α
E(k,j)
k
)
GT(·,j)Qic︸ ︷︷ ︸
(33)
= Ĝ2(i,j)
+
h∑
j=1
h∑
l=1
( p∏
k=1
α
E(k,j)+E(k,l)
k︸ ︷︷ ︸
(33)
= α
Ej(k,l)
k
)
GT(·,j)QiG(·,l)︸ ︷︷ ︸
(33)
= Gj(i,l)
,
q∑
j=1
(
p∏
k=1
α
R(k,j)
k
)
A(·,j) = b, i = 1 . . . w, αk ∈ [−1, 1]
}
=
〈
c,
[
Ĝ1 Ĝ2 G1 . . . Gh
]
,
[
E1 E2 E1 . . . Eh
]
, A, b, R
〉
CPZ
.
Note that only the generator matrix, but not the exponent matrix, is different for each dimension x(i).
Complexity: The construction of the starting point c in (33) has complexityO(wn2) and the construction
of the matrices Ĝ1 and Ĝ2 in (33) has complexity O(n2hw). The construction of the matrices Ej in (33) has
complexity O(h2p), and the construction of the matrices Gj in (33) has complexity O(n2hw) + O(nh2w)
if the results for QiG are stored and reused. The resulting CPZ has dimension n = w and has h = h
2 + 2h
generators. Since the complexity of the compactGen operation is O(ph log(h) + n(h− 1)) (see Prop. 1), the
complexity of the subsequent application of compactGen is O(p(h2 + 2h) log(h2 + 2h) + w(h2 + 2h − 1)).
The resulting overall complexity is therefore
O(wn2) +O(n2hw) +O(n2hw) +O(nh2w) +O(p(h2 + 2h) log(h2 + 2h) + w(h2 + 2h− 1))
= O(n2hw︸ ︷︷ ︸
(15)
≤ µ2w
) +O(nh2w︸ ︷︷ ︸
(15)
≤ µ2w
) +O(p(h2 + h)︸ ︷︷ ︸
(15)
≤ µ2
log(h2 + h︸ ︷︷ ︸
(15)
≤ µ2
) + w(h2 + h)︸ ︷︷ ︸
(15)
≤ µ2w
)
= O(µ2w) +O(µ2 log(µ))
(34)
with respect to the representation size µ. Using (14) it furthermore holds that (34) is identical to O(n3(w+
log(n))). 
The extension to cubic or higher-order maps of sets, as well as the extension to mixed quadratic maps
involving two different CPZs is straightforward and therefore omitted due to space limitations.
Proposition 11 (Intersection) Given two regular CPZs, CPZ1 = 〈c1, G1, E1, A1, b1, R1〉CPZ and CPZ2 =
〈c2, G2, E2, A2, b2, R2〉CPZ , their intersection is computed as
CPZ1 ∩ CPZ2 =
〈
c1, G1,
[
E1
0
]
,
A1 0 0 00 A2 0 0
0 0 G1 −G2
 ,
 b1b2
c2 − c1
 , [R1 0 E1 0
0 R2 0 E2
]〉
CPZ
, (35)
which has complexity O ((µ1 + µ2)2 log(µ1 + µ2)) with respect to the representation sizes µ1 and µ2 and
complexity O(n2 log(n)) with respect to the dimension n. The compactCon operation is applied to obtain a
regular CPZ. 
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Proof The outline of the proof is inspired by [16, Prop. 1]. We compute the intersection by restricting the
factors αk of CPZ1 to values that belong to points that are located inside CPZ2, which is identical to
adding the equality constraint
c1 +
h1∑
i=1
(
p1∏
k=1
α
E1(k,i)
k
)
G1(·,i)︸ ︷︷ ︸
=x∈CPZ1
= c2 +
h2∑
i=1
(
p2∏
k=1
α
E2(k,i)
p1+k
)
G2(·,i)︸ ︷︷ ︸
=x∈CPZ2
to CPZ1:
CPZ1 ∩ CPZ2 =
{
c1 +
h1∑
i=1
(
p1∏
k=1
α
E1(k,i)
k
)
G1(·,i)
∣∣∣∣ q1∑
i=1
(
p1∏
k=1
α
R1(k,i)
k
)
A1(·,i) = b1,
q2∑
i=1
(
p2∏
k=1
α
R2(k,i)
p1+k
)
A2(·,i) = b2,
c1 − c2 +
h1∑
i=1
(
p1∏
k=1
α
E1(k,i)
k
)
G1(·,i) −
h2∑
i=1
(
p2∏
k=1
α
E2(k,i)
p1+k
)
G2(·,i),
αk ∈ [−1, 1]
}
(17)
=
〈
c1, G1,
[
E1
0
]
,
A1 0 0 00 A2 0 0
0 0 G1 −G2
 ,
 b1b2
c2 − c1
 , [R1 0 E1 0
0 R2 0 E2
]〉
CPZ
.
Complexity: The computation of c2 − c1 in (35) has complexity O(n). Subsequent application of the
compactCon operation has according to Prop. 2 complexity O(pq log(q) +m(q − 1)). It holds according to
(35) that p = p1 + p2, q = q1 + q2 + h1 + h2, and m = m1 +m2 + n. The overall complexity is therefore
O(n) +O(( p1 + p2︸ ︷︷ ︸
(15)
≤ µ1+µ2
)(q1 + q2 + h1 + h2︸ ︷︷ ︸
(15)
≤ µ1+µ2
) log(q1 + q2 + h1 + h2︸ ︷︷ ︸
(15)
≤ µ1+µ2
) + (m1 +m2 + n︸ ︷︷ ︸
(15)
≤ µ1+µ2
)(q1 + q2 + h1 + h2 − 1︸ ︷︷ ︸
(15)
≤ µ1+µ2
))
= O
(
(µ1 + µ2)
2 log(µ1 + µ2)
)
.
(36)
with respect to the representation sizes µ1 and µ2. Using (14) it furthermore holds that (36) is identical to
O(n2 log(n)). 
As a prerequisite for the proof of the union operation we introduce the constrDom operation:
Definition 5 Given a constraint defined by the constraint generator matrix A ∈ Rm×q, the constraint
vector b ∈ Rm, and the constraint exponent matrix R ∈ Zp×q≥0 , constrDom returns the set of values satisfying
the constraint:
constrDom(A, b,R) =
{
α
∣∣∣∣ q∑
i=1
(
p∏
k=1
α
R(k,i)
k
)
A(·,i) = b, αk ∈ [−1, 1]
}
,
where α = [α1, . . . , αp]
T . 
Using Def. 5, it is obvious that the following identity holds:〈
c,G,E,
[
A1 0
0 A2
]
,
[
b1
b2
]
,
[
R1 R2
]〉
CPZ
={
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q∑
i=1
(
p∏
k=1
α
R1(k,i)
k
)
A1(·,i) = b1, α ∈ D
}
with D = constrDom(A2, b2, R2),
(37)
where α = [α1, . . . , αp]
T . As another prerequisite, we introduce the following Lemma:
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Lemma 1 Given a starting point c ∈ Rn, a generator matrix G ∈ Rn×h, an exponent matrix E ∈ Rp×h,
and two domains D1,D2 ⊆ [−1,1] ⊂ Rp, it holds that
{
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ (D1 ∪ D2)} ={
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ D1} ∪ {c+ h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ D2},
where α = [α1, . . . , αp]
T . 
Proof We prove the lemma using the definition of the union operation in (10):
{
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ (D1 ∪ D2)} = {c+ h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ D1 ∨ α ∈ D2}
= {x | x ∈ CPZ1 ∨ x ∈ CPZ2} (10)= CPZ1 ∪ CPZ2
with CPZ1 =
{
c+
h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ D1}, CPZ2 = {c+ h∑
i=1
(
p∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ α ∈ D2}.

Theorem 1 (Union) Given two regular CPZs, CPZ1 = 〈c1, G1, E1, A1, b1R1〉CPZ and CPZ2 = 〈c2, G2,
E2, A2, b2, R2〉CPZ , their union is computed as
CPZ1 ∪ CPZ2 =
〈
0.5(c1 + c2)︸ ︷︷ ︸
c
,
[
0.5(c1 − c2) G1 G2
]︸ ︷︷ ︸
G
,

1 0 0
0 0 0
0 E1 0
0 0 E2

︸ ︷︷ ︸
E
,

Â 0 0 0 0
0 A 0 0 0
0 0 A1 0 −0.5 b1
0 0 0 A2 0.5 b2

︸ ︷︷ ︸
A
,

b̂
b
0.5 b1
0.5 b2

︸ ︷︷ ︸
b
,
R̂ R

0 0 1
0 0 0
R1 0 0
0 R2 0


︸ ︷︷ ︸
R
〉
CPZ
(38)
with Â = 1, b̂ = 1, R̂ =
[
1 1 0
]T
,
A =
[
1 −1 12p1 1 − 12p1 1 − 12p2 1 − 12p2 1 − 14p1p2 1 14p1p2 1
]
, b = 0,
R =


1 0 0 1 0 1
0 1 0 0 0 0
0 0 2Ip1 2Ip1 0 0
0 0 0 0 2Ip2 2Ip2

00
H
 10
H

 , H =

[
2 . . . 2
]
0
. . .
0
[
2 . . . 2
]
2Ip2 . . . 2Ip2
 .
The compactCon operation is applied to obtain a regular CPZ. The complexity for computation of the union
is O ((µ1 + µ2)µ1µ2 log(µ1µ2)) with respect to the representation sizes µ1 and µ2 and O(n3 log(n)) with
respect to the dimension n. 
Proof The outline of the proof is as follows: We first show that the constraints in (38) restrict the values
for the factors αk to the domain D = D1 ∪D2. Afterwards, we apply Lemma 1 to express the result in (38)
as 〈c,G,E,A, b,R〉CPZ = S1 ∪ S2, where S1,S2 represent the sets correpsonding to the domains D1,D2,
respectively. Finally we show that S1 ≡ CPZ1 and S2 ≡ CPZ2 holds, which concludes the proof.
14 Niklas Kochdumper, Matthias Althoff
Domain defined by the constraints
Subsequently, we show that constraints defined in (38) restrict the values for the factors αk to the
domain D = D1 ∪ D2. The matrices Â, R̂ and the vector b̂ in (38) define the constraint
α1α2 = 1. (39)
The only solutions for (39) within the domain α1 ∈ [−1, 1], α2 ∈ [−1, 1] are the two points α1 = 1, α2 = 1
and α1 = −1, α2 = −1. The constraint (39) therefore restricts the values for the factors αk to the domain
D̂ = constrDom(Â, b̂, R̂) = [1 1 [−1, 1] . . . [−1, 1]]T︸ ︷︷ ︸
D̂1
∪ [−1 −1 [−1, 1] . . . [−1, 1]]T︸ ︷︷ ︸
D̂2
(40)
The matrices A,R and the vector b in (38) define the constraint
q2∑
i=1
(
p1+p2+2∏
k=1
α
R(k,i)
k
)
A(·,i) =
(
1 + α1 +
1
2
f1(α)(1− α1)
)(
1− 1
2
f2(α)
)
− α2 − 1︸ ︷︷ ︸
g(α)
= 0 = b
with f1(α) =
1
p1
p1∑
i=3
α2i , f2(α) =
1
p2
p1+p2+2∑
i=p1+3
α2i .
(41)
Let D = constrDom(A, b,R) denote the restricted domain for the factor values corresponding to the con-
straint g(α) = 0 (see (41)). Then the factor domain D for the combination of the constraints defined by
Â, b̂, R̂ and A, b,R is given as
D = constrDom(Â, b̂, R̂) ∩ constrDom(A, b,R) = D̂ ∩ D (40)= (D̂1 ∩ D)︸ ︷︷ ︸
D1
∪ (D̂2 ∩ D)︸ ︷︷ ︸
D2
. (42)
To compute the domain D1 = D̂1 ∩ D we insert the values α1 = 1, α2 = 1 from D̂1 into g(α) = 0. This
yields f2(α) = 0 according to (41), which is only satisfiable for αp1+3 = 0, . . . , αp1+p2+2 = 0. Inserting the
values α1 = −1, α2 = −1 from D̂2 into g(α) = 0 yields according to (41)
f1(α)
(
1− 1
2
f2(α)︸ ︷︷ ︸
∈[0,1]
)
︸ ︷︷ ︸
∈[0.5,1]
= 0, (43)
which is only satisfiable for f1(α) = 0. Since the constraint f1(α) = 0 is only satisfiable for α3 =
0, . . . , αp1+2 = 0 according to (41), the constraint g(α) = 0 is consequently also only satisfiable for
α3 = 0, . . . , αp1+2 = 0. In summary, the restricted domain for combining the constraint (39) and g(α) = 0
is
D = constrDom
([
Â 0
0 A
]
︸ ︷︷ ︸
AU
,
[
b̂
b
]
︸︷︷︸
bU
,
[
R̂ R
]
︸ ︷︷ ︸
RU
)
(42)
= (D̂1 ∩ D)︸ ︷︷ ︸
D1
∪ (D̂2 ∩ D)︸ ︷︷ ︸
D2
=
{ [
1 1 α3 . . . αp1+2 0
]T | α3, . . . , αp1+2 ∈ [−1, 1]}︸ ︷︷ ︸
D1
∪
{ [−1 −1 0 αp1+3 . . . αp1+p2+2]T | αp1+3, . . . , αp1+p2+2 ∈ [−1, 1]}︸ ︷︷ ︸
D2
.
(44)
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Reformulation as union of sets
Using the domain D as defined in (44) and introducing
AL =
[
A1 0 −0.5 b1
0 A2 0.5 b2
]
, bL =
[
0.5 b1
0.5 b2
]
, RL =

0 0 1
0 0 0
R1 0 0
0 R2 0
 , (45)
(38) can be equivalently formulated as
〈
c,G,E,

Â 0 0 0 0
0 A 0 0 0
0 0 A1 0 −0.5 b1
0 0 0 A2 0.5 b2

︸ ︷︷ ︸
A
,

b̂
b
0.5 b1
0.5 b2

︸ ︷︷ ︸
b
,
R̂ R

0 0 1
0 0 0
R1 0 0
0 R2 0


︸ ︷︷ ︸
R
〉
CPZ
(44),(45)
=
〈
c,G,E,
[
AU 0
0 AL
]
,
[
bU
bL
]
,
[
RU RL
]〉
CPZ
(37),(44)
=
{
c+
h∑
i=1
(
p1+p2+2∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q∑
i=1
(
p1+p2+2∏
k=1
α
RL(k,i)
k
)
AL(·,i) = bL, [α1, . . . , αp1+p2+2]
T ∈ D
}
Lemma 1
and
D=D1∪D2=
{
c+
h∑
i=1
(
p1+p2+2∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q∑
i=1
(
p1+p2+2∏
k=1
α
RL(k,i)
k
)
AL(·,i) = bL, [α1, . . . , αp1+p2+2]
T ∈ D1
}
︸ ︷︷ ︸
=S1
∪
{
c+
h∑
i=1
(
p1+p2+2∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q∑
i=1
(
p1+p2+2∏
k=1
α
RL(k,i)
k
)
AL(·,i) = bL, [α1, . . . , αp1+p2+2]
T ∈ D2
}
︸ ︷︷ ︸
=S2
.
(46)
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Equivalence of sets
It remains to show that S1 ≡ CPZ1 and S2 ≡ CPZ2. Inserting the definition of the domain D1 in (44)
into the definition of the set S1 in (46) yields
S1 =
{
c+
h∑
i=1
(
p1+p2+2∏
k=1
α
E(k,i)
k
)
G(·,i)
∣∣∣∣ q∑
i=1
(
p1+p2+2∏
k=1
α
RL(k,i)
k
)
AL(·,i) = bL, α1, α2 = 1,
α3, . . . , αp1+2 ∈ [−1, 1], αp1+3, . . . , αp1+p2+2 = 0
}
(38),(16)
and
(45),(17)
=
{
0.5(c1 + c2) + 0.5(c1 − c2)α1︸ ︷︷ ︸
α1=1
= c1
+
h1∑
i=1
( p1∏
k=1
α
E1(k,i)
2+k
)
G1(·,i) +
h2∑
i=1
( p2∏
k=1
α
E2(k,i)
2+p1+k
)
︸ ︷︷ ︸
=0
G2(·,i)
∣∣∣∣
q1∑
i=1
( p1∏
k=1
α
R1(k,i)
2+k
)
A1(·,i) = 0.5b1 + 0.5b1α1︸ ︷︷ ︸
α1=1
= b1
,
q2∑
i=1
( p2∏
k=1
α
R2(k,i)
2+p1+k
)
︸ ︷︷ ︸
=0
A2(·,i) = 0.5b2 − 0.5b2α1︸ ︷︷ ︸
α1=1
= 0
,
α1, α2 = 1, α3, . . . , αp1+2 ∈ [−1, 1], αp1+3, . . . , αp1+p2+2 = 0
}
=
{
c1 +
h1∑
i=1
( p1∏
k=1
α
E1(k,i)
2+k
)
G1(·,i)
∣∣∣∣ q1∑
i=1
( p1∏
k=1
α
R1(k,i)
2+k
)
A1(·,i) = 0, α3, . . . , αp1+2 ∈ [−1, 1]
}
≡ CPZ1.
(47)
The proof that S2 ≡ CPZ2 is similar to the proof in (47) and therefore omitted at this point.
Complexity: We first consider the assembly of the resulting CPZ in (38). The computation of the
vectors 0.5(c1 + c2) and 0.5(c1 − c2) in (38) requires n additions, n subtractions, and 2n multiplications.
The computation of −0.5 b1, 0.5 b1 and 0.5 b2 in (38) requires 2m1 + m2 multiplications. Computation
of the matrix A in (38) requires 5 multiplication and 2 divisions. Since the construction of the remaining
matrices only involves concatenations, the resulting complexity for the construction of the CPZ is
O(4n+ 2m1 +m2 + 7) = O(n+m1 +m2︸ ︷︷ ︸
(15)
≤ µ1+µ2
) = O(µ1 + µ2). (48)
Next, we consider the subsequent application of the compactCon operation. The constraint generator matrix
A for the resulting CPZ in (38) has q = 1 + q̂ + q + q1 + q2 = 4 + 2p1 + 2p2 + 2p1p2 + q1 + q2 columns
since Â has q̂ = 1 column, A has q = 2 + 2p1 + 2p2 + 2p1p2 columns, A1 has q1 columns, and A2 has q2
columns. Furthermore, the matrix A in (38) has m = m̂ + m + m1 + m2 = 2 + m1 + m2 rows since Â
has m̂ = 1 row, A has m = 1 rows, A1 has m1 rows, and A2 has m2 rows. The number of factors of the
resulting CPZ is p = p1 + p2 + 2. Since the complexity of the compactCon operation is according to Prop. 2
O(pq log(q) +m(q − 1)), the subsequent application of compactCon is
O((p1 + p2 + 2)(4 + 2p1 + 2p2 + 2p1p2 + q1 + q2) log(4 + 2p1 + 2p2 + 2p1p2 + q1 + q2)
+ (2 +m1 +m2)(3 + 2p1 + 2p2 + 2p1p2 + q1 + q2)
)
=
O(( p1 + p2︸ ︷︷ ︸
(15)
≤ µ1+µ2
)(p1 + p2 + p1p2 + q1 + q2︸ ︷︷ ︸
(15)
≤ µ1µ2
) log(p1 + p2 + p1p2 + q1 + q2︸ ︷︷ ︸
(15)
≤ µ1µ2
) + (m1 +m2︸ ︷︷ ︸
(15)
≤ µ1+µ2
)(p1 + p2 + p1p2 + q1 + q2︸ ︷︷ ︸
(15)
≤ µ1µ2
)
= O ((µ1 + µ2)µ1µ2 log(µ1µ2)) .
(49)
Combining (48) and (49) yields
O(µ1 + µ2) +O ((µ1 + µ2)µ1µ2 log(µ1µ2)) = O ((µ1 + µ2)µ1µ2 log(µ1µ2))
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exact nonlinear map
CPZ enclosure
Fig. 3 Visualization of the polytope P in (51) (left) and the computed enclosure of the nonlinear map defined by the
function f(x1, x2) in (50) (right).
for the overall complexity with respect to the representation sizes µ1 and µ2. Using (14) it furthermore holds
that the overall complexity resulting from the combination of (48) and (49) is identical to O(n3 log(n)). 
7 Numerical Example
For the numerical experiments, we implemented CPZs in the MATLAB toolbox CORA [3]. The implemen-
tation will be made publicly available with the next CORA release. All computations are carried out on a
2.9GHz quad-core i7 processor with 32GB memory.
One often occurring task in set-based computing is to calculate for a given initial set the map of a
nonlinear function. We demonstrate with a numerical example how CPZs can be used to tightly enclose
sets resulting from nonlinear maps. Let us consider the nonlinear function
f(x1, x2) =
{
f1(x1, x2), 0.5 x
2
1 ≤ x2
f2(x1, x2), otherwise
with f1(x1, x2) =
[−1.6 + 0.5 x2 (2− x1) + cos(0.5 x2)
0.5 + x22 + sin(0.4 x1 − 1)
]
,
f2(x1, x2) =
[−0.6 + 2 sin(0.3 x2) + e0.3 x1
0.1 + x1 x2
]
(50)
and the polytope
P =
{[−1
1
]
δ1 +
[
0
−1
]
δ2 +
[
1
0
]
δ3
∣∣∣∣ δ1, δ2, δ3 ≥ 0, δ1 + δ2 + δ3 = 1}. (51)
The task is to compute the nonlinear map defined by the function f(x1, x2) for the polytope P in an
over-approximative way. First, we convert the polytope P in (51) to a CPZ according to Sec. 5.3, which
yields
P =
{[−0.25
0.25
]
+
[−0.75
0.75
]
α1 +
[−0.25
−0.25
]
α2 +
[
0.25
0.25
]
α1α2
∣∣∣∣ α1, α2 ∈ [−1, 1]}. (52)
Next, we compute the intersection of P with the regions 0.5 x21 ≤ x2 and 0.5 x21 > x2 in (50) according to
Prop. 11. Afterward, we have to compute the maps of the nonlinear functions f1(x1, x2) and f2(x1, x2) in
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(50). To achieve this, we abstract the nonlinear functions with a Taylor expansion of order 2:
fi(j)(x) ∈ fi(j)(x∗) +
∂fi(j)(x˜)
∂x˜
∣∣∣∣
x˜=x∗
(x− x∗) + 1
2
(x− x∗)T ∂
2fi(j)(x˜)
∂x˜2
∣∣∣∣
x˜=x∗
(x− x∗)︸ ︷︷ ︸
p(x)
+L, i = 1, 2, j = 1, 2
with L =
1
6
(x1 − x∗(1)) (x− x∗)T T1 (x− x∗) + 16 (x2 − x
∗
(2)) (x− x∗)T T2 (x− x∗),
T1 =
∂3fi(j)(x˜)
∂x˜2∂x˜1
∣∣∣∣
x˜∈(x∗,x)
, T2 =
∂3fi(j)(x˜)
∂x˜2∂x˜2
∣∣∣∣
x˜∈(x∗,x)
,
(53)
where x = [x1 x2]
T . Since CPZs are closed under linear, quadratic, and higher-order maps, the polynomial
part p(x) of the Taylor series in (53) can be evaluated exactly. The Lagrange remainder L in (53) is enclosed
tightly using interval arithmetic [11]. Finally we compute the union of the maps from the two nonlinear
functions f1(x1, x2) and f2(x1, x2) according to Theorem 1, which yields a very tight enclosure of the
function f(x1, x2) in (50) as visualized in Fig. 3. The computation of the nonlinear map takes 0.63 seconds.
8 Conclusion
We introduced constrained polynomial zonotopes, a novel non-convex set representation that is closed under
linear map, Minkowski sum, Cartesian product, convex hull, intersection, union, and quadratic and higher
order maps. We derived closed formulas for all relevant set operations, and showed that the computational
complexity of all relevant set operations is at most polynomial in the representation size. Furthermore,
we derived closed formulas for the representation of zonotopes, polytopes, polynomial zonotopes, Taylor
models, and ellipsoids as constrained polynomial zonotopes. The computational complexity of the conversion
from other set representations is at most polynomial with respect to the dimension.
Acknowledgements The authors gratefully acknowledge financial support by the German Research Foundation (DFG)
project faveAC under grant AL 1185/5 1.
References
1. Althoff, M.: Reachability analysis and its application to the safety assessment of autonomous cars. Dissertation,
Technische Universita¨t Mu¨nchen (2010)
2. Althoff, M.: Reachability analysis of nonlinear systems using conservative polynomialization and non-convex sets. In:
Hybrid Systems: Computation and Control, pp. 173–182 (2013)
3. Althoff, M.: An introduction to CORA 2015. In: Proc. of the Workshop on Applied Verification for Continuous and
Hybrid Systems, pp. 120–151 (2015)
4. Althoff, M., Frehse, G.: Combining zonotopes and support functions for efficient reachability analysis of linear systems.
In: Proc. of the 55th IEEE Conference on Decision and Control, pp. 7439–7446 (2016)
5. Althoff, M., Krogh, B.H.: Zonotope bundles for the efficient computation of reachable sets. In: Proc. of the 50th IEEE
Conference on Decision and Control, pp. 6814–6821 (2011)
6. Bak, S., Duggirala, P.S.: Simulation-equivalent reachability of large linear systems with inputs. In: Proc. of International
Conference on Computer Aided Verification, pp. 401–420 (2017)
7. Boyd, S., Vandenberghe, L.: Convex Optimization. Cambridge University Press (2004)
8. Gru¨nbaum, B.: Convex Polytopes. Graduate Texts in Mathematics. Springer (2003)
9. Guernic, C.L., Girard, A.: Reachability analysis of linear systems using support functions. Nonlinear Analysis: Hybrid
Systems 4(2), 250–262 (2010)
10. Hiriart-Urruty, J.B., Lemare´chal, C.: Fundamentals of convex analysis. Springer Science & Business Media (2012)
11. Jaulin, L., Kieffer, M., Didrit, O.: Applied Interval Analysis. Springer (2006)
12. Kochdumper, N., Althoff, M.: Sparse polynomial zonotopes: A novel set representation for reachability analysis. arXiv
preprint arXiv:1901.01780 (2019)
13. Makino, K., Berz, M.: Taylor models and other validated functional inclusion methods. International Journal of Pure
and Applied Mathematics 4(4), 379–456 (2003)
14. Osher, S., Fedkiw, R.: Level set methods and dynamic implicit surfaces, vol. 153. Springer Science & Business Media
(2006)
15. Pan, V.Y., Chen, Z.Q.: The complexity of the matrix eigenproblem. In: Proceedings of the thirty-first annual ACM
symposium on Theory of computing, pp. 507–516. ACM (1999)
16. Scott, J.K., Raimondo, D.M., Marseglia, G.R., Braatz, R.D.: Constrained zonotopes: A new tool for set-based estima-
tion and fault detection. Automatica 69, 126–136 (2016)
17. Tiwary, H.R.: On the hardness of computing intersection, union and Minkowski sum of polytopes. Discrete and
Computational Geometry 40, 469–479 (2008)
18. Ziegler, G.M.: Lectures on Polytopes. Graduate Texts in Mathematics. Springer (2012)
