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Abstract
For Wishart density functions, we study the risk dominance problems of the restricted maximum likeli-
hood estimators of mean matrices with respect to the Kullback–Leibler loss function over restricted pa-
rameter space under the simple tree ordering set. The results are directly applied to the estimation of
covariance matrices for the completely balanced multivariate multi-way random effects models without
interactions.
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1. Introduction
Let Ai , i = 1, . . . , k, be k mutually independent p × p matrices which are Wishart dis-
tributedwith ni (p) degrees of freedom and expectation nii being positive deﬁnite, denoted by
Ai ∼ Wp(ni,i ), i = 1, . . . , k. Let
Gi = n−1i Ai , i = 1, . . . , k, (1.1)
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then the log-likelihood function of Gi (i = 1, . . . , k) can be expressed as
l(G,) = 1
2
k∑
i=1
ni{ln |−1i Gi | − tr(−1i Gi )} + c(G), (1.2)
where c(G) is a function of G = (G1, . . . ,Gk) and independent of  = (1, . . . ,k), and tr(B)
denotes the trace of matrix B. Notice that G is the (unrestricted) maximum likelihood estimator
(MLE), unbiased and moment estimator of . Furthermore, consider the following Kullback–
Leibler loss function
L(̂0,) =
k∑
i=1
ni{tr(̂0i −1i ) − ln |̂0i −1i | − p}, (1.3)
where ̂0 = (̂01, . . . , ̂0k).
The risk dominance problems of moment estimators, unrestricted MLEs, James–Stein-type
minimax estimators and their improved estimators of mean matrices under the Kullback–Leibler
loss function over the whole parameter space have been well investigated in the literature (see
Stein [12,13], Haff [4,5], Takemura [14], Dey and Srinivasan [3], Loh [9], Konno [7], Sheena and
Takemura [10], Yang and Berger [17], Srivastava and Kubokawa [11], and references therein).
Attentions have mostly paid on the one-sample and two-sample problems. Based on the decompo-
sitions of Tsai [15], the risk dominance results of two-sample problem can be similarly extended
to those of k-sample problems over the whole parameter space. However, the story is different for
the problems over restricted parameter spaces. As such, in this paper we will focus attentions on
the risk dominance problems over restricted parameter space under the simplest partial ordering
set.
Let  be a partial order on the index set {1, . . . , k}. The vector  is said to be isotonic with
respect to  if it is order preserving in the Löwner sense. This means that if ji, then i − j
is positive semi-deﬁnite (p.s.d.), which is written as ij throughout this paper. Deﬁne
K = { : 1i , i = 2, . . . , k}. (1.4)
The set (1.4), which has the simplest structure among all partial ordering sets, is called the simple
tree ordering set in the literature. Obviously, K is a closed and convex cone. Anderson et al. [2]
ﬁrst successfully obtained the MLEs for the completely balanced multivariate one-way random
effect model in which only two matrices are involved. Their ﬁnding is equivalent to that of ﬁnding
the MLEs under the set-up (1.4) when k = 2, namely for the case K = { : 12}. For general
k (2), Tsai [15] further obtained the restricted MLE of  which lies in K (1.4), and his result
can be easily applied to ﬁnd the corresponding MLEs of unknown covariance matrices for the
completely balanced multivariate multi-way random effects models without interactions.
Srivastava and Kubokawa [11] mentioned that it remains hard to express the Haff [5] type
estimators or the Yang and Berger [17] type estimators in the closed-forms under the set K =
{ : 12}. And hence, they adopted the conditional approach to study some risk dominances
of two-sample problem under the condition that 12. However, it is difﬁcult to apply their
method to general types of estimators inmore complicatedmodels. To overcome it, Kubokawa and
Tsai [8] adopted the Stein–Haff identity to study risk dominances for the one-way multivariate
mixed effects models (namely, for the case of only two unknown matrices involved). In this
paper, we further extend the results of Kubokawa and Tsai [8] to the cases when more than two
matrices (k3) are involved. The James–Stein-type estimators of i , i = 1, . . . , k with respect
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to the Kullback–Leibler loss function (1.3) over restricted parameter space under the simple
tree ordering set K are studied in Section 2. The main result in Section 2 is to use the Stein–Haff
identity and the optimalization techniques developed in Tsai [15] to show that the restricted MLEs
dominate the unrestricted MLEs (moment estimators) with respect to the Kullback–Leibler loss
function (1.3) over restricted parameter space under the simple tree ordering set K. On the basis
of restricted MLEs, we further construct the improving estimators and study the risk dominance
problems with respect to the Kullback–Leibler loss function (1.3) under the simple tree ordering
set K. Although the inadmissibility of restricted MLEs of  under the Kullback–Leibler loss
function (1.3) over the simple tree ordering set K can be established, one of the disadvantages for
these improving estimators is that they do not lie in restricted parameter space over the simple tree
ordering set K. We still have difﬁculties to ﬁnd out the estimators which not only dominate the
restricted MLEs but also lie in parameter space over the simple tree ordering set K. In Section 3,
we apply the results of Section 2 to the risk dominance problems of unknown covariance matrices
for the completely balanced multivariate multi-way random effects models without interactions.
Some simulation studies of risks of estimators proposed in Section 2 and of other new estimators
constructed by reordering the eigenvalues are reported in the last section.
2. Risk dominance
To extend the risk dominance results of two-sample problem to those of k-sample problems
over the whole parameter space, we may decompose the unrestricted MLEs Gi as TiT′i , where
Ti , i = 1, . . . , k are the lower triangular matrices, and consider the James and Stein [6] type
minimax estimators ̂JSi = TiDiT′i , i = 1, . . . , k, where Di = diag(di1, . . . , dip) with dij =
ni/(ni + p + 1 − 2j), j = 1, . . . , p. For each i, it is well known that Gi is dominated by the
minimax estimator ̂JSi under the Stein loss function. Let ̂JS = (̂JS1 , . . . , ̂JSk ), then it is also
easy to infer that the unrestricted MLE G is dominated by the Stein-type minimax estimator ̂JS
relative to the Kullback–Leibler loss function.
On the other hand, Tsai [15] extended Theorem A.2.2 of Anderson [1] to propose the following
simultaneous decompositions
Gi = W1
⎛⎝ i∏
j=1
Vj
⎞⎠Fi
⎛⎝ i∏
j=1
Vj
⎞⎠′ W′1, i = 1, . . . , k, (2.1)
where F1 = V1 = V2 = I, W1 ∈ N (p), the group of non-singular matrices, with probability
one, Vj ∈ O(p), the group of orthogonal matrices, with probability one, j = 3, . . . , k, and
Fi = ch(GiG−11 ), i = 2, . . . , k, with ch(B) denoting the ordered diagonal matrix of eigenvalues
of B (i.e., Fi = diag(fi1, . . . , fip), and fi1 > · · · > fip with probability one, i = 2, . . . , k).
The decomposition (2.1) may shed the lights on constructing the improving estimators for the
k-sample problems. We propose a general class of estimators of the forms
̂i (Bi ) = W1
⎛⎝ i∏
j=1
Vj
⎞⎠Bi
⎛⎝ i∏
j=1
Vj
⎞⎠′ W′1, i = 1, . . . , k, (2.2)
where Bi ∈ D(p), a set of p × p positive diagonal matrices, with probability one for all
i = 1, . . . , k. Consider the special case of (2.2), let ̂S1 = ̂1(D∗1) and ̂Si = ̂i (DiFi ), i =
2, . . . , k, where D∗1 = diag(d∗11, . . . , d∗1p) with d∗1j = n1/(n1 −p−1+2j), j = 1, . . . , p. When
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k = 2, Kubokawa and Tsai [8] showed that the estimator ̂Si dominates the James–Stein-type
minimax estimator ̂JSi under the Kullback–Leibler loss function for each i, i = 1, 2. Let ̂S =
(̂S1 , . . . , ̂
S
k ), then by using the Stein–Haff identity (see Loh [9] and Konno [7]) their results can
be further generalized to that the estimator ̂S dominates the James–Stein-typeminimax estimator
̂JS relative to the Kullback–Leibler loss (1.3). Other dominance results for the whole parameter
space have been derived by Tsai and Kubokawa [16] although the details are omitted here.
Note that the invariant transformations for the whole parameter space case cannot be directly
applied to the case over restricted parameter space under the simple tree ordering set K (1.4).
As such, we consider the subgroup of the linear transformations given as i → CiC′,Gi →
CGiC′, i = 1, . . . , k, where C is the lower triangular. Let Gi = TiT′i , i = 1, . . . , k, where Ti are
the lower triangular matrices. By using similar arguments as those in James and Stein [6], then
the best invariant estimators of i , i = 1, . . . , k are of the forms
̂RJSi = TiDT′i , i = 1, . . . , k, (2.3)
where
D = diag{d1, . . . , dp} with dj = n/[n + k(p + 1 − 2j)], j = 1, . . . , p, (2.4)
and n =∑ki=1 ni .
Let ̂RJS = (̂RJS1 , . . . , ̂RJSk ), then it is easy to see that the moment estimator G is dominated
by the James–Stein-type estimator ̂RJS relative to the Kullback–Leibler loss (1.3) over the set
K = { : 1i , i = 2, . . . , k}. Next, consider the estimators
̂SM1 = ̂1(D∗) and ̂SMi = ̂i (DFi ), i = 2, . . . , k, (2.5)
where
D∗ = diag(d∗1 , . . . , d∗p) with d∗j =
n
n − k(p + 1 − 2j) , j = 1, . . . , p. (2.6)
Let ̂SM = (̂SM1 , . . . , ̂SMk ), then it can be easily shown that the estimator ̂SM dominates the
James–Stein-type estimator ̂RJS relative to the Kullback–Leibler loss (1.3) over the setK = { :
1i , i = 2, . . . , k}.
In passing, we may note that Gi is both the unrestricted MLE and the moment estimator of
i , i = 1, . . . , k. Let A = ((aij )) and B = ((bij )) be any two matrices, and denote max{A,B} =
((max(aij , bij ))). Then the restricted MLEs of i ,∀i = 1, . . . , k, under the simple tree ordering
set K = { : 1i , i = 2, . . . , k} obtained by Tsai [15] are of the forms
̂MLi = ̂i (Ĥ−1̂iĤ−1), i = 1, . . . , k, (2.7)
where
Ĥ = n 12
(
k∑
i=1
ni̂
−1
i Fi
)− 12
and ̂i = max{Fi , I}, i = 2, . . . , k. (2.8)
Let E∈KL(̂0,) be the Kullback–Leibler risk of estimator ̂0 over the set K, and ̂ML
= (̂ML1 , . . . , ̂MLk ). Then we obtain the following main result.
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Theorem 2.1. The restricted MLE ̂ML dominates the unrestricted MLE (moment estimator) G
relative to the Kullback–Leibler loss (1.3) over the set K = { : 1i , i = 2, . . . , k}.
Proof. Let ̂0 = (̂01, . . . , ̂0k)′ and ̂1 = (̂11, · · · , ̂1k)′. Then the risk difference between the
estimators ̂0 and ̂1 under the set K is
E∈KL(̂0,) − E∈KL(̂1,) (2.9)
= E∈K
{
k∑
i=1
ni{tr[−1i (̂0i − ̂i )] − ln |̂0i (̂1i )−1|}
}
= E∈K
{
k∑
i=1
ni tr[−1i (̂0i − ̂1i )]
}
+ E∈K
{
k∑
i=1
ni tr[I − ̂0i (̂1i )−1]
}
+ E∈K
{
k∑
i=1
ni
[
tr(̂0i (̂
1
i )
−1) − ln |̂0i (̂1i )−1| − p
]}
= J1 + J2 + J3 say.
Take ̂0 = Gi and ̂1 = ̂ML.AlsowriteG1 = QiQ′i ,Gi = QiFiQ′i and ̂MLi = QiĤ−2̂iQ′i ,
i = 1, . . . , k. Note that∑ki=1 niĤ2̂−1i Fi = nI, thus J2 = 0 and
J3 = E∈K
{
k∑
i=1
ni[tr(Ĥ2̂−1i Fi ) − ln |Ĥ2̂−1i Fi | − p]
}
= −E∈K
{
k∑
i=1
ni ln |Ĥ2̂−1i Fi |
}
= −E∈K
{
k∑
i=1
ni(ln |−1i QiFiQ′i | − ln |−1i QiĤ−2̂iQ′i |)
}
. (2.10)
Moreover, after some simple manipulations, we note that
Ĥ−2̂i = n−1max{(B0i + niI)Fi ,B0i + niFi}
= diag(mi1, . . . , mip), i = 1, . . . , k, (2.11)
where
B0i =
∑
j =i
nj min(I,Fj ), i = 1, . . . , k. (2.12)
It is obvious that B0i + niInI,∀i = 1, . . . , k. Let
i = max{Fi , (n1 + ni)−1(n1I + niFi )}
= diag(max(fi1, (n1 + ni)−1(n1 + nifi1)), . . . ,max(fip, (n1 + ni)−1(n1 + nifip)))
= diag(i1, . . . ,ip), i = 1, . . . , k. (2.13)
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Then,
J1 = E∈K
{
k∑
i=1
ni tr[(Fi − Ĥ−2̂i )Q′i−1i Qi]
}
= E∈K
{
k∑
i=1
ni tr[(Fi−i )Q′i−1i Qi]
}
+E∈K
{
k∑
i=1
ni tr[(i−Ĥ−2̂i )Q′i−1i Qi]
}
= J11 + J12 say. (2.14)
Note that1 = F1 andiFi , i = 2, · · · , k. Ifi = Fi , i = 2, . . . , k, then J11 = 0. Suppose
that i = (n1 + ni)−1(n1I + niFi ), then Fi ≺ i ≺ I (i.e., fij < ij < 1, j = 1, . . . , p), i =
2, . . . , k. Also note that −11 
−1
i , i = 2, . . . , k, under the set K = { : 1i , i = 2, . . . , k},
thus
J11 = E∈K
{
k∑
i=1
ni tr[(Fi−1i − I)iQ′i−1i Qi]
}
 E∈K
{
k∑
i=1
ni tr[(Fi−1i − I)(n1 + ni)−1(n1Q′i−11 Qi + niFiQ′i−1i Qi )]
}
= J ′11 say. (2.15)
For each ﬁxed i (2 ik), we sequentially deal with the pair (G1 = QiQ′i ,Gi = QiFiQ′i ) by
conditional on the remaining G′sj ,∀j = 1, i. Applying the Haff–Stein identity for each i, and
after some simple manipulations, then we have
J ′11 = E∈K
{
k∑
i=1
ni tr[(Fi−1i − I)]
}
= E∈K
⎧⎨⎩
k∑
i=1
ni
⎡⎣ p∑
j=1
(
fij
ij
− 1
)⎤⎦⎫⎬⎭ . (2.16)
For J12, ﬁrst note that if i = Fi , then FiI, and hence i − Ĥ−2̂ii − n−1[(n −
ni)I + niFi]0, i = 1, . . . , k. Consider the case that i = Fi ,∀i = 1, . . . , k, then we have
̂i = I,∀i = 1, . . . , k. Those imply that Ĥ−2 = I, and hence i − Ĥ−2̂i = 0, i = 1, . . . , k.
Thus, J12 = 0. Secondly, suppose that i = (n1 + ni)−1(n1I + niFi ), then FiI, and hence
̂i = I, i = 1, . . . , k. In this situation, if i − Ĥ−2̂i0,∀i = 1, . . . , k, then i − Ĥ−2̂i =
i − Ĥ−2 = i − n−1∑ki=1 niFi ,∀i = 1, . . . , k. When k = 3, after some straightforward
simpliﬁcations it is easy to see that F2 = F3. By mathematical induction, if FiI,∀i = 1, . . . , k,
then we have that F2 = · · · = Fk . As such, we have i − n−1∑ki=1 niFi = i − n−1[n1 +
(n − n1)Fi] = n1(n − n1 − ni)n−1(n1 + ni)−1(I − Fi )0,∀i = 1, . . . , k. This leads to that
i − Ĥ−2̂i = 0,∀i = 1, . . . , k. Thus, ifi = (n1 + ni)−1(n1I + niFi ) we may conclude that
i − Ĥ−2̂i0(i.e.,ij mij ,∀j = 1, . . . , p),∀i = 1, . . . , k. And hence J120. Under this
circumstance, by similar arguments as above we also have that Ĥ−2 = n−1[n1I + (n − n1)Fi],
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i = 2, . . . , k. Thus, Fi − Ĥ−2̂i = n1(Fi − I)0 (i.e., mij fij ,∀j = 1, . . . , p),∀i = 1, . . . , k.
Moreover, by (2.10) it is easy to see that J30. Therefore, we have
J12 + J3 = E∈K
{
k∑
i=1
ni[tr(iQ′i−1i Qi ) − ln |FiQ′i−1i Qi |]
}
−E∈K
{
k∑
i=1
ni[tr(Ĥ−2̂iQ′i−1i Qi ) − ln |Ĥ−2̂iQ′i−1i Qi |]
}
= E∈K
{
k∑
i=1
ni[(tr(iQ′i−1i Qi ) − ln |FiQ′i−1i Qi | − p)
−(tr(Ĥ−2̂iQ′i−1i Qi ) − ln |Ĥ−2̂iQ′i−1i Qi | − p)]
}
 0. (2.17)
Note that i = (n1 + ni)−1(n1I + niFi ) and FiI, i = 1, . . . , k, thus tr(iQ′i−1i Qi ) −
ln |FiQ′i−1i Qi | − p0 and tr(Ĥ−2̂iQ′i−1i Qi ) − ln |Ĥ−2̂iQ′i−1i Qi | − p0, i = 1, . . . , k,
with probability one. To ensure that each term inside the bracket of right-hand side of Eq. (2.17) is
non-negative with probability one, it requires that tr(Ĥ−2̂iQ′i−1i Qi )− ln |Ĥ−2̂iQ′i−1i Qi | −
p = 0, i = 1, . . . , k, with probability one. And this can be achieved by replacing i with the
restrictedMLEs ̂MLi , i = 1, . . . , k, under the setK = { : 1i , i = 2, . . . , k}. Therefore, the
minimumvalue ofJ12+J3 occurswheni are replaced by the restrictedMLEs ̂MLi , i = 1, . . . , k,
under the set K = { : 1i , i = 2, . . . , k}. As such, we have
J12 + J3  E∈K
{
k∑
i=1
ni[tr(iQ′i (̂MLi )−1Qi ) − ln |FiQ′i (̂MLi )−1Qi | − p]
}
= E∈K
{
k∑
i=1
ni[tr(iĤ2̂−1i − I) − ln |Ĥ2̂−1i Fi |]
}
= E∈K
⎧⎨⎩
k∑
i=1
ni
⎡⎣ p∑
j=1
(
ij
mij
− 1 − ln fij
mij
)⎤⎦⎫⎬⎭
 0. (2.18)
Therefore, by (2.16) and (2.18), we have
J ′11 + J12 + J3  E∈K
⎧⎨⎩
k∑
i=1
ni
p∑
j=1
[(
fij
ij
− ln fij
ij
− 1
)
+
(
ij
mij
− ln ij
mij
− 1
)]⎫⎬⎭
 0.
And hence, the theorem follows. 
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Based on the restricted MLEs, we reorder the eigenvalues to construct new estimators under the
simple tree ordering set K in (1.4). First, consider the estimator ̂RS = (̂RS1 , . . . , ̂RSk ), where
̂RS1 = ̂1(Ĥ−1D∗Ĥ−1) and ̂RSi = ̂i (Ĥ−1D̂iĤ−1), i = 2, . . . , k. (2.19)
In passing, via (2.4), (2.6) and (2.11) it is obvious to see that d−1j , d∗j and mij are monotone de-
creasing in j , for all i2. The matrix D∗ is order-preserving, but the matrices DĤ−1̂iĤ−1, i =
2, . . . , k, are non-order-preserving. Thus the estimators ̂RTKi , i = 2, . . . , k, can be improved
on by the order-preserving estimators. Let MRi = Ĥ−1D̂iĤ−1 = diag(mri1, . . . , mrip), i =
2, . . . , k. Also letm0rij be the j th largest element in (m
r
i1, . . . , m
r
ip), so thatm
0r
i1 · · · m0rip ,∀i =
2, . . . , k. Let M0Ri = diag(m0ri1 , . . . , m0rip ),∀i = 2, . . . , k. Consider the estimator ̂ORS =
(̂RS1 , ̂
ORS
2 , . . . , ̂
ORS
k ), where
̂ORSi = ̂i (M0Ri ), i = 2, . . . , k. (2.20)
By similar arguments as those in the unrestricted parameter case, we may conclude that the
estimator ̂ORS dominates the estimator ̂RS relative to the Kullback–Leibler loss (1.3) over the
set K = { : 1i , i = 2, . . . , k}.
Moreover, consider the modiﬁcations of ̂RS as in the followings: ̂RS1 = (̂RS11 , · · · , ̂RS1k )′,
̂RS2 = (̂RS21 , . . . , ̂RS2k )′ and ̂RS3 = (̂RS31 , . . . , ̂RS3k )′, where
̂RS11 = ̂1(Ĥ−1 max{D∗, I}Ĥ−1), ̂RS1i = ̂i (Ĥ−1̂iĤ−1), i = 2, . . . , k, (2.21)
̂RS21 = ̂1(Ĥ−2), ̂RS2i = ̂i (Ĥ−1 min{D, I}̂iĤ−1), i = 2, . . . , k, (2.22)
and
̂RS31 = ̂1(Ĥ−1 max{D∗, I}Ĥ−1), ̂RS3i = ̂i (Ĥ−1 min{D, I}̂iĤ−1),
i = 2, . . . , k. (2.23)
Then, we have the following.
Theorem 2.2. The restricted MLE ̂ML is dominated by the estimators ̂RS1 and ̂RS2, respec-
tively, and the estimators ̂RS1 and ̂RS2 are dominated by the estimator ̂RS3, relative to the
Kullback–Leibler loss (1.3) over the set K = { : 1i , i = 2, . . . , k}.
Proof. (I). Firstly, we study the risk difference between the restricted MLE ̂ML and the estimator
̂RS1 under the set K. Note that
E∈KL(̂ML,) − E∈KL(̂RS1,)
= n1E∈K{tr[̂ML1 (̂RS11 )−1] − ln |̂ML1 (̂RS11 )−1| − p}
+ n1E∈K{tr[−11 (̂ML1 − ̂RS11 )] + tr[I − ̂ML1 (̂RS11 )−1]}
= J1 + J2 say. (2.24)
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Note that J10. By (2.8), it is clear that Ĥ−2I. Thus, we have
J2 = n1E∈K{tr[−11 (̂ML1 − ̂RS11 )] + tr[I − ̂ML1 (̂RS11 )−1]}
= n1E∈K{tr−11 W1Ĥ−1[I − max{D∗, I}]Ĥ−1W′1 + tr[I − (max{D∗, I})−1]}
 n1E∈K{tr−11 W1[I − max{D∗, I}]W′1} + n1 tr[I − (max{D∗, I})−1]
= J21 + J22 say. (2.25)
LetD∗M = max{D∗, I} = diag(d∗M1 , . . . , d∗Mp ). By applying the Stein–Haff identity on J21, then
J21 =
p∑
j=1
[n1 − (n1 − p − 1 + 2j)d∗Mj ]
+ 2E∈K
⎡⎣ p∑
j=1
f2j
∑
l>j
(d∗Mj − d∗Ml )/(f2j − f2l )
⎤⎦

p∑
j=1
[n1 − (n1 − p − 1 + 2j)d∗Mj ], (2.26)
the last inequality holds due to the fact that d∗Mj is monotone decreasing in j . Thus, we have
J21 + J22  n1
⎧⎨⎩
r∑
j=1
[n1 − n(p + 1 − 2j)/(n − k(p + 1 − 2j))]
+
p∑
j=r+1
[n1 − (p + 1 − 2j)] +
r∑
j=1
k(p + 1 − 2j)/n
⎫⎬⎭
 n1
⎧⎨⎩
r∑
j=1
[n1 − n(p + 1 − 2j)/(n − k(p + 1 − 2j))]
+
r∑
j=1
k(p + 1 − 2j)/n
+
p∑
j=r+1
[n1 − n(p + 1 − 2j)/(n − k(p + 1 − 2j))]
+
p∑
j=r+1
k(p + 1 − 2j)/n
⎫⎬⎭
= (1 − n1k/n)
p∑
j=1
(p + 1 − 2j) = 0, (2.27)
where r = [p2 ], the largest integer of p/2.
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(II). Next, we study the risk difference between the estimator ̂RS2 and the restricted MLE ̂ML
under the set K. Note that
E∈KL(̂RS2,) − E∈KL(̂ML,)
= E∈K
k∑
i=2
ni{tr[̂RS2i (̂MLi )−1] − ln |̂RS2i (̂MLi )−1| − p}
+ E∈K
k∑
i=2
ni{tr[−1i (̂RS2i − ̂MLi )] + tr[I − ̂RS2i (̂MLi )−1]}
= J ′1 + J ′2 say. (2.28)
Thus,
J ′2 = E∈K
k∑
i=2
ni{tr[−1i (̂RS2i − ̂MLi )] + tr[I − ̂RS2i (̂MLi )−1]}
= E∈K
k∑
i=2
ni{tr−1i W1Ĥ−1(min{D, I} − I)Ĥ−1W′1 + tr[I − min{D, I}]}
 E∈K
k∑
i=2
ni{tr−1i W1Ĥ−1(min{D, I} − I)Ĥ−1W′1} +
k∑
i=2
ni tr[I − min{D, I}]
= J ′21 + J ′22 say. (2.29)
Let Dm = min{D, I} = diag(dm1 , . . . , dmp ). By applying the Stein–Haff identity on J ′21, then
J ′21 =
k∑
i=2
p∑
j=1
[(ni + p + 1 − 2j)dmj − ni]
+ 2E∈K
⎡⎣ k∑
i=2
p∑
j=1
fij
∑
l>j
(dmj − dml )/(fij − fil)
⎤⎦

k∑
i=2
p∑
j=1
[(ni + p + 1 − 2j)dmj − ni], (2.30)
because dmj is monotone increasing in j . Thus, after simple manipulations, we have
J ′21 + J ′22 
k∑
i=2
⎧⎨⎩
r∑
j=1
[n(p + 1 − 2j)/(n + k(p + 1 − 2j))] +
p∑
j=r+1
(p + 1 − 2j)
⎫⎬⎭

k∑
i=2
p∑
j=1
(p + 1 − 2j) = 0. (2.31)
Finally, the second part of this theorem can also be shown by similar arguments as those in the
proofs of (I) and (II), and hence the details are omitted. 
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In passing, we may note that one of the disadvantages for the estimators ̂SM, ̂RS, ̂ORS, ̂RS1,
̂RS2 and ̂RS3 is that these estimators may not lie in restricted parameter space over the simple
tree ordering set K = { : 1i , i = 2, . . . , k}. Thus, the restricted MLE ̂ML of  over
restricted parameter space under the set K remains interesting from theoretical points of view.
3. An application
For the completely balanced multivariate one-way random effect model, Srivastava and
Kubokawa [11] studied the numerical dominance problems of (restricted) MLEs and Stein-type
estimators over the moment estimators (unrestricted MLEs) relative to the Kullback–Leibler loss
function. Kubokawa and Tsai [8] further studied the estimation of multivariate components of
variance in the multivariate linear regression models with effects being mixed via the Stein–Haff
Wishart identity and showed that each MLE dominates the corresponding moment estimator (un-
restricted MLE), but there is no report on simultaneous study. In practice, we may be interested in
the estimation problem of unknown covariance matrices for the completely balanced multivari-
ate multi-way random effects models without interactions, which allow more than two unknown
covariance matrices to be involved. Namely, for the completely balanced multivariate multi-way
random effects model without interactions:
Xi1...ik = 0 + i1 + · · · + ik−1 + ei1...ik , ij = 1, . . . , Ij , j = 1, . . . , k, (3.1)
where 0 is ﬁxed, ij and ei1...ik are independent random vectors with ij ∼ Np(0,∗j+1) and
ei1···ik ∼ Np(0,1), respectively.
Let X¯i1···im−1∗im+1···ik=I−1m
∑Im
im=1 Xi1···ik ,∀m=1, . . . , k − 1, and X¯∗···∗=(
∏k
j=1 Ij )−1∑I1
i1=1 · · ·
∑Ik
ik=1 Xi1···ik . Also let
Am+1 =
I1∑
i1=1
· · ·
Ik∑
ik=1
(X¯i1···im−1∗im+1···ik − X¯∗···∗)(X¯i1···im−1∗im+1···ik − X¯∗···∗)′,
m = 1, . . . , k − 1,
AT =
I1∑
i1=1
· · ·
Ik∑
ik=1
(Xi1···ik − X¯∗···∗)(Xi1···ik − X¯∗···∗)′
and
Ae = AT −
k−1∑
m=1
Am+1.
Note that the random matricesAe andAm+1 are distributedWp(n1 = ne =∏j=kj=1 Ij −∑k−1j=1 Ij +
k−2,1), Wp(nm+1 = Im−1,m+1 = 1 + (∏j =m Ij )∗m+1),m = 1, . . . , k−1, respectively.
Let G1 = n−11 Ae and Gm+1 = n−1m+1Am+1,m = 1, . . . , k − 1. Thus, the natural estimators of
∗m+1 are
̂
∗u
m+1 =
⎛⎝∏
j =m
Ij
⎞⎠−1 (Gm+1 − G1), m = 1, . . . , k − 1. (3.2)
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And by (3.1), the James–Stein-type estimators of ∗m+1 are
̂∗JSm+1 =
⎛⎝∏
j =m
Ij
⎞⎠−1 (̂RJSm+1 − ̂RJS1 ), m = 1, . . . , k − 1. (3.3)
Moreover, by applying the results of Tsai [15], the MLEs of ∗m+1 are of the forms
̂∗MLm+1 =
⎛⎝∏
j =m
Ij
⎞⎠−1 (̂MLm+1 − ̂ML1 ), m = 1, . . . , k − 1, (3.4)
where ̂MLi , i = 1, . . . , k, deﬁned in (2.7). Let ̂∗u = (G1, ̂∗u2 , . . . , ̂∗uk ), ̂∗JS = (̂RJS1 , ̂∗JS2 ,
. . . , ̂∗JSk ) and ̂∗ML = (̂ML1 , ̂∗ML2 , . . . , ̂∗MLk ). Note that the estimators ̂∗um+1,m = 1, . . . , k−
1, might not be the p.s.d. matrices. And hence, for the model (3.1) we will say that the MLE ̂∗ML
dominates the estimator ̂∗u relative to the Kullback–Leibler loss function (1.3) in the sense that
the (restricted) MLEs ̂ML (2.7) dominates the unbiased estimator G relative to the Kullback–
Leibler loss function (1.3) over the set K = { : 1i , i = 2, . . . , k}. Thus, by virtue of the
facts that the moment estimator G is dominated by the James–Stein-type estimator ̂RJS (2.3)
relative to the Kullback–Leibler loss (1.3) over the set K = { : 1i , i = 2, . . . , k} and
Theorem 2.1, we have the following corollary.
Corollary 3.1. Under the model considered in (3.1), the natural estimator ̂∗u is dominated by
the James–Stein-type estimator ̂∗JS and the MLE ̂∗ML, respectively, relative to the Kullback–
Leibler loss function (1.3).
4. Simulation studies
For the case of parameter space over the simple tree ordering set K = { : 1i , i =
2, . . . , k} which has the simplest structure among all partial ordering sets, it is generally quite
hard to provide a reasonable good proper or reference prior over the simple tree ordering set K.
Moreover, it seems to be intractable to work out the closed-forms of Haff-type estimators or Yang
and Berger-type estimators over the simple tree ordering set K. In this section, we investigate
the risk behaviors of estimators through Monte Carlo simulation. For the simulations, we take
k = 3 and p = 2, 9. For each p, we take some different combinations  = (1,2,3)′ and
n = (n1, n2, n3)′. Independent Wishart variates are generated by the Matlab subroutine and the
matrices decompositions use the algorithm developed in Tsai [15]. The reported risks are the aver-
ages of the loss functions based on 10,000 replications ofAi , i = 1, 2, 3 for each combinationp,n
and . In this study, for simplicity we take 1 = diag{a1, . . . , ap},2 = diag{b1, . . . , bp},3 =
diag{c1, . . . , cp} and let a = (a1, . . . , ap),b = (b1, . . . , bp), c = (c1, . . . , cp).
We investigate the risk behaviors of estimators which are the moment estimator G, the Stein-
type estimator ̂RJS, the modiﬁed Stein-type estimator ̂SM, the restricted MLE ̂ML, the new
estimators ̂RS and its eigenvalue order-preserving estimator ̂ORS, and some other modiﬁed
estimators ̂RS1, ̂RS2, ̂RS3 of ̂RS. Except for the restricted MLE, those estimators may not lie
in restricted parameter space under the simple tree ordering set K. As such, we would also like
to have the simulation studies for some estimators which lie in restricted parameter space under
the simple tree ordering set K, such as ̂T 1 = (̂T 11 , . . . , ̂T 1k ), ̂T 2 = (̂T 21 , . . . , ̂T 2k ), and
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Table 1
p = 2 n = (12, 12, 12) n = (7, 6, 5) n = (40, 70, 90) n = (400, 321, 700)
a = (1, 1) a = (1, 2) a = (2, 3) a = (1, 2)
b = (1, 1) b = (2, 3) b = (2, 33) b = (995, 2)
c = (1, 1) c = (3, 2) c = (26, 3) c = (3, 2785)
G 9.5966 10.3552 9.1116 9.0569
̂RJS 9.3308 9.8299 9.0626 9.0495
̂SM 8.3213 8.7208 9.0449 9.0528
̂ML 6.6699 7.5547 8.6837 8.6954
̂RS 6.0750 6.5366 8.7345 8.7091
̂ORS 6.0729 6.5336 8.7345 8.7091
̂RS1 6.2625 7.0985 8.6635 8.6931
̂RS2 6.4210 7.2305 8.6694 8.6954
̂RS3 6.0136 6.7743 8.6492 8.6931
̂T 1 6.5919 7.2328 8.7304 8.7036
̂T 2 6.8093 7.6390 8.7223 8.7032
̂T 3 6.7313 7.3171 8.7690 8.7114
̂T 3 = (̂T 31 , . . . , ̂T 3k ), where
̂T 11 = W1Ĥ−2W′1,
̂T 1i = W1
⎛⎝ i∏
j=1
Vj
⎞⎠ Ĥ−1 max{D, I}̂iĤ−1
⎛⎝ i∏
j=1
Vj
⎞⎠′ W′1, i = 2, . . . , k,
̂T 21 = W1Ĥ−1 min{D∗, I}Ĥ−1W′1,
̂T 2i = W1
⎛⎝ i∏
j=1
Vj
⎞⎠ Ĥ−1̂iĤ−1
⎛⎝ i∏
j=1
Vj
⎞⎠′ W′1, i = 2, . . . , k,
and
̂T 31 = W1Ĥ−1 min{D∗, I}Ĥ−1W′1,
̂T 3i = W1
⎛⎝ i∏
j=1
Vj
⎞⎠ Ĥ−1 max{D, I}̂iĤ−1
⎛⎝ i∏
j=1
Vj
⎞⎠′ W′1, i = 2, . . . , k.
Some numerical values of risks of these 12 estimators for  over restricted parameter space
under the simple tree ordering set K are presented in Tables 1 and 2 for p = 2, 9, respectively.
The simulation studies reveal that ̂RS, ̂ORS and ̂RS3 seem to perform better than the other
estimators. However, as mentioned above that these estimators may not lie in restricted parameter
space under the simple tree ordering set K. In the third and fourth cases of Table 1, the values
reveal that the risk of ̂RS and ̂ORS are larger than those of the restricted MLE ̂ML. In the second
case of Table 2, however, the risk of ̂SM is less than that of ̂RS (and ̂ORS). The estimators
̂T 1, ̂T 2 and ̂T 3 are intendedly constructed to lie in restricted parameter space under the simple
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Table 2
p = 9 n = (15, 11, 20) n = (33, 70, 48)
a = (1, 3, 1, 5, 1, 7, 1, 9, 1) a = (1, 1, 1, 1, 1, 1, 1, 1, 1)
b = (1, 4, 3, 6, 5, 8, 7, 10, 9) b = (211, 87, 92, 1, 67, 33, 2, 2001, 30)
c = (3, 12, 13, 14, 2, 16, 12, 18, 2) c = (90, 3050, 85, 2, 3, 12, 945, 12, 387)
G 184.2213 145.3517
̂RJS 157.7646 138.1291
̂SM 131.0548 132.7986
̂ML 143.6391 144.1539
̂RS 109.6428 133.0844
̂ORS 109.2702 133.0842
̂RS1 132.6161 140.8427
̂RS2 132.1167 141.0141
̂RS3 121.0937 137.7028
̂T 1 130.5428 141.2094
̂T 2 145.2846 142.4800
̂T 3 132.1883 139.5355
tree ordering set K, but from Table 1 we observe that the risks of them are not always less than
those of the restricted MLE.
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