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Learning Identification Control for Model-Based
Optoelectronic Packaging
Shubham K. Bhat, Timothy P. Kurzweg, Member, IEEE, and Allon Guez
Abstract—In this paper, we present a learning control algorithm
for the packaging automation of optoelectronic systems. This au-
tomation provides high performance, low-cost alignment and pack-
aging through the use of a model-based control theory and system-
level modeling. The approach is to build an a priori model, specific
to the assembled package’s optical power propagation character-
istics. From this model, an inverse model is created and used in
the “feedforward” loop. In addition to this feedforward model, the
controller is designed with feedback components, along with the
inclusion of a built-in optical power sensor. We introduce a learn-
ing technique, which is activated at a lower sampling frequency
for specific and appropriate tasks, to improve the model used in
the model-based control. Initial results are presented from an ex-
perimental test bed that is used to verify the control and learning
algorithms.
Index Terms—Alignment, learning model identification, optical
automation, optical microsystems, packaging.
I. INTRODUCTION
THERE is a growing interest in the development of au-tomation techniques for photonic alignment and packag-
ing, as the optical microsystem industry desires the benefits of
automation experienced by the semiconductor industry. How-
ever, the inherent challenges of optoelectronic systems make
high-performance automation difficult. In earlier research, an
automation process was introduced for the assembly, manufac-
turing, and packaging of optical microsystems using advanced
device-specific optical power models as well as intelligent con-
trol theory to yield high performance, low-cost packaging [13].
The a priori device knowledge is exploited in online control
loops to align optical components in a near optimal configura-
tion to maximize power transmission. The present paper uses a
technique that incorporates the materials and mechanics in order
to position the components and devices, exerting forces on the
various degrees of freedom before, during, and after alignment
so that the optical signal is positioned for maximum transmission
in a robust manner. This technique provides better performance
than the current state of the art, as the alignment is achieved for
the global maximum of the system, instead of a local maximum.
For the automation to obtain high performance, the model
must be accurate. However, this is not always the case as there
could be possible errors in modeling or all of the system parame-
ters might not be known. Even after the packaging is completed,
there still remain the issues of postalignment robustness. For ex-
ample, attaching fibers to a chip requires it to withstand high
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Fig. 1. Model-based control algorithm for automation of photonic systems.
temperatures and vibrations. The bond needs to remain stable
(no temporal changes and no short-term aging) even when high
laser power is launched in the fibers [4], [9], [10]. To solve all the
above complex, nonlinear problems characterized by a high level
of uncertainty, an online learning automaton system is required.
This system should provide a capability to adjust the knowledge-
based model online, on the basis of the environment response.
The present paper focuses on a learning identification tech-
nique in which the system can “learn” and increase the accuracy
of the model-based control. This technique provides opportuni-
ties for the system to improve upon its power model and adjust its
accuracy on the basis of “experienced evidence” or a mismatch
between expected power and measured power at a specific axes
configuration. This learning technique will decrease the pack-
aging time and hence increase the yield. As device and system
designs become more complex, the advantages of this technique
will be magnified.
In this paper, brief details of the model-based control tech-
nique are provided along with a hardware implementation. The
theory behind the most recent research is presented. The pa-
per focuses on the details of the learning model identification
scheme, as well as demonstrates the advantages of this technique
over the conventional state-of-the-art gradient ascent technique.
The paper concludes with future research directions.
II. AUTOMATION CONTROL LOOPS
The control loops used to implement the model-based control
algorithm for the automation of photonic devices are presented
in Fig. 1. The inner loop, denoted (A) in the figure, is an off-
the-shelf servo feedback loop, typically a proportional–integral–
differential (PID) controller. The servo loop is initialized with a
1077-260X/$20.00 © 2006 IEEE
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“smart” set point to track xo , determined from the “feedforward”
loop, which is denoted as loop (B) in Fig. 1.
The combination of these two loops defines model-based
control, which is the essence of our research design [13]. The
feedforward element is typically based upon a priori knowledge
regarding the process to be controlled [1], [7], [8]. In the present
case, this feedforward loop models the optical system alignment
and predicts the best point of attachment.
To effectively use the model-based control, models of the
control plant Pˆ and its inverse Pˆ−1 must be determined for the
feedforward loop. If done accurately, the feedforward control
loop can position the mechanics in the vicinity of the globally
optimal configuration. If Pˆ = P , where P is the actual behavior
of the plant, perfect tracking can be obtained [13].
To optically model the control plant Pˆ , the angular spectrum
technique is used, due to its accuracy and computational
efficiency [6], [12]. The angular spectrum technique is an exact
solution to the Rayleigh–Sommerfeld formulation, a scalar
modeling technique without near- and far-field approximations.
The technique is implemented by performing a Fourier
transform on the complex optical wavefront transforming from
the spatial domain to the frequency domain, multiplying these
frequencies by a transfer function describing the propagation
medium, and returning to the spatial domain with the use of an
inverse Fourier transform. However, there are possible sources
of error in this optical modeling technique. The first is the use
of a discrete Fourier transform in place of a continuous Fourier
expression. Other errors can be found because of aliasing and
sampling conditions. Details of these possible errors have been
discussed in [11].
In addition to these modeling errors, all of the system param-
eter information is often not available. In such a case, a system
model must be approximately determined from experimental
measurements of available inputs and outputs. However, when
the structure of the system is known, but certain parameter val-
ues are unknown, the system-modeling problem is reduced to the
problem of solving, or identifying the unknown parameters [2].
Most current identification techniques consist of reducing the
problem to an online parameter identification, which is the focus
of this paper.
Loops A and B have been introduced earlier, as in [13]. In
this paper, the focus will be on the third and the final loop
of this system. This loop is called the “learning loop” and is
denoted (C) in Fig. 1. This loop will be discussed in detail in this
paper.
III. LEARNING MODEL IDENTIFICATION THEORY
The existing identification techniques can be classified in sev-
eral ways. Any identification technique, which uses the input–
output signals, available during normal system operation, and
identifies a model in real time, is called an online scheme [2].
Offline schemes may use normal operating signals that have
been collected and recorded for later analysis. That is, the real-
time restriction is relaxed. In the other offline techniques, the
normal operating signals are not used, but rather, special test
inputs are used instead.
The degree of ignorance about the system and measurements
on the system may be described in probabilistic terms. Many
current identification techniques depend upon the theory of ran-
dom processes and are classified as stochastic identification
techniques. Alternatively, if the measurement errors and the
uncertainties are treated as deterministic errors, then the corre-
sponding identification techniques are deterministic.
A system is identified when the error between the real sys-
tem and the model is reduced to an acceptable level. If the
input to the real system is measured and used as an input to
a mathematical model, then the difference between the system
and the model outputs is the reduced error. The output error
can then be used to adjust the model parameters and thus re-
duce the output error [2]. The general online learning technique
is discussed next. The learning model identification gets acti-
vated at a lower sampling frequency for specific and appropriate
tasks.
The system to be identified is assumed to be described by
y˙ = f(y, u, β), where y is the output, u is the input, y˙ is the
differential of the output, and β is a vector of all the unknown
parameters. A mathematical model with the same form, with
estimated parameter values βˆ, is used as a learning model, such
that ˙ˆy = f(yˆ, u, βˆ), where yˆ is the estimate of the output, and βˆ
is the estimate of the vector of unknown parameters. The output
error vector, e, is defined as e = y − yˆ. The goal of the learning
loop is to manipulate βˆ such that the error is equal to zero. The
implicit assumption is that e is determined entirely by βˆ and is
zero when βˆ = β. It follows that e = e(βˆ) and e˙ = ( ∂e
∂ βˆ
) ˙ˆβ.
The Lyapunov function v(e) is used to determine the stability
of the system. In this case, v(e) is selected as a positive definite
function of e (i.e., if v(0) = 0 then v(e)0 > for all e = 0) and
is defined as v(e) = 12e
T Qe, where Q is a symmetric matrix.
Therefore, the derivative of the function is ν˙(e) = eT Q ∂e
∂ βˆ
˙ˆ
β.
If ν˙(e) could be made negative definite (i.e., if v(0) =
0 then v(e) < 0 for all e = 0) by properly choosing ˙ˆβ,
then e would approach zero asymptotically. Selecting ˙ˆβ =
−ε( ∂e
∂ βˆ
)T Qe, with ε as a positive scalar constant, gives a
negative semidefinite (i.e., v(e) ≤ 0 for all e = 0) expression
ν˙(e) = −εeT Q( ∂e
∂ βˆ
)( ∂e
∂ βˆ
)T Qe. Even though not negative defi-
nite, this learning model technique is capable of providing sys-
tem identification in many cases [2].
Before this scheme can be implemented, the sensitivity ma-
trix ∂e
∂ βˆ
must be computed. y does not depend on βˆ, therefore,
∂e
∂β = − ∂ yˆ∂ βˆ ∼= S. Since the initial conditions for the model yˆ(0)
can be selected independently of βˆ(0), the initial condition for
the sensitivity matrix S is S(0) = 0. The learning model adjust-
ment scheme [2] consists of assuming the initial values for βˆ(0),
adjoining the sensitivity equations to the model equations and
using ˙ˆβ = −εST Qe. The learning model identification tech-
nique can be seen as a control diagram in Fig. 2.
As in all gradient adjustment schemes, the parameter ε must
be properly selected. If ε is too large, the schemes will diverge,
and if ε is too small, then βˆ will approach β very slowly.
The general conditions under which this technique converges
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Fig. 2. Simulation of the learning loop technique [2].
Fig. 3. Learning model identification technique.
are difficult to determine analytically [3]. The selection of a
suitable ε and the weighting matrix Q are determined by a
trial-and-error process.
To show an example of this learning identification theory, a
one unknown parameter linear system having an input–output
differential equation y¨ + my˙ = Ku is presented. In this case,
the parameter K is known and the parameter m is unknown (i.e.,
needs to be learned), and the variables u (input), y (output), and y˙
(derivative of the output) can be measured. An estimated model
is assumed as ˆ¨y + mˆˆ˙y = Kuˆ, where “ˆ” represents the esti-
mated parameter. Using the general learning model identifica-
tion theory (Fig. 3) explained earlier, the equations necessary to
implement the learning scheme are the sensitivity coefficients as
contained in S = [ ∂e∂mˆ ], where e = [y − yˆ]T , and ∂e∂mˆ = − ∂ yˆ∂ mˆ .
Next, this learning identification technique is implemented on a
specific optoelectronic system example.
IV. IMPLEMENTATION OF LEARNING IDENTIFICATION
In this example, we simulate an optical system comprising an
optical fiber coupled to a laser source. The laser source emits a
Gaussian beam that passes through two long slits of width b and
center-to-center separation a, as seen in Fig. 4. The wavelength
of light is given by λ, and k = 2πλ is the wavenumber associated
with the wavelength. The distance of propagation is given by
z. In this case, we know the values of b and z to be 18 and
1000 µm, respectively, and we estimate the unknown value of a
to be 72 µm.
Fig. 4. Double-slit example.
For the double-slit aperture, the irradiance at any point x in
space is given as
I(x) = A sinc2
(
kb
2
sin
(
tan−1
(x
z
)))
× cos2
(
ka
2
sin
(
tan−1
(x
z
)))
. (1)
In order to implement the learning identification technique
for identifying the parameter “a,” we need to obtain the linear
differential form of (1), as seen in Section III (y¨ + my˙ = Ku).
Hence, we rewrite (1) as
I(x) = A0 cos2
(
ka
2
sin
(
tan−1
(x
z
)))
(2)
where
A0 = A sinc2
(
kb
2
sin
(
tan−1
(x
z
)))
.
Simplifying (2), we obtain
I(x) = A0 cos2(K0a) (3)
where
K0 =
k
2
sin
(
tan−1
(x
z
))
.
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Fig. 5. Control block diagram.
Substituting K0a = α, and expanding (3) in the neighborhood
of a, we get
cos2(α) = cos2(a)− 2 sin(a) cos(a)(α− a)
= cos2(a)
{
1− sin(2a)(α− a)
cos2(a)
}
. (4)
Rewriting cos2(a) = n; sin(2a) = r, we obtain a linearized
equation with α as the argument. Equation (4) becomes
cos2 (α) = n
{
1− r(α− a)
n
}
= −r(α) + (n + ra). (5)
Substituting (5) in (3), we get
I(x) = A0 cos2(α) = −A0r(α) + A0(n + ra). (6)
This is in the form of a straight line, where the slope is
−A0r and the intercept is A0(n + ra). Substituting the initial
estimated value of a, and the known values b and z as 72, 18,
and 1000 µm, respectively, we obtain
I(x) = A0 cos2(α) = −1.34α + 27.07. (7)
Using (7) in the plant model of the control system, as seen in
Fig. 5, we calculate the state-space differential equation for the
system. The nonhomogenous state equation is described as
G(s) =
X
U − Y
where G(s) = 1s+1 is the motor dynamics, X is the alignment
position, and Y is the output light irradiance. Solving the state
equation (given earlier), we get sX + X = U − Y . Substituting
the value of the irradiance from (7) for Y , assuming unity input,
and by taking the inverse Laplace transform, we obtain the linear
equation
∂X
∂t
= −0.34X + 27.07. (8)
Substituting y˙1 = X and y¨1 = ∂X∂t and rewriting (8), we get
y¨1 = −0.34y˙1 + 27.07. (9)
Relating (9) and the general linear differential equation
y¨ + my˙ = Ku seen in Section III, we start with the estimated
value of the parameter “m” as 0.34, and the known value of the
parameter “K” as 27.07.
We now simulate the system, and try to learn “a,” which
is the center-to-center separation between the slits and has an
initial estimate of 72 µm. This initial estimate leads to an initial
Fig. 6. Learning identification of an unknown variable.
Fig. 7. Learning identification technique.
guess of 0.34 for the parameter “m.” The relation between
“m” and “a” is given as m + 1 = −Aor, where r = sin 2a and
can be obtained from (4) and (6). By a proper selection of ε,
and implementing the learning algorithm, “m” is tracked and
shown to converge to its actual value of 1.86, as seen in Fig. 6.
The final tracked value of “m” of 1.86 corresponds to a value
of 32 µm for “a,” the center-to-center separation between the
slits. Fig. 7 shows the light intensity profiles formed with the
estimated model parameters and the learned parameter values,
as obtained by the implementation of the learning identification
technique. The waveform marked as “initial guess” represents
the estimated plant response obtained using guessed “m” and
known “K” values, while the waveform marked as “learned
value” represents the actual plant response, which was tracked.
It may be recalled that the accuracy and convergence of the
tracking depend on the parameter ε, and in this case, it was
selected as 0.001. In Sections V–VII, the hardware setup and
the experimental results are presented.
V. HARDWARE SETUP
To demonstrate the advantages of the automation technique,
a test bed has been constructed for the experimental validation
of the algorithms. Kulicke and Soffa, Inc., a world leader in
automation equipment, has donated an XY table along with the
required servomotors, encoders, amplifiers, and a digital-signal-
processor (DSP)-based motion controller board from Precision
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Fig. 8. Hardware setup.
Microdynamics, Inc. for experimental verification of this re-
search. The hardware setup is shown in Fig. 8. The MC8000
motion-control board uses a 32-bit floating-point DSP that per-
forms path planning, feedback regulation, and other real-time
computations, freeing the host personal computer (PC) for pro-
cess application. The card supports data rates with the host PC
as high as 7.2 Mb/s.
The motion-control card receives position commands issued
by the PC software, from the feedforward control loop. The
computer calculates a series of positions for each axis along the
desired path at the desired speed set by the feedforward loop.
The motion-control card adjusts the signals to the servo ampli-
fiers accordingly, such that the servomotors follow that path.
To make sure the path is followed and the loop is closed, the
motion-control card repeatedly checks the actual position of the
machine’s axes obtained from the encoders against the com-
manded position and makes adjustments to keep the difference
as small as possible. The motion controller acts as the brain of
the system by taking the desired target positions and motion
profiles and creating the trajectories for the motors to follow.
The amplifier, developed by AMC, is a pulse width modulated
(PWM) transconductance amplifier with a gain of 2.85 A/V and
supply voltage requirement of 70 V. It takes the commands from
the controller and generates the current required to drive or turn
the motor.
The motors, manufactured by BEI, are typical “inside-out”
brushless dc (BLDC) motors that provide greater output power,
higher operating speeds, and cleaner and quieter operation than
their brush-type counterparts. These motors are ideal for sterile
environments, since there are no brushes and no particulate is
discharged. Because of their inherent reliability and long-term
service life, BLDC motors can significantly contribute to the
lower overall cost of operation and maintenance. They turn the
electrical energy into mechanical energy and produce the torque
required to move the plant to the desired target position.
The Heidenhain LIP 403A encoders have a grating period
of 4 µm and a maximum speed of 0.5 m/s, with a sinusoidal
output. These encoders sense the motor position and report the
results to the controller, thereby closing the loop to the motion
controller.
Optically, a 630-nm laser source, a double slit, and an 1830-C
Newport fiber receiver are being used. The receiver is a general-
purpose interface bus interfaced to the computer control. The
laser source is attached to the nonmoving test-bed structure,
Fig. 9. Laser source being coupled to a fiber through a double slit.
Fig. 10. Diffraction intensity pattern for double slit.
while the receiver fiber is attached to the controlled optical
table. The optical power sensor reading is sent to the computer
control, which controls the system for position measurement to
attach at the point of the maximum power.
VI. MODEL-BASED CONTROL VERSUS GRADIENT ASCENT
HARDWARE RESULTS
To highlight some of the advantages of the model-based au-
tomation process, an example is presented comparing the model-
based technique with the currently used state-of-the-art control
algorithms. This example pertains to the coupling of a 630-nm
laser source to an optical fiber connected to an 1830-C Newport
optical power meter. The laser source emits a Gaussian beam,
which propagates through a double slit with slit dimensions
18× 64 µm (width × length), and center-to-center separation
32 µm. This system is illustrated in Fig. 9, along with a photo-
graph of the optical setup.
This beam is coupled to a multimode fiber. The distance
between the laser source and the fiber is 1000 µm; therefore,
the light has propagated only into the far field. The diffracted
intensity pattern is shown in Fig. 10.
The system is first analyzed with the current state-of-the-art
gradient ascent method. This process starts with an initial set
point, and from this initial set point, the gradient ascent algo-
rithm (hill-climbing) is performed to find the position alignment
for the maximum power coupling into the fiber. The algorithm
works by comparing the power levels at the neighboring posi-
tions and choosing the point with the higher power value. The
disadvantage of this technique is that the algorithm stops at a
local maximum. In this example, the power level reached using
the gradient ascent technique is 0.645 µW. As seen in Fig. 10,
the gradient ascent technique gets caught at a local maximum,
instead of the system global maximum.
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Fig. 11. Learning algorithm flowchart.
In contrast, the model-based control technique is used to de-
termine the positional alignment for the maximum power cou-
pled into the fiber. Therefore, we start by simulating the entire
system to predict the best “feedforward” set point for the control
algorithm. The simulation is performed using the angular spec-
trum technique, as the output intensity distribution and a distri-
bution of the power coupled into the fiber are determined. From
this “feedforward” set point, the conventional gradient ascent
algorithm is performed to find the global power maximum. The
power reached in this case is found to be 1.525 µW, an increase
of 136% over the current state-of-the-art gradient ascent tech-
nique. A sample video demonstration of the experiment is avail-
able at http://www.ece.drexel.edu/opticslab/results/results.html.
VII. HARDWARE RESULTS OF THE LEARNING
ALGORITHM IMPLEMENTATION
The flowchart for implementation of the learning algorithm
on the existing hardware example is shown in Fig. 11.
The initial feedforward set point is obtained from the op-
tical power modeling done in MATLAB. This set point is
given as an input to the physical medium dependent interface
motion-control software, which follows a PID loop by measur-
ing the power. Initially, a guessed value of “a” is considered,
which is the center-to-center separation between the slits, as
seen in Section IV. Since there are two axes to control, we
have two encoder set points 10477.0 and 24.2, respectively.
The inner PID loop is repeated five times after which the
outer learning loop comes into effect. The learning loop up-
dates the estimated set points and tracks to the actual set point
10810.0 and 25.0, respectively. In this simulation, the learn-
ing algorithm is run 28 times. This leads to a faster alignment
and an increased power efficiency. Fig. 12 shows the track-
ing of the encoder set points for the X and the Y axes. A
Fig. 12. X and Y encoder set points.
sample video demonstration of the experiment is available at
http://www.ece.drexel.edu/opticslab/results/results.html.
VIII. CONCLUSION AND FUTURE WORK
In this paper, a model-based automation technique is pre-
sented for optical alignment and attachment. Using this tech-
nique, we can achieve a better system performance. This tech-
nique also increases the speed of the automation process, a
critical factor when many components are being packaged at
the same time. Through these benefits, the overall cost of the
automation process is reduced.
The focus of this paper was on a learning loop to increase the
accuracy of the models, by adjusting the model based on the pre-
vious attachments or mismatches between the model and the
physical performance of the system. A hardware implemen-
tation of a specific optical system was also presented, which
demonstrated the advantages of the algorithm. However, this
approach is a general one and can be used for all optical sys-
tems. As a future work, research is also being conducted into
other learning algorithms, including simulated annealing, neural
networks, fuzzy logic, and genetic algorithms.
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