In this paper we study a semilinear elliptic problem on a bounded domain in R 2 with large exponent in the nonlinear term. We consider positive solutions obtained by minimizing suitable functionals. We prove some asymptotic estimates which enable us to associate a "limit problem" to the initial one. Using these estimates we prove some qualitative properties of the solutions, namely characterization of the level sets and nondegeneracy.
Introduction and main results
In this paper we consider the following elliptic problem (P λ,p )
where Ω is a bounded domain in R 2 , λ ≥ 0 and p is a large positive parameter. We will focus on the solutions to (P λ,p ) obtained by the following variational method: We define on H 1 0 (Ω) {0} the C 2 -functional
and we consider the following minimizing problem A standard variational argument shows that c 2 λ,p can be achieved by a positive function. Then after a multiplicative constant we find a positive function u λ,p which solves (P λ,p ) and satisfies
In the remainder of this paper we denote by u λ,p the least energy solution of (P λ,p ) obtained in this way.
The aim of this paper is to study qualitative properties of the solution u λ,p for λ ≥ 0 and p large. An essential tool in the proof of these results is to have information on the asymptotic behavior of u λ,p as p becomes large. The asymptotic behavior of the solutions of P λ,p was initially studied by Ren and Wei when λ = 0. More precisely, in [16] and [17] the authors proved the following result: Theorem 1.1 ([16] , [17] ) Let Ω be a smooth bounded domain and λ = 0 in (P λ,p ). Let us denote by u 0,p a least energy solution of J 0 (u). Then, for any sequence u pn of u 0,p with p n → +∞, there exists a subsequence of u pn , still denoted by u pn , such that i. u Moreover, in [16] it was also showed that
for some constants C 1 , C 2 and for p large enough. From these results we can see that when p gets large, the least energy solution u 0,p looks like a single spike.
One of the results of this paper is to obtain asymptotic estimates for the least energy solution u λ,p , but of different type than the corresponding one due to Ren and Wei. To describe our results we need to introduce the following problem
In [5] it was proved that any solution of 1.4 is given by
with µ ∈ R and y ∈ R 2 . Now we can claim the following: Theorem 1.2 Let Ω be a smooth bounded domain of R 2 , λ ≥ 0 and let u λ,p be a least energy solution of (P λ,p ). Then, we have
where x λ,p ∈ Ω is such that ||u λ,p || ∞ = u λ,p (x λ,p ), then, for any sequence ϕ pn of ϕ p with p n → ∞, there exists a subsequence of ϕ pn , still denoted by ϕ pn , such that
, whereμ 2 = 1/8 and Uμ ,0 is given by 1.5.
Since ||u λ,p ||
From this, we say that 1.4 is the "limit problem " of (P λ,p ) as p → ∞.
A similar phenomenon (existence of a "limit problem ") occurs in several situations in higher dimensions. A typical example is the following problem
where ε is a small positive parameter and n ≥ 3. Here it is well known that the limit problem associated to 1.6 is
which admits the two parameters family of solutions
Theorem 1.2 emphasizes some similarities between the problem (P λ,p ) when p is large and some corresponding problems in higher dimensions. We remark that Theorem 1.2 is the starting point to obtain similar results as in singularity perturbed problems involving the critical Sobolev exponent, namely uniqueness or qualitative properties of solutions. Proof of Theorem 1.2 is given in Section 2.
In Section 3 we give a first application of Theorem 1.2; we study the shape of the level sets of solutions u λ,p when p is large enough. Namely we have the following result: Theorem 1.3 Let u λ,p be a least energy solution to P λ,p satisfying (1.1). Let Ω be convex. Then there exists p 0 ≥ 1 such that for any p > p 0 , we have
In particular, x p is the only critical point and the superlevels are strictly star shaped with respect to x p for p large enough.
If Ω is also symmetric, the claim pf Theorem 1.3 follows by the well known GidasNi-Nirenberg Theorem. This result was proved by Lin ([13] ) if λ = 0 and p > 1 with different techniques.
In Section 4 we give another application of Theorem 1.2, proving a nondegeneracy result to P λ,p for domains which satisfy the assumption of the Gidas-NiNirenberg Theorem.
Theorem 1.4
Let Ω be a smooth bounded domain of R 2 which is symmetric with respect to the plane x 1 = 0 and x 2 = 0 and convex with respect to the direction x 1 and x 2 . Let u λ,p be a least energy solution of P λ,p . Then there exist p 0 ≥ 1 such that for any p ≥ p 0 we have that u λ,p is nondegenerate, i.e. the problem
admits only the trivial solution v ≡ 0.
Similar ideas used in the proof of Theorem 1.4 could help to obtain uniqueness result for the least energy solution to (P λ,p ). It will be done in a forthcoming paper.
Proof of Theorem 1.2
In this section we give the proof of Theorem 1.2. Here we suppose that λ > 0 is fixed. We begin by proving some auxiliary lemmas. Lemma 2.1 There exists c > 0 such that ||u λ,p || ∞ ≥ c, where u λ,p is a solution of (P λ,p ) and c is independent of p.
Proof. Let λ 1 be the first eigenvalue of −∆ and e 1 be a corresponding positive eigenfunction. Then if u λ,p is a solution of (P λ,p ), we have
Therefore our lemma follows. 2
Lemma 2.2
For p large enough, there exists c such that
where c λ,p is defined in 1.1.
Proof. We follow the proof of Lemma 2.2 in [16] . Without loss of generality we can assume 0 ∈ Ω. Let R > 0 be such that B(0, R) ⊂ Ω. For 0 < d < R, we introduce the following Moser function
where
Hence
In addition, since our solution u λ,p satisfies (1.2) and
we easily derive the following result.
Corollary 2.1
For p large enough, there exists c > 0 such that
Now, we recall the following lemma (see [7] , [9] ).
Lemma 2.3 ([7]
[9]) Let u be a solution of
where Ω is a bounded smooth domain and F is a C 1 -function. Then, there exists a neighborhood ω of ∂Ω and C > 0, both depending only on Ω, such that
Corollary 2.2 Let us denote by
Proof. From Lemma 2.1, we have ||u λ,p || ∞ ≥ c > 0 and from Corollary 2.1, we derive that
Using Lemma 2.3 we deduce that the point x λ,p is far away from the boundary. Thus the claim follows.
2
Lemma 2.4
There exist a sequence p n → ∞ such that
Proof. We argue by contradiction. Let us suppose that there exists c > 0 such that for any p > 1 and λ > 0 we have
Let us consider the following function
(1.12)
Thus by the standard regularity theory we deduce that there exists a sequence
Observe that, by Lebesgue's Theorem and the definition ofū, we have
From Corollary 2.1 and Lemma 2.1, we derive
Thereforeū ≡ 0 which gives a contradiction withū(0) = 1 and our lemma follows. 2
Lemma 2.5 For any
where R is an arbitrary positive number and γ R is a constant only depending on R.
Proof. For X ∈ Ω λ,p , we set
Observe that, from Lemma 2.4, we deduce
From the standard Harnack inequality [11] , we get
From Lemma 2.1, we deduce inf
and therefore our lemma follows. 2
Lemma 2.6 Let us consider the function
Then, for any R > 0, we have, for p large enough
where C R is a constant only depending on R.
Proof. According to Lemma 2.5, it is enough to prove
It is sufficient to prove
and c is independent of p.
We point out that −∆f
From Lemma 2.4 we have
Hence, by the standard weak Harnack inequalities (Theorem 8.17 of [11]), we have
Observe that
From Corollary 2.1, we derive
Therefore our lemma follows 2
Next we will prove Theorem 1.2. Proof of Theorem 1.2. According to Lemma 2.4, it only remains to prove part ii. of the Theorem. To do this we introduce the following function
where Z λ,p satisfies
where ϕ λ,p is defined in Theorem 1.2 and F λ,p is defined by 1.13. By the maximum principle we have that Z λ,p ≥ 0 From Lemmas 2.4 and 2.6 and the standard regularity theory, we derive that for any R > 0
where C R only depends on R. Thus setting
Zλ,p(X)
( 1.17) we have that, for any q ≥ 1,
By direct computation it is not difficult to see that v λ,p satisfies
Note that a and b follow by the definition of V λ,p (x). Concerning c we have that
Thus, we are in the setting of Theorem 3 of Brezis-Merle [3] and we then have the following alternative :
where S is the blow-up set of v λ,p , i.e. S = {x ∈ B(0, R) such that there exists a sequence y λ,p ∈ B(0, R) with y λ,p → x and v λ,p (y λ,p ) → +∞}.
Since v λ,p ≤ 0, we derive S = ∅ and so (iii) does not occur. Let us also prove that (ii) cannot happen. From 1.16 it is sufficient to prove
Let us introduce the following function
It is easy to see that ψ λ,p satisfies
By standard weak Harnack inequality (see Theorem 8.17 of [11] ), we derive 1 = sup
Using the standard regularity theory, since ||Z λ,p || L ∞ (B(0,R)) ≤ C and v λ,p is bounded we derive from (1.15) and (1.18) that Z λ,p and v λ,p are both bounded in
We note that ϕ λ,p satisfies
Again by the standard regularity theory we get ||ϕ λ,p || C 2 loc (R 2 ) ≤ C. Then, for any sequence p n → ∞ there exists a subsequence (denoted again by p n ) such that 
where C does not depend on R. Then from Fatou's Lemma, we derive
Passing to the limit in 1.21 and using Lemma 2.4, we deduce that ϕ satisfies
According to Chen-Li [5] , we derive ϕ = Uμ ,0 , where Uμ ,0 is defined in 1.5. Then our proposition follows. 2
Proof of Theorem 1.3
Let us start by recalling the following result which is a particular case of a general theorem due to Grossi-Molle [12] .
Theorem 3.1
Let Ω be a smooth domain in R n , with n ≥ 1, and f ∈ C 1 (Ω, R + ).
on ∂Ω for p > 1 and λ ∈ R. Let x 0 be a maximum point of u and assume that Ω is convex.
If there exist an open set
In particular, x 0 is the only critical point for u in Ω and the superlevel sets are strictly star shaped with respect to x 0 .
For sake of completeness, we recall the proof of Theorem 3.1. Proof of Theorem 3.1. Arguing by contradiction let us suppose that there existsx
It turns out that w(x) ≥ 0. Now let us call D the connected component of the set {x ∈ Ω|w(x) > 0} containingx. By assumption ii. w < 0 on ∂W and so W ∩∂D = ∅. Moreover if z ∈ ∂Ω, we have
Since ∂u ∂ν (z) < 0 and using the convexity of Ω we deduce that w ≤ 0 on ∂Ω. Thus w ∈ H 1 0 (D). Now, it is easy to see that w satisfies the following equation
. This implies that the maximum principle holds in D. Hence by 1.22, we have that w ≤ 0 in D and this gives a contradiction.
In order to prove Theorem 1.3, we will apply Theorem 3.1. Thus we only need to check that the assumptions of Theorem 3.1 are true. Let us start by proving the following result.
Proposition 3.1 For any
where ϕ λ,p is defined in Theorem 1.2. Thus it is sufficient to prove that
for p large enough.
Arguing by contradiction, let us suppose that there exist R 0 , a sequence p n → +∞ and a sequence {X n } in B(0, R) such that
where Uμ ,0 is defined 1.5. Since X n ∈ B(0, R), we can assume that there exists X 0 ∈ B(0, 2R 0 ) such that X n → X 0 as n → +∞. Thus two cases may occur Case 1. X 0 = 0. Then, in this case, it follows by the above convergence that
and this is a contradiction to 1.23. Thus this case cannot happen. Case 2. X 0 = 0. In this case let us consider the following function
It yields that g n has a maximum at 0 and another critical point in [0,1] by 1.23(because g n (1) = X n · ∇ϕ pn (X n ) ≥ 0 and g n (0) = 0). Therefore there existst n ∈ [0, 1] such that g n (t n ) = 0. Now let n → +∞, from the above convergence and from the assumption X 0 = 0, it follows that 0 is a degenerate critical point for g n and this is not true because D 2 Uμ ,0 (0) = −cId, with c > 0. Therefore this case also cannot happen and our proposition follows.
Now we are able to prove Theorem 1.3. Proof of Theorem 1.3. We will prove that the assumption of Theorem 3.1 are true for W = B(x λ,p ,
and then ii holds. Finally we have that h λ,p satisfies
Since ∇u λ,p (x λ,p ) = 0, we also have h λ,p (x λ,p ) > 0. Thus there exists a nodal region 
A nondegeneracy results
We start this section by recalling the following lemma due to Ren and Wei ([16] ).
Lemma 4.1 For every t ≥ 2 there is
From the previous lemma we derive the following estimate, which was showed in [16] for λ = 0. 
By Lemma 4.1 and Corollary 2.1
for p large and C depending only on λ . Hence
On the other hand
Using the co-area formula ( [8] ) and the isoperimetric inequality we have
From this point we can repeat step by step the proof of ( [16] , p.756) and we derive
with C depending only on λ for p large. 2
In the next lemma we study the structure of the solutions of the linearized problem of P λp "at infinity". The corresponding result in higher dimensions is well known ( [2] , [15] , [1] ). Here we use some ideas of [1] and [6] .
be a solution of the following problem
and Y k (θ) denotes the k − th harmonic spheric satisfying
(1.38) and then
Since v is smooth at the origin we deduce that
Let us consider the case k = 0. We have that ψ 0 (r) satisfies
(1.40)
A direct computation shows that ζ 0 (r) = 8−r 2 8+r 2 is a bounded solution of (1.40). Let us prove that if w is a second linearly independent solution of (1.40) then w is not bounded. We write w(r) = c(r)ζ 0 (r). We get from (1.40) where C is a constant. This implies c(r) ∼ log(r) for r large. Hence c ∈ L ∞ (R) and a fortiori, w ∈ L ∞ (R). Then ζ 0 (r) is the unique bounded solution of (1.41). Now we consider the case k = 1 in (1.39). Here we have that ζ 1 (r) = r 1+ r 2 8 is a solution of (1.39). Repeating the same argument as in the case k = 0 we obtain that a second linearly independent solution w verifies w(r) ∼ r for r large.
(1.44)
Hence again w ∈ L ∞ (R) and then ζ 1 is the unique bounded solution of (1.39) for k ≥ 1. Now let us show that (1.39) has no nontrivial solution for k ≥ 2. For k ≥ 1 we set 
