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Abstract—This paper presents a parallel computing approach
that is employed to reconstruct original information bits from
a non-recursive convolutional codeword in noise, with the goal
of reducing the decoding latency without compromising the
performance. This goal is achieved by means of cutting a
received codeword into a number of sub-codewords (SCWs)
and feeding them into a two-stage decoder. At the first stage,
SCWs are decoded in parallel using the Viterbi algorithm or
equivalently the brute force algorithm. Major challenge arises
when determining the initial state of the trellis diagram for each
SCW, which is uncertain except for the first one; and such results
in multiple decoding outcomes for every SCW. To eliminate or
more precisely exploit the uncertainty, an Euclidean-distance
minimization algorithm is employed to merge neighboring SCWs;
and this is called the merging stage, which can also run in
parallel. Our work reveals that the proposed two-stage decoder
is optimal and has its latency growing logarithmically, instead
of linearly as for the Viterbi algorithm, with respect to the
codeword length. Moreover, it is shown that the decoding latency
can be further reduced by employing artificial neural networks
for the SCW decoding. Computer simulations are conducted
for two typical convolutional codes, and the results confirm our
theoretical analysis.
Index Terms—Parallel computing, channel decoding, convolu-
tional codes, artificial neural network.
I. INTRODUCTION
It is becoming increasingly important for radio receivers to
be equipped with a channel decoder that has a parallel com-
puting architecture. This is answer to the growing demand for
lower computational latency in emerging communication use
cases such as vehicle-to-everything (V2X) networking, smart
industry, and e-Health, given that today’s high-performance
computing technologies largely rely on their parallel process-
ing power. The bottleneck of enabling parallel decoding lies in
the nature of serial concatenation inherent in most of modern
forward-error-control (FEC) codes, which degrades the effi-
ciency and/or performance of parallel decoding solutions.
This work focuses on the development of a computa-
tionally efficient parallel-decoding algorithm especially for
convolutional codes, appreciating their promise for short-burst
transmissions (e.g., 1, 000 bit/burst or below) as well as their
wide applications such as in V2X [1], public safety networks,
IoT machine-type communications, satellite communications,
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etc. A straightforward solution is referred to the parallel
computing version of the Viterbi algorithm [2], where each
process (or processing unit) is responsible for finding a local
optimal Viterbi path on the trellis diagram. Error detection
code such as cyclic redundancy check (CRC) can be utilized
to determine whether a local optimum is accurate enough to
terminate the overall decoding process. Such largely reduces
the decoding latency by means of reducing the number of
Viterbi paths per searching process. Despite, the parallel
Viterbi algorithm has its decoding latency growing still linearly
with the codeword length 1. A more efficient way of latency
reduction is to divide the received codeword into a number of
tail-biting sub-codewords (SCWs or called blocks in [3]), with
each being individually decoded using the Viterbi algorithm.
Given convolutional codes’ unique feature of fast coding-gain
convergence with respect to the codeword length, a collect of
SCW level local optima can be utilized to form a good global
sub-optimal decision. Such trades off the performance for the
computational latency.
Rather than to build a parallel architecture based on the
Viterbi algorithm, an alternative way is to utilize the maximum
a posteriori (MAP) principle to exploit some unique features
inherent in the systematic convolutional codes [4], [5]. The ba-
sic idea is to compute in parallel the log-likelihood ratio (LLR)
for every single systematic bit, which follows i.i.d. Gaussian
distribution. The parity bits serve as extrinsic information that
can be exploited, together with the LLRs, to form a near-
optimal decision through the BCJR algorithm [6]. However,
this step can be hardly made as parallel, and thus becomes the
bottleneck of the decoding latency.
Major contribution of this paper lies in a novel SCW
based parallel decoder for non-recursive convolutional codes,
which can achieve comparable latency with the conventional
SCW based approach (e.g., in [3]) whilst offers the optimal
decoding performance. The proposed approach is basically
a two-stage parallel decoder. The first stage is quite similar
with the conventional SCW approach [3], where the received
convolutional codeword is cut into a number of tail-biting
SCW. The major difference here lies in our relaxed assumption
for the SCW length, which does not need to be sufficiently
long so as to approach the maximum of convolutional coding
1Decoding latency of the conventional Viterbi algorithm grows linearly with
the codeword length.
gain. Such offers flexibility to manage the SCW length as well
as the number of parallel computing streams, and consequently
enables an optimal usage of the parallel computing power.
At the second stage, unlike the conventional approach that
conducts a straightforward merging of the decoded outcomes,
the proposed decoder aims at an optimal merging strategy. The
major challenge here is to determine the initial trellis state of
each tail-biting SCW. To tackle this problem, a list maximum-
likelihood decoder (MLD) is applied on each SCW, which
yields a list of optimum candidates, with each corresponding to
a possible initial trellis state. Then, a SCW merging algorithm
is employed to combine existing candidates into longer SCWs,
with the aim of minimizing the free distance of the trellis
diagram. It will be shown that the merging algorithm can
also run in a parallel manner, and the overall latency of
the proposed parallel decoder scales logarithmically with the
codeword length.
It is worth noting that the list-MLD introduces considerably
more computational complexity than the conventional MLD
algorithms. Nevertheless, recent advances on the use of ar-
tificial neural networks (ANN) for future modem and codec
design (e.g., [7]–[14]) encourage us to replace the list-MLD
with the ANN-based SCW decoder. It is shown that the ANN-
based decoder can achieve a good performance-complexity
tradeoff. Finally, all of the theoretical results are confirmed
by our extensive computer simulations.
II. PARALLEL DECODING ALGORITHM FOR
CONVOLUTIONAL CODES
Consider a non-recursive convolutional encoder with (K −
1) registers (i.e., the constraint length of K) and the coding
rate R = (1)/(n), n > 1. Given an information bit-stream
(or block) u , [u1, ..., uL]T with L the block length, the
output of the encoder is an (Ln) × (1) coded bit-stream
c , [c1, ..., cLn]T , where the superscript [·]T stands for the
matrix/vector transpose; and here we do not consider the
tail bits for convenience. A typical example of non-recursive
convolutional encoder can be found in any textbook of error
control coding or long-term evolution (LTE) standards, and
thus we skip the detailed encoding procedure for the sake of
space constraint.
Convolutional codes have a serial cascaded structure in
nature, which becomes the bottleneck of parallel computing.
Nevertheless, we will introduce two interesting properties of
convolutional codes (i.e., Proposition 1 and Proposition 2) that
form the basis of our parallel decoding algorithm.
A. Principles of Parallel Decoding for Convolutional Codes
Denote u¯ to be a (J) × (1) sub-block of the super block
[0TK−1,u
T ]T , where 0K−1 stands for a (K − 1) × (1) zero
vector corresponding to the initial state of the registers. Fur-
ther, we spilt the sub-block u¯ into: u¯ , [u¯T1 , u¯T2 ]T , where u¯1
has (K − 1) bits, and u2 has (J −K + 1) bits. According to
the convolutional encoding principle, the corresponding coded
bits form the SCW, c¯, of the length (J −K + 1)/(R).
Proposition 1: Define A1 the finite-alphabet set formed by
all possibilities of u¯, and A2 the set formed by all possibilities
of c¯. There forms element-wise one-to-one injection between
A1 and A2: A1 ⇐⇒ A2, iff we have the condition: C1)
J ≥ (K − 1)/(1−R).
Proof: A necessary condition to form the injection be-
tween A1 and A2 is that A2 shall have equal or more elements
than A1. In general, there are 2J elements in the set A1, and
2((J−K+1)/(R)) elements in A2. Let 2((J−K+1)/(R)) ≥ 2J that
immediately leads to the condition C1). Next step, we prove
that the condition C1) is also sufficient.
Given the condition C1), convolutional encoder at the SCW
level is equivalent to a linear block encoder: c¯ = Gu¯, where
G is the ((J−K+1)/(R))×(J) codeword generating matrix
with the convolutional structure. Denote c¯(1), c¯(2) ∈ A2 which
are generated respectively from the sub-blocks u¯(1), u¯(2) ∈
A1 and u¯(1) 6= u¯(2). Assuming c¯(1) = c¯(2), the binary sum
c¯(1)⊕c¯(2) = G(u¯(1)⊕u¯(2)) = 0. According to the property of
linear codes [15], this is possible only when: u¯(1)⊕ u¯(2) = 0,
which leads to u¯(1) = u¯(2). Proposition 1 is therefore proved.
Denote x , [x1, ..., xLn]T to be the binary phase-shift
keying (BPSK) modulated version of the codeword c (i.e.,
x = 2c − 1, where 1 stands for the unity vector), which is
transmitted to the receiver through an additive white Gaussian
noise (AWGN) channel; and y , x + v is the received block
corrupted by the noise v. Further, we define x¯ and y¯ the sub-
blocks of x and y, respectively, corresponding to the SCW c¯.
Proposition 1 assures the SCW-level local optimality of the
following MLD
̂¯u= arg min
x¯
‖y¯ − x¯‖2 (1)
= arg min
u¯
‖y¯ − 2Gu¯ + 1‖2 (2)
where ‖·‖ stands for the Euclidean norm. However, a straight-
forward collection of local optima does not necessarily form
the global optimum. Next, we introduce a list-MLD decoding
approach to offer the global optimality.
To facilitate our discussion, we represent the sub-block u¯
in form of: u¯ = [u¯T1 , u¯
T
2,1, u¯
T
2,2]
T , where u¯2 , [u¯T2,1, u¯T2,2]T ,
u¯2,2 has (K − 1) bits; and u¯2,1 has (J − 2K + 2) bits, which
requires the condition C2) J ≥ (2K − 1). Define A3 the
finite-alphabet set formed by all possibilities of u¯1. Since u¯2,2
shares the same characteristic as u¯1, we have u¯1, u¯2,2 ∈ A3.
The list-MLD approach aims to solve the following objective
function
̂¯u2,1 = arg min
u¯2,1
‖y¯ − 2G[u¯T1 , u¯T2,1,u¯T2,2]T + 1‖2,
s.t. u¯1, u¯2,2 ∈ A3 (3)
Unlike the SCW-level MLD in (1), the outcome of (3) is
a list of 4(K−1) independent decisions of u¯2,1, with each
corresponding to a possible combination of u¯1, u¯2,2. Due to
the exhausive-searching nature of the list-MLD approach, it is
trivial to draw the following conclusion:
Proposition 2: Define B the finite-alphabet set formed by
the list of decisions made from (3), and û? the global
optimum decision that minimizes the Euclidean distance
min ‖y − x(u)‖, where x(u) denotes x as a function of u.
The corresponding sub-block of û?, denoted by ̂¯u?, falls into
the set B, i.e., ̂¯u? ∈ B.
Propositions 1 & 2 state the conditions that assure the
optimality of the SCW-level list-MLD approach, base on
which we are now ready to introduce the optimal parallel
decoding algorithm.
B. Two-stage Parallel Decoding Algorithm
The parallel decoding algorithm consists of two stages:
Stage 1: Split the received block y into a number of
sub-blocks: y = [y¯T(1), ..., y¯
T
(P )]
T , where P is the number
of sub-blocks. The length of each sub-block does not need
to be identical. However, it has to simultaneously fulfill the
conditions C1) and C2), i.e.,
J ≥ max((K − 1)/(1−R), 2K − 1). (4)
After the block splitting, the list-MLD approach (3) is readily
applicable onto each sub-block. The output is a set of SCW-
level decisions B(p) corresponding to y¯(p), 1≤p≤P . At this
stage, every single step, including the block splitting and list-
MLD, can be executed fully in parallel.
Stage 2: This stage aims to optimally merge the outcomes
of list-MLD applied on y¯(p), 1≤p≤P . A straightforward ap-
proach is to search exhaustively all possible combinations
of the decisions from the sets B(p), 1≤p≤P . However, this
approach is computationally very inefficient. Here, we propose
a pair-wise neighborhood merging (PWNM) algorithm to
improve the computation efficiency.
Without loss of generality, we consider two neighboring
sub-blocks y¯(p) and y¯(p+1). Applying the list-MLD algorithm
onto them results in the decisions ̂¯u(p) ∈ B(p) and ̂¯u(p+1) ∈
B(p+1). In more detail, we shall have the following format̂¯u(p) = [u¯T(p),1, ̂¯uT(p),2,1, u¯T(p),2,2]T (5)̂¯u(p+1)= [u¯T(p+1),1, ̂¯uT(p+1),2,1, u¯T(p+1),2,2]T (6)
with u¯(p),1, u¯(p),2,2, u¯(p+1),1, u¯(p+1),2,2 ∈ A3. According to
the property of convolutional codes, the sub-block u¯(p),2,2
serves as the initial state of the registers for the sub-block̂¯u(p+1). In other words, the PWNM algorithm shall assure the
condition u¯(p),2,2 = u¯(p+1),1 during the merging procedure,
with which the algorithm just choose an appropriate candi-
dates from the sets B(p) and B(p+1) that minimizes the sum
Euclidean distance
min
p+1∑
i=p
∥∥∥y¯(i) − 2G[u¯T(i),1, ̂¯uT(i),2,1, u¯T(i),2,2]T + 1∥∥∥2 (7)
Here, we assume that the two sub-blocks are of the same
length for the sake of notation simplification. It can be
observed that the merging algorithm shares the same principle
as the list-MLD algorithm in (3), and thus it will also produce
a list of 4(K−1) decisions, which include the global optimum
Fig. 1. Block diagram of the two-stage parallel decoding procedure. Each
“Core” block indicates an individual computing process. Here we assume P
to be even for convenience.
decision; as already justified in Proposition 2. The merging
process continues until there is no neighbor to merge.
To facilitate the readers’ understanding, Fig. 1 illustrates
briefly the block diagram of the two-stage decoding procedure.
It is demonstrated that the PWNM algorithm has dlog2(P )e
layers for the SCW merging, with each can be executed in
parallel; the notation d·e denotes the integer ceiling.
C. Computation Complexity and Latency Analysis
While Proposition 1 has assured the optimality of the par-
allel decoding algorithm, our focus here is on the computation
complexity as well as the latency.
In terms of the complexity, one of major contributions
comes from the list-MLD algorithm applied onto each sub-
block. Assuming that every sub-block has the identical block-
length J , the computation complexity for P sub-blocks is
O(P2J). The other major source of complexity is the merging
algorithm, which costs O(4(K−1)) for merging two neigh-
boring sub-blocks. We note that the list-MLD algorithm can
be easily replaced by the list-Viterbi algorithm; and the
latter employs the Viterbi algorithm to handle the objective
function (3). The complexity of the list-Viterbi algorithm is
O(4(K−1)(J−2(K−1)) log2(J−2(K−1))), which is slightly
lower than the list-MLD algorithm. In Section III, we will
employ an ANN approach to further reduce the computation
complexity.
The computation latency counts the SCW-level decoding
delay and the merging delay. The SCW decoding is fully
parallel, and thus the computation delay is equal to a single
list-MLD delay; denoted as tSCW. At the merging stage, the
merging algorithm on the same layer are executed in parallel,
and thus all layers have the identical merging delay; denoted
by tmerging. Providing dlog2(P )e layers at the merging stage,
the overall computation delay is given by
Latency = tSCW + dlog2 P etmerging (8)
Assuming the length of each SCW to be equal, we can plug
P = (L)/(J) into (8) and obtain
Latency = tSCW +
⌈
log2
(
L
J
)⌉
tmerging (9)
Fig. 2. Illustration of the proposed FF-NN approach for the SCW decoding.
This result shows that the computation latency increases
logarithmically to the codeword length L. When the length
of each SCW is not equal, the computation latency will be
different from (9) but still scale logarithmically.
III. REDUCE LIST-MLD COMPLEXITY USING ARTIFICIAL
NEURAL NETWORKS
The considerable complexity of the list-MLD algorithm (see
Section II-C) motivates us to apply ANN at the SCW decoding
stage due to their advantages mainly in three folds:
• ANN after an appropriate training can offer quasi-linear
complexity for the decoding and demodulation [12], [13];
and such can largely reduce the decoding complexity.
• At the decoding stage, the ANN-assisted decoder (i.e.,
forward propagation) can be executed fully in parallel;
and thus, it can further reduce the computation latency.
• It is relatively easy to train an ANN-assisted channel
decoder in the AWGN channel, where supervised learning
is well applicable.
In fact, it is not a novel idea to employ ANN for decoding
convolutional codes. For instance, the convolutional decoding
can be conducted through the use of recurrent neural net-
works (RNN) [14]. Major shortcomings of the RNN-assisted
approach lie in its weak support to the parallel computing, and
poor scalability to the codeword length.
Unlike the RNN-assisted approach, we propose a feed-
forward neural network (FF-NN) assisted approach to perform
the SCW decoding. The proposed approach is applied only
at the SCW level, and thus bypasses the scalability problem.
Moreover, the optimality of the FF-NN approach is persevered
by Propositions 1 & 2. Fig. 2 illustrates the concept of the
proposed ANN approach. Basically, we employ a FF-NN
consisting of 1 input layer (Linear activation function), 1
output layer (Sigmoid activation function), and 3 hidden layers
(ReLU activation function) in between, i.e., multiple hidden
layers in Fig. 2. The input to the FF-NN is the noisy sub-block
y¯. The noiseless training set is the information set u¯ ∈ A1.
Similar to the list-MLD approach, we expect the FF-NN to
produce the set B(p) for the pth sub-block. Therefore, we
divide the training set A1 into 4(K−1) sub-training-sets, with
each being different in u¯1 and u¯2,2; this is in line with our
discussion on the list-MLD objective (3). Each sub-training-set
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Fig. 3. BER comparison between the proposed decoding algorithm and the
conventional Viterbi decoding algorithm.
results in a FF-NN training result that is utilized to produce the
set B(p) in the decoding procedure. The loss function utilized
in the FF-NN training is the cross-entropy between the output
ˆ¯u and u¯.
IV. SIMULATION RESULTS AND ANALYSIS
Computer simulations are carried out to evaluate the per-
formance (mainly bit-error-rate, BER) of the proposed parallel
decoding algorithm considering BPSK-modulated signal in the
AWGN channel. Concerning the space constraint, we do not
provide in this paper the simulation results for fading channels.
Nevertheless, the AWGN results have already reflected the
key characteristics of the proposed approach, and the fading
channel results will lead to the same conclusion.
Our simulations are structured into two experiments.
Experiment 1: The objective of this experiment is to ex-
amine the BER optimality of the two-stage parallel decoding
algorithm presented in Section II-B, which is depicted in Fig.
3. The convolutional codes are the standard rate- 12 and rate-
1
3 LTE codes, respectively [15]. The information-block length
is: L = 64 for the rate- 12 code; and L = 96 for the rate–
1
3 code. Each codeword is evenly divided into 8 SCWs. The
baseline for performance comparison is the optimum Viterbi
decoding algorithm. It is not surprising to see that the proposed
algorithm offers exactly the same performance as the Viterbi
algorithm. This result confirms our claim in Section II-B that
the proposed parallel algorithm is optimum.
Experiment 2: The objective of this experiment is to exam-
ine the BER performance as well as the computation latency of
the ANN-assisted parallel decoding approach, where the result
is demonstrated mainly for the rate- 12 convolutional codes,
which has 2 registers (i.e., K = 3); and thus the training set
A1 is divided into 4(K−1) = 16 sub-training-sets. The input
layer has 16 neurons (= (Ln)/(8) = (64×2)/(8)); the output
layer has 6 neurons corresponding to the bits in u¯2,1 (u¯1 and
u¯2,2 are certain); the three hidden layers have 64, 32, and 16
neurons, respectively. The ANN is trained in the same way as
in [10]. The Adam algorithm is employed for the stochastic
gradient descent search [16].
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Fig. 4. Evaluation of the normalized validation error (NVE) for rate- 1
2
convolutional code as a function of Eb/N0.
At the training stage, the best signal-to-noise ratio (SNR)
for training is decided based on a parameter called normalized
validation error (NVE), which measures the ratio of BERs
between the ANN-assisted approach and the MLD [10]. After
training for a sufficient number of epochs (e.g., 218 epochs in
our practices) at different SNRs, the SNR with lowest NVE
(i.e., Eb/N0= 2 dB in our practice; please see Fig. 4) is chosen
for a more extensive training.
In Fig. 5, we compare the BER performances between
the two-stage parallel decoding algorithm using the ANN-
assisted SCW decoding and the one using list-MLD. The
two approaches show almost identical performances at lower
SNRs (e.g., Eb/N0≤ 2 dB), and the ANN-assisted one slightly
underperforms the list-MLD by around 0.1 dB at higher SNRs
(e.g., Eb/N0= 5 dB). To understand this phenomenon, we also
compare their BER performances at the SCW level, which
shows the same phenomenon. Major reason of the performance
difference is due to the setting of training SNR at Eb/No= 2
dB, with which the ANN is not well optimized for higher
SNRs. However, choosing a higher SNR for ANN training
could perhaps result in less optimized results at lower SNRs. In
addition to the performance, we observe that the computation
time for running 200, 000 times of list-MLD SCW decoding
is 373 seconds. With the same simulation platform, the ANN-
assisted one only takes 19 seconds, which means 20-fold
further reduction in computation latency.
V. CONCLUSION AND OUTLOOK
In this paper, we have presented a parallel computation algo-
rithm to decode a non-recursive convolutional codeword. It has
been shown that the proposed algorithm can offer logarithmic
decoding latency whilst achieve the optimal performance.
Moreover, the decoding latency can be further improved by
around 20 folds when ANN is employed to perform the SCW
level decoding. Future work will be to extend the parallel
decoding algorithm to turbo codes.
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