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A VECTOR FIELD METHOD FOR RADIATING BLACK HOLE SPACETIMES
JESU´S OLIVER AND JACOB STERBENZ
Abstract. We develop a commuting vector field method for a general class of radiating spacetimes. The
metrics we consider include those constructed from global stability problems in general relativity, and our
method provides sharp peeling estimates for solutions to both linear and (null form) nonlinear scalar fields.
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1. Introduction
In this paper we develop a sharp variant of Klainerman’s vector field method for solutions to scalar wave
equations on a generic class of asymptotically flat spacetimes. These are taken to be certain long range
perturbations of Minkowski space which enjoy a standard local energy decay assumption.
The first main consideration here is to place the minimal conditions on our metrics at null infinity which
are compatible with gravitational radiation, but at the same time are also strong enough to provide full
peeling estimates for scalar waves. Our conditions turn out to be natural even if one is only interested in
stationary long range perturbations of Minkowski space, because they highlight certain peeling properties of
Lorentzian metrics at null infinity which appear to be necessary in order to produce estimates on the order
of the classical Morawetz conformal energy.
The second main consideration here is to produce a collection of norms which are natural for studying
nonlinear stability problems, at least when the quadratic part of nonlinearity enjoys a certain generalized
null condition. In fact, we will produce a range of norms with weights that are also capable of handling
systems satisfying weaker “null conditions”, so our setup should also be useful for a class of quasilinear
stability problems where one assumes certain bounds on Ricci curvature; but we leave this to a subsequent
work.
First we discuss the basic assumptions and results which are contained in this paper. Additional remarks
and references with then follow.
1.1. Basic Notation and Metric Assumptions. When stating inequalities we will use A . B to mean
A ≤ CB for some fixed C > 0 independent of A,B. We also employ the index notation A .k B when
C = C(k) depends on some auxiliary parameter k (although we will not always use such notation when a
dependency exists).
The setting for the paper is the following: We fix some compact K ⊂ R3 with smooth boundary such that
R3 \K is connected. On the manifoldM = [0,∞)× (R3 \K) we suppose there is given a smooth Lorentzian
metric gαβ. We write (t, x) for rectangular coordinates 0 ≤ t <∞ and x ∈ R3 \K. Note that we may assume
K = ∅. In the sequel we will also assume that the level sets t = const. are uniformly spacelike in the sense
that −C < g00 < −c.
With respect to the coordinates (t, x) and Euclidean measure dtdx we have Lp norms restricted to time
slabs in M of the form [0, T ] × (R3 \ K). These will be denoted by Lp[0, T ]. On the time slice t = const
we denote by Lpx the corresponding restricted norm, and we denote by L
p
tL
q
x[0, T ] the mixed norms. It will
also be useful to employ various inhomogeneous Besov versions of these spaces. For example we denote
‖φ ‖p
ℓ
p
rLq[0,T ]
=
∑
j≥0 ‖χjφ ‖pLq [0,T ] where χj is a spatial cutoff on scale 〈x〉 ≈ 2j. Similar notation is used
for dyadic summations with respect to the time variable t, and other auxiliary variables as well (such as
the optical functions described below). We define fixed time and space time Sobolev spaces which will be
denoted by Hsx and H
s[0, T ], with the convention that in both cases we consider all (t, x) derivatives ∂I for
multiindex |I| ≤ s.
In this work we make two basic assumptions about our spacetimes (M, g). The first is an asymptotic
condition on the metric:
Definition 1.1 (Asymptotically flat radiating spacetimes). Suppose (M, g) is given as above. Then we say
gαβ is “outgoing radiating” if the following hold:
I) (Weak “Optical Function”) OnM there is defined a smooth u = u(t, x) such that (u, x) forms a uniform
set of coordinates in the sense that C−1 < ut < C, and u has the symbol bounds:
(1) ‖ (τ−∂t)i(τxτ0∂x)J(∂tu− 1, ∂iu+ ωi) ‖ℓ1rL∞[0,∞) < ∞ , for all (i, J) ∈ N× N4 ,
where τx = 〈x〉, τ− = 〈u〉, τ+ = 〈(t, x)〉, τ0 = τ−τ−1+ , and where ωi = xiτ−1x . Henceforth we let
∂ = (∂t, ∂x) to denote the (t, x) coordinate derivatives, and likewise ∂
b = (∂bu, ∂
b
x) will denote the (u, x)
coordinate derivatives.
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II) (Outgoing Radiation Condition) First define symbol classes Zk in terms of the the seminorms (restricted
to t ∈ [0,∞)):
(2) ||| q |||k,N :=
∑
i+|J|≤N
‖ τ−k0 (τ−∂bu)i(τx∂bx)Jq ‖ℓ1rL∞ +
∑
i+|J|≤N
‖ τ−k0 (τ−∂bu)i(τx∂bx)Jq ‖ℓ1uℓ1rL∞( 12 t<r<2t) .
Then for the inverse metric gαβ in (u, x) coordinates one has the symbol bounds:
(3) gαβ − hαβ ∈ Z0 ,
√
|g|giu + ωi ∈ Z 12 , gui − ωiωjguj ∈ Z1 , guu ∈ Z2 ,
where:
(4) huu = 0 , hui = −ωi , hij = δij .
A number of further remarks are in order concerning the previous definition. Proofs are provided in
Appendix 8.2.
Remark 1.2. An immediate consequence of (1) is that one has a uniformly bounded change of frame between
(∂t, ∂x) and (∂
b
u, ∂
b
x). Specifically:
(5) ∂bα = e
β
α∂β ,
∑
|I|≤k
|∂Ieβα| .k 1 , ∂α = fβα∂bβ ,
∑
|I|≤k
|(∂b)Ifβα | .k 1 .
In particular one may use either (∂t, ∂x) or (∂
b
u, ∂
b
x) to define the Sobolev spaces H
s[0, T ] and Hsx, and for
this purpose we will use these frames interchangeably in the sequel. Note however that the frames (∂t, ∂x)
and (∂bu, ∂
b
x) are not interchangeable in all contexts. See for instance Remark 1.11 below.
Remark 1.3. The condition I) implies that τ−1+ (u+ τx − t) = or(1), and together with II) we have:
‖ (τ−∂t)i(τxτ0∂x)J (g − η) ‖ℓ1rL∞[0,∞) < ∞ , for all (i, J) ∈ N× N4 ,
where η = diag(−1, 1, 1, 1) is the Minkowski metric in (t, x) coordinates. In particular g is weakly asymp-
totically flat in the sense that ∂J(g − η) = or(1) for all J ∈ N4, and away from the region 〈t− r〉 ≪ 〈t+ r〉
this can be strengthened to (t∂t)
i(τx∂)
J(g − η) = or(1) for all (i, J) ∈ N× N4.
Remark 1.4. Definition 1.1 allows us to replace u by u˜ = χu+ (1−χ)(t− τx), where χ is a cutoff supported
where 〈t−r〉 ≪ 〈t+r〉 with bounds |(τ+∂)Jχ| . 1. Thus, in the sequel we shall always assume that u = t−τx
away from the “wave zone” 〈t− r〉 ≪ 〈t+ r〉.
Remark 1.5. For metrics which are quasi-stationary and quasi-spherical in the sense that g = g0 + g1 where
g0 is spherical in (t, x) coordinates and:
‖ ln2(1+ τx)(t∂t)i(τx∂)J(g0− η)‖ℓ1rL∞[0,∞)+ ‖τx(t∂t)i(τx∂)Jg1‖ℓ1rL∞[0,∞) < ∞ , for all (i, J) ∈ N×N4 ,
it can be shown the the condition of Definition 1.1 hold. In particular this guarantees that our conditions
hold for certain stationary long range perturbations of the Kerr family of spacetimes. In general we leave as
an open question to find natural (e.g. geometric) conditions on metrics which satisfy only:
‖ τax (t∂t)i(τx∂)J (g − η) ‖ℓ1rL∞[0,∞) <∞
for some 0 ≤ a < 1, which would guarantee the existence of an optical function such as in Definition 1.1.
1.2. The Local Energy Decay Assumption. The second main assumption of this paper concerns the
behavior of solutions to the inhomogeneous scalar wave equation on (M, g). Following Tataru etal ([18],
[29],[28]) we define the local energy decay norms.
Definition 1.6 (“Classical” Local Energy Decay Norms). First set:
‖φ ‖LE[0,T ] = ‖ τ−
1
2
x φ ‖ℓ∞r L2[0,T ] , ‖F ‖LE∗[0,T ] = ‖ τ
1
2
x F ‖ℓ1rL2[0,T ] .
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Next, for a fixed R0 ≥ 1 sufficiently large (r < R0 may be assumed to contain K), and integer s ≥ 0, we
define:
‖φ ‖LEs
class
[0,T ] =
∑
|J|≤s
(‖ τ−1x ∂Jφ ‖LE[0,T ] + ‖ ∂∂Jφ ‖LE[0,T ]) ,(6a)
‖φ‖WLEs
class
[0,T ] =
∑
|J|≤s
(‖τ−1x ∂Jφ‖LE[0,T ] + ‖∂∂Jφ‖LE(r>R0)[0,T ]) ,(6b)
‖F ‖LE∗,s[0,T ] =
∑
|J|≤s
‖ ∂JF ‖LE∗[0,T ] ,(6c)
‖F ‖WLE∗,s[0,T ] =
∑
|J|≤s
(‖ ∂JF ‖LE∗[0,T ] + ‖ ∂∂JF ‖L2(r<R0)[0,T ]) .(6d)
In terms of these spaces the second main assumption of the paper is:
Assumption 1.7 (Weak and Stationary Energy Boundedness/Decay Estimates). For R0 as in Definition 1.6
above and any s ≥ 0 there holds the estimates:
sup
0≤t≤T
‖∂φ(t)‖Hsx + ‖φ‖WLEsclass[0,T ] .s ‖∂φ(0)‖Hsx + ‖✷gφ‖(WLE∗,s+L1tHsx)[0,T ] ,(7a)
sup
0≤t≤T
‖∂φ(t)‖Hsx+‖φ‖LEsclass[0,T ] .s ‖∂φ(0)‖Hsx+‖(φ, ∂tφ)‖L2×Hs(r<R0)[0,T ]+‖✷gφ‖LE∗,s[0,T ] .(7b)
In practice it is useful to have a bound which does not include the low frequency error on the RHS(7b).
This is had by concatenating (7a)–(7b) which gives:
(8) sup
0≤t≤T
‖ ∂φ(t) ‖Hsx + ‖φ ‖LEsclass[0,T ] .s ‖ ∂φ(0) ‖Hsx + ‖ ∂tφ ‖Hs(r<R0)[0,T ] + ‖✷gφ ‖WLE∗,s[0,T ] .
Before continuing we make a number of remarks about these assumptions.
Remark 1.8. Estimates of the form (7a) have a long history for both asymptotically flat nontrapping space-
times, and for the Kerr family of metrics. For the case of black holes we refer the reader to [2], [5], [18], [29],
and [6] and the references therein for more detailed discussions. In the sharp form needed for the present
paper the estimate (7a) was proved by Marzuola-Metcalfe-Tataru-Tohaneanu [18] for Schwarzschild space
and Tataru-Tohaneanu [29] for Kerr with |a| ≪M . More recently a slightly less precise version of (7a) was
established for the full subextremal range of Kerr by Dafermos-Rodnianski and Shlapentokh-Rothman [6].
It is expected that (7a) holds for a wide class of asymptotically flat spacetimes which satisfy certain natural
structural conditions similar to those of the Kerr metric, as well as certain natural spectral assumptions. We
refer the reader to [21] for a definitive account in the case of nontrapping spacetimes.
Remark 1.9. The second estimate (7b) is essentially the “stationary local energy decay” estimate of Tataru
etal [22]. It can be shown that (7b) follows from estimates similar to (7a) when ∂t is timelike on a set T where
one looses regularity in the local energy decay norms (6). See Appendix 2 for a proof. We remark that such
timelike conditions hold for the Kerr family of metrics when the angular momentum satisfies 0 ≤ |a| < a0,
for some 0 < a0 < M . On the other hand one should still expect (7b) to hold for the full subextremal range
0 ≤ |a| < M of Kerr thanks to the (microlocal) nonvanishing of the symbol of ∂t on the trapped set.
1.3. Norms and vector fields. We now introduce the weighted local energy decay norms that will play a
leading role in the remainder of the paper.
Definition 1.10 (Null Energy Decay Norms). First we define a null energy seminorm with the same scaling
as LE:
‖φ ‖NLE[0,T ] = ‖ τ−
1
2
− φ ‖ℓ∞u L2( 12 t<r<2t)[0,T ] , ‖F ‖NLE∗[0,T ] = ‖ τ
1
2
−F ‖ℓ1uL2( 12 t<r<2t)[0,T ] .
Next, we have the following generalization of LEsclass and WLE
s
class which include these semi-norms:
‖φ ‖LEs[0,T ] = ‖φ ‖LEs
class
[0,T ] +
∑
|J|≤s
‖ (∂bx(∂b)Jφ, τ−1x ∂Jφ) ‖NLE(r>R0)[0,T ] ,(9a)
‖φ ‖WLEs[0,T ] = ‖φ ‖WLEs
class
[0,T ] +
∑
|J|≤s
‖ (∂bx(∂b)Jφ, τ−1x ∂Jφ) ‖NLE(r>R0)[0,T ] .(9b)
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Remark 1.11. Notice we have specifically used Bondi coordinate derivatives (∂bu, ∂
b
x) inside the gradient
portion of RHS(9). This appears to be necessary because condition (1) does not guarantee good peeling
estimate for (∂bx)
I∂u. In particular we don’t assume improved control of the commutators [∂bx, ∂α] beyond
the bounds (5).
Next, we define LE type norms with uniform weights in time. These will play a central role in establishing
peeling estimates for solutions to the wave equation.
Definition 1.12 (Weighted LE and Conformal Energy Norms). For functions φ which solve the wave equation
and 0 ≤ a ≤ 1 we set:
‖φ(t) ‖Ea = ‖ τa+τmax{a,
1
2}
0 ∂φ(t) ‖L2x + ‖ τa+(∂bxφ(t), τ−1x φ(t)) ‖L2x ,(10a)
‖φ ‖Sa[0,T ] = ‖ τa+τmax{a,
1
2}
0 ∂φ ‖LE[0,T ] + ‖ τa+(∂bxφ, τ−1x φ) ‖LE[0,T ] + ‖ τa+τ−1x ∂br(τxφ) ‖NLE[0,T ] ,(10b)
‖φ ‖S1,∞[0,T ] = ‖φ ‖ℓ∞t S1[0,T ] + ‖ τ+τ−1x ∂br(τxφ) ‖NLE[0,T ] ,(10c)
For source terms we fix a parameter R0 as in Definition 1.6 and set:
‖F ‖Na[0,T ] = ‖ τa+τ
1
2
0 F ‖LE∗[0,T ] + ‖ τa+∂F ‖L2(r<R0)[0,T ] + ‖ τa+F ‖NLE∗[0,T ] .(11a)
‖F ‖N1,1[0,T ] = ‖ τ+τ
1
2
0 F ‖ℓ1tLE∗[0,T ] + ‖ τ+∂F ‖ℓ1tL2(r<R0)[0,T ] + ‖ τ+F ‖NLE∗[0,T ] .(11b)
Finally, we construct higher order versions of all the above norms.
Definition 1.13 (Modified Vector Fields). First define the approximate Lie algebras:
(12) L0 = {∂bu, ∂bi − ωi∂bu} , L = {S,Ωij} ∪ L0 , where S = u∂bu + r∂br , Ωij = xi∂bj − xj∂bi .
Note that all members of L commute modulo L with the exception of:
(13) [∂bi − ωi∂bu, S] = ∂bi − ωi∂bu + τ−2x ωi∂bu .
For a function φ we write:
φ(k) = (φ,ΓI1φ,ΓI2φ, . . .) ,
where the RHS is an array of all products ΓI of vector fields in L up to length |I| ≤ k. If ‖ · ‖ is any norm
we write:
‖φ(k) ‖ =
∑
|I|≤k
‖ΓIφ ‖ , Γ ∈ L .
We use a similar notation for pointwise identities, for example |∂φ(k)| = ∑|I|≤k |∂ΓIφ| etc. In the case of
norms we use a subscript notation to denote higher order derivatives by vector fields:
‖φ(t) ‖Ea
k
= ‖φ(k)(t) ‖Ea , ‖φ ‖Sa
k
[0,T ] = ‖φ(k) ‖Sa[0,T ] , ‖F ‖Na
k
[0,T ] = ‖F (k) ‖Na[0,T ] ,
and similarly for LE type norms. In addition we set ‖φ ‖Hs
k
= ‖φ(k) ‖Hs and ‖φ(t) ‖Hs
x,k
= ‖φ(k)(t) ‖Hsx .
1.4. Main Results I: Linear Estimates. The main result of the paper can now be stated as follows.
Theorem 1.14 (Weighted Local Energy Decay Estimates). Assuming estimates (7a) and (7b), then for
0 ≤ a ≤ 1 and fixed s, k ≥ 0 there exists parameters Ba = Ba(s, k) such that:
I) In the case a = 0 one has:
(14) sup
0≤t≤T
‖ ∂φ(t) ‖Hs
x,k
+ ‖φ ‖WLEs
k
[0,T ] .s,k
∑
|I|≤k
∑
|J|≤s
‖ (τx∂x)I∂Jx ∂φ(0) ‖L2x + ‖φ ‖Hs+3k−1(r<B0)[0,T ]
+ ‖✷gφ ‖(WLE∗,s
k
+L1tH
s
x,k
)[0,T ] ,
where in the case k = 0 we define ‖φ‖Hs+3
−1 (r<B0)[0,T ]
= 0.
II) For 0 < a < 1 one has:
(15) sup
0≤t≤T
‖φ(t)‖Ea
k
+s‖φ ‖Sa
k
[0,T ] .s,k,a
∑
|J|≤k
‖τax (τx∂x)J∂φ(0)‖L2x+‖τa−1+ φ‖H1k+1(r<Ba)[0,T ]+‖✷gφ‖Nak [0,T ] .
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III) Corresponding to a = 1 one has the endpoint bound:
(16) sup
0≤t≤T
‖φ(t)‖E1
k
+ ‖φ‖
S
1,∞
k
[0,T ] .s,k
∑
|J|≤k
‖τx(τx∂x)J∂φ(0)‖L2x + ‖φ‖ℓ1tH1k+1(r<B1)[0,T ] + ‖✷gφ‖N1,1k [0,T ] .
Remark 1.15. In the proof of Theorem 1.14 we find that for a 6= 0, 1 one has Ba →∞ as a→ 0, 1.
In addition to the above estimates we shall also prove the following analog of Klainerman’s estimate:
Theorem 1.16 (Global Sobolev Estimate). For k ≥ 1 one has the estimate:
(17)
∑
i+|J|≤k
‖ τ 32+τ
1
2
0 (τ−∂
b
u)
i(τx∂
b
x)
Jφ ‖L∞[0,T ] .k sup
0≤t≤T
‖φ(t) ‖E1
k+1
+ ‖φ ‖S1,∞
k+2 [0,T ]
+
∑
|J|≤k
‖ τ2x(τx∂)J✷gφ(0) ‖L2x +
∑
i+|J|≤k+1
‖ (τ−∂bu)i(τx∂bx)J✷gφ ‖N1,1[0,T ] .
One can combine the above two results in a straightforward way, which produces the first main conclusion
of our paper:
Theorem 1.17 (Peeling Estimates for the Inhomogeneous Wave Equation). Given any k ≥ 1 there exists
an integer N = N(k) depending (linearly) on k such that:
(18)
∑
i+|J|≤k
‖ τ 32+τ
1
2
0 (τ−∂
b
u)
i(τx∂
b
x)
Jφ ‖L∞[0,T ] .k
∑
|J|≤N
‖ τx(τx∂x)J∂φ(0) ‖L2x +
∑
|J|≤N
‖ τ2x(τx∂)J✷gφ(0) ‖L2x
+
∑
i+|J|≤N
‖ (τ−∂bu)i(τx∂bx)J✷gφ ‖N1,1[0,T ] .
1.5. Main Results II: Nonlinear estimates. The estimates of Theorems 1.14 and 1.16 naturally lend
themselves bounding solutions to semilinear wave equations of the form ✷gφ = F (t, x, φ, ∂φ). Rather than
develop a comprehensive theory we concentrate on the equations ✷gφ = Nαβ(t, x, φ)∂αφ∂βφ where the
quadratic form Nαβ is sufficiently tame.
Definition 1.18 (Generalized null forms). A two-tensor Nαβ is called a “generalized null form” with respect
to a (weak) optical function u if its Bondi coordinate components satisfy:
(19) |(τ−∂bu)i(τx∂bx)J∂kφNαβ | .i,J ck(|φ|) , |(τ−∂bu)i(τx∂bx)J∂kφN uu| .i,J ck(|φ|)τ0 .
Remark 1.19. Natural examples of N satisfying Definition 1.18 include multiples of the inverse metric gαβ
by factors N (t, x, φ) which satisfy derivative estimates consistent with (19). This would include the case of
wave-maps from φ : (M, g)→ (M′, g′) into Riemannian or Lorentzian targets targets where φ is close to a
constant map, in either an intrinsic or extrinsic formulation.
Another example of such N would be skew symmetric forms Nαβ = −N βα which obey the first condition
on line (19).
In order to prove a-priori estimates we define the following norms:
|||φ |||Sk[0,T ] =
k+4∑
j=0
(
sup
0≤t≤T
‖∂φ(t)‖
H
13+3(k−j)
x,j
+ ‖φ‖
WLE
13+3(k−j)
j
[0,T ]
)
+ ‖φ ‖
S
1
2
k+3[0,T ]
(20)
+ sup
0≤t≤T
‖φ(t) ‖E1
k+2
+ ‖φ ‖S1,∞
k+2 [0,T ]
+
∑
i+|J|≤k
‖ τ 32+τ
1
2
0 (τ−∂
b
u)
i(τx∂
b
x)
Jφ ‖L∞[0,T ] ,
|||F |||Nk[0,T ] =
k+4∑
j=0
‖F‖
(WLE
∗,13+3(k−j)
j
+L1tH
13+3(k−j)
x,j
)[0,T ]
+ ‖F ‖
N
1
2
k+3[0,T ]
(21)
+
∑
|J|≤k
‖ τ2x(τx∂)JF (0) ‖L2x +
∑
i+|J|≤k+2
‖ (τ−∂bu)i(τx∂bx)JF ‖N1,1[0,T ] .
With this notation the main nonlinear theorem of our paper is the following:
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Theorem 1.20. Let φ be a smooth vector valued function and let N (φ, ∂φ) denote a quadratic form obeying
(19), where we are using the notation N (φ, ∂φ) = Nαβ(t, x, φ)∂αφ∂βφ. Then one has the bounds:
|||φ |||Sk[0,T ] .k
∑
|J|≤3k+13
‖ τx(τx∂x)J∂φ(0) ‖L2x + |||✷gφ |||Nk[0,T ] ,(22)
||| N (φ, ∂φ) |||Nk [0,T ] . Ck(|||φ |||Sk [0,T ])|||φ |||Sk [0,T ](|||φ |||Sk[0,T ] + |||✷gφ |||Nk[0,T ]) , k ≥ 18 .(23)
The functions Ck(·) are locally bounded functions determined by k as well as the functions ck on RHS (19).
From this and a standard continuity argument one has the nonlinear analog of Theorem 1.17:
Theorem 1.21 (Peeling Estimates for Solutions to Null Form Systems). Suppose quadratic forms N are
given which satisfy (19). Let φ be a sufficiently smooth and well localized solution to the system of semilinear
equations:
(24) ✷gφ = Nαβ(t, x, φ)∂αφ∂βφ ,
which is assumed to hold on a time interval [0, T ]. Then given any k ≥ 18 there exists an ǫ0 = ǫ0(k) > 0
such that one has the a-priori estimate:∑
|J|≤3k+13
‖ τx(τx∂x)J∂φ(0) ‖L2x = ǫ ≤ ǫ0 =⇒ |||φ |||Sk[0,T ] .k ǫ .
In particular for sufficiently smooth, small, and well localized initial data the solution to (24) exists globally
and enjoys the peeling estimates:∑
i+|J|≤k
‖ τ 32+ τ
1
2
0 (τ−∂
b
u)
i(τx∂
b
x)
Jφ ‖L∞[0,T ] .k ǫ ,
for the same k as above.
1.6. Some remarks and references. The vector field method for the wave equation on asymptotically
flat spacetimes has a long and well developed history. In the case of small perturbations of Minkowski
space there is Klainerman’s original works [9], [10], followed by the Christodoulou-Klainerman proof [4] of
the nonlinear stability of Minkowski space itself. In the latter work a vector field method is developed for
radiating spacetimes where control is ultimately provided through certain peeling estimates for the curvature
tensor of g. In a related vein there is work of Bieri [1] concerning nonlinear stability under the much less
restrictive decay assumptions on the initial data. In this case the peeling properties of the metric end up
being closer the the thresholds (3).
Going in a different direction there is the proof of stability of Minkowski space and its asymptotics in wave
coordinates by Lindblad-Rodnianski and Lindblad [14], [13]. Here one proceeds more directly via Minkowksi
and Schwarzschild vector fields. This produces estimates with a small loss due to the divergence of radiating
null hypersurfaces compared to their stationary counterparts. On the other hand strong peeling estimates
such (18) cannot hold for the (Minkowski difference of the) metric in wave coordinates due to obstructions
at the level of semilinear terms. More specifically, condition (19) seems to fail when writing the Einstein
equations in any reasonable way as a system of second order equations for the metric.
Next, we turn to vector field methods on spacetimes which are locally large perturbations of Minkowski
space. There are mainly two innovations here, and we make a heavy use of both in the sequel. The
first innovation, due to Klainerman-Sideris [11], allows one to replace Lorentz boosts with certain weighted
identities involving the wave operator ✷g (specifically see Lemma 4.13 below). The second innovation, due
initially to Keel-Smith-Sogge [8] and used by many authors, concerns the use of local energy decay estimates
such as (7) in order to control localized errors generated by commutations with vector fields. For further
background and developments concerning the combination of local energy decay and vector fields on various
large perturbations of Minkowski space we refer the reader to [19], [20], [3], [30], and [31] and the extensive
references contained therein.
Concerning the application of vector fields to the class of black hole spacetimes there has recently been a
great deal of progress. The works most closely related to the present paper are [2], [6], [16] and [17] which
proceed by way of conformal energy estimates and time dependent weights. We also mention the recent
work of Lindblad-Tohaneanu [15] concerning certain quasilinear wave equations (in this case the vector field
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approach is similar to [14]). We remark that all of these works are written specifically to cover the case of
Schwarzschild or Kerr with small angular momentum.
For more general “black hole” backgrounds there is the recent work of Moschidis [23] building on ideas of
Dafermos-Rodnianski [7] (see also Proposition 6.1 of [26] where weighted estimates based on outgoing null
vector fields were introduced). Here one produces a vector field method with time independent weights. This
shares a number of similarities with the present paper, in particular the production of a family of weighted
spacetime energy estimates depending on a parameter 0 ≤ a ≤ 1 which interpolates between the standard
local energy decay estimates and the conformal energy. On the other hand our approach and the one of
Dafermos-Rodnianski and Moschidis appear to diverge in many ways, especially regarding the issue of time
dependent weights. Our method also appears to be more directly applicable to studying nonlinear problems.
Indeed, with the machinery of estimates (14)–(16) our proof of Theorem 1.20 occupies only a few additional
pages.
Finally, one should also mention the works on Price’s law for scalar waves [28] and [22] which uses vector
fields as a launching point for much sharper estimates. An interesting open question in this regard is to find
an appropriate collection of norms capable of producing interior decay rates better than t−
3
2 , but which are
still compatible with semilinear problems such as in Theorem 1.21.
We close with a few additional comments on the specific methods we employ in this work. These are
a natural outgrowth of the papers [2], [27], [26], [24], and [7]. In [27] we developed a conformal multiplier
technique that works well for perturbations of the wave equation, and then used it to produce a collection
of conformal energies with weights depending on a parameter. These ideas will again play a central role in
the present work. In [26] we introduced a Morawetz type estimate based on the multiplier f(r)(∂t + ∂r)
and used it to control null tangential derivatives for solutions to a certain wave equation with a potential
(Proposition 6.1 of that paper). This idea was expanded in [7] to prove global decay estimates. We will use
similar multipliers in this paper to produce a key portion of our estimates.1 In [2] we produced a weighted in
time local energy decay bound, and then used this to control the multiplier error from the conformal vector
field. This technique is used again here for a wider range of weights, albeit assuming the local energy decay
bound as a black box. Finally, the first authors thesis [24] and [25] developed vector fields on radiating
nontrapping spacetimes with even weaker local bounds on ∂tg. We will use much of the setup from [25] in
the present work.
1.7. Outline of the paper. In Section 2 we record a number of algebraic identities for energy momentum
and deformation tensors. These form the basis for all the multiplier and commutator identities needed in
the sequel.
In Section 3 we specialize the formulas of Section 2 to the case of Bondi coordinates satisfying Definition
1.1 and vector fields from Definition 1.13.
Section 4 is the technical heart of the paper. We begin by producing symbol bounds for the Lie derivatives
of two-tensors which satisfy certain natural asymptotic estimates. Building on this we construct a generic
multiplier estimate for vector fields satisfying certain structural properties. This estimate covers all of the
multiplier bounds needed in the sequel, and may be useful for other applications as well which is one of our
motivations for introducing an axiomatic setup. Following this we move on to estimates for commutators.
This is done in a way that allows us to perform some delicate integration by parts later in Section 6, and is
also convenient form proving pointwise bounds. We end by proving several generalized Klainerman-Sideris
type identities, and then use these to conclude the discussion of pointwise bounds for commutators.
In Section 5 we apply the abstract multiplier bound from Section 4 to produce the three main estimates
of Theorem 1.14 at level k = 0. For the bounds (14) and (16) this is done in such a way that the source
error term can be integrated by parts; this form is needed later to establish bounds for commutators.
In Section 6 we apply the formulas of the previous two sections to prove the estimates of Theorem 1.14 for
an arbitrary number of vector fields. For the bound (15) this is more or less straight froward. However, for
the bounds (14) and (16) the argument is more involved because one cannot proceed directly via Ho¨lder’s
inequality, and several additional integrations seem necessary to close the argument.
Section 7 we prove some sharp L∞ decay estimates for functions in terms of the conformal energy norms
(10a), (10c), and (11b). This established Theorem 1.16.
1For a complete the list of multipliers we use here, see Lemma 5.4 and the proofs immediately following.
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In Section 8 we prove Theorem 1.20 which concludes the main nonlinear application of the paper.
In Appendix 1 we provide proofs of a number of the remarks following Definition 1.1. In particular for
large class of stationary metrics which are also spherically symmetric to highest order, we construct optical
functions satisfying bounds (3). Such metrics include radial long rage perturbations of the Kerr family of
metrics.
In Appendix 2 we show that estimate (7a) implies estimate (7b) at least when the metric satisfies structural
assumptions similar to the Kerr family with angular momentum in a certain range.
Finally, in Appendix 3 we record a number of elementary Hardy and trace type estimates. These will be
used throughout the body of the paper.
2. Formulas for Commutators and Multipliers
In this section we recall some basic formulas which underlie the energy method for the wave equation on
curved backgrounds. We do this first with respect to the metric original g. We then generalize such formulas
cover the case of metric conformal to g. The latter will form the basis for most of the multiplier estimates
in the sequel.
2.1. Identities involving g. We begin with a basic definition:
Definition 2.1 (Normalized deformation tensor). Let X be a vector field, and set (X)π = LXg. Then we
define (X)π̂ = (X)π − 12g · trace((X)π) to be the “normalized deformation tensor” of X .
The quantity (X)π̂ underlies all of our formulas for multipliers and commutators as the following result
shows:
Lemma 2.2 (Formulas involving (X)π̂). Let φ be a scalar field, and X a vector field. As usual set Tαβ =
∂αφ∂βφ− 12gαβgα
′β′∂α′φ∂β′φ to be the energy momentum tensor of φ. Then one has the identities:
(X)π̂αβ = − 1√|g|X(
√
|g|gαβ)− gαβ∂γXγ + gαγ∂γ(Xβ) + gβγ∂γ(Xα) ,(25a)
[✷g, X ] = ∇α(X)π̂αβ∇β − 1
2
trace((X)π̂)✷g ,(25b)
∇α(TαβXβ) = 1
2
(X)π̂αβ∂αφ∂βφ+✷gφXφ .(25c)
Finally, if q is a smooth function then one has the commutator formula:
(26) (qX)π̂αβ − q (X)π̂αβ = Xα∇βq +Xβ∇αq − gαβXq .
We’ll prove each of these formulas separately.
Proof of (25a) and (26). We have (X)παβ = gαα
′
gββ
′
(Lxg)α′β′ = −Xgαβ + gαγ∂γ(Xβ) + gβγ∂γ(Xα). On
the other hand 12 trace(
(X)π) = ∇αXα = 1√
|g|
∂α(
√|g|Xα) = 1√
|g|
X(
√|g|)+∂αXα. Subtracting the last two
identities gives (25a). A direct application of (25a) shows (26). 
Proof of (25b). We begin with a formula that will also be useful in the sequel. Let Rαβ be any contravariant
two tensor, then we claim:
(27) [X,∇αRαβ∇β ] = ∇αR˜αβ∇β + S˜β∇β , where R˜ = LXR , and S˜β = Rαβ∇α(∇γXγ) .
To prove it, first note that a straightforward calculation using the coordinate based formula for ∇αXα above
shows X(∇αY α)−Y (∇αXα) = ∇α[X,Y ]α for any pair of vector fields X and Y . Applying this last formula
to the vector field Y α = Rαβ∇βφ and using the Leibniz rule for Lie derivatives followed by [LX , d] = 0 for
the exterior derivative d gives (27).
Now apply (27) to R = g−1. Using (LXR)αβ = −(X)παβ and ∇αXα = − 12 trace((X)π̂) gives (25b). 
Proof of (25c). A standard calculation shows ∇α(TαβXβ) = 12 (X)παβTαβ+✷gφXφ and (25c) follows easily.

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2.2. Conformal Changes for Scalar Fields. In this section we recall a standard formula from geometry.
Let gαβ be a Lorentzian metric on an (3 + 1) dimensional spacetime. We consider a conformally equivalent
metric g˜αβ where Ω
2g˜ = g for some weight function Ω > 0. Let ∇˜ denote the Levi-Civita connection of g˜
and ✷g˜ = ∇˜α∇˜α the corresponding wave operator. Then we have:
Lemma 2.3 (Identity for the conformal wave operator). Let ✷gφ = F . Then one has the formula:
(28) ✷g˜ψ + V ψ = Ω
3F , where ψ = Ωφ , and V = Ω3✷gΩ
−1 .
Proof. Start with:
✷g˜ = Ω
4 1√|g|∂α(Ω−2
√
|g|gαβ∂β) = Ω2(✷g − 2gαβ∂α ln(Ω)∂β) .
To eliminate the second term on the RHS we rescale φ via ψ = Ωφ which gives us:
Ω−2✷g˜ψ = ✷gψ − 2gαβ∂α ln(Ω)∂βψ = Ω✷gφ−Wφ ,
where:
W = −✷g(Ω) + 2Ω∂α ln(Ω)∂α ln(Ω) = Ω2✷gΩ−1 .
A straight forward manipulation of the last two lines gives (28).

2.3. Conformal Multipliers. We now combine the identities of the last two section to produce conjugated
weighted L2 identities. Our main result here is:
Lemma 2.4 (The conformal divergence identity). Let ✷gφ = F . Let X be a vector field supported in the
exterior region R3\K. Let χ(t, x) be a smooth function and Ω > 0 a smooth weight. Then in (t, x) coordinates
one has the divergence identity:
(29)
∫ T
0
∫
R3\K
Q(X,χ,Ω, φ)
√
|g|dxdt =
∫
R3\K
P (X,χ,Ω, φ)
√
|g|dx∣∣t=T
t=0
,
where:
(30) P (X,χ,Ω, φ) = Ω−2g0α∂α(Ωφ)X(Ωφ) − 1
2
Ω−2X0(gαβ∂α(Ωφ)∂β(Ωφ) − χV φ2) ,
with V = Ω3✷gΩ
−1, and where:
(31) Q(X,χ,Ω, φ) = F · Ω−1X(Ωφ) + Ω−2Aαβ∂α(Ωφ)∂β(Ωφ) +Bχφ2 + CχφΩ−1X(Ωφ) ,
with:
(32) A =
1
2
(
(X)π̂ + 2X ln(Ω)g−1
)
, Bχ =
1
2
Ω−2
(
X(χV )− trace(A)χV ) , Cχ = Ω−2(χ− 1)V .
On the RHS of the last two lines above all contractions are computed with respect to g.
Proof. First define the tensors:
T˜ χαβ = ∂αψ∂βψ −
1
2
g˜αβ(g˜
γδ∂γψ∂δψ − χV ψ2) , (X)P˜χα = T˜ χαβXβ , where ψ = Ωφ .
Then by Stokes theorem and the support property of X we have:∫ T
0
∫
R3\K
∇˜α(X)P˜χα
√
|g˜|dxdt =
∫
R3\K
g˜α0T˜ χαβX
β
√
|g˜|dx∣∣t=T
t=0
,
and RHS line (29) follows by substituting Ω−2g = g˜ into the volume forms and the RHS contractions.
It remains to compute the g˜ contraction ∇˜α(X)P˜χα and show this produces the terms on LHS line (29).
To this end suppose (✷g˜ + V )ψ = G. Then one has:
∇˜αT˜ χαβ =
(
(χ− 1)V ψ +G)∂βψ + 1
2
∂β(χV )ψ
2 .
Using formula (25c) we have:
(33) ∇˜α(X)P˜χα =
1
2
(L̂X g˜)αβ∂αψ∂βψ − 1
4
trace(L̂X g˜)χV ψ2 +
(
(χ− 1)V ψ +G)Xψ + 1
2
X(χV )ψ2 ,
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where all the contractions are computed with respect to g˜. To compute the first two RHS terms we use:
LX g˜ = Ω−2
(LXg − 2X ln(Ω)g) , and so L̂X g˜ = Ω−2(L̂Xg + 2X ln(Ω)g) .
Substituting the last line into RHS (33) and using G = Ω3F we have (31) and (32). 
3. Algebraic Formulas Involving Bondi Coordinates
In this section we compute the key quantities from Lemmas 2.2 and 2.4 in Bondi coordinate (u, x).
Lemma 3.1 (Formulas for deformation tensors). Let d = |g| be the determinant gαβ in rectangular bondi
coordinates (u, xi), and set Ω = τx. Then if X = X
α∂bα is any vector field in Bondi coordinates we have the
following formula for contravariant tensors:
(34) (X)π̂ + 2X ln(Ω)g−1 = −d− 12 (LXh+ (∂buXu + ∂brXr + ∂biX i)h)+R ,
where X
i
= X i − r−2xixjXj denotes the angular portion of X and Xr = r−1xiX i the radial portion, and
where h is given on line (4). The remainder tensor R is given by the covariant formula:
(35) R = −d− 12LX(d 12 g−1 − h)− d− 12 (∂buXu + ∂brXr + ∂biX
i
)(d
1
2 g−1 − h)− 2r−1τ−2x Xrg−1 .
Proof of formula (34). Starting with formula (25a) in Bondi coordinates and then using the identity:
∂bγX
γ = 2X ln(τx) + ∂
b
uX
u + ∂brX
r + ∂biX
i
+ 2r−1τ−2x X
r
and setting Ω = τx, we have the following formula for raised indices:
(X)π̂ + 2X ln(Ω)g−1 = −d− 12LX(d 12 g−1)− (∂buXu + ∂brXr + ∂biX
i
+ 2r−1τ−2x X
r)g−1 .
Writing g−1 = d−
1
2 (d
1
2 g−1 − h) + d− 12 h and inserting into this last line gives (34) and (35). 
Lemma 3.2 (Formulas for commutators). The following commutator formulas hold where d = |g| is com-
puted in Bondi coordinates:
I) For X ∈ {∂bu, ∂bi − ωi∂bu,Ωij} one has the formula:
(36) [✷g, X ] = ∇αRαβ∇β + 1
2
(X ln(d))✷g , where R = −d− 12LX(d 12 g−1 − h) +R1 ,
where R1 = 0 for X ∈ {∂bu,Ωij}, and Rαβ1 = 2d−
1
2ωiτ−3x δ
α
uδ
β
u when X = ∂
b
i − ωi∂bu. Again h is as
defined on line (4).
II) For X = S one has:
(37) [✷g, S] = ∇αRαβ∇β+1
2
(4+S ln(d))✷g , where R = −d− 12LS(d 12 g−1−h)−2d− 12 (d 12 g−1−h)+R1 ,
and where Rαβ1 = d−
1
2ωiτ−2x (δ
α
i δ
β
u + δ
β
i δ
α
u ).
Proof of formulas (36) and (37). First note that formula (25a) above can be rewritten as:
(38) (X)π̂ = −d− 12LX(d 12 g−1 − h)− d− 12LXh− ∂bαXαg−1 , trace((X)π̂) = −2∂bαXα −X ln(d) .
Next, for each X ∈ {∂bu,Ωij , ∂bi − ωi∂bu} we have ∂bαXα = 0, and for X ∈ {∂bu,Ωij} we also have LXh = 0.
On the other hand for X = ∂bi − ωi∂bu one computes LXhαβ = 0 for all but the uu component, and for this
one has (LXh)uu = −2ωiτ−3x . Combining this information with (38) above and (25b) gives (36).
Finally, in the case when X = S we compute LSh+ 2h = −ωiτ−2x (δαi δβu + δβi δαu ). This allows us to write
for X = S:
d−
1
2LXh+ ∂bαXαg−1 = 2d−
1
2 (d
1
2 g−1 − h)−R1 + 2g−1 , where Rαβ1 = d−
1
2ωiτ−2x (δ
α
i δ
β
u + δ
β
i δ
α
u ) .
Using trace((X)π̂) = −8− S ln(d) and combining everything with (38) above and (25b) gives (37). 
4. Asymptotic Estimates Involving Bondi Coordinates
We now move on to the main technical calculations of the paper. We record these here in a general form
that will be used throughout the sequel.
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4.1. Basic Estimates for Derivatives.
Lemma 4.1 (Estimates for the determinant). Let d = |g| = | det(g)| be the absolute determinant of g
computed in Bondi coodinates (u, xi). Then for any µ ∈ R one has the symbol bounds:
(39) dµ − 1 ∈ Z0 ,
where the symbol spaces Zk are defined on line (2).
Proof of (39). We can write dµ − 1 = qµ(d−1 − 1) where qµ(s) is smooth for s > −1 and q(0) = 0. Thus, by
Taylor expansion and the Leibniz rule it suffices to consider the case µ = −1. From (3) we know that:
d−1 − 1 + τ−2x = det(h)− det(g−1) ∈ Z0 ,
where h is given on line (4). Since τ−2x ∈ Z0 this completes the proof. 
A useful corollary of this last lemma and the assumptions (3) is the following:
Corollary 4.2. Let d = |g| = | det(g)| be the absolute determinant of g computed in Bondi coodinates
(u, xi), and g−1 the inverse metric of g in Bondi coodinates. Then if h is as on line (4) and one sets
Rαβ = (d 12 g−1 − h)αβ there holds the bounds:
(40) Rij ∈ Z0 , Rui ∈ Z 12 , Rui − ωiωjRuj ∈ Z1 , Ruu ∈ Z2 .
Building on the last two results we have the following collection of symbol bounds which will underly
many of the error estimates in the sequel.
Lemma 4.3 (Basic Lie derivative estimates). Let X = Xα∂α be a vector field. Then the following hold:
I) Suppose that in Bondi coordinates X satisfies the symbol type bounds for a, b, c ∈ R:
(41)
∣∣(τ−∂bu)l(τx∂bx)JXu∣∣ .l,J τax τb+τc+1− ( τxτ+
)min{|J|,1}
,
∣∣(τ−∂bu)l(τx∂bx)JX i∣∣ .l,J τa+1x τb+τc− ,
and obeys the conditions:
(42) ∂brX
u = ∂bu(X
i) = ∂brr
−1(X i − r−2xixjXj) = 0 .
Let Rαβ be any contravariant two tensor which satisfies (40) with similar estimates for Riu (if it is
nonsymmetric). Then its Lie derivative by X, denoted by LXR = RX , satisfies:
(43) RijX ∈ τax τb+τc− ·Z0 , RuiX ∈ τax τb+τc− ·Z
1
2 , RuiX−ωiωjRujX ∈ τax τb+τc− ·Z1 , RuuX ∈ τax τb+τc− ·Z2 ,
with similar bounds for RiuX .
II) Alternatively, if one drops the condition ∂brX
u = 0 but keeps the rest of (41) and (42), then the previous
conclusion holds with the last bound on line (43) replaced by:
(44) RuuX ∈ τax τb+τc− · Z
3
2 .
III) Alternatively, if one drops the condition ∂bu(X
r) = 0 but retains ∂bu(X
i − r−2xixjXj) = 0 and the rest
of (41) and (42), then the result of part I) holds with the first bound on line (43) replaced by the pair:
(45) RijX ∈ τax τb+τc− · Z−
1
2 , RijX − ωiωjωkωlRklX ∈ τax τb+τc− · Z0 .
IV) Likewise, if Sα satisfies:
(46) Si ∈ τ−1x · Z−
1
2 , Su ∈ τ−1x · Z
1
2 ,
then LXS = SX satisfies:
(47) SiX ∈ τa−1x τb+τc− · Z−
1
2 , SuX ∈ τa−1x τb+τc− · Z
1
2 ,
when X satisfies the symbol bounds (41) (in this case we do not need the extra conditions (42)).
V) Finally, let X ∈ L0 = {∂bu, ∂bi − ωi∂bu}, and let R and S satisfy (40) and (46) resp. Then LXR and
LXS satisfy (43) and (47) with a = c = −1 and b = 1.
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Remark 4.4. As will become apparent in the proof, if one is only interested in the norms (2) at level N = 0
for RαβX and SαX (i.e. no derivatives) , then one can replace the full symbol bounds (41) with first order
conditions:∑
l+|J|≤1
∣∣(τ−∂bu)l(τ+∂bx)JXu∣∣ . τax τb+τc+1− , ∑
l+|J|≤1
∣∣(τ−∂bu)l(τx∂bx)JX i∣∣ . τa+1x τb+τc− .
In this case the various implications above are true with the inclusion R ∈ τax τb+τc− · Zk replaced by the
bound ||| τ−ax τ−b+ τ−c− R|||k,0 <∞.
Proof of Lemma 4.3. We prove the various portions separately. First note that conditions (40) are invariant
with respect to dyadic cutoffs in the r, u, and t + r variables. Therefore by utilizing such cutoffs and the
Leibniz rule we may assume a = b = c = 0. As a second preliminary note the identity:
(48) xˆi − ωi = ωir−1(r + τx)−1 , where xˆi = r−1xi .
This allows us to trade xˆi for ωi in the region r > 1 as long as errors on the order of r−2 are acceptable.
Part 1:(The R bounds involving condition (41)) We begin with the proof of estimates (40) for LXR assuming
conditions (41) and (42) or one of the alternatives listed in items II) and III) above. The formula for the Lie
derivative is LXRαβ = X(Rαβ)− ∂γ(Xα)Rγβ − ∂γ(Xβ)Rαγ . We check each component separately:
Case 1a:(The uu component assuming ∂brX
u = 0) By assumption we have ωi∂biX
u = 0, thus:
LXRuu = X(Ruu)− 2∂bu(Xu)Ruu − ∂bi (Xu)(Rui − ωiωjRuj)− ∂bi (Xu)(Riu − ωiωjRju) .
Then the estimate on line (43) for RuuX is immediate from the estimates (41) and (40).
Case 1b:(The uu component when ∂brX
u 6= 0) By the previous case we have the desired estimate modulo
the additional expression r2τ−2x ∂
b
r(X
u)(Rur +Rru), which adds a Z 32 term.
Case 2:(The ui and iu components) By symmetry it suffices to treat the ui case. We have:
LXRui = X(Rui)− ∂bu(Xu)Rui − ∂bu(X i)Ruu − ∂bj (Xu)Rji − ∂bj (X i)Ruj .
Using estimates (41) and (40) we get a Z 12 symbol bound for this term. In addition one sees that for all
parts of the above formula save for the expression Bi = X(ωiωjRuj) − ∂bu(Xu)ωiωjRuj − ωk∂bk(X i)ωjRuj
the bound is on the order of Z1. To show improved bounds we only need to consider the region r > 1. Using
(48) we see that B ≡ B˜ mod r−2 · Z 12 where B˜i = X(xˆiRur) − ∂bu(Xu)xˆiRur − ∂br(X i)Rur . Again using
(48), we see that in order to show Bi − ωiωjBj ∈ Z1 it suffices to prove χr>1(B˜i − xˆiB˜r) ∈ Z1. This would
follow immediately if B˜ is a radially directed vector field. Using X(xˆi) = r−1(X i − xˆiXr) we compute:
B˜i = xˆi(X(Rur)− ∂bu(Xu)Rur − ∂br(Xr)Rur)− r∂br[r−1(X i − xˆiXr)]Rur ,
which is manifestly radial thanks to the last condition on line (42).
Case 3a:(The ij components assuming ∂bu(X
i) = 0) Here we have:
LXRij = X(Rij)− ∂bk(X i)Rkj − ∂bk(Xj)Rik .
Then the estimate on line (43) for RijX is immediate from the estimates (41) and (40).
Case 3b:(The ij components assuming ∂bu(X
r) 6= 0) In this case we are still assuming ∂bu(X i − xˆiXr) = 0.
Therefore we have:
LXRijX = X(Rij)− xˆi∂bu(Xr)Ruj − xˆi∂bu(Xr)Riu − ∂bk(X i)Rkj − ∂bk(Xj)Rik .
A Z− 12 symbol bound for this expression in r > 1 is again immediate from (41) and (40). On the other hand
all but the second and third terms above yield an improved Z0 bound. Thus, using (48) we have for r > 1:
RijX − ωiωjωkωlRklX ≡ −ωi∂bu(Xr)(Ruj − ωjωkRuk)− ωj∂bu(Xr)(Riu − ωiωkRku) mod r−2 · Z−
1
2 + Z0 .
By (40) and (41) we have a Z0 bound for this last term as well.
Part 2:(The S bounds involving condition (41)) Again we can reduce to a = b = c = 0. Componentwise we
have LXSα = X(Sα)− ∂β(Xα)Sβ .
Case 1:(The u component) Here we have:
LXSu = X(Su)− ∂bu(Xu)Su − ∂bi (Xu)Si ,
so the second estimate on line (46) follows directly by multiplying together the bounds on line (41) and (46).
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Case 2:(The i components) Here we have:
LXSi = X(Si)− ∂bu(X i)Su − ∂bj (X i)Sj ,
and so the first estimate on line (46) follows by directly from (41) and (46).
Part 3:(Estimates involving L0) This is largely a corollary of Part 1 and Part 2 above.
First, notice that X ∈ L0 does not directly satisfy the first condition on line (41) due to terms containing
the factor (τ+∂x)
Jωi. However, the claim of Part V) is easy to verify in r < 12 t using the fact that for any
X ∈ L0 one has |(τ−∂bu)l(τx∂bx)JXα| .l,J 1.
Next, for any X ∈ L0 one has both conditions on line (41) with a = c = −1 and b = 1 when restricting to
the region r > 12 t. In this case one also has to deal with the fact that ∂
b
rX
u 6= 0 and ∂brr−1(X i− xˆixˆjXj) 6= 0
save for when X = ∂bu. Recall that these two special conditions were only used in Case 1b and Case 2 of
Part 1 above. So we review those cases here when X = ∂bi − ωi∂bu.
Case 1:(The uu component of RX) Recall from Case 1b of Part 1 above we only need to handle an
expression of the form ∂br(X
u)(Rur +Rru) in the region r > 1 where Xu = ωi. Using ∂br(ωi) = r−1τ−2x ωi
we get an τ−3x · Z
1
2 ⊆ τ−1x τ−1− τ+Z2 bound for this expression which suffices.
Case 2:(The ui component of RX) Recall that the condition ∂brr−1(X i − xˆixˆjXj) = 0 is only used to
establish the improved bound RiuX − ωiωjRujX ∈ Z1. Recall further that this improved bound automatically
holds modulo an expression of the form r∂br [r
−1(X i − ωiωjXj)]Rur . When X i = 0, 1 we see this expression
has symbol bounds on the order of τ−1x · Z
1
2 ⊆ τ−1x τ−1− τ+ Z1 which suffices. 
4.2. A General Exterior Multiplier Estimate. Next, we prove some general multiplier bounds which
will be used a number of times in the sequel. To state them we first define the form of an acceptable error.
Definition 4.5 (General form of multiplier estimate errors). For a pair of parameters 0 < a < 1 and R > 0,
and a quantity oR(1)→ 0 as R→∞, we set:
(49) E(a,R) = ‖ τax∂φ(0) ‖2L2x(r> 12R) + oR(1) ·
(
sup
0≤t≤T
‖φ(t) ‖2
Ea(r> 12R)
+ ‖φ ‖2
Sa(r> 12R)[0,T ]
)
+ ‖φ ‖Sa(r> 12R)[0,T ] ·
(
R−
1
2 ‖ (τa−∂buφ, τax∂bxφ, τa−1x φ) ‖L2( 12R<r<R)[0,T ] + ‖✷gφ ‖Na(r> 12R)[0,T ]
)
.
Corresponding to the cases a = 0, 1, for parameter R > 0, quantity oR(1), and vector field X , we set:
(50) E(0, R,X) = ‖ ∂φ(0) ‖2
L2x(r>
1
2R)
+ oR(1) ·
(
sup
0≤t≤T
‖ ∂φ(t) ‖2
L2x(r>
1
2R)
+ ‖φ ‖2
LE0(r> 12R)[0,T ]
)
+R−1‖ (∂φ, τ−1x φ) ‖2L2( 12R<r<R)[0,T ] +
∣∣∣ ∫ T
0
∫
R3\K
✷gφ · τ−1x X(τxφ)dVg
∣∣∣ ,
and:
(51) E(1, R,X) = ‖ τx∂φ(0) ‖2L2x(r> 12R) + oR(1) ·
(
sup
0≤t≤T
‖φ(t) ‖2
E1(r> 12R)
+ ‖φ ‖2
S1,∞(r> 12R)[0,T ]
)
+ ‖φ ‖S1,∞(r> 12R)[0,T ] · R
− 12 ‖ (τ−∂buφ, τx∂bxφ, φ) ‖ℓ1tL2( 12R<r<R)[0,T ] +
∣∣∣ ∫ T
0
∫
R3\K
✷gφ · τ−1x X(τxφ)dVg
∣∣∣ .
In the above notation the rate of oR(1) may change from line to line, but is fixed for any line on which
an error of the form E appears. Also we denote dVg =
√|g|dxdt where |g| = | det g| is computed in (t, x)
coordinates.
With this notation in mind we have:
Proposition 4.6 (Abstract Multiplier Estimate). Fix R > 0 sufficiently large so that K ⊂ {r < 12R}, and
let Y be a vector field such that Y = Y u∂bu + Y
r∂br, with both Y
u ≥ 0 and Y r ≥ 0 depending only on the
(u, r) variables. Then the following hold:
I) Assume for some 0 < a < 1 there holds the symbol type bounds:
(52)
∑
i+|J|≤1
∣∣(τ−∂bu)i(τ+∂br)JY u∣∣ . τ2a+ τmax{1,2a}0 , ∑
i+|J|≤1
∣∣(τ−∂bu)i(τx∂br)JY r)∣∣ . τ2ax + τ2a−1+ τx .
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Then one has the following multiplier estimate:
(53)
∫ T
0
∫
R3\K
χ>R
(Au(∂buφ)2 +Aur∂buφ · τ−1x ∂br(τxφ) +Ar(τ−1x ∂br(τxφ))2 + /A| /∇bφ|2)dxdt
+ ‖ τ−1x
(√
Y u∂(τxφ),
√
Y r∂bx(τxφ)
)
(T ) ‖2L2x(r>R) . E(a,R) ,
where | /∇bφ|2 denotes the (Euclidean) angular gradient of φ with respect to the spheres u = const and
r = const, and there A0 is given by:
Au = −∂brY u , Ar =
1
2
∂brY
r − 1
2
∂buY
u − ∂buY r ,(54a)
Aur = ∂brY u , /A = r−1Y r −
1
2
∂buY
u − 1
2
∂brY
r .(54b)
Here χ>R = χ>1(R
−1·) is a radial bump function with χ>R ≡ 1 on r > R and χ>R ≡ 0 on r < 12R.
The implicit constant on line (53) depends only on the bounds from line (52), and the metric g.
II) In the case a = 1, still assuming (52), we have (53)–(54) with RHS (53) replaced by E(1, R) =
E(1, R, χr>RY ) where χ>R is as above.
III) Alternatively, in the case a = 0 replace assumption (52) with:
(55)
∑
i+|J|≤1
∣∣(τ−∂bu)i(τ+∂br)JY u∣∣ . 1 , ∑
i+|J|≤1
∣∣(τ−∂bu)i(τx∂br)JY r∣∣ . 1 , ∂buY r = 0 .
Then (53)–(54) hold with RHS (53) replaced by E(0, R) = E(0, R, χr>RY ) where χr>R is as above.
In order to prove this proposition we need a few additional supporting lemmas.
Lemma 4.7 (Asymptotics of the conformal potential). Let Ω = τx and define the quantity V = Ω
3
✷g(Ω
−1).
Then in Bondi coordinates (u, xi) one has the symbol bounds:
(56) V ∈ Z− 12 .
Proof. First write the wave operator in Bondi coodinates as ✷g = d
− 12✷h + d
− 12 ∂bαRαβ∂bβ , where g = |g| is
the Bondi coordinate metric determinant, ✷h = ∂
b
αh
αβ∂bβ where h is given on line (4), and where R = d
1
2 g−h
satisfies the estimate (40). A quick calculation shows ✷h(τ
−1
x ) = −3τ−5x , and a little further work reveals:
V = −d− 12 (r∂bαRαr + τ−2x (1− 3r2)Rrr + 3τ−2x ) .
By (39) we have d−
1
2 − 1 ∈ Z0, so estimate (56) follows from (40). 
Lemma 4.8 (Formulas for boundary terms). Let Xr, Xu be non-negative and set X = Xu∂bu+X
r∂br . Then
if Ω = τx one has the following pointwise estimate involving the quantity P (X,χ,Ω, φ) defined on line (30):
(57) Xu|τ−1x ∂(τxφ)|2 +Xr|τ−1x ∂bx(τxφ)|2 . −P (X,χ,Ω, φ)
+ or(1) ·
(
(Xu + τ20X
r)|τ−1x ∂(τxφ)|2 + χ(Xu +Xr)τ−
1
2
0 τ
−2
x φ
2
)
.
To prove estimate (57) we need the following elementary result:
Lemma 4.9 (Approximate null frame). Let X and YA, A = 1, 2, be approximately unit length vectors in the
Minkowski space in the sense that supα |Xα| ≈ 1 and supα |Y αA | ≈ 1. Suppose that there exists ǫ > 0 such
that 〈X,X〉 = O(ǫ2), 〈X,YA〉 = O(ǫ), and in addition |〈YA, YB〉− δAB| ≪ 1. Then there exists an exact null
frame {L,L, eA} with 〈L,L〉 = 〈L, eA〉 = 〈L,L〉 = 0, 〈L,L〉 = −1, and 〈eA, eB〉 = δAB, and coefficients γ,
cAX and c
B
A for A,B = 1, 2, such that:
X = L+cAXeA+γL , YA = c
B
AeB , where γ = O(ǫ
2) , and cAX = O(ǫ) , and |cAB−δAB| ≪ 1 .
Proof. Let eA form an orthonormal basis for the space-like two plane spanned by YA, with the first eA
in the direction of one of the YA. Let c
B
A be the corresponding change of basis. Then |cAB − δAB| ≪ 1.
Let L,L generate the two null directions over the span of eA and YA, chosen so that 〈L,L〉 = −1 and
X = L+ cAXeA + γL for some set of coefficients c
A
X , γ. From 〈X,YA〉 = O(ǫ) we have 〈X, eA〉 = O(ǫ) and so
cAX = O(ǫ). Then 〈X,X〉 = −2γ +O(ǫ2), so γ = O(ǫ2) follows from 〈X,X〉 = O(ǫ2). 
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Proof of (57). Note that it suffices to prove this bound in the region r ≫ 1. Consider the vector fields
{∂br , YA} where YA is a (local) Euclidean ONB on the spheres r = const, u = const. Because the metric g is
asymptotically Minkowskian |〈YA, YB〉− δAB| ≪ 1. On the other hand a quick application of the asymptotic
formulas (3) and Cramer’s rule shows that 〈∂br , ∂br〉 = or(1) ·τ20 and 〈∂br , YA〉 = or(1) ·τ0. Thus, an application
of the previous lemma shows that:
∂br = L+ or(1) · τ0/∂bx + or(1) · τ20 ∂ ,
where L is null, /∂bx denotes derivatives tangent to u = const, r = const which are also orthogonal to L, and
∂ is arbitrary.
Next, let T = T [ψ] denote the energy momentum tensor of ψ with respect to the metric g. Because
t = const are uniformly spacelike when r ≫ 1 we have:
T (L,−∇t) ≈ |Lψ|2 + | /∇bxψ|2 , |T (/∂bx,−∇t)| . | /∇bxψ| · |∂ψ|+ |gαβ∂αψ∂βψ| , |T (∂,−∇t)| . |∂ψ|2 .
A quick application of (3) and the middle bound above shows that uniformly for C > 0:
τ0|T (/∂bx,−∇t)| . C−1|∂bxψ|2 + Cτ20 |∂ψ|2 .
Combining the last three lines gives the pointwise estimate:
|∂bxψ|2 . T (∂br,−∇t) + or(1) · τ20 |∂ψ|2 .
In addition to this we also have by the asymptotic flatness of g and standard properties of T :
|∂ψ|2 . T (∂bu,−∇t) + or(1) · |∂ψ|2 .
Finally, let P (X,χ,Ω, φ) denote the quantity defines on line (30). Then:
− P (X,χ,Ω, φ) = Ω−2T [Ω−1φ](X,−∇t)− 1
2
Ω−2X0χV φ2 , where V = Ω3✷g(Ω
−1) ,
and where X0 denotes the time component of X in (t, x) coordinates. By (1) we have |X0| . Xu + Xr.
Therefore estimate (57) follows from the last three lines above and estimate (56). 
We now return to the proof of the main result of this subsection. Because of the split form of the error
terms (49) and (51) there are essentially two cases.
Proof of Proposition 4.6 for 0 < a < 1. We use formalism of Section 2, in particular Lemma 2.4. Let X =
XR = χ>RY where χ>R is as in the statement of the proposition. We choose Ω = τx and set the auxiliary
cutoff to χ = 0. Using the divergence identity (29) we need to estimate each spacetime term given by
formulas (31) and (32), as well as the boundary term on RHS(29).
Step 1:(Output of the Aαβ contraction) We’ll do this calculation by switching over to polar Bondi coordinates
(u, r, xA), where locally we can choose xA to be two members of xˆi = r−1xi. From lines (34) and (35), and
expansion of LXh, we may write Aαβ = χ>Rd− 12Aαβ0 + d−
1
2Rαβ where:
(58) 2Aαβ0 = ∂
b
γ(Y
α)hγβ + ∂bγ(Y
β)hαγ − Y (hαβ)− (∂buY u + ∂brY r)hαβ ,
and R = R0 + χ>RR1. Here 2R0 = (XR)π̂ − χ>R(Y )π̂ which according to formula (26) is:
(59) 2Rαβ0 = τ−1x χR
(
gαrY β + gβrY α − Y rgαβ) ,
and where χR = τx∂rχ>R is a smooth bump function adapted to r ≈ R. The second remainder term is:
(60) 2R1 = −LY (d 12 g−1 − h)− (∂buY u + ∂brY r)(d
1
2 g−1 − h)− 2r−1τ−2x d
1
2Xrg−1 .
A little further computation shows the coefficients of the quadratic form Aαβ0 from line (58) are:
Auu0 = Au + τ−1x (r + τx)−1∂brY u , Arr0 = Ar + τ−1x (r + τx)−1∂buY r ,(61a)
2Aur0 = Aur + τ−3x Y r , AAB = r−2δAB/A ,(61b)
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while ArA0 = A
uA
0 = 0. Here the terms A are given on line (54). Recalling the definitions of the norms (10b)
and using conditions (52) we have:
(62)
∫ T
0
∫
R3\K
χ>R
(Au(∂buφ)2 +Aur∂buφ · τ−1x ∂br(τxφ) +Ar(τ−1x ∂br(τxφ))2 + /A| /∇bφ|2)dxdt
≤
∫ T
0
∫
R3\K
χ>Rτ
−2
x d
− 12Aαβ0 ∂
b
α(τxφ)∂
b
β(τxφ)dVg + oR(1)‖φ ‖2Sa(r> 12R)[0,T ] .
To estimate the remainder terms from line (59), note that a straight forward calculation involving the
conditions (52) and (3) gives in rectangular Bondi coordinates:
(63) |Rij0 | . (τ2a−1x + τ2a−1+ )χR , |Rui0 | . τ−1x τ2a+ τ0χR , |Ruu0 | . τ−1x τ2a+ τmax{1,2a}0 χR ,
where χR is supported in
1
2R < r < R. This yields the estimate:
(64)∫ T
0
∫ ∣∣τ−2x Rαβ0 ∂α(τxφ)∂β(τxφ)∣∣dxdt . R− 12 ‖φ‖Sa( 12R<r<R)[0,T ]‖(τa−∂buφ, τax∂φ, τa−1x φ)‖L2( 12R<r<R)[0,T ].
To estimate the remainder terms from line (60) we split the range into 0 < a < 12 and
1
2 ≤ a < 1. When
0 < a < 12 the conditions (52) imply:∑
i+|J|≤1
∣∣(τ−∂bu)i(τ+∂bx)JY u∣∣ . τ2a−1x · τ− , ∑
i+|J|≤1
∣∣(τ−∂bu)i(τx∂bx)JY r∣∣ . τ2a−1x · τx .
In addition we must assume ∂brY
u 6= 0 and ∂buY r 6= 0, although we do have ∂bu(Y i − xˆiY r) = 0. Therefore
by simultaneously combining cases II) and III) of Lemma 4.3 and Remark 4.4, using |∂buY u+ ∂brY r| . τ2a−1x
(again for 0 < a < 12 ) and (40), and directly using (3) for the last term on RHS(60) we have for 0 < a <
1
2 :
|||w−1a Rrr1 |||− 12 ,0 < ∞ , |||w
−1
a Ruu1 |||max{1,2a},0 < ∞ , |||w−1a Rru1 ||| 12 ,0 < ∞ ,(65a)
|||w−1a rRuA1 |||1,0 < ∞ , |||w−1a (rRrA1 , r2RAB1 ) |||0,0 < ∞ , where wa = (τ2a−1x + τ2a−1+ ) .(65b)
On the other hand in the range 12 ≤ a ≤ 1 the conditions (52) imply:∑
i+|J|≤1
∣∣(τ−∂bu)i(τ+∂bx)JY u∣∣ . τ2a−1− · τ− , ∑
i+|J|≤1
∣∣(τ−∂bu)i(τx∂bx)JY r∣∣ . τ2a−1+ · τx .
Therefore by separately applying cases II) and III) of Lemma 4.3 and Remark 4.4 to the vector fields Y u∂bu
and Y r∂br (resp), and this time using |∂buY u| + |∂brY r| . τ2a−1+ we again have (65). Finally, after several
rounds of Ho¨lder’s inequality and a straightforward check of definitions (2) and (10b), the error bounds (65)
yields the following asymptotic estimate:
(66)
∫ T
0
∫
R3\K
χ>R
∣∣τ−2x Rαβ1 ∂α(τxφ)∂β(τxφ)∣∣dxdt . oR(1)‖φ ‖2Sa(r> 12R)[0,T ] .
As a last step we combine estimates (62), (64), and (66), while recalling that d
1
2Aαβ = χ>RA
αβ
0 +R0 +
χ>RR1. This gives us:
(67)
∫ T
0
∫
R3\K
χ>R
(Au(∂buφ)2 +Aur∂buφ · τ−1x ∂br(τxφ) +Ar(τ−1x ∂br(τxφ))2 + /A| /∇bφ|2)dxdt ≤∫ T
0
∫
R3\K
τ−2x A
αβ∂α(τxφ)∂β(τxφ)dVg + E(a,R) ,
where the coefficients A are given by lines (54).
Step 2:(Estimating the Cχ term) Using (56) we have Cχ ∈ τ−2x Z−
1
2 , while (52) give the pointwise estimate
|τ−1x XR(τxφ)| . χ>Rτ2a+ (τmax{1,2a}0 |∂buφ|+ |τ−1x ∂br(τxφ)|). Thus Ho¨lder’s inequality and (10b) gives:
(68)
∣∣ ∫ T
0
∫
R3\K
Cχφτ−1x XR(τxφ)dVg
∣∣ . oR(1)‖φ ‖2Sa[0,T ](r> 12R) .
17
Step 3:(Output of the boundary terms) Using the bound from line (57) we directly have:
(69) ‖ τ−1x
(√
Y u∂(τxφ),
√
Y r∂bx(τxφ)
)
(T ) ‖2L2x(r>R) . ‖ τ
a
x∂φ(0) ‖2L2x
+ oR(1) sup
0≤t≤T
‖φ(t) ‖2
Ea(r> 12R)
−
∫
R3
P (X,χ,Ω, φ)
√
|g|dx∣∣t=T
t=0
.
Step 4:(Output of the source term) Finally, another application of Ho¨lder’s inequality shows:
(70)
∣∣ ∫ T
0
∫
R3\K
✷gφ · τ−1x XR(τxφ)dVg
∣∣ . ‖✷g ‖Na[0,T ]‖φ ‖Sa(r> 12R)[0,T ] .
Adding together formulas (67)–(70) and using (29), (31), and (32) gives (53). 
For the proof of Proposition 4.6 with a = 1 it will help to have the following Lemma:
Lemma 4.10. Let Φ be a bounded function supported on [0, T ], and let ||| p2 |||0,0 <∞. Then for R > 0 one
has the estimate:
(71) ‖
√
τx/τ+p·Φ ‖L2(r>R) . oR(1)
(‖ (1−χ 1
2 t<r<2t
)Φ ‖ℓ∞t ℓ∞r L2+‖χ 12 t<r<2tΦ ‖ℓ∞t ℓ∞u ℓ∞r L2+‖ τ
1
2
x Φ ‖L∞t L2x
)
.
Proof of (71). We split the RHS into regions r < 12 t,
1
2 t < r < 2t, and r > 2t, all restricted to r > R (we
will largely suppress this last condition in the following notation).
In the first region we use:
‖
√
τx/τ+p · Φ ‖L2(r< 12 t) . ‖
√
τx/τ+p ‖ℓ2tℓ2rL∞(r< 12 t)‖Φ ‖ℓ∞t ℓ∞r L2(r< 12 t) ,
followed by Young’s inequality which gives ‖√τx/τ+p ‖ℓ2t ℓ2rL∞(r< 12 t) . ‖ p ‖ℓ2rL∞(r>R) = oR(1).
In the region 12 t < r < 2t we use:
‖
√
τx/τ+p · Φ ‖L2( 12 t<r<2t) . ‖ p ‖ℓ2uℓ2rL∞( 12 t<r<2t)‖Φ ‖ℓ∞t ℓ∞u ℓ∞r L2( 12 t<r<2t) ,
followed by ‖ p ‖ℓ2uℓ2rL∞( 12 t<r<2t)(r>R) = oR(1).
Finally, in the region r > 2t we use:
‖
√
τx/τ+p · Φ ‖L2(r>2t) . ‖ τ−
1
2
x p ‖L2tL∞x (r>2t)‖ τ
1
2
x Φ ‖L∞t L2x ,
followed by ‖ τ− 12x p ‖L2tL∞x (r>2t) . ‖χt< 12 rτ
− 12
x p ‖ℓ2rL2tL∞x . ‖ p ‖ℓ2rL∞(r>R) = oR(1). 
Proof of Proposition 4.6 for a = 1. The demonstration is largely similar to the previous proof, with a few key
differences. We again choose Ω = τx, but this time set the auxiliary cutoff in Lemma 2.4 to be χ = χ< 12 (r/t)
which vanishes in r > 34 t with χ ≡ 1 when r < 12 t.
Step 1:(Output of the Aαβ contraction) We again have formulas (58)–(61).
An inspection of the remainder terms on RHS(61) using condition (52) shows that we also have estimate
(62) with the last RHS term replaced by oR(1)‖φ ‖2S1,∞(r> 12R)[0,T ].
Next, the estimates (63) are again valid except this time we use Ho¨lder’s inequality to replace (64) with:
(72)
∫ T
0
∫ ∣∣τ−2x Rαβ0 ∂α(τxφ)∂β(τxφ)∣∣dxdt . R 12 ‖φ‖S1,∞( 12R<r<R)[0,T ]‖(τ−∂buφ, τx∂φ, φ)‖ℓ1tL2( 12R<r<R)[0,T ].
To estimate the remainder term involving Rαβ1 note that (65) is still valid with a = 1. This allows us to
replace (66) in the case a = 1 with the slight improvement:
(73)
∫ T
0
∫
R3\K
χ>R
∣∣τ−2x Rαβ1 ∂α(τxφ)∂β(τxφ)∣∣dxdt .
‖
√
τx/τ+p · τ−
1
2
x τ+(τ0∂φ, ∂
b
xφ, τ
− 12
0 τ
−1
x ∂
b
r(τxφ), τ
−1
x φ)‖2L2(r> 12R)[0,T ] ,
where ||| p2 |||0,0 <∞. Then an application of Lemma 4.10 produces:
(74) LHS(73) . oR(1) ·
(
sup
0≤t≤T
‖φ(t) ‖2
E1(r> 12R)
+ ‖φ ‖2
S1,∞(r> 12R)[0,T ]
)
.
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Combining (72), (74), and the analog of (62), we have estimate (67) for the case a = 1.
Step 2:(Estimating the Bχ term) Inspection of (32) and estimate (56) shows the main thing is to compute
trace(A). By definition trace(XR)π̂ = −2∇αXαR, so trace(A) = 4rτ−2x XrR − ∇αXαR. Using the conditions
(52) and the support of χ, we conclude ||| τ2xτ−1+ Bχ |||0,0 <∞. Thus:
(75)
∣∣ ∫ T
0
∫
R3\K
Bχφ2dVg
∣∣ . ‖√τx/τ+p · τ− 12x τ+(τ−1x φ) ‖2L2(r> 12R)[0,T ] ,
where ||| p2 |||0,0 <∞. From this Lemma 4.10 produces:
LHS(75) . oR(1)(‖φ ‖2E1(r> 12R)[0,T ] + ‖φ ‖
2
S1,∞(r> 12R)[0,T ]
) .
Step 3:(Estimating the Cχ term) Using (56) and the support property of χ we have τ2+C
χ ∈ Z− 12 , while
(52) give the pointwise bound |τ−1x XR(τxφ)| . χ>Rτ2+(τ20 |∂buφ|+ |τ−1x ∂br(τxφ)|). Thus:∣∣ ∫ T
0
∫
R3\K
Cχφτ−1x XR(τxφ)dVg
∣∣ . ‖√τx/τ+p · τ− 12x τ+(τ0∂φ, τ− 120 τ−1x ∂br(τxφ), τ−1x φ)‖2L2(r> 12R)[0,T ] ,
where again p2 ∈ Z0 so we conclude via Lemma 4.10.
Step 4:(Output of the boundary terms) Here we simply note that (69) is also valid for a = 1.
Step 5:(Output of the source term) This term is included directly in the definition of E(1, R,X).

Proof of Proposition 4.6 for a = 0. This follows the pattern of the previous two proofs. We set Ω = τx and
choose χ = 0.
Step 1:(Output of the Aαβ contraction) We again have formulas (58)–(61). This time one replaces (63) with
|Rαβ0 | . τ−1x χR, in which case RHS(64) becomes R−
1
2 ‖ (∂φ, τ−1x φ) ‖2L2( 12R<r<R)[0,T ]. The analog of (62) is
also valid with the second RHS term replaced by oR(1)‖φ ‖2LE0(r> 12R)[0,T ].
The main difference is that this time the conditions (55) give |∂buXu + ∂brXr| . τ−1x τ−10 . Together with
the condition ∂buY
r = 0 and an application of Lemma (4.3), this means we need to replace (65) with:
||| τxRij1 |||−1,0 < ∞ , ||| τxRui1 |||− 12 ,0 < ∞ , ||| τxR
uu
1 ||| 12 ,0 < ∞ .
This is enough to show the analog of (66) with RHS replaced by oR(1)‖φ ‖2LE0(r> 12R)[0,T ].
Step 2:(Estimating the Cχ term) Using (56) gives Cχ ∈ τ−2x Z−
1
2 , while (55) gives |τ−1x XR(τxφ)| .
χr>R|(∂φ, τ−1x φ)|. Thus (68) is valid with RHS replaced by oR(1)‖φ ‖2LE0(r> 12R)[0,T ].
Step 4:(Output of the boundary terms) Here we note that (69) is also valid for a = 0.
Step 5:(Output of the source term) This term is included directly in the definition of E(0, R,X). 
4.3. Abstract Bounds for Commutators. We now turn to some further consequences of Lemma 4.3.
Lemma 4.11 (Abstract bounds for commutators). Let R and S be a contravariant 2-tensor and vector field
(resp). From them define the operator Q = ∇αRαβ∇β + Sα∇α. Then the following results hold:
I) Suppose that R and S satisfy (40) and (46) (resp). Then if X is any vector field which satisfies (41)
and (42) with a = b = c = 0, one has [X,Q] = ∇αR˜αβ∇β + S˜α∇α where R˜ and S˜ satisfy (40) and
(46) (resp) as well.
II) Alternately suppose X ∈ L0 = {∂bu, ∂bi − ωi∂bu} with the same conditions on R and S as above. Then
the previous result holds with bound (43) for R˜ and bound (47) for S˜ with a = c = −1 and b = 1.
III) For any Q as defined above with R and S satisfying (40) and (46) we have the pointwise bound:
(76) |Qφ| . q · τ−2x
∑
1≤l+|J|≤2
|(τxτ0∂bu)l(τx∂bx)Jφ| , where q ∈ Z−
1
2 .
Alternately, suppose R and S satisfying (43) and (47) with a = c = −1 and b = 1. Then:
(77) |Qφ| . q · τ−1x
∑
|I|≤1
(τ
1
2
0 |∂buΓIφ|+ |∂bxΓIφ|) , where q ∈ Z−1 ,
and where Γ ∈ L0 = {∂bu, ∂bi − ωi∂bu}.
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IV) Finally, let R satisfy any combination of conditions (43), (44), and (45), and let S satisfy (47). Let
w be a smooth weight function with:
(78) |(τ−∂bu)l(τx∂bx)Jw| .l,J τa
′
x τ
b′
+ τ
c′
− .
Then with Q as defined above we have wQ = ∇αR˜αβ∇β + S˜α∇α, where R˜αβ satisfies the appropriate
combination of conditions (43), (44), and (45), and S˜α satisfies (47), in each case with coefficients
a+ a′, b+ b′, and c+ c′.
Proof. We’ll show each part separately.
Part 1:(The commutator property for X satisfying (41) and (42)) By formula (27) and parts I) and IV) of
Lemma 4.3, it suffices to show that Rαβ∇α(∇γXγ) satisfies (46). We’ll do this in a bit more generality here
for use in the sequel.
Let w be any weight function which satisfies (78), and letR be any contravariant two-tensor which satisfies
the weaker conditions (44) and (45), and the remaining conditions on line (43). Then we claim (47) holds
for Sα = Rαβ∇α(w) with weights a+ a′, b+ b′, c+ c′. To see this note:
Si = Rui∂buw +Rji∂bj (w) , Su = Ruu∂buw +Rju∂bj (w) ,
so the desired estimates follow easily by multiplying together bounds (78) and the appropriate combination
of (43), (44), and (45).
To show Part I) of the Lemma note that if X is as stated, then (39) shows w = ∇γXγ satisfies (78) with
a′ = b′ = c′ = 0. The desired result now follows from the discussion of the previous paragraph.
Part 2:(The commutator property for X ∈ L0) This follows at once from part V) of Lemma 4.3 and the
main calculation of Part 1 above. Note that if X ∈ L0 then w = ∇γXγ satisfies (78) with a′ = c′ = −1
and b′ = 1.
Part 3:(The pointwise estimates (76) and (77)) The bound for the S potion of Qφ follows at once from
(47). For the R contraction we write in Bondi coordinates:
∇αRαβ∇βφ = Rαβ∂bα(ln
√
|g|)∂bβφ+ (∂bαRαβ)∂bβφ+Rαβ∂bα∂bβφ = S˜α∂bαu+Rαβ∂bα∂bβφ .
We only need to show that S˜ satisfies (47) with a = b = c = 0 in case of estimate (76), and a = c = −1,
b = 1 in case of estimate (76); then study Rαβ∂bα∂bβφ.
For the first term of S˜ we use the fact that w = ln
√|g| satisfies (78) with a′ = b′ = c′ = 0, which follows
from (39). Then by the main calculation of Part 1 above we have (47) for Rαβ∂bα(ln
√|g|).
For the expression ∂bαRαβ the appropriate version of (47) follows at once from (43).
For the final term note that if R satisfies (43) then one has the pointwise estimate:
|Rαβ∂bα∂bβφ| . q · τax τb+τc−
(
τ
5
2
0 |(∂bu)2φ|+ τ0|∂bu∂bxφ|+ τ
1
2
0 |(∂bx)2φ|
)
, where q ∈ Z− 12 .
This is bounded by RHS(76) when a = b = c = 0, and RHS(77) when a = c = −1 and b = 1.
Part 4:(Proof of the algebra property IV)) It is immediate that bound (47) for S is stable under multipli-
cation by w satisfying (78) with the appropriate change of weights. For the quadratic term of Q we write
w∇αRαβ∇β = ∇αwRαβ∇β − Rαβ∇α(w)∇β . For the first term we use bounds (43) which are also stable
under multiplication by w. For the second term we use the main calculation of Part 1 above.

Parts I) and II) of the last lemma imply the following:
Corollary 4.12 (Estimates for multicommutators). Let g be a metric which satisfies (3), and as usual set
L0 = {∂bu, ∂bi − ωi∂bu} and L = {S,Ωij} ∪ L0. Then the following hold:
I) If I is any multiindex then for products of vector fields in L one has the identity:
(79) [✷g,Γ
I ] =
∑
I′(I
([∇αRαβI′ ∇β + SαI′∇α]ΓI′ + wI′ΓI′✷g) ,
where the sum is taken over the collection of all multiindices I ′ strictly contained in I; in particular
each |I ′| ≤ |I| − 1. Here RI′ and SI′ satisfy (40) and (46) (resp), while there exists constants w0I′ ∈ R
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such that:
(80) wI′ − w0I′ ∈ Z0 .
II) If the product in the previous part is restricted to vector fields in L0, then one has identity (79) with
estimates (43) and (47) for RI′ and SI′ with a = c = −1 and b = 1. In addition (80) in this case is
replaced by wI′ ∈ τ−1x · Z−1.
III) Let ΓI be a product of vector fields in L and Γ˜J a product of vector fields in L0. Then one has the
identity:
(81) Γ˜J [✷g,Γ
I ] =
∑
I′(I, J′⊆J
([∇αRαβI′,J′∇β + SαI′,J′∇α]Γ˜J′ΓI′ + wI′,J′Γ˜J′ΓI′✷g) ,
where RI′,J′ , SI′,J′ , and wI′,J′ satisfy respectively (40), (46), and (80).
Proof. We’ll show the different parts separately.
Part 1:(Proof of (79) for L and L0) Here we will focus only on the case of products of vector fields in L,
as the case of L0 is completely analogous. Using the algebra property of Part IV ) of Lemma 4.11 and an
induction, it suffices to show:
(82) [✷g,Γ
I ] =
∑
I′(I
[∇αRαβI′ ∇β + SαI′∇α + wI′✷g]ΓI′ , where Γ0 = Id .
We shall prove this last bound itself by induction on the length |I| of the product ΓI .
Case 1:(|I| = 1) When ΓI consists of a single vector field in L, formula (82) follows from a combination of
formulas (36) and (37), followed by estimates (39), (40), and part I) of Lemma 4.3.
Case 2:(|I| ≥ 2) Assume formula (82) holds for all multiindices |I| < k and choose some |I| = k, and write
ΓI = ΓI0ΓI1 for some |I0| = 1. By the Leibniz rule we have [✷g,ΓI ] = [✷g,ΓI0 ]ΓI1 + ΓI0 [✷g,ΓI1 ]. By the
same calculations as in the previous step we have:
[✷g,Γ
I0 ]ΓI1 = ∇αRαβ∇βΓI1 + w✷gΓI1 ,
where R, w are of the desired form. On the other hand by induction we have:
ΓI0 [✷g,Γ
I1 ] =
∑
I′(I1
(∇αRαβI′ ∇β + SαI′∇α + wI′✷g)ΓI0ΓI′ + ∑
I′(I1
[
ΓI0 ,
(∇αRαβI′ ∇β + SαI′∇α + wI′✷g)]ΓI′ .
By formula (27) and Part I) of Lemma 4.11 the commutator
[
ΓI0 ,
(∇αRαβI′ ∇β + SαI′∇α)] again yields an
operator of the form QI′ = ∇αR˜αβI′ ∇β + S˜αI′∇α. Using (39), the same calculations of the previous step, and
part IV) of Lemma 4.11, we see the commutator [ΓI0 , wI′✷g] yields another such operator. Combining all
this yields (82).
Part 2:(Proof of (81)) Applying Γ˜J to formula (79) and then computing
[
Γ˜J ,
(∇αRαβI′ ∇β+SαI′∇α)] through
a repeated use of Part II) of Lemma 4.11 yields the desired result. 
4.4. Klainerman-Sideris Inequalities. We now prove an analog of the Klainerman-Sideris identity (see
[11]).
Lemma 4.13 (Klainerman-Sideris type identity). One has the following pointwise estimates:∑
1≤l+|J|=2
|(τxτ0∂bu)l(τx∂bx)Jφ| .
∑
l+|J|=1
|I|≤1
|(τxτ0∂bu)l(τx∂bx)JΓIφ|+ τ2xτ0|✷gφ| ,(83)
∑
1≤l+|J|≤k
|(τ−∂bu)l(τx∂bx)Jφ| .
∑
l+|J|=1
|I|≤k−1
|(τ−∂bu)l(τx∂bx)JΓIφ|+
∑
l+|J|≤k−2
τ2xτ0|(τ−∂bu)l(τx∂bx)J✷gφ| ,(84)
where in the second bound the implicit constant depends on k ≥ 2. Here all Γ ∈ L.
Proof of estimates (83) and (84). Both estimates follow from essentially the same computation.
Step 1:(A preliminary reduction) First, note that in either case it suffices to restrict to r > R ≫ 1, as
estimates (83) and (84) with some implicit constant C = C(R, k) is automatic in r ≤ R by choosing all
Γ ∈ L0 ∪ {S}.
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Next, let ✷η be the Minkowski wave operator in Bondi coordinates which satisfies:
✷η = −2∂bu∂r+(∂br)2−2r−1∂bu+2r−1∂br+r−2
∑
i<j
(Ωij)
2 , ✷η = d
1
2✷g−∂bαRαβ∂bβ+O(r−2)∂bx∂bu+O(r−3)∂bu ,
where d = |g| is the metric determinant in Bondi coordinates, and R = d 12 g − h where h is given on line (4)
and R satisfies (40). Thanks to (76) one has:
τ2xτ0|✷ηφ| . τ2xτ0|✷gφ|+ oR(1) ·
∑
1≤l+|J|≤2
|(τxτ0∂bu)l(τx∂bx)Jφ| , in r > R .
Therefore it suffices to replace ✷g by ✷η in (83), and also in (84) when proving it for k = 2.
Step 2:(Proof of (83) and (84) for k = 2 and ✷g replaced by ✷η) Start with the two identities:
r2τ−1+ ∂
b
rS = r
2uτ−1+ ∂
b
u∂
b
r + r
3τ−1+ (∂
b
r)
2 + r2τ−1+ ∂
b
r ,
1
2
r2uτ−1+ ✷η = −r2uτ−1+ ∂bu∂br +
1
2
r2uτ−1+ (∂
b
r)
2 − ruτ−1+ ∂bu + ruτ−1+ ∂br +
1
2
uτ−1+
∑
i<j
(Ωij)
2 .
Adding the two operators on the LHS above applied to φ yields:
|(τx∂br)2φ| .
∑
l+|J|=1, |I|≤1
|(τxτ0∂bu)l(τx∂bx)JΓIφ|+ τ2xτ0|✷ηφ| .
Note that by Remark 1.4 we can assume u+ 2r ≈ τ+ in r > R.
Next, the vector fields S and ∂bu alone give the pair of inequalities:
|(τxτ0∂bu)2φ|+ |(τxτ0∂bu)(τx∂br)φ| . |(τx∂br)2φ|+
∑
l+|J|=1, |I|≤1
|(τxτ0∂bu)l(τx∂bx)JΓIφ| ,
|(τ−∂bu)2φ|+ |(τ−∂bu)(τx∂br)φ| . |(τx∂br)2φ|+
∑
l+|J|=1, |I|≤1
|(τ−∂bu)l(τx∂bx)JΓIφ| .
Finally, note that all other combinations of derivatives on LHS (83) (resp (84) when k = 2) are auto-
matically controlled by the first sums on RHS (83) (resp (84) when k = 2) thanks to the rotation vector
fields.
Step 3:(Estimate (84) when k > 2) It suffices to show (84) assuming its true for k − 1. Applying (84) with
k− 1 to Xφ, where X ∈ {τ−∂bu, τx∂bi }, and then feeding the results back into (84) with k = 2 applied to ΓIφ
where Γ ∈ L and |I| ≤ k − 2, we need to show the commutator estimates:∑
|I′|,|I′′|=1
|I|≤k−2
|XI′ [ΓI , XI′′ ]φ| .
∑
1≤|I|≤k−1
|XIφ| ,
∑
|I|≤k−2
τ2xτ0|[✷g,ΓI ]φ| .
∑
1≤|I|≤k−1
|XIφ| ,
∑
|I|≤k−3
|I′|=1
τ2xτ0|XI [✷g, XI
′
]φ| .
∑
1≤|I|≤k−1
|XIφ| ,
where each XI , XI
′
, and XI
′′
is a product of members of {τ−∂bu, τx∂bi }. The validity of these last three
bounds is easily checked by using (79) and (76) to evaluate [✷g,Γ
I ]φ, and by referring to the following
lemma. 
Lemma 4.14 (Products of “standard” vector fields). Let XI and Y J products of vector fields whose Bondi
coordinate coefficients satisfy:∣∣(τ−∂bu)l(τx∂bx)JXu∣∣ .l,J τ− , ∣∣(τ−∂bu)l(τx∂bx)JX i∣∣ .l,J τx .
with the convention a product of length zero is a scalar satisfying bounds of the form (78) with a = b = c = 0.
Then the following hold:
I) The vector field [XI , Y J ] is a sum of products of similar vector fields each with word length |I|+ |J |−1.
II) For any nonzero multiindex I we have:
|XIφ| .
∑
1≤l+|J|≤|I|
|(τ−∂bu)l(τx∂bx)Jφ| .
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III) If XI is any product of such vector fields then:
τ2xτ0X
Iτ−2x τ
−1
0 −XI =
∑
|J|≤|I|−1
Y J .
for some other collection of products of similar vector fields Y I .
IV) One has τ2xτ0✷g =
∑
1≤|I|≤2X
I for some collection of such vector fields XI .
Proof. The proof of the first three parts boils down to more or less elementary calculations. The last part
follows from a direct calculation involving the conditions (3) and (39) is also left to the reader. 
4.5. A pointwise bound for multi-commutators. To conclude this Section, we record a combined con-
sequence of Lemma 4.11, Corollary 4.12, and Lemma 4.13. This will be our main tool for controlling
commutators in the sequel.
Lemma 4.15 (Pointwise bound for commutators). For pair of multiindices I, J with |I| ≥ 1 one has:
(85)
∣∣Γ˜J [✷g,ΓI ]φ∣∣ . ∑
I′(I
|J′|≤|J|
( ∑
l+|K|=1
|I′′|≤1
q ·τ−1x |(τ0∂bu)l(∂bx)K Γ˜J
′
ΓI
′+I′′φ|+|Γ˜J′ΓI′✷gφ|
)
, where q ∈ Z− 12 ,
where ΓI (etc) denotes a product of vector fields in L = {S,Ωij , ∂bu, ∂bi − ωi∂bu}, and Γ˜J (etc) denotes a
product of vector fields in L0 = {∂bu, ∂bi − ωi∂bu}.
Proof. Using (81) followed by (76) and then (83) we have:
LHS(85) . RHS(85) +
∑
I′(I
J′⊆J
|✷g(Γ˜J′ΓI′φ)| .
Thus, modulo induction on |I| we have reduced matters to estimating the commutator |[✷g, Γ˜J′ ](ΓI′φ)|.
Applying Part II) of Corollary 4.12, again followed by (76) and then (83), and inducting on |I| we have:
|[✷g, Γ˜J′ ](ΓI′φ)| . RHS(85) +
∑
J′′(J′
|✷g(Γ˜J′′ΓI′φ)| ,
so the proof concludes with an additional round of induction, this time with respect to |J |. 
5. Proof of the Weighted L2 Estimates for k = 0
Theorem 5.1 (Generalized Local Energy Decay Estimates). Assume estimates (7a) and (7b) for s = 0,
then the following are true:
I) For R sufficiently large there exists CR > 0 and vector fields Xj such that one has the uniform bound:
(86) ‖φ‖WLE0[0,T ] . sup
0≤t≤T
‖∂φ(t)‖L2x + CR‖φ‖WLE0class[0,T ] + sup
j
∣∣∣ ∫ T
0
∫
R3\K
✷gφ ·XjφdVg
∣∣∣ 12 ,
where Xj = χ>Rqj∂
b
u, with qj = qj(u) obeying the uniform bounds |(τ−∂bu)kqj | .k 1. In addition
χ>R = χ>1(R
−1·) is a radial bump function with χ>R ≡ 1 on r > R and χ>R ≡ 0 on r < 12R for some
sufficiently large that K ⊆ {r < 12R}.
II) For each 0 < a < 1 there exists an Ra sufficiently large so that:
(87) sup
0≤t≤T
‖φ(t) ‖Ea + ‖φ ‖Sa[0,T ] .a ‖ τax∂φ(0) ‖L2x + ‖ τa−1+ φ ‖H11 (r<Ra)[0,T ] + ‖✷gφ ‖Na[0,T ] ,
where the implicit constant depending continuously on a ∈ (0, 1).
III) For R sufficiently large there exists CR > 0 and vector fields Xj such that one has uniformly:
(88) sup
0≤t≤T
‖φ(t) ‖E1 + ‖φ ‖S1,∞[0,T ] . ‖ τx∂φ(0) ‖L2 + CR‖φ ‖ℓ1tH11 (r<R)[0,T ]
+ ‖✷gφ ‖ℓ∞t N1[0,T ] + sup
j
∣∣∣ ∫ T
0
∫
R3\K
✷gφ · τ−1x Xj(τxφ)dVg
∣∣∣ 12 ,
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where Xj = χ>R1qjK0, with K0 given by the formula K0 = (1+ u
2)∂bu +2(u+ r)r∂
b
r , where qj = qj(u)
has the uniform bounds |(τ−∂bu)kqj | .k 1, and where χ>R is the same as in (86) above.
5.1. Splitting Into Interior and Exterior Estimates. To control the solution in the interior we use:
Proposition 5.2 (Weighted LE bounds in time-like regions). Let R0 ≥ 1 be as in Definition 1.6. Then for
any a ≥ 0 and 1 ≤ p ≤ ∞ one has the uniform bound:
(89) sup
0≤t≤T
‖ τa+(∂φ, τ−1x φ)(t) ‖L2x(r< 12 t) + ‖ τ
a
+(∂φ, τ
−1
x φ) ‖ℓptLE(r< 12 t)[0,T ] .
‖ τax τ−
1
2
+ (∂φ, τ
−1
+ φ) ‖ℓptL2(r< 34 t)[0,T ] + ‖ τ
a−1
+ φ ‖ℓptH11 (r<R0)[0,T ] + ‖ τa+τ0✷gφ ‖ℓptWLE∗,0[0,T ] .
Here the ℓpt sum is taken over a collection of dyadic regions 〈t〉 ≈ 2j ≥ 1.
In the exterior we use multipliers to show that:
Proposition 5.3 (Weighted exterior LE bounds ). One has the following estimates uniformly for R suffi-
ciently large that K ⊆ {r ≤ 12R}:
I) The null energy bounds:
(90) ‖ (∂bxφ, τ−1x φ) ‖NLE(r>R)[0,T ] . R
1
2 ‖φ ‖WLE0
class
[0,T ] +
√
E(0, R) ,
where E(0, R) = supj E(0, R,Xj) is given by formula (50) with Xj as in Theorem 5.1.
II) For fixed 0 < a < 1 there holds:
(91) sup
0≤t≤T
‖φ(t) ‖Ea(r>max{R, 12 t}) + ‖φ ‖Sa(r>max{R, 12 t})[0,T ] + ‖ τ
a
x τ
− 12
+ (∂φ, τ
−1
x φ) ‖L2(R<r< 34 t)[0,T ]
.a
√
E(a,R) ,
where E(a,R) is given by formula (49).
III) Corresponding to a = 1 there holds the estimate:
(92) sup
0≤t≤T
‖φ(t) ‖E1(r>max{R, 12 t}) + ‖φ ‖S1,∞(r>max{R, 12 t})[0,T ] + ‖ τxτ
− 12
+ (∂φ, τ
−1
+ φ) ‖ℓ∞t L2(R<r< 34 t)[0,T ]
. sup
0≤t≤T
R
1
2 ‖ τ 12−(∂φ, τ−1x φ)(t) ‖L2x( 12R<r<R) +
√
E(1, R) ,
where E(1, R) = supj E(1, R,Xj) is given in terms of formula (51) with Xj as in Theorem 5.1.
Proof that Proposition 5.2 and Proposition 5.3 imply Theorem 5.1. We do this separately for each estimate.
Case 1:(a = 0) Here we need to show (86) follows directly from (90) and the assumed bounds (7). From
inspection of
√E(0, R) and taking R sufficiently large, we only need to bound ‖(∂bxφ, τ−1x φ)‖NLE(R0<r<R)[0,T ]
in terms of CR times ‖φ ‖WLE0
class
[0,T ]. This follows by taking CR ≈ R 12 .
Case 2:( 0 < a < 1 ) Adding together a suitable linear combination of estimates (89) with p = 2 and (91),
and using the inclusions ℓ2tLE ⊆ LE and LE∗ ⊆ ℓ2tLE∗ (from Minkowski’s inequality), we have uniformly:
sup
0≤t≤T
‖φ(t) ‖Ea + ‖φ ‖Sa[0,T ] .a sup
0≤t≤2R
‖φ(t) ‖Ea(r<R) + ‖φ ‖Sa(r<R)[0,2R]
+ ‖ τax τ−
1
2
+ (∂φ, τ
−1
x φ) ‖L2(r<min{R, 34 t})[0,T ] + ‖ τ
a−1
+ φ ‖H11 (r<R0)[0,T ] + ‖✷gφ ‖Na[0,T ] +
√
E(a,R) ,
Next, uniformly for T0 ≥ 2R ≥ 1 there holds the pair of bounds:
‖ τax τ−
1
2
+ (∂φ, τ
−1
x φ) ‖L2(r<min{R, 34 t})[0,T ] . ln(R)‖φ ‖Sa(r<R)[0,T0] + (R/T0)
1
2 ‖φ ‖Sa[T0,T ] ,
and:
E(a,R) . ‖ τax∂φ(0) ‖2L2x + (oR(1) + (R/T0)
a) · ( sup
0≤t≤T
‖φ(t) ‖2Ea + ‖φ ‖2Sa[0,T ]
)
+ ‖φ ‖Sa[0,T ] ·
(‖φ ‖Sa(r<R)[0,T0] +R 32 ‖ τa−1+ φ ‖H01 (r<R)[0,T ] + ‖✷gφ ‖Na[0,T ]) .
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In addition for T0 ≥ 2R there is the simple bound:
sup
0≤t≤2R
‖φ(t) ‖Ea(r<R) + ln(R)‖φ ‖Sa(r<R)[0,T0] .R,T0 ‖ τa−1+ φ ‖H11 (r<R)[0,T0] .
Therefore combining the last four inequalities with R = Ra ≥ R0 sufficiently large depending on a, and for
some T0 = Ta ≥ Ra which depends on both the size of Ra and a, we have estimte (87).
Case 3:(a = 1) Here we apply (89) with a = 1 and p =∞, and add to this a suitable linear combination of
(92). Note that an application of the weighted trace estimate (183c) followed by (179) with a = 1 gives:
sup
0≤t≤T
R
1
2 ‖ τ 12− (∂φ, τ−1x φ)(t) ‖L2x( 12R<r<R) . ‖ τx∂φ(0) ‖L2 +R
3
2 ‖φ ‖ℓ1tH11 (r<R)[0,T ] .
The rest of the proof follows a similar pattern to Case 2 above. 
5.2. Proof of the interior estimate. Before moving on to the proof of the exterior estimates which are
more involved, we first demonstrate Proposition 5.2.
Proof of estimate (89). Without loss of generality we work with the time interval [1, T ]. We apply estimate
(8) to 2akχ0(2
−kt)χ<1(r/t)φ for k ≥ 0, where χ0(s) is a smooth bump function adapted to 1 ≤ s ≤ 2, and
χ<1(s) is a smooth function = 1 for s ≤ 12 and = 0 for s > 34 . Using the Hardy estimate (179) this yields:
sup
2k≤t≤2k+1
‖τa+(∂φ, τ−1x φ)(t)‖L2x(r< 12 t) + ‖τ
a
+(∂φ, τ
−1
x φ)‖LE(r< 12 t)[2k,2k+1] . ‖τ
a
+(∂
b
uφ, τ
−1
+ φ)‖H1(r<R0)[2k−1,2k+2]
+‖τa−1+ (∂φ, τ−1x φ)‖WLE∗,0(r< 34 t)[2k−1,2k+2] + ‖τ
a
+τ0✷gφ‖WLE∗,0[2k−1,2k+2] .
For a fixed value of k, dyadic summation in r gives the uniform estimate:
‖τa−1+ (∂φ, τ−1x φ)‖WLE∗,0(r< 34 t)[2k−1,2k+2] . ‖τ
a− 12
+ (∂φ, τ
−1
x φ)‖L2(r< 34 t)[2k−1,2k+2] + ‖τ
a−1
+ φ‖H2(r<R0)[2k−1,2k+2].
By splitting into into regions r < γt and r > γt we have the following uniform estimate for 0 < γ < 12 :
‖ τa− 12+ (∂φ, τ−1x φ) ‖L2(r< 34 t)[2k−1,2k+2] . γ
1
2 ‖ τa+(∂φ, τ−1x φ) ‖LE(r< 12 t)[2k−1,2k+2]
+ γ−a−1‖ τax τ−
1
2
+ (∂φ, τ
−1
+ φ) ‖L2(r< 34 t)[2k−1,2k+2] .
On the one hand with the help of the scaling vector field we have:
‖ τa+(∂buφ, τ−1+ φ) ‖H1(r<R0)[2k−1,2k+2] . ‖ τa−1+ φ ‖H11 (r<R0)[2k−1,2k+2] .
Thus (89) follows by summing the last four lines in ℓpt and taking γ ≪ 1. 
5.3. Proof of the Exterior Estimates. At the level of multipliers there are essentially four cases here:
a = 0, 0 < a ≤ 12 , 12 ≤ a < 1, and a = 1. Collectively these are stated in the following lemma.
Lemma 5.4 (Core multiplier bounds). One has the following collection of estimates uniformly for R large
enough that K ⊆ {r ≤ 12R}.
I) Corresponding to the case a = 0 one has:
(93) ‖ τ− 12− τ−1x ∂bx(τxφ) ‖2ℓ∞u L2(r>R)[0,T ] . E(0, R) .
II) In the range 0 < a ≤ 12 one has:
(94) sup
0≤t≤T
‖τa+(τ
1
2
0 ∂
b
uφ, τ
−1
x ∂
b
x(τxφ))(t)‖2L2x(r>R) + ‖τ
a− 32
x ∂
b
x(τxφ)
)‖2L2(r>R)[0,T ] + ‖τa− 12+ τ20 ∂buφ‖2L2(r>R)[0,T ]
+ ‖τ− 12− τa−1x ∂br(τxφ)‖2ℓ∞u L2(r>R)[0,T ] + ‖τ
a− 12
+ τ
1
2
0 ∂
b
uφ‖2ℓ∞u L2(r>R)[0,T ] . a
−1E(a,R) .
Here we have set u = u+ 2r.
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III) When 12 ≤ a < 1 one has:
(95) sup
0≤t≤T
‖τa+(τa0 ∂buφ, τ−1x ∂bx(τxφ))(t)‖2L2x(r>R)+‖τ
a− 32
x ∂
b
x(τxφ)
)‖2L2(r>R)[0,T ]+‖τa− 12+ τ20 ∂buφ‖2L2(r>R)[0,T ]
+ ‖τ− 12− τa−1x ∂br(τxφ)‖2ℓ∞u L2(r>R)[0,T ] + ‖τ
− 12
+ τ
a
−∂
b
uφ‖2ℓ∞u L2(r>R)[0,T ] . (1 − a)
−1E(a,R) .
Here again we have set u = u+ 2r.
IV) Finally, corresponding to the case a = 1 we have:
(96) sup
0≤t≤T
‖ τ+
(
τ0∂
b
uφ, τ
−1
x ∂
b
x(τxφ)
)
(t) ‖2L2x(r>R) + ‖ τ
− 12
− τ+τ
−1
x ∂
b
r(τxφ) ‖2ℓ∞u L2(r>R)[0,T ] . E(1, R) .
We’ll prove each of these estimates separately. In each case we invoke Proposition 4.6.
Proof of estimate (93). Fix a j ∈ N and define the multiplier:
Y u = χ<j(u) , Y
r = 0 ,
were ∂sχ<j(s) = −2−jχj(s), with χj(s) ≈ 1 when 〈s〉 ≈ 2j and vanishing away from this region. It can also
be arranged that χ<j(s) = 0 for s & 2
j by addition of a suitable constant. It is immediate these coefficients
satisfy (55), so we may use Case III) of Proposition 4.6. A short calculation then shows:
Au = Aur = 0 , Ar = /A = 2−j−1χj(u) .
for the coefficients on lines (54). Repeatedly applying estimate (53) for different j ∈ N, then taking supj of
the result concludes the proof. 
Proof of estimate (94). First freeze j, k ∈ N and define the multiplier:
Y u = a(2(2a−1)kτ−χ<k(u) + τ
2a
+ τ
4
0 ) , Y
r = Cr2a(1 + χ<j(u)) , u = u+ 2r , τ+ = 1 + u ,
where χ<k, χ<j is as above and C > 0 will be chosen shortly. It is easy to check that these coefficients
satisfy the conditions on (52) (in r > R). Computing the formulas from lines (54) and choosing C ≫ 1 we
have the following uniform estimates for 0 < a ≤ 12 in the region r > 1:
Au & a(τ2a−1+ τ0χk(u) + τ2a−1+ τ40 ) , Ar & τ−1− τ2ax χj(u) + aτ2a−1x ,
|Aur| ≪
√
AuAr , /A & τ2a−1x .
Repeatedly applying estimate (53) for different j, k ∈ N and on time intervals [0, t] ⊆ [0, T ] and then taking
supj,k,t concludes the proof. 
Proof of estimate (95). In this case we set:
Y u = (1− a)(τ2a− χ<k(u) + τ2a+ τ40 ) , Y r = C2r2a(1 + χ<j(u)) + C(1− a)τ2a−1+ r ,
These satisfy the conditions on line (52), and the formulas from lines (54) yield when C ≫ 1 the following
estimates uniformly in 12 ≤ a < 1:
Au & (1− a)(τ−1+ τ2a− χk(u) + τ2a−1+ τ40 ) , Ar & τ−1− τ2ax χj(u) + (1− a)τ2a−1x ,
|Aur| ≪
√
AuAr , /A & (1− a)τ2a−1x .
These suffice to give (95) through an application of (53). 
Proof of estimate (96). For this estimate we use the multiplier:
Y u = (1 + χ<j(u))τ
2
− , Y
r = (1 + χ<j(u))2(u+ r)r .
This satisfies the conditions on line (52) with a = 1. The formulas from line (54) yield:
Au = 0 , Ar & τ−1− τ2+χj(u) ,
Aur = 0 , /A ≥ 0 .
This suffices to give (96) through an application of Case II) of Proposition 4.6. 
It remains to close the gap between Proposition 5.3 and Lemma 5.4.
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Proof of (90). Applying the Hardy estimate (182) with a = 12 to the funciton 2
− 12 jχj(u)φ, followed by the
Hardy estimate (179) with a = 0 for the term on RHS(182) at t = 0, one has:
(97) ‖ τ− 12− τ−1x φ ‖ℓ∞u L2(r>R)[0,T ] . ‖ τ
− 12
− τ
−1
x ∂
b
x(τxφ) ‖ℓ∞u L2(r>R)[0,T ] +R
1
2 ‖φ ‖WLE0
class
[0,T ] + ‖ ∂φ(0) ‖L2x ,
where the extra factor of R
1
2 results from replacing τ
− 12
− with τ
− 12
x in the spacetime region
1
2R < r < R.
Combining this with estimate (93) and using the definition (50) we have (90). 
Proof of (91). Estimate (182) of the Appendix and the definition of E(a,R) from line (49) imply:
‖ τa−1x φ(T ) ‖2L2x(r>R) + ‖ τ
a− 32
x φ ‖2L2(r>R)[0,T ] .a ‖ τa−
3
2
x ∂
b
r(τxφ) ‖2L2(r>R)[0,T ] + E(a,R) .
Adding this to (94) and (95) we have (91). 
Proof of (92). Adding estimate (181) to (96) gives:
sup
0≤t≤T
‖φ(t)‖E1(r>max{R, 12 t}) + ‖ τxτ
− 12
+ (∂φ, τ
−1
+ φ) ‖ℓ∞t L2(R<r< 34 t)[0,T ] + ‖τ+τ
−1
x ∂
b
r(τxφ)‖NLE(r>R)[0,T ]
. sup
0≤t≤T
R
1
2 ‖τ 12−(∂φ, τ−1x φ)(t)‖L2x( 12R<r<R) +
√
E(1, R) .
On the other hand a straight forward integration of fixed time norms in the region r > 12 t also gives:
‖φ ‖ℓ∞t S1(r>max{R, 12 t})[0,T ] . sup
0≤t≤T
‖φ(t)‖E1(r>max{R, 12 t}) .
Combining the previous two lines with the definition of S1,∞ finishes the proof. 
6. Estimates for Commutators
In this section we complete the proof of estimates (14), (15), and (16).
6.1. Splitting into interior and exterior estimates. In the interior we use:
Proposition 6.1 (General interior estimates for commutators). Fix a multiindex |I| = k > 1 and let ΓI
denote a product in L = {S,Ωij , ∂bu, ∂bi − ωi∂bu}. Then for R sufficiently large and any R′ > R one has the
following estimates:
‖[✷g,ΓI ]φ‖WLE∗,s(r<R)[0,T ] .R ‖φ‖Hs+3
k−1(r<R)[0,T ]
,(98)
‖[✷g,ΓI ]φ‖Na(r<R)[0,T ] .R,R′ ‖τa−1+ φ‖H1k+1(r<R′)[0,T ] + ‖φ‖Sak−1[0,T ] + ‖✷gφ‖Nak [0,T ] ,(99)
‖[✷g,ΓI ]φ‖ℓ∞t N1(r<R)[0,T ] .R,R′ ‖φ ‖ℓ∞t H1k+1(r<R′)[0,T ] + ‖φ‖S1,∞k−1[0,T ] + ‖✷gφ‖ℓ∞t N1k [0,T ] .(100)
The bound (99) is uniform in 0 ≤ a ≤ 1.
For the exterior we use:
Proposition 6.2 (General exterior bounds for commutators). Fix multiindices |I| = k > 1 and |J | = s > 0,
and let ΓI denote a product of vector fields in L = {S,Ωij , ∂bu, ∂bi − ωi∂bu} while Γ˜J denotes a product of
vector fields in L0 = {∂bu, ∂bi −ωi∂bu}. Let R0 be as in the definition of the norms (6). Then for R ≥ 2R0 > 0
sufficiently large one has the following:
I) Corresponding to a = 0 one has:
(101) ‖[✷g,ΓI ]φ‖(WLE∗,s+L1tHsx)(r>R)[0,T ] . oR(1) · ‖φ‖WLEsk(r>R)[0,T ] + ‖✷gφ‖(WLE∗,sk−1+L1tHsx,k−1)(r>R)[0,T ] .
In addition let X = χ>Rq∂
b
u, where q = q(u) has the uniform bounds |(τ−∂bu)lq| .l 1, where χ>R is
supported in r > 12R with the usual derivative bounds. Then one has the integral estimate:
(102)
∣∣∣ ∫ T
0
∫
R3\K
[✷g, Γ˜
J ]φ ·XΓ˜JφdVg
∣∣∣ . oR(1) · (‖φ ‖2WLEs[0,T ] + sup
0≤t≤T
‖ ∂φ(t) ‖2Hsx
)
+
(
sup
0≤t≤T
‖ ∂φ(t) ‖Hsx + ‖φ ‖WLEs[0,T ]
) · ‖✷gφ ‖(LE∗,s+L1tHsx)[0,T ] .
27
II) For 0 < a < 1 one has uniformly the collection of estimates:
(103) ‖ [✷g,ΓI ]φ ‖Na(r>R)[0,T ] . oR(1) · ‖φ ‖Sa
k
[0,T ] + ‖✷gφ ‖Na
k−1[0,T ]
.
III) Finally, corresponding to the case a = 1 we have:
(104) ‖ [✷g,ΓI ]φ ‖ℓ∞t N1(r>R)[0,T ] . oR(1) · ‖φ ‖S1,∞k [0,T ] + ‖✷gφ ‖ℓ∞t N1k−1[0,T ] .
In addition let X = χ>RqK0, where K0 = (1 + u
2)∂bu + 2(u + r)r∂
b
r , and where q and χ>R are as
previously stated. Then one has:
(105)
∣∣∣ ∫ T
0
∫
R3\K
[✷g,Γ
I ]φ · τ−1x X(τxΓIφ)dVg
∣∣∣ . oR(1) · (‖φ ‖2S1,∞
k
[0,T ]
+ sup
0≤t≤T
‖φ(t) ‖2E1
k
)
+ ‖φ ‖S1,∞
k
[0,T ] · ‖✷gφ ‖N1,1
k−1[0,T ]
.
We will also need the following initial data bound.
Lemma 6.3 (Initial data bound). Assume that the level sets t = const are uniformly spacelike. Then one
has the uniform estimate for 0 6 a 6 1:
(106) ‖ τax∂φ(0) ‖Hsx,k .
∑
|I|≤k
∑
|J|≤s
‖ τax (τx∂x)I∂Jx ∂φ(0) ‖L2x + ‖ τax✷gφ ‖L1tHsx,k[0,1] .
Before giving the proof of these individual components we use them to establish Theorem 1.14.
Proof of estimate (14). We need to treat separately the cases k = 0 and k > 0.
Case 1:(k = 0) In light of the Assumption (7a) and the data bound (106) we need to show:∑
|J|≤s
‖ (∂b)Jφ ‖WLE0[0,T ] . ‖ ∂φ(0) ‖Hsx + ‖✷gφ ‖(WLE∗,s+L1tHsx)[0,T ] .
It suffices to show this bound for (∂b)Jφ replaced by Γ˜Jφ, where the product is taken over vector fields in
L0 = {∂bu, ∂bi − ωi∂bu}. Applying estimate (86) to Γ˜Jφ, then using Assumption (7a) and (102), we find that
for |J | ≤ s:
‖ (∂b)Jφ ‖2WLE0[0,T ] . CR
(‖ ∂φ(0) ‖2Hsx + ‖✷gφ ‖2(WLE∗,s+L1tHsx)[0,T ])+ oR(1) · ‖φ ‖2WLEs[0,T ]
‖φ ‖WLEs[0,T ] · ‖✷gφ ‖(WLE∗,s+L1tHsx)[0,T ]) .
Summing this in |J | ≤ s and taking R sufficiently large finishes the proof.
Case 2:(k > 0) This is a straight forward application of estimate (14) with k = 0 applied to ΓIφ, where
ΓI denotes a product in L = {S,Ωij , ∂bu, ∂bi − ωi∂bu}. Using estimates (98) and (101) for sufficiently large R
to control the commutator, followed by the data bound (106), completes the proof. Note that the value R
becomes the definition of B0(s, k) on line (14). 
Proof of estimate (15). This follows by combining estimate (87) with (99), (103), and (106), and then using
an induction on k. Note that the value R becomes the definition of Ba(s, k) on line (15). 
Proof of estimate (16). This follows from estimates (88), (100), (104), (105), and (106) in a similar pattern
as the previous proof. 
6.2. Proof of the initial data bound and the interior estimates.
Proof of (106). By Remark 1.4 we can assume u ≡ t−τx when t ∈ [0, 1]. Therefore without loss of generality
we may replace ΓI with products of vector fields in Lminkowski = {t∂t + r∂r , xi∂j − xj∂i, ∂α}. Notice that
for products in Lminkowski we have the following equivalence at t = 0:
(107) ‖ τaxφ(k)(0) ‖Hsx ≈
∑
|I|+j≤k
‖ τax (τx∂x)I∂jtφ(0) ‖Hsx ,
for a similarity constant that depends only on k. In addition to this from the uniform spacelike condition of
t = 0 we have the identity:
(108) ∂2t = (g
00)−1
(
✷g − P (t, x;D)
)
,
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where P (t, x;D) is second order with uniformly (r∂)J homogeneous coefficients, is at most first order in ∂t,
and contains no zero order term.
First we repeatedly use the . direction of (107) for φ(0), followed by the substitution (108) for terms
containing more that one copy of ∂t. We then use the & direction of (107) for any terms which are produced
which contain ✷gφ(0). From this sequence of steps we have the bound:
‖ τax∂φ(0) ‖Hsx,k .
∑
|I|≤k
‖ τax (τx∂x)I∂φ(0) ‖Hsx + ‖ τax (✷gφ)(k−1)(0) ‖Hsx .
After a local L1(dt) trace estimate the second RHS term above matched RHS(106).
For the first RHS term on the previous line we again use identity (108) to successively get rid of all
additional ∂t derivatives from the H
s
x norm, followed by another application of the & direction (107) for
terms produced containing ✷gφ(0). This gives:∑
|I|≤k
‖ τax (τx∂x)I∂φ(0) ‖Hsx .
∑
|I|≤k
∑
|J|≤s
‖ τax (τx∂x)I∂Jx ∂φ(0) ‖L2x + ‖ τax (✷gφ)(k)(0) ‖Hs−1x .
The proof now concludes with a final local L1(dt) trace estimate the second RHS term above. 
We now move on to the proof of Proposition 6.1. Note that estimate (98) follows more or less immediately
from (79). Therefore we focus attention on the last two estimates.
Proof of estimates (99) and (100). We will only focus here in showing (99). The proof of (100) follows from
identical calculations by replacing all L2t norms with ℓ
∞
t L
2
t norms.
Step 1:(Inductive setup) It suffices to show that for multiindex |I| = k and R sufficiently large, then for
R′ > R we have:
(109) ‖ τa+[✷g,ΓI ]φ ‖H1(r<R)[0,T ] .R,R′ ‖ τa−1+ φ(k+1) ‖H1(r<R′)[0,T ] + ‖ τa+φ(k−1) ‖L2(r<R′)[0,T ]
+ ‖ τa+(✷gφ)(k) ‖H1(r<R0)[0,T ] + ‖ τa+(✷gφ)(k) ‖L2(r<R′)[0,T ] .
This boils down to an induction. Indeed, for fixed nontrivial I and integer s ≥ 1 it suffices to show that
under the same assumptions one has:
(110) ‖ τa+[✷g,ΓI ]φ ‖Hs(r<R)[0,T ] .R,R′ ‖ τa−1+ φ(|I|+s) ‖H1(r<R′)[0,T ] + ‖ τa+φ(|I|−1) ‖L2(r<R′)[0,T ]
+ ‖ τa+(✷gφ)(|I|−1) ‖Hs+1(r<R0) + ‖ τa+(✷gφ)(|I|−1) ‖Hs(r<R′) +
∑
I′(I
‖ τa+[✷g,ΓI
′
]φ ‖Hs+1(r<R′)[0,T ] .
By repeatedly applying this last estimate for |I| + s = k + 1, where s = 1, . . . k, and a sequence R < R′s <
R′s+1 < R
′ we have (109).
Step 2:(Elliptic estimate in 12R0 < r < R) To prove (110) start with (79) which implies that:
(111) ‖ τa+[✷g,ΓI ]φ ‖Hs(r<R)[0,T ] .
∑
I′(I
‖ τa+ΓI
′
φ ‖Hs+2(r<R)[0,T ] .
Without loss of generality we may assume R0 is chosen large enough that in the region r >
1
2R0 the operator
P (x,D) = ✷g − Q0(x,D) is uniformly elliptic, where Q0 contains all terms with a g0α factor. Standard
elliptic estimates then give:
‖ τa+ΓI
′
φ ‖Hs+2( 12R0<r<R)[0,T ] .R,R′ ‖ τ
a
+P (x,D)Γ
I′φ ‖Hs(r<R′)[0,T ] + ‖ τa+ΓI
′
φ ‖L2(r<R′)[0,T ] .
On the other hand due to the fact that any term in Q0(x,D) contains at least one time derivative, and using
the metric conditions (3), we have for I ′ ( I:
‖ τa+Q0(x,D)ΓI
′
φ ‖Hs(r<R′)[0,T ] .R′ ‖ τa−1+ φ(|I|+s) ‖H1(r<R′)[0,T ] .
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Thus, combining the last two lines we have:
(112)
∑
I′(I
‖ τa+ΓI
′
φ ‖Hs+2( 12R0<r<R)[0,T ] .R,R′ ‖ τ
a−1
+ φ
(|I|+s) ‖H1(r<R′)[0,T ] + ‖ τa+φ(|I|−1) ‖L2(r<R′)[0,T ]
+ ‖ τa+(✷gφ)(|I|−1) ‖Hs(r<R′) +
∑
I′(I
‖ τa+[✷g,ΓI
′
]φ ‖Hs(r<R′)[0,T ] .
Step 3:(LE estimate in r < 12R0) It remains to bound the portion of RHS(111) which is contained in
r < 12R0. Note that we only need to focus on the region t > 1 as RHS(111) restricted to the time slab [0, 1]
is automatically bounded by ‖ τa−1+ φ(|I|+s) ‖H1(r<R′)[0,T ].
We begin by applying the stationary LE bound (7b) at regularity s + 1 to χt>1χr< 12R0τ
a
+Γ
I′φ, where
χr< 12R0 = 1 on r <
1
2R0 and χr< 12R0 = 0 on r > R0, and with similar properties for χt>1. This results in
the estimate: ∑
I′(I
‖ τa+ΓI
′
φ ‖Hs+2(r< 12R0)[1,T ] .R,R′ T1 + T2 + T3 + T4 ,
where:
T1 =
∑
I′(I
‖ΓI′φ ‖Hs+2(r<R0)[0,2] , T2 =
∑
I′(I
‖ (∂tτa+ΓI
′
φ, τa+Γ
I′φ) ‖Hs+1×L2(r<R0)[0,T ] ,
T3 =
∑
I′(I
‖ [✷g, χr< 12R0τ
a
+]Γ
I′φ ‖Hs+1[0,T ] , T4 =
∑
I′(I
‖ τa+✷gΓI
′
φ ‖Hs+1(r<R0)[0,T ] .
The term T1 results from differentiation of χt>1. The terms T1 and T4 are already compatible with RHS(110).
It is also easy to see that:
T2 . ‖ τa−1+ φ(|I|+s) ‖H1(r<R0)[0,T ] + ‖ τa+φ(|I|−1) ‖L2(r<R0)[0,T ] .
It remains to bound T3. Expanding the commutator gives:
T3 . ‖ τa−1+ φ(|I|+s) ‖H1(r<R0)[0,T ] +
∑
I′(I
‖ τa+ΓI
′
φ ‖Hs+2( 12R0<r<R0)[0,T ] .
The first term above is of the correct form. The second term is handled by estimate (112). 
6.3. Proof of the exterior estimates. We first list some general calculations which take care of a large
portion of the desired estimates.
Lemma 6.4. For integers s, k ≥ 0 define:
Φ(s,k) =
∑
|J|≤s
τ
− 12
x
∣∣(τ0∂(∂b)Jφ(k), ∂bx(∂b)Jφ(k), τ−1x (∂b)Jφ(k))∣∣ , /Φ(k) = τ− 12x τ− 120 ∣∣τ−1x ∂br(τxφ(k))∣∣ .
We also use the shorthand Φ(0,k) = Φ(k). With this notation we have:
‖Φ(s,k) ‖ℓ∞r L2(r>R)[0,T ] + ‖ τ
− 12
0 Φ
(s,k) ‖ℓ∞u ℓ∞r L2( 12 t<r<2t)∩(r>R)[0,T ] . ‖φ ‖LEsk(r>R)[0,T ] ,(113)
‖ τa+Φ(k) ‖ℓ∞r L2[0,T ] + ‖ τa+ /Φ(k) ‖ℓ∞u L2( 12 t<r<2t)[0,T ] . ‖φ ‖Sak [0,T ] ,(114)
‖ τ+Φ(k) ‖ℓ∞t ℓ∞r L2[0,T ] + ‖ τ+ /Φ(k) ‖ℓ∞u L2( 12 t<r<2t)[0,T ] . ‖φ ‖S1,∞k [0,T ] ,(115)
‖ τ 12x τ+Φ(k) ‖L∞t L2x[0,T ] . sup
0≤t≤T
‖φ(t) ‖E1
k
.(116)
In addition if ΓI is a product of vector fields in L = {S,Ωij , ∂bu, ∂bi −ωi∂bu}, and Γ˜J a product of vector fields
in L0 = {∂bu, ∂bi − ωi∂bu}, where |I| = k and |J | = s, then we have the pointwise estimates:
(117)
∣∣Γ˜J [✷g,ΓI ]φ∣∣ . q · τ− 120 τ− 12x Φ(s,k) + ∑
|J|≤s
|∂J(✷gφ)(k−1)| , where q ∈ Z0
Proof of Lemma 6.4. The proof of (113)–(116) is a straightforward application of the definition of the various
spaces involved. On the other hand (117) is immediate from (85). 
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Note that a direct combination of (117) with either (113), (114), or (115) shows (101), (103), or (104)
(resp). Thus, the remainder of the subsection is devoted to showing the integral estimates (102) and (105).
In both cases the key step is to integrate by parts the bilinear operator resulting from the commutator with
✷g. The relevant result here is:
Lemma 6.5. Let R be sufficiently large so that K ⊆ {|x| < 12R}, and let χ>R be a cutoff supported in
r > 12R, constant for r > R, with the usual derivative bounds. Then one has the following integral estimates:
I) Let q = q(u) be a smooth function such that |(τ−∂bu)lq| .l 1. Furthermore let |J | = s ≥ 1 and
|J ′| ≤ s − 1 and let Γ˜J and Γ˜J′ denote products of vector fields in L0 = {∂bu, ∂bi − ωi∂bu}. Then if R
obeys the conditions (43) with a = c = −1 and b = 1 one has:
(118)
∣∣∣ ∫ T
0
∫
R3
χ>R∇αRαβ∇βΓ˜J′φ · q∂buΓ˜JφdVg
∣∣∣ . oR(1) · (‖φ ‖2LEs(r> 12R)[0,T ] + sup0≤t≤T ‖ ∂φ(t) ‖2Hsx
)
.
II) Alternatively, suppose that q = q(u) satisfies |(τ−∂bu)lq| .l τ−. Let ΓI and ΓI
′
be products of vector
fields in L = {S,Ωij , ∂bu, ∂bi − ωi∂bu} for multiindices |I| = k ≥ 1 and |I ′| ≤ k − 1. Then if R obeys the
conditions (40) one has:
(119)
∣∣∣ ∫ T
0
∫
R3
χ>R∇αRαβ∇βΓI′φ · qSΓIφdVg
∣∣∣ . oR(1) · (‖φ ‖2S1,∞
k
[0,T ]
+ sup
0≤t≤T
‖φ(t) ‖2E1
k
)
.
III) Finally, with the same setup of estimate (119) let S obey the conditions (46). Then one has:
(120)
∣∣∣ ∫ T
0
∫
R3
χ>RSα∂αΓI′φ · qSΓIφdVg
∣∣∣ . oR(1) · (‖φ ‖2S1,∞
k
[0,T ]
+ sup
0≤t≤T
‖φ(t) ‖2E1
k
)
.
Proof of estimate (118). For functions F and G, a vector field X , and quadratic operator ∇αRαβ∇β , we
have the pointwise identity:
∇αRαβ∇βF ·XG = ∇α
[
Rαβ∇βF ·XG−XαRβγ∂βF · ∂γG
]
(121)
+ (∇γXγ)Rαβ∂αF · ∂βG+RαβX ∂αF · ∂βG+Rαβ∂αXF · ∂βG ,
= ∇αTα1 + T2 + T3 + T4 ,
where RX = LXR. Setting F = Γ˜J′φ, G = Γ˜Jφ, and X = q∂bu in the above formula we estimate the integral
of each term separately.
Case 1:(The T1 term) Using the divergence theorem gives:
(122)
∣∣ ∫ T
0
∫
R3
χ>R∇αTα1 dVg
∣∣ . sup
0≤t≤T
∫
|x|> 12R
|∇αt| · |Tα1 |dx +R−1
∣∣ ∫ T
0
∫
R3
χ′RT
r
1 dVg
∣∣ ,
where |χ′R| . 1 and is supported where 12R < r < R. Based on the fact that all components of X are
uniformly bounded, and all components of R are oR(1) (in either Bondi or (t, x) coordinates), we directly
have the pointwise estimate:
|∇αt| · |Tα1 | . sup
α
|Tα1 | . oR(1)
∑
|J′′|≤s
|∂∂J′′φ|2 ,
which in turn produces a bound for RHS(122) in terms of oR(1) ·
(‖φ‖2
LEs(r> 12R)[0,T ]
+sup0≤t≤T ‖∂φ(t)‖2Hsx
)
.
Case 2:(The T2 term) Notice that estimate (39) gives |∇γXγ| . 1 for X = q∂bu. On the other hand for R
satisfying conditions (43) with a = c = −1 and b = 1 we have the pointwise estimate:
(123) |Rαβ∂αΓ˜J′φ∂β Γ˜Jφ| . p ·
∑
|J′′|≤s
τ−1x (|∂∂J
′′
φ|2 + τ−10 |∂bx∂J
′′
φ|2) , where p ∈ Z0 .
This suffices to give: ∣∣ ∫ T
0
∫
R3
χ>RT2 dVg
∣∣ . oR(1) · ‖φ ‖2LEs(r> 12R)[0,T ] .
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Case 3:(The T3 term) This is similar to the previous step. Notice that X = q∂
b
u obeys the symbol bounds
(41) with a = b = 0 and c = −1, and satisfies all conditions on line (42). Therefore, thanks to Case I) of
Lemma 4.3 we have that RX satisfies the bounds on line (43) with a = c = −1 and b = 1. This is enough
to show (123) holds for R replaced by RX .
Case 4:(The T4 term) Modulo another bound similar to (123) it suffices to show:
|(∂αq)Rαβ∂buΓ˜J
′
φ∂βΓ˜
Jφ| . RHS(123) .
This follows from direct inspection of various terms involved. 
Proof of estimate (119). We again use the identity (121) and estimate each term separately. As a preliminary
note that with the assumptions of (119) and notation of Lemma 6.4 one has the pointwise estimate:
(124) τ−|Rαβ∂αΓI′φ · ∂βΓIφ| . p · τxτ+|Φ(k)|2 , where p ∈ Z0 .
A similar bound holds if we replace ΓI
′
φ by SΓI
′
φ.
Likewise, when X = qS with q = q(u) and bounds |(τ−∂bu)lq| .l τ− we have condition (41) with a = b = 0
and c = 1, and also the conditions on line (42) save for the second identity. Therefore by III) of Lemma 4.3
the tensor RX = LXR satisfies (in Bondi coordinates):
RijX ∈ τ+ · Z0 , RuiX ∈ τ+ · Z1 , RuuX ∈ τ+ · Z2 .
In particular we have the pointwise estimate:
(125) |RαβX ∂βΓI
′
φ · ∂βΓIφ| . p · τxτ+|Φ(k)|2 , where p ∈ Z0 .
Case 1:(The T1 term) Here we again use (122). For the first term on RHS(122) estimate (116) shows it
suffices to prove:
(126) sup
α
|Tα1 | . oR(1) · τxτ2+|Φ(k)|2 .
For the first term in Tα1 we use:
sup
α
τ−|Rαβ∂βΓI′φ · SΓIφ| . oR(1)τxτ2+|Φ(k)|2 ,
which follows from |Rαβ | . 1 and expanding S into ∂bu and ∂bx derivatives. For the second term in Tα1 we
have (126) thanks to (124) and |Xα| . τ+τ−.
For the second term on RHS(122) the pointwise bound (126) is not sufficient to recover the ℓ∞t structure
needed on RHS(119). However, similar calculations to those above show T r1 = T
r
11 + T
r
12 where:
R−1χ′RT
r
11 = χ
′
RSα∂αΓI
′
φ · qSΓIφ , R−1|χ′RT r12| . oR(1) · χR(r)τxτ+|Φ(k)|2 .
Here χR is a cutoff on a dyadic region ≈ R, and Sα = R−1χR(r)Rrα is a smooth vector field satisfying
the assumptions of estimate (120) (which will be proved independently). Therefore we only need bound the
second term on the line above. Using (116) in the region t ≤ R, and (115) in the region t > R, we have:
R−1
∫ T
0
∫
R3
|χ′RT r12|dxdt . oR(1) ·
(‖φ ‖2
S
1,∞
k
[0,T ]
+ sup
0≤t≤T
‖φ(t) ‖2E1
k
)
.
Case 2:(The T2 term) For the remaining three terms on line (121) we will set things up so as to appeal to
Lemma 4.10. For i = 2, 3, 4 we will show:
(127)
∫ T
0
∫
R3
χ>R|Ti| dVg . ‖
√
τx/τ+p · τ+Φ(k) ‖2L2[0,T ](r>R) , where p2 ∈ Z0 ,
which by a combination of estimate (71) and estimates (115) and (116) produces:∫ T
0
∫
R3
χ>R|Ti| dVg . oR(1) ·
(‖φ ‖2
S
1,∞
k
[0,T ]
+ sup
0≤t≤T
‖φ(t) ‖2E1
k
)
.
For the specific case of the T2 term note that (39) shows |∇γXγ | . τ−. Then (124) immediately gives (127).
Case 3:(The T3 term) In this case (127) follows at once from (125).
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Case 4:(The T4 term) Modulo an application of (124) with Γ
I′φ replaced by SΓI
′
φ, to produce (127) for
this case it suffices to prove the pointwise estimate:
|(∂αq)RαβSΓI′φ · ∂βΓIφ| . p · τxτ+|Φ(k)|2 , where p ∈ Z0 ,
which follows from expanding S to get:
|RuβSΓI′φ · ∂βΓIφ| . p · τ+(τ20 |∂φ(k)|2 + |∂bxφ(k)|2) , where p ∈ Z0 .
This completes the proof of (119). 
Proof of (120). For functions F and G, a vector fields S and X , we have the pointwise identity:
Sα∂αF ·XG = ∇α(XαSβ∂βF ·G)− (∇αXα)Sβ∂βF ·G− SβX∂βF ·G− Sβ∂βXF ·G .(128)
Here SX = LXS = [X,S]. We again need to estimate each term separately.
As a general first step note if S satisfies (46), |I ′| ≤ k − 1, and |I| ≤ k then:
(129) τ−|Sα∂αΓI′φ · ΓIφ| . p · τxτ+|Φ(k)|2 , where p ∈ Z0 .
A similar bound holds if we replace ΓI
′
φ by SΓI
′
φ.
Likewise, when X = qS where q = q(u) with bounds |(τ−∂bu)lq| .l τ− we have from Part IV) of Lemma
4.3 the estimates:
SiX ∈ τ−1x τ+ · Z
1
2 , SuX ∈ τ−1x τ+ · Z
3
2 .
This gives the pointwise estimate:
(130) |SαX∂αΓI
′
φ · ΓIφ| . p · τxτ+|Φ(k)|2 , where p ∈ Z0 .
Finally,
(131) |(∂αq)SαSΓI′φ · ΓIφ| . p · τxτ+|Φ(k)|2 , where p ∈ Z0 .
which follows from (∂αq)Sα ∈ τ−2x τ+ ·Z
1
2 and τ−2x τ+|SΓI
′
φ ·ΓIφ| . τ−2x τ+|φ(k)|2. With (128)–(131) in hand,
the remainder of the proof of (120) is essentially identical to the proof of (119) above. 
Proof of estimate (102). Using Part II) of Corollary 4.12 we may write:
LHS(102) . |
∫ T
0
∫
R3
χ>RT1dVg |+
∫ T
0
∫
R3
χ>R|T2|dxdt
+
(
sup
0≤t≤T
‖ ∂φ(t) ‖Hsx + ‖φ ‖LEs(r>R)[0,T ]
) · ‖✷gφ ‖(LE∗,s+L1tHsx)(r>R)[0,T ] ,
where:
T1 =
∑
J′(J
∇αRαβJ′ ∇βΓ˜J
′
φ · q∂buΓ˜Jφ , T2 =
∑
J′(J
SαJ′∂αΓ˜J
′
φ · q∂buΓ˜Jφ ,
and where RJ′ and SJ′ satisfy estimates (43) and (47) (resp) with a = c = −1 and b = 1. We are assuming
the weight q = q(u) satisfies |(τ−∂bu)lq| .l 1. The term T1 is therefore handled by estimate (118). On the
other hand the conditions on SI′ and inspection gives the pointwise bound:
|T2| . p ·
∑
|J′′|≤s
τ−1x (|∂∂J
′′
φ|2 + τ−10 |∂bx(∂b)J
′′
φ|2) , where p ∈ Z0 .
This suffices to produce
∫ T
0
∫
R3
χ>R|T2| . oR(1) · ‖φ ‖2LEs(r>R)[0,T ]. 
Proof of estimate (105). Note that the definition of X and the notation of Lemma 6.4 gives the pointwise
bound: ∣∣τ−1x X(τxΓIφ)∣∣ . τ 12x τ2+τ 120 · (Φ(k) + /Φ(k)) .
Next, we decompose τ−1x Xτx = uS +X
′ where X ′ = q(∂bu + (u+ 2r)rτ
−1
x ∂
b
rτx + ur
2τ−2x ). This leads to the
following improvement of the previous line:∣∣X ′(ΓIφ)∣∣ . τ 32x τ+τ 120 · (Φ(k) + /Φ(k)) .
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Therefore combining (79), (117), the previous two lines, and (115) gives:
LHS(102) .
∑
i=1,2
|
∫ T
0
∫
R3
χ>RTidVg|+‖
√
τx/τ+p·τ+(Φ(k)+/Φ(k))‖2L2[0,T ](r>R)+‖φ‖S1,∞
k
[0,T ] ·‖✷gφ‖N1,1
k−1[0,T ]
,
where p2 ∈ Z0, where:
(132) T1 =
∑
I′(I
∇αRαβI′ ∇βΓI
′
φ · q˜SΓIφ , T2 =
∑
I′(I
SαI′∂αΓI
′
φ · q˜SΓIφ ,
and where q˜ = uq(u) satisfies the assumptions of Lemma 6.5. The proof of (105) is concluded by an
application of estimate (119) to handle the contribution of T1, estimate (120) to handle the contribution of
T2, and Lemma 4.10 followed by (115) and (116) which together show:
‖
√
τx/τ+p · τ+(Φ(k) + /Φ(k)) ‖2L2[0,T ](r>R) . oR(1) ·
(‖φ ‖2
S
1,∞
k
[0,T ]
+ sup
0≤t≤T
‖φ(t) ‖2E1
k
)
.

7. L∞ Estimates
The purpose of this section is to prove Theorem 1.16. In fact we will prove the slightly stronger bound:
Proposition 7.1 (Fixed time global Sobolev inequality). Let R1 ≥ 1 be large enough so that K ⊆ {r < R1}.
Then there exists R ≥ R1 sufficiently large such that given any k ≥ 1 one has the following fixed time
estimate uniform in t ≥ 0:
(133)
∑
i+|J|≤k
‖ τ 32+ τ
1
2
0 (τ−∂
b
u)
i(τx∂
b
x)
Jφ(t) ‖L∞x . ‖ τ
3
2
+φ
(k)(t) ‖H2x(r<R) + ‖φ(t) ‖E1k+1
+
∑
i+|J|≤k
‖ τ 32+τ
1
2
x τ0(τ−∂
b
u)
i(τx∂
b
x)
J
✷gφ(t) ‖ℓ1rL2x(r<t)∩L2x .
In the above estimate the implicit constant depends on R.
We first give a quick demonstrate how Proposition 7.1 produces Proposition 1.16.
Proof that (133) implies (17). By an application of (183c) and the identity τ−∂
b
u = S+q∂, where |∂Jq| . τx,
we have uniformly for 0 ≤ t ≤ T the bound ‖τ 32+φ(k)(t)‖H2x(r<R) .R sup0≤t≤T ‖φ(t)‖E1k+1 + ‖φ‖S1,∞k+2 [0,T ].
Likewise, by an appropriate combination of (183a)–(183c) we have:
sup
0≤t≤T
∑
i+|J|≤k
‖ τ 32+ τ
1
2
x τ0(τ−∂
b
u)
i(τx∂
b
x)
J
✷gφ(t) ‖ℓ1rL2x(r<t)∩L2x .
+
∑
|J|≤k
‖ τ2x(τx∂)J✷gφ(0) ‖L2x +
∑
i+|J|≤k+1
‖ (τ−∂bu)i(τx∂bx)J✷gφ ‖N1,1[0,T ] .
This completes the proof. 
7.1. Reduction of Proposition 7.1. The proof of (133) will rest on previous material and the following
three lemmas. In each of these t is a fixed parameter and φ = φ(t) only depends on x. We also assume
R > 0 is chosen as in Proposition 7.1.
Lemma 7.2 (Basic L∞ estimates). Let φ be a test function supported in r < 34 〈t〉. Then one has:
(134) ‖ (τx∂xφ, φ(1)) ‖L∞x . ‖ τ
1
2
x (∂
2
xφ
(1), τ−1x ∂xφ
(1), τ−2x φ
(1)) ‖ℓ∞r L2x .
On the other hand, without any support conditions imposed on φ we have:
(135) ‖ τ 32x τ
1
2
0 φ ‖L∞x .
∑
l+|J|62
‖ (τxτ0∂bu)l(τx∂bx)Jφ ‖L2x .
and:
34
Lemma 7.3 (Global elliptic estimate). Let φ be a function supported in r < 34 〈t〉. Then for R sufficiently
large one has the following fixed time estimate:
(136) ‖ τ 12x (∂2xφ, τ−1x ∂xφ, τ−2x φ) ‖ℓ∞r L2x . ‖φ ‖H2x(r<R) + ‖ τ
1
2
x (∂∂
b
uφ, τ
−1
x ∂
b
uφ, τ
−1
+ ∂φ) ‖ℓ1rL2x + ‖ τ
1
2
x ✷gφ ‖ℓ1rL2x ,
where the implicit constant depends on R.
and:
Lemma 7.4 (Fixed time commutator estimate). Let φ be a function which is supported in the region r < 34 〈t〉,
and let ΓI denote a product of vector fields in L = {S,Ωij , ∂bu, ∂bi − ωi∂bu} with |I| = k > 1. Then for R as
in Lemma 7.3 one has the following fixed time estimate:
(137) ‖ τ 12x [✷g,ΓI ]φ ‖ℓ1rL2x . ‖φ(k−1) ‖H2x(r<R) + 〈t〉−
3
2 ‖φ ‖E1
k
+ ‖ τ 12x (✷gφ)(k−1) ‖ℓ1rL2x ,
where the implicit constant again depends on R.
We postpone the proofs of these in order to first establish Proposition 7.1.
Proof of (133). We estimate the timelike and null/spacelike regions regions separately.
Step 1:(Proof of (133) in r > 12 〈t〉) Applying estimate (135) to χr> 12 〈t〉(τ−∂bu)l(τx∂bx)Jφ followed by (84)
we have:∑
l+|J|6k
‖τ 32+τ
1
2
0 (τ−∂
b
u)
l(τx∂
b
x)
Jφ‖L∞x (r> 12 〈t〉) .
∑
l+|J|6k+2
‖ (τ−∂bu)l(τx∂bx)Jφ ‖L2x ,
. ‖φ ‖E1
k+1
+
∑
l+|J|6k
‖ τ 32+τ
1
2
x τ0(τ−∂
b
u)
l(τx∂
b
x)
J
✷gφ ‖L2x .
Step 2:(Reduction of (133) in r < 12 〈t〉 to truncated functions) To prove (133) in the region r < 12 〈t〉 we
claim it suffices to show the fixed time estimate:
(138)
∑
l+|J|6k
‖(τ−∂bu)l(τx∂bx)Jψ‖L∞x . ‖ψ(k)‖H2x(r<R)+〈t〉−
3
2 ‖ψ‖E1
k+1
+
∑
l+|J|6k
‖τ 12x (τ−∂bu)l(τx∂bx)J✷gψ‖ℓ1rL2x ,
for functions ψ supported in the region r < 34 〈t〉. Indeed, applying (138) to ψ = χr< 12 〈t〉φ and multiplying
the result by 〈t〉 32 we have shown (133) in r < 12 〈t〉 after using ‖χr< 12 tφ ‖E1k+1 . ‖φ ‖E1k+1 as well as:∑
l+|J|6k
‖ τ 32+ τ
1
2
x (τ−∂
b
u)
l(τx∂
b
x)
J [✷g, χr< 12 〈t〉]φ ‖ℓ1rL2x .
∑
l+|J|6k+1
‖ (τ−∂bu)l(τx∂bx)Jφ ‖L2x ,
. ‖φ ‖E1
k
+
∑
l+|J|6k−1
‖ τ 32+ τ
1
2
x τ0(τ−∂
b
u)
l(τx∂
b
x)
J
✷gφ ‖L2x .
On the last line we have again used (84).
Step 3:(Reduction of (138) to the case k = 1) Using (84) we have:
(LHS)(138) .
∑
l+|J|61
‖ (τ−∂bu)l(τx∂bx)Jψ(k−1) ‖L∞x +
∑
l+|J|6k−2
‖ τ2x(τ−∂bu)l(τx∂bx)J✷gψ ‖L∞x .
On the other hand for functions ψ supported in r < 34 〈t〉 estimate (135) gives:∑
l+|J|6k−2
‖ τ2x(τ−∂bu)l(τx∂bx)J✷gψ ‖L∞x .
∑
l+|J|6k
‖ τ 12x (τ−∂bu)l(τx∂bx)J✷gψ ‖L2x .
Therefore, with the help of (137) we have reduce (138) to showing:
(139)
∑
l+|J|61
‖ (τ−∂bu)l(τx∂bx)Jψ ‖L∞x . ‖ψ(1) ‖H2x(r<R) + 〈t〉−
3
2 ‖ψ ‖E12 + ‖ τ
1
2
x ✷gψ
(1) ‖ℓ1rL2x ,
for functions ψ supported in r < 34 〈t〉.
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Step 4:(Proof of (139)) As a first step we have for ψ supported in r < 34 〈t〉:∑
l+|J|61
‖ (τ−∂bu)l(τx∂bx)Jψ ‖L∞x . ‖ (τx∂xψ, ψ(1)) ‖L∞x ,
which follows from Remark 1.4 and by writing S = (u− rur)∂bu + r∂r and ∂bi = ∂i − ui∂bu.
Next, concatenating (134) and (136) we have:
‖(τx∂xψ, ψ(1))‖L∞x . ‖ψ(1)‖H2x(r<R) + 〈t〉−1‖τ
1
2
x (∂u∂
b
uψ
(1), τ−1x u∂
b
uψ
(1), ∂ψ(1))‖ℓ1rL2x + ‖τ
1
2
x ✷gψ
(1)‖ℓ1rL2x .
Here we have used that |〈t〉−1u| ≈ 1 on support of ψ, as well as |[∂, u]| . 1.
Finally, we use the expansion u∂bu = S + q∂, where |∂Jq| . τ1−|J|x on r < 34 〈t〉, as well as the estimate
τ
− 12
x × (83) for terms involving ∂2, which altogether gives:
(140) ‖ τ 12x (∂u∂buψ(1), τ−1x u∂buψ(1), ∂ψ(1)) ‖ℓ1rL2x . 〈t〉−
1
2 ‖ψ ‖E12 + 〈t〉‖ τ
1
2
x ✷gψ
(1) ‖L2x .
This completes the proof of (139), and hence our demonstration of (133). 
7.2. Proof of the supporting lemmas. We now prove Lemmas 7.2, 7.3, and 7.4.
Proof of estimate (134). First note that a rescaled version of the usual H2 → L∞ Sobolev estimates gives:
‖φ ‖L∞x . ‖ τ
1
2
x (∂
2
xφ, τ
−1
x ∂xφ, τ
−2
x φ) ‖ℓ∞r L2x ,
which applied to φ(1) proves half of (134).
It remains to prove (134) for τx∂xφ, and this is really only an issue where r > 1. In this case the result
follows from Remark 1.4 and applying the following global Sobolev estimate to ∂xφ for R ≥ 1:
‖φ ‖L∞x ( 12R<r<2R) .
∑
|J|≤1
R−
1
2 ‖ (∂xΩJφ,R−1ΩJφ) ‖L2x( 14R<r<4R) , where Ω ∈ {x
i∂j − xj∂i} .
For R = 1 this last bound follows by changing over to polar coordinates and using separate (fractional)
Sobolev embeddings in the radial and angular variables. For R > 1 it follows by rescaling to R = 1. 
Proof of estimate (135). It suffices to consider the region 12 〈t〉 < r < 32 〈t〉 and r ≫ 1, as the complementary
bound follows by rescaling the H2 → L∞ Sobolev embedding. Using dyadic cutoffs we may further assume
φ is supported where τ− ≈ 2k and τx ≈ 2j, and by using angular sector cutoffs in the x variable we may
further restrict this support to a π4 wedge about the x
1 axis.
Next, we introduce the following variables on t = const, r≫ 1, and the π4 wedge about the x1 axis:
y1 = 2−ku , y2 = 2−jx2 , y3 = 2−jx3 .
Changing variables we have the formulas on t = const:
∂y1 = 2
k
(
∂bu +
1
ux1
∂bx1
)
, ∂y′ = 2
j
(
∂bx′ −
ux′
ux1
∂bx1
)
, 2k22jdy = |ux1 |dx ,
where the derivatives uxi are also with respect to t = const, and y
′ = (y2, y3). In particular by condition (1)
there exists coefficients ciα which are uniformly bounded where τ− ≈ 2k, τx ≈ 2j, and within the π4 wedge
about the x1 axis, such that ∂yi =
∑
α c
i
αeα where eα ∈ {τ−∂bu, τx∂bx}.
By the change of measures formula on the previous line we have:
2
1
2k+j
∑
|I|62
‖ eIφ ‖L2(dy) ≈
∑
a+|β|62
‖ (τxτ0∂bu)l(τx∂bx)Jφ ‖L2(dx) .
To finish the proof it suffices to establish H2 → L∞ Sobolev estimates in the y coordinates in terms of the
eα vector fields. Since the coefficients c
i
α are possibly very rough with respect to the y variable we do this
by concatenating H1 Sobolev embeddings in the following way:
‖φ ‖L∞(dy) .
∑
|I|≤1
‖ ∂Iyφ ‖L6(dy) .
∑
|I|≤1
‖ eIφ ‖L6(dy) .
∑
|J|≤1
∑
|I|≤1
‖ ∂Jy eIφ ‖L2(dy) .
∑
|I|≤2
‖ eIφ ‖L2(dy) .
This completes the proof of (135). 
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Proof of estimate (136). Following Remark 1.4 we see that the metric in (t, xi) coordinates satisfies:
‖ (〈t〉∂t)l(τx∂x)J (gαβ − ηαβ) ‖ℓ1rL∞(r< 34 〈t〉) .l,J 1 ,
where η = diag(−1, 1, 1, 1) is the standard Minkowski metric. This gives the pointwise estimate:
|∆φ| . q · |(∂2xφ, τ−1x ∂xφ)| + |∂∂buφ|+ τ−1x |∂buφ|+ τ−1+ |∂φ|+ |✷gφ| , where q ∈ ℓ1rL∞ ,
and where ∆ is the standard 3D Laplacian. Therefore, by choosing R sufficiently large we see that to prove
(136) it suffices to show:
(141) ‖ τ 12x (∂2xφ, τ−1x ∂xφ, τ−2x φ) ‖ℓ∞r L2x . ‖φ ‖H2x(r<R1) + ‖ τ
1
2
x ∆φ ‖ℓ1rL2x ,
where ∆ is the standard 3D Laplacian and R1 ≥ 1 is chosen so that K ⊆ {r < R1}.
Next, using the endpoint Hardy estimate (180) and truncating φ smoothly so it is supported away from
K, we can reduce (141) to the following global estimate on R3:
‖ τ− 12x ∂∆−1F ‖ℓ1rL2x(R3) + ‖ τ
1
2
x ∂
2∆−1F ‖ℓ1rL2x(R3) . ‖ τ
1
2
x F ‖ℓ1rL2x(R3) .
This last line follows by decomposing ∂J∆−1F =
∑
k,j χj∂
J∆−1χkF where χj is a partition of unity adapted
to dyadic regions r ≈ 2k, 2j ≥ 1, and using Young’s inequality to sum over:
‖ τ− 12x χj∂∆−1χkF ‖L2x(R3) + ‖ τ
1
2
x χj∂
2∆−1χkF ‖L2x(R3) . 2j2k2−2max{j,k}‖ τ
1
2
x χkF ‖L2x(R3) ,
for j, k ≥ 0. This final estimate follows from standard L2 fractional/singular integral bounds. 
Finally we prove the commutator estimate:
Proof of estimate (137). Using (79) in r < 34 〈t〉, we have for φ supported in that region:
‖ τ 12x [✷g,ΓI ]φ ‖ℓ1rL2x . ‖ τ
1
2
x (∂
2φ(k−1), τ−1x ∂φ
(k−1)) ‖ℓ∞r L2x + ‖ τ
1
2
x (✷gφ)
(k−1) ‖ℓ1rL2x .
It remains to estimate the first term on RHS above. First, note that by the same reasoning used to establish
(140) we have:
‖ τ 12x (∂∂buφ(k−1), τ−1x ∂buφ(k−1), τ+∂φ(k−1)) ‖ℓ1rL2x . 〈t〉−
3
2 ‖φ ‖E1
k
+ ‖ τ 12x ✷gφ(k−1) ‖L2x ,
for functions φ supported in r < 34 〈t〉. In addition we have by applying (136) to φ(k−1) and then using the
previous bound to handle the resulting middle term on RHS(136) the bound:
‖ τ 12x (∂2xφ(k−1), r−1∂xφ(k−1)) ‖ℓ∞r L2x . ‖φ(k−1) ‖H2x(r<R) + 〈t〉−
3
2 ‖φ ‖E1
k
+ ‖ τ 12x ✷gφ(k−1) ‖ℓ1rL2x .
Combining the last three lines and using (1) to handle [∂bu, ∂] we see that estimate (137) follows via induction
on k. 
8. Estimates for Nonlinear Problems
This section is devoted to the proof of Theorem 1.20.
8.1. Proof of the Nk → Sk mapping property. This section is devoted to the first half of Theorem 1.20.
Proof of (22). We treat each component of the norm separately.
Case 1:(L∞Hs and WLE components) These are handled via an induction on the index j. For j = 0 use
(14). For j ≥ 1 we again use (14) and estimate the middle term on the RHS via:
‖φ ‖
H
16+3(k−j)
j−1 (r<B0)[0,T ]
. ‖φ ‖
WLE
13+3(k−j+1)
j−1 [0,T ]
.
Case 2:(S
1
2 components) This term is handled by (15) with a = 12 . The middle term on RHS of (15) is
bounded by the output of the previous step at level j = k + 4 as follows:
‖ τ− 12+ φ ‖H1k+4(r<B 1
2
)[0,T ] . ‖φ ‖WLE1
k+4[0,T ]
.
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Case 3:(S1,∞ and E1 components) This follows from (16). The middle term on RHS of (16) is bounded by
the output of the previous step as follows:
‖ φ ‖ℓ1tH1k+3(r<B 1
2
)[0,T ] . ‖φ ‖
S
1
2
k+3
[0,T ]
.
Note also that expanding vector fields via the basis ∂b shows:
‖F ‖N1,1
k+2[0,T ]
.
∑
i+|J|≤k+2
‖ (τ−∂bu)i(τx∂bx)JF ‖N1,1[0,T ] .
Case 4:(L∞ components) The bound for this term follows at once from (17).

8.2. Proof of the null form estimate. Here we prove the estimate (23). This may be broken up into a
number of pieces according the the constituent parts of (20) and (21).
Proposition 8.1 (Constituent null form estimates). Let N = Nαβ(t, x, φ)∂αφ∂βφ denote a quadratic form
satisfying the conditions of Definition 1.18. Then there exists locally bounded functions Ck, depending on
the ck from line (19), such that for k ≥ 18 one has:
k+4∑
j=0
‖N ‖
(WLE
∗,13+3(k−j)
j
+L1tH
13+3(k−j)
x,j
)[0,T ]
. Ck(|||φ |||Sk[0,T ])|||φ |||2Sk[0,T ] ,(142)
‖N ‖
N
1
2
k+3[0,T ]
. Ck(|||φ |||Sk[0,T ])|||φ |||2Sk[0,T ] ,(143) ∑
i+|J|≤k+2
‖ (τ−∂bu)i(τx∂bx)JN ‖N1,1[0,T ] . Ck(|||φ |||Sk[0,T ])|||φ |||Sk[0,T ]
(|||φ |||Sk[0,T ]+|||✷gφ |||Nk[0,T ]) .(144)
∑
|J|≤k
‖ τ2x(τx∂)JN (0) ‖L2x . Ck(|||φ |||Sk[0,T ])|||φ |||Sk[0,T ]
(|||φ |||Sk[0,T ]+|||✷gφ |||Nk[0,T ]) .(145)
Remark 8.2. In the sequel we will prove Proposition 8.1 assuming N = Nαβ(t, x)∂αφ∂βφ. In the more
general case when Nαβ depends on φ as well, repeated application of the Leibniz rule leads to higher order
products of the form Πmi=1φ
(ki)∂φ(l1)∂φ(l2). Such cubic and higher order expressions are much easier to
handle via the uniform norms employed in this paper (e.g. they do not require a null structure), and treating
them explicitly only serves to clutter notation.
We will prove (142)–(145) with the help of the following lemma:
Lemma 8.3 (Leibniz rules). One has:
I) Let N be a quadratic satisfying the conditions of Definition 1.18 but not depending on φ, and use the no-
tation N (φ, ψ) = Nαβ(t, x)∂αφ∂βψ. Then if XI denotes a product in {∂bu, ∂bi−ωi∂bu, S,Ωij , τ−∂bu, τx∂bx},
we have the identity:
(146) XIN (φ, ψ) =
∑
I′+I′′⊆I
NI′,I′′(XI′φ,XI′′ψ) ,
where each NI′,I′′ satisfies the conditions of Definition 1.18 as well.
II) Let f, g be smooth functions compactly supported in both time and in the exterior region {r > R0},
where R0 is given in Definition 1.6. Let wa be a weight satisfying |∂Jwa| .J τa0 . Then one has the
balanced product estimates:
‖w0fg ‖WLE∗,s . ‖ τ
1
2
x τ
1
2
−f ‖ℓ1rℓ1uL∞‖ τ
− 12
− g ‖ℓ∞r ℓ∞u Hs + ‖ τ
− 12
x f ‖ℓ∞r Hs‖ τxg ‖ℓ1rL∞ ,(147)
‖wafg ‖WLE∗,s . ‖ τxτa0 f ‖ℓ1rL∞‖ τ
− 12
x g ‖ℓ∞r Hs + ‖ τ
− 12
x f ‖ℓ∞r Hs‖ τxτa0 g ‖ℓ1rL∞ .(148)
In addition there are also holds the following unbalanced versions:
‖w0fg ‖WLE∗,s . ‖ τ
1
2
x τ
1
2
−∂
sf ‖ℓ1rℓ1uL∞‖ τ
− 12
− g ‖ℓ∞r ℓ∞u Hs ,(149)
‖wafg ‖WLE∗,s . ‖ τxτa0 ∂sf ‖ℓ1rL∞‖ τ
− 12
x g ‖ℓ∞r Hs ,(150)
where we are using the shorthand |∂sf | =∑|J|≤s |∂Jf |.
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Proof of (146). By induction it suffices to prove this identity for a single vector field X . Using the notation
NX(φ, ψ) = XN (φ, ψ) − N (Xφ,ψ) − N (φ,Xψ), we have NαβX = X(Nαβ) − ∂bγ(Xα)N γβ − ∂bγ(Xβ)Nαγ .
The first bound on line (19) for NX follows at once from this identity and the assumption of (19) for
N . To prove the second bound on line (19) for NX , it suffices to study the contractions ∂bγ(Xu)N uγ and
∂bγ(X
u)N γu. For γ = u the bound is again immediate from assuming (19). On the other hand for γ = i
we need |(τ−∂bu)i(τx∂bx)J∂bi (Xu)| .i,J τ0 for each X ∈ {∂bu, ∂bi − ωi∂bu, S,Ωij , τ−∂bu, τx∂bx}. This follows from
inspection. 
Proof of estimates (147)–(148). First let both f, g be not only (spacetime) compactly supported in the
exterior region R4 \ R × K, but also supported in dyadic regions τx ≈ 2j and τ− ≈ 2k. Then one has the
Moser estimate:
‖ fg ‖Hs . ‖ f ‖L∞‖ g ‖Hs + ‖ f ‖Hs‖ g ‖L∞ .
Multiplying this through by the appropriate combination of 2j and 2k and then summing in ℓ1r(ℓ
2
u), we have
both (147) and (148). 
Proof of estimates (149)–(150). This follows from distributing the derivatives and Ho¨lder’s inequality. 
Proof of estimate (142). Let χC be a smooth cutoff which is ≡ 1 on the cylinder C = [1, T −1]×{r > R0+1}
and which vanishes for r < R0 and t ∈ [0, 12 ] ∪ [T − 12 , T ]. Our plan is to show:
k+4∑
j=0
‖(1− χC)N‖L1tH13+3(k−j)x,j [0,T ] . |||φ |||
2
Sk[0,T ]
,(151)
k+4∑
j=0
‖χCN‖WLE∗,13+3(k−j)j . |||φ |||
2
Sk[0,T ]
.(152)
These bounds are further broken down into a number of cases.
Case 1:(L1tH
s
x,j bounds in r < R0 + 1) Expanding all derivatives into the product and discarding Nαβ it
suffices to prove for j ≤ k + 4 that:
(153) ‖∂I∂φ(j1)∂I′∂φ(j2)‖L1tL2x(r<R0+1)[0,T ] . |||φ|||2Sk[0,T ] , when j1+j2 = j , |I|+ |I ′| ≤ 13+3(k−j) .
There are now two subcases:
Case 1a:(Evenly split derivatives) If both |I| + j1 ≤ 10 + 3k − 2j and |I ′| + j2 ≤ 10 + 3k − 2j, then each
factor can absorb at least two more derivatives and still go in L2(r < R0+1)[0, T ]. Thus, after an L
2
x → L∞x
Sobolev embedding on one factor we may use a product of:
‖ ∂I∂φ(j1) ‖L2tL∞x (r<R0+1)[0,T ] . |||φ |||Sk[0,T ] , ‖ ∂I
′
∂φ(j2) ‖L2(r<R0+1)[0,T ] . |||φ |||Sk [0,T ] .
Case 1b:(Uneven split) The alternative to the previous case is that one factor, say the first, is such that
|I|+ j1 ≥ 11 + 3k − 2j. But this forces |I ′|+ j2 ≤ 2. In particular for k ≥ 3 we may use a product of:
‖ ∂I∂φ(j1) ‖L∞t L2x(r<R0+1) . |||φ |||Sk[0,T ] ,
‖ ∂I′∂φ(j2) ‖L1tL∞x (r<R0+1) . ‖ τ
3
2
+∂
I′∂φ(j2) ‖L∞(r<R0+1) . |||φ |||Sk[0,T ] .
This completes the proof of (153).
Case 2:(L1tH
s
x,j bounds in [0, 1] ∪ [T − 1, T ]) In this case we show the analog of (153) where the integral is
restricted to ([0, 1]∪ [T − 1, T ])× (R3 \K). This follows by taking a product of two L∞t Hsx,j bounds after an
L2x → L∞x embedding for the factor with the least number of derivatives.
Case 3:(WLE∗,s bounds in C) Using (146) it suffices to show for j ≤ k + 4 and α, β = u, 1, 2, 3:
(154) ‖ χ˜2CNαβj1,j2∂bαφ(j1)∂bβφ(j2) ‖WLE∗,13+3(k−j) . |||φ |||2Sk[0,T ] , where j1 + j2 = j ,
where χ˜C is also supported in the exterior region (0, T )× {r > R0}. This estimate is further broken down
based on the values of j1, j2 and α, β.
Case 3a:(max{j1, j2} ≤ k − 1) In this case we plan to use (147) and (148) to cleanly distribute the ∂I
derivatives. To facilitate this freeze the values of j1, j2 and define:
(155) fα = χ˜C∂
b
αφ
(j1) , gβ = χ˜C∂
b
βφ
(j2) .
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From (5) and the definition of Sk from line (20) and we have:
(156) ‖ τ 12x τ
1
2
−fu ‖ℓ1uℓ1rL∞+‖ τxτ0fu ‖ℓ1rL∞+‖ τxfi ‖ℓ1rL∞+‖ τ
− 12
− fi ‖ℓ∞u ℓ∞r Hs +‖ τ
− 12
x fα ‖ℓ∞r Hs . |||φ |||Sk[0,T ] ,
where s = 13 + 3(k − j), with an identical set of estimates for the components of g.
Case 3a.1:(uu components) Using (19) it suffices to show:
(157) ‖w1fugu ‖WLE∗,13+3(k−j) . |||φ |||2Sk[0,T ] ,
where |∂Iw1| . τ0. This follows from (148) with a = 1 and (156).
Case 3a.2:(ui and iu components) Here we need the analog of (157) with w1 replaced by weight w0 with
|∂Iw0| . 1. This follows from (147) and (156).
Case 3a.3:(ij components) In this case the analog of (157) follows from (148) with a = 0 and (156).
Case 3b:(max{j1, j2} ≥ k) In this case from the constraint j1 + j2 = j ≤ k + 4 we must have both
min{j1, j2} ≤ 4 and 13 + 3(k − j) ≤ 13. Without loss of generality assume min{j1, j2} = j1. Then with the
notation from line (155) and setting s = 13 + 3(k − j), we have if k ≥ 18 the bounds:
‖ τ 12x τ
1
2
−∂
sfu ‖ℓ1uℓ1rL∞ + ‖ τxτ0∂sfα ‖ℓ1rL∞ + ‖ τx∂sfi ‖ℓ1rL∞ + ‖ τ
− 12
− gi ‖ℓ∞u ℓ∞r Hs + ‖ τ
− 12
x gα ‖ℓ∞r Hs . |||φ |||Sk[0,T ] .
In particular (154) for this case follows from the bound on the line above, (149), and (150). 
The proof of (143) and (144) largely boils down to (146) and the following lemma:
Lemma 8.4. Let N be any quadratic form which satisfies (19), and denote N (φ, ψ) = Nαβ∂αφ∂βψ. Suppose
XI is a product of vector fields in {∂bu, ∂bi −ωi∂bu, S,Ωij , τ−∂bu, τx∂bx}. Then if |I| ≤ k−1 we have the pointwise
bound on [0, T ]:
(158) |τ 120 N (XIφ, ψ)| . |||φ |||Sk [0,T ] · τ−1x τ−
3
2
+ τ
−1
0
∑
i+|J|=1
|(τ0∂bu)i(∂bx)Jψ| .
A similar bound holds with the roles of φ and ψ reversed.
Proof. Expanding the N using condition (19) we have:
|τ 120 N (XIφ, ψ)| . τ
3
2
0 |∂buXIφ| · |∂buψ|+ τ
1
2
0 |∂XIφ| · |∂bxψ|+ τ
1
2
0 |∂bxXIφ| · |∂ψ| .
On the other hand inspection of the L∞ term from the Sk norm defined on line (20) shows for |I| ≤ k − 1:
τ
3
2
0 |∂XIφ|+ τ
1
2
0 |∂bxXIφ| . τ−1x τ−
3
2
+ |||φ |||Sk[0,T ] .
Taking the product of the last two lines yields (158). 
Proof of estimate (143). Using (146) to distribute derivatives, and splitting into interior and exterior bounds,
it suffices to show that when j1 + j2 = k + 3:
‖ τ+Nj1,j2(φ(j1), φ(j2)) ‖ℓ1tH1(r<R0)[0,T ] . |||φ |||2Sk[0,T ] ,(159)
‖Nj1,j2(φ(j1), φ(j2)) ‖N 12 (r>R0)[0,T ] . |||φ |||
2
Sk[0,T ]
.(160)
Note that (159) is stronger than what we need here, and for this bound we can even assume all vector fields
are in the collection {∂bu, ∂bi − ωi∂bu, S,Ωij , τ−∂bu, τx∂bx}. We will use this greater generality in a moment.
Case 1:(Interior estimate) From the conditions k ≥ 18 and j1 + j2 = k + 3 we have min{j1, j2} ≤ k − 2.
Then (159) follows by taking the product of:
‖ τ+φ(k) ‖ℓ1tL∞(r<R0)[0,T ] . |||φ |||Sk[0,T ] , ‖φ(k+4) ‖H1(r<R0)[0,T ] . |||φ |||Sk[0,T ] .
Case 2:(Exterior estimate) Using only min{j1, j2} ≤ k − 1 estimate (160) follows from (158) and:∑
i+|J|=1
‖ τ− 12x (τ0∂bu)i(∂bx)Jφ(k+3) ‖ℓ1rℓ1uL2[0,T ] . ‖ τ
− 12
x τ
1
2
+ (τ0∂
b
uφ
(k+3), ∂bxφ
(k+3)) ‖ℓ∞r L2[0,T ] . |||φ |||Sk[0,T ] .

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Proof of estimate (144). Combining (146), (158), and the Klainerman-Sideris identity (84) we have:
(161)
∑
i+|J|≤k+2
τ
1
2
0 |(τ−∂bu)i(τx∂bx)JN| . |||φ |||Sk[0,T ] ·
( ∑
i+|J|=1
τ
− 12
x τ
− 32
+ τ
− 12
0 |(τ0∂bu)i(∂bx)Jφ(k+2)|
+
∑
i+|J|≤k+2
τ
1
2
0 |(τ−∂bu)i(τx∂bx)J✷gφ|
)
.
The proof of (144) then follows by splitting into interior and exterior estimate as in the proof of (143) above.
Note that (159) already handles the interior contribution. For the exterior contribution we use:∑
i+|J|=1
‖ (τ0∂bu)i(∂bx)Jφ(k+2) ‖ℓ1uℓ1t ℓ1rL2[0,T ] . ‖ τ
− 12
x τ+(τ0∂
b
uφ
(k+2), ∂bxφ
(k+2)) ‖ℓ∞t ℓ∞r L2[0,T ] . |||φ |||Sk[0,T ] .

Proof of (145). This follows by applying (161) at t = 0 with index restriction i+ |J | ≤ k. 
Appendix 1: Coordinates
In this appendix we discuss some basic consequences of Definition 1.1, as well as some simple conditions
which guarantee the assumptions of Definition 1.1 hold.
8.3. Bounds between (t, x) and (u, x) coordinates.
Lemma 8.5. Let u(t, x) be a function satisfying the condition I) of Definition 1.1. Then for any smooth
function q and integer N ≥ 0 one has the following equivalence of symbol type bounds:
(162)
∑
i+|J|≤N
‖ (τ−∂bu)i(τxτ0∂bx)Jq ‖ℓ1rL∞ .N,q 1 ⇐⇒
∑
i+|J|≤N
‖ (τ−∂t)i(τxτ0∂x)Jq ‖ℓ1rL∞ .N,q 1 .
In addition the change of frame bounds (5) also hold.
Proof. Thanks to the change of variables formula:
(163) ∂bu =
1
ut
∂t, ∂
b
i = ∂i −
ui
ut
∂t ,
the implication ∂t, ∂x bounds ⇒ ∂bu, ∂bi bounds follows easily from (assuming i+ |J | ≤ N):
ut > c , |(τ−∂t)i(τxτ0∂x)J(ut, ui)| .N 1 ,
where the line above itself holds thanks to part I) of Definition 1.1. Applying this to q = ∂u we have:
|(τ−∂bu)i(τxτ0∂bx)J (ut, ui)| .N 1 .
Finally, using this last line and formula (163) the implication ∂bu, ∂
b
i bounds ⇒ ∂t, ∂x bounds becomes clear.
As a last step notice that (5) follows from the formulas (163) and estimate (162) applied to q = ∂u. 
Lemma 8.6. Let u(t, x) be a function satisfying the part I) of Definition 1.1, then τ−1+ (u+ τx − t) ∈ ℓ1rL∞.
Proof. We have τ−1+ (u + τx − t) = τ−1+
∫ (t,x)
0 ∂(u + τx − t) · ds + O(τ−1+ ) where ds denotes the line integral
along a straight ray from the origin to (t, x). Bounding the integral in absolute value gives:
sup
r≈2j
|τ−1+ (u+ τx − t)| . 2−j +
∑
k≤j
2k−j sup
r≈2k
|∂(u+ τx − t)| .
The assumption ∂(u+ τx − t) ∈ ℓ1rL∞ and Young’s convolution inequality finishes the proof. 
Lemma 8.7. Let u(t, x) be a function satisfying the condition I) of Definition 1.1, and suppose that g is a
metric satisfying condition II). Then g is weakly asymptotically flat in (t, x) coordinates in the sense that:
(164) ‖ (τ−∂t)i(τxτ0∂x)J(g − η)αβ ‖ℓ1rL∞ < ∞ , for all (i, J) ∈ N× N4 ,
where η = diag(−1, 1, 1, 1) is the Minkowski metric.
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Proof. By Lemma 8.5 is suffices to prove the bound:
(165) ‖ (τ−∂bu)i(τxτ0∂bx)J (g − η)αβ ‖ℓ1rL∞ < ∞ , for all (i, J) ∈ N× N4 ,
where (g−η)αβ still denotes the components in (t, x) coordinates. Such estimates for (g−η)ij follow at once
from the first inclusion on line (3) because gij is the same in either (t, x) or (u, x) coordinates.
For remaining components we compute:
gti = (gui + ωi) + ωj(g
ij − δij)− gαi∂bα(u+ τx − t) ,
gtt + 1 = guu + 2(gui + ωi)ωi + ωiωj(g
ij − δij)− 2(guα + ωigiα)∂bα(u+ τx − t)
+ gαβ∂bα(u+ τx − t)∂bβ(u+ τx − t) + τ−2x ,
where all metric components on the RHS are now computed in (u, x) coordinates, and where we are using
the notation ωi = ωi = x
iτ−1x . In addition to these formulas we also have the estimate:
‖ (τ−∂bu)i(τxτ0∂bx)J∂b(u+ τx − t) ‖ℓ1rL∞ < ∞ ,
which itself is a consequence of (1), (163), and Lemma 8.5. The remaining portion of estimate (165) follows
from the last three lines above combined with assumption (3). 
Lemma 8.8. Fix δ > 0. Let u1 be an approximate optical function satisfying the conditions of Definition
1.1 in the region 〈t− r〉 ≥ δ〈t+ r〉, and let u2 be an approximate optical function satisfying the conditions of
Definition 1.1 in the region 〈t−r〉 ≤ 2δ〈t+r〉. Then if χ is any cutoff function with χ ≡ 1 on 〈t−r〉 ≥ 2δ〈t+r〉,
χ ≡ 0 on 〈t − r〉 ≤ δ〈t + r〉, and |(τx∂)Jχ| . 1, the function u = χu1 + (1 − χ)u2 satisfies the conditions
of Definition 1.1 globally. In particular, in Definition 1.1 we may always assume u = t− τx away from the
region 〈t− r〉 ≪ 〈t+ r〉.
Proof. Using Lemma 8.6 we have both:
‖ (〈t〉∂t)i(τx∂x)Jτ−1+ (u1 + τx − t) ‖ℓ1rL∞(δ≤〈t+r〉−1〈t−r〉≤2δ) < ∞ ,
‖ (〈t〉∂t)i(τx∂x)Jτ−1+ (u2 + τx − t) ‖ℓ1rL∞(δ≤〈t+r〉−1〈t−r〉≤2δ) < ∞ .
Thus τ−1+ (u1 − u2) satisfies the same bound in δ ≤ 〈t + r〉−1〈t − r〉 ≤ 2δ, and so u = χu1 + (1 − χ)u2
satisfies (1) globally. Note that τ−1+ 〈u1〉 ≈ τ−1+ 〈u〉 ≈ 1 in 〈t − r〉 ≥ δ〈t + r〉 and τ−1+ 〈u2〉 ≈ τ−1+ 〈u〉 ≈ 1 in
〈t− r〉 ≤ δ〈t+ r〉 thanks to Lemma 8.6, so the definition of τ0 is not affected by splicing u1, u2.
It remains to show the bounds (3) hold in (u, x) coordinates. Because u = u2 when 〈t− r〉 ≤ δ〈t+ r〉, we
concentrate on the complementary region. Here it suffices to show that if u is any function satisfying (1),
and g is any metric satisfying (164), then one has automatically has the first inclusion on line (3) restricted
to the region 〈t− r〉 ≥ δ〈t+ r〉. Notice that by combining (164) and (1), we see that (164) also holds for all
Bondi coordinate components of (gαβ − ηαβ). Therefore, adding and subtracting the tensor hαβ defined on
line (4), our task boils down to showing:
‖ (〈t〉∂t)i(τx∂)J(ηuu, ηui + ωi) ‖ℓ1rL∞(〈t+r〉−1〈t−r〉≥δ) < ∞ .
This last line follows from a few simple calculations and the estimate:
‖ (〈t〉∂t)i(τx∂)J∂(u+ τx − t) ‖ℓ1rL∞(τ−1+ 〈t−r〉≥δ) < ∞ ,
which is an immediate consequence of (1). 
8.4. Constructions for nearly stationary/spherically-symmetric metrics. In this section we discuss
a simple situation where one can construct an approximate “optical function” u(t, x) satisfying conditions
(3). This is given by the following definitions.
Definition 8.9. Let gαβ be a Lorentzian metric on [0,∞)× (R3 \ K), where K is a compact set. Then:
i) g is called “weakly asymptotically flat and quasi-stationary” if:
(166) ‖ ln2(1 + τx)(t∂t)i(τx∂)J (gαβ − ηαβ) ‖ℓ1rL∞ < ∞ , all (i, J) ∈ N× N4 .
Here η = diag(−1, 1, 1, 1) is the Minkowski metric in (t, x) ∈ R× R3 coordinates.
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ii) g is called “quasi-spherical” if one can write g = g0 + g1, where g0 is a spherically symmetric in (t, x)
coordinates, and the remainder g1 satisfies:
(167) ‖ τx(τx∂)J (g1)αβ ‖ℓ1rL∞ < ∞ , all J ∈ N4 .
Proposition 8.10. Let gαβ be a Lorentzian metric on [0,∞)× (R3 \K), where K is a compact set. Suppose
that g is weakly asymptotically flat and quasi-stationary/spherical in the sense that (166) and (167) both
hold. Then g satisfies the assumptions of Definition 1.1 (after a possible redefinition of the xi coordinates).
Proof. We’ll prove this in a series of steps.
Step 1:(Preliminary reduction) By Lemma 8.8 above it suffices to construct an approximate optical function
u(t, x) satisfying conditions (1) and (3) in the region 〈t − r〉 ≪ 〈t + r〉. Using a partition of unity we may
extend g to be the Minkowski metric in the exterior 〈t− r〉 & 〈t+ r〉. This extension will still satisfy (166)
and (167).
Next, after a possible radial change of variables which preserves both (166) and (167), we may assume
that the area of t = const and r = const with respect to the restriction of g0 is 4πr
2. In other words we may
assume the spherically symmetric part g0 can be written in polar coordinates as:
(168) g0 = (g0)ttdt
2 + 2(g0)trdtdr + (g0)rrdr
2 + r2dσ2 ,
where dσ2 is the standard round metric on S2.
The goal now is to construct u in two pieces u = u0 + u1, where u0 = u0(t, r) is radially symmetric and
corresponds to g0, while the remainder u1 takes into account g1 = g − g0. The requirements for these two
functions will be:
(169) ‖ ln(r)(r∂)J∂(u0 + r − t) ‖ℓ1rL∞(r≥R) + ‖ r(r∂)J∂u1 ‖ℓ1rL∞(r≥R) .J 1 ,
for sufficiently large R, and in addition:
(170) g0(du0, du0) = 2g0(du0, du1) + g1(du0, du0) = 0 .
Notice that line (169) and formulas (163) allows us to freely change (r∂)J with (r∂b)J in any estimate we
consider.
First suppose that we have achieved both (169) and (170). By the assumption (166) and (169), we have:
‖ ln(r)(r∂)J (gαβ − ηαβ)‖ℓ1rL∞(r≥R) + ‖ ln(r)(r∂)J (ηuu, ηui + ωi)‖ℓ1rL∞(r≥R) < ∞ ,
where all components of (gαβ − ηαβ) are computed in (u, x) coordinates. This suffices to give the first
inclusion on line (3) (note we only need this for 〈t − r〉 ≪ 〈t + r〉). We remark that the convergence factor
ln(r) is sufficient to sum in ℓ1u when r ≈ t ≈ 2j .
Next, from the explicit form (168) and the identities on line (170), we have both:√
|g0|gu0i0 + r−1xi = 0 , guu = g(du1, du1) + 2g1(du0, du1) ,
where
√|g0| is computed in (u0, x) coordinates. Using (167) and (169) we have:
‖ r(r∂)J (
√
|g0| −
√
|g|) ‖ℓ1rL∞(r≥R) < ∞ ,
where
√|g| is computed in (u, x) coordinates. Combining the last two lines and (169) again gives:
‖ r2(r∂)Jguu ‖ℓ1rL∞(r≥R) + ‖ r(r∂)J (
√
|g|gui + ωi, gui − ωiωjguj) ‖ℓ1rL∞(r≥R) < ∞ ,
which are sufficient to produce the remaining bounds on line (3) (again for 〈t− r〉 ≪ 〈t+ r〉).
It remains to construct u0 and u1 such that (169) and (170) hold.
Step 2:(Construction of u0) For g0 we have the expression (168) where:
‖ ln2(r)(r∂)J (gtt0 + 1, grr0 − 1, gtr0 ) ‖ℓ1rL∞(r≥1) < ∞ , all J ∈ N2 .
For the remainder of the construction we only need to work in the (t, r) coordinates.
Let v = v(t, r) be any function which solves the radial eikonal equation gαβ0 ∂αv∂βv = 0. From this we
define the quantity ζ = ∂v − (1,−1), where ∂ denotes (t, r) derivatives. As long as |ζ| < 1 the coordinate
change (t, r) 7→ (u, r) is well defined and we have:
(171) ∂brζ = G(t, r, ζ) , ∂
b = q(ζ)∂,
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where both G and q are smooth universally defined functions depending only on the (t, r) components of g0
and not on v. Moreover q = q0 + q1(ζ) with q0 a constant invertible matrix and q1 = O(ζ) when |ζ| ≤ 12 .
Finally we have the uniform symbol bounds:
(172) ‖ r ln2(r)(r∂)J (∂ζ)kG ‖ℓ1rL∞(r≥R) .J,k oR(1) , for |ζ| ≤
1
2
.
Now let u˜ = v in the previous construction with initial normalization ∂ru˜ < 0 and u˜|r=R = t − R for
sufficiently large R, and set ζ˜ = ∂u˜−(1,−1). Then u˜ is globally defined and smooth in r > R because (1+1)
Lorentzian metrics have no caustics. We also have |ζ˜| ≪ 1 at least initially close to r = R. Commuting the
equation (171) with vector fields ∂b = q(ζ)∂, and applying a straightforward bootstrapping argument, we
may extend this to uniform bounds |ζ˜| ≪ 1 and |∂J ζ˜| .J 1 for all r > R.
Next, define the outgoing limit:
f(u˜) = lim
r→∞
∂tu˜ = 1 +
∫ ∞
R
Gt(t(u˜, r), r, ζ˜)dr ,
where Gt denotes the t component of G. By the previous paragraph we have both |f−1| ≪ 1 and |∂ju˜f | .j 1.
Let F solve F ′ = 1
f
, and finally set u0 = F (u˜). Again we denote by ζ = ∂u0 − (1,−1), which we remind the
reader solves equation (171) with conditions (172).
By construction we immediately have gαβ0 ∂αu0∂βu0 = 0, |ζ| ≪ 1, and |∂Jζ| .J 1. In addition to this
and the fact that ∂tu0 =
1
f
u˜t, we have limr→∞ ∂tu0 = 1. Combining this last piece of information with the
r → ∞ limits gtt0 → −1, grr0 → 1, gtr0 → 0, as well as ∂ru0 < 0, we have the normalization ζ → 0 as r → ∞.
In particular we may write:
ζ(u0, r) = −
∫ ∞
r
G(t(u0, s), s, ζ)ds .
Differentiating this identity any number of time with respect to ∂b = q(ζ)∂, and using the weighted estimate
(172) and a straight forward bootstrapping argument, gives the first bound on line (169).
Step 3:(Construction of u1) Using the second identity from line (170), we have that the correction u1 solves
the linear equation:
gαβ0 ∂αu0∂βu1 = −
1
2
gαβ1 ∂αu0∂βu0 , u1 → 0 as r →∞ .
Integrating this in (u0, x) coordinates we find that:
u1(u0, x) =
1
2
∫ ∞
|x|
(gu0u01 /g
ru0
0 )(u0, sx/|x|)ds .
By the first estimate on line (169) and assumptions (166)–(167) we have:
‖ r(r∂b)J (gu0u01 /gru00 ) ‖ℓ1rL∞(r≥R) < ∞ ,
where ∂b are computed in (u0, x) coordinates. An application of Young’s convolution inequality to the above
integral gives line (169) for u1. 
Appendix 2: Local Energy Decay
In this appendix we discuss how assumption (7b) relates to assumption (7a) when the metric g enjoys
structural properties similar to the Kerr family of metrics with angular momentum in a moderate range.
Let T ⊆ R3 be a compact region contained in the exterior R3 \ K. We first redefine the norms (6b) and
(6d) so the regularity loss occurs only on T :
‖φ‖WLEs
class
[0,T ] =
∑
|J|≤s
(‖τ−1x ∂Jφ‖LE[0,T ] + ‖∂∂Jφ‖LE(T c)[0,T ]) ,(173)
‖F ‖WLE∗,s[0,T ] =
∑
|J|≤s
(‖ ∂JF ‖LE∗[0,T ] + ‖ ∂∂JF ‖L2(T )[0,T ]) ,(174)
With respect to these modified norms we have:
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Proposition 8.11. Let the norms WLEsclass and WLE
∗,s
class be defined as on lines (173) and (174). Suppose
in addition that ∂t is uniformly timelike on [0,∞)× T . Then estimate:
(175) sup
0≤t≤T
‖ ∂φ(t) ‖Hsx + ‖φ ‖WLEsclass[0,T ] . ‖ ∂φ(0) ‖Hsx + ‖✷gφ ‖WLE∗,s[0,T ] ,
implies estimate:
sup
0≤t≤T
‖∂φ(t)‖Hsx+‖φ‖LEsclass[0,T ] . ‖∂φ(0)‖Hsx + ‖φ‖Hs(T˜ )[0,T ] + ‖∂tφ‖Hs(T˜ )[0,T ] + ‖✷gφ‖LE∗,s[0,T ] ,(176)
where T˜ is any compact neighborhood of T (here the implicit constant depends on T˜ ).
Remark 8.12. We do not need to make other assumptions on the metric g besides ∂t being uniformly timelike
on [0,∞)× T . In particular the time variation of g plays no role in establishing (176) from (175).
Note that (176) implies (7b) when s = 0. For s > 0 a simple induction allows us to reduce the second
term in RHS(176) to ‖φ‖
L2(T˜ )[0,T ].
Proof. Let T ⊂⊂ T ′ ⊂⊂ T˜ where T ′ is an intermediate compact neighborgood. Without loss of generality
we may assume that T˜ is a small enough that ∂t is still uniformly timelike on it. In particular we have
that P (x,D) = 1√
|g|
∂i
√|g|gij∂j is uniformly elliptic on T˜ , where the ij contraction is only on the spatial
variables.
Estimate (176) follows from adding together the bounds:
(177) sup
0≤t≤T
‖ ∂φ(t) ‖Hsx((T ′)c)+ ‖φ ‖LEsclass((T ′)c)[0,T ] . ‖ ∂φ(0) ‖Hsx + ‖φ ‖Hs+1(T ′)[0,T ]+ ‖✷gφ ‖LE∗,s[0,T ] ,
(178) sup
0≤t≤T
‖∂φ(t)‖Hsx(T ′)+‖φ‖Hs+1(T ′)[0,T ] . ‖∂φ(0)‖Hsx+‖φ‖Hs(T˜ )[0,T ]+‖∂tφ‖Hs(T˜ )[0,T ]+‖✷gφ‖LE∗,s[0,T ] .
The first estimate (177) follows directly by applying (175) to (1− χT )φ, where χT = 1 on T and χT = 0
on (T ′)c, and then using the Hardy estimate (179) with a = 0 for the boundary term where all derivatives
fall on the cutoff.
The second estimate (178) is essentially an elliptic bound. Fixing a pair of intermediate regions T ′ ⊂⊂
T˜ ′ ⊂⊂ T˜ ′′ ⊂⊂ T˜ one begins with (for any s ≥ 0):
‖φ ‖
Hs+1(T˜ ′′)[ǫ,T−ǫ] . ‖φ ‖Hs(T˜ )[0,T ] + ‖ ∂tφ ‖Hs(T˜ )[0,T ] + ‖✷gφ ‖Hs−1(T˜ )[0,T ] ,
where ǫ > 0 small enough that the domain of dependence of T ′ in [0, ǫ] ∪ [T − ǫ, T ] is contained in T˜ ′. One
then fills in the slabs [0, ǫ] × T ′ and [T − ǫ, T ] × T ′ with local in time energy estimates, where the second
slab estimate propagates from a localized energy estimate at time T − ǫ based on the multiplier X = χT˜ ′∂t,
where χT˜ ′ = 1 on T˜ ′ and χT˜ ′ = 0 on (T˜ ′′)c. Note that all of the error terms generated by doing this are
bounded by the LHS of the expression on the previous line (we may also assume χT˜ ′ = 0 when t < ǫ). 
Appendix 3: Hardy and trace inequalities
Lemma 8.13 (Hardy inequalities). Let K ⊆ R3 be compact with connected complement, and for any other
Q ⊆ R3 define L2x(Q) where the domain of integration is Q \ K, and L2(Q)[0, T ] where the domain of
integration is [0, T ]× (Q \ K) ⊆ R4. Then for test functions φ one has the following:
I) For all R ≥ 0 there holds uniformly:
‖ τa−1x φ ‖L2x(r>R) .a ‖ τax∂xφ ‖L2x(r>R) , when −
1
2
<a <∞ ,(179)
‖ τ− 32x φ ‖ℓ∞r L2x(r>R) . ‖ τ
− 32
x φ ‖L2x( 12R<r<R) + ‖ τ
− 12
x ∂xφ ‖ℓ1rL2x(r> 12R) .(180)
II) When R ≥ 1 is large enough that K ⊆ {r < 12R} there is the fixed time estimate:
(181) ‖φ ‖L2x(r>R) . ‖ τ−τ−1x ∂x(τxφ) ‖L2x(r>R) +R−
1
2 ‖ τ 12−φ ‖L2x( 12R<r<R) +R
1
2 ‖ τ 12−∂φ ‖L2x( 12R<r<R) .
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III) Again for R ≥ 1 large enough that K ⊆ {r < 12R} there is the spacetime estimate:
(182) ‖ τa−1x φ(T ) ‖L2x(r>R) + ‖ τ
a− 32
x φ ‖L2(r>R)[0,T ] .a ‖ τa−
3
2
x ∂
b
r(τxφ) ‖L2(r> 12R)[0,T ]
+ ‖ τa− 32x φ ‖L2( 12R<r<R)[0,T ] + ‖ τ
a
x∂φ(0) ‖L2x(r> 12R) , when a < 1 .
Lemma 8.14 (Weighted trace inequalities). For T ≥ 0 and any R ≥ 1 one has the uniform bound:
‖ τ 12−φ(T ) ‖L2x( 12R<r<R) . ‖ (τ−∂
b
uφ, φ) ‖L2( 12R<r<R)[ 12T,T ] , R . T ,(183a)
‖ τ 12−φ(T ) ‖L2x( 12R<r<R) . ‖ (τ−∂
b
uφ, φ) ‖L2( 12R<r<R)[0,T ] + ‖ τ
1
2
x φ(0) ‖L2x( 12R<r<R) , R≫ T ,(183b)
‖ τ 12−φ(T ) ‖L2x(r<R) . ‖ (τ−∂buφ, φ) ‖L2(r<R)[0,T ] + ‖ τ
1
2
x φ(0) ‖L2x(r<R) .(183c)
We note that estimate (183a) also holds with the restriction 12R < r < R replaced by r < R.
Proof of (179). Let R1 ≥ 1 be chosen so that K ⊆ {r < R1}. First we prove the bound assuming R ≥ R1.
We have I =
∫∞
R
∫
S2 ∂r(r
2a+1φ2)dωdr ≤ 0, and also:
(2a+ 1)‖ ra−1φ ‖2L2x(r>R) ≤ I + 2‖ r
a−1φ ‖L2x(r>R)‖ ra∂φ ‖L2x(r>R) ,
which concludes the proof in this case because 2a+ 1 > 0 and rα ≈ ταx in r > 1.
Now suppose 0 ≤ R < R1, where R1 is as above. A standard compactness argument shows:
(184) ‖φ ‖L2x(R<r<R1) . ‖φ ‖L2x(R1<r<2R1) + ‖ ∂φ ‖L2(R<r<2R1) ,
where the implicit constant is uniform in R. Combining this bound with estimate (179) in r > R1 completes
the proof. 
Proof of (180). Using estimates of the form (184) it suffices to show for R ≥ R1, where R1 is as above, that:
‖ τ− 32x φ ‖2ℓ∞L2x(r>2R) . ‖ τ
− 32
x φ ‖ℓ∞L2x(r>R)‖ τ
− 12
x ∂φ ‖ℓ1L2x(r>R) .
To prove it choose hk(r) so that hk(R) = 0 and h
′
k = 2
−kχk, where χk = 1 when R2
k ≤ r ≤ R2k+1 for k ≥ 1,
and χk = 0 when either r ≤ R2k−1 or r ≥ R2k+2. Then computing the integral I =
∫∞
R
∫
S2
∂r(hkφ
2)dωdr = 0
and taking supk≥1 of the result yields the estimate on the line above. 
Proof of (181). Thanks to Remark 1.3 and the conditions (1) we can assume the coordinate u is chosen so
that −C ≤ ∂ru ≤ − 1C for some fixed C > 0. Then (181) follows from integration of ∂r(χ>Ru(τxφ)2) with
respect to drdω. 
Proof of (182). This boils down to integration of the quantity ∂br(χr>Rr
2a−2(τxφ)
2) with respect to the
measure dudrdω over the slab 0 ≤ t ≤ T . By Remark 1.3 and the conditions (1) we have the pair of bounds
1
C
≤ ∂brt, ∂tu ≤ C. In particular:
(185)
∫ T
0
∫ ∞
0
∫
S2
∂br(χr>Rr
2a−2(τxφ)
2)αdωdrdt =
∫ ∞
0
∫
S2
χr>Rr
2a−2(τxφ)
2βdωdr
∣∣∣T
0
,
for some pair of smooth functions α, β ≈ 1. This yields (182) using the condition a < 1. 
Proof of (183). To prove (183a) let χT (t) = χ(t/T ) where χ(s) ∈ C∞0 (s > 12 ) with χ(1) = 1. Then (183a)
follows from integration of ∂bu(τ−χTφ
2) with respect to dudx on the cylinder 0 ≤ t ≤ T and 12R < r < R. In
the case of (183b) and (183c) we use a similar procedure but simply drop the cutoff χT . 
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