This paper shows how to check rank criteria for a local identification of nonlinear DSGE models, given higher-order approximations and pruning. This approach imposes additional restrictions on (higher-order) moments and polyspectra, which can be used to identify parameters that are unidentified in a first-order approximation. The identification procedures are demonstrated by means of the Kim (2003) and the An and Schorfheide (2007) models. Both models are identifiable with a second-order approximation. Furthermore, analytical derivatives of unconditional moments, cumulants and corresponding polyspectra up to fourth order are derived for the pruned state-space.
Introduction
Many different methods of solving and estimating DSGE models have been developed and used in order to obtain a detailed analysis and thorough estimation of dynamic macroeconomic relationships. Recently, the question of identifying DSGE models has proven to be of major importance, especially since the identification of a model precedes estimation and inference. Several formal methods have been proposed to check local identification in linearized DSGE models via rank criteria (Iskrev, 2010; Komunjer & Ng, 2011; Qu & Tkachenko, 2012) or Bayesian indicators (Koop et al., 2013) , for a review and methodological comparison of these techniques, see Mutschler (2015b) . Whereas there is a growing literature on the nonlinear estimation of DSGE models (Andreasen, 2011 (Andreasen, , 2013 Fernández-Villaverde & Rubio-Ramírez, 2007; Herbst & Schorfheide, 2014; Ivashchenko, 2014; Kollmann, 2015) , all identification methods focus on the linear approximation of the DSGE model to the first order. Furthermore, since the majority of papers assume Gaussian innovations, the proposed criteria are based on first-and second-order moments only. In this paper, we relax these assumptions and show how to check rank criteria for nonlinear DSGE models solved by higher-order approximations of the policy functions and by considering higher-order statistics.
1 However, there is a caveat, since higher-order approximations may yield explosive or non-stationary processes. Therefore, we use the pruning scheme proposed by Kim et al. (2008) and operationalized by Andreasen et al. (2014) , who show that the pruned state-space (PSS) is a linear, stationary and ergodic state-space system, but with non-Gaussian innovations. From an identification point of view, this may yield additional restrictions on unconditional moments and polyspectra of the observables that can be used to identify (sets of) parameters which are not identifiable in the linearized DSGE model with Gaussian innovations.
Exploiting these insights, the contribution of this paper is twofold. First, we extend ideas from Iskrev (2010) and Qu & Tkachenko (2012) to establish rank criteria for higherorder approximations, both in the time and in the frequency domains. To this end, we show how to analytically calculate the Jacobians of unconditional second-, third-and fourth-order moments, cumulants and corresponding polyspectra of the PSS, with respect to the deep parameters of the model. In this manner, we are able to check identification, given theoretical higher-order moments of observables. We limit ourselves to fourthorder statistics, since third-order cumulants and the bispectrum capture nonlinearities (or non-Gaussianity) for a skewed process, whereas the fourth-order cumulants and the trispectrum can be used in the case of a non-Gaussian symmetric probability distribution.
Throughout the exposition, we focus on a second-order approximation, since extending ideas and propositions is -apart from notation and computational implementationconceptually straightforward for higher-order approximations. Second, to demonstrate our exposition, all methods are applied to two models, namely those of Kim (2003) and An & Schorfheide (2007) , which are known to have a lack of identification in their (log-)linearized Gaussian versions. In particular, we show that the parameters governing the adjustment costs in Kim (2003) , as well as all parameters including the coefficients of the Taylor rule in An & Schorfheide (2007) , can be identified from the mean and second moments or power spectrum, as well as from higher-order statistics of the pruned state-space given a second-order approximation.
The ideas and procedures derived are useful both from theoretical and applied points of view. Theoretically, this paper adds to the literature on the local identification of nonlinear DSGE models by establishing (i) rank criteria for the pruned state-space representation and (ii) procedures for computing analytical derivatives of unconditional moments, cumulants and polyspectra for higher-order approximations. Based on these findings, we believe that the suggested approach is a useful new tool before actually taking nonlinear DSGE models to data. In particular, an applied researcher can check whether (sets of) unidentified parameters in the linearized model may be estimable, using higher-order approximations, prior to actually using (tedious) nonlinear estimation methods. Furthermore, given information from higher-order moments or polyspectra the procedure may also provide guidance for moment-matching estimation approaches or particle likelihoodtype estimators. The present paper is also related to Morris (2014) , who likewise derives rank criteria for the pruned state-space (PSS) system, yet in the manner of Komunjer & Ng (2011) . The key differences between our work and Morris (2014) can be summarized with respect to three aspects. First, the perspective and system representation is different, since Komunjer & Ng (2011) 's approach assumes a minimal system. For the PSS, 3 this requires the innovations representation. Our approach neither relies on a specific model framework nor on a minimal system; thus, we do not need to reparametrize the solution system. Second, our criteria also include unconditional third and fourth moments in the time domain and the bi-and trispectrum in the frequency domain, whereas Morris (2014) uses only the first two moments. Third, the computations are different. Since the innovation representation depends on the existence and computation of a discrete algebraic Ricatti equation, it is not possible to derive analytical derivatives. Nevertheless, both approaches come to similar conclusions, which should help build confidence across potential users of the pruned state-space for estimating nonlinear DSGE models.
Our MATLAB code is model-independent (a DYNARE implementation is underway) and can be found on the homepage of the author.
DSGE framework
Let E t be the expectation operator conditional on information available at time t, then E t f (x t+1 , u t+1 , y t+1 , x t , u t , y t |θ) = 0,
is called the general DSGE model with deep parameters θ, states x t , controls y t , stochastic innovations u t , and perturbation parameter σ, which can be converted into a nonlinear first-order system of expectational difference equations f . For the sake of notation, we assume that all control variables are observable. The vector of innovations u t has E(u t ) = 0 and finite covariance matrix E(u t u t ) =: Σ = σ 2 ηη . Thus, σ is set to be dependent on the standard deviation of one of the shocks, while scaling all other variances and cross-correlations through η accordingly. Furthermore, u t is nth-order white noise with finite higher-order moments, where n depends on the order of approximation.
2 2 Because we check criteria based on the first four moments of observables in the pruned state-space, we require at least finite eighth moments for a second-order approximation and finite twelfth moments for a third-order approximation. In other words, ut is at least an eighth-or twelfth-order white noise process, which implies yt being stationary of order four, see Priestley (1983, p. 105 ) for a definition of stationary up to order n.
Apart from the existence of moments and temporal independence, we do not need to impose any distributional assumptions.
3 See Appendix A on how to squeeze the example models into this framework.
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The solution of such rational expectation models is characterized by policy functions, g and h, that solve (at least approximately) the system of equations f . We follow Schmitt- Grohé & Uribe (2004) and use perturbation techniques to solve the model around the nonstochastic steady state given byx = h(x, 0, 0|θ),ȳ = g(x, 0, 0|θ),ū = 0 andf = f (x,ū,ȳ|θ) = 0. Moreover, we exploit ideas of Gomme & Klein (2011) to approximate the policy functions, using the Magnus & Neudecker (1999) definition of the Hessian.
Denote the Jacobian of f evaluated at the steady state as
then
is defined as the Magnus-Neudecker Hessian of f , evaluated at the nonstochastic steady state. This definition simplifies the computations, as well as the analytical derivatives, since no tensor notation is needed and basic matrix algebra can be used.
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The approximations of the policy functions are a straightforward application of Taylor series expansions in the state variables. There are several methods and algorithms for Magnus (2010) and Pollock (2013) . The online documentation of the code also contains additional material which clarifies the concept.
calculating the first-order solution matrices, since these are the coefficients of a first-order linearization or log-linearization of the model. We follow Klein (2000) to obtain the firstorder solutionsx t = h xxt−1 + h u u t andŷ t = g xxt−1 + g u u t , using the generalized Schur decomposition.
6x t = x t −x andŷ t = y t −ȳ denote deviations from steady state. The second-order solution matrices can be calculated by inserting the policy functions into the model equations and noting that the expression is known at the nonstochastic steady state. Therefore, all derivatives of f must be 0 when evaluated at the nonstochastic steady state. Differentiating f twice using the chain rule of Magnus & Neudecker (1999, p. 110) , evaluating the Jacobian Df and Hessian Hf of f at the nonstochastic steady state, and setting it to zero yields (after some algebraic calculations, see Gomme & Klein (2011) ):
g vv and h vv are the Magnus-Neudecker Hessians of g and h with respect to the vector v t|t+1 = (x t , u t+1 ) , g σσ and h σσ the corresponding terms with respect to the perturbation parameter. Note that all terms are evaluated at the nonstochastic steady state. See
Appendix E for the exact expressions of the auxiliary matrices Q, R, S and U. Furthermore h vv contains all second-order terms required for the transition equation of states and g vv for the transition equation of controls. We separate these using index matrices, see Appendix A for an example that clarifies the notation. A third-order approximation using Magnus-Neudecker Hessians is given in Binning (2013) . For our purposes, it is sufficient to note that there are closed-form solutions that we will differentiate in Section 5 with respect to the deep parameters.
Pruned state-space system
Various simulation studies show that Taylor approximations of an order higher than one may generate explosive time paths, even though the first-order approximation is 6 See Anderson (2008) for a comparison of algorithms, which are basically all equivalent and differ only (slightly) in computational burden. Furthermore, all provide and check the Blanchard & Kahn (1980) conditions that are necessary in order to have a stable saddle-path solution, i.e. a unique mapping between state and control variables.
the variance of the states
Since there is a linear relationship between y t and z t−1 in (7), we obtain
For the derivation of moments, cumulants and spectra, we work with zero mean variables to simplify the notation and expressions in the following sections. Therefore, we denote z t := z t − µ z and y t := y t − µ y in the following section. 
where P nz = I nz ⊗U n 2 z ×nz and U n 2 z ×nz is a (n 3 z ×n 3 z ) permutation matrix with unity entries in elements [(i − 1)n z + j, (j − 1)n 2 z ], i = 1, . . . , n 2 z and j = 1, . . . , n z , and zeros else. Here, we adopt the compact notation of Swami & Mendel (1990) and store all product-moments of a mean zero vector-valued process in a vector using Kronecker products. For example, the second moments of z t can either be stored in a n z × n z matrix E( z t · z t ) := Σ z or in the n 2 z × 1 vector E( z t ⊗ z t ) = vec(Σ z ); this notion naturally carries over to higher orders. There is an intimate relationship between moments and cumulants; if two probability distributions have identical moments, they will have identical cumulants as well. In particular, the second cumulant is equal to the autocovariance matrix and the third cumulant to the autocoskewness matrix. The fourth-order cumulant, however, is the fourth-order product-moment (autocokurtosis matrix) less the second-order moments. In general, for cumulants higher than three, we need to know the lower-order moments or cumulants. Nevertheless, using cumulants is preferable for several reasons. For instance, 11 For introductory literature and tutorials, see the textbooks of Brillinger (2001), Nikias & Petropulu (1993) , Priestley (1983) and the references therein.
12 Most theoretical and applied econometric literature is either concerned with tests for normality (e.g.
Bao (2013); Rusticelli et al. (2008)) or method of moments estimation (e.g. Dagenais & Dagenais (1997) ; Erickson & Whited (2002) ). For an application to DSGE models, see Mutschler (2015a) .
all cumulants of a Gaussian process of order three and above are zero, whereas the same applies only to odd product-moments. Furthermore, the cumulant of two statistically independent random processes equals the sum of the cumulants of the individual processes (which is not true for higher-order moments). And lastly, cumulants of a white noise sequence, such as ξ t , are Kronecker delta functions, so that their polyspectra are flat (Mendel, 1991) .
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Assuming that C k,z (t 1 , . . . , t k−1 ) is absolutely summable, the kth-order polyspectrum S k,z is defined as the (k-1)-dimensional Fourier transform of the kth-order cumulant
with ω j ∈ [−π; π] and imaginary i (see Swami et al. (1994) for further details). The second-, third-and fourth-order spectra are called the power spectrum, bispectrum and trispectrum, respectively. The power spectrum corresponds to the well-studied spectral density, which is a decomposition of the autocorrelation structure of the underlying process (Wiener-Khinchin theorem). The bispectrum can be viewed as a decomposition of the third moments (auto-and cross-skewness) over frequency and is useful for considering systems with asymmetric nonlinearities. In studying symmetric nonlinearities, the trispectrum is a more powerful tool, as it represents a decomposition of (auto-and cross-) kurtosis over frequency. Furthermore, both the bi-and trispectrum will be equal to zero for a Gaussian process, such that departures from Gaussianity will be reflected in these higher-order spectra.
Standard results from VAR(1) systems and insights from HOS can be used, regarding the computation of unconditional cumulants and polyspectra in the PSS. First, it is trivial to show that ξ t is zero mean white noise with finite moments, since it is a function of x f t , u t+1 and u t+1 ⊗ u t+1 . The kth-order cumulants of ξ t are 14 There, we show that even if the underlying shock process u t is Gaussian, ξ t is not normally distributed, since its higher-order cumulants are not equal to zero. Mendel (1990) show that given a zero mean stationary, time-invariant linear state-space system, the cumulants of the state vector z t
are given in terms of their zero-lag cumulants
which can be computed efficiently using iterative algorithms for generalized Sylvester equations (see Appendix C). Furthermore there is considerable symmetry (by using appropriate permutation matrices); in particular, all second-order cumulants can be computed from t 1 > 0, all third-order cumulants from t 1 ≥ t 2 > 0 and all fourth-order cumulants from t 1 ≥ t 2 ≥ t 3 > 0. Since there is a linear relationship between y t and z t−1
in (7), we obtain closed-form expressions for the kth-order cumulants of our observables (after substracting the mean). That is, for t j > 0
Lastly, for the identification criteria based on cumulants, we stack all theoretical second, 14 Γ k,ξ can be partitioned into several submatrices which can be computed symbolically element-byelement, and contain many duplicate entries. For instance, note that
and so forth. We can use special matrix algebra analogous to the duplication matrix, called triplication and quadruplication matrix (Meijer, 2005) , to ease the computations for higher-order product-moments of ξt.
third and fourth cumulants into vectors
Regarding the computation of polyspectra, consider the vector moving average repre-
Using equation (7) and lag operator L, we obtain the VMA for our controls
, we obtain the Fourier transformations of the cumulants of y t , i.e. the power spectrum S 2,y , bispectrum S 3,y and trispectrum S 4,y :
In summary, the pruned state-space representation is a stable system and has welldefined statistical properties, which we can exploit for our identification analysis. In particular, we see that an approximation to higher orders yields non-Gaussian innovations. Intuitively, this yields additional restrictions on moments and polyspectra, which may tighten the identifiability of model parameters. Also, since higher-order cumulants and polyspectra measure the departure from Gaussianity, we may also gain additional information by considering higher-order statistics. In Section 6 we show how to incorporate these additional restrictions into formal identifiability criteria, but first, we discuss the derivatives of these objects.
Derivatives of solution matrices, cumulants and polyspectra
To establish rank criteria, we need derivatives of all solution matrices, cumulants and polyspectra with respect to the deep parameters θ. Following ideas from Iskrev (2008) 13 and Schmitt-Grohé & Uribe (2012, Suppl. Mat., Sec. A.3), we view f , as well as the Jacobian of f , as a function of θ and of the steady state vector xuy(θ) := (x(θ) , u(θ) , y(θ) ) , which is also a function of θ. Thus, implicitly, we have f (xuy(θ), θ) = 0. Differentiating
This expression can easily be obtained analytically using, for example, MATLAB's symbolic toolbox. The derivative of the Jacobian Df (xuy(θ), θ) with respect to θ is then given by
Note that dDf can be partitioned according to equation 1 to obtain df 1 , df 2 , df 3 and
This approach can be extended to calculate the analytical derivative of the MagnusNeudecker Hessian with respect to θ, since H := Hf (xuy(θ), θ):
Our MATLAB code writes all analytical derivatives, using symbolic expressions, into script files for further evaluation. For numerical derivatives, we employ the two-sided central difference method. Note that we use the following notation: dX := ∂vec(X) ∂θ for the Jacobian of a matrix.
Furthermore, we repeatedly use the commutation matrix K m,n which transforms the m × n matrix A, such that K m,n vec(A) = vec(A ) 16 , and the following useful results from matrix differential calculus:
15 Another (faster) approach is based on generalized Sylvester equations in the manner of Ratto & Iskrev (2012) . 16 See Magnus & Neudecker (1999, p. 46) for the definition and Magnus & Neudecker (1999, p. 182) for an application regarding derivatives.
Proof: Magnus & Neudecker (1999, p. 175) . Note that dX :=
Theorem 2 (Derivative of Kronecker products). Let X be a (n × q) matrix, Y a (p × r) matrix and K r,n the commutation matrix of order (r, n), then the derivative of vec(X ⊗Y ) with respect to θ is given by
Proof: Magnus & Neudecker (1999, p. 185) . Note that dX :=
Moreover, we make use of the following algorithm:
Algorithm 1 (Derivative of partitioned matrix). Let X be a (m × n) matrix, partitioned such that X = X 1 X 2 , with X 1 being (m × n 1 ) and X 2 being (m × n 2 ), n = n 1 + n 2 .
1. Derive dX 1 and dX 2 ; dX 1 is of dimension (mn 1 × n θ ) and dX 2 of dimension
2. For i = 1, . . . , n θ (a) Denote the i-th column of dX 1 and dX 2 as dX
) into the i-th column of a matrix dX. 3. dX is the derivative of X with respect to θ and is of dimension (mn × n θ ).
Derivatives of first-order solution matrices. Let n v = n x + n u , n = n v + n y , K n,q be the commutation matrix of order (n, q),
then the derivatives of the first-order solution matrices are given by:
See Schmitt-Grohé & Uribe (2012, Suppl. Mat., Sec. A.3) for the derivation of these results. Since we use indices to keep track of terms belonging to states and shocks in h v and g v , it is straightforward to compute dh x , dh u , dg x and dg u by simply selecting the corresponding rows of dh v and dg v accordingly.
Derivatives of second-order solution matrices. Differentiating (2) with respect to θ requires the analytical derivatives of Q −1 , R, S −1 and T . See Appendix E for the derivation of these objects. Then, the analytical derivatives of the second-order solution matrices with respect to θ can be summarized as This requires the analytical derivatives of first-and second-order solution matrices (see above), as well as of Σ, which is given analytically by the model.
Derivative of means. Differentiating the expressions for the means of z t (8) and y t (10) with respect to θ requires the analytical derivatives of the pruned state-space solution matrices. We obtain
Derivative of cumulants. Differentiating the cumulants for y t of order k, requires dΣ ξ (given in Appendix E), derivatives of Kronecker products of the solution matrices (due to Theorem 2), and the Jacobians of the zero-lag cumulants, dC k,z (0, . . . , 0), for which we make use of generalized Sylvester equations as outlined in Appendix C. The analytical derivatives of the cumulants in equations (11) and (12) are then a simple application of Theorem 1.
Derivative of polyspectra. To obtain the derivative of S k,y (ω 1 , . . . , ω k−1 ) w.r.t. θ in equations (13) to (15) analytically, we divide the interval [−π; π] into N subintervals to obtain N + 1 frequency indices with ω s denoting the s−th frequency in the partition. The following steps can be conducted simultaneously using parallel computation: For each
compute the derivative of H ξ (z j ) and its conjugate transpose, using the expression in Appendix E. The Jacobians dS k,y (ω 1 , . . . , ω k−1 ) then follow according to Theorem 1.
Identification criteria based on rank conditions
In the literature, three formal methods based on ranks have been proposed to check identification via (i) observational equivalent first and second moments (Iskrev, 2010) ,
(ii) observational equivalent spectral densities (Qu & Tkachenko, 2012) and (iii) implications from control theory for observational equivalent minimal systems (Komunjer & Ng, 2011) for linearized DSGE models to the first-order. Since the pruned state-space (PSS) is a linear system with well-defined statistical properties, the same criteria can be checked, in particular for its mean, second-order moments and spectral density. In fact, for MATLAB provides guidance on the computational aspects of sample estimates and testing constancy of higher-order moments, cumulants and polyspectra.
We follow Deistler (1976) and define identifiability as a concept in moments, cumulants and polyspectra, not in probability laws. 17 We call θ 0 ∈ Θ and θ 1 ∈ Θ observationally equivalent (with respect to {y t }), if they generate the same first four moments, cumulants or polyspectra of y t .
Definition 1 (Identifiability from first four cumulants or moments). θ 0 ∈ Θ is said to be locally identifiable from the first four moments of y t , if there is an open
Definition 2 (Identifiability from mean and polyspectra). θ 0 ∈ Θ is said to be locally identifiable from the mean, power spectrum, bispectrum and trispectrum of y t , if
there is an open neighborhood of θ 0 in which µ y (θ 0 ) = µ y (θ 1 ), S 2,y (ω 1 ; θ 0 ) = S 2,y (ω 1 ; θ 1 ), S 3,y (ω 1 , ω 2 ; θ 0 ) = S 3,y (ω 1 , ω 2 ; θ 1 ) and S 4,y (ω 1 , ω 2 , ω 3 ; θ 0 ) = S 4,y (ω 1 , ω 2 , ω 3 ; θ 1 ) for all
The first definition corresponds to Iskrev (2010) in the time domain and the second definition to Qu & Tkachenko (2012) in the frequency domain. Apart from the different perspectives, Definition 1 states identifiability for a finite number of moment conditions, whereas Definition 2 corresponds to the complete set of dynamic properties. The criteria we derive all stem essentially from Rothenberg (1971), who proposes identifiability conditions based on injectivity of functions. The mappings we consider are the unconditional mean, unconditional cumulants (or moments) and corresponding polyspectra. Therefore, the fundamental idea is to determine, whether these mappings are unique for θ. Basic mathematical results for systems of equations can then be applied. This set of criteria is the most basic and the closest to ideas from the early work on identification in systems of linear equations, since it is based on the uniqueness of a solution (Koopmans & Reiersøl, 1950; Fisher, 1966; Hannan, 1976) . Consequently, rank and order conditions are derived, and it is also possible to pinpoint the (sets of) parameters that are indistinguishable from one another.
17 See Deistler & Seifert (1978) for a thorough discussion of identifiability and estimability.
Proposition 1 (Iskrev PSS). Let q ≤ T and assume that m(θ, q) := µ y m 2 (θ, q) m 3 (θ, q) m 4 (θ, q) .
is a continuously differentiable function of θ ∈ Θ. Let θ 0 ∈ Θ be a regular point, θ is then locally identifiable at a point θ 0 from the first four cumulants (or moments) of y t , if and only if
has a full column rank equal to the number of parameters for q ≤ T .
Proof. Follows Iskrev (2010, Theorem 2) and Rothenberg (1971, Theorem 6).
Remark 1. In other words, we extend Iskrev (2010)'s approach and focus on the first four moments of the pruned state-space system. The test checks whether these moments are uniquely determined by the deep parameters, given a finite number of lags. This immediately gives rise to a necessary condition: the number of identifiable parameters does not exceed the dimension of m(θ, T ). The criteria can also be used for conditional identification, that is, we can fix a subset of parameters. In our applications, we also check whether the parameters are identifiable through the mean, and second, third or fourth moments of observables, separately. We denote the corresponding matrices as M 2 (q), M 3 (q) and M 4 (q). Iskrev (2010, Corollary 1) also proposes a necessary condition, that is, checking injectivity of the mapping from the deep parameters to the solution matrices.
To do so, we stack all elements of the steady state, the solution matrices as well as all parameters of the stochastic innovations that depend on θ into a vector τ :
and consider the factorization M (q) =
∂θ . An immediate corollary implies that a point θ 0 is locally identifiable, only if the rank of
at θ 0 is equal to n θ . This condition is, however, only necessary, because τ may be unidentifiable. Lastly, note that, given a first-order approximation and the Gaussian distribution for u t , the proposition reduces to Iskrev (2010, Theorem 2), since all higherorder cumulants are zero in this case.
Proposition 2 (Qu & Tkachenko PSS). Assume that the power spectrum (13), bispectrum (14) and trispectrum (15) are continuous in ω ∈ [−π; π] and continuous and differentiable in θ ∈ Θ. Let
and θ 0 ∈ Θ be a regular point. Furthermore assume there is an open neighborhood of θ 0 in which G(θ 0 ) has a constant rank. Then, θ is locally identifiable at a point θ 0 from the mean, power spectrum, bispectrum and trispectrum of y t , if and only if G(θ 0 ) is nonsingular, i.e. its rank is equal to the number of parameters.
Proof. Follows Qu & Tkachenko (2012, Theorem 2) and Rothenberg (1971, Theorem 1).

18
Remark 2. Similar to Iskrev (2010)'s approach, Qu & Tkachenko (2012) focus on the dynamic structure of the DSGE model, but they work in the frequency domain. We extend their ideas and check whether the mean, power spectrum, bispectrum and trispectrum of the observables are uniquely determined by the deep parameters at all frequencies, using the pruned state-space representation. Note that even when using analytical derivatives, we still have to divide the interval [−π; π] into sufficient subintervals to numerically approximate the integrals. The dimension of G(θ 0 ), however, is always n θ × n θ .
Moreover, in the applications, we check whether the parameters are identifiable through the mean and individual spectra. We denote the corresponding matrices as G 2 (θ 0 ), 18 Note that we use the complex conjugate * , since the polyspectra are in general complex matrices. dS * k,y dS k,y is a Gram matrix, therefore it is Hermitian and positive semidefinite. Furthermore, there is an isomorphism between complex and real matrices such that the (n k y × 1) vector S k,y can be transformed into a (2n k y × 2) real matrix S R k,y (see Brillinger (2001, p. 71) and Pintelon & Schoukens (2001, p. 553) ). We have the following equivalence: S * k,y S k,y ⇔ S R k,y S R k,y . Furthermore 2 · rank(S * k,y S k,y ) = rank(S R k,y S R k,y ). The same is true if we consider the differential of S k,y with respect to θ j . The proof requires rank(dS R k,y dS R k,y ) to be nonsingular, i.e. full rank, for θ 0 to be locally identified. This is equivalent to rank(dS * k,y dS k,y ) = n θ .
G 3 (θ 0 ) and G 4 (θ 0 ). Qu & Tkachenko (2012) also provide several extensions, which also apply in our setting. In particular, we can check identification only from a subset of frequencies, conditional on other parameters being fixed, or we include general constraints on the parameters. Given a first-order approximation and the Gaussian distribution for u t , this proposition reduces to Qu & Tkachenko (2012, Theorem 2) , since the bi-and trispectrum are zero in this case.
Implementation
Both propositions exploit the dynamic structure of the pruned solution of a nonlinear DSGE model, in order to define mappings and establish conditions for local injectivity of the mappings. For all procedures, we are able to derive necessary as well as sufficient conditions for identification, based on ranks of Jacobians. For calculating the ranks, we use the singular value decomposition and count the nonzero entries on the main diagonal.
Obviously, this requires a specification of the tolerance level, for which we use, on the one hand, a range from 1e-3 to 1e-17, and on the other hand, a robust tolerance level that depends on the size of the matrix (max(size(X)) × eps(norm(X))), which is also MATLAB's default value.
Strictly speaking, the criteria are a yes or no condition. Loosely speaking, however, if a parameter is identified for very large tolerance levels, then it is most likely strongly identified. If it is identified only for very low levels, this may indicate weak identification. 19 In the case of rank deficiency, we are able to pinpoint sets of problematic parameters by analyzing the nullspace. This will be a vector of zeros, if a parameter does not affect the objective at hand. Furthermore the columns that are linearly dependent indicate that these sets of parameters are indistinguishable. While this approach, followed by Iskrev (2010) , is computationally very fast, we find that in some cases, there were redundancies in the subsets, since larger subsets may include smaller ones and are not pinpointed separately. Thus, similar to Ratto & Iskrev (2011) and Qu & Tkachenko (2012, Corollary 4) , a more robust method is to consider the power set and check the criteria for all possible subsets of parameters in a recursive fashion. In our experience, this brute-force approach yields more reliable results and is computationally just slightly slower, because, if we find a subset of parameters that are not identified, we can exclude that subset from higher-order subsets.
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There are also some further numerical issues. In particular, choosing the lag order T , as well as the number of subintervals N for the frequencies, may change the results.
In practice, however, this is not a question of extremely sensitive results, but rather one of speed: the higher T or N , the more time the calculations need. 21 With this line of thought, we can make use of the inherent symmetry in the computation of cumulants and spectra. That is, we only need to focus on the plane t 1 ≤ t 2 ≤ t 3 for Proposition 1 and s 1 ≤ s 2 ≤ s 3 (s j =1,. . . ,N+1; j=1,2,3) for Proposition 2, since these determine all other cumulants and spectra through permutations. The computations of the bispectrum can be accelerated further by noting that the sum ω s1 + ω s2 contains many duplicate Lastly, all procedures check only local identification. Thus, it is necessary to ensure that the identification analysis is valid for a sufficient range of parameters. Therefore, in our applications, we check all criteria, given first a specific point (e.g. calibrated parameters or prior mean) and second, given many draws from a prespecified prior domain of θ that yield a determinate solution. In this way, we have a quasi-global flavor of our rank criteria for the pruned state-space. Also, most consistent estimators require only local identification for their asymptotic properties to hold. Nevertheless, even if all prior 20 We implemented both procedures for both criteria in the code. 21 In most practical cases, T between 10 and 30 will be sufficient, since the higher the lag, the less informative the identification restrictions. Furthermore, we experienced with different values for N and find that the results for our applications hardly change. The reason is that, if θ 0 ∈ Θ is identified using only a subset of frequencies (small N ), it is also identified if considering the full spectrum (N → ∞) (the converse is not true). Therefore, we recommend starting with N = 10000 for the power spectrum, N = 1000 for the bispectrum, N = 100 for the trispectrum and increase N if the results are unsatisfactory.
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draws are identifiable, the model is still by no means globally identified. In the original paper, Kim (2003) log-linearizes the model and shows analytically that there is observational equivalence between these two specifications:
[W]hen a model already has a free parameter for intertemporal adjustment costs, adding another parameter for multisectoral adjustment costs does not enrich the model dynamics (Kim, 2003, p. 534) .
Thus, given a first-order approximation, the set (θ, φ) is observationally equivalent, since both parameters enter as a ratio φ+θ 1+θ into the solution. However, considering an approximation to the second-order yields additional restrictions on the first four moments and corresponding polyspectra, as can be seen in Table 1 . All criteria unanimously yield the result that θ and φ are distinguishable using a second-order approximation. This result is robust across tolerance levels, as well as across the choice of derivatives. Note that M k checks identification using the mean and k-th order cumulants only, whereas G k uses the mean and polyspectrum of order k only. Hence, the model is identifiable using either all information from moments and cumulants (M ) and corresponding polyspectra (G) or we could use only individual statistics. Thus, including higher-order statistics may benefit identification and estimation, but it is not necessary for this model. We demonstrate this by repeating the analysis for 100 random draws from the prior domain and using only the first two moments and power spectrum in the objective functions (M 2 and G 2 ).
For illustrative purposes, similar to Ratto & Iskrev (2011) , we add a parameter dumpy into the analysis, which does not enter the model. As is evident in Figure 1 , all crite 
Iskrev
Qu and Tkachenko
1e-03 7 (7) 6 (6) 7 (7) 7 (7) 7 (7) 4 (4) 3 (3) 4 (4) 4 (4)
Ranks of identification tests given local point, different tolerance levels tol and analytical derivatives.
Numerical derivatives with differentiation step 1e-7 in parenthesis.
ria indicate that dumpy and (θ, φ) are not identifiable in a first-order approximation.
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Given a second-order approximation and using the mean, autocovariogram and power spectrum of the PSS, the situation is different: now, in all cases, it is only dumpy that is not identifiable. We thus conclude that an approximation to the second-order yields additional restrictions to identify θ and φ separately, using the nonlinear DSGE model.
This result is -as far as we know -new to the literature.
The An and Schorfheide (2007) model
This model is a prototypical DSGE model often cited in the literature concerning a lack of identification and nonlinear estimation. The authors show that (in the version we use in Appendix A.2) the set of parameters (ν, φ) and the steady state ratio 1/g = c/y do not enter the log-linearized solution. However, using a second-order approximation and the particle filter, they conclude that the log-likelihood is slightly sloped in 1/g = c/y dimension. Moreover, (. . . ) the quadratic likelihood (. . . ) suggests that ν and φ are potentially separately identifiable (An & Schorfheide, 2007, p. 164) . Furthermore, Komunjer & Ng (2011 ), Mutschler (2015b , Ratto & Iskrev (2011) and Qu & Tkachenko (2012) show that the coefficients entering the Taylor-rule (ψ 1 , ψ 2 , ρ R , σ R )
are not separately identifiable in the log-linearized model. However, An and Schorfheide argue that the nonlinear approach is able to extract more information on the structural parameters from the data. For instance, it appears that the monetary policy parameter such as ψ 1 can be more precisely estimated with the quadratic approximation (An & Schorfheide, 2007, p. 164) . 
1e-03 15 12 15 15 15
We confirm these alluring results by checking our rank criteria for a local point, as well as for the prior domain. Table 2 shows that across criteria, a second-order approximation yields additional restrictions on moments and polyspectra, so as to identify all parameters of the model in the vicinity of the local point. This holds for each statistic individually, as well as for the complete set of dynamic properties. In other words, breaking with certainty equivalence, we obtain additional information, such that we are able to identify previously nonidentifiable parameters. In fact, the first two moments of the PSS already contain enough departure from linearity and Gaussianity and therefore enough restrictions to identify all parameters. The same result holds when we repeat the analysis for 100 random draws from the prior domain, again including a parameter dumpy that does not enter the model. As can be seen in Figure 2 for a first-order approximation 23 , the Taylor rule coefficients, (φ, ν) and c/y enter the problematic sets, whereas in the secondorder approximation, in all cases, we are able to identify all parameters (apart from dumpy). In summary, we confirm An & Schorfheide ( nonlinear model is -as far as we know -new to the literature.
24
Conclusion
We establish formal rank criteria for a local identification of the deep parameters of a nonlinear DSGE model, using the pruned state-space system and higher-order statistics. Our procedures can be implemented prior to actually using nonlinear estimation methods. In this way, we demonstrate the identifiability of the Kim (2003) and the An & Schorfheide (2007) model, when solved by a second-order approximation. For both models, the first four moments and polyspectra contain, together and individually, additional restrictions, which can be used to estimate sets of parameters that are not identified in the first-order approximation. Unfortunately, the proposed rank conditions do not point towards a specific estimation method. An & Schorfheide (2007) show that using a particle filter weakly enhances identifiability of the parameters of their model. Ivashchenko & Mutschler (2015) use the Central Difference and Quadratic Kalman filter on the pruned as well as unpruned version of the Kim (2003) model. They also find that the problematic parameters are separately estimable. Furthermore, the results of the present paper indicate that including higher-order statistics in a moment-matching approach or likelihood-type estimation may indeed improve the estimation of parameters.
Even though our exposition is based on the second-order approximation, an extension to higher-orders is straightforward, since the pruned state-space always results in a system which is linear in an extended state vector. Our propositions and code can also be used for linear DSGE models with non-Gaussian innovations. A further extension would be 24 Morris (2014) also shows that ν and φ are separately identifiable. As a robustness check for the Taylor rule coefficients, we compared the spectral density evaluated at θ 0 with the spectral densities evaluated at a hundred points from the nonidentification curve (fixing all parameters except the Taylor rule coefficients). Nonidentification curves are defined in Qu & Tkachenko (2012) . If parameters are not identified, points on this curve yield the same spectral density at all frequencies apart from an approximation error; whereas if parameters are identified, the spectral densities differ. We found maximum relative and absolute deviations in the order 10 −4 for the first 100 points away from θ 0 , which is larger than the implied approximation error of 10 −5 (step size used in the Euler method), and keep growing.
We also used the points reported in Table 1 of Qu & Tkachenko (2012) and found maximum relative and absolute deviations in the order of 10 +4 . These findings provide further support for our result.
to establish rank criteria for other DSGE model specifications, as long as we are able to calculate moments or the spectrum of the data-generating process. For instance, Bianchi (2013) derives analytical moments for Markov switching models, which can be used in a similar fashion to check identification via rank criteria for Markov switching DSGE models.
225149. Ratto, M., & Iskrev, N. (2012) . Estimation and inference in DSGE models using derivatives of the likelihood. Working Paper. 
There are two exogenous states k t and a t , and no endogenous states. The controls are c t and i t and are both observable. There is one shock on technology ε a,t with standard deviation σ a , which we set equal to the perturbation parameter. Thus, given our definition and ordering of variables we have
The steady state of this model is given by
, ε a = 0.
We will consider identification of the parameter vector θ at the local point θ 0 and prior specification given in the following overview:
Parameters
Prior specification Bounds The code contains three model specifications: (1) The shock on technology is Gaussian.
(2) We add Gaussian measurement errors to the measurement equations and extend the state vector for these additional stochastic innovations. (3) The shock on technology is t-distributed with df = 10 degrees of freedom and the prior for df is uniform with lower bound 8 and upper bound 20. +β e Etπt+1 − 1 e −τ Etct+1+τ ct+Etdyt+1+Etπt+1 , 0 = 1 − e −τ Etct+1+τ ct+Rt−ρzzt−Etπt+1 , 0 = e ct−yt − e −gt + φπ * 2 g * 2 (e πt − 1) 2 , 0 = R t − ρ R R t−1 − (1 − ρ R )ψ 1 π t − (1 − ρ R )ψ 2 (y t − g t ) − ε R,t , 0 = dy t − y t + y t−1 , 0 = g t − ρ g g t−1 − ε g,t , 0 = z t − ρ z z t−1 − ε z,t ,
There are three exogenous states R t , g t and z t , and one endogenous state variable y t .
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The controls are c t , dy t and π t , and the observables are Y GR t , IN F L t and IN T t . There are three stochastic innovations: a monetary ε R,t , a fiscal ε g,t and a technological shock ε z,t . Furthermore we set the perturbation parameter equal to the standard deviation of the shock on technology. Thus, given our definition and ordering of variables we have u t = (ε R,t , ε g,t , ε z,t ) , x t = (y t−1 , R t−1 , g t−1 , z t−1 ) , 
25 Note that yt is not the control vector yt. Derivative of Q −1 . Notice that Q is partitioned into Q = [Q 1 Q 2 ],
Parameters
Deriving d(f 2 g v ) using Theorem 1 and mechanically applying Theorem 2 repeatedly, we obtain the derivatives dQ 1 and dQ 2 . Now we can use Algorithm 1 to compute dQ.
However, we are interested in dQ −1 , thus in step 2(b) we also compute the derivative of the inverse using −Q −1 [dQ (Magnus & Neudecker, 1999, p. 184 ) and store it in step 2(c) in the i-th column of d(Q −1 ).
Derivative of R.
Regarding the derivative of R we first have to derive dM . This can be done in the same fashion, since M is partitioned into M = (h v , g v h v , I nv , g v ) . dh v and dg v are known, whereas d(g v h v ) can be derived using Theorem 1. Applying Algorithm 1 we get dM , whereas for the transpose we have the following relationship dM = K 2(nx+ny),nx dM . Now we are able to compute the derivative of R using Theorems 1 and 2.
Derivative of S −1 . Since S is similarly partitioned as Q, i.e. S = [S 1 S 2 ], the derivative d(S −1 ) can be calculated analogously to d(Q −1 ).
