Abstract. We present and analyze a new damping approach called backward step control for the globalization of the convergence of Newton-type methods for the numerical solution of nonlinear root-finding problems. We provide and discuss reasonable assumptions that imply convergence of backward step control on the basis of generalized Newton paths in conjunction with a backward analysis argument. In particular, convergence to a specific solution and a-priori estimates on the residual reduction can be shown. Furthermore, we can guarantee a transition to full steps in the vicinity of a solution, which implies fast local convergence. We present two algorithmic realizations of backward step control and apply the method to more than one hundred examples, including comparisons with different globalization approaches for the minimization of the Rosenbrock function and to large-scale unconstrained optimization problems from the CUTEst benchmark library using backward step control for an inexact Newton method based on MINRES.
Introduction. Let D ⊂ R
n be open and F : D → R n be a continuously differentiable function with Jacobian denoted by J(x) = (dF/dx)(x). We consider the problem of finding an x ∈ D such that F (x) = 0.
(1.1)
Without doubt, (1.1) is one of the fundamental problems in numerical analysis. The most popular computational approach is to use Newton-type methods: Given an initial guess x 0 ∈ D, a continuous approximation M (x) of the inverse J −1 (x) of the Jacobian, and a sequence of step sizes (t k ) with t k ∈ (0, 1] for k ∈ N, we iteratively compute the sequence (x k ) according to x k+1 = x k + t k ∆x k , with ∆x k = −M (x k )F (x k ).
(1.2)
Usually, M (x) is computed with partial or even complete knowledge of J(x), but other iterative methods that evaluate F (x k ) can also be cast in this form, e.g., a fixed-point iteration x k+1 = x k − t k F (x k ) with M (x) = I n and small t k > 0. Often, M (x) is implicitly given by a few iterations of an iterative method for the solution of J(x)∆x k = −F (x k ). These approaches are called inexact Newton methods (see, e.g., [13] ) and we give an example of a general approach of investigating inexact Newton methods as Newton-type methods in Section 12.3. It is well known that under certain conditions, iteration (1.2) with t k = 1 and M (x) = J −1 (x) converges quadratically provided that x 0 ∈ D is chosen close enough to a solution x * ∈ D satisfying F (x * ) = 0. For a historical survey about local convergence theorems for this so-called full step Newton method, the reader is referred to [25, 16] .
In practice, there are two main challenges: First, it might be more efficient to achieve a certain accuracy for (1.1) using an M that only approximately satisfies J(x)M (x) ≈ I n , if the additional numerical effort for only linear or superlinear local convergence rate can be compensated by less numerical effort for the evaluation of M (x)F (x) in comparison to J −1 (x)F (x), which involves the (at least partial) computation of derivatives for J(x) and the solution of a linear system with J(x) and right-hand side F (x). Second, no initial guess x 0 might be available that is sufficiently close to a solution x * , in particular because the qualification "sufficiently close" depends on the nonlinearity of the problem at hand.
Throughout this article, ., . is an inner product of R n . For v ∈ R n , we denote the corresponding vector norm with v = v, v . Furthermore, we also use A for the induced matrix sup-norm and the condition number cond(A) = A A −1 for a matrix A ∈ R n×n (or cond(A) = ∞ if A is not invertible). The symbol I n denotes the n-by-n identity matrix. We denote the gradient of a real-valued function φ : R n → R at x ∈ R n by ∇φ(x) ∈ R n , defined by
For any real n-by-n matrix A, we denote its determinant by det A. Let I ⊂ R be a (possibly unbounded) interval and y : I → R n a continuously differentiable curve, then we denote its arc length by
The (open) ball in R n of radius r ≥ 0 around x ∈ R n will be denoted by B(x, r) = {y ∈ R n | x − y < r}.
We also assume the convention 0 ∈ N. Euler's number is denoted by e = ∞ k=0 1 k! and the imaginary unit by i ∈ C.
Contributions.
In this article, we present a novel step size strategy called backward step control for Newton-type methods. Given any x 0 ∈ D, we state reasonable assumptions that guarantee convergence to not just some, but a specific solution of (1.1) connected to x 0 by the so-called generalized Newton path. Furthermore, we provide an a-priori bound on F (x k ) and show that full steps t k = 1 are guaranteed in the vicinity of a solution. In addition, we present two algorithmic realization of backward step control, which are based on monotone iterations or a bisection procedure. For the bisection approach, we investigate the numerical efficiency and reliability of backward step control on various examples.
Summary.
We provide an overview of the current state-of-the art in globalization methods in Section 4. As the basis for our convergence proof, we state and discuss the five main assumptions of this article in Section 5 and consider Newtontype methods with infinitesimally small step sizes in order to establish existence and uniqueness of the generalized Newton path. In Section 6, we present a local and global convergence theorem, which does not lend itself immediately to an efficient numerical method, but rather serves as a theoretical basis for the following sections. We then take a look at a geometric interpretation of iteration (1.2) in Section 7. We introduce backward step control in Section 8 and develop a convergence proof, followed by a discussion of affine invariance properties in Section 9. Two algorithmic realizations of backward step control are then presented in Section 10. A discussion of the algorithmic parameters follows in Section 11, before we finally demonstrate the numerical efficiency of backward step control in Section 12 on several examples, including more than one hundred benchmark examples from unconstrained optimization with up to n = 100 000 variables.
4. Existing approaches. All popular globalization approaches rely directly or indirectly on monotonicity of a function of the iterates x k . The minima of this function must correspond to solutions of (1.1) and ∆x k must point into a direction of descent. The function can belong to the class of generalized level set functions [16] T
or, in the case of unconstrained optimization problems to be discussed in Section 12, it can coincide with the objective function.
With the canonical Euclidean inner product, the Levenberg-Marquardt method (see, e.g., [22, 29, 24, 16] ) uses
Thus, we obtain a Newton step for λ → 0 and a damped gradient descent step on T (x|I n ) for λ → ∞, which is the basis for global convergence, even if J(x) is singular. It is well-known that each step of the Levenberg-Marquardt method is equivalent to solving for a trust region step with a trust region radius δ > 0 (see, e.g., [11] )
The parameter λ takes the role of a Lagrange multiplier of the trust region constraint. The extra effort necessary to determine appropriate values for λ, however, constitutes an overhead that can render trust region approaches less efficient than other methods for many problems, as we shall see from the numerical results in Section 12.3. Alternatively, line search methods enforce descent explicitly by successively reducing trial values for t k (see, e.g., [24] ). For many functions, including T (x|I n ), this requirement can lead to unnecessarily short steps t k ≪ 1 even close to a solution as we discuss in Section 12.2. To circumvent this inefficiency, Deuflhard [14, 15, 16] proposed a convergence proof that enforces descent in T (x|J −1 (x * )), which, for twice continuously differentiable F , is an asymptotic distance function
As a consequence, full steps in the vicinity of a solution x * can be guaranteed. However, T (x|J −1 (x * )) is not realizable in practice, because x * is unknown. The substitute T (x|J −1 (x k )) has been used with remarkable success in the form of a monotonicity requirement for a simplified Newton step. However, no convergence proof for these so-called natural level functions exists, which change from iteration to iteration. The Ascher-Osborne example [2] shows that the enforcement of natural monotonicity alone can lead to cycling of (1.2). The Restrictive Monotonicity Test [5] does not exhibit cycles on the Ascher-Osborne example, but still lacks a convergence proof. 5. The infinitesimal Newton-type method. Given an initial value x 0 ∈ D, we consider the initial value probleṁ
The use of differential equations for solving nonlinear systems dates back to [12] . We see that the Newton-type method (1.2) is really an Explicit Euler method for the solution of the initial value problem (5.1) for t → ∞ with the step size sequence (t k ). It is thus not surprising that rather restrictive requirements on the step sizes t k are necessary for the global convergence of iteration (1.2) due to the well-known stability limitations of the Explicit Euler method. The use of higher-order and implicit methods has been considered by many authors (compare, e.g., [6] and the references in [25, Section 7.5] ), but these approaches usually require differentiability of M (x) and lead to rather involved implementations. Our approach relies on an estimate of the distance between the actually computed explicit step and an implicit step that does not need to be computed. We obtain this estimate from a backward step, which comes at no extra cost provided that the first order Euler method and no higher order method of integrating (5.1) is used. For the Newton method M (x) = J −1 (x), the curve x(t) that solves (5.1) can actually be derived as the solution x(t) of the homotopy
For general Newton-type methods, however, this remarkable property only holds in a weaker form that we show in Lemma 5.5 below. We now provide sufficient conditions for the existence of solutions of (5.1).
the level set of x ∈ D and define the connected level set of x ∈ D as T (x) := {y ∈ T (x) | there is a path in T (x) connecting x and y}.
Definition 5.2 (ε-regular andε-singular points). Forε ≥ 0 we define
We can thus divide the domain D into the set of regular points R 0 and the set of singularities S 0 . From now on we assumeε > 0 to be fixed and use the abbreviations S := Sε and R := Rε. Let x 0 ∈ D ∩ R with F (x 0 ) > 0 be given. For the remainder, we need the following assumptions:
A1. The connected level set T (x 0 ) is compact. A2. There is a constant κ < 1 such that
A3. There is a constant ω < ∞ such that
A4. There is a Lipschitz constant L < ∞ such that
A5. For all ∆ > 0 there exist constants γ, t γ > 0 such that
and all x ∈ R ∩ T (x 0 ) with f (x) ≥ ∆. We feel that a few remarks are appropriate regarding assumptions A2-A5. In particular, we would like to point out that although the general blueprint of these conditions has been used before by other authors, we have devised subtle modifications that were necessary to complete the convergence proof for backward step control in Section 8.
To begin, the κ-condition A2 is a more restrictive version of a fairly general classical contraction assumption [25, Section 10.2.1], which requires for some x * ∈ D with F (x * ) = 0 that the spectral radius σ of the matrix G(x * ) := I n − M (x * )J(x * ) satisfy σ < 1, which then implies locally linear convergence with root-convergence factor equal to σ. If J(x * ) is invertible, then σ is also the spectral radius of the similarity transform
The first appearance of a κ-condition with norms instead of the spectral radius for the characterization of the locally linear convergence factor can be found in [4] for the case of Gauss-Newton methods.
The ω-condition A3 is a specially weighted, weaker form of a Lipschitz condition on J: In order to see this, let us define the set of reachable points
If A1 and U ⊆ D hold and if in addition J(x) is Lipschitz continuous in U with Lipschitz constant L J < ∞, then U , as a continuous image of a compact set, is compact and there is an
The same reasoning can be applied if we start with the assumptions of the classical Newton-Kantorovich Theorem (see, e.g., [25, Section 12.6.2] ), which imply Lipschitz continuity of J(x) and boundedness of M (x) = J −1 (x), and thus also A3. The ω-condition A3 has a close resemblence with affine covariant Lipschitz conditions, e.g., in the refined Newton-Mysovskii theorem [16, Theorem 2.3] where it is required for some open and convex
Condition (5.3) is implied by the affine covariant condition
If we switch here to an affine contravariant condition by commuting the M and J terms according to
we can deduce A3 for the choice y = x−tf (x) provided that the set of reachable points U is contained in D 0 . Thus, the Newton-Mysovskii condition (5.3) and A3 are implied by a stronger assumption in a covariant and a contravariant version, respectively.
If F is a linear function and M is constant, then we have ω = 0. In this sense, ω is one way of quantifying the nonlinearity of F in T (x 0 ). In the case of the Newton method M (x) = J −1 (x), we have κ = 0 provided that S 0 ∩ T (x 0 ) = {}. For the case of M being continuously differentiable, the γ-condition A5 implies a uniform lower bound on the derivative
which is, as we see later, a uniform lower bound on the norm of the second derivative of the generalized Newton path. This technical assumption is necessary to exclude pathological examples from our analysis. We also remark that we do not prescribe a bound on the curvature of the generalized Newton path, which is the second derivative in arc length parametrization.
Without loss of generality, we assume that A3 and A4 also hold for singular points. If this is not the case, we truncate M (x) on S. Even a continuous transition to 0 would be possible on S.
We must assumeε > 0 for the following reason: If there exists a y ∈ S 0 ∩ T (x 0 ), then A2 cannot hold by continuity of J and M and by virtue of
which we obtain by choosing v in the nullspace of M (y) or, if M (y) is invertible, by choosing M (y)v in the nullspace of J(y). Conversely, A2 withε > 0 is sufficient for invertibility of J(x) and M (x) for all x ∈ R ∩ T (x 0 ).
The following lemma establishes ratios between f (x) and F (x) . Lemma 5.3. If A1 holds, then there is a constant M < ∞ such that
If, furthermore, A2 holds, then there is a constant m > 0 such that
Proof. Because of A1 and continuity of M (x) and J(x) there exist constants M , J ∈ (0, ∞) such that
The first assertion follows then from
If A2 holds, we can estimate for x ∈ R ∩ T (x 0 )
which is equivalent to
We now assume that x k ∈ R ∩ T (x 0 ) for some k ∈ N and investigate the initial value problemẋ
Definition 5.4. We call a curve x k (t) that satisfies (5.4) a generalized Newton path.
Lemma 5.5. If A2, A4, and
, and the level function satisfies
Moreover, the norm of F decreases exponentially along x k (t)
Proof. By A4 and the Picard-Lindelöf Theorem (see, e.g., [8] ), there exists a unique local solution x k (t) in a neighborhood of t = 0. Using the abbreviation x = x k (t), we obtain the first assertion by application of the Cauchy-Schwarz inequality and A2 according to
The Gronwall inequality (see, e.g., [1] ) then yields
which proves x k (t) ∈ T (x k ) and the last assertion. Theorem 5.6. If A1, A2, and A4 hold, then exactly one of the following holds: i) Equation (5.4) has a unique global solution
with the constants m and M from Lemma 5.3. ii) There is a t S ∈ [0, ∞) such that (5.4) has a solution for t ∈ [0, t S ] and
Proof. Lemma 5.5 reveals that x k (t) stays in R ∩ T (x k ) for small t. Thus, by repeated application of the Picard-Lindelöf Theorem the local solution can be uniquely extended either to the whole interval t ∈ [0, ∞) or until x k (t) ∈ R. In the latter case,
we immediately obtain assertion ii). In the former case, we obtain i) from Lemmas 5.3 and 5.5 by virtue of
Definition 5.7. If it exists, we denote the end point of the curve x k by
Lemma 5.5 immediately delivers F (x * k ) = 0. We now show with the help of the following lemma that regular solutions x * of (1.1) are locally unique.
Lemma 5.8. Let A1 hold and let (y i ) be a sequence in T (x 0 ) satisfying F (y i ) = 0 and y i = y j for all i, j ∈ N. Then, each accumulation point y * of (y i ) satisfies
Proof. Due to A1, it holds that y * ∈ T (x 0 ). Without loss of generality, we assume y * = y i for all i ∈ N and define
It holds that d i = 1 for all i ∈ N. By compactness of the unit sphere in R n , we can thus choose a convergent subsequence of (d i ). We denote its limit by d * . By virtue of F (y i ) = F (y * ) = 0 for all i ∈ N we observe that
Thus, J(y * ) is singular, which implies y * ∈ S 0 . Theorem 5.9. Let A1 hold. If x * ∈ T (x 0 ) \ S 0 satisfies F (x * ) = 0, then there exists an ε > 0 such that
Proof by contradiction. If we assume the contrary, we can construct a sequence (y i ) in T (x 0 ) converging to x * which satisfies F (y i ) = 0. Then, Lemma 5.8 yields the contradiction x * ∈ S 0 .
6. Global and local convergence. We now investigate the convergence of iteration (1.2). It turns out that under a reasonable condition on the step size sequence (t k ), x k either becomesε-singular or converges to a solution of (1.1). In addition, full steps are allowed in the vicinity of the solution. First, we state an equivalent formulation of the κ-condition A2.
Lemma 6.1. A2 holds if and only if for all x ∈ R ∩ T (x 0 ) and t ∈ [0, 1]
Proof. For t = 1, A2 follows. As a concatenation of a linear function and a norm, the function ϕ(t) := I n − tJ(x)M (x) is convex. Thus, we obtain the assertion via
Lemma 6.2. Let A1, A2, and A3 hold. If
Furthermore, if there exists a θ < 1 such that the step size sequence satisfies
Proof. Using the fundamental theorem of calculus and Lemma 6.1, we obtain
which shows the first assertion. The second assertion follows immediately from
Lemma 6.3. Let A1, A2, A3, and A4 hold and let x * ∈ T (x 0 ) \ S 0 satisfy F (x * ) = 0. Then there exists a constant ε * > 0 such that if x k ∈ B(x * , ε * ) for some k ∈ N, then exactly one of the following holds: i) For all j ≥ k it holds that x j ∈ R ∩ T (x k ). ii) There exists an N ≥ k such that for all j ∈ N with k ≤ j < N, it holds that
With ε > 0 from Theorem 5.9, there exists a y ∈ B(x * , ε) ⊂ T (x 0 ) \ S 0 with F (y) > 0 and such that Then, with x k ∈ B(x * , ε * ) ⊂ U, we see that
Thus, either there exists an N ∈ N such that x j ∈ S, which implies assertion ii), or not, which implies assertion i). The last assertion follows from Theorem 5.9.
Theorem 6.4. Let A1, A2, and A3 hold. If there exists a θ < 1 such that the step size sequence satisfies (6.1) for all k ∈ N, then exactly one of the following holds:
i) The sequence (x k ) stays in R ∩ T (x 0 ). If, furthermore, A4 holds and
Proof. Let x k ∈ R ∩ T (x 0 ), which holds for x 0 by our general assumption. Then, Lemma 6.2 delivers x k+1 ∈ T (x k ) ⊂ T (x 0 ). If there is an N ∈ N such that x N ∈ S, then we can take the smallest such N and ii) holds. Otherwise, it holds that x k ∈ R ∩ T (x 0 ) for all k ∈ N by induction, which proves the first assertion of i). For the second assertion of i), we now choose a subsequence of (t k ) via an index sequence (k i ) such that
This yields for j ∈ N that
Thus, F (x k ) converges to zero. Moreover, by A1, there is a convergent subsequence of (x ki ) with limit point x * ∈ T (x 0 ) satisfying F (x * ) = 0 by continuity of F . Then Lemma 6.3 guarantees that (x k ), and not just a subsequence, converges to x * . Theorem 6.4 seems to suggest a rather simple preliminary step size selection: For a given constant H ′ > 0, we select
If H ′ is chosen small enough to satisfy ωH ′ ≤ 2θ(1 − κ), then we obtain global convergence with guaranteed full steps in the vicinity of the solution by Theorem 6.4. However, we strongly discourage from the use of this simple strategy, because it takes only tiny steps x k+1 − x k ≤ H ′ (with equality for t k < 1) and is thus inefficient in most cases.
The generalized Newton paths x k (t) and x k+1 (t) are related by a tangential step
Starting from x k ∈ T (x 0 ), we now take one step of iteration (1.2). If t k is sufficiently small, x k+1 ∈ T (x k ) due to Lemma 6.2. The backward step control to be addressed in Section 8 is based on the backward iterate (compare Figure 7. 1)
We first show that the deviation from the current generalized Newton path after one step decreases quadratically with the step size t k → 0.
Lemma 7.1. If A4 holds and
Proof. Under A4, we can estimate the distance of x k (t) from the line between x k+1 and x k on the basis of the integral form of (5.4) according to
The integral form of the Gronwall inequality then yields
The assertion follows for t = t k . As a consequence of the Ribbon Lemma (see supplementary material), if x k (t) and x k+1 (t) converge to different zeros x * k = x * k+1 , then there must be a τ ∈ [0, 1] such that the generalized Newton pathx(t) emanating fromx(0) = (1 − τ )x k + τ x k+1 hits a singularity.
8. Backward step control. From a computational vantage point, it is difficult to compute estimates of the constants that occur in (6.1) (compare, e.g., [4, 27] ). Our aim here is to only use quantities for the step size strategy that need to be computed anyway once t k is known. Our approach relies on the philosophy that it is important to solve (5.1) in a stable way, but not necessarily with high accuracy, because it is sufficient to steer the iterates into the domain of local full step convergence.
Our step size strategy relies on a backward analysis argument: The iterate x k+1 can be interpreted as one step of the Implicit Euler method on (5.1) with initial valuē x k (t k ), which also converges to x k quadratically for small t k . It is well-known [30] that the region of absolute stability of the Implicit Euler method comprises almost the whole complex plane only without the disc of radius 1 centered at 1. Thus, we only take steps for which the explicit increment from x k does not differ too much from the implicit increment fromx k (t k ).
Let us now consider the distance
This formula can be used for an asymptotically correct estimate of the second time derivativeẍ k and thus the error committed in step k if we assume f to be continuously differentiable for a moment, because
Lemma 8.1. If f is continuously differentiable, then the local error
Proof. Under the stated assumption, we have that x k is twice continuously differentiable. Hence, Taylor's theorem yields the existence of a function ϕ(t) with lim t→0 ϕ(t) = 0 such that
We then obtain the assertion from (8.1) by
Lemma 8.1 suggests a step size strategy that controls the local error in each step. For a given desired error tolerance H/2 > 0, we require
Neglecting higher-order terms, we thus require
This implies the backward step control
Equations (BSC) and (8.2) are also meaningful without the motivational assumption of f being continuously differentiable: In the sense of a backward analysis, x k+1 , the result of the possibly unstable Explicit Euler step, coincides with the result of a stable implicit Euler step for a perturbation of size H of the initial value x k . If A1 and A4 hold, full steps in the vicinity of a solution are guaranteed by (BSC),
Furthermore, a lower step size bound holds for x k ∈ T (x 0 ), because if t k < 1, then
Lemma 8.2. Let A1, A2, A3, and A5 hold and let θ,t ∈ (0, 1). Then there exists an H > 0 such that for all H ∈ (0, H] and x ∈ R ∩ T (x 0 ) with ω f (x) ≥ 2θ(1 − κ) it holds that min B H (x) ≤t.
Proof by contradiction. Nothing needs to be shown for ω = 0. For ω > 0, we assume that for all H > 0 there exists an H ∈ (0, H] and a x ∈ R ∩ T (x 0 ) satisfying
Then, A5 yields the existence of γ, t γ > 0 such that for t = min(t γ ,t) < min B H (y) we obtain by (BSC) that
Because ∆ and thus γ and t are independent of H, we obtain a contradiction for H → 0. Lemma 8.3. Let A1, A2, A3, A4, and A5 hold and let θ ∈ (0, 1). Then there exists an H > 0 such that for all H ∈ (0, H] and x k ∈ R ∩ T (x 0 ) it holds that
Proof. Nothing needs to be shown for ω = 0, thus we assume ω > 0. With the constant M from Lemma 5.3, we choosē
Then, Lemma 8.2 delivers the existence of an H > 0 and we denote t k = min B H (x k ) for H ∈ (0, H). In the case of t k >t, Lemma 8.2 delivers
In the case of t k ≤t, we obtain i) For all k ∈ N the iterates satisfy x k ∈ R ∩ T (x 0 ) and there exists an Hindependent constant c > 0 for the a-priori estimate
ii) There exists a k ∈ N with x j ∈ R ∩ T (x 0 ) for all j < k and x k ∈ S. Proof. Let θ ∈ (0, 1). Except for the a-priori estimate, the result follows from Lemma 8.3 and Theorem 6.4. In case i), Theorem 6.4 and the lower step size bound (8.3) deliver
The right-hand side of (8.4) is an Explicit Euler step with step size c √ H for the initial value problemα (t) = −2 α(t), α(0) = a 0 , which has for α(0) > 0 and t ∈ [0, α(0)] the unique solution
The convexity of α(t) implies
By induction, we can show that a k ≤ α(kc √ H): It holds for k = 0 by construction and for k > 0 we exploit (8.4) and (8.5) in order to show
Thus, the a-priori estimate follows from
The theorem after the following lemma shows that for H sufficiently small, convergence to x * 0 is guaranteed if the generalized Newton path emanating from the initial guess x 0 (t) lies safely within the set of regular points.
Proof. We consider
14 The Gronwall inequality and Lemma 7.1 yield the assertion. 
Without loss of generality, we can assume that ε ≤ ε * from Lemma 6.3. We now choose T * < ∞ such that
We observe that f (x 0 (t)) > 0 for all t ∈ [0, T ], because otherwise there is a zero of f from which we can integrate (5.4) backwards to show F (x 0 ) = 0. Thus, we can choose anε ∈ (0, ε) such that there is a ∆ > 0 satisfying
With this ∆, A5 yields constants γ, t γ > 0 and Lemma 8.2 witht = t γ and Theorem 8.4 deliver constants H that we can, without loss of generality, decrease to satisfy
with M from Lemma 5.3. We now choose an H-dependentk ∈ N that satisfies
The lower (BSC) step size bound (8.3) then delivers a bound fork according to
It follows from (BSC), (8.7), Lemma 8.2, and A5 that
Together with Lemma 8.5, (8.9), and (8.8), we obtain by induction that for all k ≤k
Therefore, x k ∈ R for all k ≤k and we can use (8.6) to obtain
The result then follows from Lemma 6.3.
9. Affine invariance. We feel it is important here to discuss affine covariance principles of backward step control, because this concept is so closely linked to generalized level functions T (x|A) and the efficiency on badly conditioned nonlinear problems [16] . To this end, let the matrices A, B ∈ R n×n be invertible. We consider the family of problems F (x) = AF (Bx) with Jacobian J(x) = AJ(Bx)B.
Furthermore, we assume that M (x) = B −1 M (Bx)A −1 . The corresponding step function f then satisfies
Hence, f is an affine covariant quantity, because it does not depend on the choice of A. Conditions A4 and A5 are thus affine covariant, A2 is affine contravariant, and A3 is neither of the two, because its left-hand side is contravariant, but the right-hand side is covariant. However, (BSC) is crafted in such a way, that all quantities that are not affine covariant only enter in H. Thus, from a practical perspective, backward step control is an essentially affine covariant method, even though H depends on A through A2 and A3. This property explains the practical efficiency of backward step control. The convergence proof, which depends on classical monotonicity arguments of T (x) = T (x|I n ), is to be understood as an asymptotic safeguard, even if the method itself does not enforce classical monotonicity for reasonable values of H.
10. Algorithmic realization. In order to solve (BSC) in each step, we need to find for given x ∈ D the first zero of the univariate Lipschitz continuous function t → t g(x, t) − H on the interval [0, 1] or guarantee that there are no zeros for t ∈ [0, 1]. We propose two algorithmic realizations of backward step control. The first one is rigorous but costly, the second one is more efficient but can fail to detect the smallest zero in rare cases.
Monotone Iterations.
The rigorous approach is based on a monotone iteration [19] , for which we require an overestimate L ′ > L of the Lipschitz constant in A4. We decompose the univariate function into a difference of strictly monotonically increasing functions
where we have dropped the index k for simplicity. The parabola U (t) is obviously strictly monotonically increasing on [0, ∞) provided that f (x) > 0. We have the following lemma regarding the monotonicity of V (t). Lemma 10.1. Let A4 hold. If f (x) > 0, then V (t) is strictly increasing.
Proof. For 0 ≤ t 1 < t 2 ≤ 1 the reverse triangle inequality and A4 yield
from which we can deduce
Thus, it follows that
which shows the assertion. It follows from Lemma 10.1 and V (0) = 0 that V (t) is non-negative. Hence, the iteration
is well-defined. Furthermore, we can deduce from [19, Theorem 3] that (t j ) is monotonically increasing and either converges to the smallest zero in [0, 1] or leaves the interval in a finite number of steps. We have thus established that backward step control is realizable. For practical purposes, however, iteration (10.1) is too slow and it is hard to find good overestimates L ′ of the Lipschitz constant L. Instead, we suggest to use a second approach, which is much more efficient from a computational point of view. A detrimental effect of the theoretical possibility of convergence to zeros t k different from the smallest one was not observed in the practical examples in Section 12.3.
10.
2. An efficient bisection procedure. Following [5] , we propose to solve (BSC) for t k only approximately using a simple bisection procedure outlined in Algorithm 1. The exact (BSC) satisfies
We can thus use a bisection root-finding procedure on the scalar equation
Because there is ever only one H ′ k needed at a time, we drop the index k in Algorithm 1. We accept
, as can be seen from the step size adjustment loop in Algorithm 1, lines 8-19. For the step size prediction in line 6, we pretend that g(x, t) stays constant
which lends itself to the prediction rule 
for k = 0, 1, . . . do
5:
if ∆x k ≤ TOL then return solution x * ← x k 6:
loop ⊲ step size adjustment 9: if t k < t min then error: Minimal step size reached 10:
if H ′ < H l and t k ≤ t full then 13:
else break loop 17: end if
18:
if |t k − t ′ | < t stall t k then error: Bisection stalled 19: end loop 20:
end for 22: end function
In order to avoid oscillations in the step size sequence, we add an exponential smoother with smoothing factor α ∈ [0, 1] according to
The smoothed step size prediction plays a crucial role for the efficiency of Algorithm 1. In most cases, H ′ k ∈ [H l , H u ] already holds for the predicted step size and thus the minimal number of only one evaluation of F and M is necessary in most iterations.
In some cases it is beneficial not to prescribe an absolute value for H but rather a relative H rel > 0 and to set H = H rel max(1, ∆x 0 ) after line 2 in Algorithm 1. Of course, also H l and H l must be adapted appropriately. This heuristic can sometimes improve the performance on badly scaled problems.
For the computations in this article we only adapt H and set the remaining values accordingly to H l = H min(0.1, H), H u = 2H, α = 0.8, t min = 10 −14 , t full = 0.999, t stall = 10 −10 . In Section 12.3, we set H l = 0 for reasons explained below.
11.
Choice of H. The choice of H (or rather H rel ) is the most influential parameter in backward step control. Modifications of all other parameters recommended at the end of Section 10 play a secondary role for the performance of Algorithm 1. In general, no one-size-fits-all settings are known for any general-purpose solver, so we must necessarily excercise some modesty in our expectations of what can realistically be achieved here, too. Nonetheless, we discuss two use cases.
If we set out to solve a sequence of problems without supervision, then we could apply automatic tuning techniques (see, e.g., [23] ) on a representative set of problems of similar size and nonlinearity beforehand. Backward step control is an excellent candidate for these techniques, because only one parameter H rel needs to be adjusted.
If we want to solve a single problem instance under supervision, we recommend as a guiding principle based on the numerical results in Sections 12.2 and 12.3 that the distance x 0 (t 0 ) − x 0 = H relative to the size of x 0 is at most 50 %, i.e., to use H rel = 1/2 as a default setting and to successively reduce H rel if Algorithm 1 does not converge. Of course, if the generalized Newton path leads to a singularity, then we must either modify M (x) or find another more suitable initial guess x 0 .
12. Numerical results. In this section we illustrate the performance of backward step control for a number of root-finding problems, most of them from applications in the unconstrained optimization of a twice continuously differentiable objective function φ : R n → R. To find extremal candidates x * , we compute zeros of the gradient F (x) := ∇φ(x). Then, J is the Hessian of φ and is thus symmetric.
All computations were performed using the canonical inner product of the Euclidean space u, v = u T v for u, v ∈ R n . The source code can be found in the supplementary material of this article.
Newton fractals.
It is well known that the convergence behavior of the Newton method exposes fractal structures (see, e.g., the survey article [3] ). For instance, let us consider the polynomial function
in the complex plane C identified with R 2 . The function F has the five zeros
We now perform the Newton method for each point x 0 on the unit square and color it with respect to arg(x k ), the angle of its respective iterate. In case of convergence, each point will be in the same color as the zero x * j it converges to. The question of the shape of these attraction basins dates back to the 19th century [7] . Depending on the step size strategy, we obtain different images depicted in Figure 12. 1. For full step Newton (H = ∞) in the left picture, the fractal structure is clearly visible. Thus, small changes in the initial data can trigger convergence to a different solution. For backward step control (Algorithm 1) with H = 0.1 or H = 0.01 in the middle and right picture, this unwanted behavior can be virtually eliminated, except for starting points very close to the singularity at x = 0.
In order to explain this behavior, we need to compute the solutions of (5.1). An elegant solution can be obtained by considering the equivalent homotopy (5.2), from which it follows that
Thus, the Newton paths exhibit a rotational symmetry around 0 by 2π/5 radians. If we assume the form (x 0 ) 5 = a + 1 for some a ∈ C, we obtain x(t) 5 = ae −t + 1 and can determine the starting values that lead to the only singular point x = 0 according to
Hence, the points on the star
are the only points with emanating Newton paths that lead to the singularity x = 0. Thus, the Ribbon Lemma (see supplementary material) says that they divide C into five sectors that contain each only one root of F . Obviously, all Newton paths emanating from C \ S * lead to the respective root and thus Theorem 8.6 explains the five clearly visible sectors for H = 0.01. This "defractalization" by backward step control reduces the effect of numerical rounding on the result of iteration (1.2) and reduces the possibility of varying results for the same problem on different hardware.
Globalization strategies for the Rosenbrock function.
One of the most discussed unconstrained optimization problems is the minimization of the twodimensional Rosenbrock function
We investigate globalization alternatives for the Newton method and an initial guess x 0 = (−10, 10) far away from the unique minimizer x * = (1, 1) of φ(x). First, we observe that the full step Newton method needs only six iterations until the increment norm is less than 10 −8 . Thus, a globalization safeguard is not needed and the Rosenbrock example here serves to asses the overhead introduced by the various globalization approaches.
The minimizer x * lies in the infamous banana-shaped valley x 2 = x 2 1 . The valley is rather flat at the bottom, but steep on the sides. This is reflected by the ratio of the eigenvalues cond(J(x * )) ≈ 2 500. This value is typically much higher in real-world applications. Furthermore, the Rosenbrock function is challenging for Newton-type methods because the Newton path lies very close to the set of singularities
The curvature of the rather flat valley renders practically all damping approaches useless that enforce monotonicity of F (x k ) , because once the valley is reached, only small steps along the valley's tangent are allowed before the objective gradient norm increases. The affine contravariant globalization strategy NLEQ-RES (see [16, Section 3.2] ), for instance, takes more than 14,700 iterations with an average step size of 10 −3 . This behavior is also typical for line-search methods on φ, although it is less pronounced in the Rosenbrock example. Qualitatively, this behavior can be observed also in this example with a typical line-search method (e.g., [24, Algorithm 3.1] ) with 0  69  58  0  0  #F  122  138  53  57  24  18  #M  73  59  53  57  24  18   Table 12 .1 Number of function evaluations needed for the minimization of the Rosenbrock function for different globalized methods.
Chapter 3.3] with t 0 = 1 and without switching to QNERR. In order to avoid stalling, we had to modify the algorithm in the branch λ 4 , ∆ 0 = 10, η = 0.2. For simplicity, we solve the trust region subproblem with high accuracy. We depict the iterates in Figure 12 .2. We first observe that the Newton path heads up vertically from the initial guess and then continues along the banana valley. Only TR can take a shortcut, because it is not a damping strategy. Nonetheless, it must still follow the Newton path close to the solution, when the trust region constraint becomes inactive. In Figure 12 .3, we plot the distance from the current iterate to the optimal solution x * . The number of function evaluations is shown in Table 12 .1. We can see that NLEQ-ERR requires the highest number of iterations and also evaluations of M . The RMT requires less evaluations of M but more evaluations of F . They are followed by LS, which relies on additional evaluations of φ. Its performance is similar to that that of TR. The two versions of BSC need the least amount of iterations and function evaluations.
12.3. MINRES-BSC for large-scale unconstrained optimization. Now we tackle the 170 1 unconstrained optimization problems from the CUTEst test set [20] with a variant of Algorithm 1 for different values of H rel = ∞, 5, 1, 0.5, 0.1 and compare the results with a trust region and a line search method. We choose the matrix M to be implicitly given by the iterative Krylov-space method MINRES [26] for solving
We remark here that in contrast to, e.g., CG [21] , MINRES is not affine covariant. However, it is appropriate for semi-or even indefinite matrices and has advantages over CG for early termination and in view of a backward error analysis [18] .
In the k-th Newton step and i-th MINRES iteration, the MINRES iterate satisfies
where K i denotes the i-th Krylov space, which depends on the initial residual and J(x k ). In a backward analysis, we can now construct M k i according to ∆x
If MINRES converges with a given relative tolerance κ ′ < 1 in i iterations from the starting guess ∆x
which implies together with (12.1) the κ-condition A2 with κ ≤ κ ′ . In this sense, MINRES minimizes κ over the Krylov-space. For the general case when F (x) is not a gradient of a function and J(x) is not symmetric, the same argument applies if we use GMRES [28] instead of MINRES. We prefer MINRES here, because it allows for the exploitation of a three-term recurrence so that we do not need to store an orthonormal basis of the Krylov subspace.
For the computations, we use a fixed relative tolerance of κ ′ = 10 −2 and at most 100 MINRES iterations, which in turn might lead to higher actual values of κ. We note that M (x) is only piecewise continuous, because the number of MINRES iterations can change depending on x. Hence, we reduce the lower BSC bound H l to zero to avoid unnecessary stalling of the bisection procedure in Algorithm 1. Alternatively, M (x) could be made continuous by linearly interpolating the last two iterates of MINRES such that (12.2) holds with equality. The interpolation, however, would lead to performance deterioration because the sometimes considerable gap between the left-and right-hand side of (12.2) cannot be exploited.
In the form described so far, the algorithm is suitable for strictly convex unconstrained nonlinear optimization problems, because then the matrices J(x) and M (x) are guaranteed to be positive definite. It then follows that besides the gradient norm F (x(t)) also the objective function φ(x(t)) decreases along the generalized Newton path x(t) due to
which is less than zero as long as F (x(t)) > 0. In order to allow for more fairness in the comparison of methods, we use MINRES-BSC on the whole test set including the nonconvex problems. To this end, however, we need to modify M (x), which we propose to do in the following way: On the basis of the MINRES increment ∆x MINRES k we compute the quantity
and use the following formula as a piecewise definition of a continuous M (
On the space of vectors orthogonal to F (x k ), we can simply assume M (x k ) to be the inverse of J(x k ) like in (12.1). With this choice, we easily obtain φ-descent for s < 0 and s > 1 and nonascent of φ for s ∈ [0, 1] from (12.4) and (12.5) due to
In fact, φ-stagnation is only possible for s = 0, which implies that the MINRES increment is tangent to an isoline. This case is so rare in practice that we condone its possibility without taking further precautions.
A word of caution is appropriate here with regard to nonconvex optimization problems: Although we can avoid attraction of the generalized Newton-path to local maxima and singular points of J(x) satisfying F (x) > 0 with the modification of M (x) by (12.5), the modification can lead to violation of the κ-condition A2, so that our convergence results do not apply. Nonetheless, we observe that Algorithm 1 still performs well in practice even on the nonconvex problems, because of its nature of following the generalized Newton-path, whose existence can also be based on the reduction of φ(x) instead of T (x) in Lemma 5.5 due to (12. 3) provided that there is a constant δ > 0 satisfying F (x), f (x) > δ for all x ∈ T (x 0 ).
We compare MINRES-BSC (with H rel = ∞, 5, 1, 0.5, 0.1) with a line-search algorithm [24, Algorithms 3.4-3.5 with c 1 = 10 −4 , c 2 = 0.9] 2 using the search direction (12.5), and with a large-scale CG-based interior trust region algorithm [9, 10] implemented in in MathWorks Matlab as fminunc with the Algorithm option set to trust-region. Because large-scale versions of NLEQ-ERR and RMT from Section 12.2 with iterative linear algebra for approximation of the Newton direction are much more involved and not readily available in Matlab, we do not include results for these methods here. In order to keep the comparison fair, we adopt the termination criterion of fminunc for the other algorithms: For TOL = 10 −5 , we terminate as soon as a)
We present performance profiles (compare [17] ) for these methods on an Intel Core i7 2.67 GHz CPU with 24 GB of RAM running Ubuntu 12.04 Linux with CUTEst version 1.1 in Matlab R2013a restricted to one computational thread. We consider a problem unsolved by the respective solver if an error is reported or if the maximum time of 10 minutes per problem is exceeded. In performance profiles, fast methods have graphs that are close to the left axis, while reliable methods that solve many problems have graphs that are close to the upper axis.
In Figure 12 .4 we depict the results for those 116 unconstrained problems of the CUTEst test set that satisfy the κ-condition A2 in every iteration of MINRES-BSC for H rel = ∞, 5, 1, 0.5, 0.1, which we check numerically as in (12.2) via
This condition is violated for some problems because we enforce φ-descent via (12.5).
We observe on the right axis that the line search method solves the least overall number of problems. The reasons are the reduction of the step size below 10 −14 for 4 problems and a runtime above 10 minutes for 5 problems. However, we can see on the left axis that for 63 % of the problems, the line search method is actually the fastest.
The trust region method solves the most problems except for one due to excess of the runtime limit but is slower than the other methods on most problems. The modified MINRES search direction (12.5) with full steps performs surprisingly well on the test set, failing also only on one problem due to excess of the runtime limit. However, this approach lacks theoretical justification insofar as no convergence proof is achievable for this method. The variants of backward step control combine the positive features of the line search, trust region, and full step methods, if reasonable values of H rel are used (compare Section 11): Backward step control is faster than the considered trust region method on most problems, solves more problems than the considered line search method, and has the theoretical justification of a convergence proof. The number of problems not solved due to excess of the time limit are 1, 2, 2, 1 for H rel = 5, 1, 0.5, 0.1, respectively. For H rel = 0.1, 2 additional problems cannot be solved due to reduction of the step size below 10 −14 . The one problem that cannot be solved with full steps and H rel = 5 is TOINTPSP [31] , which can be solved in well under one second for the choices of H rel = 1, 0.5, 0.1.
We also present the performance profiles for the full set of unconstrained problems in Figure 12 .5. The results are similar to the results on the reduced test set, even though the convergence proof of Section 8 does not apply.
13. Conclusions. We presented backward step control as a novel damping strategy for the globalization of convergence of Newton-type methods for the numerical solution of nonlinear equations. For the first time it is possible to give a convergence proof for an efficient globalization strategy based on the Newton path, or more precisely, even on generalized Newton paths. Although the assumptions and the proof are not oriented towards affine invariance principles, the method is essentially of affine covariant type, which makes it especially suited for highly nonlinear problems with high condition numbers of the Jacobian. The mathematical setting even allows for a-priori bounds on the residual reduction, for proving convergence to the specific solution x * 0 , and for guaranteed transition to full steps t k = 1 in the vicinity of a solution. Moreover, we provided two algorithmic realization of backward step control, one based on monotone iterations and one on a bisection procedure. With the bisection approach, backward step control performs reliably and efficiently, also in conjunction with MINRES.
In order to address a wide audience, we have intentionally kept the setting here to the finite dimensional case while at the same time trying to keep the main lines of argument (e.g., the use of a general inner product, the Picard-Lindelöf Theorem) and Algorithm 1 in such a way that they can be used in an infinite dimensional Hilbert space setting as well. The subtle and intricate adjustment of assumptions, especially A1, or of the derivation of estimates like m in Lemma 5.3 shall be the subject of follow-up research.
