Abstract. Spatial networks are networks where nodes are located in a space equipped with a metric. Typically, the space is two-dimensional and until recently and traditionally, the metric that was usually considered was the Euclidean distance. In spatial networks, the cost of a link depends on the edge length, i.e. the distance between the nodes that define the edge. Hypothesizing that there is pressure to reduce the length of the edges of a network requires a null model, e.g., a random layout of the vertices of the network. Here we investigate the properties of the distribution of the sum of edge lengths in random linear arrangement of vertices, that has many applications in different fields. A random linear arrangement consists of an ordering of the elements of the nodes of a network being all possible orderings equally likely. The distance between two vertices is one plus the number of intermediate vertices in the ordering. Compact formulae for the 1st and 2nd moments about zero as well as the variance of the sum of edge lengths are obtained for arbitrary graphs and trees. We also analyze the evolution of that variance in Erdős-Rényi graphs and its scaling in uniformly random trees. Various developments and applications for future research are suggested.
Introduction
Spatial networks are networks for which the nodes are located in a space equipped with a metric [1] . For most practical applications, the space is two-dimensional and the metric is the usual Euclidean distance [1] . Non-Euclidean spaces have been introduced in network research for the ease with which they reproduce the heterogeneous degree distributions that are found in real complex networks [2] .
The length of an edge is defined as the metric distance between the nodes that form it (see for a discussion of the suitability of the term length [3] ). A fundamental implication of space on networks is that links have a cost that depends on their length [1] . A important example are brain networks, where regions that are spatially closer have a greater probability of being connected than remote regions as longer axons are more costly in terms of material and energy [4] . In general, to argue that there is pressure to reduce the length of edges a null hypothesis is necessary (e.g., [5] ).
Many models of spatial networks, e.g., random geometric graphs, assume that both the structure of the network and the layout of vertices is random [6] . Here we are interested in the particular problem of a network whose structure is given a priori and their nodes are arranged in a 1-dimensional Euclidean space [5] . For simplicity, let us suppose that the vertices are arranged linearly, namely, forming a sequence. The i-th vertex of the sequence and the j-th vertex of the sequence are at distance |i − j| and the length of an edge that joins them is then |i − j|. Put differently, the distance between two vertices is the number of intermediate vertices in the linear arrangement plus one. Here we aim to investigate the statistical properties of the distribution of edge lengths in random linear arrangements.
Suppose a network of n vertices and m edges. The sum of edge lengths of a linear arrangement of the vertices of that network is defined as
where d i is the length of the i-th edge. Equivalently, it can be defined as
where m(d) is the number of edges of length d.
The statistical properties of linear arrangements of given networks are relevant in many contexts. In linguistics, the structure of a sentence can be defined as network where vertices are words and edges indicate syntactic dependencies between words (Fig. 1) . The linear order is defined by the sequential order of the words in the sentence. For the network in Figure 1 , n = 17, m = 16 and D = 40 (Table 1) . In these kind of networks, D has been shown to be smaller than expected by chance, and pressure to reduce the distance between connected words is believed to result from two factors: decay of activation and interference [8] . In computer science, the minimum linear arrangement problem consists of finding D min , the minimum value of D over The linear arrangement of the words of a sentence (top) and the corresponding network where vertices are words and edges indicate syntactic dependencies (bottom).
Adapted from https://cloud.google.com/ natural-language/docs/morphology. For simplicity, link directions are omitted. Punctuation marks are excluded as vertices following standards from research on dependency lengths [7] . all possible n! linear arrangements [9, 10] . E rlt [D min ], the expectation of D min in the ensemble of uniformly random labeled trees (with vertex labels as vertex positions) grows logarithmically n ≥ 3, i.e. [11] 
where a and b are two constants and D min /(n − 1) is the mean length of edges in a minimum linear arrangement of one of these trees (a tree has n − 1 edges).
Here we are interested in some properties of the distribution of D in uniformly random linear arrangements (rla). In other words, we are interested in the statistical properties of D over the ensemble of the n! equally likely orderings of the vertices of a network. These random orderings provide a baseline or null model to study the properties of the actual linear arrangements of real networks [5, 12] .
Here we aim to calculate V rla [D] , the variance of D in a uniformly random linear arrangement, that is defined as where E rla [D] and E rla [D 2 ] are the 1st and the 2nd moment about zero of D, respectively. When the network has only one edge (m = 1), D matches d, the length of a single edge in a uniformly random linear arrangement of the vertices. It is known that [13] 
for n ≥ 2. Expressions equivalent to Eq. 6, 3 and 4 were obtained in the pioneering work of Zörnig for a variable d = d − 1 when investigating the distance between like elements in random permutations of sequences [14] . Here we aim to obtain simple formulae of
for an arbitrary network. The remainder of the article is organized as follows. Section 2 presents compact formulae for E rla [D] , examines the distribution of D in complete graphs in detail and introduces elementary definitions and concepts. Section 3 presents compact formulae for
showing that they depend only on n, m and k 2 , the 2nd moment about zero of degree of the network under consideration, defined as
where k i is the degree of the i-th vertex. Section 4 analyses the evolution of V rla [D] as m increases in Erdős-Rényi graphs with a constant number n of vertices. A bell-shape peaking when the density of links is about 1/2 is found. Section 5 focuses on trees because of their interest for research on edge lengths [8] . That section explores the range of variation of V rla [D] (delimited below by a linear tree and above by a star tree) and its linear dependence on k 2 when n is constant. It also investigates the scaling of the expected V rla [D] as a function of n, that is asymptotically a power-law of n. Section 6 presents some elementary upper bounds of D. Section 7 outlines various empirical and theoretical applications of the theoretical results on the distribution of D that have been obtained in the preceding sections. Finally, Section 8, reviews and discusses the findings.
Preliminaries
Here we present a simple derivation of E rla [D] , study the distribution of D in complete graphs with minimal mathematical tools and introduce some notation and the concept of the number of independent edges.
The first moment about zero
A simple formula for E rla [D] , the 1st moment about zero of D in a uniformly random linear arrangement, for an arbitrary network is not forthcoming to our knowledge. However, it is easy to derive. Thanks to Eq. 1, one has
It is well known that the expected length of an arbitrary edge in a uniformly random linear arrangement is [5] 
for n ≥ 0 (n < 2 implies m = 0 which in turn produces E rla [D] = 0 as expected). In a tree with n ≥ 1, one has m = n − 1 and then
for n ≥ 1, a result already obtained in previous work [15, 13] .
The distribution of D in a complete graph.
In general, we will use X(G) to indicate a property X over an arbitrary graph G. Then m(G) is the number of edges of graph G. Let D(G) be the sum of dependency lengths of a linear arrangement of an arbitrary graph. Let K n be a complete graph. It is easy to see that
and that D(K n ) is constant (it does not depend on the linear arrangement). The latter follows from the fact that there are at most n − d edges of length d in a linear arrangement of vertices [13] and a complete graph takes exactly n − d edges of length d for 1 ≤ d ≤ n − 1, regardless of the ordering of the vertices. Therefore, Eqs. 6 and 8 produce
The fact that
we have that
for n ≥ 0.
The number of independent edges
An important concept for the derivations of next sections is q, the number of independent pairs of edges [16] . Two edges are said to be independent if they are not adjacent, namely, they do not share any vertex [17, p. 4] . The number of pairs of different edges that can be made is [16] 
Then q ≤ Q 1 . Besides, there are
pairs of different edges that share vertex i. The total number of pairs of different edges that share one vertex is
Applying the definition of the 2nd moment about zero of degree (Eq. 5) and the handshaking lemma [17, p. 4] , namely
one finally obtains
Combining the results above (Eqs. 12 and 13), q can be defined as [16] ,
q is also known as the size of the set of pairs of edges that may cross in a linear arrangement [12] . Hereafter we will interpret n k 2 as equivalent to
so that the product is properly defined even when n = 0 (calculating n k 2 from n and k 2 separately is problematic because k 2 is a mean that is not defined when n = 0; recall Eq. 5). As a result, Eq. 14 is valid for n ≥ 0.
The definition of m(K n ) in Eq. 8 and
transform Eq. 14 into
after some algebra.
The second moment about zero and the variance
By definition, we have (recall Eq. 1)
The terms E rla [d i d j ] can be classified according to φ, the number of vertices shared between the i-th and the j-th vertex: φ = 0 if the edges do not share any vertex, φ = 1 if the edges share just one vertex and φ = 2 if the edges are identical. This allows one to define E φ as the expectation of d i d j when the i-th edge and the j-th edge share φ vertices and express the second moment about zero as
where f φ is the number of terms of type φ. Obviously,
It is easy to see that
combined with f 2 = m and f 0 = 2q gives
Recalling the formula for m(K n ) (Eq. 8) and that of q(K n ) (Eq. 16), it is easy to see that
after some algebra. Now we turn our attention to the calculation of E 0 , E 1 and E 2 for an arbitrary graph. The calculation of E 2 is straightforward. Note that
where d is the length of an arbitrary edge. Eq. 3 gives
for n ≥ 2. The calculation of E 1 is more elaborate and requires enumerating all the possible linear arrangements of the vertices of the i-th and the j-th edge when they share one vertex. The number of linear arrangements where (i) The shared vertex is located in between the two vertices (ii) The i-th edge appears first
The total number of linear arrangements where the shared vertex is located in between the two vertices is thus 2A.
The number of linear arrangements where the shared vertex is located after the other two vertices and the other vertex of the i-th edge appears first is
The number of linear arrangements where the shared vertex is located either after or before the other two vertices is thus 4B. Therefore we conclude that the total number of linear arrangements of the vertices of two edges that share one vertex is
As E 1 is the average value of d i d j over all linear arrangements of the three vertices, we have that
where
and
Applying the expressions for A, B, A and B that have been obtained above to Eq. 26, one obtains
for n ≥ 3.
To calculate E 0 , we take the definition of E rla [D 2 ] in Eq. 17 and obtain
Recall that E φ is simply the expected value of the product of two lengths from a couple of edges that share φ vertices. The only constraint on E φ is that n ≥ 4 − φ. Notice that, given an n that satisfies such a constraint, E φ is defined independently from the kind of graph under consideration. Then, we will derive E 0 borrowing E rla [D 2 ], f 1 and f 2 from a complete graph obtaining a value of E 0 that is valid for arbitrary graphs. Applying the values of
) and f 2 (K n ) (Eq. 24) as well as the values of E 1 (Eq. 27) and E 2 (Eq. 25), one gets
for n ≥ 4 after some algebra. Now we aim to find a compact formula for
. The definitions of E φ (Eqs. 29, 27 and 25) transform Eq. 17 into
Applying f 2 = m and f 0 = 2q = m(m + 1) − n k 2 (recall Eq 14), one obtains Table 2 . n(k), the number of vertices of degree k, for the network in Fig. 1 .
after some work. The variance of D is
Eqs. 30 • E φ is valid only for n ≥ 4 − φ but f φ = 0 for n < 4 − φ.
• In Eq 17, the product by f φ warrants that an invalid value of E φ will have zero contribution.
In a tree with n ≥ 1, m = n − 1 and then
for n ≥ 1. Thus,
are completely determined by n and k 2 in trees. See Appendix A for the procedure that we have used to check the theoretical results obtained so far and Appendix B for an alternative derivation of the variance of D.
Let us calculate V rla [D] for the network in Fig. 1 . Eq. 5 can be expressed equivalently as
where n(k) is the number of vertices of degree k. The summary of vertex degrees in Table 2 yields k 2 = 88/17. Applying this result and n = 17 to Eq. 33 one obtains Table 3 summarizes the statistical properties of the network.
Erdős-Rényi graphs
Let us consider G n,m , the ensemble of graphs of n vertices and m edges where all the n 2 m distinct graphs of m edges are equally likely [18] . A sibling ensemble is G n,π , that was introduced by Gilbert and that consists of graphs where a pair of different vertices are linked with probability π independently from other vertex pairs [19] . We call these two ensembles siblings because they behave similarly and are almost interchangeable when m ≈ πn [19] . We aim to predict the expected value of
Suppose that E n,m is the expectation operator over the ensemble G n,m . Then Eq. 6 gives
trivially since both n and m are constant. Let us consider the case of E n,m [V rla [D] ]. Then Eq. 31 gives
One may calculate E n,m [ k 2 ] knowing that the probability that a vertex has degree k in a graph from G n,m is [20, bottom of p. 58]
can be replaced by
as all graphs of the ensemble are equally likely. Unfortunately, a closed form formula is not available to our knowledge. (Fig. 2) . The close relationship between G n,m and G n,π [19] suggests that
is the density of links. This approximation is convenient because k 2 has a simple closed form formula in G n,π . In particular, k follows a binomial distribution with parameters n − 1 and π in a graph from G n,π , namely
This is why we call it a binomial degree approximation.
Choosing the most likely value of π for a graph in G n,m , namely, π = δ one obtains
Applying the last result to Eq. 35, one gets
Equating
to zero, one finds that E n,m [V rla [D] ] has a critical point approximately at
The second derivative is negative, indicating that the critical point is a maximum. Although m * has been obtained via a binomial degree approximation for an Erdős-Rényi, Fig. 3 shows that the approximation is accurate.
As m is a natural number by definition, one has that the maximum is unique when m * is integer. When m * is not integer, the maxima could be located at m * , m * or both. As m * has been obtained via an approximation, we are conservative and conclude that V rla [D] is maximized when δ ≈ 1/2.
We already know that V rla [D] reaches two global minima when m is minimum, i.e. δ = 0, and also when m is maximum, i.e. δ = 1.
In order to derive E n,m [E rla [D 2 ]], we could apply the method above to Eq. 30. Instead, we choose a faster track to obtain a compact formula, based on the fact that
Applying Eqs. 6 and 38, one obtains
after some routine calculations. It is easy to see that
] is a monotonically increasing function of m when n is kept constant, contrary to the bell-shape behavior
The fact that k follows approximately a Poisson distribution, i.e. [20] p(k) = e −λ λ k k! with λ = 2m/n, allows to approximate the second moment about zero of degree as
However, this Poisson distribution approximation is poor. One reason to suspect this is true is the large difference between Eq. 37 and Eq. 40, that is 4m
A deeper reason is the good approximation provided by the binomial degree distribution of G n,π for k 2 in G n,m (Fig. 3) . It is well known that the Poisson distribution gives only a good approximation to a binomial distribution when n is large and π = m/ n 2 is small. Unfortunately, we are exploring the whole range of variation of π as a result of our exhaustive exploration of the values of m.
Uniformly random labelled trees
We pay further attention to the particular case of trees given their interest for research on edge lengths, e.g., [ 
becomes an increasing linear function of k 2 when n is also constant (recall 33)). In trees where n is given, it has been shown that [11] 
is the 2nd moment about zero of degree of L n , a linear tree of n vertices, when n ≥ 2, and
is the 2nd moment about zero of degree of S n , a star tree of n vertices, when n ≥ 1. Therefore V rla [D] is minimized by linear trees and maximized by star trees, i.e. 
Applying Eq. 41 to Eqs. 32 and 33 one obtains
for n ≥ 2 after some algebra. Equivalent results for
We aim to explore the actual dependency between V rla [D] and k 2 in trees. To ease comparison, we will rescale these two variables. First, D is normalized dividing it by D(K n ). Second, k 2 is normalized with the help of h, the hubiness coefficient, that is defined as
It is easy to see that 0 ≤ h ≤ 1 (h = 0 in a linear tree and h = 1 in a star tree). Figure  4 shows the expected monotonic growth of V rla [D] predicted by Eq. 31.
Research on the linear arrangement of trees has considered different statistical frameworks for random trees [26, 22, 27, 11] . For simplicity, here we focus on T n , the ensemble of random trees where all the possible labelled trees of n vertices are equally likely [28, 29, 11] . It is well known that there are n n−2 labelled trees of n vertices [30] . Refs. [27, 11] are based on this ensemble; Refs. [26, 22] are not. An advantage of this ensemble is the availability of results that allow one to predict the expected value of
Suppose that E rlt is the expectation operator over the ensemble T n and let us consider E rlt [E rla [D] ]. Then Eq. 7 with m = n − 1 gives
trivially since n is constant. Now let us consider the expectation of V rla [D] in that ensemble. Then Eq. 33 gives
Knowing that [31, 32, 15 ]
Eq. 43 becomes
after some routine calculations. Applying the same methodology to Eq. 32 one obtains 6 uniformly random trees. Each random tree is produced generating a uniformly random Prüfer code and transforming it into a labelled tree [33] . Such a procedure turns out to be computationally optimal to generate a tree with given n [34, Chapter 3.3]. A uniformly random linear arrangement of the vertices is assigned to each tree. The same method is used to estimate V rla [D] in linear trees and star trees. The only difference is that the tree is given, not generated at random.
It is easy to see from the equations above that asymptotically 
Upper bounds
Here we aim to derive some elementary upper bounds of D to help to show possibilities for future research in Section 7. Additionally, this will complement the understanding of the variation of D via V rla [D] above. Suppose that D max is the maximum value of D over the n! linear arrangements of a graph. Trivially,
However, this inequality is not very useful because D(K n ) depends only on n. Better upper bounds of D for a given network can be obtained taking into account m. Obviously,
as the maximum length of an edge is n − 1. We will derive upper bounds of D max applying some of the methods that Petit applied for deriving lower bounds of D min [35] .
A tighter upper bound can be obtained with an analog of Petit's degree method [35] and the fact that D can be defined equivalently as
where D i is the sum of the lengths of the edges involving the i-th vertex. An upper bound of D i is given by placing i at one end of the linear arrangement and its k i adjacent vertices as far as possible, i.e.
When i is the hub of a star tree, k i = n − 1 and then the right hand side of Eq. 48 becomes
matching Eq. A.1 with τ = 1 of τ = n.
Eq. 48 transforms Eq. 47 into an upper bound of D max via the degree method (DM ), i.e.
Finally, the handshaking lemma [17, p. 4] and the definition of k 2 give
which is an obvious improvement over Eq. 46. However, such an upper bound of D performs poorly when applied to a complete graph, where D is constant (D max = D min ). Applying Eq. 51 to a complete graph of n vertices, where
routine calculations give
that is far from the real value of D max in Eq. 9. It is possible to get a general upper bound of D max that will match the true value of D max when applied to a complete graph. The method consist of noting that there are n − d edges of length d (for 1 ≤ d ≤ n − 1) as in Petit's edges method [35] . We define F (d 0 ) as the maximum number of edges that can be formed of length within [d 0 , n − 1], where n − 1 is the maximum edge length. Then 
We want to derive d * . Solving the equation
and then
It is easy to check that D 
and also (recall Eq. 54)
Therefore, Eq. 55 gives D 
Notice that D EM upper can be calculated in constant time. In his pioneering research, Petit applied the edges method to derive a linear time algorithm to calculate a lower bound for D min [35] . The procedure of our derivation of D EM upper could be applied to calculate a lower bound of D min in constant time. In particular,
where D
EM
upper is calculated on a graph with m(K n ) − m edges.
Applications
Our theoretical results on the distribution of D in random linear arrangements have many potential applications. Here we only sketch some hoping that they illustrate the importance of our theoretical work and inspire future research.
z-scoring of edge lengths
The target of this application is the calculation of the mean edge length over a collection of networks, e.g., a treebank. A treebank is a collection of syntactic dependency trees as that of Fig. 1 [22] . The mean edge length of a network is defined as
Suppose a collection of T networks where the i-th network has n i vertices, m i edges and d ij is the length of the j-th edge of the i-th network. The mean edge length of the collection can be defined as
is the total number of edges. If the networks are trees, then m i = n i − 1 and the mean edge length becomes
is the total number of vertices. Eq. 61 matches the average edge length defined by Liu on collections of syntactic dependency trees. A general problem of Eq. 60 is that the distribution of the inner summation, i.e.
depends on n, m and k 2 under the null hypothesis (recall Eq. 31). Put differently, the mean edge length of the collection mixes lengths that may have different distributions under the null hypothesis. A z-score is a way to normalize the individual lengths to turn them more comparable. A z-score is a transformation of a random variable so that it has zero mean and unit standard deviation with respect to a certain distribution [36] . Thanks to the theoretical results of our article, we can define a mean edge length over z-scores. First, notice that Eq. 60 can be defined equivalently as
where D i is the sum of edge lengths of the i-th network. i.e.
The mean z-scored edge length of the collection is
where z i is the z-score of the sum of edge lengths of the i-th network, i.e.
where E rla [D] i and V rla [D] i are calculated applying the values of n, m and k 2 of the i-th network to Eqs. 6 and 31. Table 3 allows one to calculate easily a z-scored value of D for the network in Fig.  1, i .e.
We hope that our outline stimulates further theoretical and empirical research on the problem of dependency distance normalization [25] .
A test of significance of D
The aim of this application is a simple and fast test of whether D is significantly small. In syntactic dependency trees, it has been found that D is below E rla [D] in general and that fact has been attributed to a general principle of edge length minimization [8] . To test that the value of D of a real network is significantly low one uses D rla , the value of D of a random linear arrangement of the same network for reference. In particular, one has to show that the P (D rla ≤ D), the probability that a random linear arrangement gives the same or a smaller value of D, is smaller than a certain significance level α. One could calculate P (D rla ≤ D) by brute force, as the proportion of the n! permutations of the order of the vertices where D rla ≤ D. As this procedure is computationally unaffordable for sufficiently large n, it is convenient to use a Monte Carlo procedure to avoid the time consuming task of generating the n! possible orderings of the vertices. In that procedure, one generates only R uniformly random permutations and estimates P (D rla ≤ D) as the proportion of the R uniformly random permutations where D rla ≤ D. However, that Monte Carlo test is still time consuming if the network is large (n is large) or a large R is needed for accuracy. An alternative is to use well known inequalities that yield an upper bound of P (D rla ≤ D) with little computational effort. To show the potential of this method, we chose a one-sided Chebychev inequality, also known as Cantelli's inequality, that for a random variable x with expectation µ and standard deviation σ gives [37, 38] 
where c is a positive real number. Replacing x by D max − D one obtains
1/2 and finally
with a critical value of c * that is
* is a z-score (recall Eq. 63) and then Eq. 64 gives
for the network in Fig. 1 . Applying Eq. 67 to Eq. 66 one obtains
Thus, the one-sided Chebychev inequality does not support edge length minimization at a significance level of α = 0.05. However, assuming the distribution of x is symmetrical and unimodal, it follows that [37, 39] 
The substitution x = D max − D gives
that is the version of the inequality needed in our application. Applying previous results for c (Eq. 67), one obtains 
Minimum linear arrangement problem
Here we wish to outline a potential contribution to the computationally hard problem of calculating D min , known as the minimum linear arrangement problem in computer science [35] . In particular, our results may allow one to derive upper bounds of D min that can be used as random baselines to evaluate computational methods to calculate D min approximately [35, 41] . A straightforward upper bound is obtained from general properties of expectation, namely, [42, p. 188]
with equality if and only if probability mass is concentrated on
. Such a baseline is known as the random layout [35] . Here we will derive an upper bound of D min of the form
where ∆ is a positive quantity that is a function of properties of the distribution of D rla . Our target are bounds that are of low computational cost. Bathia-Davis' inequality bounds variance above based on E rla [D] , D min and D max , namely the average, the minimum and the maximum value of D over the n! linear arrangements of a given network. In particular, this inequality states that [43] V 
Discussion
Throughout this article, we have deepened our understanding of the distribution of D.
On the one hand, we have presented two different derivations of the E φ 's (Section 3 and Appendix B), obtaining compact formulae for E rla [D 2 ] and V rla [D] in general (Section 3) and for specific networks (Section 2.2 and Appendix A). [10] (Section 7.3).
We have applied the theoretical results on the variance of D to a couple of network ensembles. In Erdős-Rényi graphs, we have found that the expected V rla [D] as a function of m evolves following a bell-shape peaking when the density of links is about 1/2 while n remains constant (Section 4). In uniformly random labelled trees, we have found that the expected V rla [D] as a function of n scales asymptotically following a power-law of n (Section 5). Other classes of random networks with more realistic characteristics should be investigated [46, 47] . In addition, we have applied the theoretical results to obtain z-scored measures of edge length (Section 7.1) and to develop a simple test of significance of D that can be very helpful in language research [8] (Section 7.2). We hope that our work stimulates further research on the properties of the distribution of D in random linear arrangements and further applications across disciplines.
