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Abstract.We analyse the classical stability of the model proposed by Maggiore and Mancar-
ella, where gravity is modified by a term ∼ m2R−2R to produce the late-time acceleration
of the expansion of the universe. Our study takes into account all excitations of the met-
ric that can potentially drive an instability. There are some subtleties in identifying these
modes, as a non-local field theory contains dynamical fields which yet do not correspond to
degrees of freedom. Since some of them are ghost-like, we clarify the impact of such modes
on the stability of the solutions of interest that are the flat space-time and cosmological so-
lutions. We then find that flat space-time is unstable under scalar perturbations, but the
instability manifests itself only at cosmological scales, i.e. out of the region of validity of this
solution. It is therefore the stability of the FLRW solution which is relevant there, in which
case the scalar perturbations are known to be well-behaved by numerical studies. By finding
the analytic solution for the late-time behaviour of the scale factor, which leads to a big rip
singularity, we argue that the linear perturbations are bounded in the future because of the
domination of Hubble friction. In particular, this effect damps the scalar ghost perturbations
which were responsible for destabilizing Minkowski space-time. Thus, the model remains
phenomenologically viable.
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1 Introduction and summary
Recently, Maggiore and Mancarella (MM) proposed a model based on the following non-local
modification of General Relativity (GR) [1], 1
SMM =
1
16piG
∫
dd+1x
√−g
[
R− 1
2
α2R
m2
2R
]
, α ≡
√
d− 1
2d
, (1.1)
in order to reproduce the observed amount of dark energy. Here the −1 operator is a formal
inverse of  in the scalar representation which can be expressed as the convolution with a
bi-scalar Green’s function G, 2
(−1R)(x) ≡
∫
dd+1y
√
−g(y)G(x, y)R(y) , xG(x, y) = 1√−g(x) δ(d+1)(x− y) .
(1.2)
This model is currently receiving particular attention [2–5] because its phenomenology seems
to privilege it among other non-local models that have been confronted with observations
[6–19]. Here the non-local term is controlled by a mass parameter m, in contrast with the
non-local models of Deser and Woodard [6] and of Barvinsky [20], where no new scale is
introduced in the theory. A subtlety of non-local (in time) actions is that the corresponding
equations of motion are not causal because both retarded and advanced Green’s functions
appear. The MM model uses the prescription of turning all of them into retarded ones
G(x, y) = 0 , unless y is in the past light-cone of x , (1.3)
1Here d is the space dimension, we work with a signature of mostly pluses and the convention Rµν =
∂ρΓ
ρ
µν − . . . .
2Incidentally, since we consider no homogeneous solution in the definition of −1, we have that −10 = 0.
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after the variation, thus losing the direct relation with the action (1.1). The latter then
just serves as a compact way of displaying the model’s information since the corresponding
equations of motion
Gµν + ∆Gµν
[
−1
]
= 8piGTµν , (1.4)
are considerably lengthier. Most importantly, the advantage of deriving these equations from
a generally covariant action is that one obtains an automatically conserved correction, i.e.
∇µ∆Gµν = 0, a property which is not spoiled by the causality prescription.
Condition (1.3) does not entirely determine the Green’s function, as one must still impose
initial conditions to solve (1.2). We therefore invoke some local coordinates xµ, where ∂0 is
time-like and ∂i are space-like. The MMmodel is understood as an effective theory valid below
some energy scale and thus only after some time t0 in the cosmological history. Demanding
that the non-local effect starts at t0 means that we must impose the boundary conditions3
G(x, y)|x0=t0 = 0 , ∂0G(x, y)|x0=t0 = 0 . (1.5)
Equations (1.3) and (1.5) must be appended to (1.4) to fully determine the MM model.
The phenomenology of (1.3)(1.4)(1.5) has shown to be very appealing, especially when
taking into account the simplicity of the model (a one-parameter extension of GR along with
a Green’s function prescription). An important property is the absence of vDVZ discontinuity
[1, 18] which implies that, for small enough m, the modification does not affect solar system
tests. Sincem has to be of the order of the Hubble parameter todayH0, small scale gravitation
is unaffected indeed. Another nice feature, shared by all −1R-based models, is that by
choosing t0 to lie well inside the radiation-dominated era (RD) one obtains a natural onset
for the appearance of dark energy. Indeed, since R = 0 during RD, the deviation from GR
starts in the transition from radiation to matter domination (MD) and the precise value of
t0 is irrelevant.
Furthermore, the model has predictive power. Fixing m so that we recover the observed
value of the dark energy density, automatically determines the corresponding equation of
state parameter for the effective dark energy wDE. The latter is found to lie on the phantom
side today [1, 2] and is consistent with the Planck [21] and type Ia Supernovae data [22].
Moreover, the linear perturbations in the scalar sector were found to be numerically stable
and qualitatively close to the ones in ΛCDM [2]. The model fulfils the present constraints
required for structure formation, at the linear [2, 4] and non-linear level [4], while still being
different enough to be discriminated against ΛCDM by future observations.
Despite these phenomenological successes, there are however still some structural and
conceptual open issues that remain unaddressed. One of these is the question of the clas-
sical stability of solutions of physical relevance, such as the Minkowski, Schwarzschild and
Friedmann-Lemaître-Robertson-Walker (FLRW) space-times. Indeed, the only available in-
formation on the subject lies in [18] and [2]. In the former the authors showed that, for a
Schwarzschild black hole of mass MBH, the corrections to the spectrum of its quasi-normal
modes is analytic in the ratio m/MBH, so that for realistic MBH no instability is expected
for the tensor modes4. In [2], the authors have integrated numerically the linear cosmological
perturbations in the scalar sector and showed that they are stable at both super and sub-
horizon scales. The aim of the present paper is to perform a more thorough stability analysis
3Note that this choice is coordinate-dependent, or alternatively, that the choice of such a G privileges a
coordinate system: it is the system in which the initial conditions take the simplest form (1.5).
4Actually, they have studied the corrections to the Schwarzschild solution for a different non-local model,
but whose relevant equations in that case turn out to be the same as for the MM model [1].
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which would rely as much as possible on analytical arguments, and which would take into
account all possible excitations of gµν that can potentially drive an instability.
Following the method of [7], in section 2.2 we perform in a rigorous way the degree of
freedom count of the theory to find that it has the same spectrum as GR, that is, only the
initial conditions of the gravitational waves are free to choose. In section 2.3, following again
the methods of [7], we show that the solutions of physical relevance are indeed stable against
such excitations. However, this approach, which works directly at the non-local level, does
not allow us to say much about whether these solutions may be destabilized by the evolution
of other excitations than gravitational waves.
In section 3 we introduce the appropriate framework for treating this question which
is the “local” formulation. As the name suggests, one simply integrates-in auxiliary fields
in order to localize (and subsequently diagonalize) the action, so that a clearer picture of
the dynamics emerges5. The resulting action must be treated with care because the auxiliary
fields have kinetic terms, but their initial conditions are fixed by the choice of Green’s function
for −1, so they do not represent degrees of freedom of the theory [7, 23]. Most importantly, it
turns out that one of these fields is a ghost, i.e. its kinetic term has the wrong sign6. Despite
the fact that this field has “frozen” initial conditions, it can still destabilize the solutions of
interest because of non-linear effects. For instance, Minkowski space-time is unstable against
infrared excitations of that field. Practically however, this is not problematic because the
corresponding scales are cosmological, so that Minkowski is not the solution of interest there
anyway.
On the other hand, in [2] the authors have shown numerically that the FLRW solution
is stable against all scalar perturbations at all scales. Seeing that H(t) grows in the dark
energy era (DE), the natural deduction7 has been that Hubble friction dominates over any
other potentially dangerous effect, thus making all perturbations asymptotically constant.
Here we make this statement more rigorous by finding the analytic solution for the scale
factor a(t) in the DE era, in section 4. We find that it exhibits a future singularity, i.e. an
infinite a at finite t, an example of the so-called “big rip” scenario [31, 32]. This is a generic
feature of theories with ghost-like fields, since the corresponding energy-momentum tensor
violates the null energy-condition. As a consequence, the Hubble friction must dominate over
any other effect at some point since H(t) blows up at finite time. The perturbations over
FLRW therefore do contain a ghost (with frozen initial conditions) but they inevitably end
up “diluted” by the violent expansion of the universe.
Finally, let us stress that the MM model is a classical theory since all of its information
lies in its equations of motion (1.4) and the Green’s function prescriptions (1.3), (1.5). After
having analysed the above aspects, it is however a natural question to wonder whether there
exists a quantum theory having it as its classical limit, or more generally, whether and how this
model could be related to a quantum theory. For completeness, we thus give a self-contained
and conservative discussion of the quantum issue in the appendix A.
5Localization procedures usually involve the use of Lagrange multipliers [1, 2, 9, 10, 24–30]. In the case of
the MM model, we will see that it is possible to localize in a more economic fashion.
6This was already pointed-out in [1, 2] for the linearized non-local theory, but here the local formulation
allows us to show that it is actually present on any background, i.e. the ghost cannot condense.
7See the discussion on page 25 of [2].
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2 Non-local formulation
2.1 Equations of motion
A common feature of non-local actions is the fact that the corresponding equations of mo-
tion, derived using the standard variational principle, are necessarily non-causal. Indeed, the
variation brings both the non-local operator (here −1) and its transpose8 in situations such
as ∫
dDxφ−1δψ =
∫
dDx δψ
(
−1
)T
φ , (2.1)
so if the former is retarded (causal) then the latter is advanced. If one is only interested in
obtaining causal non-local equations of motion, then the simplest solution is to just turn all
Green’s functions into retarded ones by hand at the end of the variation. This is in fact the
standard way of proceeding (see [33] and references therein) and it is the one used for the
MM model. Incidentally, both non-local terms R−2R, or (−1R)2 in the action will give
the same equations of motion and this effectively translates in the freedom of integrating by
parts −1.
Another subtlety is the fact that−1 is by definition a right inverse (1.2), i.e. −1 = id,
but not a left inverse. More precisely, one rather has−1φ = φ+h, where h is a homogeneous
solution h = 0 which depends both on the choice of φ and −1, and thus gµν9. This issue
is relevant when computing the variation of −1 with respect to gµν . Indeed, one applies
δ on −1 = id to get δ−1 = −(δ)−1 and then one needs to cancel the  from the
left in order to isolate δ−1. For a given function φ, there exists always a −1 such that
−1φ = φ10, so here δ−1 = −(−1)′(δ)−1. However, (−1)′ is not necessarily −1
and, most importantly, it depends on the function on which these operators act.
Fortunately, this issue is not relevant in this context because, as we have shown in the
first paragraph, causality forces us to modify the result of the variation by hand: at the end
of the computation we must anyway switch all the inverse d’Alembertians to (1.3)(1.5). We
can therefore perform the variation in a formal way, i.e. using only the symbol “−1” without
caring about which inverses are meant in every instance, i.e. whether it is (−1)T or any
other (−1)′ that appear11.
The important property of this ad hoc manipulation is that it preserves transversality
∇µ∆Gµν = 0, which was the main advantage of starting with an action instead of modifying
GR directly at the level of the equations of motion. As a consequence, the energy-momentum
tensor is conserved, thus providing a sensible modification to classical GR. This additional
prescription, that one must append to the variational principle, makes the relation between
the final equations of motion and the action rather formal. It reflects in a concrete way what
8Which, by the properties of Green’s functions, is also an inverse of .
9Consider for simplicity the operator ∂2t and the following inverse
(∂−2f)(t) ≡
∫ ∞
−∞
dt′G(t, t′)f(t′) , G(t, t′) = θ(t− t′)θ(t′ − t0)(t− t′) , (2.2)
which gives (∂−2∂2f)(t) = f(t) − f(t0) − f ′(t0)(t − t0). Thus, with this definition, ∂−2 is a left inverse
∂−2∂2 = id only on the space of functions obeying f(t0) = f ′(t0) = 0.
10First pick an arbitrary −1 with Green’s function G, in which case one has −1φ = φ + h[φ] for some
homogeneous solution h[φ]. The desired inversion is then given by (−1)′φ ≡ −1φ− h[φ] and, since h[φ] is
a linear functional of φ, this can be expressed as the convolution with a Green’s function G′.
11Alternatively, this amounts to working in the quotient space of scalar functions modulo homogeneous
solutions of , in which case −1 is uniquely defined and is both a right and a left inverse.
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we stressed in the introduction, that the action should only be considered as merely a compact
way to display the information of the equations of motion. Now that these issues have been
clarified, we can perform the variation. Using
δR = (Rµν + gµν−∇µ∇ν) δgµν , (2.3)
(δ)φ =
(
∇µ∇νφ+∇µφ∇ν − 1
2
gµν∇ρφ∇ρ
)
δgµν , (2.4)
where φ is a scalar, and integrating by parts ∇ and −1 a few times we arrive at (1.4) with
∆Gµν = m˜
2
[
−Gµν 12R+ (∇µ∇ν − gµν)
1
2R+
1
4
gµν
(
1
 R
)2]
−m˜
2
2
(gµρgνσ + gµσgνρ − gµνgρσ)
(
∇ρ 1R
)(
∇σ 12R
)
, (2.5)
and m˜ ≡ αm. As mentioned above, it is understood that here −1 is the retarded one obeying
(1.5). It is a simple task to check that ∇µ∆Gµν = 0.
2.2 Degree of freedom count
In this section and the following one we use the same procedure which was used in [7] for the
Deser-Woodard model. We first go to the synchronous gauge
ds2 = −dt2 + hijdxidxj , (2.6)
and choose this time coordinate to be the time in the definition of the Green’s function (1.5).
This is the synchronous time coordinate, i.e. the proper time of free-falling observers, which
will become cosmic time when we go to consider cosmology. In GR, the dynamical equations
of motion for the hij fields are the ones of gij since
Gij =
1
2
h¨ij − 1
2
hij∂
2
t log h+O(∂t) , h ≡ dethij , (2.7)
while G0µ starts at O(∂t) and thus represents constraints on the initial data hij(t0), h˙ij(t0).
These constraints reduce the number of independent initial conditions of hij and therefore
determine the degrees of freedom of the theory12. Consequently, the MM model will have the
same degrees of freedom as GR if ∆G0µ(t0) = 0, which we show now. The terms ∼ ∂nt −mR
with n = 0, 1 and m = 1, 2 are zero when t = t0 because of the choice of Green’s function
(1.5). Therefore, the only potentially dangerous term in ∆G0µ(t0) is the one involving the
operator (∇0∇µ − g0µ) which obviously does not contain second-order time-derivatives when
evaluated on (2.6). As a consequence ∆G0µ(t0) = 0, so (1.1) has the same d2 − d − 2
independent initial conditions as GR and is thus also a theory of a massless spin-2 field in
d = 3.
12More rigorously, in the canonical (or ADM) formulation, one has d+1 first-class constraints which in turn
generate d+1 gauge-transformations on phase-space, so that one can eliminate 2d+2 of the d(d+1) canonical
variables hij , piij . Therefore, the number of constraints is only half the number of eliminated variables, but
since it comes with an equal number of gauge-fixing conditions (phase-space is even-dimensional), we can
safely subtract twice the number of constraints to deduce the degrees of freedom.
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2.3 Stability of tensor modes
As for any modification of GR (let alone GR itself), a rigorous proof of the stability of a given
solution at the fully non-linear level is no walk in the park and goes of course well beyond the
scope of this paper. It is however a lot simpler to study whether some necessary conditions
for stability are fulfilled. As proposed in [7], an obvious such condition is that the correction
∆Gij to the dynamical equations of motion
Gij + ∆Gij = 8piGTij , (2.8)
does not alter the behaviour of the propagating modes qualitatively. Simply put, if the sign
of the coefficient in front of the kinetic term in (2.7) changes with respect to the one in GR,
then one should expect that the graviton becomes a ghost13. Writing the Ricci scalar as
R = − log h+O(∂t) , (2.9)
where here is the d’Alembertian in the scalar representation, shows that−1R contains only
the fields hij and their first time-derivatives. The latter however are inside an integral of the
form
∫ t, since −1 is retarded, so one needs two time derivatives on −1R to obtain second-
order time derivatives of hij . Therefore, the only terms in (2.5) containing second-order time
derivatives are either those proportional to Gµν or those with at least two derivatives acting
on −1R. Obviously, only the first two terms are concerned. However, the second term can
be written
(∇i∇j − hij) 12R = ∇i∇j
1
2R− hij
1
R , (2.10)
so that it actually contains no second time-derivative. Therefore, the kinetic part of the
dynamical equation is
1
2
(
1− m˜
2
2R
)(
h¨ij − hij∂2t log h
)
+O(∂t) = 8piGTij . (2.11)
We see that if (1 − m˜2−2R) becomes negative, then the graviton becomes a ghost. Most
probably, one could always find a set of initial conditions such that (1 − m˜2−2R) < 0 in
some space-time region, so we will rather discuss the realistic cases. The fact that the mass
term is chosen of the order of the Hubble scale today, along with the fact that the theory
exhibits no vDVZ discontinuity [1, 18], implies that m˜2−2R  1 at solar system length
and time scales14. The potential danger thus lies in cosmology. We must therefore study the
background evolution of this quantity on the cosmological solution of interest, that is, d = 3
with radiation and matter. To this end, translating to the definitions of [2], we find that
1− m˜
2
2R = 1− 3γV¯ , γ ≡
m2
9H20
(2.12)
where the dimensionless quantity V¯ is plotted in figure 1 of [2]. We get that it starts growing
today but that figure does not go far enough into the future to see whether the threshold
value of 1/3γ is crossed. We have therefore extended this window, only to find that this curve
approaches 1/3γ asymptotically (see figure 1), so that (1− m˜2−2R) > 0 at all times. This
proves the stability of gravitational waves at linear order in cosmological perturbation theory.
13Note that only the first second-derivative term in (2.7) is a kinetic term for the propagating modes because
h is constrained by G00.
14In particular, we recover the stability under tensor excitations of the Schwarzschild space-time for small
Schwarzschild radii compared to m−1 ∼ H−10 , as it was already argued in [18].
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Figure 1: The background function V¯ (x) (blue line) asymptotically reaching the value 1/3γ
(purple line) for the choice γ ≈ 0.0089 which reproduces the observed amount of dark energy.
It is important to note that the above stability arguments concerned the degrees of
freedom of the theory only, i.e. the gravitational waves, since it focuses on the sign of the
kinetic operator of these modes. However, it is possible that other excitations destabilize the
solutions of interest and we see no easy way of dealing with these cases in this framework.
For this reason, we now propose to discuss a local formulation of (1.1), which displays all
the potentially dangerous fields. It then allows one to address the questions of degree of
freedom count and stability for all modes and in a more transparent way. Finally, apart
from these theoretical advantages, the local formulation is also extremely useful in solving
numerically the equations of motion as it transforms the system from an integro-differential
to a differential one.
3 Local formulation
Let us start by taking (1.1) and integrating-in a scalar Φ so as to make the action local. A
possible choice is
Sloc =
∫
dd+1x
√−g
[
MΦR+
1
2m˜2
(Φ)2
]
. (3.1)
The equation of motion of Φ being
2Φ = −Mm˜2R , (3.2)
the general solution is
Φ = Φ0 −M m˜
2
2 R , (3.3)
where Φ0 is a homogeneous solution 2Φ0 = 0 and −1 obeys (1.3)(1.5). The freedom in
choosing the initial conditions of Φ is reflected in the freedom of choosing Φ0. However, if
we want (3.1) to reproduce SMM when integrating-out Φ, the only option is to choose the
solution Φ0 = M , i.e.
Φ = M
(
1− m˜
2
2 R
)
. (3.4)
Alternatively, only this choice allows us to retrieve GR in the m → 0 limit. This can equiv-
alently be expressed as a choice of initial conditions for Φ, which given our choice (1.5) for
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−1, are given by15
Φ(t0) = M , Φ˙(t0) = Φ¨(t0) =
...
Φ(t0) = 0 . (3.5)
Therefore, in non-local theories, integrating-in an auxiliary field in order to localize the action
must be followed by additional data, the initial conditions of that field, if one wants to retrieve
the original theory. This is quite peculiar because different choices for the initial conditions
of Φ will lead to different theories, while for usual fields one rather gets different solutions of
the same theory. Thus, (3.5) are theory-level data, i.e. at the same level of information as
the action (3.1) itself, and correspond to the prescription data for the Green’s function (1.5).
Since there is no freedom in choosing the initial conditions of Φ, the latter contributes zero
to the degree of freedom count [7, 23]. Consequently, (3.1) is not a scalar-tensor theory, as
already noted in [1, 7, 18, 20, 23, 26].
This situation is in sharp contrast with higher-derivative theories where one also usually
integrates-in auxiliary fields to lower the derivative order. In that case, however, the initial
conditions of the auxiliary fields correspond to the initial conditions of the higher derivatives
of the original fields, which now need less initial data16. Therefore, in that case, one simply
distributes the initial data among more fields. The new fields have free initial conditions and
therefore correspond to genuine degrees of freedom of the theory.
Another important comparison one could make is with local actions exhibiting gauge
symmetry. Indeed, there one also has fields that look dynamical, i.e. obey equations with time
derivatives, but which do not correspond to degrees of freedom of the theory, i.e. whose initial
conditions are constrained. For instance, in classical Yang-Mills theory these are the longitu-
dinal modes, which are constrained by the Gauss constraint (and the gauge transformation it
generates), while a GR example is the spacial volume density h, which is constrained by the
Hamiltonian constraint (and the gauge transformation it generates). The crucial difference
between these theories and our case is that the information for constraining these fields is
inside the action itself, a direct consequence of gauge symmetry. It suffices to compute the
equations of motion to see the constraints. Here, the concerned field is a scalar, so that there
is obviously no gauge symmetry involved, and the constraints on the initial conditions have
to be imposed by hand.
Finally, note the obvious advantage of the localized formulation, which is that we do not
need to invoke an ad hoc prescription for imposing causality anymore.
3.1 Degree of freedom count
Now that these important subtleties are understood, we see that we have obtained an alter-
native way for counting the degrees of freedom of the theory. We must first diagonalize the
gravitational and scalar sectors by going to the Einstein frame. To that end, we note that
Φ/M is actually the factor whose sign determines the stability of the gravitational field (see
(3.4) and (2.11)). In fact, in the local formulation this conclusion is actually trivial since Φ
is in front of the Ricci scalar in (3.1). Since in realistic scenarios Φ > 0, we can consider the
alternative variable Φ := Me
αϕ
M
Sloc →
∫
dd+1x
√−g
[
M2e
αϕ
M R+
1
2m2
e
2αϕ
M
(
ϕ+ α
M
∇µϕ∇µϕ
)2]
, (3.6)
15It is also easy to show that, if we integrate out Φ at the level of the equations of motion using (3.4), we
retrieve the non-local equations (1.4)(2.5) that were obtained by varying the MM action and applying the ad
hoc prescription for the −1.
16The simplest example is the passage to the canonical form of the action for a second-order theory where
on integrates-in the conjugate momenta.
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and then go to the Einstein frame
gµν = e
− 2
d−1
αϕ
M g˜µν , (3.7)
to get
Sloc → S′loc ≡
∫
dd+1x
√
−g˜
[
M2R˜− 1
2
∇˜µϕ∇˜µϕ+ 1
2m2
e
2ϕ
M˜
(
˜ϕ
)2]
, (3.8)
where M˜ ≡ 2d−1d+1Mα and we have dropped a total derivative term17. The initial conditions in
terms of ϕ are now simply
ϕ(t0) = ϕ˙(t0) = ϕ¨(t0) =
...
ϕ(t0) = 0 . (3.9)
These being fixed, we get that the MM theory has the same degrees of freedom as GR since
the only other field around is g˜µν with the standard Einstein-Hilbert action. Finally, we
can integrate-in a second auxiliary field ψ in (3.8) so as to make the system second-order in
derivatives
S′loc →
∫
dd+1x
√
−g˜
[
M2R˜− 1
2
∇˜µϕ∇˜µϕ+ ∇˜µϕ∇˜µψ − m
2
2
e−
2ϕ
M˜ ψ2
]
, (3.10)
and diagonalize ϕ = φ+ ψ to get a canonical form
S′loc → S′′loc ≡
∫
dd+1x
√
−g˜
[
M2R˜− 1
2
∇˜µφ∇˜µφ+ 1
2
∇˜µψ∇˜µψ − 1
2
m2ψ2e−
2(φ+ψ)
M˜
]
, (3.11)
with the initial conditions now being
φ(t0) = φ˙(t0) = ψ(t0) = ψ˙(t0) = 0 . (3.12)
In this form, it is trivial to pinpoint the ghost mode.
3.2 Stability
In section 2.3 we have seen that it is the condition Φ > 0 which guarantees the stability of
tensor modes, and here we see that it is also the same condition which allows us to diagonalize
the action. We thus gain even more information than in the non-local analysis, namely, we
have that all modes of g˜µν have a healthy Lagrangian. The deviation from GR now lies
in the extra scalar sector to which they couple, whose impact is not yet clear as far as
stability is concerned. First of all, the special status of these fields, i.e. the fact that their
initial conditions are frozen, implies that they must be handled in a special way in a stability
analysis. Loosely speaking, a solution is stable if a “small” perturbation of its initial conditions
yields a solution which is “close enough” to the original one18. For a localizing auxiliary field
however, perturbing the initial conditions of a solution amounts to changing the theory. So
here we can only perturb the d2 − d− 2 independent initial conditions of g˜µν . Therefore, the
17Note that the canonical normalization for ϕ unfortunately makes sense only for m 6= 0. If we want to keep
track of the m→ 0 limit to GR, then we should rather use something like Φ := MemϕM2 , so that for m→ 0 we
get Φ→M . Here, the GR limit should therefore be understood as the combination m→ 0, ϕ→ 0.
18Note that this definition considers as a stable solution the case of a scalar field sitting in a local minimum
of a potential even if the latter is not bounded from below. Also, the notion of “close enough” is of course
subjective since it depends on the choice of a distance in field space and can be taken from either an absolute
or a relative point of view.
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only difference in the evolution of ψ, φ will come from the difference in the initial conditions
of g˜µν .
At first sight, this is a crucial remark because, quite generically, the auxiliary scalar in
−1-based models contains a ghost, as we saw in our case. Such a field could destabilize a
solution if its initial conditions were free to perturb. So the fact that these initial conditions are
held fixed in using the stability criterion is what could allow the theory to remain classically
stable.
Unfortunately, there is a big caveat to this story. As already mentioned above, even
if we perturb only the physical degrees of freedom, the evolution of the auxiliary fields will
still change because of the interactions, i.e. non-linearities. So we can still explore different
evolutions of the auxiliary fields, which in the case of the ghost might lead to a significant
deviation from the original solution. The simplest example is the linearized theory (3.11) on
the trivial background g¯ = η, φ¯ = ψ¯ = 0. Since the ghost has a healthy mass, its infrared
modes |k| < m diverge like ∼ e
√
m2−k2t instead of oscillating. Without sources, fixing the
initial conditions of the field to zero means that it will stay zero at all times, thus making
the solution stable. Here we see that it can be crucial not to consider all the other spurious
solutions of the larger scalar-tensor theory. However, if we now include the sources19, these
will activate the field, whatever its initial conditions. Consider for instance the case where the
source has compact support in time. The ghost field starts at zero and becomes non-zero as
soon as the source is turned on. Then, when the latter is turned off, the evolution of the ghost
is the same as in the free theory but having started with non-zero initial conditions20. At the
end of the day, since the evolution of observables depends itself on the auxiliary scalars, we
get a physical instability21.
Fortunately for the phenomenology of the model, starting with zero initial conditions,
the divergence is visible only after a typical time lapse ∆t ∼ m−1. Moreover, this concerns
only wave-numbers of magnitude k ∼ m, so Minkowski and Schwarzschild space-times are
stable at space-time frequencies ω, k  m ∼ H0. This could have been expected from the
absence of vDVZ discontinuity [1, 18], that the physics are indistinguishable from GR at
small scales. Moreover, since the amplitude of the ghost mode is small and well-behaved at
such space-time scales, linear perturbation theory remains valid and we do not have to worry
about the effect of non-linearities on the dynamics of the ghost22.
We therefore turn ourselves to the FLRW solution with matter and radiation [1, 2].
Considering the fact that: 1) ψ has the wrong kinetic sign on all backgrounds, 2) we are in the
presence of sources/non-linearities, and 3) now all the modes up to k = 0 must be considered,
the stability of this solution is not guaranteed already at the level of linear perturbations.
Nevertheless, given that these perturbations are known to be numerically well-behaved in the
scalar sector [2], we must find out what mechanism stabilizes them.
19Indeed, in the Einstein frame where the gravitational action is diagonal, the auxiliary scalars couple
universally to matter.
20The same effect will take place when considering self-interactions as well. It also applies for tachyonic
ghosts, whose solutions are plane waves, but non-linearities allow for an exchange of energy with an unbounded
Hamiltonian and thus lead to an instability.
21See for example eqs. (3.5) to (3.7) of [1] in the d + 1 harmonic decomposition, where the ghost field is
U . To see this in the non-local formulation, see eq. (7) of [16] where the model studied there has the same
linearized theory as (1.1). The trace of the equation of hµν in the harmonic gauge reads
(
+m2
)
h ∼ T .
22Indeed, in the m → 0 limit we must retrieve GR, so the interaction of the ghost with gravity has to
be controlled by some positive power of m, a fact which is not explicit in (3.11) where we have canonically
normalized ψ (see footnote 17).
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The answer lies in the time-dependence of the scale factor a(t) in the DE era. From
the numerical analysis of [1, 2] we already know that H grows so that the Hubble friction
becomes more and more important. However, there is yet no clear reason of why this effect
should dominate so as to tame even a ghost mode with non-trivial sources. Indeed, it may
very well be the case that the time-dependence of other terms in the equation of motion of the
ghost perturbation is strong enough to compensate that friction. As we will show in the next
section, it is possible to compute analytically the asymptotic behaviour of H in the future
and we find that it actually reaches an infinite value at finite cosmic time t, the so-called “big
rip” singularity. This then allows us to show that the Hubble friction will inevitably dominate
at some point over any other effect and will thus drive the evolution of perturbations to a
constant. We now proceed to compute the analytic solution of a(t) in the DE era.
4 Future singularity
Let us specialize to a flat FLRW background in d = 3
ds2 = −dt2 + a2(t)d~x2 , H ≡ ∂t log a , (4.1)
and use the same definitions and localization procedure of [2], that is we define the following
auxiliary scalars
U ≡ −−1R , S ≡ −−1U = −2R , (4.2)
whose initial conditions are all zero. We use the subscript “0” for quantities that are evaluated
today and we set a0 = 1. We then go to dimensionless variables, i.e. we define V ≡ H20S,
h ≡ H/H0 and use x ≡ log a as the time coordinate, with a prime to denote ∂x. Note
that this time extends indefinitely into the future for a monotonically increasing a(t) even
if t is only defined up to a finite value. Moreover, consistency with our definitions requires
that h0 = 1 and this is achieved by appropriately tuning the only free parameter γ given in
(2.12). The first Friedmann equation (with h2 isolated on the left-hand side), along with the
equations for U and V can be found in equations (3.6) to (3.9) of [2], which we repeat here
for convenience23
h2 =
Ω + (γ/4)U2
1 + γ (−3V ′ − 3V + U ′V ′/2) , (4.3)
U ′′ + (3 + ζ)U ′ = 6 (2 + ζ) , (4.4)
V ′′ + (3 + ζ)V ′ = h−2U , (4.5)
where
Ω ≡ ΩRe−4x + ΩMe−3x , (4.6)
ζ ≡ h
′
h
=
1
2 (1− 3γV )
[
h−2Ω′ + 3γ
(
h−2U + U ′V ′ − 4V ′)] . (4.7)
Note that in the last step we have simplified ζ by using the other equations in order to get rid
of high-order derivatives. Let us also define the total equation of state parameter w ≡ p/ρ,
23Our numerical integration data are ΩR = 9.21 × 10−5, ΩM = 0.3175 [21], with the initial time being at
xin = −25, matter-radiation equality at xeq ≈ −8.15 and today at x0 = 0. The value of the mass is fixed to
γ = 0.0089247 in order to get h0 = 1 with a precision of five digits.
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Figure 2: The total equation of state parameter w as a function of x. The three plateaux
correspond to the values for RD (purple), MD (green) and for the case of a cosmological
constant (yellow).
where ρ, p are the effective energy density and pressure, respectively24. As shown in [17], ζ
and w are related through
w = −2
3
ζ − 1 . (4.9)
In figure 2 we see the usual first two plateau values that are 1/3 and 0 for RD and MD,
respectively, and then we observe that w tends towards −1 from below. Therefore, this is a
so-called “phantom dark energy”. The phenomenology of this type of dark energy was first
considered in [31, 32]25 where it was realized that w < −1 would generically imply a future
singularity at a finite time trip
lim
t→t−rip
a(t) =∞ . (4.10)
For constant w this is easy to show. The continuity and first Friedmann equations read
ρ˙+ 3H (1 + w) ρ = 0 , a˙ = a
√
8piG
3
ρ . (4.11)
The first gives ρ = ρ0a−3(1+w) and, plugging this in the second, we get
a˙ = H0 a
− 3
2
(1+w)+1 . (4.12)
The solution can be written as
a(t) =
[
−3
2
H0 (1 + w) (trip − t)
] 2
3(1+w)
, (4.13)
where trip is the integration constant. Since 1+w < 0, the bracket is positive, while the power
is negative and we thus have (4.10) indeed. The proof is less obvious for generic w(t) as is the
24These are the quantities on the right-hand side of the Friedmann equations, when written in their usual
form
H2 = 8piGρ , 2H˙ + 3H2 = −8piGp , (4.8)
which thus capture any deviation from GR as an effective fluid source.
25For a study of the type of future singularities caused by phantom dark energy see [34] and for the case
where this occurs with the Deser-Woodard type of non-locality see [30].
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Figure 3: The functions xζ(x) (left) and U(x)4x−log x (right) tending towards the constant values
3/2 and 1, respectively.
case here, but we can still find the explicit solution for a(t) in the far future by proceeding
perturbatively. Given (4.9) and figure 2, we see that ζ tends towards zero as x grows, so as
a first approximation we can set ζ ≈ 0. This allows us to solve (4.4) analytically to find for
x 1
U ≈ 4x . (4.14)
However, if we plot U/x we see that the function does not converge to a constant, so we need
the next order correction. We know from section 2.3 that V tends towards a constant 1/3γ,
and of course Ω becomes negligible so, given (4.14), one can approximate (4.3) and (4.7) by
h2 ≈ γU
2
4 (1− 3γV ) , ζ ≈
3γU
2h2 (1− 3γV ) ⇒ ζ ≈
6
U
. (4.15)
This gives us the first-order correction to ζ
ζ ≈ 3
2x
, (4.16)
which is confirmed numerically in figure 3. We then plug this improved ζ in the equation for
U and solve it again to get the next order correction for x 1
U ≈ 4x− log x . (4.17)
We can now stop in solving U perturbatively since we have gathered all terms that grow with
x as we can see in figure 3. However, this does not change the behaviour of ζ at x 1 since,
using (4.15), we now have
ζ ≈ 6
4x− log x =
3
2x
∞∑
k=0
(
log x
4x
)k
≈ 3
2x
. (4.18)
We can then solve H ′ = ζH to find H = (2/T )x3/2, for some positive constant T . To estimate
the latter, we try to guess the asymptotic value of x−3/2h by going at large x and find a good
estimate in x−3/2h→ 0.09, so we have that T ≈ 22H−10 . Finally, the equation for a(t) is
a˙ = Ha =
2
T
(log a)3/2 a , (4.19)
– 13 –
-10 0 10 20 30 40 50
-12
-10
-8
-6
-4
-2
0
2
x
10
4
∆
U
Hx
L
-10 0 10 20 30 40 50
-12
-10
-8
-6
-4
-2
0
x
10
5
∆
V
Hx
L
Figure 4: The linear perturbations of U and V as a function of x for the modes κ = 5×10−3
(blue), κ = 5× 10−2 (purple), κ = 5× 10−1 (brown), κ = 5 (green).
whose solution is
a(t) = exp
[
T 2
(trip − t)2
]
. (4.20)
At this point we must not forget that, since H is growing in the DE (see figure 2 of [1]), which
is an alternative way of defining a phantom dark energy, the curvature R will eventually reach
an energy scale where this phenomenological description ceases to be valid, so the region close
to the singularity cannot be trusted.
To conclude this section, we come back to the effect of Hubble friction on the pertur-
bations. Given (4.2), we have that the information of the perturbations of the “canonical”
auxiliary scalars δφ, δψ now lies in δU(t,~k) and δV (t,~k), so the ghost is in a combination
of these fields26. In figure 4 we have plotted these functions for several different values of
comoving wave-number κ ≡ k/keq, where keq = aeqHeq is the comoving wave-number cor-
responding to the horizon scale at matter-radiation equality27. Since keq ≈ 42H0, we have
that the displayed choices of κ range from sub-horizon to super-horizon modes today and all
of them tend to a constant for large x ≡ log a. Incidentally, the same holds with respect to
cosmic time t and, in particular, they are smooth in the t→ t−rip limit.
Finally, one can be worried by the sudden jump δU, δV as they enter the DE era, before
being damped by the Hubble friction, especially in the case of large scales where the effect
is the strongest. However, as shown in [2], this has no notable effect in the evolution of
observable quantities such as the dark matter energy density or the Bardeen potentials.
5 Conclusion
In this paper we have addressed the questions of stability of the Minkowski and FLRW
solutions in the MM model (1.1). We have shown that the tensor perturbations are well-
behaved on both solutions. The potential danger lies in the “hidden” scalar sector of the
theory which is unveiled in the localized formulation. These scalars look dynamical, in the
sense that they obey equations that are second-order in time derivatives, but their initial
conditions are fixed so that they do not correspond to degrees of freedom of the theory.
Nevertheless, one of the two scalars is a ghost on all backgrounds and the non-linearities
26We refer the reader to [2] for the corresponding equations of motion in section 4.1.
27For the numerical integration we have used the set-up of [2].
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may drive an instability in the solutions of interest, whatever the initial conditions. Indeed,
the Minkowski solution is found to be unstable under these excitations, but only for the
infrared (cosmological) modes, i.e. out of the region of physical validity of this solution. For
smaller scales, the absence of vDVZ discontinuity guarantees indeed that the physics become
indistinguishable from GR. For cosmological scales it is the FLRW solution which is relevant
and it has been shown (numerically) to be stable under all scalar excitations at the level of
linear perturbation theory [2]. This has been attributed to the domination of Hubble friction
at late times, but no analytical proof was given. We have contributed to the understanding of
this phenomenon by showing that the evolution of the scale factor leads to a big rip singularity.
This implies that H(t) will reach an infinite value at finite time, thus proving that Hubble
friction will indeed inevitably dominate over any other effect and dilute any perturbation,
including a ghost.
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A Relation to quantum theory?
The MM model is a classical theory defined by the equations (1.3)(1.4)(1.5)(2.5). The fact
that it can be formally derived from a variational principle with some additional prescriptions
opens the perspective for it being possibly related to a quantum field theory. A first natural
question is therefore whether the MM model solutions can arise as the classical limit of some
quantum theory.
This issue has already been discussed in [1, 2, 16, 23] with arguments based on the
linearized non-local formulation and the conclusion is that (1.1) cannot be considered as a
quantum action, since this would imply the presence of an ultra-light ghost and thus an
unstable vacuum below the Hubble scale. Indeed, naively considering (1.1) inside a path
integral provides the following propagator for the linearized theory [1, 16]
〈hµν(k)h∗ρσ(k)〉SMM = −
i
k2 − i
(
ηµ(ρησ)ν −
1
d− 1 ηµνηρσ
)
(A.1)
− ηµνηρσ
d(d− 1)
(
i
k2 − i +
i
−k2 +m2 − i
)
+ uncontracted k′s ,
where hµν ≡M/
√
2 (gµν − ηµν) is the canonically normalized field,
〈. . .〉S ≡
∫
Dh . . . eiS[h]∫
DheiS[h]
, (A.2)
and the i prescription chosen here is the one which makes the path integral converge, thus
ensuring unitarity. We see that the propagator contains extra poles on top of the ones of the
graviton, due to the presence of the −1 operator. Not surprisingly, these poles correspond
precisely to the two auxiliary fields, i.e. a massless scalar and a ghost with a healthy mass m.
The problem is that the path integral does not care about the interpretation of these extra
poles as being not physical. They contribute just like the graviton ones to the residues in any
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quantum computation. Also, in the m→ 0 limit we do not retrieve GR since the propagators
do not cancel because of the i.
Here we wish to extend this discussion in the light of the local formulation we have
introduced in this work. Indeed, since the MM model ultimately corresponds to a set of
classical solutions gµν , the formulation which is used to describe these solutions does not
matter. The advantage of the local formulation is that it would allow in principle a cleaner
road to a quantum theory. This is because considering a non-local action inside a path
integral can hardly be motivated through (perturbative) canonical quantization, since one
cannot define a Hamiltonian in the presence of time non-locality.
In contrast, the local viewpoint provides a justification for using the linearized non-local
action (1.1) directly in a path integral, since one can then interpret it as the path integral
of the linearized (3.11), where the scalars have been integrated-out28. Indeed, using the
linearized version of (3.7)
hµν = h˜µν −
√
2α
d− 1 (φ+ ψ) ηµν , (A.3)
we get that (A.2) is actually
〈hµν(k)h∗ρσ(k)〉SMM = 〈h˜µν(k)h˜∗ρσ(k)〉S′′loc +
ηµνηρσ
d(d− 1)〈φ(k)φ
∗(k) + ψ(k)ψ∗(k)〉S′′loc . (A.4)
However, in this case the fundamental theory is the scalar-tensor theory, with φ and ψ consid-
ered as physical quantum fields and their poles correspond to physical particles. As already
argued, the classical limit of this theory then contains many more solutions than the ones of
the MM model since there are no constraints on the initial conditions of the scalars. Most
importantly however, one of the scalar particles is a ghost, present on all backgrounds. At the
classical level we saw that the perturbations of such a field are tamed by the Hubble friction,
but at the quantum level this is a severe flaw because of vacuum decay [35, 36]. From an
effective field theory point of view, ghosts are manageable only if their mass is higher than
the cut-off, in which case the corresponding particles can never be produced. Here the mass
m is of the order of H0 so this effective theory would only be valid for super-horizon physics
and thus of little utility for our purposes.
In this situation, an alternative option one could think of would be to promote the scalars
to operators, but to somehow take into account their constrained nature so that we have no
ghost particles nor spurious solutions in the classical limit. A priori, this may very well be a
possibility since a similar construction is used in local gauge theories where the total Hilbert
space includes the unphysical longitudinal polarization particles as well. However, thanks to
gauge symmetry, the structure of the action and its consistent quantization (Faddeev-Popov
fields, BRST symmetry) are such that the S-matrix is unitary in the physical Hilbert space,
i.e. the subspace of transverse polarization particles. Starting with an “in” state which is
made of only transverse polarized particles, we end up with an “out” state containing only
such particles as well. The problem here is that the constraints have nothing to do with gauge
symmetry, but are rather imposed by hand in order to describe the correct set of solutions.
Therefore, starting with zero such particles the evolution will generically produce them and,
projecting the “out” state onto the physical Hilbert space of pure gravitons, we will find that
28This equivalence does not hold at the non-linear level because the conformal transformation (3.7) changes
the measure DgµνDΦ ∼ eβ
∫
dDxϕDg˜µνDϕ, for some constant β, assuming some sensible definition of the
measures and integration domains.
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probability has not been conserved. Again, unitary evolution could only be achieved if the
scalar particles are considered as physical, which as we saw is not an option.
We therefore conclude that the simplest way to construct a unitary quantum field theory
which would have the MM model solutions as its classical limit fails. Clearly, the difficulty
lies in the fact that the prescriptions for the Green’s functions or the scalars are hard to
embed in a quantum context. Considering them as fixed theory-level data leaves no room for
quantum uncertainty in the initial conditions of the scalars and these fields can therefore not
be promoted to operators satisfying canonical commutation relations.
The next natural interpretation of the MM model one could think of, which would
still relate it to quantum physics, is that it describes the dynamics of a vacuum expectation
value. This is governed by the quantum effective action Γ in the Schwinger-Keldysh (or “in-
in”) formalism29 [37–42]. Indeed, non-local corrections are expected in Γ if the underlying
theory S contains massless particles [33, 43] and these dominate over the local ones in the
infrared. This fact has actually been one of the main theoretical justifications for studying
non-local actions [6, 13, 44]. The problem with this interpretation however is that the non-
local corrections one would expect from gravitational/matter loops look nothing like (1.1)30.
Recently, in [33] the authors have actually shown that a large class of phenomenological
models, including (1.1), fails indeed to capture even qualitatively the non-local effects that
are expected from quantum corrections on cosmological backgrounds.
More generally, if the non-locality is a quantum correction in Γ, then the appearance of a
fixed mass scale m would suggest a deviation from standard physics (GR + Standard Model),
or at some more effective level, already in the original action S. With m being ultra-light,
we would expect to observe not only the corrections to gravity, i.e. the non-local term, but
also other traces of this m-related new physics in S. We conclude that the mechanism which
would generate the non-local correction (2.5) to the dynamics of gµν or 〈in|gˆµν |in〉 should
therefore be more involved.
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