Coupling for some partial differential equations driven by white noise  by Da Prato, Giuseppe et al.
ARTICLE IN PRESSStochastic Processes and their Applications 115 (2005) 1384–14070304-4149/$ -
doi:10.1016/j
Correspo
E-mail adwww.elsevier.com/locate/spaCoupling for some partial differential equations
driven by white noise
Giuseppe Da Pratoa, Arnaud Debusscheb, Luciano Tubaroc,
aScuola Normale Superiore di Pisa, Piazza dei Cavalieri 7, 56126, Pisa, Italy
bEcole Normale Supe´rieure de Cachan, antenne de Bretagne, Campus de Ker Lann, 35170 Bruz, France
cDepartment of Mathematics, University of Trento, Via Sommarive 14, 38050 Povo, Italy
Received 9 August 2004; accepted 16 March 2005
Available online 22 April 2005Abstract
We prove, using coupling arguments, exponential convergence to equilibrium for reaction–
diffusion and Burgers equations driven by space-time white noise. We use a coupling by
reﬂection.
r 2005 Elsevier B.V. All rights reserved.
MSC: 60H15; 35K57; 35Q53
Keywords: Coupling; Reaction–diffusion equations; Burgers equation; Exponential convergence to
equilibrium1. Introduction
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cylindrical Wiener process deﬁned in some probability space ðO;F;PÞ in H.
Concerning A we shall assume that
Hypothesis 1.1.(i) A: DðAÞ  H ! H is the inﬁnitesimal generator of a strongly continuous
semigroup etA.(ii) For any t40 the linear operator Qt; deﬁned as
Qtx ¼
Z t
0
esAesA


xds; x 2 H; tX0, (1.2)
is of trace class.We shall consider situations where (1.1) has a unique mild solution X ð; xÞ, that is
a mean square adapted process such that
X ðt; xÞ ¼ etAx þ
Z t
0
eðtsÞAbðX ðs; xÞÞds þ zðtÞ; P2a.s., (1.3)
where zðtÞ is the stochastic convolution
zðtÞ ¼
Z t
0
eðtsÞA dW ðsÞ. (1.4)
It is well known that, thanks to Hypothesis 1.1, for each t40, zðtÞ is a Gaussian
random variable with mean 0 and covariance operator Qt.
We will also assume that the solution has continuous trajectories. More precisely,
we assume
X ð; xÞ 2 L2ðO; Cð½0; T ; HÞÞ; for any x 2 H. (1.5)
In this paper we want to study the exponential convergence to equilibrium of the
transition semigroup
PtjðxÞ ¼ E½jðX ðt; xÞÞ; x 2 H ; tX0,
where j: H ! R. We wish to use coupling arguments. It is well known that
exponential convergence to equilibrium implies the uniqueness of invariant measure.
It seems that the ﬁrst paper using a coupling method to prove uniqueness of the
invariant measure and mixing property for a stochastic partial differential equation
is [12]. There, an equation with globally Lipschitz coefﬁcients is considered, some of
them are also assumed to be monotone.
Coupling argument have also been used recently to prove ergodicity and
exponential convergence to equilibrium in the context of the Navier–Stokes equation
driven by very degenerate noises (see [7,8,10,11]). The method has also been studied
in [6] for reaction–diffusion equations and in [13] for Ginzburg–Landau equations.
Our interest here is different since we are interested in space-time white noises as in
[12] but without the strong restrictions on the coefﬁcients. Ergodicity is well known
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since the noise is nondegenerate, it is not difﬁcult to prove that the transition
semigroup is strong Feller and irreducible. However, this argument does not imply
exponential convergence to equilibrium and we think that it is important to study
this question.
In this paper we shall follow the construction of couplings introduced in [9] (see
also [1]) to treat both reaction diffusion and Burgers equations driven by white noise
and obtain exponential convergence to equilibrium.
Note that exponential convergence to equilibrium for reaction–diffusion is well
known. Anyway, we have chosen to treat this example because we think that the
method presented here provides a very simple proof. Moreover, we recover the
spectral gap property obtained in [3] by a totally different—and simpler—argument.
In the case of the Burgers equation driven by space-time white noise, it seems that
our result is new.
The coupling method based on Girsanov transform introduced in [7,8,10,11] can
easily be used if the noise is nuclear. It is also possible it could be extended to our
case. However, the extension is not straightforward and the method used here seems
to be simpler. Moreover, it is not clear that, in the case of the reaction–diffusion
equation, it is possible to prove the spectral gap property with this method.
Next section is devoted to describing the construction of the coupling used here,
we follow [1]. Note that the coupling is constructed as the solution of a stochastic
differential equation with discontinuous coefﬁcients. In [1], the existence of the
coupling is straightforward. It is easy to see that the corresponding martingale
problem has a solution. This argument is difﬁcult in inﬁnite dimension and we have
preferred to prove directly the existence of a strong solution. Section 3 is devoted to
application to reaction–diffusion equations and Section 4 to the Burgers equation
driven by white noise.
We ﬁnally remark that our method extends to other equations such as
reaction–diffusion equations or the stochastic Navier–Stokes equation in space
dimension two with non degenerate noise. We have chosen to restrict our
presentation to these two examples for clarity of the presentation.2. Construction of the coupling
We shall consider the following system of stochastic differential equations:
dX 1 ¼ ðAX 1 þ bðX 1ÞÞdt þ
1ﬃﬃﬃ
2
p dW 1 þ
1ﬃﬃﬃ
2
p 1 2 ðX 1  X 2Þ  ðX 1  X 2ÞjX 1  X 2j2
 
dW 2,
dX 2 ¼ ðAX 2 þ bðX 2ÞÞdt þ 1ﬃﬃﬃ
2
p 1 2 ðX 1  X 2Þ  ðX 1  X 2ÞjX 1  X 2j2
 
dW 1 þ 1ﬃﬃﬃ
2
p dW 2,
X 1ð0Þ ¼ x1; X 2ð0Þ ¼ x2, (2.1)
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coupling with reﬂection, see [1]. Eq. (2.1) is associated to the Kolmogorov operator
in H  H deﬁned by
KFðx1; x2Þ
¼ 1
2
Tr
1 1 2 ðx1  x2Þ  ðx1  x2Þjx1  x2j2
1 2 ðx1  x2Þ  ðx1  x2Þjx1  x2j2
1
0BBB@
1CCCA
26664
D2Fðx1; x2Þ
37775
þ
Ax1 þ bðx1Þ
Ax2 þ bðx2Þ
 !
; DFðx1; x2Þ
 !
,
or, equivalently,
KF ¼ 1
2
Tr Fx1x1 þ 2 4
ðx1  x2Þ  ðx1  x2Þ
jx1  x2j2
 
Fx1x2 þ Fx2x2
 
þ ðAx1 þ bðx1Þ;Fx1Þ þ ðAx2 þ bðx2Þ;Fx2Þ. ð2:2Þ
The following formula will be useful in the sequel.
Lemma 2.1. Let f :R 7!R be a C2 function and let F be defined by Fðx1; x2Þ ¼
f ðjx1  x2jÞ; x1; x2 2 H ; f 2 C2ðRÞ, then
KFðx1; x2Þ ¼ 2f 00ðjx1  x2jÞ þ
f 0ðjx1  x2jÞ
jx1  x2j
 ðAðx1  x2Þ þ bðx1Þ  bðx2Þ; x1  x2Þ. ð2:3Þ
Proof. We have
Fx1 ¼ Fx2 ; Fx1x1 ¼ Fx2x2 ¼ Fx1x2 ,
Fx1 ðx1; x2Þ ¼ f 0ðjx1  x2jÞ
x1  x2
jx1  x2j
,
and
Fx1x1 ðx1; x2Þ ¼ f 0ðjx1  x2jÞ
jx1  x2j2  ðx1  x2Þ  ðx1  x2Þ
jx1  x2j3
þ f 00ðjx1  x2jÞ
ðx1  x2Þ  ðx1  x2Þ
jx1  x2j2
.
The result follows. &
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KFðx1; x2Þp k; for all x1; x2 2 H. (2.4)
Thanks to Lemma 2.1, we have to solve the following basic inequality, in the
unknown f (notice that f has to be nonnegative),
2f 00ðjx1  x2jÞ þ
f 0ðjx1  x2jÞ
jx1  x2j
ðAðx1  x2Þ þ bðx1Þ  bðx2Þ; x1  x2Þp k.
(2.5)
We now study problem (2.1). In our applications, it will be easy to verify that, for
any e40, it has a unique mild solution X ðt; x1; x2Þ ¼ ðX 1ðt; x1; x2Þ; X 2ðt; x1; x2ÞÞ on
the random interval ½0; tex1;x2  where tex1;x2 ¼ infft 2 ½0; T  j jX 1ðtÞ  X 2ðtÞjpeg.
Clearly tex1;x2 is increasing as e! 0 so that we can deﬁne tx1;x2 ¼ lime!0tex1;x2 and
get a unique mild solution X ðt; x1; x2Þ ¼ ðX 1ðt; x1; x2Þ; X 2ðt; x1; x2ÞÞ on the random
interval ½0; tx1;x2Þ.
Lemma 2.2. X ðt; x1; x2Þ has a limit in L2ðOÞ when t ! tx1;x2 . Moreover, if tx1;x2oT ,
we have X 1ðtx1;x2 ; x1; x2Þ ¼ X 2ðtx1;x2 ; x1; x2Þ.
Proof. Let us deﬁne
X e1ðtÞ ¼
X 1ðt; x1; x2Þ; tptex1;x2 ;
X ðt; tex1;x2 ; X 1ðtex1;x2 ; x1; x2ÞÞ; tXtex1;x2 :
(
We have denoted by X ð; s; xÞ the solution of (1.1) with the condition X ðs; s; xÞ ¼ x at
time s instead of 0. It is not difﬁcult to check that X 1 and X ð; x1Þ have the same law.
Let us write for Z1; Z240:
EðjX 1ðtx1;x2  Z1; x1; x2Þ  X 1ðtx1;x2  Z2; x1; x2Þj2Þ
¼ lim
e!0
EðjX 1ðtex1;x2  Z1Þ  X 1ðtex1;x2  Z2Þj2Þ
¼ lim
e!0
EðjX e1ðtex1;x2  Z1Þ  X e1ðtex1;x2  Z2Þj2Þ
p lim
e!0
E sup
t2½0;T 
jX e1ðt  Z1; x1; x2Þ  X e1ðt  Z2; x1; x2Þj2
 !
.
Since, X 1 and X ð; x1Þ have the same law, we can write
E sup
t2½0;T 
jX e1ðt  Z1Þ  X e1ðt  Z2Þj2
 !
¼ E sup
t2½0;T 
jX ðt  Z1; x1Þ  X ðt  Z2; x1Þj2
 !
.
By (1.5), we know that this latter term goes to zero so that we prove that X 1ðtÞ has a
limit. We treat X 2ðtÞ exactly in the same way.
Finally, if tx1;x2oT , then jX 1ðtex1;x2 ; x1; x2Þ  X 2ðtex1;x2 ; x1; x2Þj ¼ e for any e40.
Letting e! 0 we deduce the last statement. &
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dX 1 ¼ ðAX 1 þ bðX 1ÞÞdt þ
1ﬃﬃﬃ
2
p 1½0;tx1 ;x2 ðtÞdW 1
þ 1ﬃﬃﬃ
2
p 1½0;tx1 ;x2 ðtÞ 1 2
ðX 1  X 2Þ  ðX 1  X 2Þ
jX 1  X 2j2
 
dW 2
þ 1ﬃﬃﬃ
2
p ðdW 1 þ dW 2Þð1 1½0;tx1 ;x2 ðtÞÞ
dX 2 ¼ ðAX 2 þ bðX 2ÞÞdt þ
1ﬃﬃﬃ
2
p 1½0;tx1 ;x2 ðtÞ 1 2
ðX 1  X 2Þ  ðX 1  X 2Þ
jX 1  X 2j2
 
dW 1
þ 1ﬃﬃﬃ
2
p 1½0;tx1 ;x2 ðtÞdW 2 þ
1ﬃﬃﬃ
2
p ðdW 1 þ dW 2Þð1 1½0;tx1 ;x2 ðtÞÞ,
X 1ð0Þ ¼ x1; X 2ð0Þ ¼ x2. (2.6)
It is clear that for tptx1;x2 the solutions of (2.1) and (2.6) do coincide, whereas for
tXtx1;x2 (2.6) reduce to
dX 1 ¼ ðAX 1 þ bðX 1ÞÞdt þ
1ﬃﬃﬃ
2
p ðdW 1ðtÞ þ dW 2ðtÞÞ; tXtx1;x2 ;
dX 2 ¼ ðAX 2 þ bðX 2ÞÞdt þ 1ﬃﬃﬃ
2
p ðdW 1ðtÞ þ dW 2ðtÞÞ; tXtx1;x2 :
8>><>>: (2.7)
Using Lemma 2.2, we easily prove that (2.6) has a unique solution. Moreover, since
ð 1ﬃﬃ
2
p ÞðW 1ðtÞ þ W 2ðtÞÞ is a cylindrical Wiener process, it follows that X 1 and X 2 have
the same law as X ð; x1Þ and X ð; x2Þ. In other words, ðX 1; X 2Þ is a coupling of the
laws of X ð; x1Þ and X ð; x2Þ.
We are interested in the ﬁrst time tx1;x2 when X 1ðt; x1; x2Þ and X 2ðt; x1; x2Þ meet.
That is tx1;x2 is the stopping time
tx1;x2 ¼ infft40 : X 1ðt; x1; x2Þ ¼ X 2ðt; x1; x2Þg. (2.8)
Our goal is ﬁrst to show that
Eðtx1;x2 Þoþ1. (2.9)
To prove (2.9) we look, following [1], for a Lyapunov function f such that (2.5)
holds. This is motivated by next Proposition.
Proposition 2.3. Assume that there exists a C2 function such that (2.5) holds. Let
x1; x2 2 H with x1ax2. Then we have
Pðtx1;x2 ¼ þ1Þ ¼ 0. (2.10)
Moreover,
Eðtx1;x2 Þpf ðjx1  x2jÞ. (2.11)
Proof. We shall write for simplicity,
X 1ðtÞ ¼ X 1ðt; x1; x2Þ; X 1ðtÞ ¼ X 1ðt; x1; x2Þ.
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following stopping times:
SN ¼ inf tX0 : jX 1ðtÞ  X 2ðtÞj4N
 
; N 2 N,
and
tn;N ¼ t1=nx1;x2 ^ SN .
By the Itoˆ formula,1 Lemma 2.1 and (2.5), we have
f ðjX 1ðt ^ tn;N Þ  X 2ðt ^ tn;NÞjÞpf ðjx1  x2jÞ
þ 1ﬃﬃﬃ
2
p
Z t^tn;N
0
f 0ðjX 1ðsÞ  X 2ðsÞjÞ
jX 1ðsÞ  X 2ðsÞj
ðX 1ðsÞ  X 2ðsÞ; dðW 1ðsÞ  W 2ðsÞÞÞ  ðt ^ tn;N Þ.
ð2:12Þ
It follows that
Eðf ðjX 1ðt ^ tn;N Þ  X 2ðt ^ tn;NÞjÞÞpf ðjx1  x2jÞ  Eðt ^ tn;NÞ,
and
Eðt ^ tn;NÞpf ðjx1  x2jÞ.
Consequently as t !1 we ﬁnd
Eðtn;N Þpf ðjx1  x2jÞ
which yields as n !1
Eðtx1;x2 ^ SNÞpf ðjx1  x2jÞ.
By (1.5), we easily prove that SN !1 as N !1 so that we get
Eðtx1;x2 Þpf ðjx1  x2jÞ: &3. Dissipative systems with white noise
We consider the case when there exist lX0; a40 such that
ðAðx1  x2Þ þ bðx1Þ  bðx2Þ; x1  x2Þpljx1  x2j2  ajx1  x2j4, (3.1)
for all x1; x2 2 H : We also assume that Hypothesis 1.1 and (1.5) hold.
A typical equation satisfying such assumptions is the following stochastic
reaction–diffusion equation on ½0; 1
dX ¼ ðqxxX  aX 3 þ bX 2 þ gX þ dÞdt þ dW ; t40; x 2 ð0; 1Þ,
X ðt; 0Þ ¼ X ðt; 1Þ ¼ 0; t40,
X ð0; xÞ ¼ xðxÞ; x 2 ð0; 1Þ,1The application of the Itoˆ formula can be justiﬁed rigorously thanks to a regularization argument. This
can be done easily in the applications considered hereafter.
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bðxÞ ¼ ax3 þ bx2 þ gx þ d. We could also consider the more general example
where b is a polynomial of degree 2p þ 1 with negative leading coefﬁcient. Note that
this equation is gradient, the invariant measure is known explicitly. However, we
shall not use this fact. We could treat as well perturbation of this equation which are
not gradient but satisfy (3.1)
Following the above discussion, we look for a positive function f such that
2f 00ðrÞ þ f 0ðrÞðlr  ar3Þ ¼ 1. (3.2)
Setting f 0 ¼ g, (3.2) becomes
g0ðrÞ  1
2
gðrÞðar3  lrÞ ¼  1
2
. (3.3)
whose general solution is given by
gðrÞ ¼ e18ðar42lr2Þgð0Þ  1
2
Z r
0
e
1
8
ðar4as42lr2þ2ls2Þ ds.
Finally, we have
f ðrÞ ¼ f ð0Þ þ
Z r
0
e
1
8
ðas42ls2Þ ds f 0ð0Þ
 1
2
Z r
0
e
1
8
ðas42ls2Þ
Z s
0
e
1
8
ðas42ls2Þ ds
 
ds. ð3:4Þ
Setting f ð0Þ ¼ 0 and f 0ð0Þ ¼ 12
R1
0 e
1
8
ðas42ls2Þ ds we obtain
f ðrÞ ¼ 1
2
Z r
0
e
1
8
ðas42ls2Þ
Z þ1
s
e
1
8
ðas42ls2Þ ds
 
ds (3.5)
and
f 0ðrÞ ¼ 1
2
e
1
8
ðar42lr2Þ
Z þ1
r
e
1
8
ðas42ls2Þ ds. (3.6)
We need some properties on f .
Lemma 3.1. We have ðar3  lrÞf 0ðrÞo1 for any rX0.
Proof. The function r 7! ar3  lr is increasing and positive if r4d :¼
ﬃﬃ
l
a
q
so that in
this case
ðar3  lrÞf 0ðrÞo 1
2
e
1
8
ðar42lr2Þ
Z þ1
r
ðas3  lsÞe18ðas42ls2Þ ds ¼ 1.
Since for 0prpd we have ðar3  lrÞf 0ðrÞp0, the conclusion follows. &
Corollary 3.2. f 0 is a decreasing positive function.
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decreases. Moreover, f 0 is positive by (3.6). &
Lemma 3.3. There exists L depending only on a; l such that for any r40(i) f 0ðrÞpL,
(ii) f ðrÞpL.Proof. (i) follows obviously from Corollary 3.2. Let us show (ii). Fix r4r0 :¼
ﬃﬃ
l
a
q
.
Since f is increasing, we have
f ðrÞpf ðr0Þ; rpr0.
If r4r0 we have by Lemma 3.1,
f ðrÞ ¼ f ðr0Þ þ
Z r
r0
f 0ðsÞds
pf ðr0Þ þ
Z 1
r0
ds
as3  ls ¼ f ðr0Þ þ
1
2l
ln 1þ l
ar20  l
 
.
Therefore f ð1Þo1 and (ii) follows provided LXmaxff ð1Þ; f ðr0Þg. &
The following results strengthen Proposition 2.3.
Proposition 3.4. Let x1; x2 2 H with x1ax2, then there exists L40 such that
Eðe
1
2L2
tx1 ;x2 Þpe1L.
Proof. We use the same notations as in the proof of Proposition 2.3. By (2.12) we
have
t ^ tn;Npf ðjx1  x2jÞ þ
Z t^tn;N
0
f 0ðjX 1  X 2jÞ
jX 1  X 2j
1ﬃﬃﬃ
2
p ðX 1  X 2; dðW 1  W 2ÞÞ,
so that
E eaðt^tn;N Þ
 
peaf ðjx1x2jÞE e
a
R t^tn;N
0
f 0 ðjX1X2 jÞ
jX1X2 j
1ﬃ
2
p ðX1X2 ;dðW1W2 ÞÞ
 !
. (3.7)
On the other hand, since
E e
a
R t^tn;N
0
f 0 ðjX1X2 jÞ
jX1X2 j
1ﬃ
2
p ðX1X2 ;dðW1W2ÞÞ
 !
p E e
2a2
R t^tn;N
0
jf 0 ðjX1X2 jÞj2 ds
 ! !1=2
,
we deduce from Lemma 3.3 that
E e
a
R t^tn;N
0
f 0 ðjX1X2 jÞ
jX1X2 j
1ﬃ
2
p ðX1X2 ;dðW1W2ÞÞ
 !
p E e2a2L2ðt^tn;N Þ
 ! !1=2
.
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E eaðt^tn;N Þ
 
peaf ðjx1x2jÞ E e2a2L2ðt^tn;N Þ
 ! !1=2
.
Choosing a ¼ 1=2L2, we deduce
E e
1
2L2
ðt^tn;N Þ
 
pe
1
2L2
f ðjx1x2jÞpe
1
L.
Letting n !1, N !1 and arguing as in the proof of Proposition 2.3 we ﬁnd the
conclusion. &
Corollary 3.5. We have
jPtjðx1Þ  Ptjðx2Þjp2kjk0e
1
Le
 1
2L2
t
.
Proof. Let x1; x2 2 H: Since ðX 1; X 2Þ is a coupling of ðX ð; x1Þ; X ð; x2ÞÞ, we have
jPtjðx1Þ  Ptjðx2Þj ¼ jEðjðX 1ðtÞÞ  jðX 2ðtÞÞÞjpkjk0Pðtx1;x2XtÞ.
Now the conclusion follows from Proposition 3.4. &
We end this section by proving that the spectral gap property holds. We thus
recover a known result (see for instance [3]) with a totally different method.
Proposition 3.6. Let n be an invariant measure then, for any p41, there exist cp, ap
such that
jPtj j¯jLpðH ;nÞpcpeaptjjjLpðH;nÞ.
Proof. By Corollary 3.5, we have the result for p ¼ 1. Using that Pt is a contraction
semigroup on L1ðH; nÞ and an interpolation argument, we obtain the result. &4. Burgers equation
We take here H ¼ L2ð0; 1Þ and denote by k  k the norm of the Sobolev space
H10ð0; 1Þ. We consider the equation
dX ¼ ðAX þ bðX ÞÞdt þ dW ,
X ð0Þ ¼ x, (4.1)
where
Ax ¼ D2xx; x 2 DðAÞ ¼ H2ð0; 1Þ \ H10ð0; 1Þ
and
bðxÞ ¼ Dxðx2Þ; x 2 H10ð0; 1Þ.
It well known that problem (4.1) has a unique solution for any x 2 L2ð0; 1Þ which we
denote by X ðt; xÞ, see [4]. It deﬁnes a transition semigroup ðPtÞtX0. It is also known
ARTICLE IN PRESS
G. Da Prato et al. / Stochastic Processes and their Applications 115 (2005) 1384–14071394that it has a unique invariant measure and is ergodic (see [5]). The following result
states the exponential convergence to equilibrium.
Theorem 4.1. There exist constants C; g40 such that for any x1; x2 2 L2ð0; 1Þ,
j 2 CbðL2ð0; 1ÞÞ,
jPtjðx1Þ  Ptjðx2Þjpcegtkjk0ð1þ jx1j4 þ jx2j4Þ.
To prove this result, we want to construct a coupling for Eq. (4.1). It does not seem
possible to apply directly the method of Section 2. We shall ﬁrst consider a cut off
equation
dX ¼ ðAX þ DxFRðX ÞÞdt þ dW ,
X ð0Þ ¼ x, (4.2)
where F R : L
4ð0; 1Þ ! L2ð0; 1Þ is deﬁned by
FRðxÞ ¼
x2; if jxjL4pR;
R2x2
jxj2
L4
; if jxjL4XR:
8><>:
We have
jF RðxÞ  F RðyÞjp2Rjx  yjL4 ; x; y 2 L4ð0; 1Þ (4.3)
and
jF RðxÞjpR2; x 2 L4ð0; 1Þ. (4.4)
We have denoted by j  jL4 the norm in L4ð0; 1Þ. The norm in L2ð0; 1Þ is still denoted
by j  j. It is not difﬁcult to check that Hypothesis 1.1 and (1.5) hold so that the
results of Section 2 can be applied. We then need a priori estimates on the solutions
of (4.1) so that we can control when the coupling for the cut-off equation can be
used. These are given in Section 4.2. Then, we construct a coupling for the Burgers
equation which enables us to prove the result in Section 4.4.
4.1. Coupling for the cut-off equation
Here R40 is ﬁxed. We denote by the same symbol cR various constants depending
only on R.
Lemma 4.2. There exists a40;b40; cR40 such that
2a
1 b 2 ½1; 2Þ, (4.5)
and
jF RðxÞ  F RðyÞjpcRjx  yjakx  ykb; x; y 2 H10ð0; 1Þ. (4.6)
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jF RðxÞ  F RðyÞjpð2RÞ2gjx  yjgL4 ; x; y 2 L
4ð0; 1Þ,
for any g 2 ½0; 1. Moreover, by the Sobolev embedding theorem we have
H1=4ð0; 1Þ  L4ð0; 1Þ and using a well known interpolatory inequality we ﬁnd that
jx  yjL4pcjx  yjH1=4pcjx  yj3=4kx  yk1=4; x; y 2 H10ð0; 1Þ. (4.7)
Consequently
jF RðxÞ  F RðyÞjpcð2RÞ2gjx  yj3g=4kx  ykg=4.
Now setting a ¼ 3g=4; b ¼ g=4, the conclusion follows choosing g 2 ½4
7
; 1. &
We now construct the coupling for Eq. (4.2). For any x; y 2 DðAÞ we have, taking
into account Lemma 4.2,
ðAðx  yÞ þ DxFRðxÞ  DxFRðyÞ; x  yÞp kx  yk2 þ jFRðxÞ  FRðyÞjkx  yk
p kx  yk2 þ cRjx  yjakx  yk1þb.
Using the elementary inequality
uvp 1þ b
2
ðuÞ 21þb þ 1 b
2
ð1vÞ 21b; u; v; 40,
and choosing suitably  we ﬁnd
ðAðx  yÞ þ DxF RðxÞ  DxFRðyÞ; x  yÞp
1
2
kx  yk2 þ cRjx  yj
2a
1b
p 1
2
kx  yk2 þ p
2
4
jx  yj2 þ cRjx  yj,
since 2a
1b 2 ½1; 2Þ. By the Poincare´ inequality we conclude that
ðAðx  yÞ þ DxFRðxÞ  DxF RðyÞ; x  yÞp
p2
4
jx  yj2 þ cRjx  yj.
Consequently (2.5) (with k ¼ 1) reduces to
2f 00RðrÞ  f 0RðrÞ
p2
4
r  cR
 
¼ 1,
f 00RðrÞ  f 0RðrÞð2 a r  cRÞ ¼ 
1
2
; a ¼ p
2
16
.
Then
f 0RðrÞ ¼ ear
2cRrf 0Rð0Þ 
1
2
Z r
0
eaðr
2s2ÞcRðrsÞ ds
and
f RðrÞ ¼ f Rð0Þ þ f 0Rð0Þ
Z r
0
eas
2cRs ds  1
2
Z r
0
ds
Z s
0
eaðs
2u2ÞcRðsuÞ du.
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f Rð0Þ ¼ 0; f 0Rð0Þ ¼
1
2
ear
2cRr
Z þ1
0
eau
2þcRu du,
we obtain the solution
f RðrÞ :¼
1
2
Z r
0
eas
2cRs
Z 1
s
eax
2þcRx dx
 
ds. (4.8)
We denote by X Rðt; xÞ the solution of the cut-off Eq. (4.2). The corresponding
coupling constructed above is denoted by ðX 1;Rðt; x1; x2Þ; X 2;Rðt; x1; x2ÞÞ. Then,
setting
tx1;x2R ¼ infft40 : X 1;Rðt; x1; x2Þ ¼ X 2;Rðt; x1; x2Þg.
By Proposition 2.3, we have
Eðtx1;x2R Þpf Rðjx1  x2jÞ. (4.9)
Remark 4.3. Using similar arguments as in Section 3, we can derive bounds on f R
and f 0R and prove following result for the transition semigroup associated the cut-off
equation. For all j 2 CbðHÞ we have
jPRt jðx1Þ  PRt jðx2Þjp2ckjk0ð1þ jx1  x2jÞ1=Le
1
2L2
t
; x1; x2 2 H.
4.2. A priori estimates
Next result is similar to Proposition 2.3 in [2].
Lemma 4.4. Let aX0 and
zaðtÞ ¼
Z t
1
eðAaÞðtsÞ dW ðsÞ.
Then, for any p 2 N, e40, d40, there exists a random variable Kðe; d; pÞ such that
jzaðtÞjLppKðe; d; pÞa
1
4þeð1þ jtjdÞ
Moreover, all the moments of Kðe; d; pÞ are finite.
Proof. Proceeding as in the proof of Proposition 2.1 in [2], we have
zaðtÞ ¼
Z t
1
ðt  sÞb1  a
Z t
s
ðt sÞb1eaðttÞ dt
 
eAðtsÞY ðsÞds
where
Y ðsÞ ¼ sin pb
p
Z s
1
ðs sÞbeAðssÞ dW ðsÞ
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4
Þ. It is proved in [2] that for g 2 ½0; 1
jðt  sÞb1  a
Z t
s
ðt sÞb1eaðttÞ dtj
pcðb; gÞagðt  sÞb1g þ ðt  sÞb1eaðtsÞ.
We deduce, by Poincare´ inequality,
jzaðtÞjLppc
Z t
1
ðagðt  sÞb1g þ ðt  sÞb1eaðtsÞÞelpðtsÞjY ðsÞjLp ds,
and, for r41, m 2 N, by Ho¨lder inequality we obtain if b4 1
2m
and b4gþ 1
2m
jzaðtÞjLppc ag
Z t
1
ðt  sÞ 2m2m1ðb1gÞð1þ jsjrÞ 12m1elpðtsÞ ds
 2m1
2m
24
þ
Z t
1
ðt  sÞðb1Þ 2m2m1e 2ma2m1ðtsÞð1þ jsjrÞ 12m1 ds
 2m1
2m
35

Z t
1
ð1þ jsjrÞ1jY ðsÞj2mLp ds
  1
2m
pcðag þ abþ 12mÞð1þ jtj r2mÞ
Z t
1
ð1þ jsjrÞ1jY ðsÞj2mLp ds
  1
2m
and the ﬁrst statement follows if g;b; m are chosen so that
1
2m
omin d
r
;
e
2
 
;
1
4
 e
2
ogþ e
2
o 1
4
.
Indeed, proceeding as in [2], we easily prove that
Kðe; d; pÞ ¼
Z 1
1
ð1þ jsjrÞ1jY ðsÞj2mLp ds
  1
2m
has all moments ﬁnite. &
Proposition 4.5. Let x 2 L2ð0; 1Þ and let X ðt; xÞ be the solution of (4.2).(i) For any d40, there exists a constant K1ðdÞ such that for any x 2 L4ð0; 1Þ, tX0
E sup
s2½0;t
jX ðs; xÞj4
L4
 !
p4jxj4
L4
þ K1ðdÞð1þ tdÞ.
4(ii) There exists a constant K2X0 such that for any x 2 L ð0; 1Þ and tX0
EðjX ðt; xÞj4
L4
Þpðep2t=16jxjL4 þ K2Þ4.
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EðjX ðt; xÞj4
L4
ÞpK3ð1þ jxj4L2 Þ.Proof. In the proof we shall denote by c several different constants. Let us prove (i).
Fix t40; x 2 L4 and d40 and set Y ðsÞ ¼ X ðs; xÞ  zaðsÞ, Y ðsÞ satisﬁes
dY ðsÞ
ds
¼ AY ðsÞ þ DxðY ðsÞ þ zaðsÞÞ2 þ azaðsÞ,
Y ð0Þ ¼ x  zað0Þ.
By similar computations as in [2, Proposition 2.2], we have that
1
4
d
ds
jY ðsÞj4
L4
þ 3
2
Z 1
0
jY ðsÞj2 jDxY ðsÞj2 dx
pcjzaðsÞj
8
3
L4
jY ðsÞj4
L4
þ cjzaðsÞj4
L4
þ a4jzaðsÞj4
L4
,
and, by the Poincare´ inequality,
d
ds
jY ðsÞj4
L4
þ 3p
2
8
jY ðsÞj4
L4
pcjzaðsÞj
8
3
L4
jY ðsÞj4
L4
þ ðc þ a4ÞjzaðsÞj4
L4
. (4.10)
We now choose a so large that
cjzaðsÞj
8
3
L4
p p
2
8
; s 2 ½0; t. (4.11)
For this we use Lemma 4.4 with
e ¼ 1
8
; p ¼ 4 and d replaced by d
8
.
We see that there exists c40 such that (4.11) holds provided a ¼ cðKð18; d8; 4Þ
ð1þ td=8Þ8Þ. So, by (4.10) it follows that
d
ds
jY ðsÞj4
L4
þ p
2
4
jY ðsÞj4
L4
pc 1þ K 1
8
;
d
8
; 4
 8
ð1þ tÞd
 !
; s 2 ½0; t.
Consequently, by the Gronwall lemma, we see that
jY ðsÞj4
L4
pep
2
4 sjY ð0Þj4
L4
þ c
Z s
0
e
p2
4 ðssÞ 1þ K 1
8
;
d
8
; 4
 8
ð1þ sÞd
 !
ds
pep
2
4 sjY ð0Þj4
L4
þ c 1þ K 1
8
;
d
8
; 4
 8
ð1þ tdÞ
 !
; s 2 ½0; t,
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jX ðs; xÞj4
L4
p4ep
2
4 sjxj4
L4
þ 4jzað0Þj4
L4
þ 4jzaðsÞj4
L4
þ c 1þ K 1
8
;
d
8
; 4
 8
ð1þ tdÞ
 !
p4ep
2
4 sjxj4
L4
þ c 1þ K 1
8
;
d
8
; 4
 8
ð1þ tdÞ
 !
; s 2 ½0; t. ð4:12Þ
Now, (i) follows since Kð1
8
; d
8
; 4Þ has ﬁnite moments.
To prove (ii) we denote by X ðt;t0; xÞ the solution at time t of the Burgers
equation with initial data x at the time t0. Since X ðt0; xÞ and X ð0;t0; xÞ have the
same law, it sufﬁces to prove
EðjX ð0;t0; xÞj4L4Þpðep
2t0=16jxjL4 þ K2Þ4; t0X0.
We set Y ðtÞ ¼ X ðt;t0; xÞ  zaðtÞ. Proceeding as above we ﬁnd
jY ðtÞj4
L4
peðp2=4ÞðtsÞjY ðsÞj4
L4
þ c 1þ K 1
8
;
1
8
; 4
 8
ð1þ jsjÞ
 !
; for 0XtXs.
Since ða þ bÞ1=4pa1=4 þ b1=4, we obtain
jX ðt;t0; xÞjL4pe
p2
16
ðtsÞjX ðs;t0; xÞjL4 þ c 1þ K
1
8
;
1
8
; 4
 8
ð1þ jsjÞ
 !1=4
; for 0XtXs.
We choose s ¼ t þ 1 ¼ 1; 2; . . . ; n0 with n0 ¼ ½t0 and then s ¼ t0 and t ¼ n0,
we obtain
jX ð0;t0; xÞjL4pen0p
2=16jX ðn0;t0; xÞjL4
þ c
Xn01
l¼0
elp
2=16 1þ K 1
8
;
1
8
; 4
 8
ð1þ lÞ
 !1=4
pet0p2=16jxjL4 þ c
Xn01
l¼0
elp
2=16 1þ K 1
8
;
1
8
; 4
 8
ð1þ lÞ
 !1=4
þ en0p2=16 1þ K 1
8
;
1
8
; 4
 8
ð1þ t0Þ
 !1=4
pet0p2=16jxjL4 þ c 1þ K
1
8
;
1
8
; 4
 8 !1=4
,
so, (ii) follows.
To prove (iii), we use, as in (i), Y ðsÞ ¼ X ðs; xÞ  zaðsÞ and have
1
2
d
ds
jY ðsÞj2
L2
þ jDxY ðsÞj2L2pcjzaðsÞj
8
3
L4
jY ðsÞj2
L2
þ cjzaðsÞj4
L4
þ a2jzaðsÞj2
L2
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sup
½0;2
jY ðsÞj2
L2
þ
Z 2
0
jDxY ðsÞj2L2 dspjxj2L2 þ cð1þ a2Þ.
For instance, we can take a ¼ cKð1
8
; 1; 4Þ8.
Moreover
d
ds
ðsjY ðsÞj4
L4
Þ þ p
2
4
sjY ðsÞj4
L4
pjY ðsÞj4
L4
þ cð1þ a4Þ
so that for t 2 ½1; 2
jY ðtÞj4
L4
p
Z 2
0
jY ðsÞj4
L4
ds þ cð1þ a4Þ.
Using the inequality (4.7), we have
jY ðtÞjL4pcjY ðtÞj
3
4
L2
jDxY ðtÞj
1
4
L2
and we deduce
jY ðtÞj4
L4
pc
Z 2
0
jY ðsÞj3
L2
jDxY ðsÞjL2 ds þ cð1þ a4Þ
pcðjxj4
L2
þ ð1þ a2Þ2Þ þ cð1þ a4Þ
for t 2 ½1; 2 and (iii) follows. &
Next lemma is similar to Lemma 2.6 in Kuksin-Shirikyan [8].
Lemma 4.6. Let r040 and r140, then there exist aðr0;r1Þ40 and Tðr0;r1Þ40 such
that for t 2 ½Tðr0;r1Þ; 2Tðr0;r1Þ and jx1jL4pr0, jx2jL4pr0,
PðjX ðt; x1ÞjL4pr1 and jX ðt; x2ÞjL4pr1ÞXaðr0; r1Þ.
Proof. Let X 0 be the solution of the deterministic Burgers equation
dX 0
dt
ðt; xÞ ¼ AX 0ðt; xÞ þ bðX 0ðt; xÞÞ
X 0ð0; xÞ ¼ x.
Since, as easily checked, ðbðX 0Þ; ðX 0Þ3Þ ¼ 0, we obtain by standard computations
jX 0ðt; xÞj4
L4
pep2t=4jxj4
L4
pep2t=4r40; for all jxjL4pr0.
We choose
Tðr0;r1Þ ¼
16
p2
ln
2r0
r1
 
.
Then, for tXTðr0; r1Þ
jX 0ðt; xÞjL4p
r1
2
for all jxjL4pr0.
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zðtÞ ¼
Z t
0
eðtsÞA dW ðsÞ
then for any Z40
P sup
½0;2T0ðr0;r1Þ
jzðtÞjL4pZ
 !
40
and since the solution of the stochastic equation is a continuous function of z we can
ﬁnd Z such that
jX ðt; xiÞjL4pjX 0ðt; xiÞj þ
r1
2
; i ¼ 1; 2,
for t 2 ½0; 2Tðr0; r1Þ provided jzðtÞjL4pZ on ½0; 2Tðr0;r1Þ. The conclusion follows
easily. &
4.3. Construction of the coupling
Let x1; x2 2 L4ð0; 1Þ, we construct ðX 1ð; x1; x2Þ; X 2ð; x1; x2ÞÞ a coupling of X ð; x1Þ
and X ð; x2Þ as follows. Fix r040, r140, R4maxfr0;r1g, T4T0 :¼ Tðr0;r1Þ
(deﬁned in Lemma 4.6), all to be chosen later.
We recall that ðX 1;Rðt; x1; x2Þ; X 2;Rðt; x1; x2ÞÞ represents the coupling of X Rð; x1Þ
and X Rð; x2Þ constructed in Section 4.1, where X Rð; x1Þ and X Rð; x2Þ are the
solutions of the cut-off equation (4.2).
We shall need also the coupling of X Rð; T0; x1Þ and X Rð; T0; x2Þ when the initial
time is any T040 instead of 0. We denote it by
ðX 1;Rðt; T0; x1; x2Þ; X 2;Rðt; T0; x1; x2ÞÞ
and in this case we shall write
tx1;x2R ¼ infft40 : X 1;Rðt þ T0; T0; x1; x2Þ ¼ X 2;Rðt þ T0; T0; x1; x2Þg.
Notice that tx1;x2R does not depend on T0 thank to the Markov property because the
Burgers equation does not depend explicitly on time.
First we shall construct the coupling on ½0; T , deﬁning ðX 1ðt; x1; x2Þ; X 2ðt; x1; x2ÞÞ
as follows. If
x1ax2; jx1jL4pr0; jx2jL4pr0; jX ðT0; x1ÞjL4pr1 and jX ðT0; x2ÞjL4pr1,
(4.13)
we set
X 1ðt; x1; x2Þ ¼ X ðt; x1Þ; X 2ðt; x1; x2Þ ¼ X ðt; x2Þ; for t 2 ½0; T0
and for i ¼ 1; 2
X iðt; x1; x2Þ ¼
X i;Rðt; T0; X ðT0; x1Þ; X ðT0; x2ÞÞ if T0ptpminfetR; Tg;
X ðt; ~tR; X i;Rð~tR; T0; X ðT0; x1Þ; X ðT0; x2ÞÞ if minfetR; TgotpT ;
(
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If (4.13) does not hold, we simply set
X 1ðt; x1; x2Þ ¼ X ðt; x1Þ; X 2ðt; x1; x2Þ ¼ X ðt; x2Þ; for t 2 ½0; T .
So, we have constructed the coupling on ½0; T . The preceding construction can be
obviously generalized considering a time interval ½t0; t0 þ T  and random initial data
ðZ1; Z2Þ, Ft0 -measurable. In this case we denote the coupling by
ðX 1ðt; t0; Z1; Z2Þ; X 2ðt; t0; Z1; Z2ÞÞ.
Now we deﬁne the coupling ðX 1ðt; x1; x2Þ; X 2ðt; x1; x2ÞÞ for all time, setting by
recurrence
X iðt; x1; x2Þ :¼ X iðt; kT ; X 1ðkT ; x1; x2Þ; X 2ðkT ; x1; x2ÞÞ,
i ¼ 1; 2; t 2 ½kT ; ðk þ 1ÞT .
Let us summarize the construction of the coupling on ½0; T . We ﬁrst let the original
processes X ð; x1Þ, X ð; x2Þ evolve until they are both in the ball of radius r0. Then,
we let them evolve and if at time T0 they both enter the ball of radius r1 we use the
coupling of the truncated equation as long as the norm do not exceed R (so that ifetRXT  T0 we have a coupling of the Burgers equation having good properties).
Then, if the coupling is successful, i.e. if X 1ðT ; x1; x2Þ ¼ X 2ðT ; x1; x2Þ, we use the
original Burgers equation and the solutions remain equal. Otherwise, we try again in
½T ; 2T  and so on.4.4. Exponential convergence to equilibrium for the Burgers equation
We shall choose now r0, r1, R and T (recall that T0 ¼ Tðr0;r1Þ is determined by
Lemma 4.6). We ﬁrst assume that
jx1jL4pr0 and jx2jL4pr0
and set
A ¼ ftX ðT0;x1Þ;X ðT0;x2ÞR pT  T0g ðthe coupling is successfull in ½T0; T Þ,
B ¼ sup
t2½T0;T ;i¼1;2
jX i;Rðt; T0; X ðT0; x1Þ; X ðT0; x2ÞÞjL4pR
( )
,
C ¼ max
i¼1;2
jX ðT0; xiÞjL4pr1
% &
.
Then, we have
PðX 1ðT ; x1; x2Þ ¼ X 2ðT ; x1; x2ÞÞXPðA \ B \ CÞ.
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4.6 it follows that
P max
i¼1;2
jX ðT0; xiÞjL4pr1
 
Xaðr0;r1Þ.
Moreover,
PðA \ B \ CÞ ¼
Z
jyijL4pr1;i¼1;2
PðA \ BjX ðT0; x1Þ ¼ y1; X ðT0; x2Þ ¼ y2Þ
PðX ðT0; x1Þ 2 dy1; X ðT0; x2Þ 2 dy2Þ. ð4:14Þ
But
PðA \ BjX ðT0; x1Þ ¼ y1; X ðT0; x2Þ ¼ y2Þ
¼ P ty1;y2R pT  T0 and sup½T0;T 
jX i;Rðt; T0; y1; y2ÞjL4pR for i ¼ 1; 2
 !
X1 Pðty1;y2R 4T  T0Þ 
X
i¼1;2
P sup
½T0;T 
jX i;Rðt; T0; y1; y2Þj4R
 !
. ð4:15Þ
By the Chebyshev inequality and (4.9) it follows that
Pðty1;y2R XT  T0Þp
1
T  T0
Eðty1;y2R Þp
1
T  T0
f Rðjy1  y2jÞ
and, since LðX i;Rð; T0; y1; y2ÞÞ ¼LðX Rð; T0; yiÞÞ ¼LðX Rð; yiÞÞ, we have, taking
into account Proposition 4.5 (i), that
P sup
½T0;T 
jX i;Rðt; T0; y1; y2ÞjL44R
 !
¼ P sup
½0;TT0
jX Rðt; yiÞjL44R
 !
¼ P sup
½0;TT0
jX ðt; yiÞjL44R
 !
p 4r
4
1 þ K1ðdÞð1þ ðT  T0ÞdÞ
R4
.
Consequently, if jyijL4pr1 for i ¼ 1; 2,
1 Pðty1;y2R 4T  T0Þ 
X
i¼1;2
P sup
½T0;T 
jX i;Rðt; T0; y1; y2Þj4R
 !
X1 1
T  T0
f Rðjy1  y2jÞ  2
4r41 þ K1ðdÞð1þ ðT  T0ÞdÞ
R4
X1 1
T  T0
f Rð2r1Þ 
8r41 þ 2K1ðdÞð1þ ðT  T0ÞdÞ
R4
.
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PðX 1ðT ; x1; x2Þ ¼ X 2ðT ; x1; x2ÞÞ
X 1 1
T  T0
f Rð2r1Þ 
8r41 þ 2K1ðdÞð1þ ðT  T0ÞdÞ
R4
 !
aðr0;r1Þ. ð4:16Þ
We choose now T  T0 ¼ 1, r1p1 and R such that
8þ 4K1ðdÞ
R4
p 1
4
. (4.17)
Then, we take r1 such that
f Rð2r1Þp
1
4
(4.18)
(this is possible since f Rð0Þ ¼ 0 and f R is continuous).
It follows
PðX 1ðT ; x1; x2Þ ¼ X 2ðT ; x1; x2ÞÞX
1
2
aðr0;r1Þ; for all jx1jL4pr0; jx2jL4pr0.
(4.19)
To treat the case of arbitrary x1, x2, have to choose r0. We proceed as in
Kuksin–Shirikyan [8] and introduce the following Kantorovich functional
Fk ¼ Eðð1þ nðjX 1ðkT ; x1; x2Þj4L4 þ jX 2ðkT ; x1; x2Þj4L4 ÞÞ1X 1ðkT ;x1;x2ÞaX 2ðkT ;x1;x2ÞÞ,
where k 2 N [ f0g and n is to be chosen later.
Proposition 4.7. There exist positive numbers r0; n; g such that
PðX 1ðkT ; x1; x2ÞaX 2ðkT ; x1; x2ÞÞ
pegkð1þ nðjx1j4L4 þ jx2j4L4ÞÞ; x1; x2 2 L4ð0; 1Þ. ð4:20Þ
Proof. We shall denote by the same symbol c several different constants. Let us
estimate F 1 in terms of F 0 ¼ ð1þ nðjx1j4L4 þ jx2j4L4 ÞÞ1x1ax2 . If x1 ¼ x2 then
X 1ðT ; x1; x2Þ ¼ X 2ðT ; x1; x2Þ a.s. and so, F 1 ¼ 0. Let now x1ax2. If jx1jL44r0 then
X 1ðT ; x1; x2Þ ¼ X ðT ; x1Þ and X 2ðT ; x1; x2Þ ¼ X ðT ; x2Þ. Consequently, taking into
account Proposition 4.5(ii),
F1 ¼ E ð1þ nðjX ðT ; x1Þj4L4 þ jX ðT ; x2Þj4L4 ÞÞ1X ðT ;x1ÞaX ðT ;x2Þ
' (
pE½1þ nðjX ðT ; x1Þj4L4 þ jX ðT ; x2Þj4L4Þ
p1þ nððep2T=16jx1jL4 þ K2Þ4 þ ðep
2T=16jx2jL4 þ K2Þ4Þ.
Since TXT  T0 ¼ 1, there exists c such that
ðep2T=16a þ bÞ4pep2T=8a4 þ cb4; for any a; bX0 (4.21)
ARTICLE IN PRESS
G. Da Prato et al. / Stochastic Processes and their Applications 115 (2005) 1384–1407 1405and we deduce that, if x1ax2 and jx1jL44r0 (or if x1ax2 and jx2jL44r0),
F1p1þ nðep2T=8ðjx1j4L4 þ jx2j4L4Þ þ cK42Þ (4.22)
Let us now consider the case when x1ax2, jx1jL4pr0 and jx2jL4pr0. Taking into
account (4.19) and Proposition 4.5, we have
F1 ¼ E½ð1þ nðjX 1ðT ; x1; x2Þj4L4 þ jX 2ðT ; x1; x2Þj4L4 ÞÞ1X 1ðT ;x1;x2ÞaX 2ðT ;x1;x2Þ
pPðX 1ðT ; x1; x2ÞaX 2ðT ; x1; x2ÞÞ þ nE½jX 1ðT ; x1; x2Þj4L4 þ jX 2ðT ; x1; x2Þj4L4 
p1 1
2
aðr0; r1Þ þ nðep
2T=8ðjx1j4L4 þ jx2j4L4 Þ þ cK42Þ ð4:23Þ
since LðX iðT ; x1; x2ÞÞ ¼LðX ðT ; xiÞÞ and thanks to Proposition 4.5 (ii) and (4.21).
To conclude, we shall choose r0 and n such that
q1ðlÞ :¼
1þ nðep2T=8lþ cK42Þ
1þ nl pe
g; for l4r40
q2ðlÞ :¼
1 1
2
aðr0;r1Þ þ nðep
2T=8lþ cK42Þ
1þ nl pe
g; for lp2r40. (4.24)
Note ﬁrst that q1 is decreasing in l and tends to e
p2T=8 as l!1. We choose r0
such that
r40 ¼
2ð1þ cK42Þ
1 ep2T=8 ; T ¼ 1þ T0ðr0;r1Þ.
(It is easy to see that this equation has a solution). With this choice of r0, it is also
easy to check that q1ðr40Þo1.
Choosing now
n ¼ aðr0; r1Þ
4cK42
it is easy to check that
q2ðlÞpmax ep
2T=8; 1 1
4
aðr0;r1Þ
% &
.
Hence, choosing g such that
egXmax 1 1
4
aðr0;r1Þ; q1ðr0Þ
% &
,
(4.24) is fulﬁlled.
Now we continue the estimate of F 1. For any lXr40 we have from the ﬁrst
inequality in (4.24) that
1þ nðep2T=8lþ cK42Þpegð1þ nlÞ.
Then from (4.22) we deduce that if x1ax2 and jx1jL44r0 or jx2jL44r0, we have
F1pegð1þ nðjx1j4L4 þ jx2j4L4 ÞÞ ¼ egF 0.
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1 1
2
aðr0; r1Þ þ nðep
2T=8lþ cK42Þpegð1þ nlÞ
for any lp2r40. Then, by (4.23), we obtain for x1ax2, jx1jL4pr0 and jx2jL4pr0
F1pegð1þ nðjx1j4L4 þ jx2j4L4 ÞÞ ¼ egF 0.
Therefore, we have in any case
F1pegF0; x1; x2 2 L4ð0; 1Þ.
It is not difﬁcult to check that ðX 1ðkT ; x1; x2Þ; X 2ðkT ; x1; x2ÞÞk2N is a Markov chain
so that we obtain for any k 2 N
Fkþ1pegF k; x1; x2 2 L4ð0; 1Þ.
and, so
FkpekgF 0; x1; x2 2 L4ð0; 1Þ.
In particular
PðX 1ðkT ; x1; x2ÞaX 2ðkT ; x1; x2ÞÞ
pekgð1þ nðjx1j4L4 þ jx2j4L4 ÞÞ; x1; x2 2 L4ð0; 1Þ: &
By Proposition 4.7 the exponential convergence to equilibrium follows for
x1; x2 2 L4ð0; 1Þ. If x1; x2 2 L2ð0; 1Þ, we write
PðX 1ðkT ; X ð1; x1Þ; X ð1; x2ÞÞaX 2ðkT ; X ð1; x1Þ; X ð1; x2ÞÞ
peðk1Þgð1þ nEðjX ð1; x1Þj4L4 þ jX ð1; x2Þj4L4 ÞÞ
and use Proposition 4.5 (iii) to conclude the proof of Theorem 4.1. &References
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