The number of potential participants in information diffusion is dynamically changing, and the topological structure of a real social network is affected by environment noise. In this paper, a stochastic information diffusion model considering both population perturbation and connectivity variation has been proposed. For the model on homogeneous network, we show the existence and uniqueness of the global positive solution and give a sufficient condition of extinction of information. A series of numerical simulations on Watts-Strogatz (WS) network, Barabási-Albert (BA) network and real-world Facebook network have been conducted to verify the theoretical analysis and evaluate the sensitivity of the proposed model to relevant parameters. We find that both population perturbation and connectivity variation have great impacts on information diffusion process. In general, the connectivity variation noise promotes the spread of information, and the population perturbation noise corresponding to I-infected individuals inhibit the spread of information. In the case of large noise intensity, the population perturbation noise corresponding to I-infected individuals plays a decisive role compared with the connectivity variation noise.
I. INTRODUCTION
In the past decades, the researches of complex network have been widely reported [1] - [5] . With the rapid development of Internet technology, the popularity of online social networks such as Facebook, Google Plus, and Twitter has greatly changed the way of information diffusion [6] . Without the restriction of physical space, the interaction between individuals or organizations is more flexible and diverse [7] . Information diffusion in complex social networks has received much attention in recent years [8] - [12] . The fundamental epidemic model involving immune population is the Susceptible-Infected-Removed (SIR) model that was initially studied by Kermack and McKendrick [13] . Since the similarity between information diffusion on social networks and virus propagation on biological networks, epidemic models have been widely applied to explore the information dynamics on social networks [14] - [17] . Some researches show that the topology properties of social The associate editor coordinating the review of this manuscript and approving it for publication was Yichuan Jiang . networks play a significant role in diffusion dynamics and the most famous finding is that highly heterogeneous structures lead to the absence of threshold [18] - [22] . Moreover, Huo et al. [23] modified a SIR model on heterogeneous networks by taking into account the activity and infectivity of nodes. Sun et al. [24] proposed a competitive diffusion model to describe the diffusion processes of two types of information in social networks. These models are ordinary differential equations (ODE) that based on mean-field theory and percolation theory.
As most real world problems are not deterministic, including stochastic effects into the model gives us a more realistic way of modelling diffusion dynamics. Mao et al. [25] studied the environmental noise in population and showed that even a tiny amount of noise can suppress a potential population explosion. Imhof and Walcher [26] introduced a variant of the deterministic single-substrate chemostat model and founded that random effects may lead to extinction in scenarios where the deterministic model predicts persistence. Melbourne and Hastings [27] divided stochasticity into four categories to study the risk of extinction of natural populations and showed VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ that only with the full stochastic model can the extinction risk be correctly determined. Furthermore, stochastic differential equations (SDE) models have been widely used in researches of modeling epidemic with noise perturbation, and many scholars showed that environmental noise has great influence on epidemic dynamics [28] - [31] . Introducing the stochasticity by parameter perturbation is a standard technique in stochastic population modelling [32] . For example, in epidemic dynamics, external noise can be taken into account by replacing the characteristic parameters of the deterministic mean-field equations, such as birth and death rates or the transmission rate [33] . Jiang et al. [34] assumed that stochastic perturbations are white noise type which are directly proportional to members of three states.
In fact, many real-world networks often have inherent uncertainty that is related to network participants that are constantly changing and evolving [35] - [37] . Considering that the topological structure of a real social network is time-varying, Zhu and Wang [38] described the variation of connectivity as environment noise and proposed an improved SIR model. However, the model in [38] is defined on fixed-size networks. Nowadays, online social networks such as Facebook, Twitter, YouTube, LiveJournal, and Weibo are becoming more and more popular over these years that their users are increasing every day [16] , [17] , [39] , [40] . At the same time, some users may log out of their social accounts and quit the social network. Therefore, the size of a real social network is always non-fixed, which indicates that the number of potential participants in information diffusion is dynamically changing.
In this paper, we extend the model in [38] to non-fixed size networks to make it closer to real life. And inspired by the above researches in population and epidemic dynamics, we introduce population stochasticity into model via the technique of parameter perturbation. In section 2, a modified stochastic information diffusion model that considering both population perturbation and connectivity variation in complex social networks has been proposed. Section 3 shows the existence and uniqueness of the global positive solution and gives a sufficient condition of extinction of information. Section 4 conducts numerical simulations on Watts-Strogatz (WS) network, Barabási-Albert (BA) network, and a realworld network based on Facebook dataset. Finally, conclusions and discussions are given in Section 5.
II. STOCHASTIC INFORMATION DIFFUSION MODEL
Inspired by previous literatures [25] - [34] , both birth and death rates in population and epidemic dynamics have been considered which would result in a time-varying network size. To that end, we take birth and death rates into account and describe death rates with random quantities introduced in [32]- [34] . It is noteworthy that as time goes on, the noise can suppress the potential population explosion [25] , which means that the network size will always be finite. Moreover, the topological structure of a real social network is also timevarying (individuals establish new connection to new friends in real life or hot people they have focused on recently while FIGURE 1. Structure of the stochastic information diffusion model. A is the birth rate, µ is the death rate, λ is the infection rate, and η is the recovery rate.Ḃ 0 t ,Ḃ 1 t ,Ḃ 2 t , andḂ 3 t are mutually independent standard Brownian motions and θ , σ 1 , σ 2 , and σ 3 are their intensities. WhenḂ i t > 0, σ iḂi t represents the extra birth rate, and wheṅ B i t < 0, −σ iḂi t represents the extra death rate. i= 1, 2, 3 correspond to S, I, and R, respectively. θḂ 0 t represents the connectivity variation of the network. disconnect those inactive strangers and friends who send spam or advertisements periodically) [38] . At each time step, N (t) individuals are divided into three groups: S-susceptible ones who do not know the information, I-infected ones who know and spread the information, and R-recovered ones who know the information but do not spread it. Besides, individuals are represented by nodes and relationships between individuals are regarded as connections.
A. HOMOGENEOUS NETWORK
The topology of a real social network is affected by both environment noise and changes in the number of nodes. In order to simulate information diffusion more realistically, our model consists of two dynamic processes: network evolution and information spreading.
The network evolution dynamics is defined as follows. At initial time (t = 0), the homogeneous network has N 0 individuals with average degree k . As shown in Fig. 1 , at each time step, A is the birth rate, which represents the influx into the susceptible individuals, µ is the death rate, and by parameter perturbation [32] - [34] , the birth-death rates [41] can be described as:
where i = 1, 2, 3 correspond to S, I, and R, respectively.
are mutually independent standard Brownian motions and σ 1 , σ 2 , σ 3 are their intensities. It is worth noting that ifḂ i (t) > 0, σ iḂi (t) represents the extra birth rate, and ifḂ i (t) < 0, −σ iḂi (t) represents the extra death rate. Meanwhile, we continue the method in [38] , regarding the variation of connectivity as environment noise, and the interference on average degree can be described as additive noise:
where B 0 (t) is a standard Brownian motion that mutually independent with B 1 (t), B 2 (t), B 3 (t). θ is noise intensity which describes the stability of degree distribution. We consider the following information spreading dynamics. At time t, a susceptible node change into an infected one when information is transmitted from neighboring infected nodes through connections between them with infection rate λ, and an infected node cease spreading information spontaneously with rate η. At time t + 1, information will diffuses based on the new network topology. Thus, we establish the stochastic information diffusion model on homogeneous network:
B. HETEROGENEOUS NETWORK
Zhu and Wang [38] assumed the nodes with the same connectivity are affected under the same noise and defined the noise is independent identically distributed (IID) among nodes with different degree. They established the information spreading model on heterogeneous networks as follows:
where k = k(t + 1) = k(t) + θḂ 0k (t) is determined by the degree and Brownian noise at last time. Meanwhile,
represents the probability that any given link points to an infected node. Let A k denotes the influx into the susceptible individuals with degree k, then A = k A k is the constant number of individuals into susceptible individuals per time step. As in the case of homogeneous networks, we replace the parameter µ with µ−σ iḂi (t) by parameter perturbation. Thus we obtain the stochastic information diffusion model on heterogeneous network:
whereḂ i (t), i = 1, 2, 3 are mutually independent standard Brownian motions and σ 1 , σ 2 , σ 3 are their intensities.
III. THEORETICAL PROOF
In this section, we analyze the properties of solutions in homogeneous network interfered with noise and prove the steady state of diffusion dynamics when time tends to infinity. Let ( , F, P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is increasing and right continuous while F 0 contains all P−null sets). Let B i (t) be the Brownian motions defined on this probability space, (i = 0, 1, 2, 3). Also let R n
A. EXISTENCE AND UNIQUENESS OF THE GLOBAL POSITIVE SOLUTION
To investigate the dynamical behavior of model (3), the first concern is whether the solution is global existence. Moreover, for a model of information dynamics, whether the value is positive is also required. The following lemma shows that the solution of SDE model is global and positive in which the Gaussian white noise has been researched as environment noise in [25] .
Lemma 1: For any given initial value (S(0), (3) on t ≥ 0, and the solution will remain in R 3 + with probability 1. Proof: Since the coefficients of the equation are locally Lipschitz continuous, for any given initial value (S(0),
where τ e is explosion time [25] . To show this solution is global, we need to show that τ e = ∞ a.s. Let k 0 > 0 be sufficient large and (S(0), I (0), R(0)) ∈ [1/k 0 , k 0 ]. For each integer k ≥ k 0 , define the stopping time
with the traditional setting inf Ø = ∞ (as usual Ø denotes empty set). Obviously, τ k is increases as k → ∞. Set τ ∞ = lim k→∞ τ k , we have τ ∞ ≤ τ e a.s. If the hypothesis τ ∞ = ∞ is true, then τ e = ∞ a.s. and (S(t), I (t), R(t)) ∈ R 3 + a.s. for t ≥ 0. In other words, to complete the proof all we need to show is τ ∞ = ∞. If this hypothesis is false, then there is a pair of constants T > 0 and ε ∈ (0, 1) such that P{τ ∞ ≤ T } > ε. Hence there exists an integer k 1 ≥ k 0 such that
Let us define a C 2 -function V :
The nonnegativity of this function can be seen from
Applying Itô formula, we obtain dV (S, I , R) = (t)dt VOLUME 7, 2019
where
which is bounded. We assume (t) ≤ K , K ∈ R + . Therefore, we obtain
where τ k ∧T means min{τ k , T }. Whence taking expectations, we yields
Set k = {τ k ≤ T } for ∀k ≥ k 1 , and by (8), we have P( k ) ≥ ε. For ∀ω ∈ k from the definition of stopping time at least one of S(ω ∧ τ k ),
Consequently, It then follows from (13) that
where 1 k is the indicator function of k . Letting k → ∞, we have that
Since V (S(0), I (0), R(0)) and K are bounded, we must have T = ∞, which is a contradiction, so we must have τ ∞ = ∞. Therefore, it is easy to see from this lemma that S(t), I (t), and R(t) will not explode in a finite time with probability one, which means the states of all individuals can be determined when the quantity of a state (susceptible state, infected state or recovered state) is known.
B. SUFFICIENT CONDITION OF EXTINCTION
The following lemma gives a sufficient condition for the extinction of information expressed in terms of intensities of noises and model parameters.
Lemma 2: If k 2 2θ 2 − ( 1 2 σ 2 2 + µ + η) < 0, then for any given initial value (S(0),
Namely, I (t) tends to zero exponentially almost surely. In other words, the information dies out with probability 1. Proof: Define a function V (I ) = ln(I (t)), by Itô's lemma, we have By taking definite integral, we get
Thus we have
By the large number theorem for martingales, we obtain
And by applying the strong law of large numbers to the Brownian motion, we have
Hence,
IV. SIMULATIONS AND DISCUSSIONS
We conduct a series of numerical simulations to verify the above theoretical results and further investigate the properties of the refined stochastic information diffusion model. Firstly, using Milstein's Higher Order Method [42] , we get the numerical solution of the stochastic information diffusion model on homogeneous network. To explore the information diffusion process in homogeneous and heterogeneous networks, we then generate two representative networks separately (WS small-world network [1] and BA scale-free network [2] ). Finally, we carry out Monte Carlo simulations to investigate the information diffusion dynamics on these synthetic networks and real-world Facebook network. The initial size of WS small-world network is N 0 = 1000, the average degree k = 6 and the rewiring probability is p = 0.2. On the BA scale-free network, the origin number of nodes is m 0 = 6 and the growth of edges is m = 6, the initial network size is same as WS network. In the experiment of real-world network, we evaluate the information diffusion process over Facebook social network [43] . The Facebook dataset contains totally 4039 users and 88234 edges, and the average degree is about 40 [44] . We set A = 10, λ = 0.5, µ = 0.01, η = 1, θ = 5, σ 1 = 0.01, σ 2 = 0.01, and σ 3 = 0.01 which satisfies (17) in Lemma2. These parameters are used in the following numerical simulations unless otherwise specified. To reduce the random error, all the simulation results are averaged over 100 independent runs and each simulation is performed by starting from a randomly chosen initial infected node. Meanwhile, for practical reasons, all the IID zero mean Gaussian white noise is generated to meet the condition that the degree of all nodes are greater than 0 and less than network size. Fig. 2 displays the theoretical value of SDE model on homogeneous network. It is clear to see that there is a sharp increase in the density of infected nodes as they begin to propagate information. With further spreading of the information, the density of infected nodes reaches to a peak and thereafter declines. Finally, the density of infected nodes is zero and this leads to the termination of information spreading. In this process, the density of susceptible nodes decreases rapidly while the density of recovered nodes increases rapidly until they reach the steady state, which is consistent with the conclusion demonstrated in Lemma 2.
The dynamic behaviors of the refined SIR model on synthetic networks and the Facebook network have been showed in Fig. 3 . Under the parameter conditions that proved in Lemma 2, information tends to disappear after diffusion and finally reach steady state on both synthetic networks and the Facebook network. Comparison of Fig. 3 (a) with (b) demonstrates that the peak time of infected nodes and the lifecycle of information on WS network are longer than those on BA network. On the contrary, peak density of infected nodes and the information final diffusion scale R(∞)on WS network are smaller than those on BA network. Above phenomena show that information diffuses faster and the diffusion scale is larger on BA network than WS network under the same parameters and noise intensities. The existence of hub nodes and the scale-free feature accelerate information diffusion process [38] . Due to the homogeneous characteristic of the WS network, we can find the similarity between Fig. 3(a) and Fig. 2 , which indicates that the numerical simulation is corresponding to the theoretical value. In addition, both BA scale-free network and realworld network submit to the power-law degree distribution. Therefore, we can also find that Fig. 3(b) is highly similar to Fig. 3(c) . Fig. 4 shows the dynamic behaviors of the model in [38] , which is applicable to fixed-size networks and without considering population perturbation. By comparing Fig. 3 with Fig. 4 , we can find that the peak time of infected nodes will be larger and the information final diffusion scale R(∞)will be smaller when population dynamics is considered. Moreover, peak density of infected nodes on BA network and Facebook network will decrease significantly. The difference between Fig. 3 and Fig. 4 shows that population dynamics slightly delays the information spreading process and reduces the final diffusion scale. Fig. 5 shows the normalized mention times of three Twitter hashtags [44] . The Twitter hashtag dataset contains the number of mention times per hour of 1000 Twitter hashtags with corresponding time series, which are the 1000 hashtags with highest total mention times among 6 million hashtags from Jun. to Dec. 2009. As can be seen from Fig. 5 , Twitter users have different interest in different topics, which corresponds to different basic reproduction number in information diffusion model. Fig. 6 illustrates how the densities of infected nodes change over time with different basic reproduction number on synthetic networks, where we set λ/η = 0.2, 0.6, 1 respectively. It has an almost consistent trend comparing with the real data that illustrated in Fig. 5 . We can find that with the increase of basic reproduction number, information spreads much faster and the peak density of infected individuals increases significantly. Meanwhile, the peak time of infected individuals and the information lifecycle reduce obviously. It is worth noting that in Fig. 6(a) , the basic reproduction number λ/η = 0.2 is close to the critical threshold 1/ k of ODE model [18] , which cause the information makes less influence. However, due to the scale-free feature of BA network, curves with λ/η = 0.2 in Fig. 6(b) shows a faster diffusion speed and a larger peak density of infected nodes than curves with λ/η = 0.2 on WS network. Next, we will focus on how noise intensities impact information diffusion process on synthetic networks, the value of λ/η would be fixed.
To investigate how noise intensities affects the information diffusion process, we consider two indicators: peak density of infected nodes and lifecycle of information to measure the degree of information diffusion. For the noise intensities of population perturbation σ 1 , σ 2 , σ 3 , we find that σ 2 is the decisive factor for the extinction of information according to Lemma 2. In addition, the size of the network will change dramatically at each time step if σ 1 and σ 3 are too large. Without losing generality, we fix σ 1 and σ 3 as σ 1 = 0.01 and σ 3 = 0.01. Fig. 7 presents the peak density of infected nodes and lifecycle of information vary with noise intensity σ 2 on WS network and BA network. Fig. 7 (a) and (b) display that there exists a negative correlation between peak density of infected nodes and noise intensity σ 2 overall. It is noteworthy that the peak density of infected nodes decreases almost linearly with the increase of σ 2 in the case of weak noise. With the continuous increase of noise intensity, the peak density of infected nodes gradually stabilizes. Fig. 7 (c) and (d) show that lifecycle of information also exists a negative correlation with noise intensity σ 2 overall. Moreover, information will die out soon on both WS network and BA network when σ 2 is large enough.
In order to further reveal the influence of the noise intensities of both population perturbation and connectivity variation on information diffusion and verify the preceding analysis, we present the simulation results under different θ and σ 2 on WS network and BA network in Fig. 8 . As illustrated in Fig. 8 (a) and (b), peak density of infected nodes show a positive correlation with connectivity variation noise intensity θ under different population perturbation noise intensity σ 2 . On the contrary, peak density of infected nodes show a negative correlation with noise intensity σ 2 under different noise intensity θ. From observation of Fig. 8 (c) and (d) , lifecycle of information shows negative correlation with both connectivity variation noise intensity θ and population perturbation noise intensity σ 2 . Combining Fig. 8 (a) and (b), we can find that the difference is that the large connectivity variation noise accelerates the extinction of the information by promoting the spread of information, and the large population perturbation noise corresponding to I-infected individuals accelerates the extinction of the information by suppressing the spread of information. Moreover, when population perturbation noise intensity σ 2 is large enough, it plays the decisive role compared with the connectivity variation noise intensity θ .
V. CONCLUSION
In this paper, we considered some more realistic factors and extended the classical SIR information diffusion model to make it closer to real life. The size of a real social network is always non-fixed, which indicates that the number of potential participants in information diffusion is dynamically changing, and meanwhile, the topological structure of a real social network is time-varying. Based on the classical SIR model, a SDE model considering both population perturbation and connectivity variation has been proposed. For SDE model on homogeneous network, in order to analyze the properties of solutions and prove the steady state, we show the existence and uniqueness of the global positive solution and give a sufficient condition of extinction of information. Also we conduct a series of numerical simulations on synthetic networks and real-world Facebook network to verify the theoretical analysis and evaluate the sensitivity of the proposed model to relevant parameters.
The results show that both population perturbation and connectivity variation have great impacts on information spreading process. In general, the connectivity variation noise promotes the spread of information, and population perturbation corresponding to I-infected individuals inhibit the spread of information. In addition, when population perturbation noise intensity σ 2 is large enough, it plays the decisive role in the spread of information. Furthermore, the scale-free feature of network and the increase of basic reproduction number will significantly accelerate the spread of information.
As future extension of this work, we tend to propose an extended model with more states and take into account the variable infection rate disturbed by multiplicative noise.
