Inertial-range asymptotic behavior of a vector (e.g., magnetic) field, passively advected by a strongly anisotropic turbulent flow, is studied by means of the field theoretic renormalization group and the operator product expansion. The advecting velocity field is Gaussian, not correlated in time, with the pair correlation function of the form
I. INTRODUCTION
Much attention has been attracted to the problem of intermittency and anomalous scaling in developed magnetohydrodynamic (MHD) turbulence; see, e.g., [1] - [8] and references therein. It has long been known that in the so-called Alfvénic regime, the MHD turbulence demonstrates the behavior, similar to that of the usual fully developed fluid turbulence: cascade of energy from the infrared range towards smaller scales, where the dissipation effects dominate, and self-similar (scaling) behavior of the energy spectra in the intermediate (inertial) range. Moreover, intermittent character of the fluctuations in the MHD turbulence is much strongly pronounced than in ordinary turbulent fluids.
The solar wind provides a kind of an appropriate "wind tunnel" in which different approaches and models of the MHD turbulence can be tested [3] - [7] . In solar flares, highly energetic and anisotropic large-scale motions coexist with small-scale coherent structures, finally responsible for the dissipation. Thus modelling the way how the energy is redistributed, transferred along the spectra and eventually dissipated is a difficult task. The intermittency strongly modifies the scaling behavior of the higher-order correlation functions, leading to anomalous scaling, described by infinite sets of independent "anomalous exponents." * n.antonov@spbu.ru, ngulitskiy@gmail.com A simplified description of the situation was proposed in [2] : the large-scale field B 0 i = n i B 0 dominates the dynamics in the distinguished direction n, while the activity in the perpendicular plane is described as nearly two-dimensional. This picture allows for precise numerical simulations, which show that turbulent fluctuations organize in rare coherent structures separated by narrow current sheets. On the other hand, the observations and simulations show that the scaling behavior in the solar wind is closer to the anomalous scaling in the three-dimensional fully developed hydrodynamic turbulence, rather than to simple Iroshnikov-Kraichnan scaling suggested by two-dimensional picture with the inverse energy cascade; see, e.g., the discussion in [3] . Thus further analysis of more realistic three-dimensional models is welcome.
Two main simplifications of the full-scale model are possible here. First, the magnetic field can be taken passive, that is, not to affect the dynamics of the velocity field. This approximation is valid when the gradients of the magnetic fields are not too large. What is more, the renormalization group analysis shows that such a "kinematic regime" can indeed describe the possible infrared (IR) behavior of the full-scale model [9] .
Second, description of the fluid turbulence remains itself a difficult task. Once the feedback of the magnetic field is neglected, the velocity can be modelled by statistical ensembles with prescribed properties.
In spite of their relative simplicity, the models of passive fields, advected by such "synthetic" velocity ensembles, reproduce many of the anomalous features of gen-uine turbulent mass or heat transport. At the same time, they admit a detailed analytical treatment. Most remarkable progress was achieved for Kraichnan's "rapidchange model," where the correlation function of the velocity is taken in the power-like form vv ∝ δ(t − t ′ )k −d−ξ , where k is the wave number, d is the dimension of space and ξ is an arbitrary exponent. There, for a passive scalar field (temperature or density of an impurity), the existence of anomalous scaling was established on the basis of a microscopic dynamic model [10] ; the corresponding exponents were calculated within controlled approximations [11] and, eventually, within systematic perturbation expansions in a formal small parameter ξ [12] . Detailed review of the theoretical research on the passive scalar problem and the bibliography can be found in [13] .
Owing to the presence of a new stretching term (in addition to the advecting term) in the dynamic equation for the vector (e.g., magnetic) field, the behavior of the passive vector fields appears much richer than for the scalar case [15] - [27] : they reveal anomalous scaling already on the level of the pair correlation function [15, 16] and develop some large-scale instabilities, interpreted as the turbulent dynamo effect [14, 15, 21] . Quoting [28] : "...there is considerably more life in the large-scale transport of vector quantities" (p. 232).
A most powerful method to study the anomalous scaling in various statistical models of turbulent advection is provided by the field theoretic renormalization group (RG) and operator product expansion (OPE); see the monographs [29, 30] and references therein. In the RG+OPE scenario [12] , anomalous scaling appears as a consequence of the existence in the model of composite fields ("composite operators" in the quantum-field terminology) with negative scaling dimensions; see [31] for a review and the references. In a number of papers [19, 20, 22, 23, 26] the RG+OPE approach was applied to the case of passive vector (magnetic) fields in Kraichnan's ensemble, and to its generalizations (large-scale anisotropy, compressibility, finite correlation time, nonGaussianity, more general form of the nonlinearity). Explicit analytical expressions were derived for the anomalous exponents to the first [19, 20] and the second [22, 23] orders in ξ. For the pair correlation function of the magnetic field, exact results were obtained within the zeromode approach [15] [16] [17] .
In this paper, we apply the RG+OPE approach to the inertial-range behavior of strongly anisotropic MHD turbulence within the framework of a simplified model, where the magnetic field is passive and the velocity field is modelled by a Gaussian ensemble with prescribed statistics. Our model differs from the conventional KazantsevKraichnan kinematic dynamo model in two respects:
(1) It involves a general relative coefficient A between the stretching and the advecting terms in the equation for the vector field. Inclusion of this coefficient makes the model non-local in space and requires the introduction of a pressure-like nonlocal term into the equation.
The generalized model allows one to study the effects of pressure and includes, as special cases, three models that are interesting on their own: the kinematic MHD model with A = 1 (where the pressure effects disappear), the linearized Navier-Stokes equation with A = −1, and the passive vector "admixture" with A = 0 [24] - [27] .
(2) Second, we focus on the effects of strong anisotropy and chose the Gaussian velocity ensemble as follows: the velocity field is oriented along a fixed direction n ('orientation of a large-scale flare' in the context of the solar corona dynamics) and depends only on the coordinates in the subspace orthogonal to n. In the momentum space, its correlation function is chosen in the form: vv ∝ δ(t − t ′ ) k
, where k ⊥ = |k ⊥ | and k ⊥ is the component of the momentum (wave number) k perpendicular to n. This model can be viewed as a d-dimensional generalization of the strongly anisotropic velocity ensemble introduced in [32] in connection with the turbulent diffusion problem and further studied and generalized in a number of papers [33] - [43] . The model is strongly anisotropic in the sense that, in contrast to previous RG+OPE studies of anisotropic passive advection [44] - [46] , it does not include parameters that could be tuned to make the velocity statistics isotropic, and hence it does not include the isotropic Kraichnan's model as a special case.
The problem of anomalous scaling in the higher-order correlation function of a scalar field, advected by such a velocity ensemble, was studied, by the RG+OPE techniques, in Ref. [43] . It was shown that, in sharp contrast to the isotropic Kraichnan's model and its numerous descendants, the correlation functions show no anomalous scaling and have finite limits when the integral turbulence scale tends to infinity. It should be stressed, that such a simple behavior has a rather exotic origin: it results from mixing of families of relevant composite operators, responsible for the IR behavior of a given correlation function. One can say that for typical models the "normal" behaviour is what is normally called the "anomalous" one.
The main result of the present paper is that the inertial-range behavior of vector fields advected by such an ensemble is even more exotic: instead of powerlike anomalies, there are logarithmic corrections to ordinary scaling, determined by naive (canonical) dimensions. The key point is that the matrices of scaling dimensions ("critical dimensions" in the terminology of the theory of critical state) of the relevant families of composite operators appear nilpotent and cannot be diagonalized. They can only be brought to Jordan form; hence the logarithms.
It should be stressed that huge families of mixing composite operators are not unfrequent in field theoretic models, see, e.g., Ref. [47] , where a set of 2500 operators was encountered in a model of passive vector advection. But usually the corresponding matrices, although not symmetric, appear diagonalizable and have real eigenvalues. The exceptions are known but rare: some mod-els of dense polymers, sandpiles, dimers and percolation; see Refs. [48] and references therein. Furthermore, as a rule, the logarithmic behavior is postulated considerately without a definite Lagrangean field theoretic model, as a hypothetical continuum limit of discrete evolution models. The model presented in our paper provides an example of a renormalizable field theoretic model, where the existence of logarithmic corrections can be proven exactly: although the formulation of the model is rather cumbersome, it turns out that the IR behaviour is determined completely by the one-loop approximation of the renormalization group.
To avoid possible misunderstanding, it should be stressed that our "large infrared logarithms" have little to do with the "large ultraviolet logarithms," known for the φ 4 model, quantum electrodynamics, and in models of strong interactions (all in d = 4). In the model under consideration, the IR logarithms appear from the highly nontrivial mixing of the relevant composite operators.
The paper is organized as follows.
In sec. II we give a detailed description of the model. In sec. III we present the field theoretic formulation of the model, establish its renormalizability, and derive the explicit expression for the self-energy function in the Dyson equation, given exactly by the one-loop approximation. In sec. IV, explicit exact expressions for the renormalization constants, RG functions (anomalous dimensions and β functions) are presented. It is shown that, in a some range of model parameters, the RG equations possess an IR attractive fixed point that governs the IR asymptotic behavior of the correlation functions. The corresponding differential equations of IR scaling are derived, with the exactly known critical dimensions.
In sec. V the families of composite operators that give the leading contributions in the OPE are introduced and their renormalization is discussed. It is shown that the corresponding renormalization matrices are given exactly by the one-loop approximation. In sec. VI, explicit expressions for the matrices of renormalization, anomalous dimensions, and critical dimensions, are presented. It turns out that the matrices of critical dimensions cannot be diagonalized. They can be brought to Jordan form with known diagonal elements. As a result, the dependence of the operator mean values on the integral turbulence scale is given by known powers, corrected by polynomials of logarithms.
In sec. VII, the IR behavior of the pair correlation functions of the composite operators is discussed. The problem is that, since the matrices of critical dimensions cannot be diagonalized, those correlation functions are described by sets of coupled ("entangled") differential equations. As a result, their dependence of the separation also involves polynomials of logarithms.
Eventually, in sec. VIII the solutions of the RG equations for the mean values and correlation functions of the operators are combined with the corresponding OPE's to give resulting expressions for the inertial-range asymptotic behavior of the pair correlation functions. They involve two types of large logarithms, where the separation enters with the typical ultraviolet and infrared scales (dissipation scale and integral scale). Sec. IX is reserved for conclusions.
Appendix A contains detailed discussion of the propagator matrix in the field theoretic formulation of our model. It is important that the Green (response) function of the scalar field involves a cumbersome term which does not contribute to the divergent parts of the diagrams and thus in fact can be dropped. Appendix B contains the proof of the fact that the matrices of critical dimensions for all the relevant families of composite operators are nilpotent. Explicit expressions are presented for the matrices that bring them to Jordan form. Although the proof looks rather technical, the statement plays the central role in our analysis of the IR behavior, and we decided to include it in the full form.
II. DESCRIPTION OF THE MODEL
The turbulent advection of a passive scalar field θ(x) ≡ θ(t, x) is described by the stochastic equation
where θ(x) is the scalar field, x ≡ {t, x},
is the Laplace operator, v(x) ≡ {v i (x)} is the transverse (owing to the incompressibility) velocity field, and f ≡ f (x) is an artificial Gaussian scalar noise with zero mean and correlation function
The parameter L is an integral scale related to the noise, and C(r/L) is some function decaying at L → ∞.
In the more realistic formulation, the field v(x) satisfies the Navier-Stokes (NS) equation. In the rapid-change model it obeys a Gaussian distribution with zero mean and correlation function
where P ij (k) = δ ij − k i k j /k 2 is the transverse projector, k ≡ |k|, D 0 > 0 is an amplitude factor, d is the dimensionality of the x space and 0 < ξ < 2 is a parameter with the real ("Kolmogorov") value ξ = 4/3.
The problem, formulated in equations (2.1)-(2.3), allows for some modifications and generalizations to more complex physical situations. For example, scalar diffusion equation (2.1) can be changed to the vector kinematic magnetohydrodynamics (MHD) equation, describing, for example, the evolution of the fluctuating part θ ≡ θ(x) of the magnetic field in the presence of a mean component θ o , which is supposed to be varying on a very large scale:
where both v and θ are divergence-free ('solenoidal') vector fields: ∂ i v i = ∂ i θ i = 0. They describe also the linearization of the Navier-Stokes equation around the rapid-change background velocity field, which gives the same expression with a different sign in the vertex term:
The pressure term ∂P is needed to make the dynamics (2.5) consistent with the transversality conditions ∂ i θ i = 0 and ∂ i v i = 0. Both the equations (2.4) and (2.5) can be unified by introducing of a new parameter denoted by A 0 :
Another interesting case is provided by the choice A 0 = 0. Without the stretching term ∂ k (v i θ k ) the model acquires additional symmetry under translations θ → θ + const. This task has to be studied separately, see Ref. [47] .
The new parameter requires a new renormalization constant Z A , which can be nontrivial [25, 26] . The pressure can be expressed as the solution of the Poisson equation
so that it vanishes for the local magnetic case. Of course, if we choose the advection equation like (2.4), (2.5), or (2.6), we have to modify the correlation function (2.2). The random external force f in the right hand side (RHS) of the equations also becomes a vector, its statistics is also assumed to be Gaussian, with zero mean and prescribed correlation function of the form:
is the external turbulence scale connected to the stirring, and C ik is a dimensionless function finite at r/L → 0 and rapidly decaying for r/L → ∞.
In the real problem, the velocity field v(x) satisfies the NS equation, probably with additional terms that describe the feedback of the advected field θ(x) on the velocity field. The framework of most papers is the kinematic problem, where the reaction of the field θ(x) on the velocity field v(x) is neglected. They assume that at the initial stages θ(x) is weak and does not affect the motion of the conducting fluid. In this case it can be simulated by statistical ensemble with prescribed statistics.
Here we choose the field v to be strongly anisotropic, namely having a preferred direction n:
It is assumed to be Gaussian, strongly anisotropic (see (2.9)), homogeneous, white-in-time, with zero mean and a correlation function
10) where
with some function D v (k), for which we choose
Like in equation (2.3), here d is the dimensionality of the x space, k ⊥ ≡ |k ⊥ |, 1/m is another turbulence scale, related to the stirring, the exponent ξ plays the role of the RG expansion parameter and D 0 > 0 is an amplitude factor. The power law (2.12) is suggested by the experimental data of the turbulence spectra. To summarize, we will consider the anisotropic vector model, described by the equations (2.6)-(2.14). However, these equations should be generalized by introducing one new dimensionless constant f 0 , which breaks the SO d symmetry of the Laplace operator to
Then the stochastic equation (2.6) takes on the form
define the coupling constantg 0 , which plays the part of the expansion parameter in the ordinary perturbation theory, and the characteristic ultraviolet (UV) momentum scale Λ.
This completes formulation of the model.
III. FIELD THEORETIC FORMULATION OF THE MODEL, UV DIVERGENCES AND DYSON EQUATION FOR THE PAIR CORRELATION FUNCTIONS

A. Field theoretic formulation
The stochastic problem (2.8)-(2.13) is equivalent to the field theoretic model of the set of three fields Φ ≡ {θ, θ ′ , v} with the action functional
Here all the terms (omitting the first one) represent the De Dominicis-Janssen action for the stochastic problem (2. 
In the frequency-momentum representation the triple vertex is
(where p θ is the momentum of the field θ), and diagrammatic notation for it is represented in the Figure (III A) . Here the slashed end of the solid line corresponds to the field θ ′ , the end without a slash corresponds to the field θ. The line v i v k 0 in the diagrams corresponds to the correlation function (2.10). From the naive Dyson equation (see (3.10) ) it follows, that in the frequency-momentum representation the two other propagators are
3)
where C ik (k) is the Fourier transform of the function from (2.8).
In fact, the Dyson equation has to be modified (see Appendix A), and the functions (3.3) and (3.4) acquire some additional terms, which are also functions of the momenta k ⊥ and k . However, it can be shown, that these additional terms do not contribute to the divergent parts of all the relevant diagrams, and thus can be neglected. Therefore we will use the above expressions in the following and will prove them later.
In what follows, we will work in the time-momentum representation, where the propagators (3.3), (3.4) have the forms
, and in θθ ′ 0 the symbol t is the time argument of θ and the symbol t ′ is the time argument of θ ′ .
B. Canonical dimensions
The analysis of UV divergences is based on the analysis of canonical dimensions of 1-irreducible Green functions. In general, dynamic models have two scales: canonical dimension of some quantity F (a field or a parameter in the action functional) is completely characterized by two numbers, the frequency dimension d 
where L is some reference length scale and T is a time scale.
In the scalar version of our strongly anisotropic model [43] , however, there is two independent length scales, related to the directions perpendicular and parallel to the vector n: namely, one has to introduce two independent momentum canonical dimensions d
where L ⊥ and L are (independent) length scales in the corresponding subspaces. In the present (vector) model, however, we have an additional condition of the transversality of the fields θ and θ ′ : both ∂ i θ i = 0 and ∂ i θ ′ i = 0, which forbids the existence of two independent length scales. In particular, it means that the constant f 0 , first introduced in (2.13), is dimensionless.
Thus the asymptotic proportionality has the form (3.6), and the dimensions are found from the obvious normalization conditions d
, and from the requirement that each term of the action functional (3.1) be dimensionless (with respect to the two independent dimensions separately). Based on d
, which plays in the theory of renormalization of dynamic models the same role as the conventional (momentum) dimension does in static problems.
The canonical dimensions for the model (3.1) are given in Table I , including renormalized parameters, which will be introduced a bit later. From Table I it follows that our model is logarithmic (the coupling constant
is dimensionless) at ξ = 0, so that the UV divergences manifest themselves as poles in ξ in the Green functions.
The total canonical dimension of an arbitrary 1-irreducible Green function Γ = Φ . . . Φ 1−ir is given by the relation
Here N Φ = {N θ , N θ ′ , N v } are the numbers of corresponding fields entering the function Γ, and the summation over all types of the fields in (3.7) and analogous formulas below is always implied.
Superficial UV divergences, whose removal requires counterterms, can be present only in those functions Γ for which the 'formal index of divergence' d Γ is a nonnegative integer. Dimensional analysis should be augmented by the following observations:
(1) In any dynamical model of type (3.1), 1-irreducible diagrams with N θ ′ = 0 contain closed circuits of retarded propagators (3.5a) and therefore vanish.
(2) For any 1-irreducible Green function N θ ′ − N θ = 2N 0 , where N 0 ≥ 0 is the total number of the bare propagators θθ 0 entering into any of its diagrams. This fact is easily checked for any given function; it is illustrated by the function with N θ ′ = N θ = 1 and N 0 = 0, see Fig. III C. Clearly, no diagrams with N 0 < 0 can be drawn. Therefore, the difference N θ ′ −N θ is an even non-negative integer for any nonvanishing function.
(3) Using the transversality condition of the fields θ and v we can move one derivative from the vertex
Therefore, in any 1-irreducible diagram it is always possible to move the derivative onto any of the external 'tails' θ k or θ ′ k , which reduces the real index of divergence:
From Table I and (3.7) we find:
and
From these expressions we conclude that, for any d, superficial divergences can be present only in the 1-irreducible functions θ ′ θ . . . Here the ellypsis stands fot the 2-, 3-and other Nloop diagrams. The characteristic feature of all the rapid-change models (2.11) with retarded bare propagator (3.5a) is that all the skeleton multiloop diagrams entering into the self-energy operator contain closed circuits of such retarded propagators and therefore vanish. Thus the self-energy operators in (3.10) are exactly given by the one-loop approximation.
To calculate this diagram let us start with its index structure:
where V ijk (p) is the triple vertex (3.2); the Greek letters α, β and the Roman letters a-d denote the vector indices of the propagators (2.10), (3.3), (3.4) with the implied summation over repeated indices. Note that we need to 
calculate only the divergent part of the diagram, i.e., only the term, proportional to p 2 . There are some remarks, which can simplify our calculations:
(1) Because of our choice of D v (see (2.12)), namely its proportionality to δ(k ), all terms, which are also proportional to k , vanish after the integration over the momentum k.
(2) Both the main field θ and the auxiliary field θ ′ are divergence-free:
Thus, all the terms proportional to p α or p β , disappear after the contraction with the external fields θ and θ ′ .
This gives the following expression for the index structure of Σ αβ -diagram:
Now we have to integrate this expression over the ddimensional momentum k with the factor (2.12), and over the frequency ω with the factors 1/2π and 1/(−iω + ν 0 [k
The integration over the frequency ω is simple due to the following definition of the Heaviside step function at coincided times:
at t = t ′ , which is justified by the fact that the correlation function is always symmetric in its arguments. Thus
The integration over k is performed by averaging over the angles, and then integrating over the modulus k ≡ |k|:
where S d−1 is the surface area of the unit sphere in the d − 1-dimensional space. Now we need to average the expressions k
2 over the angles. Let us begin with the first structure. Note that k i and k j are two independent components of the vector k, therefore it is obvious that
This means that k
is proportional to the same matrix with the difference in one element -the average of absent elements k k is zero, so the first element is a 11 = 0. Therefore, it is proportional to the transverse projector P ij (n) = δ ij − n i n j for the unit vector n:
To replace the symbol of proportionality with the symbol of equality, we have to consider the transverse projector for the vector k ⊥ and its averaged value:
On the other hand, using (3.18), we obtain
From the equations (3.19) and (3.20) one can obtain the sought-for constant C = 1/(d − 1). Therefore
Using the same trick for second expression (pk)k β /k 2 we obtain
Now using (3.12), (3.16), (3.21) and (3.22) we perform the integration in (3.13) with the result
where
and D 0 is defined in (2.14).
IV. FIXED POINTS AND CRITICAL DIMENSIONS
A. Renormalization, RG equations and fixed points
As already written in (3.10), the Dyson equation has the form
Substituting Σ ab from (3.23) gives:
From the analysis of Dyson equation it follows that: (1) No renormalization of the parameters ν 0 and A 0 is required (there is no such counterterms), i.e.,
(2) As a result of our calculation of the self-energy diagram, the structures δ 12 and n 1 n 2 have independent different coefficients. Therefore we cannot eliminate the divergences by renormalization of the only parameter f 0 , so that additional (dimensionless) parameter u 0 is to be introduced. Then the true Dyson equation has the form:
Therefore, using (2.14), (4.3) and defining g ≡g · C d−1 , for the other parameters we can write 
6) where the function D v from (2.12) is expressed in renormalized parameters using (4.5). Now let us introduce the β function and the anomalous dimensions γ -important RG functions, which determine the asymptotic behavior of the sought-for quantities. The basic RG equation for a multiplicatively renormalizable quantity (correlation function, composite operator, etc.) is the consequence of operating with D µ on the relation F = Z F F R , where D µ denotes the differential operation µ∂ µ for fixed set of bare parameters e 0 = {g 0 , ν 0 , f 0 , u 0 , A 0 }. Consequently, the RG equation has the form
where γ F is the anomalous dimension of F and
Here and below D x ≡ x∂ x for any variable x, and the RG functions are defined as
The relations between β and γ in (4.8a) and (4.8b) result from their definitions along with the second and third relations in (4.5). Substituting D 0 from (2.14) and using the Dyson equation (4.4), one obtains the renormalization constant Z f (f 0 = f · Z f ) and the anomalous dimension γ f for the parameter f 0 that splits the Laplace operator:
Now we have to renormalize another (new) constant u 0 in such a way, that the expression
be UV finite to the first order in g. Therefore,
with the previously known constant γ f (see 4.10). Moreover, we obtain from equation (4.5) that for the coupling constant g Z g · Z f = 1, (4.14)
so that
One of the basic RG statements is that the leading term of IR-asymptotic is at fixed point g * , u * , such, that
For the coupling constant g this equations along with (4.15) gives 17) and the fixed point is
The β-function and the fixed point for second parameter u are
Therefore, the system possesses fixed point u * , g * only if g * > 0, i.e.,
This fact implies that the correlation functions of the model (3.1) in the IR region (Λr ≫ 1, mr ∼ 1) exhibit scaling behavior up to the logarithmic function. The corresponding critical dimensions ∆[F ] ≡ ∆ F can be calculated exactly.
B. Critical dimensions
In the leading order of the IR asymptotic behavior the Green functions satisfy the RG equation with the substitution g → g * , u → u * , which gives
Canonical scale invariance is expressed by the relations: Table I into (4.23), we obtain:
The equations of the type (4.22) and (4.24) describe the scaling behavior of the function G R upon the dilation of a part of its parameters. A parameter is dilated if the corresponding derivative enters the equation, otherwise it is kept fixed. We are interested in the IR scaling behavior, in which all the IR relevant parameters (coordinates x, times t and integral scales M and m) are dilated, while the irrelevant parameters, related to the UV scale (diffusivity coefficient ν and the renormalization mass µ) are fixed. Thus we combine the equations (4.22) and (4.24) such that the derivatives with respect to the IR irrelevant parameters µ and ν be eliminated, and obtain the desired equation of critical IR scaling for the model:
where 4.27) are the corresponding critical dimensions. In particular, for any correlation function G R = Φ . . . Φ of the fields Φ we have ∆ G = N Φ ∆ Φ , with the summation over all fields Φ entering into G R , namely
Since in the model (3.1) the fields themselves are not renormalized (i.e., γ Φ = 0 for all Φ, see Section IV), using (4.27) we conclude, that the critical dimensions of the fields Φ = {v, θ, θ ′ } are the same as their canonical dimensions, presented in the Table I . Namely,
It is the specific feature of this model, which distinguishes it from both the isotropic Kraichnan's vector model [22] (in which γ ν = 0) and anisotropic Kraichnan's scalar model [43] (in which the Laplacian splitting parameter f is not dimensionless).
V. RENORMALIZATION OF COMPOSITE OPERATORS
A. General scheme
From now on, we will consider composite operators of the form 
2) be UV finite in renormalized theory, that is, have no poles in ξ when expressed in renormalized variables (4.5) . This is equivalent to the UV finiteness of the product Z
is a functional of the field θ(x). The contribution of a specific diagram into the functional Γ N p in (5.3) for any composite operator F N p is represented in the form
where V αβ... is the vertex factor, I
ab... αβ... is the "internal block" of the diagram with free indices, and the product θ a θ b . . . corresponds to external lines.
According to the general rules of the universal diagrammatic technique (see, e.g., [30] 
The arguments x 1 . . . x k of the quantity (5.5) are contracted with the arguments of the upper ends of the lines θθ ′ that are attached to the vertex. The index structure of this diagram is
where the letters i, j, x and z denote internal indices of the diagram itself. Then we have to integrate Y ab αβ over the frequency and momentum with the factors like (3.3), namely
Using (3.21) for averaging over the angles, one obtains the following result: As a consequence the integral, corresponding to the divergent part of the diagram, contains as a factor the following expression:
where V is the vertex (3.2), and the δ-functions appear from velocity correlator (2.10). Since I 0 is proportional to the sum of k and q with some coefficients, after integration with the δ-functions all these diagrams become equal to zero.
There are also multiloop diagrams of the "sand clock" type, represented by products of simpler diagrams. They
VI. CRITICAL DIMENSIONS OF COMPOSITE OPERATORS
A. Anomalous dimensions
The objects of interest are the correlation functions G FiFj = F i F j , and according to the solution of the RG equation we need to know the asymptotic behavior of the operators F i themselves. Now let us find it: we will consider the operator 1) where N = 2(p + m) is the total number of fields θ, appearing in the operator. According to (5.4), (5.5) and the exact answer (5.8) for the diagrams, the symbol convolution of the functional Γ is
Equation (6.2) shows that the composite operators are mixed in renormalization, that is, an UV finite renormalized operator F R has the form F R = F + counterterms, where the contribution of the counterterms is a linear combination of F itself and other unrenormalized operators with the same total number N of the fields, which "admix" to F in renormalization.
Let F ≡ {F i } be a closed set of operators with the same quantity of fields θ, i.e., with the same number N , which mix only with each other in renormalization. The renormalization matrixẐ F ≡ {Z ik } and the matrix of anomalous dimensionsγ F ≡ {γ ik } for this set are given by
The scale invariance (4.23) and the RG equation In this notation and in the MS scheme the renormalization matrixẐ has the form Z =Ê +Â, (6.4) whereÊ is a diagonal matrix and each element of the matrixÂ has the form
To solve the RG equation we have to use the eigenvalue decomposition of the matrixγ, therefore the critical dimensions of the set F ≡ {F i } are given by the eigenvalues of the matrix ∆ ik . In fact this means, that we change the set of operators F R to the set of "basis" operators F R that possess definite critical dimensions and have the form 6) where the matrix U lp is such that
As the renormalization matrixẐ has the form (6.4), the matrix of anomalous dimensionsγ has the form
with the coefficients a ik from (6.5). Combining (6.2)-(6.7) and taking into account the scalar factor, not written in (6.2), but present in (5.8), together with the fact, that the symmetrical coefficient for this one-loop diagram is 1/2, one can obtain the following for the matrix of anomalous dimensionsγ:
Substituting the value of the fixed point g * =
Therefore the critical dimensions matrix for the operator F N,p has the form
where −2(p + m) is its canonical dimension, δ pp ′ is Kronecker's δ symbol andγ * N p,N p ′ is the value of anomalous dimension matrix at the fixed point.
B. Critical dimension matrix and its eigenvalue decomposition
Let us find the eigenvalues of the critical dimensions matrix ∆ N p,N p ′ . As a consequence of (6.8), it is a four diagonal for any N ; moreover it has one line under the main diagonal and two lines above the main diagonal. Therefore the inversion of the matrix and its eigenvalue decomposition are nontrivial tasks.
According to (6.2), the closed set F ≡ {F i } of operators, which mix only with each other in renormalization, consists only of operators with the same total quantity of fields θ, i.e., with the same number N . So, let us define the vector F as
Therefore the relation between the set of unrenormalized operators {F } and the set of renormalized operators 
It is important that in this notation the line of the matrix Z corresponds to the original unrenormalized operator, and that the power p of the operator F N,p decreases from right to left. Let us denote the common factor in (6.9) as y, i.e.,
and construct from (6.9), (6.10) and (6.12) the matrix of critical dimensions for several sets of operators. For example, for the set with N = 2 we have In other words, for any N , the matrix of anomalous dimensions (6.9) is nilpotent, and the matrix of critical dimensions (6.10) is degenerate with all the eigenvalues equal to N :
Therefore the matrix of critical dimensions (6.10) is not diagonalizable, but can be brought to a Jordan form, i.e.,
F , and for the matrix ∆ F we can write
17) The diagonalizing matrix U F is triangular, namely 
with the elements u ik = 0 for all i, k (for detailed discussion see Appendix B).
C. Asymptotic behavior of the mean value of operator FN,p
The objects of interest are, in particular, the equaltime correlation functions G = F 1 F 2 . In using the operator product expansion (OPE), the mean values of the operators F R will appear in the right hand side (see below). Therefore now it is useful to understand the asymptotic behavior of the quantities F R themselves. If an operator F itself is multiplicatively renormalizable, in the IR-region it satisfies the differential equation (4.25)-(4.26), which describes the IR scaling behavior. The solution of this equation (the mean value does not depend on the time t and coordinates x) gives us the asymptotic form:
which along with the di lity considerations gives
where Φ is some unknown function of the dimensionless argument, γ * f = ξ (see equations (4.10) and (4.18)), F R is a vector built from the "basis" operators (6.6) that possess definite critical dimensions, C 0 is some constant vector ("initial data") and ∆ F is the matrix of critical dimensions from (6.17) . Using the nilpotency of the matrix γ * F (see (6.17) and Appendix B) and passing to the dimensionless argument M/µ, where µ is the reference mass, equation (6.20) changes to
where −N = −2(p + m) is the only eigenvalue of the matrix ∆ F .
Since the matrix ∆ F in (6.21) has a Jordan form with the only degenerate eigenvalue λ 0 = −2(p + m), then the value of a certain scalar function F with the matrix argument ∆ F is given by the matrix F ∆ F :
. . .
If the function F is chosen as (M/µ) ∆F , the logarithms ln(M/µ) will appear in the sought-for asymptotic expression:
Therefore, after the convolution with the initial-data vector C 0 and up to the dimensional factor, the asymptotic form of the mean value of the operators F R is
(6.24)
Note that the indices 1, . . . , N/2 + 1 in (6.24) are not "accidental": they are strongly related with the indices of the vector F, which is defined in (6.11).
VII. ASYMPTOTIC BEHAVIOR OF THE CORRELATION FUNCTION G = F1F2
Now we are ready to begin studying the IR asymptotic behavior of the correlation function of the two composite operators F N,p of form (6.1) with arbitrary values of N and p:
The correlator G is also multiplicatively renormalizable and, as a consequence, it satisfies the differential RG equation (4.25)-(4.26), which describes the IR scaling behavior. But, due to the mixing condition of the operators F N,p themselves, the solution of this equation for the function G is more involved. Since the correlator G is a function of x = r 1 − r 2 , m, M and f , the differential operator D RG in this case reduces to the form
Applying it to the correlator G and denoting F N1,p1 as F i and F N2,p2 as F k (we recall, that N 1 may not be equal to N 2 , i.e., operators F i and F k may belong to different renormalization sets), we obtain the differential equation
where G ij = F i F j , ∆ ij is the critical dimension of the correlator G ij , and the summation over repeated indices is implied. Note that due to the difference of the numbers N 1 and N 2 in the initial operators F N,p in (7.1), the matrices ∆ is and ∆ ks in (7.3) can have different dimensions. Let us now consider the operators G ik instead of G ik , namely, the correlation functions of operators F (see (6.6) ) that possess definite critical dimensions:
A few remarks follow about numbering and indices i and k in the definition (7.4):
(1) The initial operator F is defined in (6.1), namely
(2) Since at renormalization the operators, which can mix together, have the same number N (see (6.2)), therefore for fixed N we may define a vector F (6.11), namely
(3) Let us define the vector F as in (6.6), namely
where the matrix U lp is such that the matrix of critical dimensions ∆ F = U −1 F ∆ F U F is a Jordan matrix (see Section VI B) and has the form (6.18).
Therefore the operator F i in the definition of the correlation function (7.4) is not arbitrary, but is constructed using (7.7) as a linear combination of the operators F i , whose numbering is strictly defined in (7.6).
The correlation function G ik satisfies the differential equation in the form (7.3), but with Jordan matrices ∆ ik :
If the operator F i , entering into the correlator G ik , belongs to the set with number N 1 , and the operator F k belongs to the set with number N 2 , the expression (7.8) is in fact a system of (N 1 /2 + 1) × (N 2 /2 + 1) nonseparable (due to nondiagonal, but Jordan form of matrices ∆ ik ) differential equations. The matrices ∆ is and ∆ ks in (7.8) have the form 9) where λ 1 = −N 1 and λ 2 = −N 2 (see Appendix B). Taking into account the expression (7.9) it is obvious, that if the both operators F i and F k are not "the last from the end", i.e., if i = N 1 /2 + 1 and k = N 2 /2 + 1, then each of the terms in (7.8) has two contributions -one is the function G R ik with coefficient λ 1 (2) and the other is either the function G R i+1,k for the first term or the function G R i,k+1 for the second term, both having coefficients 1. If one of the operators F i and F k is "the last from the end", i.e., if i or k is equal to N 1(2) /2 + 1, then this contribution will be reduced to the only term G R ik with the coefficient λ 1 (2) .
As a consequence, there is only one differential equation with one term in the RHS, namely
(7.10) Its solution up to a dimensional factor is
where Λ is the characteristic UV momentum scale, first introduced in (2.14).
Then, if i = N 1 /2 + 1 and k = N 2 /2 or if i = N 1 /2 and k = N 2 /2 + 1, i.e., if k + i = (N 1 + N 2 )/2 + 1, we have two equations of type
which involves the already known function G R 0 in the RHS. Its solution contains a power factor and a polynomial of a logarithm, i.e., up to a dimensional factor it is
where P 1 [ln Λr] is a first degree polynomial of the argument ln Λr. Using (7.11) and (7.13) we may write, that the asymptotic behavior of the sum G 
, we have three expressions, which in the RHS involve the function G 1 that is already known from expression (7.13), and may also involve the function G 0 , that is also known:
Its solution contains a second degree polynomial with ln Λr as an argument, i.e.,
The procedure is similar for the next functions. It is obvious that the number of equations, which contain in the RHS a function that is known from the previous step, increases for (N 1 +N 2 )/2+2 ≤ i+k ≤ (N 1 +N 2 )/4+1 and decreases if (N 1 +N 2 )/4+1 ≤ i+k ≤ 2. As a consequence, in this system there is only one function, namely that with i + k = 2, whose asymptotic behavior contains a polynomial of the maximal power of the logarithm:
Finally, expressions like (7.11), (7.13) and (7.17) give the asymptotic behavior of any function G R ik . In order to obtain the asymptotic behavior of the correlation functions of the initial operators "without tilde," we have to use the expression (7.7). The inverse matrix U −1 has the form 18) wherein all the elementsû ab = 0. Note that the two operators, entering in (7.4), bring about two (perhaps different) matrices U
−1
Fi and U −1 F k . From the expression (7.18) it follows that the operators F R from the closed set F R with the dimension N can be expressed in terms of operators F R of the closed set F R with the same dimension N in the following way:
(up to a numerical coefficient, namelyû 1n );
and so on, i.e., for any i
where α = N/2 + 1 and numbers all other operators. Now we are ready to find the desired asymptotic form of the correlation function G ik . Let us denote the elements of the matrix U
Fi for the operator F i in the correlator G ik = F i F k asû ab , the elements of matrix
and so on. Equations (7.22)- (7.24) show that the expression for any function G . This fact together with the expression (7.17) gives the sought-for asymptotic behavior of the pair correlator function of the initial operators from the set {F}:
Using the above written relations λ 1 = −N 1 and λ 2 = −N 2 we obtain the sought-for asymptotic behavior of the pair correlator (7.1) up to a dimensional factor:
where P x is a polynomial function of the power x and Φ is a function of three dimensionless arguments. Its asymptotic behavior is studied using the OPE.
VIII. OPERATOR PRODUCT EXPANSION AND ANOMALOUS SCALING
Representations (7.26) for any scaling functions Φ M r, mr, f r ξ describe the behavior of the correlation functions for Λr ≫ 1 and any fixed value of M r. The inertial range l ≪ r ≪ L corresponds to the additional condition M r ≪ 1. The form of the functions Φ (M r) is not determined by the RG equations themselves; in analogy with the theory of critical phenomena, its behavior for M r → 0 is studied using the well-known Wilson operator product expansion (OPE).
According to the OPE, the equal-time product
where the functions CF are coefficients regular in M 2 and F are all possible renormalized local composite operators allowed by symmetry (more precisely, see below). Without loss of generality, it can be assumed that the expansion is made in the basis operators F of the type (6.6), i.e., those having definite critical dimensions ∆ F . The renormalized correlator F 1 (x)F 2 (x ′ ) is obtained by averaging (8.1) with the weight exp S R with the renormalized action (4.6). The quantities F ∝ (M r) ∆F appear on the right hand side. Their asymptotic behavior for M → 0 is found from the corresponding RG equations and has the form
where ∆ F is a Jordan matrix (6.17) and (M r) ∆α is a matrix of type (6.23) .
Note that due to the form of the differential operator D RG (7.2), the solution of the equation (7.8) implies the substitution µr = 1, i.e., the matrix (M/µ) ∆α , written in (6.23), is replaced by the matrix (M r) ∆α .
From the operator product expansion (8.1) we therefore find the following expression for the scaling function Φ M r, mr, f r ξ in the representation (7.26) of the correlator In general, the operators entering into the OPE are those which appear in the corresponding Taylor expansions, and also all possible operators that admix to them in renormalization [29, 30] . From (6.24) it is clear, that the main contribution to the sum (8.3) is given by the operator F R 1 , which possesses maximal singularity. Therefore, combining the RG representation (7.26) with the OPE representation (8.3) gives the desired asymptotic expression for the pair correlation function G (7.1) in the inertial range:
where the leading term is
with a certain scaling function Φ f r ξ , restricted in the inertial range l ≪ r ≪ L.
IX. CONCLUSION
We applied the field theoretic renormalization group and the operator product expansion to the analysis of the inertial-range asymptotic behavior of a divergence-free vector field, passively advected by strongly anisotropic random flow. The advecting velocity field was taken Gaussian, not correlated in time, with the given pair correlation function described by the expressions (2.10)-(2.12). This ensemble can be viewed as the d-dimensional generalization of the ensemble introduced in [32] in the context of passive scalar problem. Following [24] , we included into the stochastic advection-diffusion equation (2.6) an additional arbitrary parameter A, so that the resulting model involves, as special cases, the kinematic dynamo model for magnetohydrodynamic turbulence, the linearized Navier-Stokes equation and the case of passive vector "impurity."
In contrast to the famous Kraichnan's rapid-change model, where the correlation functions exhibit anomalous scaling behavior with infinite sets of anomalous exponents, here the dependence on the integral turbulence scale L demonstrates a logarithmic character: the anomalies manifest themselves as polynomials of logarithms of L/r, where r is the separation argument. The inertial-range asymptotic expressions for various correlation functions are summarized in expressions (8.4) and (8.5) .
The key point is that the matrices of scaling dimensions of the relevant families of composite fields (operators) appear nilpotent and cannot be diagonalized and can only be brought to Jordan form; hence the logarithms. The detailed technical proof of this fact is given. However, we cannot give yet a clear physical interpretation of a logarithmic violation of scaling behavior.
The possibility of logarithmic dependence of various correlation functions on the integral scale L and the separation r should be taken into account in analysis of experimental data. Of course, it is desirable to analyze the inertial-range behavior of more realistic models, in particular, to introduce finite correlation time to the correlation function of the velocity field. This work is in progress. In Section IV we introduced a new parameter u 0 and modified the Dyson equation (see (4.4)), so it took on the form
Let us denote the index structure of (A1) as M αβ , i.e.,
and, according to the general rule, in order to find the true bare propagator θθ ′ 0 , we have to find the inverse matrix M −1 αβ . At this point some remarks follow: (1) Since we are dealing with transverse divergencefree fields θ and θ ′ and now consider self-energy diagram with those fields θ and θ ′ on the tails, we need to know not the plain inverse matrix M −1 αβ , but the inverse matrix N −1
(2) The unity operator in the transverse space is the transverse projector, so the basic equality for N ij (p) is
where N −1 jk (p) is the sought-for propagator matrix. Let us calculate the convolution of M ij with the transverse projectors, i.e., the matrix N :
where X and Y are the coefficients in the index structures P ij (p) andn 1n2 and the unit vectorn k iŝ
Now, according to (A3), let us find the inverse matrix N −1 jk . It has the same index structure as N jk , but with other coefficients denoted as x and y. Therefore
(A6) From this relation we find:
where κ is the angle between the vectors n and p. Therefore, for the true propagator function of the fields θ j θ
we obtain
with known coefficients x and y.
As already mentioned, we only need to calculate the divergent parts of two diagrams, namely expressions (3.13) and (5.7). Using (A4) and (A7b) for y as a function of ω one can write
so that the integral of the expression (A9) over ω converges (without requiring any extension of function definitions like (3.15)) and does not contribute in all of the above expressions.
This means that the only contributing term in this propagator is x · P jk (p), and the final form for it is
which coincides with (3.3) after redefinition of the variable p as k. Note that the contribution with y must be taken into account in calculation of the convergent parts of those diagrams, but we do not need them in our consideration.
Appendix B: The nilpotency of the anomalous dimension matrix
Definitions and aims
In this section we will prove the nilpotency of the matrix γ * F from (6.9) and, as a consequence, the Jordan form of the critical dimension matrix ∆ N p,N p ′ from (6.10). Let us recall some definitions and facts from the Sections VI A and VI B.
Let us define the vector F as in (6.11), namely
the relation F i = Z ik F R k between the set of unrenormalized operators {F } and the set of renormalized operators F R takes the form 
Note that in the matrixẐ the power p of the operator F N,p decreases from the right to the left. Let us define y as
According to (6.9) , the elements of the matrix of anoma-
and the critical dimension matrix for the operators F N,p has the form
Here −2(p + m) is its canonical dimension, δ pp ′ is Kronecker's δ-symbol andγ * N p,N p ′ is the value of anomalous dimension matrix at the fixed point.
The aim is to prove the nilpotency of the matrixγ * F from (B4) and the Jordan form of the matrix ∆ N p,N p ′ from (B5). We will present the explicit expression for the diagonalizing matrix U N that brings the matrix ∆ F to the Jordan form ∆ F by the transformation
As the number N in (B1) may be arbitrary, the dimension of the matrixẐ F in equation (B2) and, as a consequence, of the matricesγ F and U N , namely (N/2+1)×(N/2+1), also may be arbitrary. This means, that the expression (B4) gives us the algorithm to construct the matrixγ * F for the set of initial operators {F } with arbitrary Nsimply it gives the value of each matrix element. And the difficulty and the fascination of this task is to find an algorithm for constructing the diagonalizing matrix U N , applicable to an arbitrary number N , or, equivalently, to the matrixγ * F with arbitrary dimension. Note, that if the matrix ∆ F was diagonalizable, the diagonalizing matrix U N would be unique for each fixed number N , but since the matrix ∆ F has the Jordan form, the diagonalizing matrix U N is not unique for any fixed number N . Therefore, we will show one of the possible forms of the matrix U N , which brings the matrix ∆ F to Jordan form and thus solves our problem.
Since each element of the matrixγ * F is a multiple to the scalar number y, the nilpotency of the matrixγ * F is equivalent to the nilpotency of the matrixǫ * F , where y ·ǫ * F =γ * F .
Motivation and idea
Let us write the 3 × 3 (N = 4) matrixǫ * F denoted as A 4 :
It is nilpotent, its eigenvalues are
The matrix U 4 , which "diagonalizes" the matrix A 4 , is built from the eigenvectors of the matrix A 4 . Find them:
Note that the eigenvectors are determined by the condition (A 4 − λI)V i+1 = V i , which has a unique solution up to an additional constant. Thus the matrix U 4 takes the form 
The feature (B13) is not characteristic only for specific matrices, but is a common rule. For any M × M nondegenerate matrix 
the product of M −1 and M , where M is the matrix M with all columns shifted by one position to the right and with all elements of the first column being equal to zero, is a matrix of Jordan form:
(B15) Here empty space denotes the elements, which are equal to zero. The expression (B15) is obvious. Multiplying M −1 with the first empty column gives us an empty column in the RHS. Multiplying M −1 with the other columns with numbers 2, . . . , n gives us the unity matrix, which however starts not from the cell 11, but from the cell 12 -i.e., the "unity" matrix with nonzero terms not on the main diagonal, but on the diagonal above it.
Thus the idea is to find such a matrix U N with det U N = 0, that makes the product A N · U N equivalent to matrix U N itself, but with its columns shifted as i → i + 1, and with the elements of the first column equal to zero. If we find it, our problem will be solved:
3. Explicit form of the matrix UN The next step is to understand the explicit form of the matrix U N . To this end, let us write the 10 × 10 matrix ǫ * F for N = 18, denoted as A 18 , and the diagonalizing matrix U 18 (which is found by direct calculation): 
Here the Roman figures denote the denominators from previous columns, i.e., III = 73440, IV = 73440 · 182 = 13366080, etc. As all denominators in one column are identical, the symbol "/" denotes division of the numerator by the denominator, written in the first element of the column.
From the explicit expression (B18) it is obvious, that the denominators of the elements of matrix U 18 are products of the elements from the diagonal below the main diagonal of the matrix A 18 from (B17), and the numerators are the elements from Pascal's triangle, namely n k , where n is the number of the row (with numeration going from bottom up) and k is the number of the column (with numeration going from the left to the right).
Here n k ≡ C k n is the number of k combinations from the set of n elements. This is the conjecture, which we have to prove: the matrix, constructed by the described rules is the soughtfor matrix U N for any dimension of initial matrix A N (i.e., for the family of operators with any N ).
One remark follows, which will be useful later: since in notation (B2) each row of matrix A corresponds to an operator with fixed number p, thus each element n k is actually p C , where C is the number of the column (starting from zero).
The proof of our assumptions
The proof is divided into several steps: first, we will prove the reliability of the first two columns of the matrix, then the reliability of the three lower diagonals. Finally, we will prove it for all the other elements.
a. The first column (C=0)
From expressions (B4) it follows, that i γ * N,p+i = 0. This is the reason why in the case when the first column
b. The second column (C=1)
Now to have the base for further steps, we need to prove our conjecture for the second column of matrix U N , which is the first nontrivial column.
The latest element in the second column (in (B18) it is 1/306) is the element, which is determined by the last element of the diagonal, located below the main diagonal of matrix A. In (B17) it is equal to −306. Since this element is located on the aforementioned diagonal, it is formed by the condition (B4a). From the word "the latest" it follows, that this element corresponds to the operator with p = 0 and 2m = N , therefore the required element of the matrix A N is equal to N (N − 1) (for any dimension of matrix A N ). Therefore, the equation for the element of the matrix U N (let us call it X, since it is what we want to find) is
which is in agreement with (B18), since from (B20) it follows that for N = 18 the element X is equal to 1/306. An equation like (B19), which describes the second element in the second column, is
This follows from the requirement that the sum of the two terms (corresponding to the transition with γ * N,p+1 (B4a) and γ * N,p (B4b)) be equal to 1, and from the observation, that these elements correspond to the operator with p = 1. From expression (B21) it follows, that
The element, that is the third from the end, is governed by the sum of three terms, constructed like expressions (B19) and (B21). As we go one position up, the parameters for the operator (θ i θ i ) p (n s θ s ) 2m become p = 2 and 2m = N − 4. So,
and hence
Expressions (B19), (B21) and (B23) are constructed from different number of terms, therefore they need to be considered separately. Another distinguished element is the first element, 9/306 in expression (B18) -for this element we have to verify an identity. We will come back to it later. Since we know (B20), (B22) and (B24), we may write for all other elements (which are always governed by expressions with four terms)
with k showing the number of the element in the column and starting from 1. From equation (B25) it follows, that
Having identified all the elements, all we have to do in the second column is to check an identity for the first element. This element corresponds to the operator with m = 0; p = N/2, therefore from expressions (B4) it follows, that the equivalent of (B25) for it is
This is the aforementioned identity for the first element, and it appears to be true. This is all we needed to prove for the elements of the second column: from the expressions (B20), (B22), (B24) and (B26) it follows, that all elements have the same denominators, namely N (N − 1), and their numerators are equal to k, where k = 1 corresponds to the second element from the end. All these elements are obtained from the requirement, that by multiplying the diagonalizing matrix U N with the matrix of critical dimensions A N one obtains the matrix U N , but with all columns shifted by one position to the right. Furthermore, the previous column is constructed from all the elements, which are equal to 1 (see Appendix B 4 a).
Moreover, all the formulas (B20), (B22), (B24) and (B26) can be unified using combinations: since we are dealing with a column with C = 1, therefore
c. The three lower diagonals
Now we know the form of the elements from the first and the second columns. This is our starting point for proving the form of all the other elements in a matrix with finite, but arbitrary number of columns. This will be done in two steps: first we will prove this for the three lowest diagonals, and then, in the next section, we will consider all the other elements. The three lowest diagonals are considered separately since the equations which determine the elements in these diagonals contain different number of terms. This situation is similar to the case in the previous section, in which we considered the first three expressions, (B19), (B21) and (B23), separately from the general expression (B25).
First let us consider the lowest diagonal. The product of each element from it with the corresponding element of the matrix A N has to result in the element with the same position of the previous column of matrix U N .
At this point we know all the elements from the two first columns. Hence we may start from the last element of the already known column with C = 1 and then describe the sequence of all other elements from the lowest diagonal.
The rule, which these elements are governed by, is
Here X and Y denote the elements of the diagonal in question, but Y is already known element from the column with C Y = i and X is a sought-for element from the column with C X = i + 1. According to expression (B4a), the element γ * N,p+1 is equal to 2m(2m − 1). Let us start from the elements of the two first columns, i.e., C Y = 0 and C X = 1. In this case Y = 1 (see Appendix B 4 a) and 2m = N . Therefore,
.
The vertical position of each following element in the diagonal is higher than of the previous, therefore the number 2m decreases from N (column with C = 1) to 2 (the latest column). From the expression (B29) it then follows, that the sequence of the elements in this (the lowest) diagonal is 1 N (N − 1) ; 1 N (N − 1)(N − 2) (N − 3) ; . . . 
where X is the sought-for element and γ * N,p+1 , γ * N,p are defined in (B4a) and (B4b). The numerator of the RHS follows from the explicit form of those equations. For example, if C = 1, the sought-for element corresponds to the operator with p = 2, and accordingly to (B22) the RHS is equal to 2/N (N − 1). The solution of this equation, namely expression (B33), is proportional to p+ 1 and is the starting point for the next element of the diagonal, which corresponds to the operator with p = 3; etc. Note, that the RHS in the (B32) is a known, but not a sought-for quantity. From the expression (B32) it follows, that
in agreement with (B18). Moreover, as we investigate the elements from the second from the bottom diagonal, the numerator in (B33) may be written as
For the elements of the third from the bottom diagonal the corresponding expression similar to (B29) and (B32) is 
which also may be written using combinations, namely
So, we know at this point all the elements from the first two columns and three lowest diagonals, which satisfy the general requirement that the product of A N · U N be the matrix U N with all columns, shifted by one position to the right.
d. All other elements
Let us do some redesignation, which is implied only in this subsection. Let us denote the number of the column as C, moreover, C = 1 corresponds to the first nontrivial column ("second" in the notation of previous sections). Let C L be an element from column C with position L. The hypotesis is that C L = L C for all C, L. Then, we will use trivial relations for the combinations, namely
where C denotes the number of the column and L denotes the number of the row (starts also from L = 0 and with numeration going from bottom up). Expressions (B39a)- 
where X is the sought-for element. Now we have to verify two hypotheses:
(1) The denominator of the element X is the product N (N − 1) . . . (N − 2C + 1).
(2) The numerator of the element X, denoted as C L+3 , is the corresponding combination. Note that we know all the elements of the three lowest diagonals (see (B31), (B33) and (B37)), which are also combinations.
Therefore we want to check, whether the equation 
Then, let us express C L+3 , C L+2 , C L+1 and (C − 1) L+3 through C L using expressions (B39):
Substituting ( 
Moreover, it is obvious that the numbers L, C and p are not independent: there is a relation between them, namely
Using (B45) one may check, that the expression (B44) is true, i.e., it is an identity. This means that our conjecture (B41) is true!
Summary
In sections B 4 a -B 4 d we have proven the hypothesis, that there exists a matrix of special type, that brings our matrix of critical dimensions to Jordan form. We presented the explicit form of the "diagonalizing" matrix U N for any fixed dimension N . As a consequence, the critical dimension matrix (6.10) is degenerate and the asymptotic behavior of the mean value of some quantities does not just have a power behavior, but is a product of a power with a polynomial of a logarithm.
