Current status data abounds in the field of epidemiology and public health, where the only observable data for a subject is the random inspection time and the event status at inspection. Motivated by such a current status data from a periodontal study where data are inherently clustered, we propose a unified methodology to analyze such complex data. We allow the time-to-event to follow the semiparametric GOR model with a cure fraction, and develop a unified estimation scheme powered by the EM algorithm. The within-subject correlation is accounted for by a random (frailty) effect, and the non-parametric component of the GOR model is approximated via penalized splines, with a set of knot points that increases with the sample size. Proposed methodology is accompanied by a rigorous asymptotic theory, and the related semiparametric efficiency. The finite sample performance of our model parameters are assessed via simulation studies. Furthermore, the proposed methodology is illustrated via application to the oral health data, accompanied by diagnostic checks to identify influential observations. An easy to use R package CRFCSD is also available for implementation.
Introduction
In epidemiological studies, a subject at risk for an event of interest is often monitored at a particular inspection time, and an indicator of whether the event has occurred is recorded. This generates current status, henceforth CS, also called Case-I interval-censoring, a commonplace in biomedical research (Chen et al., 2012) . The current status information implies that the subject (or study unit) is observed only at one time point, with no information between their study entry times and observation time points, leading to a severe form of interval-censoring. A regression framework for CS data is often complicated in the presence of infinite-dimensional nuisance parameters from the baseline survival in addition to the finite-dimensional regression parameters, as we seek simultaneous parameter estimation. In lieu of the partial likelihood technique, a semiparametric maximum likelihood (ML) approach is popularly used under a variety of modeling assumptions, such as proportional hazards (PH), proportional odds (PO), and linear transformation models (Huang, 1995 (Huang, , 1996 Zeng et al., 2016) to tackle the nuisance parameters. Motivated by the following periodontal data, in this paper we propose a unified method of analyzing clustered current status data with non-standard features.
The dataset comes from the Gullah-speaking African American Diabetic (GAAD) study on oral health (Fernandes et al., 2009) , where the outcome of interest is the time to a landmark event, i.e., molar tooth-level mean clinical attachment level (CAL) is ≥ 3mm, representing a moderate to severe periodontal disease (PD) for those teeth (Armitage, 1999) . Note, although the (first) molar is one of the earliest to erupt and be lost due to decay or fracture in adult dentition, the (exact) time of eruption of adult molars for a random subject remains vastly unknown. It also varies considerably with respect to tooth-types and locations, i.e., eruption times varies between first and second molars, and also on their locations (mandibular, or maxillary) . In addition, due to the cross-sectional nature of the study design, all the oral hygienists in this study could assess during the clinic visits (also, the inspection time) was the tooth-level CAL, the most important biomarker of the severity of PD, with no information on when the landmark event actually occurred. Our central objective here is risk quantification of the diagnosis time to the landmark event of PD progression, with potential risk factors, such as gender, smoking status, glycemic level, etc.
The posteriorly located molars are primarily responsible for mastication and breaking down of food before swallowing. However, a missing, or heavily diseased molar due to periodontitis, a major cause of adult tooth loss (Burt, 2005) , may lead to compromised chewing capability and quality of life. Also, multi-rooted molars affected by PD consequently develops furcation involvement, leading to less favorable response to periodontal therapy, compared to single-rooted teeth (such as canines), or molars without furcation (Wang et al., 1994) . Hence, proper risk assessment of the molars in terms of their explanatory variables are necessary to develop targeted therapies that can prolong the lifespan of the tooth. Although one may be tempted to use one of the existing aforementioned models for inference, the GAAD data presents two additional challenges. First, the observed CS responses are clustered, i.e., recorded for teeth within subjects, and the above referenced literature were mostly developed under independent data settings. This clustering feature maybe be treated as a nuisance in other scenarios; however, in oral health, the cluster sizes may vary, and the degree of within-cluster association should be factored in to achieve parameter estimates with higher efficiency. Next, about 70% of the data did not experience the event of interest by the inspection time, leading to a high percentage of censoring. For an illustration, Figure 1 shows the nonparametric (Turnbull) empirical survival curves (Turnbull, 1976) for the time to the landmark event for four groups, combining the binary gender and glycemic status (HaA1c), from the GAAD data. The figure reveals that overall, the females have a higher survival probability than males, and within a gender, the low HbA1c group experiences higher survival than the high HbA1c group, as expected, across the full adult age spectrum. However, all four curves level off at the highest age ranges, leading to relatively higher censoring rates. This signals the presence of a non-susceptible subpopulation who are believed to be 'cured' from the event of interest (or never experiences the event). Intuitively, one may assume that the teeth that had experienced the event of interest on or before the inspection time are known to be in the susceptible subpopulation, whereas, the teeth that did not experience the event by the inspection time may come from either subpopulations. The probability that a tooth belongs to the non-susceptible group is known as the cure rate.
Stemming primarily from cancer research (Othus et al., 2012) , the current literature is inundated with various cure rate models. We choose to use the two-component mixture cure (MC) models (Sy and Taylor, 2000) . The MC formulation centers on understanding the risk factors of the cure proportion and the latency survival function of the susceptible population, separately, and this latent division of the underlying population of tooth is appropriate in this high censoring case. MC setup is also appealing due to its interpretation of covariates separately for the long-term effects on the cure fraction, and the short term effects on the non-cured time-to-events. Existing MC models under rightcensoring mostly include a PH model (Kuk and Chen, 1992 ) (constant hazard ratio), or a PO model (Gu et al., 2011) (constant odds ratio) for the survival probability of the susceptible subpopulation.
Fitting semiparametric regression models to current status (our response) and interval-censored data has also received attention. Ma (2009) considered a semiparametric maximum likelihood (ML) mixture cure setup with the PH model for the susceptible part of the population. Lam and Xue (2005) proposed a flexible class of partly linear models, with estimation via sieve ML method, while Shao et al. (2014) explored varying-coefficients model using nonparametric smoothing. In situations where neither the PH, or PO models are preferred, and a general survival model is desired, Zhou et al. (2018) presented an elegant EM estimation scheme using the generalized odds rate (GOR) model (Banerjee et al., 2007) under MC interval-censoring, without detailed asymptotic justification.
None of the above works are suitable for modeling the clustered current-status setup observed in the motivating GAAD data. Here, the (molar) time-to-event responses remain clustered within a study subject, and the correlations introduced due to this clustering feature need to be incorporated into the estimation framework to avoid bias. In the same vein, Wen and Chen (2011) proposed a semiparametric ML method to estimate the parameter of the Cox model for clustered current status data without any cure fraction, where the cluster (frailty) effect under the Cox model was allowed to follow a Gamma density. Also, there also exists some methods to estimate marginal models in the clustered data scenario (Cook and Tolusso, 2009; Feng et al., 2019) . Our goal in this paper is to develop a rigorous semiparametric efficient estimation framework for the mixture-cure GOR model for clustered current status data. The model can also be used to predict the survival probability of the onset of the landmark event beyond a given time. For handling cluster effects, we introduce subject-specific random effects, and work with the conditional models, which are useful in assessing the covariate effects at the subject level. The proposed estimator in this complex set-up is asymptotically validated through consistency and weak convergence results suitable to handle the interplay between the number of knots and the tuning parameter.
The rest of the paper proceeds as follows. Section 2 contains a brief introduction to the GOR and the mixture cure model. Section 3 contains the estimation procedure, powered by the EM algorithm, including the variance estimation. Section 4 contains the asymptotic properties of our estimator. The finite sample properties of our estimator, and comparison to alternatives are evaluated in Section 5.
Section 6 contains the analysis of our motivating GAAD data along with diagnostics. Concluding remarks are given in Section 7.
Statistical model 2.1 The GOR model
Let T and X be the time-to-event and the associated covariate vector, respectively. Then, suppressing subscripts and clustering, the GOR (Banerjee et al., 2007) model is defined as
where S(t|X) is the survival function of T given X, η is a vector of unknown regression parameters, H(.) is an unknown monotonic increasing transformation function, with H(0) = 0, and g r (.) is a known link function indexed by the parameter r. Note, g 0 (s) = log{−log(s)}, and g r (s) = log{r −1 (s −r − 1)}, for r > 0 and s ∈ (0, 1). Thus, r = 0 leads to the PH model, while r = 1 corresponds to the PO model.
2.2
The mixture cure model 
Here X i,j denotes the tooth specific prognostic factors for the ith subject, and Z i denotes the subject specific covariates. Under the MC formulation, the survival function for the ith subject is
where π denotes the cure (non-susceptible) fraction, and S sucp (t|X, Z, b) is the survival function of the time-to-event for the susceptible population, and b is a subject specific random effect. Introducing the random effect allows straightforward accounting of the correlation among the event times within a given subject. We model the cure fraction π in terms of covariates (X, Z) using the following logistic model
where, η 0 is the intercept, and η 1 and η 2 are the parameters corresponding to X and Z, respectively,
when t → ∞. However, as t → 0, S popl (t|X, Z, b) → 1.
Next, assuming a GOR model for the time to event of the susceptible population, we have
where, r is defined in Subsection 2.1. In the above expression, r → 0 leads to the PH model
We assume the frailty term b i follows Normal(0, 1). The square of θ can be interpreted as the variance component of b i , and we write θ = exp(ζ) for ζ ∈ R.
Likelihood construction and estimator
The likelihood function is
where φ denotes the standard normal density function. We approximate the non-negative and monotonic transformation function H(t) as H(t) ≈ K k=1 M k (t) exp(ψ k ), where M 1 (t), . . . , M K (t) denote K monotone spline basis functions of degree d based on a given set of interior knot points τ 1 < τ 2 < · · · < τ L on the compact set [0, T 0 ], exp(ψ) is the set of non-negative regression parameters, where ψ = (ψ 0 , ψ 1 , . . . , ψ K ) T , and K = d + L. In particular, we use integrated B-splines, referred to as I-splines, where M k (t) = t 0 B k (u)du, with B k 's being the B-spline basis functions. Another advantage of using I-splines is that the estimated H(t) = K k=1 M k (t) exp( ψ k ) is guaranteed to satisfy H(0) = 0, since M k (0) = 0, k = 1, . . . , K.
To avoid potential approximation bias due to the specific choices of knots, we use a moderately large number of spline basis to estimate the model components. On the other hand, to overcome the challenge of data over-fitting, a more flexible penalized spline that is a compromise between the regression and smoothing splines is used here. The proposed regularized semiparametric estimator can be written as
where α = (η 0 , η T 1 , η T 2 , β T , γ T , ζ) T denotes the parameter vector with θ = exp(ζ), and superscript q represents the qth order derivative. For notational convenience, we let J 2 (H) to denote the squared integral of qth order derivative of the function H, which is continuously differentiable up to order q,
In practice, it has been shown that q = 2 or 3 provides a reasonable bias-variance trade off (Ruppert et al., 2003) .
Estimation

Introduction of latent variables
For parameter estimation, we develop an efficient EM algorithm. We start with the following identity:
In the above identity latent u takes on one or zero depending on the unit (tooth) belongs to the cure or susceptible group, respectively. Suppose that O i denotes the observed data from the ith subject whereas O denotes the all observed data. Define the latent vectors, b = (b 1 , . . . , b n ) T containing frailty
denote the vector combining the model parameters and the I-spline coefficients. Since the estimated transformation function is determined by its coefficients ψ, we use ξ and (α T , H) T interchangeably in the following estimation procedure. Consequently, the complete data likelihood corresponding
EM algorithm
Note that the complete data likelihood corresponding to
The EM algorithm runs iteratively. At the E-step of the th iteration we take expectation of the logarithm of L c,p,n (ξ|O, u, b) with respect to the latent variables given the observed data O and the parameter value ξ (−1) from the ( − 1)th iteration. The expectation is
We use a numerical quadrature method to compute the integrals with respect to b i . Suppose (b * 1 , ω 1 ), . . . , (b * q , ω q ) are q Gauss-Hermite quadrature points with their corresponding weights. Then
Estimation steps
The estimation of ξ for a fixed value of λ, the tuning parameter in the roughness penalty, is summarized in the following steps:
•
Step 0: Initialize ξ at ξ (0) , and repeat the following steps for  = 1, 2, . . . ;
Step 1: At the tth iteration, obtain η
Step 3: Repeat Steps 1 and 2 until the parameter estimates converge with a given relative tolerance. The parameter estimate at the last iteration is denoted by ξ.
Choice of the tuning parameter λ
We analyze the data for different choices of λ, and then choose the optimal λ that corresponds to the minimum AIC value, where AIC is defined as −2log{L n (ξ)} + 2 × df . Due to penalized estimation, the degrees of freedom is calculated using the following general formula of Gray (1992) 
is the usual observed information matrix, with ξ, the estimator of ξ for a given choice of λ.
Variance estimation
Since obtaining an analytical form of the efficient information is difficult, we follow the following approach to estimate the asymptotic standard error of the estimator. Note that using the quadrature formula, at the th iteration, we can write
Let ξ be the estimator of ξ, and ξ 0 be the true value of ξ. Using the first or-
Asymptotic properties
Denote ι = (α T , H) T . Let ι 0 = (α T 0 , H 0 ) T be the true value of ι and ι n be the estimator of ι based on the data of n subjects. Define an L 2 -metric as follows:
Theorem 1. Suppose some regularity conditions hold and the tuning parameter λ satisfies λ n −2q/(2q+1) . Furthermore, assume that the distribution of data g is completely identified by (α T , H) T .
Then
Furthermore,
where I(α 0 ) is the efficient information of α at α 0 for the observed likelihood assumed to be nonsingular.
Theorem 1 implies that, although the estimators of the transformation function converge at a rate slower than n 1/2 , the regularized estimators of the regression and cure rate parameters, converge to the true one at the usual root-n rate. Moreover, the estimators from the regularized complete and observed likelihoods are both able to achieve the corresponding semiparametric efficiency bounds.
It is worth noting that, we are able to handle a large number of inner knots points under the roughness penalization and the theoretical results are proved for the function space H with the distance regularized by the tuning parameter λ.
Simulation studies
In this section, we compare the finite sample properties of the parameter estimates from our model to those from a model without the frailty term via well-known statistical metrics. Specifically, we simulated cohorts of two different sizes, n = 200 and 500. For each subject, we simulated Z from uniform(−1, 1) distribution. Mimicking the GAAD data, for each subject, we first simulated the cluster size m i from Poisson(5.47), that is truncated below 1 and above 8. Next, we simulated C i,j and X i,j from uniform(0, 20) and uniform(−1, 1), respectively, j = 1, . . . , m i , i = 1, . . . , n. Furthermore, we simulated ∆ i,j from the Bernoulli distribution, such that pr(
Here, b i was simulated from the Normal(0, 1) distribution. We set η = (0, 1, 1), β = −1, γ = −1, and considered θ = 2 and 4. We took H(t) = log(1 + t), and simulated data for r = 0, 1, 2. The overall censoring percentage pr(∆ = 0) was maintained between 64% and 74% across all scenarios to motivate a cure model fit.
Under each scenario, we simulated 1000 datasets (cohorts). Each dataset was analyzed using our model (Method 1), and a comparator, our model without the random effect (Method 2). For
Method 1, we fitted model (2) to the simulated data, with the same r that was used during data generation. For the nonparametric H, we transformed observed C i,j into [0, 1]. We used two equally spaced inner knots at 0.33 and 0.66, and employed I-splines of degree d = 2. This modeling strategy resulted in five basis functions, a reasonable number. Hence, we could avoid the roughness penalty approach to estimate H. Under Method 2 (without frailty), the model reduces to that of Zhou et al.
(2017). However, for both methods, we followed the same modeling strategy for H. The results corresponding to θ = 2 and 4 are presented in Tables 1 and 2, respectively. From Table 1 , we observe that for our proposal (Method 1) and for n = 500, both RB and RB for all parameters but η 0 are < 6%. For η 0 (also when n = 500), the median bias could be as high as 0.08, and as low as 0.01, while the true value of η 0 = 0. Overall, the bias and SD decrease as the sample size increases from 200 to 500. Compared to the model without frailty (Method 2), our method has lot less bias. Also, our method yields lower SD than that of Method 2. Table 2 also reveals a similar comparative performance. For our method, there is a reasonable agreement between the empirical standard deviation and the estimated standard error. The CPs are reasonably close to the nominal level. These results indicate that omitting the random effects term can seriously influence the performance of the regression parameter estimators.
For sake of comparison, Table 3 contains simulation results from fitting Method 1, when r = θ = 2, and with n = 200, 500, and 1000. Here we provide results with and without the small sample bias correction to the regression parameter estimators. Consistent with our intuition, the results indicate that the effect of the small sample correction diminishes with increasing n.
6 Application: GAAD Data
Background
In this section, we apply the proposed method to the GAAD data to investigate the association between the time-to-onset of moderate to severe PD of the molars and its prognostic factors. A subject can have a maximum of 8 molars combining all teeth quadrants, and we consider subjects who have at least one molar. Our dataset includes 234 patients, where 177 of them are females.
Besides gender (1= female, 0= male) the other subject-level covariates Z include smoking status (1 = smoker, 0 = never smoker), and HbA1c status (1 = uncontrolled, 0 = controlled). We also include a tooth-level covariate X, the jaw indicator (1 = tooth in upper jaw, 0 = tooth in lower jaw). Along with the covariate, the dataset records the inspection time C, and the indicator variable ∆ that takes on 0 or 1, depending on whether T > C, or not, respectively. Instances with ∆ = 0 are considered as right-censored, and there are 75% right-censored observations, the motivating factor for a cure rate model (Figure 1 ).
Model fitting and results
We fitted 4 models to the dataset. Models 1 and 3 are, respectively, our full model, and the model without the random effects (i.e., no clustering). As earlier, the random effect b follows a standard normal distribution. Also, H was modeled via I-splines of degree 2, and with two equispaced knots.
In order to determine the best choice of r, we choose an array of r, starting from 0 to 5 with an increments of 0.5, and fitted the corresponding model. We observe that r = 0 (the PH model) yields the maximum log-likelihood. Subsequently, we also fitted the same model (r = 0) without the frailty term (Model 3), and the corresponding log-likelihood value was much smaller than the log-likelihood from Model 1 (−403 versus −502). In both approaches, we incorporated small sample bias correction.
The results from the fits of Models 1 & 3 are summarized in Table 4 . For the entire table, the parameter estimates from the (logistic) regression on π can be interpreted in terms of odds-ratios, while those corresponding to the regression on S sucp are amenable to the hazards-ratio interpretation, at 5% level of significance. We first present the results derived from fitting Model 1. As expected, smoking has a significantly negative association with the cured proportion; in other words, compared to the non-smokers, the odds of a non-susceptible (cured) tooth of smokers reduces by 67%. We also observe that a tooth in the lower jaw experiences significantly higher odds of a cured tooth, 
H * (T i,j ) is a monotonic transformation function, and i,j has the survival function pr( i,j > u) = 1/{1 + r exp(u)} 1/r . In particular, H * and H are related via H(t) = exp{H * (t)}. Thus, the intraclass correlation among the time-to-events of the susceptible part within a cluster, adjusted for covariate effects is ICC = var(θb i )/{var(θb i ) + var( i,j )}. For r = 0, var( i,j ) = π 2 /6; hence, the estimated intraclass correlation is 3.63 2 /(3.63 2 + π 2 /6) = 0.89, indicative of a strong intraclass correlation.
Conclusion
In summary, this paper provides a modestly complete solution of analyzing clustered current status data. For handling a high percentage of censoring, the proposed model includes a cure rate part, and allows both the cure rate and the survival function of the susceptible part to be function of covariates.
To the best of our knowledge, this work presents the first thorough asymptotic justification of the proposed method in the GOR modeling set-up, where the model includes cluster specific random effects, penalized splines, and cure rate. Furthermore, in the numerical analysis, we incorporated an easy to apply small sample bias reduction technique. Moreover, a versatile R package is freely available at https://cran.r-project.org/web/packages/CRFCSD/index.html for ready implementation of the proposed methods. Particularly, this package can handle clustered current status data with and without cure rate part in the model.
The current modeling can be advanced in various directions. In presence of a large number of covariates (often observed in large epidemiological data), adapting our proposal to incorporate suitable machine learning, or variable selection techniques may improve prediction. Furthermore, cluster sizes may vary significantly, and may inform the underlying event time of interest, leading to informative cluster sizes (Cong et al., 2007) . All these will require non-trivial adjustments to the underlying large sample framework presented here, and will be considered elsewhere.
Stone, C. J. (1985) . Additive regression and other nonparametric models. Let S n (τ n , L n , d−1) denote the space of polynomial splines spanned by degree d−1 B-spline basis with
with d ≥ q. Furthermore, it is desirable to restrict the knots such that max 0≤l≤L |τ l+1 − τ l | = O(n −1/(2q+1) ) as in Stone (1985). We also let H n (τ n , L n , d) denote the space of polynomial splines spanned by d-degree I-spline basis such that each basis function in H n (τ n , L n , d) is the integration of the corresponding basis function in S n (τ n , L n , d − 1) over the domain [0, T 0 ] and that all the coefficients are positive. In other words,
where K = L + d. It is shown in de Boor (1978) that H n (τ n , L n , d) ⊂ S n (τ n , L n , d). To simplify the notations, we also denote ϕ = exp(ψ) with positive values.
We first note that for a fixed n, letting the tuning parameter λ → 0 implies an unpenalized estimate lying the space spanned by the given polynomial space. On the other hand, letting λ → ∞ forces convergence of the qth derivative of the spline function to zero. Take q = 3 as an example, then the limiting transformation function will be quadratic with respect to t.
To better present our results, in this session, we first assume the subject specific random effect For any H 1 , H 2 ∈ H define H 1 −H 2 2 = T 0 0 {H 1 (t)−H 2 (t)} 2 dt, and for any ι 1 = (α 1 T , H 1 ) T and
Let L c (ι; g) and c (ι; g) be the likelihood and log-likelihood for one single complete observation, respectively. Given a random sample g 1 , . . . , g n with the probability measure P, for a measurable function f , define Pf = f dP as the expectation of f under P and P n f = 1/n n i=1 f (g i ) as the expectation of f under the empirical measure P n . We write G n f = √ n(P n − P)f for the empirical process G n evaluated at f . Denote G n F = sup f ∈F |G n f |. Let · and · ∞ be the Euclidean norm of R p and the supremum norm, respectively. Analogous to (6), we also define ι c,n = arg min
We shall use v to denote a generic constant that may change values from context to context. For two sequences {a 1,n } and {a 2,n }, we let a 1,n a 2,n denote a 1,n = O(a 2,n ) and a 2,n = O(a 1,n ) simultaneously.
Some regularity conditions are required to study the asymptotic properties of the regularized semi-parametric maximum likelihood estimator. The following conditions sufficiently guarantee the results in the presented theorems.
(C1) The cluster size m of a random cluster is completely random and uniformly bounded above.
In addition P(m ≥ 1) > 0.
(C2) The covariates (X T * ,1 , . . . , X T * ,m , Z T * ) T are uniformly bounded, that is, there exists a scalar v such that P{ (X T * ,1 , . . . , X T * ,m , Z T * ) ≤ v} = 1, where · denotes Euclidean norm.
Moreover, all the eigenvalues of
are bounded away from zero and infinity, where a ⊗2 = aa T denotes the gram matrix for any generic vector a.
(C3) Θ is a compact subset of R p , where p is the dimensionality of α. Furthermore, α 0 is an interior point of Θ.
(C4) The L ∞ norm of the true transformation function H 0 (t) is bounded away from 0 and ∞. (C6) For any cluster size m * , there exits some κ ∈ (0, 1), such that
uniformly for all a with a suitable length.
(C7) The least favorable direction w * defined later in (??) satisfies J(w * ) < ∞.
Conditions (C2)-(C6) are widely used in other literatures (see, for example, Huang and Wellner, 1997; Zhang et al., 2010) and usually satisfied in practice. Condition (C1), in the use of completely random cluster size, can also be found in Zeng et al. (2005) . Although some of these conditions can be relaxed to a weaker version, it will make the proofs considerably more difficult and unnecessary to do so. Condition (C7) is used to control that the penalized maximum likelihood is estimable.
To prove Theorem 1, we first need the following technical lemmas.
Lemma 1. If Conditions (C1)-(C7) hold, then, for a sufficiently small δ > 0, there exists a constant v > 0 depending on P 0 such that H ∞ ≤ v{J(H) + 1} whenever H ∈ H and H − H 0 2 < δ.
Proof of Lemma 1. Because H − H 0 2 < δ for a sufficiently small δ > 0, it implies that there exist
In view of the fact that H 0 is uniformly bounded on [0, T 0 ], it follows that H(t i ) ≤ K δ for some constant Using the approximation property of polynomial spline (de Boor, 1978) ,
and H ∞ is bounded by v{J(H) + 1} accordingly.
Lemma 2. If Conditions (C1)-(C7) hold, then there exists a constant v > 0 such that
for ι in a neighborhood of ι 0 .
Proof of Lemma 2. From the complete data likelihood function (7), we obtain
where S sucp,ι (C * ,j |X * ,j , Z * , b * ), π(X * ,j , Z * ), and φ(b) respectively denote the survival function of the time-to-event in the susceptible population given in (4), the cure fraction function given in (3) and probability density function of b which is N (0, 1). Using Conditions (C3) -(C5), to show (A.2) greater than or equal to ι − ι 0 2 Ξ , up to a constant, it suffices to show that
for some constant v.
Next, we first show the following two inequalities
where η all and η all,0 denote (η 0 , η 1 T , η 2 ) T and its true value, respectively.
The left-hand side of (A.4) can be explicitly rewritten as log 1 + exp (1, X T * ,j , Z T * )η all − log 1 + exp (1, X T * ,j , Z T * )η all,0 2 dP = g 1 (1) − g 1 (0) 2 dP,
where g 1 (s) = log 1 + exp (1, X T * ,j , Z T * )η all,s with η all,s = sη all + (1 − s)η all,0 . Application of the mean value theorem leads to g 1 (1) − g 1 (0) = g 1 ( ) for some ∈ [0, 1]. A brief calculation shows that
where g 1, is a function of random variables X and Z. By Conditions (C1)-(C3), it is shown (A.6) holds. To show (A.5), define
where H s (t) = sH(t) + (1 − s)H 0 (t), β s = sβ + (1 − s)β 0 , γ s = sγ + (1 − s)γ 0 , and θ s = sθ + (1 − s)θ 0 , respectively. Then we obtain
From the application of the mean value theorem and Condition (C2), we have
where g 3 (C * ,j , X * ,j , Z * ) ≡ (β − β 0 ) T X * ,j + (γ − γ 0 ) T Z * + (θ − θ 0 )b * H 0 (C * ,j ), g 4 (C * ,j ) = (H − H 0 )(C * ,j ), and ϑ(C * ,j ) = 1 + (H − H 0 )(C * ,j )/H 0 (C * ,j ). By Conditions (C1)-(C4), it suffices to show
up to a constant. To apply Lemma 25.86 of van der Vaart (1998), we need to bound {P(g 3 g 4 )} 2 by a constant less than one times P(g 2 3 )P(g 2 4 ). By then computing conditionally on v, we have
where the first and second inequalities follow from the Cauchy-Schwarz inequality and Condition (C6), respectively. Thus, by Lemma 25.86 of van der Vaart (1998) and Conditions (C2) and (C5), we have
where denotes ≥ up to a constant.
Finally, using the similar arguments as shown in the proof of (A.7), the proof of this lemma is completed by combing (A.4)-(A.5).
A.1 Proof of Theorem 1
Proof of Theorem 2. We first notice that ι c,n defined in (7) maximizes the penalized (complete) likelihood rather than an ordinary likelihood, thus ι c,n does not satisfy the efficient score equation
However, if we can show that the distance between α c,n and the efficient estimator is bounded above by o p (n −1/2 ), then the result follows.
To show this, we first show that
which can begin by studying the upper bound of the penalization term. Indeed, if we plug ( α c,n + sa) T , H c,n − sw T with w ∈ W ∩ H n satisfying J(w) < ∞, into the penalized complete data loglikelihood function used in Equation (7), where a is a p-dimensional vector, and then differentiating the resultant quantity at s = 0, we obtain
Using the Cauchy-Schwarz inequality, ( H c,n ) (q) (t)w (q) (t)dt is bounded by λJ( H c,n )J(w). In Theorem 1, it has been shown
Readers are also referred to Lemma 7.1 of Murphy and van der Vaart (1999) Now, we only need to verify P n {˙ c,2 ( ι c,n ; g)[w * ] = o p (n −1/2 ) for the least favorable direction w * .
Because each component of w * has a bounded derivative, it is also a function with bounded variation.
Using the arguments in Billingsley (1995, pp. 415-416) for functions with bounded variation and the Jackson's Theorem in de Boor (1978, pp. 149) , it can be shown that there exists a w n ∈ (W ∩ H n ) p such that w n − w * 2 = O(n −1/(2q+1) ). Furthermore, we have
for s with small absolute value and a ∈ R p , which implies P{˙ c,2 (ι 0 ; g)[w * − w n ]} = 0. Therefore we can write P n {˙ c,2 ( ι c,n ; g)[w * ] = I 1,n + I 2,n , where I 1,n = (P n − P) ˙ c,2 ( ι c,n ; g)[w * − w n ]
and
Let I 1,n,k be k-th component of I 1,n and denote
It can be argued that the -bracketing numbers associated with L 2 (P)-norm for Θ, H n , and {w n,k ∈ W ∩ H n :
and v(1/ ) vn 1/(2q+1) , respectively. Therefore, the -bracketing number for A 1,k is bounded by We then show the asymptotic normality and efficiency of the estimator α c,n using Theorem 25.54 in van der Vaart (1998) . For notational convenience, in the following, let c,α,H (g) denote the semiparametric efficient score function under general α and H for the complete data likelihood.
We also write P ι c, α, H as an abbreviation for c, α, H (g)dP ι , which is an integration taken with respect to g only and not with respect to α nor H. The definition of efficient score in van der Vaart (1998, pp. 369) shows that c,α 0 ,H 0 is orthogonal to all functions in the span of˙ c,2 (ι 0 ). It then yields
Using the Taylor expansion, we can show that For (A.17), we first use the dominated convergence theorem and the consistency of ι c,n to obtain that P 0 αc,n, Hc,n − α 0 ,H 0 2 →0 in probability. Furthermore, by the consistency of α c,n , it can be shown that P αc,n,H 0 αc,n, Hc,n 2 = O p (1) with the similar arguments as to show (A.13 
Using Condition (C2), it suffices to show that
Next consider L c {sι + (1 − s)ι 0 ; g}, and then following the proof of Lemma 2, it can be shown that the left hand side of (A.20) is bounded below by
for some ∈ [0, 1]. By Conditions (C3)-(C5), it thus suffices to show
Using the mean value theorem and the proof in van der Vaart (2002, pp. 431) , the aforementioned equation is satisfied which completes the proof of (A.19) as a consequence. Table 1 : Results of the simulation study for θ = 2 , η 0 = 0, η 1 = η 2 = 1, β = −1, γ = −1 and sample size n = 200, 500. Here RB, RB, SD, SE, CP denote the relative mean bias, the relative median bias, the standard deviation, the median of estimated standard error, and the 95% coverage probability, respectively. Methods 1 and 2 refer to fitting our proposed model (2) and the model without the random effect, respectively. All entries in the table are multiplied by 100. Table 2 : Results of the simulation study for θ = 4 , η 0 = 0, η 1 = η 2 = 1, β = −1, γ = −1 and sample size n = 200, 500. Here RB, RB, SD, SE, CP denote the relative mean bias, the relative median bias, the standard deviation, the median of estimated standard error, and the 95% coverage probability, respectively. Methods 1 and 2 refer to fitting our proposed model (2) Table 3 : Results of the simulation study for θ = 2 , η 0 = 0, η 1 = η 2 = 1, β = −1, γ = −1 and sample size n = 200, 500. Here RB, RB, SD, SE, CP denote the relative mean bias, the relative median bias, the standard deviation, the median of estimated standard error, and the 95% coverage probability, respectively. Methods 1 and 2 refer to fitting our proposed model (2) Here Est, SE, and PV stand for estimate, standard error, and p-value, respectively. In panels 1 and 2, we fit the cure rate GOR model with frailty to the full data, and after removing influential subjects, respectively. In panel 3, we fit the cure rate GOR model without the frailty term. In panel 4, we fit the cure rate GOR model with frailty and with a moderate number of knot points and a roughness penalty for the nonparametric term. Here, in all cure rate GOR models r = 0. 
