A laser incident normally upon a waveguide with a Kerr nonlinearity is considered. Although the laser is uniform in the plane of the waveguide, it is shown that the waveguide fields can be unstable to growth, forming coherent, periodic structures that are similar to those seen in experiments producing permanent laser-induced periodic surface structure. The initial structure and the exponential time dependence of the unstable field are determined. Finally, it is noted that the mechanism responsible for this instability is the same as that required for phase conjugation through degenerate four-wave mixing.
INTRODUCTION
Transverse instabilities in optics have been investigated since the advent of the laser. Examples include transverse laser instabilities,' laser-induced periodic surface structure,' diffractive instabilities, 3 ' 4 and many others. 5 This long history is due in part to difficulties in providing a complete theoretical understanding of such systems. These arise for a number of reasons: First, the nonlinear optical response can be as large as the linear response, invalidating perturbation theory. Further, the effective nonlinearity can enter through the dependence of the dielectric constant on other fields, such as temperature and density, that are in turn driven by the optical field. This complicates the theory by adding additional fields and equations. Finally, many modes of the system may be unstable, leading to a complicated mode-coupling problem. In this paper we discuss a system with simple Kerr nonlinearity that can develop a transverse instability involving only a single mode. Although none of the difficulties listed above applies here, the resulting periodic pattern formation is similar to the structures seen in more complicated systems, notably laser-induced periodic surface structure. Here, however, the essential simplicity permits us to study in more detail the nature and the evolution of the instability. In addition, the process that is necessary for this instability is the four-wave mixing process responsible for phase conjugation. Phase conjugation can be viewed as a process that forms a temporary grating' by interference of an intense pump beam and a weak probe, the phase-conjugate wave arising from the diffraction of a second pump off this grating. The periodic pattern formation seen is essentially the spontaneous formation of a temporary grating by a single pump.
The system that we consider is shown in Fig. 1 . An intense laser beam is normally incident upon a nonlinear waveguide; the beam has a finite width L, and the film material of the waveguide is a Kerr medium. We find that this system can be unstable to fields propagating in the waveguide, transverse to the direction of the incident light. Thus, if a laser with a high enough intensity were incident upon such a waveguide, fields propagating out of the beam region would be spontaneously produced. The instability arises from a linear interaction between two counterpropagating waveguide fields. This interaction depends on the incident beam through the y(3)(n 2 ) nonlinearity, and it is essentially the quantity n 2 1 0 , where Io is the incident beam intensity, that plays the role of the linear coupling coefficient. We refer to the interaction as a phase-conjugate coupling, since it couples the field propagating in one direction with the conjugate field propagating in the other. Some simple qualitative arguments lead to conditions necessary for instability. Since a significant coupling between the counterpropagating fields is required, the phase change in one field due to the other field must be of order r. This requires an interaction length of >/1/Ak, where Ak is the change in wave vector due to the coupling, k (n 2 IO)k. This interaction length is a lower bound on the beamwidth of the incident field. Further, the interaction length can also be limited by the attenuation length of the waveguide mode, since that is the length over which any driven fields remain coherent. Thus, if -q is the attenuation coefficient of the waveguide mode and L is the beamwidth, we require that (1.1) In this paper we derive a complete set of equations governing the evolution of the waveguide field. These equations are linear in the limit of small fields and are easily solved to yield a general instability criterion that is in agreement with conditions (1.1). These conditions can also apply to a number of other systems. In a previous paper 7 we derived an instability criterion for a system in which the fields were not waveguide modes but rather radiation remnants or surface plasmons. Yet for that system the criterion still satisfied conditions (1.1).
Before beginning a formal derivation of the full equations, we present a simple argument to show how the instability occurs. For this system to develop an instability, the waveguide field must be unstable to growth. Since it can grow only by scattering from the incident beam into the waveguide, we expect the time dependence of its amplitude to be characterized by frequencies centered on the incident frequency w 0 . We assume that the field structure in the waveguide is described by one TE waveguide mode, and we express this field in terms of slowly varying envelope functions with w 0 as the carrier frequency:
where Ko is the wave number of the mode of interest and h(z) is the mode profile. In the absence of the incident beam, aR and aL obey the usual slowly varying envelope equations (1.3b) ax Ug at)
where Ug is the group velocity for the mode considered and -q is an attenuation coefficient that describes losses through absorption or scattering. The right-hand sides of Eqs. (1.3) can be thought of as sources that are out of phase by r from aR (aL) and lead to a decrease in amplitude with propagation. If one now applies an intense normally incident field Ej = Eo(z)exp(-ioot) and assumes that the waveguide has a Kerr nonlinearity, additional source terms appear on the right-hand sides of Eqs. (1.3). These sources arise from scattering of various fields from a periodic index change (an index grating) produced by the nonlinearity and a periodic intensity. The intensity is periodic in the plane of the waveguide owing to interference between the incident and waveguide fields. To first order in the waveguide field, all possible combinations of the fields that can be phase matched are (1. 4) We assume that the nonlinearity is real and recall that the scattering process introduces a ir/ 2 phase shift.' The terms (1.4) then enter the slowly varying envelope equations (1.3) with imaginary coefficients:
(1.5a) (_ ax+ 1 aaL(X t) = (-y7 + ia)aL(x, t) + iaR*(x, t), (1.5b) where a and f3 are real coefficients proportional to the incident intensity Eol2/2 and to the magnitude of the nonlinearity.
The first terms on the right-hand sides of Eqs. (1.5) are similar to those in Eqs. (1.3), but the coefficient is now, in general, complex. The imaginary part of this coefficient (a) is the parameter for contributions to aR (aL) that are out of phase by ir/2. These do not change the magnitude of aR (aL) but lead to a shift in wave vector. The interesting terms are the second ones on the right-hand sides of Eqs. (1.5), since they describe an interaction that couples right-and left-going waves. It is this term that leads to instability, as one can easily see by assuming that the slowly varying amplitudes have the form aR(x, t) = exp(iax)iR(t), aL(x,t) = exp(-iax)dL (t) and that the loss 1j is zero. Then, from Eqs. (1.5) we obtain
Equations (1.6) have solutions that grow exponentially in time, indicating that the waveguide field is unstable to variations with this space dependence. Physically, there are two processes that together lead to this growth. First, energy is coupled from the incident beam into the mode field aR (aL) by scattering from an index grating produced by interference between aL* (aR*) and the incident field through the nonlinearity. This process is incorporated in both of Eqs. (1.5), since aR* (aL*) enters as a source for aL (aR). Second, if one follows two of these scattering processes, say, aR -> aL* aR, one finds that the contribution to the source of aR is returned in phase with the original field. This is in contrast to the usual scattering that would result from a fixed, time-independent grating. The corresponding scattering process there is aR --aL aR, and the corresponding contribution to the source is r out of phase with the original field. In that case, if a field going purely to the right (aR 0, aL = 0) were launched, its amplitude aR would initially decrease, although because of repeated scattering the amplitudes aR and aL would ultimately oscillate. In our case, since the repeated scattering is in phase, the field amplitudes aR and aL do not oscillate but can grow together. In order that these two processes lead to an instability, the space dependence of the field structure assumed in Eqs. (1.6) must be able to satisfy the boundary conditions imposed by the system. This restriction is discussed in Section 4.
The coupling described above is the same coupling that produces a phase-conjugate wave in degenerate fourwave mixing, and the equations commonly used in phaseconjugate theory' 1 ' can be obtained from Eqs. (1.5) by assuming steady-state fields and no loss ( = 0). Analogous to the instability in our system, the reflection of a phase-conjugate mirror produced by degenerate fourwave mixing can diverge." This occurs when the system parameters meet the oscillation condition, f3L = r/2, where L is the interaction length between the probe and pump fields and f3 is the same coupling coefficient as above. We find the same condition for the instability threshold with zero loss. The difference is that in the usual phase-conjugate systems one has two intense counterpropagating pump beams. Here we have only one pump beam, the incident field. It is reflections from the interface of the waveguide that produce the standing-wave component of the field that is usually produced by counterpropagating pumps; otherwise the phase-conjugation process is the same. Experimentally, observation of the instability in our system is, in principle, simpler than in the usual phase-conjugation experiments. For those, instability first develops in the direction collinear with the pump beams, since this direction has the longest interaction length. Although some experiments have been performed in that geometry," it is difficult to separate the unstable fields from the intense collinear pump beam. Also, there are many other instabilities present-polarization instabilities,' 2 self-focusing (diffractive instabilities), 3 and dispersive instabilities 3 -that may have lower thresholds, making observation of the pure phase-conjugation instability difficult or impossible. Here, however, the nonlinearity is confined to the waveguide region. Thus the fields that participate in any instability must also be confined to the waveguide region and will have wave vectors perpendicular to the direction of the pump beam. All the competing instabilities listed above are not present, since they rely on fields that are collinear, or nearly collinear, with the pump beam. Furthermore, since the field arising from the instability propagates in a direction different from that of the pump, it is easily detected after it leaves the interaction region.
In this paper we present a formal derivation of the equations that govern the waveguide field. These equations, which are more general than the phase-conjugation equations described above, incorporate effects due to the incident-beam profile, attenuation in the waveguide, a complex nonlinearity, and saturation terms that limit the growth of any instability. They are still, however, much simpler than the equations needed to describe other systems that exhibit transverse instability. We examine the initial growth and structure of this instability in two simple cases: a uniform beam profile, where we find analytical results, and a Gaussian beam profile, where we resort to numerical integration of the equations that govern the waveguide field. We find that the nonlinearities and the intensities needed for instability are large but not unrealistic, and we mention some possibilities in Section 5.
Some of our preliminary results were presented in an earlier paper,' 4 where we also briefly considered saturation of the instability and presented a steady-state solution for the simple case of a uniform beam profile. A full analysis of the instability saturation is complicated; we do not consider it in this paper, where our goal is to consider in detail the onset of the instability. The nature and the stability of the final field structures that evolve from this instability will be examined in depth in a later publication.
COUPLED-MODE EQUATIONS
In this section we derive equations for the evolution of the waveguide field in the system shown in Fig. 1 . In light of the discussion in Section 1, we expect only two contributions to the electric field: the applied pump beam and the field propagating in the waveguide. We write the total electric field as
where F(x, t) is the waveguide mode amplitude, h(z) describes the mode profile at the incident frequency w)O, and e(z)f(x) describes the incident beam including the beam profile and all reflections from the linear interfaces that compose the waveguide. We assume a TE polarized waveguide mode and use mode profiles that are normalized such that f h 2 (z)dz = 1. We define the transverse beam profile f(x) to have a maximum amplitude of unity and the field profile e(z) to be that which results from a uniform plane wave of unit amplitude incident normally upon the waveguide; Eo is then the maximum amplitude of the incident beam. Equation (2.1a) is a good approximation if three conditions are satisfied: First, the change in the dielectric function due to the nonlinearity must be small compared with the difference in dielectric constants of the layers of the waveguide. This permits us to use the field profiles e(z) and h(z) determined from the linear problem. Second, the mode amplitude F(x, t) must be slowly varying with time, so that the general mode profile h(z; w) is well approximated by the profile at the incident frequency, h(z) _ h(z; to). Finally, only a single waveguide mode can be unstable. This is certainly guaranteed if we have a single-mode waveguide but can hold more generally in a multimode waveguide if the instability criteria derived below indicate that all but one of the modes are stable.
Instead of writing the total electric field as in Eq. (2.1a), we can use the decomposition
This expression is exact; EH(X, z, t) is a homogeneous solution of the Maxwell equations with the linear dielectric function that describes the waveguide, and Ep(x, z, t) is a particular solution of those equations with the complete nonlinear polarization pNL as a source. The specific homogeneous solution used in Eq. (2.1b) is determined by the boundary conditions assumed, in our case a beam incident from the positive z direction. It is by comparing Eqs. (2.1a) and (2.1b), once a model for the nonlinear polarization is specified, that we can derive a nonlinear equation for the waveguide amplitude F(x, t). We emphasize that this derivation is accurate to all orders in the waveguide field, subject only to the approximations implied in writing Eq. (2.1a).
If we define the Fourier transforms as
the particular solution Ep is given by
where G(x -x', z, z'; o) is the Green function for this waveguide system with boundary conditions corresponding to outgoing radiation or evanescently propagating fields. We assume that the polarization can be written in terms of a nonlinear contribution to the dielectric function:
For a TE mode the nonlinear polarization lies only in the9 direction. We define the field p(x, z; co) by the relation PNL(x, Z;CO) 9Eop(x,z;co), (2.5) and the tensor component of G that relates Ep to pN is 9 G 9. In Appendix A we derive an expression for this component:
where Km(co) and hm(z; c) are the wave number and the mode profile associated with the mth mode, 7 is a phenomenological constant describing any losses in the system due to scattering or absorption, and co _ co/c. The index m enumerates all the poles of the Green function, both on the real axis and in the complex plane. For bound waveguide modes, m is a discrete set. For radiation modes, m becomes a continuous variable, the poles become a branch line, and the sum must be replaced by an integral. Finally, the parts of G that describe evanescently vanishing fields are those with poles on the imaginary axis. The functions hm(z; oj) are real and form a complete orthogonal set. 5 A general expansion of the form (2.6) for the Green function tensor was developed by de Sterke and Sipe' 6 ; for details of the waveguide modes and the dispersion relations see, e.g., Kogelnik." 7 The exact field Ep in Eqs. (2.1b) and (2.3) contains components from all the modes of the waveguide. To determine the amplitude F(x, t) of the mode in which we are interested, we use the orthogonality of the mode profiles hm(z; Co). This permits us to identify Fp(x, co), the contribution to F(x; co) from Ep, as
Fp(x; o) = exp(icoot) dz h(z).-Ep(x, z; co). (2.7)

Eo
In keeping with the second approximation mentioned after Eq. (2.1a), we set h(z; )) = hm(z; oo) = h(z) in Eq. (2.6). Substituting Eqs. (2.3), (2.5), and (2.6) into Eq. (2.7) with this approximation gives
where K(co) is the wave number of the waveguide mode of interest and we have defined a reduced polarization ,p(x'; o) by The interaction between the waveguide field and the incident field becomes important only for waveguide fields around the incident frequency c&o, since the two fields must be nearly phase matched in the time domain. In this regime we write the waveguide mode amplitude F(x, t) in terms of slowly varying amplitude functions describing propagation to the right (aR) and the left (aL): (2.12) Similarly, the reduced polarization is written as Finally, we find the polarization components PR and jL from a model of the nonlinearity and the assumed field structure (2.1a). We assume a Kerr-type nonlinearity of the form ENL(x, Z, t) = e'S(z)I(x, z, t), (2.17) where e' is, in general, complex, I(x, z, t) is proportional to the time-averaged intensity, I _ E12/2, and S(z) is defined as where the overlap integrals are Thus the phase of 13 determines only the phase of the waveguide fields with respect to the incident field, and without loss of generality we take 13 to be real and positive.
In Eqs. (3.2), aR (aL) is coupled only to aL* (aR*); these are a set of coupled linear equations that are easily solved. Assuming that the slowly varying envelope functions oscillate at a frequency w, the solutions, or modes, associated with that frequency are opens a wave-vector gap of width 10-4. with
and the dispersion relation
(3.5)
The constants A+ (w) and A () are the amplitudes of the two independent eigenmodes of the system. The corresponding eigenfields E+ and E are combinations of rightand left-going waves:
6a) E-'(x,t) = A_(co)exp(-i{[Ko + k*()]x + (o -ws*)t}) -K(w)A_*(w)exp(i{[Ko + k(w)]x -(o + w)t}). (3.6b)
In the dispersion relation (3.5) the convention chosen for the square root has no physical significance. We find it convenient to choose the real part of the square root to have the same sign as w, so that A+ (A-) becomes the amplitude of aR (aL) when the nonlinearity of the medium is turned off (a,,8 --> 0). The evolution of any pulse in the waveguide can be constructed from the modes (3.3):
aR(x, t) = f aR'(x, t)dw, aL(x, t) = f aL (x, t)dcu, (3.7) the eigenmode amplitudes A+ () and A (co) being chosen from the initial conditions. These modes and their associated dispersion relations are similar to those first studied by Bobroff' 9 in a different problem, the generation of stimulated Brillouin scattering in a liquid. There, both the propagation geometry and the physics were different from those in our problem. The incident beam was collinear with the two modes, with the modes describing a generated sound wave and the backscattered light. And the interest was in the time evolution of the generated pulses, which could be described by integrals of the form of Eqs. (3.7). Here we are interested in instability, and hence in the growth of individual modes, rather than the problem of pulse propagation. Thus we construct solutions from the individual modes [Eqs. (3.3) ].
We plot the dispersion relation for zero attenuation in Fig. 2 . Note that interaction with the incident field has opened a wave-vector gap. The origin of this gap can be understood if we use a scattering argument that is shown schematically in Fig. 3 . In more common scattering problems, as in the case of an electron in a periodic potential or in the case of a waveguide mode in the presence of an etched grating, there is a periodicity in space at some fixed wave vector 2 Ko. This resulting scattering process is shown in Fig. 3 as the scattering aL -> aR with an arrow (k = 2 KO, = 0) labeled Vsc. This type of interaction opens a frequency gap in the dispersion relations (a band gap) and causes mixing between aR and aL. In our case,. on the other hand, we have a periodicity in time at some fixed frequency wo, the frequency of the incident field. The interaction between the incident and the waveguide field is through the third-order nonlinearity, so four fields are involved in one scattering process. The result is the scattering aL* -> aR that uses two interactions with the incident field, as is shown with arrows (k = 0, a) = wo) labeled EINc in Fig. 3 . Since the incident field introduces a periodicity in time, rather than the usual periodicity in space, it is not surprising that a wave-vector gap, rather than a frequency gap, appears. Furthermore, this periodicity causes mixing between aL* and aR, resulting in the phase-conjugation phenomena discussed above.
In Fig. 3 the slope of the dispersion relation, which gives the group velocity of the eigenmodes, diverges as the gap is approached. Further investigation shows that this does not violate causality, since in this region the usual approximation of a wave packet propagating with a group velocity breaks down. Physically, the group-velocity dispersion is VSC EINC -Wo Fig. 3 . Schematic diagram of scattering processes that lead to frequency and wave-vector gaps. A frequency gap results from a periodicity in the system described by a fixed wave vector Vsc. A wave-vector gap results from a periodicity described by a fixed frequency EINC, in our case the incident beam. Note that the wave-vector gap is smaller here than in Fig. 2 so large that a wave packet will have significantly alt its shape before propagating over a distance compai with its width. As we mentioned above, Bobroff' 9 co ered the propagation of pulses constructed from m with similar dispersion relations. It was found tha leading edge of such pulses propagates at the velocil light in the underlying medium. This result ca shown more generally by using Eqs. (3.2), as these des( the complete response of the system. In Append we construct an effective nonlocal susceptibility accurately models the various interactions describe Eqs. (3.2). We find that the nonlocal contribution to susceptibility describes a response that propagates al group velocity vg of the underlying waveguide m Since vg < c, the susceptibility satisfies causality. any fields arising from this susceptibility, e.g., t described by the solutions (3.3)-(3.5), must also sa causality (see, e.g., Ref. 20) .
We now consider the presence of some loss in the tem. We plot the dispersion relations for -= Q/ Fig. 4 , showing both the real and the imaginary par the wave vector. First, note that the wave-vector gar decreased; the gap closes completely when 7 2 /.
ond, Im(k+), which describes the decay of the eigenf in the direction of propagation, vanishes at zero detui At this frequency the eigenfields become periodic in si as if attenuation were not present. However, at no I is the sign of Im(k+) negative, which would indicate a growing in the propagation direction. In Section 1 we presented an argument showing this system can have field structures that grow expo tially with time. To see the connection between t fields and the dispersion relations, we put o = ia Eq. (3.5) and find that 
INSTABILITIES IN A FINITE BEAM
In Section 3 we found an instability for an infinite beam, where the incident beam was assumed to be a plane wave. In this section we show that the waveguide field can also become unstable when the incident beam is of finite width, although the width of the beam introduces boundary conditions restricting the field structures that can become unstable. We find an instability condition analytically when the beam intensity is uniform across its 8 width. But for a more complicated beam profile, one must integrate the general equations (2.22) numerically to determine the stability of the waveguide fields. We do this aX 4- for the example of a Gaussian profile.
.
For a uniform normally incident beam of width L (see Fig. 1 ), the waveguide can be divided into three regions of uniform intensity: the beam, or interaction, region, and ered the regions on either side. The solutions of Section 3 are rable therefore valid in each region and are connected by nsidboundary conditions at the edges of the incident beam. lodes We construct modes from these solutions that satisfy the t the boundary conditions; these are now the modes for the systy of tem with this incident beam. For such a mode to be unn be stable, it must correspond to a field structure that has no ie B waveguide field incident from the right or the left but still ix B grows with time. that
In general, there are two amplitudes (A+, A-) to be d by specified in each of the three regions mentioned above. this
The condition that no waveguide field be incident from I the the right or the left determines two of the six ampli-.ode.
tudes, leaving four. Now, from the full equations (2.22) [hus we deduce that the slowly varying envelopes are everyhose where continuous, even if the normally incident intensity tisfy changes in a stepwise manner. This leads to four linear equations, two from each of the beam edges, in the four sysunknown amplitudes. These equations are homogeneous; 2 in in order that the amplitudes that satisfy these equations ts of be nonzero, the frequency must satisfy an eigenvalue conp has dition, which we find to be Secields ling. )ace, point field that nenhose X, in Interpretation of the eigenvalue condition (4.2) is straightforward if we recall the discussion in Section 3 of the unstable modes for an infinite beam. Since in that case all wave vectors are allowed, unstable modes exist if the dispersion relation has a wave-vector gap (i.e., if P > 7). For a finite beam, the boundary conditions allow only a discrete set of wave vectors; the right-going (leftgoing) field must vanish at the left (right) boundary of the beam. Thus the periodic space dependence of the waveguide field must be such that the energy can transfer completely from one direction to the other in a distance equal to the beamwidth. The wave vector for this transfer is the difference between wave vectors of the two modes, k -k_. In addition, Fig. 5 shows that complete transfer occurs when the phase associated with this wave vector changes by 1/4,3/4,5/4, .. .,(n + 1/2)/2 periods. So the wave vectors allowed by the boundary conditions must satisfy (k+ -k-)L = (n + 1/2)7r, neglecting attenuation; attenuation adds an additional phase but does not change the nature of the argument. If L is large enough that k+ and k-are in the gap when n = 0, there is a single allowed modewithwi> 0. Ifk+andk.areinthegapwhenn = O and n = 1, there are two allowed modes, and WOI(n=O) >
WI(n=l).
With the insight gained from this argument, we can reduce Eq. (4.2) to a condition for the existence of any unstable modes: We set n = 0 and require that to, > 0, which leads to
This instability condition depends on only two variables:
PL and n/P. These are the natural measures of the beamwidth and the attenuation in this system. The nonlinearity, the incident intensity, the incident wavelength, and the specific waveguide geometry are all contained in the nonlinear coefficient p. Figure 6 is an instability diagram showing regions of parameter space where the waveguide fields are unstable to growth. The coordinates are 7/,a and goLo, where the generalized parameters that we introduce below, P3 and Lo, are equal to f3 and L for the uniform beam. The system can be represented by a point labeled by these coordinates. If the point lies above the solid curve, the waveguide field is unstable. This instability criterion reflects the two conditions for instability that were discussed in Section 1. The unstable region of parameter space in Fig. 6 is bounded by conditions on the interaction length, 3L > m/2, and on the attenuation, n/P < 1, which correspond to relations (1.1).
More generally, the incident beam has some transverse profile other than the uniform profile considered above. To investigate instability in this case, we consider an experimentally simple geometry, namely, a Gaussian beam focused onto the waveguide. The beam profile f(x) is then Gaussian in amplitude but still has uniform phase. Now, however, that the coefficients a(x) and }(x) in Eqs. (2.22) are space dependent, so that linear solutions analogous to those found in Section 3 are difficult to obtain. To find conditions for instability in this case, we numerically integrate Eqs. (2.22) . If a small initial field grows to some coherent structure, the waveguide field is considered unstable.
Analogously to the uniform beam case, we can construct an instability diagram using an effective attenuation /Po and an effective interaction length Louo as our coordinates. We take Lo and Pa to be defined as Fig. 6 . Surprisingly, we found no dependence on the relative magnitude of a(x), within the bounds of reasonable values for the overlap integrals that relate a(x) and /3(x). This is reminiscent of the uniform beam case discussed above, where the instability condition (4.4) is independent of a. We examined other beam profiles numerically and found similar instability diagrams, with the boundary between the unstable and stable regions occurring for similar coordinates. We conclude that Eq. (4.4) derived for the uniform beam provides a good estimate of the instability threshold for any sufficiently smooth beam profile.
CONCLUSIONS
In this paper we have shown that a laser beam incident normally upon a nonlinear waveguide can be unstable to fields propagating in the waveguide. These fields are transverse to the propagation direction of the beam and result in a modulation of the light intensity and the dielectric function in the direction parallel to the surface. Experimentally, the detection of this phenomenon should be straightforward. One could either detect the spontaneous appearance of waveguide fields that have propagated out from the irradiated region of the waveguide or diffract a probe beam off the periodic modulation in the dielectric function that appears in the irradiated region.
To observe this instability experimentally, one needs a large nonlinearity with low absorption. We summarize these requirements in two simple, order-of-magnitude conditions that must be met in order for this instability to occur. For the existence of unstable modes we require a wave-vector gap in the dispersion relation (3.5). The condition for this is > , or
For the proposed nonlinear optical devices mentioned above, the required parameters are w 2 and W 5. These are comparable to inequalities (5.1') and (5.2'), and we conclude that any materials considered there should be candidates for the waveguide material required to observe this instability.
To see the implication of the constraints (5.1) and (5.2), we consider CS 2 , a standard n 2 material. For wavelengths -1 Aum the attenuation is small, -10-cm-', and n 2 -4 x 10-14 cm 2 /W 2 2 We see that inequality (5.1) is satisfied by A 10-8, but for realistic beamwidths expression (5.2) requires intensities greater than 10 GW/cm 2 . Thus we require larger nonlinearities, even at the expense of increased absorption. In semiconductor-doped glasses one can obtain index changes of 10-4, leading to A 5 x 10-4, but the absorption is also large, -10 cm-' (Ref. 23) ; these values are marginal, and in any case the nonlinearity has not been well characterized. Organic materials can give large Kerr-type nonlinearities; index changes of 10-3 with absorption of 0.1 cm-' may be possible, 24 but characterization of these materials is less advanced than that of the semiconductor-doped glasses. Perhaps the most promising material is an artificial Kerr medium composed of water with dielectric spheres in suspension. 2 5 It is possible to tailor the nonlinearity by varying the size and the concentration of the spheres, leading to values of n 2 as large as 10 where A is the wavelength of the incident light. Recall that A = e'lEo1 2 /2 is the change in the dielectric function induced by the incident intensity and 7 is the attenuation coefficient for the waveguide fields. A more restrictive condition is that the interaction width, i.e., the width of the incident beam, must be large enough to support one of these unstable modes. For small attenuation this condition is L > r/23, or
These two conditions are closely related to those required for the operation of various proposed nonlinear optical devices. 2 ' Potential materials for these devices are often characterized by two parameters: the saturation parameter, w = natL/A, and the figure of merit, W 8 nat/A17, where nat is the saturation (maximum) value of the nonlinear index change. Our nonlinearity parameter A involves the change in the dielectric function and is related to n,,at by A = 2no6nMt, where no is the linear refractive index. With this relation the two conditions above can be expressed in terms of the saturation parameter and the figure of merit:
This more involved calculation yields an instability condition independent'of r and hence identical to condition (4.4). The relaxation time affects only the growth and the structure of the field. We can thus apply the derived instability condition to all materials with real nonlinearities and exponential relaxation times. For the artificial Kerr medium described above, the nonlinearity can be modeled by equations similar to (2.17'), but the relaxation time for the growth of a variation in the dielectric function is different from that for the decay (see Ref. 25 and references cited therein). Thus a complete theory involving the artificial Kerr medium would be more involved. We argue, however, that the threshold for instability would be the same as that derived in this paper. When the system is at the threshold for instability, the fields in the waveguide must be independent of time, neither growing nor decaying. Since the nonlinearity has the field as a source, it must also be independent of time.
Thus the temporal evolution of the nonlinearity should be irrelevant. The results described above, with Eq. (2.17') as a model, support this claim. The unstable fields grow until saturation effects become important. In the usual phase-conjugation geometries, growth is limited by depletion of the pump beam. 26 Here, the incident field, or pump, interacts with the non-linearity only for the width of the waveguide (approximately a wavelength). The fraction of the incident field depleted is thus approximately A (recall that A is the change in the dielectric function induced by the incident intensity) and cannot be a significant' effect for realistic materials. In our system, saturation is caused by the nonlinear cross-and self-phase modulations that were dropped in the linearization procedure [Eqs. (2.22 the waveguide become comparable with the incident field. Instead of being caused by pump depletion, saturation is caused by the cross-and self-phase modulations' changing the field structure, so that it no longer grows exponentially. We will consider this saturation and the resulting steady-state fields in a later publication.
APPENDIX A In this appendix we derive Eq. (2.5) for the Green's function. The field structures that we consider are of the form E(r; co) = E(x, z; )9, P(r; ) = P(x, z; )9,
for which the Maxwell equations give 
Since the eigenfunctions h,, form a complete set in z space, we expand9 G * 9 and 8:
9 G(k; z, z')* 9 = z a.n(k)h.(z)hn(z'), 
In a realistic system some absorption and scattering losses are present, which move the waveguide poles off the real axis in the positive imaginary direction, so that Km becomes complex. To incorporate this effect in an approximate way, we add a phenomenological attenuation q to the poles in Eq. (A8), i.e., Km Km + i.
We require that 71 << Km, so we can ignore the change in the mode profiles hm. Then Eq. (A8) with the attenuation constant -qm is the desired result, Eq. (2.4).
APPENDIX B
In this appendix we demonstrate that the system of equations (3.2) can follow from a phenomenological model described by a nonlocal susceptibility. Further, the susceptibility that we find contains, in addition to a local part, a contribution describing a response that propagates at the group velocity vg of the waveguide.
To begin, we recall that the response of the polarization to the electric field in a one-dimensional, nonlocal homogeneous system can be described phenomenologically by a susceptibilityx(x -x';co):
P(x;cs) = |X 2X(x -x'; )E(x'; ).
(Bl)
We write the electric field E and the polarization P in slowly varying envelopes about tKo and cso: 
E(x, t) = aR(x, t)exp[i(KOx -Woot)]
+ aL(x,t)exp[-i(KoX + ot)],
P(x, t) = R(X, t)exp[i(KOx -
Not
