We determine the conditions for the existence or not of cycles for several families of generalized 3x + 1 mappings and develop a method to find them.
Introduction
Mappings can be define on integers represented by functions such that each element of the set Z is connected to a single element of this set. These functions consist of two or more integer transformations on themselves. The two best known generate the original Collatz problem and the 3x + 1 problem [3] .
Let n be an integer. The 3 transformations that give rise to the original Collatz problem are 2n/3 for all integers n = 0 + 3q where q is any integer, positive, negative or zero, (4n − 1)/3 for all integers n = 1 + 3q and, (4n + 1)/3 for all integers n = 2 + 3q. The 2 transformations that apply in the 3x + 1 problem are n/2 and (3n + 1)/2 respectively for even and odd integers.
The mappings generating these two problems are part of a much larger family, the generalized 3x+ 1 mappings defined by Matthews [4] . The successive application of the functions that represent these mappings for any integer n produces a sequence of integers called a trajectory. If we find the starting integer after k operations, we have a cycle of length k. The cycle is then repeated to infinity. The two problems mentioned above are defined from the convergence or not of the trajectories towards the cycles. When studying the families of generalized mappings, we observe a point that appears common to all families, that the number of cycles seems limited. In the original Collatz problem the 9 known cycles are closed (there are no integers other than those included in the cycles which converges towards these cycles), which leads to the conjecture that all these other integers are in infinite trajectories (divergence). In the other known problem, only one cycle for natural numbers have found, 2, 1 , and the trajectories of all other positive integers seem to converge towards this cycle (opened cycle), leading to the famous conjecture claiming that the trajectories of all natural numbers converge towards this cycle.
Using computer programs, several cycles were determined [7] in many families of the generalized 3x + 1 mappings. Various conjectures concerning the number of these cycles, as well as the convergence or not of the trajectories, have also been stated. There are not really any methods that have been developed to determine the cycles, apart from the result of the work done by Atkin [1] when studying the function related to the original Collatz problem.
In this paper we determine under which conditions a cycle can exist or not and develop a method to find them, when studying the function that generates the infinite permutations (original Collatz problem). Thereafter, we apply this method to the function related to the 3x + 1 problem and finally, to some mapping families studied by Carnielli [2] . In the course of the developments, we come to a somewhat unexpected result that directly links the original Collatz problem and the 3x + 1 problem.
Infinite permutations
Let the function g(n) be defined as follows [3] 
Consider the infinite permutation 1 2 3 4 5 6 7 8 9 · · · n · · · 1 3 2 5 7 4 9 11 6 · · · g(n) · · · .
The iterative application of the function to natural numbers gives rise to sequences of positive integers, called trajectories,
The study of the iterates of g(n) is called the original Collatz problem. We talk about infinite permutations because when we apply the function g to all positive integers a first time, we find again each of the natural numbers, but in a different order, and so on. The first transformation gives the natural integers 2 + 2q, the second 1 + 4q, and the third 3 + 4q where q is any integer, positive or zero.
A sequence of integers forms a loop when there exists a k such that
If all integers in the sequence are different two by two, we have by definition a cycle of length p = k. Generally, we note the sequence characterizing a cycle starting with the smallest integer.
The first natural number forms a cycle noted 1 . The following two numbers generate the cycle 2, 3 with a period p = 2. Two other cycles are known, namely The cycles are the same with the negative integers because the function is odd, g(−n) = −g(n). In addition, the cycles are closed; there are no integers other than those included in the cycles which converges towards these cycles.
The general expression giving the result of k iterations of the function g on an integer n is
where
and
with k 2 the number of transformations of the form 2n/3 and k 1 , transformations of the other two kinds, (4n ± 1)/3.
Unlike parameter λ k1,k2 , ρ k (n) depend on the order of application of the transformations. Nevertheless, the maxima of this parameter are easily calculated according k 1 .
Theorem 2.1
The absolute value of the negative or positive maximum of parameter ρ k (n) is
Proof.
We have the maxima after k iterations when the k 2 transformations precede the k 1 transformations. So, for k 1 ≥ 1, 
Adding and subtracting 3.4 k1−1 at the first term 4 k1−1 to the numerator, we have
Adding this result at the second term to the numerator,
By continuing this process until the last to the numerator, leads to the expected result. The search for conditions that can generate a cycle leads to the analysis of the parameters λ k1,k2 and ρ k (n) appearing in the equation (3) . A brief analysis of this equation when the term ρ k (n) is small in front of λ k1,k2 n, allows us to assert that g (k) (n) = n can be achieved for λ k1,k2 close to 1.
In the following, from results obtained by Atkin [1] , we will show that the knowledge of the λ k1,k2 parameter in the neighborhood of 1, determine conditions for the existence or not of a cycle.
As that follows is very important, we recall the demonstration performed by Atkin with more details. Our final formulation will be slightly different so as to highlight the λ k1,k2 parameter on which is based our subsequent analysis.
Consider the infinite permutation (1) in the form
applied on natural numbers, where n is any integer positive. Of course, both forms lead to the same results. Mainly, the infinite permutation in the form (7) allows us to easily built 5 other families of infinite permutations. We will use this property a little further, after the application of the theorem 2.3.
Suppose that there is a cycle of a period p = k, and that m is its least term. If there are k − k 1 = k 2 transformations of the form f (3n) = 2n and k 1 transformations of the other two kinds with the integers a r , then
With the definition (4) of λ k1,k2
Also, for all r, 1 ≤ r ≤ k 1 , and because f (a r ) = (4a r ± 1)/3,
Hence,
and of the equation (9),
By applying the natural logarithm,
Now, for 0 < x < 1 and using the Maclaurin series
By replacing x by 1/4m in (17), we have
For m ≥ 1,
If we had chosen m ≥ 8 (knowing that the first 7 natural numbers are already in cycles), we would have
by putting m = 8 in the factor (4m − 1). Replacing x by 1/4m in (15),
Finally (14) becomes,
The condition C on m appears in the following inequality
For a given k, Atkin found
where the logarithms are in the natural base. The inequality is valid for m ≥ 8. For a given k(k = k 1 + k 2 ), we take the value of k 1 which gives the minimum of the denominator. So, we have the maximum of C for this k.
By using λ k1,k2 of the equation (4), and replacing the parameter 7/24 by 63/248 at the numerator, the condition (24) reduces to that of Atkin (25) . For a given (k 1 , k 2 ), the inequalities (24) and (25) indicate that there can be no cycles beyond a certain C. The smallest integer m of the cycle cannot exceed this value. These inequalities therefore impose a limit on m. Note that C increases as λ k1,k2 is close to 1. Conversely, C decreases very rapidly as λ k1,k2 moves away from 1.
We will see that the analysis of λ = λ k1,k2 near 1 gives not only the maxima of C, but also the most probable trajectories (in fact, the conditions on k 1 and k 2 for its trajectories) to the existence of cycles.
Here, we could directly present the theorem 2.3 and apply the resulting method which determine the values of k 1 and k 2 giving the maxima of C. We prefer to adopt a more inductive reasoning. We first analyze how the parameter λ growing near 1 by adding one of the 3 transformations at a time (while remaining close to 1). Thereafter, the theorem 2.3 provides a method to find the minima of ln(λ k1,k2 ) in the inequality (24) and therefore, the maxima of C.
First, let us a write a theorem giving the range in which the parameter λ is located near 1. Proof.
Let P P be λ k1,k2 smaller than 1 ("Plus Petit que 1") and P G larger than 1 ("Plus Grand que 1"), while remaining close to 1 (by theorem 2.2). Starting with P P = 2/3 and P G = 4/3 we have the following first results: ...
...
The shaded transformations correspond to λ giving the maxima of C as we will see in he next theorem. We note these λ, P P max or P G max .
The intermediate values between two consecutive P P max are smaller than the two P P max , but greater than 1/2 (theorem 2.2).
The intermediate values between two consecutive P G max are greater than the two P G max , but smaller than 2 (theorem 2.2). Now, we present an method allowing us to determine the conditions on k, k 1 and k 2 giving the values of parameter λ corresponding to the maxima of C.
Theorem 2.3
The values of λ k1,k2 (4) calculated from the successive products of P P and P G correspond to the maxima of C and gradually get closer to 1 with the increase of k.
Proof.
Let P P = 1 − ∆P P and P G = 1 + ∆P G. We have the product
which leads to
P P · P G = 1 and ∆P P = ∆P G (except for the first two P P and P G). Indeed, the first ∆P P and ∆P G in base 3 are 
More generally, for t ǫ (−1, 0, +1),
with t a = t b = 1 , t kP P = 0 and t kP G = 0. The exponent, in absolute value, of the last term (the smallest) of each ∆P P (or ∆P G) is equal to k P P (or k P G ), so the number of transformations
Thus, the successive products of P P · P G give values which approach more and more of 1 without ever reaching it and according to equation (24), we find the maxima of C, which leads to the following algorithm.
Algorithm
Start with P P = 2/3 and (k 1 , k 2 ) = (0, 1); P G = 4/3 and (k 1 , k 2 ) = (1, 0).
The first product is P P · P G = 2/3 · 4/3 = 8/9, and (k 1 , k 2 ) = (0 + 1, 1 + 0) = (1, 1). This operation determines a new P P , P P = 8/9.
The product of this new P P with P G gives a new P G, P P · P G = 8/9 · 4/3 = 32/27, and (k 1 , k 2 ) = (1 + 1, 1 + 0) = (2, 1). The new P G is P G = 32/27. Then, P P = 8/9 and P G = 32/27. The product P P · P G = 256/243 identify a new P G, and (k 1 , k 2 ) = (1 + 2, 1 + 1) = (3, 2).
By repeating this process we get the pairs (k 1 , k 2 ) that give the P P and the P G corresponding to the maxima of C.
Define a node as the set of consecutive maxima (P P max or P G max ). Let i the parameter identifying the sequence of these sets (primary or main nodes) and j each element of its sets (secondary nodes). Then the notation N i,j represent all the nodes with N 1,1 identifying both, the first P P max = 2/3 and the first P G max = 4/3.
Results
The results for the first nine nodes are presented in the table 1.
The pair of integers (k 1 , k 2 ) obtained by the preceding algorithm determines the maxima of C. Let m be the least integer of a trajectory generated by the transformation (1) or (7) with a given (k 1 , k 2 ). Then, the only possible cycles are those for m ≤ C. As we will see, these combinations (k 1 , k 2 ) also seem to determine the conditions for the most probable trajectories for the existence of cycles.
The (k 1 , k 2 ) of the 4 known cycles for the natural numbers are exactly equal to those of the nodes N 1,1 , N 2,1 , N 3,2 and N 4,2 of the table for the lenghts p = k = 1, 2, 5 and 12.
In the table 2 we give some examples of trajectories for the node N 6,1 with k = 53 and (k 1 , k 2 ) = (31, 22) (λ is close to 1). We present two trajectories for this node and each couple (30, 23), (32, 21) and (33, 20) around of the node N 6,1 .
In the next table 3 we have chosen four other cases of λ close to 1 derived of the algorithm, so k = 17, 29, 41 and 94 corresponding respectively to the nodes N 5,1 , N 5,2 , N 5,3 and N 7,1 .
Then, the cycles seem more probable for λ close to 1 and this probability decreases very rapidly as λ moves away from 1.
There are some interesting families of infinite permutations that are built from the permutation of function (7) . Then, we have six permutations in starting with this function,
· · ·
The third function generates, among others, a cycle of period k = 94 for the smallest term m = 144. This period is associated with the first secondary node of the node 7, namely N 7,1 .
In the other form the function is
or more simply, after a first application of h(n) on the natural numbers 1 2 3 4 5 6 7 8 9 · · · n · · · 3 2 1 7 4 5 11 6 9 · · · h(n) · · · .
Also, there is a cycle for k = 6 (k 1 = k 2 = 3), namely 4, 7, 11, 8, 6, 5 . This case does not appear in table 1, but λ k1,k2 = 0.70233196159122, which is close to 1.
Problem 3x + 1
Let us apply the search method of the cycles as developed in the iterative application of the function g(n) to another similar function.
Let the function T (n) be defined as follow [3] 
The iterative application of T (n) on the integers generate the different trajectories. The result is the same as using the function
Suppose that there is a cycle of a period p = k, and that m is its least term. If there are k − k 1 = k 2 transformations of the form f (2n) = n and k 1 transformations of the other kind with the integers a r , then
For the positive integers,
For the negative integers,
The condition to the existence of a cycle is given by the expression
This inequality is valid for |m| ≥ 1. λ k1,k2 is given by
The values of parameter λ k close to 1 are between 1/3 and 3.
The algorithm developed in the previous section generates the table 4. The pair of integers (k 1 , k 2 ) determines the maxima of C. Let m be the least integer of a trajectory generated by the transformations (33) or (34) with a given (k 1 , k 2 ). Then, the only possible cycles are those for |m| ≤ C. These combinations (k 1 , k 2 ) also seem to determine the conditions for the most probable trajectories for the existence of cycles.
It is interesting to note that all P P and P G obtained by the successive products of P P · P G (except P P = 1/2) are the reciprocals of those obtained in the infinite permutations. P P = 1/2, P G = 3/2, P P = 3/4, P P = 9/8, · · · , in the 3x + 1 problem and P P = 2/3, P G = 4/3, P P = 8/9, · · · in the problem of infinite permutations. The distribution of the primary and secondary nodes is then identical. For example, in the table 1 (infinite permutations), node 9 contains 23 secondary nodes, exactly like node 10 in the table 4. Therefore, there is a direct link between two problems that appear when looking for the maxima of C, or if we want, when searching for the most probable trajectories to existence for a cycle.
The general expression giving the result of k iterations of the function T on an integer n is
Because δ k (n) is always positive, the possible cycles for the positive integers are values λ = P P < 1, and for the negative integers we have the possible cycles for λ = P G > 1, with k 1 and k 2 giving λ close to 1.
For the positive integers we have the cycle 1, 2 with the length k = 2 and P P = 0.75 corresponding to the node N 2,1 in the table.
For the zero and negative integers we have the cycles 0 , −1 , −5, −7, −10 and the long cycle [4] In the table 5 and 6 we give some examples of trajectories respectively for positive integers and negative integers. Also, the cycles seem more probable for λ close to 1 and this probability decreases very rapidly as λ moves away from 1.
Generalized 3x + 1 mappings
Defining the generalized Collatz mapping or generalized 3x + 1 mapping [4] Carnielli [2, 5] has proposed two natural generalizations of Collatz Problem which are the special cases of a generalized 3x+1 mapping. Let m 0 = 1, r 0 = 0 for i = 0, and m i = d+1 and
Let m 0 = 1, r 0 = 0 for i = 0, and
Keith Matthews developed the last transformation which is a generalization of the mapping of Lu Pei [6] with d = 3.
The conditions for the existence of a cycle in the generalization (42) or (43) are similar to the conditions (8) of the original Collatz problem or the condition (35) of the 3x + 1 problem, then
. . correspond to the number of transformations for i = 0, 1, 2, · · · . Also, we develop the condition on the least term m of cycle and find
where par is a parameter and λ k1,k2,··· is given by
We have the maxima for C when λ is close to 1 and we can apply the algorithm developed in this paper.
Carnielli has produced two tables for 2 ≤ d ≤ 150 and |x| ≤ 250, 000 giving the least term of cycles and the cycle lengths.
We can verify a very important result : all cycle lengths correspond to some values of λ close to 1 and we find them with our algorithm.
We can apply our algorithm because there are two different terms m i /d in equation (46). It is more complicated when we have three or more different terms m i /d giving λ.
For example, let the generalized mapping [4] be
, if x ≡ 0 (mod 4) 
The maxima of C stands for λ close to 1. 
Conclusion
For several families of the generalized 3x + 1 mappings which include 2 different terms m i /d, we have been able to construct a quantity C such that the least integer m of a trajectory generating a cycle is subjected to the condition |m| ≤ C. These families have 2 types of transformations characterized by the quantities (k 1 , k 2 ). k 1 is the number of transformations of one kind and k 2 the set of transformations of the other kinds, with k = k 1 + k 2 the total number of transformations. We then built an algorithm giving the values (k 1 , k 2 ) corresponding to the maxima of C. Moreover the conditions (k 1 , k 2 ) seem to be those determining the possible cycles.
So, we have developed a method to determine under which conditions there is or not cycle for several families of the generalized 3x + 1 mappings.
At the end of the paper, we discussed a case with 4 terms m i /d. As we have noted, the 17 known cycles are found for the combinations (k 1 , k 2 , k 3 , k 4 ) generating a λ close to 1. However, we have not demonstrated that there a quantity C as in the previous cases and, if we can built an algorithm determining the maxima of C.
An interesting question which remains outstanding and that we raised in the introduction, is the number of cycles is limited or not ?
