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Synopsis 
 
 The knowledge of diffusion parameters provides important understanding of 
many physical and mechanical properties of materials. In most of the applications 
silicides are grown by a diffusion controlled process mainly in thin film condition. 
Because of this reason, most of the studies till date are available in thin film condition. 
Although more than one phase is present in all these systems, mainly disilicides were 
found at the interface. In this thesis bulk interdiffusion studies are conducted by coupling 
pure refractory metals (group IVB, VB and VIB elements) with single crystal Si.  
Several phase layers grow between binary refractory metal and Si systems. The 
layer thicknesses of the phases are measured from the microstructures. Composition 
profiles were measured in electron probe microanalyzer. Different diffusion parameters 
are estimated such as parabolic growth constants, integrated diffusion coefficients, 
activation energy for diffusion and ratio of tracer diffusivities of the components are 
estimated. Growth mechanisms of the phases are discussed with the help of diffusion 
parameters. The atomic mechanism of the diffusion is discussed considering crystal 
structure of the phases along with possible defects present.  
 Solid diffusion couple experiments are conducted to analyse the growth 
mechanism of the phases and the diffusion mechanism of the components in the Ti-Si 
system. The calculation of the parabolic growth constant and of the integrated diffusion 
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coefficients substantiates that the analysis is intrinsically prone to erroneous conclusions 
if it is based just on the parabolic growth constants determined for a multiphase 
interdiffusion zone. The location of the marker plane is detected based on the uniform 
grain morphology in the TiSi2 phase, which indicates that this phase grows mainly 
because of Si diffusion. The growth mechanism of the phases and morphological 
evolution in the interdiffusion zone are explained with the help of imaginary diffusion 
couples. The activation enthalpies for the integrated diffusion coefficient of TiSi2 and the 
Si tracer diffusion are calculated as 190±9 and 170±12 kJ/mol, respectively. The crystal 
structure, details on the nearest neighbours of the elements and the relative mobilities of 
the components indicate that the vacancies are mainly present on the Si sublattice. 
 Diffusion controlled growth of the phases in the Hf-Si and Zr-Si are studied by 
bulk diffusion couple technique. Only two phases grow in the interdiffusion zone, 
although several phases are present in both the systems. The location of the Kirkendall 
marker plane detected based on the grain morphology indicates that the disilicides grow 
by the diffusion of Si. Diffusion of the metal species in these phases is negligible. This 
indicates that vacancies are present mainly on the Si sublattice. The activation energies 
for integrated diffusion coefficients in the HfSi2 and ZrSi2 are estimated as 394 ± 37 and 
346 ± 34 kJ/mol, respectively. The same is calculated for the HfSi phase as 485±42 
kJ/mol. The activation energies for Si tracer diffusion in the HfSi2 and ZrSi2 phases are 
estimated as 430 ± 36 and 348 ± 34 kJ/mol, respectively. 
 We conducted interdiffusion studies to understand the atomic mechanism of the 
diffusing species and the growth mechanism of the phases. Integrated diffusion 
coefficients and the ratio of tracer diffusion coefficients were estimated for these 
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analyses. The activation energies for the integrated diffusion coefficients were calculated 
as 550 ± 70 and 410 ± 39 kJ/mol in the TaSi2 and the Ta5Si3 phases, respectively. In the 
TaSi2 phase, Ta has a slightly lower but comparable diffusion rate with respect to Si, 
although no Ta−Ta bonds are present in the crystal. In the Ta5Si3 phase, Si has higher 
diffusion rate, which is rather unusual, if we consider the atoms in the nearest-neighbor 
positions for both the elements. The ratio of Si to Ta tracer diffusion coefficients is found 
to be lower in the Si-rich phase, TaSi2, compared to the Si-lean phase, Ta5Si3, which is 
also unusual. This indicates the type of structural defects present. An analysis on the 
growth mechanism of the phases indicates that duplex morphology and the Kirkendall 
marker plane should only be present in the TaSi2 phase. This is not present in the Ta5Si3 
phase because of the very high growth rate of the TaSi2 phase, which consumes most of 
the Ta5Si3 phase layer. The problems in the calculation method used previously by others 
in this system are also explained. 
 Experiments are conducted in the W-Si system to understand the diffusion 
mechanism of the species. The activation energies for integrated diffusion are found to be 
152±7 and 301±40 kJ/mol in the WSi2 and W5Si3 phases, respectively. In both the 
phases, Si has a much higher diffusion rate compared to W. The result found in the WSi2 
phase is not surprising, if we consider the nearest neighbors in the crystal. However, it is 
rather unusual to find that Si has higher diffusion rate in the W5Si3 phase, indicating the 
presence of high concentration of Si antisites in this phase. 
 In the group IVB, VB and VIB M-Si systems are considered to show an 
interesting pattern in diffusion of components with the change in atomic number in a 
particular group. MSi2 and M5Si3 are considered for this discussion. Except in the Ta-Si 
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system, activation energy for integrated diffusion of MSi2 is always lower than M5Si3. 
Interestingly, in both the phases, the relative mobilities measured by the ratio of tracer 
diffusion coefficients, 
*
*
M
Si
D
D decreases with the increase in atomic number in both the 
groups. Both the phases have similar crystal structures in a particular group in which 
these parameters are calculated. In both the phases Si has higher diffusion rate compared 
to M. Absence of any M-M bonds in MSi2 and increase in the diffusivities of M with the 
increase in atomic number substantiates the increasing concentration of M anti-sites and 
higher interactions of M with vacancies. Only one or two Si-Si bonds are present in 
M5Si3, however, the higher diffusion rate of Si indicates the presence of vacancies mainly 
on its sublattice. On the other hand, increase in 
*
*
M
Si
D
D
 with increasing atomic number in 
both the groups substantiates increasing interactions of M and vacancies.  
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Chapter 1 
Introduction 
 
1.1 Motivation 
First known application of metal silicides, which is MoSi2, was as heating element 
in electrical furnaces by Moissan (1904) [1]. In 1950`s, silicides were used to protect 
exposed parts of the rocket and jet engines in oxidizing atmosphere [2]. Later on silicides 
were considered for various innovative applications because of their high temperature 
stability, excellent oxidation resistance, and low temperature coefficient of electrical 
resistivity. Combination of these properties and metal like behavior, attracted them in 
wide range of applications such as (a) high temperature structural applications (b) 
Schottky barrier and ohomic contacts in integrated circuit technology (c) Low resistivity 
metallization for gates and interconnects (d) diffusion barrier in Cu based interconnects. 
For example, vanadium disilicide is used as a protective coating in combination with 
MoSi2 [3] and Ohmic contact for Schottky diodes [4]. Mo - and Nb-based silicides are 
being developed to replace Ni-based superalloys in jet engine applications [5-9]. 
Extensive research is in progress to improve the fracture toughness and the oxidation 
resistance. Ta and W are proposed as the diffusion barrier layer in Cu interconnects [10-
13], since these are immiscibile with Cu even at elevated temperature [14]. Growth of 
silicides at the interface of the barrier metal and the substrate influence the performance 
of the product.  Molybdenum-silicon system is important for many applications, such as 
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Schottky contacts [15, 16], VLSI (very large scale integration) interconnects and 
photomask for VLSI fabrication [17, 18.], soft X-ray mirror [19, 20] etc. Heating 
elements for furnaces and high temperature coatings are produced from MoSi2 because of 
its excellent oxidation resistance [21]. Growth of silicides controls the overall 
performance of the structure when Mo is used as interlayer to diffusion bond Si3N4 [21]. 
Tungsten disilicides, which is grown by reactive diffusion, could be important for making 
integrated circuits because of its low electrical resistivity and good thermal stability [13, 
22, 23]. TiSi2 is used as contacts and interconnects in metal oxide semiconductor (MOS) 
[24].Semiconducting rhenium silicide ReSi1.8 is promising for thermo electric application 
[13, 25-30] because of their high career mobilities (370 cm2/V) at room temperature [31]. 
Wide range of applications motivated to study diffusion and growth behavior of 
various refractory metal silicides. In solid state diffusion, the compound phase or phases 
grow in between two end members which can be predicted by equilibrium phase 
diagrams. Moreover, in many applications, silicides are grown by a diffusion controlled 
process mainly in thin film condition [32-43]. Because of this reason, most of the studies 
till date are available in this condition [10, 11, 22, 44-54]. Although more than one phase 
is present in all the systems, mainly disilicides phase were found at the interface. As 
speculated, the growth mechanism of the phases in thin film could be very complicated 
[55]. Because of stress and nucleation problems, a few equilibrium phases might not 
grow. In some cases, a metastable phase could be found. Many a times, sequential instead 
of simultaneous growth of the phases are reported [55]. Kirkendall marker experiments 
were conducted in some systems entrapping gas bubble at the interface as inert 
Kirkendall marker.  It should be noted here that such small bubbles could be dragged by 
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grain boundary and might not act as suitable markers. Overall, higher diffusion rate of Si 
compared to the refractory metal species in the disilicides phase in all the systems were 
reported [22, 23, 49, 56-58]. However, no quantitative analysis is available for estimating 
the ratio of diffusivities, which could shed light on the atomic mechanism of diffusion.  
 To understand the growth mechanism of the phases and diffusion mechanism of 
the species, experiments in bulk conditions are required. It is much easier to estimate the 
relative mobilities of the species using the inert particles as the kirkendall markers in bulk 
diffusion couple. Although there are reasonable numbers of publications are related to 
study of diffusion in bulk condition, mainly the growth kinetics of the phases were 
calculated, which is not a material constant. Parabolic growth constant depends on the 
end member compositions of the diffusion couples. There are very few studies are related 
to estimation of the interdiffusion/integrated diffusion coefficients [47, 49, 54]. Few 
studies are also available using inter markers to detect the Kirkendall plane, however, the 
mobilities of the species were not calculated. It should be noted here that the diffusion 
couple technique can be followed to estimate the mobilities of the species indirectly.  
It is already known from the experimental analysis and theoretical calculations 
that diffusion in ordered phases is assisted mainly by two types of defects; vacancies and 
antisites. Moreover, different concentration of defects might be present on different 
sublattices. Many a times, this is the reason to find very different diffusion rates of the 
species of different elements in a phase.  
The aim of this study is to conduct interdiffusion studies following the solid state 
diffusion couple technique. The parabolic growth of the phases was examined for the 
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present conditions. Time dependent experiments have been conducted to examine the 
diffusion controlled growth of the phases, and temperature dependent experiments to 
calculate the activation energies. Integrated diffusion coefficients and the activation 
energies have been calculated from the composition profiles. Grain morphology in the 
interdiffusion zone indicates relative mobilities of the species, which help to predict 
defects and diffusion of elements. 
1.2 Outline of the thesis 
There could be many silicides present in the phase diagram, however, all the 
phases do not grow with reasonable thickness for quantitative analysis. We have listed 
below the phases we considered for extensive analysis. 
Group Systems Silicides discussed 
 Ti/Si TiSi2, TiSi,Ti5Si4 
IVB Zr/Si ZrSi2 
 Hf/Si HfSi2, HfSi 
VB Ta/Si TaSi2, Ta5Si3 
VIB W/Si WSi2, W5Si3 
Table 1.1: The systems and the phases considered for present study. 
The intermetalic phases of these silicides are purely line compounds. The 
calculation methodology of different diffusion parameters are discussed in chapter 3. 
Bulk diffusion couple experiments are conducted and the diffusion parameters are 
determined for all the phases mentioned in the Table 1.1. The integrated diffusion 
coefficient, int
~D  of the phases and the tracer diffusion coefficient, *D of the components 
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are determined. Further the growth mechanism of the phases is discussed based on the 
data calculated in this study. Based on the tracer diffusion coefficient of the species in 
each phase, the atomic mechanism of diffusion is discussed for all the systems. 
 In Chapter 4.1, bulk diffusion couple experiments are studied in the Ti-Si system. 
The Significance of the parabolic growth constant in multiphase interdiffusion is 
discussed. The location of the marker plane is detected by etching the sample with acid 
solution. Activation energy and integrated diffusion coefficients of the phases are 
calculated. The Si tracer diffusivity in the TiSi2 phase is calculated with the help of the 
available thermodynamic data in the literature. Presence of defects in the crystal structure 
is discussed with help of relative mobilities of the diffusing components. 
 Similar studies have been conducted with Zr/Si and Hf/Si systems. In Chapter 4.2 
these two systems are discussed together because of their similar behavior in growth of 
the phases. Diffusion controlled growth of the phases in the Hf-Si and Zr-Si are studied 
by bulk diffusion couple technique. The activation energies for integrated diffusion 
coefficients in the HfSi2, HfSi and ZrSi2 are estimated. The activation energies for Si 
tracer diffusion in the HfSi2 and ZrSi2 phases are estimated. 
 Interdiffusion studies conducted to understand the atomic mechanism of the 
diffusing species and the growth mechanism of the phases in Ta/Si system are explained 
in Chapter 5. Incremental diffusion couple studies are conducted in TaSi2/Ta system for 
the growth of Ta5Si3 phase. Integrated diffusion coefficients and the ratio of tracer 
diffusion coefficients were estimated for these analyses. Structural defects in TaSi2 and 
Ta5Si3 phases are discussed with the ratio of Si to Ta tracer diffusion coefficients. Growth 
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mechanism of the phases and the presence of the Kirkendall marker plane in TaSi2 phase 
discussed. The problems in the calculation method used previously by others in this 
system are also explained. Similar studies on W/Si system is discussed in Chapter 6. 
 Group IVB, VB and VIB M-Si systems show an interesting pattern in diffusion of 
components with the change in atomic number in a particular group, which are explained 
in Chapter 7. MSi2 in group IVB, MSi2 and M5Si3 in group VB and VIB are considered 
for this discussion. The position of the Kirkendall marker plane in the disilicides shows a 
common trend in their respective groups. The type of defects present in the crystal is 
discussed with nearest neighbor of the species. The change of defect concentration also 
shows a systematic trend with increasing atomic number for a particular phase in the 
periodic table, which is discussed with the help of homologous temperature plot.  
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Chapter 2 
Diffusion Concepts 
2.1 Introduction 
Diffusion has an important role on microstructural evolution, processing and heat 
treatment of metals and alloys, phase transformation, precipitation, homogenisation, 
recrystallization, high temperature creep and oxidation. Many device performance such 
as turbine blades, flip chip bonding and intermetallic superconductors depends on 
diffusion. 
The Scotish chemist, Thomas Graham conducted the first systematic study on 
diffusion [1,2]. Most of his works are on gases and liquids. His first published work is 
found in 1833. In 1855 Adolf Fick [3] proposed the quantitative laws of diffusion, which 
was inspired from the work of Graham. Fick’s perception was diffusion could be 
described with the same mathematical formalism as Fourier’s law of heat conduction or 
Ohm’s law of electricity. Following the same analogy, he proposed that the flux of matter 
and gradient of its concentration are directly proportional. Latter on the study of diffusion 
in solids, was found by W.C. Roberts-Austen [4] in the Au/Pb system in 1896.  
 There are essentially two different ways to understand the basic concept of the 
diffusion theory, a phenomenological approach and an atomistic approach. 
Phenomenological approach based on the basic diffusion law and its mathematical 
solution which proposed by Adolf Fick. Atomistic approach is based on the ‘random 
walk’ of particles which developed by Robert Brown and mathematically formulated by 
Albert Einstein.  
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For our explanation, we shall mostly deal with the phenomenological approach. 
The equations and derivations used this chapter are taken from the Refs. [5-7]. 
 
2.2 Fick’s Law  
The phenomenological diffusion theory is proposed by Adolf Fick [3]. The flux of 
particles (atoms, molecules, ions etc) is directly proportional to its concentration gradient 
in one dimensional system. The relation can be expressed as, 






∂
∂
−=
x
CDJ                                           (2.1) 
where J (mole/m2/s) is the flux, D (m2/s) is the diffusion coefficient, C (mole/m3) is the 
concentration and x (m) is the position parameter. The negative sign in this relation shows 
that diffusion occurs in the direction opposite to the increasing concentration gradient. In 
the steady state condition, the flux and the diffusion coefficients are directly related by 
Eqn 2.1.  But, in most of the practical applications, concentration always changes with 
annealing time. To explain that Fick’s second law is derived, as below. 
 Usually, in a simplified diffusion process, number of diffusing particles is 
conserved. This means that the diffusing components are neither created nor destroyed. 
Hence, in such a case, if we consider two planes, 1 and 2 separated by distance x∆ (as 
shown in Fig 2.1 and the corresponding flux through each plane as J(x) and J(x+∆x), 
from the conservation of mass, the change in concentration in time t∂  can be written as, 
 ( ) ( ) x
t
C
xJxxJ ∆
∂
∂
−=−∆+                                  (2.2) 
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Fig 2.1: Two planes, 1 and 2 
separated by distance x∆ . 
Corresponding flux through 
each plane is J(x) and J(x+∆x). 
 
 
 
 Combining the Fick’s first law (Eqn 2.1) and law of conservation of mass (Eqn 2.2) we 
can write an expression which is called the “Diffusion equation” or the Fick’s second 
law, 
 





∂
∂
∂
∂
=
∂
∂
−=
∂
∂
x
CD
xx
J
t
C
           (2.3) 
where t is time(s). 
If we consider diffusion coefficient, D, is independent of composition, Fick’s second law 
can be simplified and rewritten as 
 2
2
x
CD
t
C
∂
∂
=
∂
∂
                        (2.4) 
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Using error function analysis the above expression can be solved. In most of the practical 
cases, where concentration changes with position, the diffusing atoms in a system shows 
different diffusion coefficient, which is called the interdiffusion coefficient, D~ .  The 
interdiffusion coefficient, which is a function of composition, in most of the cases is not 
constant. Therefore Fick’s second law can be expressed as 
  
2
2
~
~
~
x
CD
x
C
x
D
x
CD
xt
C
∂
∂
+
∂
∂
∂
∂
=





∂
∂
∂
∂
=
∂
∂
                   (2.5)  
The term xD ∂∂ ~  makes the equation inhomogeneous, and it is not possible to 
solve this non-linear partial differential equation. However, it is very much possible to 
calculate the composition dependent  D~  using the classical Matano-Boltzmann analysis 
and Sauer-Freise which also follows a similar approach. 
 
2.3 Determination of the Interdiffusion Coefficient, D~  
From early 20th century, it was evident that the diffusion coefficient in solid-state is not 
constant, but is a function of composition and temperature [3, 8].  In structural 
applications very often two different  materials are in contact with each other at a 
temperature when interdiffusion takes place. The composition changes with time in a 
particular position because of the concentration gradient. Therefore, the interdiffusion 
coefficient, D~ , also changes at a particular position. The interdiffusion coefficient relates 
the interdiffusion flux iJ
~
 with the concentration gradient by 
x
C
DJ ii ∂
∂
−=
~~
; i = 
components A or B. The interdiffusion fluxes are defined in the laboratory-fixed frame of 
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reference [5]. The interdiffusion coefficient D~  is, in general, a function of composition 
and, therefore, of x ( )( )xDD ~~ =  and Fick’s second law can be written as 
 2
2
~
~
~
x
CD
x
C
x
D
x
CD
xt
C
∂
∂
+∂
∂
∂
∂
=





∂
∂
∂
∂
=∂
∂
                     (2.6) 
 
 
The term xD ∂∂ ~  makes the equation in homogeneous, and the solution in closed form is 
not possible. 
We can estimate ( )CDD ~~ =  and this treatment is known as Matano-Boltzmann analysis. 
By this method interdiffusion coefficients, D~ can be measured, at different compositions 
from the concentration profile, which is measured by microprobe analysis. Considering a 
diffusion couple of  −BC  and 
+
BC  and annealed for reasonably short time, t, such that still 
end of these materials are not affected by diffusion Fig. (2.2). Boundary conditions can be 
written as bellow 
 
00
00
=〉=
=〈=
+
−
tatxforCC
tatxforCC
BB
BB
                     (2.7) 
where “-” and “+” represents the left- and right-hand end of the reaction couple. 
 In 1894, Boltzmann [8] introduced a variable λ, with the help of which Matano 
[9] was able to transform the complicated non-linear partial differential equation, Eqn 2.5 
to a simpler form of differential equation with an assumption that D~  is only a function of 
concentration, C. The Boltzmann parameter, λ is defined by the relation,  
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 ( )
2/1t
xxC oB
−
== λλ                     (2.8) 
This above relation states that every composition will have one fixed value of λ 
irrespective of the position x with respect to initial contact plane, xo in a diffusion couple. 
It further states that one particular composition will move with respect to the xo such that 
it will have a fixed value after any annealing time, t. 
From Eqn. 2.6, we can write,  
  
232
1
t
x
t
−=
∂
∂λ
  and  21
1
tx
=
∂
∂λ
                                            (2.9) 
Now  λ
λ
λ ∂
∂
−=
∂
∂
∂
∂
=
∂
∂ C
t
x
t
C
t
C
232
1
  and  λ
λ
λ ∂
∂
=
∂
∂
∂
∂
=
∂
∂ C
tx
C
x
C
21
1
                (2.10) 
Fick’s second law, as given by Eqn 2.3 can be rewritten as 
 





∂
∂
∂
∂
=
∂
∂
− λλ
C
t
D
x
C
t
x
2123
~
2
1
                    (2.11) 
From Eqn 2.6 and 2.7, we can rewrite Eqn 2.9 as, 
  





∂
∂
∂
∂
=
∂
∂
− λλλ
λ C
t
DC
t
~
2
1
  or  





∂
∂
∂
∂
=
∂
∂
−
λλλ
λ CDC ~
2
1
                (2.12) 
Eqn 2.10 is also known as Boltzmann transformed version of the Fick’s second law. 
Matano in 1933 [9] used this transformation to derive the interdiffusion coefficient, D~ , 
based on the concentration profile by specifying appropriate boundary conditions which 
are 
−
= BCC   at ( )0,0 =< tx  that is, −∞=λ  
+
= BCC   at ( )0,0 => tx  that is, +∞=λ  
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Typical concentration profile has been shown in Fig 2.3. Now, Eqn 2.10 contains only 
total differentials and λ∂  can be cancelled from both sides. So we integrate both sides 
over the range varying between the initial concentration, −BC  and concentration under 
consideration, *BC , at which the interdiffusion coefficient is to be measured. 
 
**
~
2
1 B
B
B
B
C
C
B
C
C
B d
dCDdC
−
−
=− ∫ λλ                     (2.13) 
In a semi infinite diffusion couple, it is assumed that the ends of the couple are unaffected 
by the diffusion process. Hence, from the geometry of the composition profile, we can 
say that 0=dxdCB , at −= BCC   and  += BCC . Also, the interdiffusion coefficient is 
always measured at some particular annealing time and hence we can assume t to be 
constant. Hence, Eqn 2.13 can be rewritten as, 
 
*
**
~~
2
1
B
B
B
B
B C
B
C
C
B
C
C
B dx
dC
tD
dx
dC
tDxdC 





==−
−
−
∫  
or          ( ) ∫
−






−=
*
*2
1~ * B
BB
C
C
B
CB
B xdCdC
dx
t
CD                    (2.14) 
This relation is more popularly known as Matano-Boltzmann relation. Integrating the 
above equation over the entire range of composition, that is, −BC  and +BC , we get  
 ∫
+
−
=
B
B
C
C
BxdC 0                       (2.15) 
This equation defines the Matano plane or the initial contact plane between the end 
members. This plane can be experimentally determined by equalising the areas P and Q 
in Fig 2.2 which is based on the conservation principle.  
Applying integration by parts to Eqn 2.14, we get, 
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( ) ( ) ( )








−−−





∂
∂
−= ∫
∞−
−−
*
*
***
2
1~ x
BBBB
CB
B dxCCCCxC
x
t
CD
B
  
 [ ]NM
C
x
t
BCB
+





∂
∂
=
*2
1
                    (2.16) 
Areas M and N is shown in Fig 2.2 below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.2: Schematic composition profile explains the calculation methodology of the interdiffusion 
coefficient following the Matano-Boltzmann relation. 
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There are few points that should be kept in mind when using the Matano-Boltzmann 
analysis, 
• The analysis refers to an infinite system which means that during the annealing, 
the concentration change should not reach the end of the system 
• The analysis shows huge error near the end member composition. This is due to 
the fact that as we move farther away from the Matano plane, the integral part of 
the Eqn 2.14 as well as the slope term, xCB ∂∂  term approaches zero. 
• The analysis can only be applied to the systems where there is no change in the 
volume after reaction/mixing during the interdiffusion mixing. This is so because 
there is a mismatch in the position of the Matano plane when determined from the 
left hand side or the right hand side of the diffusion couple. 
To overcome the problem of molar volume change during interdiffusion, Ballufi [10] for 
the first derived the solution for D~  for the case of molar volume deviation from ideality. 
Later on Sauer-Freise [11] generalised the Matano-Boltzmann relation while Den 
Boerder [12] developed the same theory based on graphical representation. Wagner [13] 
also derived a solution for the determination of interdiffusion coefficient utilising the 
Sauer-Freise variable so that there is no need for determining the Matano plane. The 
Wagner’s theory is discussed below, 
Before moving ahead, first we shall consider few simple thermodynamical relation 
for a binary system of species A and B,  
mBBAA VVNVN =+  
      mAA VNC =   and  mBB VNC =                     
(2.17) 
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Sauer-Freise normalisation variable Y, is defined as, 
 
−+
−
−
−
=
BB
BB
NN
NN
Y          (2.18) 
Hence, we can write, 
( ) ( )( )YNYNN BBA −−+−= −+ 111                   (2.19a) 
( )YNYNN BBB −+= −+ 1                    (2.19b) 
From Fick’s second law as expressed by Eqn 2.3, we know that 
 
x
J
t
C AA
∂
∂
−=
∂
∂
 and  
x
J
t
C BB
∂
∂
−=
∂
∂
                   (2.20) 
Also, from Eqn 2.6 and 2.7, we know that 
  
tt
x
t 22
1
23
λλ
−=−=
∂
∂
                     (2.21) 
Hence by substituting for C from Eqn 2.15, N from Eqn 2.17 and δt from Eqn 2.19, we 
can rewrite Eqn 2.18 as, 
 ( ) ( )
x
J
V
YN
V
YN
t
A
m
B
m
B ∂
∂
=











−
∂
∂
−+





∂
∂
−
−+
~111
2 λλ
λ
               (2.22a) 
 
x
J
V
YN
V
YN
t
B
m
B
m
B ∂
∂
=











−
∂
∂
+





∂
∂
−+
~1
2 λλ
λ
                (2.22b) 
Now, by solving for  ( ) bEqnNaEqnN BB 20.2120.3 ×−−× −− , we get, 
 ( ) ( )
x
JN
x
JN
V
Y
d
dNN
t
B
B
A
B
m
BB ∂
∂
−−
∂
∂
=





−−
−−−+
~
1
~
2 λ
λ
               (2.23a) 
Similarly by solving for  ( ) bEqnNaEqnN BB 20.2120.3 ×−−× ++ , we get, 
 ( ) ( )
x
JN
x
JN
V
Y
d
dNN
t
B
B
A
B
m
BB ∂
∂
−−
∂
∂
=




 −
−
++−+
~
1
~1
2 λ
λ
               (2.23b) 
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Also, as already shown in Eqn 2.7,  
 21
1
tx
=
∂
∂λ
 or  21t
x∂
=∂λ  
Hence, multiplying λ∂  to the left hand side and 21t
x∂
to the right side of Eqn 2.21a, 
followed by integrating the expression by parts within the limits −∞=λ  to *λλ = , ( *λ  
corresponds to the position at which the interdiffusion coefficient is to be calculated), we 
get, 
( ) ( )[ ]**21* ** ~1~121
*
BBAB
mm
BB JNJNt
d
V
Y
V
YNN
t
−−
∞−
−+
−−=








+−− ∫
λ
λλ               (2.24a) 
Similarly, applying same treatment to Eqn 2.21b and integrating within the limits *λλ =  
to +∞=λ , we get, 
( ) ( ) ( ) ( )[ ]**21* ** ~1~11121 * BBABmmBB JNJNtdV
Y
V
YNN
t
++
∞+
−+
−−−=








−
−
−
−− ∫
λ
λλ              (2.24b) 
In Eqns 2.22, *~AJ  and *
~
BJ  are the fluxes of the diffusion species A and B at position 
*λλ = .  
Now, by solving for  ( ) bEqnYaEqnY 22.222.21 ** ×−×− , we get, 
( ) ( ) ( )[ ]****21** ~1~11121
*
*
BBAB
mm
BB JNJNt
d
V
YYd
V
YYNN
t
−−=








−
+−− ∫ ∫
∞−
+∞
−+
λ
λ
λλ                (2.25) 
Now, writing Fick’s first law in terms of intrinsic flux,  
A
B
B
B
A
BA
A V
VJ
x
C
V
V
x
C
DJ ~~~ −=





∂
∂
=





∂
∂
−=                     (2.26) 
since, 0=+ BBAA dCVdCV  
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Also, ( ) B
m
AABB
B
B
m
AB J
V
VNVNJ
dx
dN
V
VD
dx
dCD ~~~~ 2
+
−=−==                  (2.27) 
since, mBBAA VNVNV =+  
Hence, from Eqn 2.24 and 2.25, we can write, 
( )
xN
JNJNV
D
B
BAABm
∂∂
−
=
~~
~
                     (2.28) 
Now, substituting Eqn 2.26 in Eqn 2.23 for *BB NN =  and also for 21t
dxd =λ , Eqn 2.23 
can be expressed in terms of the interdiffusion coefficient D~ as, 
( ) ( )( ) ( )
( )








−
+−
∂∂
−
= ∫ ∫
∞−
∞
=
−+ *
**
11
2
~ **
*
*
*
x
x mmxxB
mBB
B dxV
YYdx
V
YY
xNt
VNNND                 (2.29) 
Now, by differentiating Eqn 2.16 and substituting it in Eqn 2.27, we get, 
( ) ( ) ( )








−
+−






= ∫ ∫
∞−
+∞*
*
11
2
~ **
*
*
*
x
x mm
m dx
V
YYdx
V
YY
dx
dY
t
V
YD                   (2.30)  
We can also show schematically, the above expression for the calculation of the 
interdiffusion coefficient (Fig 2.3) 
From Fig. 2.3, we can rewrite Eqn 2.28 as, 
( ) ( )[ ]QYPY
dx
dY
t
V
YD m **
*
*
* 1
2
~
+−






=                  (2.31) 
Den Broeder [11] also solved for the interdiffusion coefficient by modifying the Matano-
Boltzmann equation by graphically treating it and gave the expression, 
( ) ( ) ( ) ( )








−+−−





∂
∂
= ∫ ∫
∞−
+∞
+−
*
**
*** 1~
x
x
BBBB
CB
B dxCCYdxCCYC
xCD
B
             (2.32) 
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Fig 2.3: Schematic representation explains the calculation methodology of the interdiffusion coefficient 
following the Wagner’s method.  
 
2.4 Determination of the integrated diffusion coefficient, int
~D  
In the case of line compounds or compounds with a narrow homogeneity range, it is not 
possible to calculate the vanishingly small concentration gradient. Hence, the expression 
derived for the interdiffusion coefficient in the previous section, Eqn 2.28, can not be 
applied in such cases. Hence, Wagner introduced a new variable, the integrated diffusion 
coefficient, int
~D  to show the diffusion in line compounds. If we consider β phase, as a 
 
Diffusion Concepts 
 
 24
line compound with a very narrow homogeneity range of 1βBN and 
2β
BN , such that 
21 βββ
BBB NNN ≤≤ , in a particular system as shown in the schematic phase diagram Fig. 
2.4a. Two end members −BN  and 
+
BN  are coupled and annealed at elevated temperature 
for time t. The resulting concentration profile is shown in Fig. 2.4b. The total thickness 
of β is ∆xβ ( )11 ββ xx −= . The integrated diffusion coefficient can be expressed for β as, 
( )( )
( ) ( )








−×
−
−
+−×
−
−∆
+
∆
−
−−
==
∫ ∫
∫
∞−
∞
+
−+
−
−
−+
+
−+
+−
1
2
2
1
2
2
~~
2
int
β
β
β
β
ββββ
ββ
β
x
x
BB
m
m
BB
BB
BB
m
m
BB
BB
BB
BBBB
N
N
B
dxNN
V
V
NN
NNdxNN
V
V
NN
NN
t
x
t
x
NN
NNNNdNDD
B
B
 
                       (2.33) 
β
int
~D  can be related to the average interdiffusion coefficient as, 
 ∫
−
=
−
=
2
1
~1~~
1212
int
β
β
ββββ
β
β B
B
N
N
B
BBBB
av dNDNNNN
D
D  
which cannot be used because of the unknown value of  ( )12 ββ BB NN − . 
In the case of a diffusion system where several line compounds exist and where no 
solubility in the end members of the components occur as shown in Fig. 2.5a and 2.5b, 
Eqn 2.31 can be written as,  
( )( )
( ) ( ) ( ) ( )












−
∆−−+∆−−
∆
+
∆
−
−−
=
−+
−=
=
−=
+=
+−−+
−+
+−
∑ ∑
BB
n
m
m
BBBB
m
m
BB
BB
BBBB
NN
xNN
V
VNNxNN
V
VNN
t
x
t
x
NN
NNNND
1
2
1
1
2
int 22
~
βν
ν
ν
βν
ν
ν
ν
β
β
νν
β
β
βββββ
ν
x
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                        (2.34) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a)       (b) 
 
Fig 2.4: (a) Presence of only one line compound β phase between two end members −BN  and +BN  show n 
schematically. (b) Schematically shown a composition profile of a diffusion couple −BN  and +BN after 
annealing time t. 
 
 
Following Fig. 2.5b, Eqn. 2.32 can be expressed as, 














+






++





+
∆
+
∆
+
=
ba
S
V
VR
V
V
aQ
V
VP
V
Vb
t
x
t
x
ba
ab
D m
m
m
m
m
m
m
m
δ
β
γ
β
α
β
ε
β
βββ
22
~
2
int                                   (2.35) 
 
NB
α γβ
T
−
BN +BN
α
BN γBN
β
BN
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(a) 
 
 
(b) 
Fig 2.5: (a) Schematic representation of a phase diagram having several line compounds. (b) Schematic 
composition profile of a diffusion couple, after annealing time t. Compositions correspond to the phase 
diagram shown in 2.5a. 
 
   
     
 
                        Fig 2.6: Schematic representation of a composition profile of a diffusion couple 
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In the special case that only one intermetallic compound β, exists between two end 
members, −BN  and 
+
BN , as shown in Fig. 2.6, then Eqn. 2.32 reduces to, 
 pkba
ab
t
x
ba
baD
+
=
∆
+
=
2
.~
2
int
ββ
                    (2.36) 
where pk  is the parabolic growth constant.  
2.5 Intrinsic Diffusion Coefficient and the Kirkendall Effect 
 Till now we have discussed only about the composition dependent interdiffusion 
coefficient to describe the diffusion process, which represents average diffusivity. 
However, in a real system, the diffusing species have unequal transfer rate that can be 
expressed in terms of individual intrinsic diffusion coefficient of the species, which is 
again composition dependent. Due to this inequality of the flux of each species, there is 
net mass flow in the interdiffusion process. Because of this reason the diffusion couple 
swells on one side and shrinks on the other side. This effect is popularly called 
‘Kirkendall effect’ and was discovered by Smigelkas and Kirkendall [14] in 1947. 
However, such effect was earlier reported by Pfiel [15] in 1929 in the oxidation study of 
iron and steel. 
 Smigelkas and Kirkendall made use of inert marker, Molybdenum wire, to show 
the inequality of the diffusing species in Cu-Zn system. The experimental setup is shown 
below, Fig 2.7. In the experiment, Mo wire was placed on both sides of brass bar (Cu-30 
wt % Zn) and Cu was coated over it. This couple was then subjected to annealing at 785 
oC. After annealing for certain duration the couple was section and examined to get the 
distance between the Mo wires. The process was repeated to get the data at different 
annealing times. The results showed that the Zn atoms moved faster outwards than Cu 
Diffusion Concepts 
 
 28
inwards, that is, CuZn DD > . This resulted in shrinking of the core brass which in turn 
caused the Mo wires to move inwards and the distance between the wire decreases 
parabolically with annealing time.  
Hence, tkxK = , where Kx  is the position of the Kirkendall plane which moves 
parabolically with the annealing time, t. This confirms the process to be diffusion 
controlled and the Kirkendall plane is the only plane which starts moving from the 
beginning of the diffusion process with a velocity given as txv KK 2= . 
 
 
 
 
 
 
Fig 2.7:  Schematically shown the cross-section of the diffusion couples prepared by Smigelkas and 
Kirkendall [14] The diffusion couple was annealed at 785 °C. Schematically shown that the molybdenum 
wires moved closer to each other after annealing.  
 
Prior to the establishment of the Kirkendall effect, it was a common belief that 
diffusion in solids occur by direct exchange or the ring mechanism which implies that 
diffusivity of both the species are equal. Subsequently, the vacancy mechanism of 
substitutional diffusion got an acceptance.  
After the establishment of the Kirkendall effect, it was quite apparent that the 
diffusion process cannot be described completely with the help of only single diffusion 
coefficient and that diffusivity of both the species is required in a binary system. In 1948, 
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Darken [16] for the first time attempted to mathematically relate the interdiffusion 
coefficient with intrinsic diffusion coefficient. 
Suppose the intrinsic diffusivity of B is higher than that of A, that is, AB DD >  at 
the Kirkendall plane. If we consider that the Kirkendall plane, Kx  moves from the initial 
contact plane oMx /  with a velocity Kv , then the relation between the interdiffusion 
fluxes, AJ
~
 and BJ
~
 (measured with respect to the initial contact plane)  and intrinsic 
diffusion fluxes, AJ  and BJ  (measured with respect to the Kirkendall frame of reference 
measured at Kx ) can be written as 
iKii CvJJ +=
~
 
 where  i=A, B                   (2.37) 
Now, in terms of volume flux, we can write, 
 iiKiiii
vol
i CVvJVJVJ +==
~
                    (2.38) 
Now, for an infinite binary diffusion couple, 0=+ volBvolA JJ                 (2.39) 
From the Fick’s first law, intrinsic flux is related to the intrinsic diffusivity, that is, 
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Now, substituting Eqn 2.37 in Eqn 2.34 written for species B, we get 
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But, we know that 1=+ BBAA CVCV  and hence, BBAA CVCV ∂−=∂  
Hence, ( )
x
C
DCV
x
C
DCV
x
C
D BABB
B
BBB
B
∂
∂
+
∂
∂
−=
∂
∂ 1~  
or, ABBBAA DCVDCVD +=
~
                     (2.41) 
In the special case when partial molar volumes of the components are equal and do not 
change with the composition, BAm VVV == , we can rewrite Eqn 2.38 as, 
 ABBA DNDND +=
~
                     (2.42) 
This relation of interdiffusion coefficient with the intrinsic diffusion coefficient is known 
as Darken’s relation. 
 Intrinsic diffusion coefficient of the species in an interdiffusion zone can be 
calculated only at the location of the Kirkendall marker plane, since only this plane 
moves parabolically with time starting from t=0 (contrary to markers introduced at other 
positions in the couple at t=0). This is the the only plane, which is immediately affected 
by the diffusion process at the start of the annealing and once the markers are trapped in a 
certain composition, they stay at that same composition for the entire annealing time and 
this plane acts as a reference to determine the intrinsic diffusivities. The derivation given 
below was done by Paul [5]. 
 
Solving for bEqnNaEqnN BB 22.222.2 ×+× −+ , we get, 
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                        (2.43) 
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After rearranging, we get, 
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Now, substituting for dxdt =λ21  and then rearranging, we get, 

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Since, BKBBBKBB Cv
x
C
DCvJJ +
∂
∂
−=+=
~
,  we can rewrite Eqn 2.42 as, 
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Similarly, for the diffusing species A, we can write, 
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and the ratio of intrinsic diffusivity can be written as, 
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This was also derived by van Loo [17] differently. However, in the case of line 
compound, it is not possible to calculate the intrinsic diffusion coefficients of elements, 
because of the vanishingly small concentration gradient at the position of the Kirkendall 
plane for a compound with a very narrow homogeneity range. Nevertheless, one always 
calculate the ratio of the intrinsic diffusivities following Eqn 2.44, since it does not 
require the concentration gradient term. In the case of a diffusion couple as shown in Fig. 
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2.8a, if we consider growth of β phase and the Kirkendall marker plane situated at xK, the 
ratio of intrinsic diffusivities can be written as 






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where, 
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(a)       (b) 
Fig 2.8: (a) Schematic composition profile for the case when only one line compound β grows between the 
end members α and γ. The Kirkendall marker plane is in the β phase at position xK. (b) Schematic 
composition profile for the case when several line compounds exist. The Kirkendall marker plane is in the 
β phase at position xK.  
 
 
If we consider the diffusion couple in Fig. 2.8b, where no solubility exists in the end 
members, all the compounds have a narrow homogeneity range and the Kirkendall plane 
is located in β-phase at xK, then Φ and Ψ in Eqn. 2.18 can be written as, 
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From Fig 2.8b, we can rewrite Eqn 2.46 as 
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In the special case when there is only one layer, β, growing between two end members, 
and the Kirkendall plane position xK is present in that phase, as shown in Fig. 2.9, the 
equations reduce to, 
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Fig 2.9: Schematic composition profile of a diffusion couple when only one line compound exists. The 
Kirkendall marker plane is inside the β phase at position xK. 
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In the case of pure end members, −BN = 0 and +BN = 1, Eqn. 2.48 reduces to 
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and if there is only one compound between two pure end member then, 
1xV
N
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 and Eqn. 2.45 further reduces to 
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2.6 Tracer Diffusion Coefficient  
Till now we have discussed about the intermixing of the atoms taking place under 
concentration gradient, that is, in presence of a driving force. However, even in the 
absence of any driving force, intermixing of atoms takes place and this phenomenon of 
atom transport is referred to as self diffusion. It is possible to monitor the mobility of 
atoms by use of radioactive isotopes or tracer of the element under consideration. That is, 
they are chemically same with only one or two neutron mass difference. Another 
requirement of the tracer material is that the half life should be neither to short nor too 
long.  
Experimentally, the tracer diffusion coefficient is measured by depositing a thin 
layer of the tracer element over the element/alloy under consideration followed by 
annealing at temperature of interest, T, and annealing time, t. Subsequently, thin sections 
are made at different values of distance, x from the surface on which the tracer material 
was deposited. The concentration can then be evaluated as function of distance from the 
intensity of the radioactive radiation from each of the section. Hence, the tracer diffusion 
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coefficient, D* can be calculated following the relation developed as a solution of Fick’s 
second law for thin films where the diffusion distance is very small, 
( ) 

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


−=
tD
x
tD
N
txC
BB
B
B *
2
*
*
*
4
exp,
pi
                    (2.52) 
The experimental procedure for determining the tracer diffusion coefficient is 
quite cumbersome. However, it is also possible to indirectly calculate D* from the results 
of Kirkendall marker experiment. Here we shall discuss indirect methodology for 
determining the tracer diffusion coefficient. 
It is fundamentally incorrect to assume that concentration gradient as the driving 
force in Fick’s laws and more realistically, actual driving force is thechemical potential 
gradient. Hence Fick’s law can be written as 
dx
dC
D
dx
dCMJ BBBBBB −=−=
µ
                     (2.53) 
where, mobility FvM BB = , Bv  is the velocity of the species B and F is the force on the 
species B due to chemical potential, Bµ . Hence we can write, 
 
B
B
BBB dC
dCMD µ=                      (2.54) 
Using standard thermodynamic relation, we can rewrite Eqn 2.51 as, 
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We also know that, 
 ( ) ( ) ( )BBoBBoBB NRTPTaRTPT γµµµ lnln,ln, ++=+=                 (2.56) 
Where, the activity of the species B is BBB Na γ= , Bγ  is the activity coefficient of B and 
R is the gas constant. Hence, from Eqn 2.53, Eqn 2.52 can be rewritten as 
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In case of diffusion of an infinitely thin layer of radioactive tracer of B, the volume terms 
and the non ideality term can be ignored and thus Eqn 2.54 can be written as, 
 RTMD BB
**
=                       (2.58) 
And this relation is called the Nernst-Einstein Equation. 
Thus form Eqn 2.55, Eqn 2.54 can be rewritten as, 
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Similarly, we can write Equation for species A as, 
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Now, as per the Gibbs-Duhem Relation,  
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Now, from Eqns 2.56 and 2.57, the Darken’s relation for interdiffusion coefficient (Eqn 
2.38), can be rewritten as, 
 ( ) 





+=
B
B
ABBA Nd
ad
DNDND
ln
ln~ **
                   (2.61) 
This relation was first time proposed by Darken [16]. The ratio of diffusivity can be 
expressed by, 
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Eqn 2.58 changes a little when we consider growth of a line compound or a compound 
with a narrow homogeneity range. Now if we consider formation of β phase as shown in 
Fig 2.10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2.10: The driving force calculation for the growth of the phase β phase formed in the α/B diffusion 
couple is shown schematically 
 
By definition of the integrated diffusion coefficient of phase β as shown in previous 
section, we also can write, 
 ∫=
II
I
N
N
BdNDD
β
β
β ~~
int                      (2.63) 
where,  IN β  and IIN β  are the compositions of β phase at interface I and II such that 
III NNN βββ ≤≤ .  
Now, from Eqn 2.58, Eqn 2.60 can be rewritten as, 
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 ( ) ( ) [ ]IBIIBBABBABB
II
I
ABBA aaNDNDNaNDNDND lnlnln
~ ****
int −+=∂+= ∫β   
                                   (2.64) 
Here, the energy per mole of B for dissociation at interface II can be represented by the 
Gibbs Energy, IIBo aRTG ln−=∆  where, BoBB aRT ln+= µµ . Similarly, energy per mole 
of B for dissociation at interface I to form β can be represented by IBo aRTG ln−=∆ . So 
the total energy to form β by diffusion of one mole of B (by dissociation or reaction) can 
be written as ( )IBIIBoBr aaRTG lnln −−=∆ . So Eqn 2.61 can be written as, 
 ( )
RT
GNDNDND
o
BrB
ABBA
∆
+−= **int
~ β
                   (2.65) 
It should be noted here that, oArAoBrB GNGN ∆=∆ . Also, if β phase forms between pure 
end members, that is, ( 0=−BN  and 1=+BN  ), Eqn 2.62 can also be written as, 
 ( )
RT
G
DNDND
o
f
ABBA
ββ ∆+−= **int
~
                   (2.66) 
where, of Gβ∆  is the Gibbs free energy for formation per mole of particles for the β phase. 
2.7 Vacancy Wind Effect and Manning’s Correction 
 As the Kirkendall effect was established, Seitz [18] and Bardeen [19] identified 
that the original Darken equations are only approximation. If we look at the diffusion 
process at atomic level, substitutional interdiffusion occurs by vacancy exchange 
mechanism. Darken’s equation assumes that vacancy concentration is in thermal 
equilibrium. From the Kirkendall effect we know that vacancies are created on one side 
and annihilated on the other side, resulting in a net flux of vacancies to maintain the local 
equilibrium. This also means there are sufficient sources and sinks of vacancy in the 
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diffusion couple. Manning [20, 21] proposed that the net flux of vacancy causes an effect 
which he called vacancy wind effect which enhances the intrinsic diffusivity of faster 
diffusing species and lowers that of slower species. He proposed a correction factor, Wi, 
to take care of the vacancy wind effect.  
 The intrinsic diffusion coefficient can then be related to the tracer diffusion 
coefficient as  
 ( )AA
B
m
A WDV
VD +Θ= 1*                    (2.67a) 
 ( )BB
A
m
B WDV
VD −Θ= 1*                    (2.67b) 
where the relation of vacancy wind factor ( )( )**
**2
BBAAo
BAi
i DNDNM
DDNW
+
−
= , oM  is a constant, 
dependent on the crystal structure of the system, Ni is the mole fraction of species i and 
Θ is the thermodynamic factor BBAA NaNa lnlnlnln ∂∂=∂∂ . Further the relation for 
interdiffusion coefficient in terms of tracer diffusion coefficient of elements can be 
written as  
 ( ) ABABBA WDNDND Θ+= **~                     (2.68) 
where, ( )( )( )****
2**21
BBAAABBAo
BABA
AB DNDNDNDNM
DDNNW
++
−
+=                  (2.69) 
However, in general in most of the systems the contribution of vacancy wind effect is 
found to be negligible [22]. 
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Chapter 3 
Experimental procedure 
 
3.1 Experimental Technique 
The most commonly used procedure to study solid state diffusion is diffusion 
couple technique. In this study the diffusion couple technique was followed as the whole 
study is focused on solid state diffusion in bulk materials. In this method two different 
materials are ground and polished flat, coupled together, clamped and annealed at the 
temperature of interest in the vacuum furnace. The cross sections of the diffusion bonded 
samples were analyzed in microscope to identify and measure the phases grown in the 
interdiffusion zone. 
3.2 Starting materials 
Pure materials as well as alloys are used in this study. The specifications of pure 
materials used are shown in Table 3.1. Pure Zr ingot and other alloys are prepared using 
the vacuum arc melting furnace. The alloys required for the experiments are prepared 
using the vacuum arc melting furnace. First, a desired amount of material is cleaned with 
acetone, weighed and placed on the copper base of the arc melting furnace. The furnace is 
evacuated to a pressure of ~10-7 kPa. Then, the furnace is purged with Ar gas to eliminate 
the presence of oxygen. Again, the furnace is evacuated and filled with Ar gas. Finally, 
the arc is produced by striking the tungsten electrode on the copper base and placing it 
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appropriately on the samples. Current is adjusted so that all the metals in the alloy melt 
properly. In order to ensure better mixing, the samples are melted for four to five times 
turning them upside down. Further, the ingots are homogenized just below the melting 
point of the alloys in a vacuum tube furnace for 2-4 days. The ingots are checked for a 
composition using the energy dispersive X-ray spectroscopy (EDS) technique attached to 
the electron microscope and/or EPMA. Ingots prepared are cut into 1-2 mm thick slices 
using the electro-discharge machine (EDM) cutting. 
 
Material Purity (%) Supplier 
Ti 99.7 Alfa Aesar 
Zr 99.8 Alfa Aesar 
Hf 99.95 Alfa Aesar 
Ta 99.95 Sigma Aldrich 
W 99.95 Alfa Aesar 
Re 99.98 Sigma Aldrich 
TaN 99.5 Cathay Advanced Materials 
SiO2 99.995 Angstrom Sciences Inc. 
Ni 99.98 Alfa Aesar 
Pt 99.99 Arora Matthey 
Si (100) single crystal wafer 99.999 Semiconductor wafer Inc. 
Mo 99.95 Alfa Aesar 
Cr 99.997 Alfa Aesar 
Table 3.1: Specifications of the pure elements used for the present study. 
Chapter 3 
 
 
 
45 
 
3.3 Analysis of the diffusion couples 
 
1 mm thick foils of refractory metal element and 0.7 mm thick (1 0 0) oriented 
one side polished silicon wafers were used to produce the diffusion couples. Samples 
were cut into pieces with the dimension of approximately 5 mm × 5 mm and the standard 
grinding and polishing method was followed. Immediately after that, the couples’ halves 
were bonded in a special fixture and annealed in the temperature range of our interest in 
vacuum (~10-4 Pa) for a fixed annealing time. The annealing temperature was controlled 
within ±5 °C. In most of the M/Si diffusion couples, the thickness of M5Si3 was much 
smaller compared to MSi2. Even the Kirkendall marker plane was also present in the 
MSi2 phase and the relative mobilities of the species are possible to calculate by the 
relation developed by F.J.J. van Loo [1] in this phase only. Therefore, to grow the M5Si3 
phase with reasonable thickness and for the determination of the relative mobilities of the 
species in this phase, incremental diffusion couple experiments were conducted [2]. First 
M/Si couples were annealed at desired temperature, in which mainly the MSi2 phase grew 
with very small thickness of the M5Si3 phase. Following, Si was separated from the 
couple. It was done by hitting lightly since the Si/MSi2 interface was very weak. Many a 
times, it was separated during cooling because of the difference in the thermal coefficient 
of expansion with MSi2. This does not damage the relatively stronger M/M5Si3 interface. 
After removal of Si, couples were annealed in the temperature range of interest such that 
mainly M5Si3 could grow in the interdiffusion zone.  
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Fig. 3.1: Schematic diagram of the sample preparation method 
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Fig 3.2: Schematic diagram of incremental diffusion couple used in the Ta/Si and W/Si system. 
The experimental temperature range for the different systems is listed in the table 
3.2.  
Group Systems Annealing 
Temperatures 
Reasonable phase 
formation 
 
Ti/Si 1150 – 1250 oC TiSi2, TiSi,Ti5Si4 
IVB Zr/Si 1150 – 1250 oC ZrSi2 
 Hf/Si 1175 – 1275 oC HfSi2 
VB Ta/Si 1200 – 1275 oC TaSi2 
 Ta/TaSi2 (incremental) 1200 – 1350 oC Ta5Si3 
VIB W/Si 1150 – 1275 oC WSi2  
 
W/WSi2 (incremental) 1150 – 1350 oC W5Si3 
 Table 3.2: The range of annealing temperature for the systems in this study. 
This incremental diffusion couple technique is shown in the Fig. 3.2. After the 
experiments, samples were mounted in resin and cross-sectioned by a slow-speed 
diamond saw. Following, the final polishing was done with 0.04 µm colloidal silica. 
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Images were captured in a scanning electron microscope (SEM) and the compositions of 
the phases were measured by an electron probe microanalyzer (EPMA).  
3.4 The Kirkendall marker position 
The interdiffusion coefficient which can be calculated from the concentration 
profile is only the average diffusivity of the species or the measure of the intermixing of 
the species involved. It does not give any information about the mobilities of the 
individual species involved in the diffusion process. Kirkendall [3] first experimentally 
showed this behavior and latter Darken [4] described that in a solid-solid interdiffusion 
process the two independent component fluxes in opposite direction need not necessarily 
be equal. Because of this inequality, net mass flow in the interdiffusion process causes 
the diffusion couple to shrink on one side and swell on the other side. This process can be 
made to visible in the microstructure by the presence of the inert marker in the 
interdiffusion zone. These markers move towards the faster diffusing species. 
Sometime scratches, pores or voids present in the interdiffusion zone act as a marker, 
which always not possible to detect or sometimes can draw the wrong conclusion. 
Thefore inclusion of the inert marker in the in the diffusion coupe during the experiment 
is a common practice. These markers should not react with neither of the diffusion couple 
nor the phases they form. Generally stable oxides ThO2, TiO2, Y2O3 are used as inert 
markersOne should be careful about the particle size of the inert markers. Too large 
particle can hinder the diffusion process on other hand too small particles can be dragged 
by the moving grain boundary [4, 5]. Further the Kirkendall marker plane in the 
microstructure can be located by revealing the grain morphology. Interestingly, 
sometimes duplex grain morphology develops inside the diffusion grown compound 
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layers. The product layer which has the same chemical compound looks like it consists of 
two different sublayers marked by distinct boundary. These two sublayers differ by size, 
shape or orientation of the grains and apparently this boundary is called the Kirkendall 
marker plane [7]. Further the mobilities of the species and growth of the phases is studied 
by A. Paul [8, 9]. 
To reveal grain morphology, polished samples were etched by an acid mixture of 
HNO3 and HF. Sometimes, electron back-scattered diffraction (EBSD) images were 
taken to reveal the grain morphology. In the Fig 3.3 schematically is shown the duplex 
grain morphology and the Kkirkendal marker position. 
 
 
Fig. 3.3: Schematically shown how the Kirkendall marker plane is detected in the single phase and double 
phase layer. 
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Chapter 4.1 
Reactive diffusion in the Ti-Si system and the significance of 
the parabolic growth constant 
 
4.1.1 Introduction 
Ti-Si is one of the most important refractory metal-silicon systems used 
extensively in very large scale integrated (VLSI) industry. The C54 phase TiSi2 is used as 
a contact because of its low resistivity and excellent thermal stability. It is grown by 
depositing a thin film of Ti on Si. Latter, self-aligned silicide (salicide) is grown at the 
interface by a diffusion controlled process. It is reported that the metastable orthorhombic 
base centered C49 phase grows before transformation to the desirable orthorhombic face 
centered C54 phase with much lower resistivity [1-3]. To date, many diffusion studies 
have been conducted in thin film conditions. Hung et al. [4] studied the growth kinetics of 
TiSi2 in the temperature range of 475-550 °C after depositing Ti on amorphous and single 
crystal silicon. They found a parabolic growth of the phase with the activation energy of 
174±10 kJ/mol. Bentini et al. [5] reported that the growth of the phase(s) depends on the 
annealing temperature and time. They found that only the TiSi2 phase grows at 550 °C, 
whereas above 600 °C a TiSi phase was also observed. With increasing annealing time,  
only the TiSi2 phase was found. They also reported the parabolic growth of TiSi2 and 
similar activation energy to that found by Hung et al. [4] based on the experiments in the 
                                                 
This chapter is written based on  
S. Roy, S. Divinski and A. Paul, Reactive diffusion in the Ti –Si system and the significance of the 
parabolic growth constant,  Philosophical Magazine, 94 92014) 683 – 699. 
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range of 550-650 °C. Additionally, they predicted that the layer grows mainly by the 
diffusion of Si. Murarka and Fraser [6] did experiments in the temperature range of 400–
1100 °C and reported the growth of two phases, TiSi and TiSi2 when the annealing 
temperature was less than 700 °C. Above this, only the TiSi2 phase grew. Révész et al. 
[7] found that this phase grows parabolically with time even on SiO2.  
A tracer diffusion study of different elements was also conducted in the TiSi2 
phase. Importantly, the activation energy of the tracer diffusion of Ge, which is supposed 
to mimic the diffusion behaviour of Si, was reported to be 290 kJ/mol [8]. The similarity 
of the tracer diffusion properties of Si and Ge in silicides has been experimentally 
confirmed for the MoSi2 phase [9, 10]. The significant difference of the activation 
energies of Ge tracer diffusion and of the growth rate of the TiSi2 phase indicates an 
existing inconsistency of the diffusion database. As it will be shown in this manuscript 
for the case of a single phase growth in a couple, the activation energy of the phase 
growth has to correspond to that of the interdiffusion coefficients, which in the case of 
the TiSi2 phase is determined by diffusion of Si. Therefore, further study is required to 
investigate the growth mechanism of the phases and the diffusion mechanism of the 
components in this system. 
 Because of their relevance, most recent studies have been conducted in thin film 
conditions. However, this might not be suitable to analyze the growth mechanism of the 
phases. It is known that the stress generated during the deposition of the thin film affects 
the growth of the phase. A metastable phase might grow in the beginning before the 
growth of the equilibrium phases. Sequential growth of the phases is also found very 
frequently [11]. On the other hand, the simultaneous growth of the phases is found in a 
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solid diffusion couple although one or more phases might grow with very small thickness 
because of a much slower growth rate. A study of solid diffusion couples will highlight 
the diffusion mechanism of the components based on the determination of the activation 
energy and the relative mobilities of the components. This is an indirect but reliable 
technique to study the relative mobilities of the components using inert particles as the 
Kirkendall markers [12-14]. It should be noted here, that, frequently, growth and 
diffusion mechanisms are discussed based on the activation energies calculated from the 
parabolic growth constants. We shall show that this can be done only when a single phase 
layer grows (within a narrow homogeneity range) in the interdiffusion zone. However, in 
multiphase growth, this will lead to a wrong calculation, since the parabolic growth 
constant is not a material constant but depends on end member compositions. One should 
calculate activation energies based on the calculation of diffusion parameters, which are 
material constants. To the best of our knowledge, to date, only one diffusion study in this 
system is available in the bulk conditions. Cockeram and Wang [15] studied multiphase 
growth in the temperature range of 700-1150 °C. They calculated the parabolic growth 
constant and then the average interdiffusion coefficients with the help of the activity data 
available in the literature. It should be noted here that the diffusion coefficients can be 
calculated directly from the composition profiles without knowledge of the 
thermodynamic data [16, 17].   
The aim of this study is to conduct interdiffusion studies following the solid 
diffusion couple technique. The parabolic growth of the phases will be examined for the 
present conditions. Integrated diffusion coefficients and the activation energies are 
calculated from the composition profiles. The tracer diffusion coefficient of fast-diffusion 
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component is calculated in the TiSi2 phase and the diffusion mechanism is discussed in 
view of atomic arrangements in the crystal.  
4.1.2. Results and discussion 
4.1.3 Growth of the phases  
In the interdiffusion zone of a bulk diffusion couple, all the equilibrium phases are 
expected to grow with different thicknesses depending on their growth rates. According 
to the phase diagram [18], as shown in Fig. 4.1.1, four phases TiSi2, TiSi, Ti5Si4 and 
Ti5Si3 with a narrow homogeneity range should grow in the temperature range of our 
interest (1150−1250 °C). Additionally, at temperatures below 1170 °C, Ti3Si also must be 
present.  
 
 
 
 
 
 
 
 
 
 
 
                                           Fig. 4.1.1: Ti - Si phase diagram [18]. 
 
Chapter 4 
55 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
-20 0 20 40 60 80 100 120 140 160
0
20
40
60
80
100
 
 
Ti
3
Si
Ti
5
Si
3
Ti
5
Si
4TiSiT
i 
a
t 
%
Distance (µm)
 
 
TiSi
2
 
Fig. 4.1.2: (a) Scanning electron micrograph of Ti/Si diffusion couple annealed at 1200 oC for 16 hrs, (b) 
magnified image of the Ti-rich part showing the presence of Ti5Si3 and Ti3Si phases and (c) the composition 
profile of the interdiffusion zone. 
 
(a) 
(b) 
(c) 
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As shown in Fig. 4.1.2a, in the interdiffusion zone grown at 1200 °C, three phases TiSi2, 
TiSi, Ti5Si4 are clearly found. A close examination reveals the presence of two other 
phases, Ti5Si3 and Ti3Si.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.1.3: (a) Magnified image of the Ti/Si diffusion couples annealed at (a) 1225 oC for 16 hrs and  (b) 1250 
oC for 16 hrs showing the presence of Ti-rich phases. 
 
(a) 
(b) 
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A measured composition profile of the interdiffusion zone, as shown in Fig. 4.1.2c, 
indicates no dissolution of the species in the end members, although a β Ti(Si) solid 
solution phase is present. It should be noted here that according to the phase diagram, 
Ti3Si should not be present in the interdiffusion zone above 1170 °C. To investigate 
further, a close examination of the interdiffusion zone near the Ti end member of the 
couples annealed at 1225 and 1250 °C is done, as shown in Fig. 4.1.3.  We found the 
presence of this phase in the diffusion couple annealed at 1225 °C. However, it is not 
present at 1250 °C. Therefore, the maximum temperature up to which this phase is stable 
lies between 1225−1250 °C instead of 1170 °C as reported in the phase diagram. This 
indicates the need to revisit the phase diagram.  
 
Fig. 4.1.4: Etched micrograph annealed at 1200 oC for 16 hrs showing grains covering the whole phase 
layers in both the TiSi2 and TiSi phases. 
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The grain morphology, as revealed by etching, indicates the relative mobilities of the 
species [19-22]. In general, the Kirkendall marker planes are present at the Si/MSi2 
interface or inside the MSi2 phase in refractory metal (M)−silicon systems [23, 24]. Since 
Si is the fast diffusing component in most disilicides, uniform grain morphology in the 
TiSi2 phase, as shown in Fig. 4.1.4 substantiates that the Kirkendall marker plane must be 
present at the Si/TiSi2 interphase interface. Similar behaviour was found in the V-Si and 
Mo-Si systems. Further, TiSi also has uniform grain morphology. Other phases might 
also have uniform morphology, but this could not be detected.  
The resulting grain morphology is illustrated in Fig. 4.1.5 by a schematic diagram 
of an imaginary diffusion couple. Let us consider two phases, α and β, in the 
interdiffusion zone. The discussion is though applicable to any number of phases. The 
detailed phenomenological treatment can be found elsewhere [19, 25]. When inert 
particles are used as the Kirkendall markers, depending on the relative components’ 
mobilities in different phases, three situations might arise. As explained in the diagram, 
the phases grow via several processes. The element A diffuses through α to interface II 
and reacts with β to produce α. B dissociates from β to produce α at interface II. The 
same B diffuses to interface I and reacts with A to produce α. A similar dissociation 
reaction process occurs at interfaces II and III. At interface II, A dissociates from α to 
produce β. The same A diffuses to interface III to react with B and produce β. B, from 
interface III, diffuses through β to reach interface II and reacts with α to produce β.   
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(b) 
 
 
 
 
(c) 
 
 
 
 
 
(d) 
Fig. 4.1.5:  (a) Schematic diagram of  imaginary diffusion couple of A and B (b) two phases α and β are 
grown and the Kirkendall marker planes are present in both the phases (c) The Kirkendall marker plane is 
present only in the α phase and (d) ) the Kirkendall marker plane is present at the A/α interface 
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Therefore, at interface II, α consumes β for its own growth. At the same time, it is 
consumed because of the growth of β. The thicknesses of the phase layers depend on the 
integrated diffusion coefficients of the phases. On the other hand, the thicknesses of the 
sublayers on either side of the marker plane in a given phase depend on the relative 
mobilities of the components. For example, in certain conditions, both sublayers b and c 
could be positive such that both phases will have a marker plane, as shown in Fig. 4.1.5b. 
This was found in the Co-Si system [19]. There could be a situation in a particular system 
such that b is positive; however, c is negative. This means that even after the 
consumption of α by β at interface II, sublayer b can grow. On the other hand, from the 
same interface, β cannot grow because of the high rate of consumption by α. Therefore, 
the Kirkendall marker plane will be present inside the α phase and no marker plane will 
be found in the β phase, as shown in Fig. 4.1.5c. This behaviour was found in the Nb-Si 
[16], Ta-Si [26] and W-Si [27] systems. The marker plane was found in the MSi2 (M = 
Nb, Ta, W) phase and no marker plane was found in the M5Si3 phase. Another situation is 
sketched in Fig. 4.1.5d. The marker plane is found at one end of the interdiffusion zone. 
In this particular case, it indicates that element A has a diffusion rate many orders of 
magnitude higher than B in α phase. Since the diffusion of B is negligible, sublayer a 
cannot grow. That means that the whole phase is build by sublayer b. This also indicates 
that there is a very high consumption of β at interface II because of the growth of α. 
Therefore, not only c but a part of β growing from interface III also gets consumed. That 
means that the β phase will have only the sublayer d. As a result, the marker plane will be 
missing in the β phase. It should be noted here that this does not indicate a much higher 
diffusion rate of A compared to B in the β phase also [25]. Both the elements might have 
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comparable diffusion rates in this phase; however, both the sublayers could not grow 
because of the very high growth rate of α at interface II. This situation was found in the 
V-Si [24], and Mo-Si [23] systems previously, where the marker plane was located at the 
Si/MSi2 (M = V, Mo) interface. This is also found in the TiSi2 system. This must be the 
reason for the uniform grain morphology (continuous columnar grain morphology 
throughout the phase) found also in the TiSi phase along with the TiSi2 phase, as shown 
in Fig. 4.1.4.  
4.1.4 The parabolic growth constant and the diffusion parameters 
Before any analysis on the diffusion process, the diffusion controlled growth of the 
phases should be checked by time dependent experiments. Since many articles have 
already shown the parabolic growth of the TiSi2 phase (although in thin film conditions), 
it was not necessary to repeat it. Therefore, the temperature dependent experiments were 
conducted in the beginning for the calculation of the activation energy for diffusion. The 
thickness of the phase layers are tabulated in Table 4.1.1a. We have considered only three 
phases, TiSi2, TiSi and Ti5Si4, since these grow with reasonable thicknesses.  As 
expected, TiSi2 and Ti5Si4 show the change in layer thickness with a change in 
temperature. However, interestingly, the variation in the layer thickness of the TiSi phase 
is insignificant.  
There could be two reasons for this behaviour. In an incremental couple, when 
only one phase layer grows in the interdiffusion zone, it is not affected by any other 
phases. On the other hand, the growth kinetics of a phase in a multiphase interdiffusion 
depends on the growth of other neighbouring phases, as already explained in the 
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phenomenological process in Fig. 4.1.5. Ideally, all the phases should grow according to 
their own diffusion parameters since these are the material constants. It means that the 
thicknesses of the phase layers are adjusted depending on end member compositions such 
that the diffusion parameters remain the same. Therefore, there is a possibility that the 
growth rate of the other phase change with temperature in such a way that the growth rate 
of TiSi did not vary significantly with temperature.  
Temperature (oC)  ∆x TiSi2 (µm)  ∆x TiSi (µm)  ∆x Ti5Si4 (µm)  
1150  39 ± 1.1  23 ± 0.5 9 ± 0.3 
1175  43 ± 0.6  24 ± 0.4 12 ± 0.3 
1200  52 ± 0.8 24 ± 0.6 14 ± 0.4 
1225  60 ± 0.5  25 ± 0.6 15 ± 0.7 
1250  67 ±0.9 25 ± 0.7 18 ± 0.4 
 
(a) 
Temperature 
(oC)  
Time (hrs)  ∆x TiSi2 (µm)  ∆x TiSi (µm)  ∆x Ti5Si4 (µm)  
1200  4  34 ± 1.1 18 ± 0.7 7 ± 0.4 
1200  9  40 ± 0.6 20 ± 0.4 9 ± 0.3 
1200  16  50 ± 0.8  24 ± 0.6 12 ± 0.4 
1200  25  56 ± 1 28 ± 0.8 14 ± 0.3 
1200  36  65 ± 0.5 33 ± 0.9  19 ± 0.3 
 
(b) 
Table 4.1.1 (a) Thicknesses of phases grown at different temperatures after 16 hrs of annealing and  (b) 
Thickness of phases annealed for different times at 1200 oC. 
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(c) 
Fig. 4.1.6: Time dependant experiments at 1200 oC for 4, 9, 16, 25 and 36 hrs are shown by ∆x2 vs. 2t plots 
for (a) TiSi2 (b) TiSi and (c) Ti5Si4. 
 
 
This means also that the activation energy for the growth of this phase is relatively low 
compared to the other phases. Secondly, it is possible that this phase could not grow 
ideally, that is, parabolically with time, in a multiphase interdiffusion zone, as was found, 
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e.g., in the Ti-Al system [28]. To investigate this, the time dependent experiments were 
conducted at 1200 °C. It can be seen clearly in Fig. 4.1.6 that all the three phases grow by 
a diffusion controlled process since a linear dependence of the phase thickness squares, 
∆x2 vs. time t is found. Therefore it is necessary to estimate the activation energy for 
diffusion to understand the growth mechanism of the phases .  
The parabolic growth constant, for example, for the phase β  , βpk  is estimated 
using the relation 
 
( )
t
x
kp 2
2
ββ ∆
=         (4.1.1) 
where βx∆  is the phase layer thickness of the phase of interest. β  , and t is the annealing 
time. Further, the temperature dependence and the activation energy for the growth can 
be calculated from the Arrhenius equation expressed as 






−=
RT
Qkk opp expβ                        (4.1.2) 
where opk  is the pre-exponential factor, Q is the activation energy for growth and T is the 
temperature in K.  
The calculated values are plotted in Fig. 4.1.7a for the TiSi2 and Ti5Si4 phases. 
Since the thickness variation of TiSi with temperature is very small, the slope is 
negligible and it makes no sense to estimate the activation energy in this phase from the 
estimation of the parabolic growth constants.  
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Fig. 4.1.7: (a) The parabolic growth constants for TiSi2 and Ti5Si4 and (b) the integrated diffusion 
coefficients for TiSi2 , TiSi and Ti5Si4 plotted with respect to Arrhenius equation.  
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For further clarifications, it is necessary to calculate the diffusion parameters. 
Since the phases grow within a narrow homogeneity range, we can calculate the 
integrated diffusion coefficient, int
~D , let us say for the β  phase, as [29] 
∫=
"
'
~~
int
i
i
N
N
idNDDβ ,        (4.1.3) 
where D β%  (m2/s) is the interdiffusion coefficient of the phase β, iN  is the mol fraction 
of component i and ' '' and   i iN N are the mol fractions of the phase boundaries. Since the 
composition profiles developed in the solid solution phases are negligible, int
~D  can be 
calculated directly from the expression 
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           (4.1.4) 
where −iN and 
+
iN  are the mole fractions of the unreacted left and right hand side of the 
end member, respectively, with respect to element i, mV
ν
 and xν∆  are the molar volume 
and the layer thickness of the thν phase and t is the annealing time. It should be noted 
here that there is only one integrated diffusion coefficient in a binary system, and it is the 
same when estimated using the composition profile of any one component. Moreover just 
by definition, the integrated diffusion coefficient is measured in mol fractions time meter 
squared per second. It can be seen in the above equation that the first part is directly 
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related to the parabolic growth constant of the phase of interest. The second part is related 
to the thickness of the other phase layers. Therefore, although there is a very small 
change in the layer thickness of the TiSi phase, there could be a reasonable change in the 
integrated diffusion coefficients because of the variation in the layer thickness of the 
other phases. Molar volumes of the phases are listed in Table 4.1.2. The calculated data 
are plotted in Fig. 4.1.7b. Since the thicknesses of Ta5Si3 and Ti3Si are very small, we 
have not calculated the diffusion parameters because of the chance of a high error in 
calculation [24]. It can be seen that, indeed, there is a variation in int
~D  for TiSi with the 
annealing temperature. The small change in the layer thickness of this phase with the 
annealing temperature is found because of low activation energy of this phase. Further, 
the neighbouring phases influence the growth of this phase. 
 
 
 
 
 
 
The importance of the calculation of the diffusion parameters can be understood 
from the calculations above. It is a common practice to analyze data on the calculation of 
the parabolic growth constants [30]; however, it might lead to a wrong conclusion if the 
diffusion parameters are not analyzed in a multiphase diffusion couple. This can be 
Phase  Prototype  Pearson 
Symbol  
Space 
group  
Lattice parameters Molar Volume  
(×10-6 m3/mol)  a (Å)  b (Å)  c (Å)  
TiSi2  TiSi2 oF24  Fddd  8.236  4.773  8.523  8.41 
TiSi  FeB oP8  Pnma  6.54  3.63  4.99  8.92 
Ti5Si4  Zr5Si4 tP36  P41212  6.713  - 12.171  9.18 
Table 4.1.2: Crystal Structures, lattice parameters and molar volumes of the phases 
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clarified with the help of Eqs. 4.1.1 and 4.1.4. When only a single phase grows in the 
interdiffusion zone, the second term in Eq. 4.1.4 is zero. Then int
~D  is proportional to pk . 
As defined by Wagner [29], the parabolic growth constant in this condition is defined as 
the parabolic growth constant of the second type,  IIPk  . Therefore, the activation energy 
for both these parameters are the same and it is safe to discuss the diffusion mechanism 
based on the calculation of pk . However, in a multiphase diffusion, the calculation of the 
parabolic growth constant does not consider the growth of other phases although the 
diffusion of elements is affected by the number and growth rate of these phases. The 
parabolic growth constant in this condition is defined as the parabolic growth constant of 
the first type,  IPk  [30]. Therefore, the activation energies for int
~D  and pk  are different. 
This is clear from the values mentioned in Fig. 4.1.7a and 4.1.7b. According to our 
experience, the activation energies for relatively thicker phases are less affected than 
those for the thinner phases [31]. If the discussion on diffusion mechanisms is based on 
the calculation of the parabolic growth constants, one should calculate first IIPk  from 
I
Pk . 
On the other hand, it is always safe to have a discussion based on the calculation of the 
diffusion parameters. Further, in many systems, phases might have a wide homogeneity 
range. In this range, the diffusion coefficients and the activation energy might vary 
significantly. For example, in β-NiAl, the interdiffusion coefficients vary by three orders 
of magnitude with the change in composition [32]. Parabolic growth constants calculated 
based on the total layer thickness cannot bring out all these details. The main importance 
of the calculation of the parabolic growth constant is to examine whether the phases grow 
by a diffusion controlled process, as has been done in this study. In some cases, it is 
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difficult to calculate the diffusion parameters and authors are forced to discuss the 
diffusion process on the calculation of the parabolic growth constants [33]. In these cases, 
one should be aware of the disadvantages and limitations before making any statement. 
The activation energy for the integrated diffusion coefficient in the TiSi2 phase is 
calculated as 190±9 kJ/mol. This is similar to the values found in a few other disilicides 
[16, 23, 24, 27]. Moreover, it is close to the activation energy for parabolic growth 
calculated by Hung et al. [4] where a single phase layer was grown in the thin film 
diffusion couple. As has been already mentioned, the Kirkendall marker plane is located 
at the Si/ TiSi2 interface. This indicates that TiSi2 grows mainly by the diffusion of Si. In 
a line compound, we cannot calculate the intrinsic diffusion coefficients since we are 
unable to estimate the concentration gradient in a phase within a narrow homogeneity 
range. We can instead calculate the ratio of components’ diffusivities using the relation 
[11, 34] 
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where iD and 
*
iD  are the intrinsic and the tracer diffusion coefficients of element i. Kx  
is the Kirkendall marker plane location. −∞x and +∞x correspond to the unaffected ends of 
the diffusion couple. This relation does not consider the vacancy wind effect [35]. As 
typically done, we have assumed that it is about unity in the present case. Moreover, the 
partial molar volumes of the components are also not known in a phase within a narrow 
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homogeneity range. Therefore, we actually calculate the tracer diffusion coefficients 
indirectly following the diffusion couple technique. Since the diffusion rate of Ti is very 
small compared to Si, the above relation gives the value of ∞=
*
*
Ti
Si
D
D
.  Although it gives 
the value of infinity, in an actual case, the diffusion rates of the elements could differ by 
few orders of magnitude. This has already been confirmed by the calculations based on 
diffusion couple and radio tracer experiments [9, 10, 23] in the Mo-Si system. The 
integrated and tracer diffusion coefficients are related by [36] 
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iµ  is the chemical potential of element i, and Sid G∆  is the driving force for the diffusion 
of Si in the TiSi2 phase. It should be noted that SidSiTidTi GNGN ∆=∆  (the Gibbs-Duhem 
relation). Equation (4.1.7a) resembles the standard Darken-Manning relation [DM]. Since 
the diffusion rate of Ti is negligible, the tracer diffusion coefficient of Si can be estimated 
by 
 
RT
GNDND SidSiSiTi
TiSi ∆
−=
*
int
2
~
      (4.1.7b) 
Again the vacancy-wind effect is neglected for simplicity. Note here that this relation is 
applicable when a single phase is grown between two neighbouring phases in the phase 
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diagram. The diffusion parameters are material constants and one can use these 
parameters calculated from a multiphase interdiffusion zone. Therefore, for the 
calculation of the driving force, we need to consider as if the TiSi2 phase is grown 
between Si and TiSi, as shown in Fig. 4.1.8. The free energies of these phases are 
calculated from the details available in Refs. [37, 38] and listed in Table 4.1.3.   
 
Fig. 4.1.8: Schematic diagram of the driving force calculation for the growth of TiSi2 phase 
 
 
 
 
 
 
 
T oC  ∆Gsi−diamond J/mol  ∆G (TiSi2) J/mol  ∆G (TiSi) J/mol  ∆dGSi J/mol  
1250  -58329.1 -119422.6 -137100.6 -25900  
1225  -56863.6 -117889.8 -135536.6  -25900 
1200  -55410.1 -116370.2 -133986.4 -25800 
1175  -53968.5 -114863.9 -132450.2 -25800 
1150  -52539.2 -113371.2 -130928.1  -25800  
Table 4.1.3 : Free energy of the ∆Gsi (diamond), ∆G (TiSi2), ∆G (TiSi) and ∆dGSi  at the temperature of our 
interest. 
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The Arrhenius plot of *SiD  is shown in Fig. 4.1.9 and the activation is calculated as 
197±8 kJ/mol. Note that this value is much lower than the value reported by Gas et al. [8] 
based on the measurements of Ge tracer diffusion. However, it is close to the value 
determined in the MoSi2 phase, and the activation energy for growth established by Hung 
et al. [4] in this system. We have explained already that the activation energy for growth 
found by Hung et al. should be close to the value of the activation energy tracer diffusion 
coefficient since a single TiSi2 phase layer grows in the interdiffusion zone in a thin film 
couple. This phase grows mainly by the diffusion of Si. Even the driving force for the 
diffusion of this element with temperature does not change drastically as can be seen in 
Table 4.1.3.  
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Fig. 4.1.9: Arrhenius plot of the Si tracer diffusion coefficients in the TiSi2 phase. 
 
 
Chapter 4 
73 
 
4.1.5 Atomic mechanism of diffusion 
Atomic mechanisms of diffusion in intermetallic compounds require a special 
consideration. In an ordered compound, the elements occupy their own sublattices. 
Therefore, the migration of substitutional atoms is restricted by a general demand to 
maintain the given level of the atomic order [32, 39, 40]. Typically, diffusion in a 
substitutional alloy proceeds by a vacancy-mediated mechanism [40, 41]. Two 
fundamental types of vacancy-mediated mechanisms can be distinguished with respect to 
jumps to nearest or next nearest neighbours [40]. In view of diffusion data for MoSi2 [9, 
10], the nearest neighbour jumps of vacancies are most probable for the TiSi2 phase, too. 
Generally, four basic defects can be distinguished in an ordered binary compound, 
namely the vacancies on the two sublattices and the corresponding anti-sites – i.e. the 
atoms on a “wrong” sublattice. In fact, the diffusion mechanism of the given component 
depends on many factors – connectivity of the own sublattice, availability of vacancies on 
the different sublattices, “energy costs” for the anti-site formation, migration barriers, and 
the corresponding correlation effects which may even penalize specific types of atom 
jumps [40]. In view of these factors, a large asymmetry in the different rates of 
components in a binary alloy could be found, as it was the case of the MoSi2 phase [9, 10, 
23]. This diffusion asymmetry correlates with the vacancy concentrations on different 
sublattices. As it was determined in Ref. [42], mainly Si vacancies are formed in the tI6 
structure of MoSi2. A detailed inspection of lattice structure reveal that a Mo atom is 
surrounded by 10 Si atoms, whereas, a Si atom neighbours to 5 Mo and 5 Si. Therefore, 
Si can diffuse via its own sublattice and directly profit from the vacancy availability on 
the Si sublattice. On the other hand, diffusion of Mo is hindered both by absence of own 
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vacancies and high energy costs to create a Mo antisites. This is the reason that Si 
diffuses by many orders of magnitude faster as Mo [9, 11]. On the other hand, in the 
WSi2 phase with a similar crystal structure, the significant diffusion of W indicates the 
presence of a high concentration of W antisites [27].  
Based on this understanding, we can analyse the defects present in the TiSi2 
phase. It has a face centered orthorhombic structure (oF24) with 24 atoms in the unit cell, 
as shown in Fig. 4.1.10.  
 
Fig. 4.1.10:  Crystal structure of  the C54 TiSi2 Phase (oF24) showing nearest neighbours of Ti and Si. 
 
The nearest neighbours for both the components are also shown. Each Ti atom is 
surrounded by 4 Ti and 10 Si, whereas Si atoms are surrounded by 5 Ti and 9 Si. 
Therefore, both the elements could potentially diffuse over their own sublattice provided 
that the corresponding vacancies are present. The fact that the growth of the TiSi2 phase 
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layer occurs mainly because of Si diffusion substantiates that vacancies are present 
mainly on the Si sublattice. This conclusion agrees with recent computation of the defect 
formation energies in TiSi2 by tight binding molecular dynamics [43]. 
4.1.6. Conclusion 
We have studied the Ti-Si system to understand the growth mechanism of the phases and 
the diffusion mechanism of the species. The following conclusions are drawn from this 
study: 
• The diffusion couple experiments indicate that the maximum stability temperature 
for the Ti3Si phase is higher than the temperature reported in the Ti-Si phase 
diagram.   
• The variation in layer thickness with the change in the annealing temperature of the 
TiSi phase is very small. On the other hand, time dependent experiments indicate 
the parabolic diffusion controlled growth of the phase. This indicates that the study 
on the parabolic growth constant might draw a wrong conclusion on the growth 
mechanism of the phases. The calculation of the diffusion parameters is always 
reliable in discussing the diffusion mechanism.  
• Uniform grain morphology in the TiSi2 phase indicates the location of the 
Kirkendall marker plane at the Si/TiSi2 interface. Therefore, TiSi2 grows mainly 
because of the diffusion of Si. The grain morphology developed in the 
interdiffusion zone is explained with the help of imaginary diffusion couples. 
• In the TiSi2 phase, Ti atoms are surrounded by 4 Ti and 10 Si. Similarly, Si atoms 
are surrounded by 5 Ti and 9 Si. Therefore both the elements can diffuse via their 
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own sublattice on the condition that vacancies are present. Since the phase grows 
because of Si diffusion, vacancies must be present mainly on the Si sublattice. 
Negligible diffusion rate of Ti indicates the low concentration of Ti antistes and 
vacancies on the Ti sublattice. 
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Chapter 4.2 
Growth of hafnium and zirconium silicides by reactive diffusion 
4.2.1. Introduction 
Transition metal silicides draw special attention because of their use in microelectronic devices 
as Ohmic contacts and Schottky barriers [1]. Low resistivity, metal like behavior and high 
temperature stability make them attractive from application point of view. [2-5]. Hf and Zr 
silicates are being considered for replacing silica in sub 100 nm complementary metal oxide 
semiconductor (CMOS) technology [6]. Advantages of introduction of Hf and Zr films at the 
Si/SiO2 interface are being examined [5, 7].  
To date, several studies have been conducted to examine the growth of the phases in 
Hf/Si in thin film couples [8-11].  There are five phases in this system [12], however, only two 
phases, HfSi2 and HfSi are found to grow in the interdiffusion zone. Unlike bulk diffusion 
couple, sequential growth of phases is very common in thin film couples [13, 14]. In this system, 
HfSi is found to grow first, followed by HfSi2 which grows very rapidly at the Si/HfSi2 interface 
by nucleating on HfSi [11, 15]. Parabolic growth has been found, which indicates diffusion 
controlled growth of the phases [15]. Ziegler et al. [11] studied the growth of the HfSi and HfSi2 
phases in the temperature range of 550−750 °C and 750–900 oC respectively, in the He 
atmosphere, and estimated the activation energy for growth of HfSi to be 2.5 eV (241 kJ/mol). 
                                                           
This chapter is written based on  
S. Roy and A. Paul, Growth of hafnium and zirconium silicides by reactive diffusion, Materials 
Chemistry and Physics, 143 (2014) 1309-1314 
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Movement of the impurities during the growth of this phase indicated that Si is the faster 
diffusing species. So et al. [15] studied the growth of the HfSi2 phase in the temperature range of 
600−650 oC in vacuum and calculated the activation energy as 3.5±0.3 eV. (337±29 kJ/mol).  No 
diffusion studies have been conducted in bulk condition to date, hence no reliable information is 
available understanding the growth mechanism of phases compared to the study in thin film 
condition.  
Unlike the Hf-Si system, studies on diffusion controlled growth of the phases in the Zr/Si 
system are very limited [16, 17].  In one of the studies [16], growth of the phases in bulk 
diffusion couples was reported; however, analysis on diffusion process was not done. Although 
there are six phases present in the system [18], only two phases, ZrSi2 and ZrSi are found to 
grow. After the consumption of Si, other phases were found between ZrSi2 and Zr. 
Therefore, the aim of this present study is to conduct bulk diffusion couple experiments in 
these two systems to analyze the growth mechanism of the phases and the diffusion mechanism 
of the species. Time dependent experiments are conducted to examine the diffusion controlled 
growth of the phases, and temperature dependent experiments to calculate the activation 
energies. Grain morphology in the interdiffusion zone indicates relative mobilities of the species, 
which help to predict defects and diffusion of elements.  
4.2.2 Results and discussion 
Backscattered electron images (BSE) of interdiffusion zones of Hf/Si and Zr/Si diffusion couples 
annealed at 1200 and 1250 °C for 16 hrs, respectively, are shown in Fig. 4.2.1a and b.  X-ray 
diffractions taken in these diffusion couples are shown in Fig. 4.2.1c and d. Only disilicide and 
monosilicide phases grew in the interdiffusion zone, although there are many phases present in 
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both the systems. Moreover, the thickness of the disilicides is much higher than the monosilicide, 
which indicates difference in the growth rates.  
(a) (b) 
 
 
 
 
 
 
 
 
 
(c) (d) 
Fig. 4.2.1: Scanning electron micrograph of etched (a) Hf/Si diffusion couple annealed at 1250 oC for 16 hrs (b) 
Zr/Si diffusion couple annealed at 1200 oC for 16 hrs. (c) and (d) are the X-ray analysis confirming the phases 
detected in the interdiffusion zone. 
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Fig. 4.2.2: Time dependant experiments done at 1200 oC for  9, 16, 25 and 36 hours. ∆x2 vs. 2t plots of (a) 
HfSi2, (b) HfSi  and (c) ZrSi2 phases. 
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(b) 
(c) 
Chapter 4 
83 
 
Bertolino et al., [16] reported the growth of other phase after consumption Si between 1698 to 
1869 oC (1971 to 2142 K). This indicates that the growth rates of other phases are much smaller 
compared to the phases found in the interdiffusion zone. Although time dependent experiments 
at different temperatures conducted in thin film condition indicated the diffusion controlled 
growth of the phases, we conducted these experiments at one particular temperature (1200 °C) in 
both the systems, as shown in Fig. 4.2.2a, 2b and 2c. Linear relationships of the data of 2x∆ vs. 2t 
plots indicate the diffusion controlled growth. Thicknesses of the phases at different 
temperatures and annealing times are listed in Table 4.21.  
Temperature (oC) ∆x HfSi2 (µm) ∆x HfSi (µm) ∆x ZrSi2 (µm) 
1150 - - 155 
1175 268 9 - 
1200 340 15 275 
1225 - - 349 
1250 650 34 390 
1275 720 40 - 
(a) 
 
Temperature (oC) Time (hrs) ∆x HfSi2 (µm) ∆x HfSi (µm) ∆x ZrSi2 (µm) 
1200 9 103 9 73 
1200 16 340 15 275 
1200 25 465 19 - 
1200 36 620 28 650 
(b) 
 
Table 4.2.1: (a) Layer thicknesses of the phases grown after annealing for 16 hours at different temperatures (b) 
Layer thicknesses of the phases at 1200 °C annealed for different times.  
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Fig 4.2.3: The composition profile of the interdiffusion zone (a) Zr/Si diffusion couple annealed at 1200 oC for 
16 hrs and (b) Hf/Si diffusion couple annealed at 1250 oC for 16 hrs . 
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Composition profiles in Fig. 4.2.3 indicate negligible diffusion of elements in the Hf or Zr and Si 
end members. Since all the phases in the interdiffusion zone are line compounds, we can 
calculate the integrated diffusion coefficient int
~D  using the Wagner’s relation [19]. This relation 
for the β phase can be written as Eqn. 2.34[20] Although the thickness of HfSi is much smaller 
compared to HfSi2, which vary in the range of 9 – 40 µm in the temperature range of our interest, 
we can calculate the integrated diffusion coefficients for both the phases without introducing 
much error. However, the maximum thickness of the ZrSi phase is less than 10 µm at the highest 
temperature and decreases rapidly with the decrease in annealing temperature. Therefore, the 
diffusion parameters are not calculated for this phase in order to avoid error in the calculations. 
This is discussed in detail based on the results in the V-Si system [21]. Molar volumes of the 
phases, as listed in Table 4.2.2, are calculated from the lattice parameter data available in the 
literature [22, 23].  
Phase Prototyp
e 
Pearso
n 
Symbo
l 
Space 
group 
Strukturberi
cht 
Designation 
 
a (Å) b (Å) c (Å) Molar 
volume 
(×10-6 
m3/mol) 
HfSi2 ZrSi2 oC12 Cmcm C49 3.7 14.6 3.6 9.8 
 
HfSi FeB oP8 Pnma B27 6.8 3.7 5.2 9.9 
 
ZrSi2 ZrSi2 oC12 Cmcm C49 3.7 14.8 3.7 10.0 
Table 4.2.2: Details on crystal structure, lattice parameters and molar volume of the phases. 
 
The calculated int
~D
 
are shown in Fig. 4.2.4a and b with respect to the Arrhenius equation 






−=
RT
Q
DD o exp~~ intint
β
         (4.2.1) 
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where oDint
~
 (m2/s) is the pre-exponential factor, Q (J/mol) is the activation energy and R the 
universal gas constant (8.314 J/mol.K). The activation energies for HfSi2 and ZrSi2 are estimated 
as 394±37 and 346±34 kJ/mol, respectively. The activation energy for HfSi is 485±42 kJ/mol. 
6.4 6.5 6.6 6.7 6.8 6.9 7.0
10
-14
10
-13
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-12
 HfSi2
 HfSi
1/T x 10
-4
, K
-1
D
in
t, 
m
2
/s
 
 
Q
HfSi
2
 = 394   37 kJ/mol
-
+
Q
HfSi
 = 485   42 kJ/mol
-
+
 
(a) 
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2
 = 346   34 kJ/mol
-
+
 
(b) 
Fig 4.2.4: Arrhenius plot of the integrated diffusion coefficients calculated for (a) HfSi2 and HfSi,  and (b) ZrSi2 . 
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The Kirkendall marker experiments could not be conducted, because, the material halves 
did not join when inert particles were used. However, location of the marker plane could be 
detected by revealing the grain morphology, based on which physico-chemical approach is 
developed [24, 25]. Uniform grain morphologies in the disilicide phases, as shown in Fig. 4.2.1, 
indicate that one of the species must have much higher diffusion rate compared to the other. 
Similar behavior was found in the V-Si [26], Mo-Si [27] and Ti-Si [28] systems. According to 
extensive studies on tracer and interdiffusion in the Mo-Si system, Si has few orders of 
magnitude higher diffusion rate compared to Mo. In fact, Si has higher diffusion rate compared 
to the metal species in the disilicides [21, 26-31]. This indicates that the marker plane must be 
present at the Si/MSi2 interface (M = Hf, Zr).  In line compounds, we cannot determine the ratio 
of intrinsic diffusion coefficients because of unknown partial molar volumes, iV ; however, we 
can  determine the ratio of the tracer diffusion coefficients using the relation [20] 
( ) ( )
( ) ( )








−+−−






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
−−−
==
∫ ∫
∫ ∫
∞−
∞+
∞−
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+−−+
+−−+
K
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x
x
x
x
SiSiMSiSiM
x
x
x
x
SiSiSiSiSiSi
M
Si
MSi
SiM
dxNNNdxNNN
dxNNNdxNNN
D
D
DV
DV
*
*
    (4.2.2) 
where iD and
*
iD  are the intrinsic and the tracer diffusion coefficient respectively, of element i. 
This relation ignores the vacancy wind effect proposed by Manning [32, 33], since the structure 
factors required are not known. The marker plane is present at the Si/MSi2 interface and the ratio 
of the tracer diffusivities estimated by the above relation is ∞=
*
*
M
Si
D
D
, because of negligible 
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diffusion rate of M. Further, we can determine the tracer diffusion coefficient by using the 
relation [34] 
( ) ( )
( ) ( )
( )
( )
RT
GN
DNDN
RT
GN
DNDN
RT
N
DNDN
RT
N
DNDND
SidSi
MSiSiM
MdM
MSiSiM
I
Si
II
SiSi
MSiSiM
II
M
I
MM
MSiSiM
MSi
∆
+−=
∆
+−=
−
+−=
−
+−=
**
**
**
**
int
2
~
µµ
µµ
                                               
(4.2.3a) 
where iµ  the chemical potential of element i, and Sid G∆  the driving force for the diffusion of Si 
in the MSi2 phase. It should be noted that oSidSi
o
MdM GNGN ∆=∆ . Considering 
*
MD  as negligible, 
we get 
 
RT
GN
DND
o
SidSi
SiM
MSi ∆
−=
*
int
2
~
             (4.2.3b) 
This relation is applicable only when a phase layer is developed between two neighboring phases 
in the phase diagram. On the other hand, diffusion parameters are materials constant and one can 
use these parameters calculated from a multiphase interdiffusion zone. For the calculation of 
driving forces, we need to consider the growth of the MSi2 phase between Si and MSi, as shown 
in Fig. 4.2.5. Free energies calculated from the details available in Refs. [12, 18, 35, 36] are 
listed in Table 4.2.3. Calculated *SiD are plotted using Arrhenius equation are shown in Fig. 
4.2.6. The calculated activation energies of HfSi2 and ZrSi2 are 430 ± 36 and 348 ± 34 kJ/mol, 
respectively.  
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Fig. 4.2.5: Schematic diagram of the driving force calculation for the growth of MSi2 from neighboring phases. 
 
T (oC)  ∆Gsi (diamond) J/mol  ∆G (HfSi2) J/mol  ∆G (HfSi) J/mol  ∆dGSi J/mol  
1275 -59806.3 -127919.2 -151724.1 -20645.8 
1250 -58329.1 -126435.94 -149893.4 -21332.5 
1200 -55410.1 -123507.6 -146271.6 -22675.0 
1175 -53968.51 -122062.8 -144480.7 -23392.7 
(a) 
T (oC)  ∆Gsi (diamond) J/mol  ∆G (ZrSi2) J/mol  ∆G (ZrSi) J/mol  ∆dGSi J/mol  
1250 -58329.1 -306867.3 -308440.38 -245407 
1225 -56863.61 -303516.3 -305278.8 -243136 
1200 -55410.1 -300189.7 -302141.5 -240887 
1150 -52539.2 -293610.6 -295941.1 -236424 
(b) 
Table 4.2.3 : (a) Free energy ∆Gsi (diamond), ∆G (HfSi2), ∆G (HfSi) and driving force for Si diffusion, ∆dGSi  
in ZrSi2 (b) Gsi (diamond), ∆G (ZrSi2), ∆G (ZrSi) and driving force for Si diffusion ∆dGSi  in HfSi2 at the 
temperatures of our intereset. 
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Fig 4.2.6: Arrhenius plot of the tracer diffusion coefficients of Si in (a) HfSi2 and (b) ZrSi2. 
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4.2.3. Atomic mechanism of diffusion 
Diffusion in an ordered phase is a complex process. Different concentration of defects on 
different sublattices makes it even more difficult to understand. Although diffusion coefficients 
and activation energies are being calculated in many systems, the lack of data on defects makes it 
difficult to understand the process in the atomic level. Extensive theoretical and experimental 
studies are available only in few phases, such as MoSi2 [37,38], β-NiAl [39] and γ’-Ni3Al [40]. 
Based on these studies and calculated parameters in HfSi2 and ZrSi2, we can qualitatively discuss 
the diffusion process and possible defects present in the disilicides. Both the phases have 
orthorhombic C49 (oC12) crystal structure with 12 atoms per unit cell, as shown in the Fig. 
4.2.7.  
 
 
Fig 4.2.7: (a) The crystal structure of C49 (oC12). First and second nearest neighbors of Ti, SiI and SiII are shown. 
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Metals (M) have only one sublattice whereas Si has two, designated by SiI and SiII. M is 
surrounded by 10 Si (4 SiI and 6 SiII) and 6 M. SiI is surrounded by 12 Si (8 SiI and 4 SiII). SiII 
is surrounded by 10 Si (6 SiI and 4 SiII) and 6 M. Hence, both the species can diffuse via its own 
sublattice if vacancies are present. Negligible diffusion of M compared to Si indicates that 
vacancies are mainly present on the Si sublattice. Similar defect concentrations were found 
experimentally in MoSi2 [41].  
4.2.4. Conclusion 
Bulk diffusion couple experiments are conducted between the group IVB elements Hf and Zr 
with Si. Only two phases, MSi2 and MSi are found to grow in the interdiffusion zone. The 
thickness of the disilicide is much higher than monosilicide. Absence of other phases indicates 
much lower growth rate of these phases compared to the phases found in the interdiffusion 
zones. Time dependent experiments indicate the diffusion controlled growth of the phases. The 
integrated diffusion coefficient for HfSi2, HfSi and ZrSi2 are calculated at different temperatures. 
The same is not calculated for the ZrSi phase to avoid error associated in the calculation because 
of very thin layer. The grain morphologies revealed by acid etching show uniform columnar 
grains throughout the disilicide phase in both the systems. Based on the understanding in other 
systems, it indicates the presence of the Kirkendall marker plane at the Si/MSi2 interface. The 
tracer diffusion coefficients of Si in disilicide are calculated using necessary thermodynamic 
parameters and activation energies. Si is the only diffusing species since vacancies are present 
mainly on the Si sublattice.  
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Chapter 5 
Growth mechanism of tantalum silicides by interdiffusion 
 
5.1. Introduction 
Transition metal silicides are widely used in the microelectronics industry as 
interconnects and contacts [1] because of their low contact resistance and thermal 
stability, which are produced by the metal−silicon reactive diffusion process in the solid 
state. The presence of the oxide layer on Si might complicate the growth process. 
Refractory metals are proposed as the diffusion barrier layer in Cu interconnects between 
the Cu interconnect lines and the SiO2/Si substrate [2−5]. Immiscibility with Cu even at 
elevated temperature makes them suitable [6]; however, silicides grow at the barrier 
metal and the substrate interface, which influences the performance of the product.  They 
are also suitable for high-temperature applications because of their high strength, low 
density, high melting point and resistance to oxidation and creep [7, 8]. Ta5Si3 has a 
superior oxidation resistance compared to other 5:3 silicides.  
 A few interdiffusion studies on both thin-film and bulk conditions are available 
[8−10].  The interdiffusion process in the thin-film condition is complicated because of 
the stress generated during the deposition of films. Nonequilibrium phases might grow 
and sometimes a few phases might not grow because of nucleation problems. Since we 
                                                           
This chapter is written based on  
S. Roy and A. Paul, Growth mechanism of tantalum silicides by interdiffusion, Philosophical Magazine, 92 
(2012) 4215-4229. 
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are interested, at this point, in understanding the growth mechanism of the phases and the 
diffusion mechanism of the species, we shall consider only the interdiffusion process in 
the bulk condition. Christian et al. [8] studied the growth of the Ta5Si3 phase in Ta/TaSi2 
couples in the temperature range of 1000−1400 °C. TaSi2 was deposited by the chemical 
vapor deposition process. They calculated the integrated diffusion coefficients of the 
Ta5Si3 phase using the relation developed by Wagner [11] and found the activation 
energy of 271 kJ/mol. Milanese et al. [9] studied the growth of the TaSi2 and Ta5Si3 
phases in Ta/Si couples in the temperature range of 1250−1350 °C. They calculated the 
parabolic growth constants and the average interdiffusion coefficients. The activation 
energies of diffusion were estimated as 560 and 450 kJ/mol for the TaSi2 and Ta5Si3 
phases, respectively.  The difference between the activation energy values for the Ta5Si3 
phase in these two articles is notable. Moreover, it will be explained later that the 
calculation methodology followed by Milanese et al. is questionable. Further, there is no 
knowledge on the relative mobilities of the species without which it is not possible to 
understand the atomic mechanism of the diffusion of the species. The growth mechanism 
of the phases has also not been studied.  
Therefore the aim of this study is to conduct bulk diffusion couple experiments to 
calculate first the integrated and the tracer diffusion coefficients of the species. 
Afterwards, the growth mechanism of the phases will be discussed. In the end, the 
problem with the calculation procedure followed by Milanese et al. will be explained. 
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5.2. Results: calculation of diffusion parameters 
Fig. 5.1 shows the back-scattered electron image (BSE) of the interdiffusion zone 
developed at 1250 °C in a Ta/Si diffusion couple. It can be seen that the TaSi2 phase 
grows mainly in the interdiffusion zone; however, a very thin layer of the Ta5Si3 phase is 
also visible. The thicknesses of the TaSi2 and Ta5Si3 phases are found to be of 52–145 µm 
and 0.9–4 µm, respectively, in the temperature range of 1200−1275 °C. Another two 
phases Ta2Si and Ta3Si,  
 
Fig 5.1:BSE image of the etched interdiffusion zone in the Ta/Si diffusion couple annealed at 1250 oC 
for 9 hours. K indicates the location of the Kirkendall marker plane. 
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which are present in the Ta−Si phase diagram [12], should have also grown in the 
interdiffusion zone, but these were not detected. It is possible that the growth rates of 
these two phases are much lower compared to the phases found. After etching, duplex 
morphology is seen in the TaSi2 phase. Fine grains are found in the Ta5Si3 phase side 
whereas; relatively coarse grains can be seen in the Si side. Since the Ta5Si3 phase has a 
very fine structure because of a very thin layer, it is possible that the part of the TaSi2 
phase, which grows in this phase, also has a fine structure. On the other hand, when the 
same phase grows from Si single crystal, it has a coarse structure. The presence of duplex 
morphology indicates the location of the Kirkendall marker plane because the phase 
grows differently from two different interfaces [13-16]. Even this plane is also identified 
by the presence of a line of pores.  
 Time-dependent experiments conducted by Milanese et al. [9] show the parabolic 
growth, that is, the diffusion controlled growth of the phases. However, as will be 
discussed later, the calculation procedure of the diffusion parameters was not followed 
correctly. We have used the well-established Wagner’s relation to calculate the integrated 
diffusion coefficients, int
~D
 
(m2/s) since the phases have a very narrow homogeneity 
range. int
~D is the interdiffusion coefficient integrated over the unknown composition 
range. From the layer thickness data in Ta/Si diffusion couples, we calculated the 
diffusion parameters only in the TaSi2 phase since the Ta5Si3 phase is not thick enough to 
calculate these parameters with sufficient accuracy. The Wagner’s relation is expressed 
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as Eqn 2.34. The molar volume of the product phases are calculated as =2TaSimV 8.71 and 
=
35SiTa
mV  9.48 cm
3/mol from the lattice parameter data available in the literature [10, 17]. 
When only a single-phase layer grows in the interdiffusion zone, int
~D  can be expressed as 
( )( )
t
x
NN
NNNND
ii
iiii
2
~
2
int
β
ββ
β ∆
−
−−
=
−+
+−
       (5.1) 
In the Ta/Si couples, the layer thickness of the Ta5Si3 phase is very small compared to the 
thickness of the TaSi2 phase. So Eq. 5.1 can be used to calculate the integrated diffusion 
coefficients of the TaSi2 phase using their phase layer thickness and ignoring Ta5Si3 
without introducing any significant error. The annealing temperatures, layer thickness 
and the integrated diffusion coefficients are listed in Table 5.1. The calculated int
~D  values 
are shown in Fig. 5.2 with respect to the Arrhenius equation 






−=
RT
Q
DD o exp~~ intint
β
        (5.2) 
where oDint
~
 (m2/s) is the pre-exponential factor, Q (J/mol) is the activation energy and R is 
the universal gas constant (8.314 J/mol.K). The activation energy is estimated as 550 ± 70 
kJ/mol.  
In line compounds, we cannot calculate the intrinsic or the ratio of intrinsic 
diffusion coefficients because we cannot determine the slope of the composition profile 
and the partial molar volumes of the species, Vi. However, we can determine the ratio of 
the tracer diffusion coefficients using the relation developed by van Loo in Eqn. 4.2.2[18] 
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Note here that we have ignored the vacancy wind effect proposed by Manning [19], since 
the structure factors required are not known in these complex crystal structures. The 
ratios of tracer diffusivities, ** / TaSi DD , are listed in Table 5.1.  
Temperature ( oC) Layer Thickness 
(µm) 
2
int
~ TaSiD x 10-14 *
*
Si
Ta
D
D
 in the TaSi2 
phase 
1200 52 0.9 1.3 
1225 70 1.7 1.2 
1250 121 5.0 1.1 
1275 145 7.2 1.1 
(a) 
Temperature ( oC) Layer 
Thickness (µm) 
35
int
~ SiTaD x 10-16 *
*
Si
Ta
D
D
 in the Ta5Si3 
phase 
1200 3.1 0.3 2.9 
1250 7.4 1.4 5.8 
1300 12.2 3.5 8.9 
1350 19.6 7.4 10.8 
(b) 
Table 5.1: Thickness of the phase layers, the integrated Diffusion coefficients and  ratio of the tracer 
diffusivities 
*
*
Si
Ta
D
D
in the (a) TaSi2 and (b) Ta5Si3 phases. 
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Fig 5.2: Arrhenius plot of the integrated diffusion coefficients calculated for the TaSi2 
phase. 
 
Fig 5.3: EBSD image of the Ta5Si3 phase in the Ta/TaSi2 diffusion couple annealed at 
1350 oC for 16 hours. K indicates the location of the Kirkendall marker plane. 
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It can be seen that the ratios calculated are more or less the same at different temperatures 
in the range of 1.1-1.3. Since the ratio does not change much with the temperature, it 
indicates that the tracer diffusion coefficients of different species change almost at the 
same rate with the annealing temperature. Since the layer thickness of the Ta5Si3 phase is 
very small in the Ta/Si diffusion couple, we conducted incremental diffusion couple 
experiments between TaSi2 and Ta so that the Ta5Si3 phase as grows a reasonably thick 
layer in the interdiffusion zone.  It should be noted here that 0.9 µm of the phase layer 
was already present before the annealing of the incremental couples. The thickness of the 
phase layer varied in the range of 3.1–19.6 µm (after correcting for the initial layer that 
was already present before the annealing of the incremental couples). The interdiffusion 
zone developed at 1350 °C after 16 h of annealing and is shown in Fig. 5.3. A very thin 
layer of Ta2Si is present at the Ta/Ta5Si3 interface and this was not detectable in the Ta/Si 
diffusion couple. This indicates that the growth rate of this phase layer is much lower 
compared to other phases found. In this couple, inert particles were not used; however, 
the location of the Kirkendall plane can be detected from the presence of duplex 
morphology. Since this phase is very much thicker than the Ta2Si phase, we can again use 
Eq. 5.1 for the calculation of the integrated diffusion coefficients. The initial layer 
thickness that was already present before the start of the annealing of the incremental 
diffusion couple is considered. This is calculated from ( )[ ] txx o 222 ββ ∆−∆ instead of 
tx 22β∆ , where 
oxβ∆  is the initial layer thickness. The integrated diffusion coefficients 
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calculated are listed in Table 5.1 and shown in Fig. 5.4 with respect to the Arrhenius 
equation. The activation energy is estimated as 410 ± 39 kJ/mol. Later, the ratio of tracer 
diffusion coefficients are calculated using Eq. 4.2.2 and are listed in Table. 5.1. The 
initial layer thickness that was already present before the start of the annealing process is 
deducted from the left hand side sublayer, since the right hand side sublayer from the 
marker plane grows only after the start of the interdiffusion process in the incremental 
couple. This argument will be clear once we discuss the growth mechanism of the phases 
in the next section. It can be seen that Si has a faster diffusion rate; however, the ratio 
increases with an increase in the annealing temperature. This indicates that the rate of 
change of the tracer diffusion coefficients of the species with temperature is different for 
different elements.  
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Fig 5.4: Arrhenius plot of the integrated diffusion coefficient calculated in the Ta5Si3 phase. 
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 The estimated activation energies for integrated diffusion coefficients are in very 
good agreement with the activation energy for interdiffusion coefficients calculated by 
Milanese et al. However, they followed a method developed by Bulcagila and Anselmi-
Tamburini [20], which is questionable. It is not possible to compare the results since 
different diffusion parameters are calculated; however, the problem can be understood 
from the relations used by Milanese et al. 
( )
( ) ( )
10
2
1
2
1
2
11
2 1~
−
+−
+−







 ∆+
−−
−
=
RT
Gv
vvvv
vvvkD i
i
i
iiii
iiiII
ii ν
     (5.3a) 
iSi
i
i
iTa
i
i DDD ,, 11
1~
ν
ν
ν +
+
+
=         (5.3b)   
where, IIik  is the parabolic growth constant of the second kind, iD
~
 is the interdiffusion 
coefficient of the ith phase, iTaD ,  and iSiD ,  are the self diffusion coefficients of Ta and Si, 
respectively in the ith phase. 0iG∆ is the Gibbs free energy change for the formation of 1 
mol of phase BA
iν
, iv  is the mole fraction of A of the of the i
th
 phase BA
iν
, 1−iv  and 1+iv  
are the mole fraction of element A of the adjacent phases in the phase diagram. The 
problems with the above equations are the following: As discussed before [21], it should 
be noted that to calculate iD
~
 as can be seen in the Matano-Boltzmann relation or the 
relations proposed by others [18], one needs the concentration gradient. However, in the 
relations above (Eq. 5.3a) the concentration gradient term is missing. This is almost 
impossible to determine it in line compounds and Wagner [11] introduced the concept of 
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the integrated diffusion coefficient, which is used in this study. iD
~
 is directly related to 
the self diffusion coefficients (Eq. 5.3b), which is not correct. It should be noted that 
intrinsic or interdiffusion coefficients are related to the tracer diffusion coefficients and 
not to the self diffusion coefficients. Further, interdiffusion happens under the 
thermodynamic driving force, which is not considered in Eq. 5.3b.  
It is not necessary to consider the thermodynamic parameter to calculate the 
interdiffusion, integrated or intrinsic diffusion coefficients. These parameters can be 
directly calculated from the composition profiles. The unnecessary introduction of this 
parameter (in Eq. 5.3a) is rather a source of error. The different free energy values 
determined in different articles will give different diffusion parameters.  Moreover, 
Milanese et al. calculated two different interdiffusion coefficients in the Ta5Si3 phase 
considering total 2 (what we actually find in the interdiffusion zone) and 4-phase layers 
(according to the phase diagram) in the interdiffusion zone. However, it should be noted 
that the diffusion coefficients are actually material constants and should have the same 
value irrespective of the total number of phase layers grown in the interdiffusion zone.  
5.3. Discussion 
5.3.1 Atomic mechanism of diffusion 
The atomic mechanism of diffusion in intermetallic compounds is complex since atoms 
cannot jump randomly like in solid solution. Till date only a very few systems have been 
studied extensively, such as Ni aluminides [22-24] to understand the diffusion 
mechanism. The advantage of considering these phases is their relatively simple crystal 
Growth mechanism of tantalum silicides by interdiffusion 
 
108 
 
structure. The knowledge on defect concentrations is also available. In most of the 
phases, the knowledge on defect concentration is not available. However, diffusion rates 
determined experimentally indicate the kinds of defects present in the structure. Based on 
the available studies, it is already proven that different sublattices can have different 
concentrations of vacancies. Even at stoichiometric compositions, a very high 
concentration of antisites could be present. In many phases, the nearest neighbor bonds 
are not present between minor elements; however, significant diffusion is still possible 
because of presence of antisites.  
 TaSi2 has a hexagonal C40 structure (hP9), as shown in Fig. 5.5a [25, 26]. As 
listed in Table 5.2, Ta atoms are surrounded by 6 Si atoms on the same plane and 4 Si 
atoms on two adjacent planes. On the other hand, Si atoms are surrounded by 3 Ta and 3 
Si atoms on the same plane and 2 Ta and 2 Si atoms on two adjacent planes. That means 
that Ta atoms are surrounded by only Si atoms and Si atoms are surrounded by both Si 
and Ta atoms in the nearest neighbor positions. This indicates that even if there are no Si 
antisites present, the diffusion of this element is possible if vacancies are present on the 
same sublattice. On the other hand, in the absence of Ta antisites, Ta cannot diffuse 
because it cannot exchange positions with the vacancies on the next neighbor Si 
sublattice. After exchanging positions, it cannot rest on a wrong sublattice. Ta can diffuse 
only if Ta antisites are present. So, it is not unusual to find Si as faster diffusing species 
through this phase. However, note that Ta has a comparable diffusion rate with respect to 
Si since the ratio of tracer diffusivities, ** / TaSi DD  is determined in the range of 1.1−1.3.  
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(a) 
 
(b) 
Fig 5.5 (a): Crystal Structure of the TaSi2 phase, C40 (hp9). (b): Crystal Structure of the α - Ta5Si3 
phase, tI32 (D8l) showing α, β, γ and δ sublattices and their nearest neighbors. 
 
Growth mechanism of tantalum silicides by interdiffusion 
 
110 
 
 
This indicates the presence of a high concentration of Ta antisites.  In the Au2Bi and 
AuSb2 phases, the minor element had a higher diffusion rate than the major elements 
[27].  The Ta5Si3 phase has two different stable crystal structures in different temperature 
range. Above 2160 °C, the W5Si3-type D8m β − Ta5Si3 phase is stable. Below this 
temperature, the Cr5B3-type D8l α − Ta5Si3 phase is stable.  In the temperature range of 
our study, the α − phase is stable. It has basically a tetragonal structure with 32 atoms 
(tI32) in the unit cell, as shown in Fig. 5.5b [17]. It has 4 sublattices 
α, β, γ and δ occupied by Ta1, Ta2, Si1 and Si2.  As listed in Table 5.2, Ta1 site is 
surrounded by 8 Ta and 6 Si atoms, Ta2 is surrounded by 11 Ta and 5 Si atoms. Si1 is 
surrounded by 10 Ta atoms and Si2 is surrounded by 8 Ta and only 1 Si atom. So Ta 
atoms are surrounded by many Ta and Si atoms. That means these atoms can exchange 
positions with their own sublattice depending on the availability of vacancies on the α 
and β sublattices. On the other hand, Si has only one Si nearest neighbor. So it is 
expected that if only thermal vacancies are present, then the diffusion rate of Si should be 
lower than the diffusion rate of Ta.However, according to the data calculated in this 
phase, Si has a higher diffusion rate than Ta and the ratio of tracer diffusivities ** / TaSi DD  
increases with an increase in temperature in the range of 2.9−10.8. This further indicates 
that the activation energies for diffusion of these two elements are not the same. Further, 
there must be a high concentration of Si antisites present in the structure.  
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5.3.2 Growth mechanism of the phases 
As it is already shown in Fig. 5.1, TaSi2 has much higher thickness as compared to the 
Ta5Si3 phase. Moreover, duplex morphology, that is, the marker plane, is present in the 
TaSi2 phase.  
 
 
Atoms in TaSi2 
crystal structure 
Nearest neighbour 
Same plane Adjacent planes Total 
Ta 6 Si 4 Si 10 Si 
Si 3 Ta, 3 Si 2 Ta, 2 Si 5 Ta, 5 Si 
(a) 
 
Atoms in Ta5Si3 
crystal structure 
Nearest neighbour 
Ta Si Total 
α - Ta 8 β-Ta 2 γ-Si, 4 δ -Si 14 
β  - Ta 7 β -Ta, 4 α-Ta 3 γ-Si, 2δ -Si 16 
γ - Si 2 α-Ta, 8 β-Ta 0 10 
δ -Si 2 α-Ta, 6 β-Ta 1 δ-Si 9 
(b) 
Table 5.2: Nearest neighbours in the (a) TaSi2 and (b) Ta5Si3 phases 
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(b) 
Fig 5.6: (a): Schematic representation of the dissociation and reaction at different interfaces are shown in the Ta/Si 
diffusion couple. [Ta]d and [Si]d are the diffusing species. (b): Velocity diagram constructed for Ta/Si diffusion 
couple at 1250 oC. K is the Kirkendal marker plane in the TaSi2 phase and Kvirt is the location of the virtual 
Kirkendal marker plane in the Ta5Si3 phase. 
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To gain an idea of the growth mechanism of the phases, let us consider the schematic 
representation, as shown in Fig. 5.6a of the Ta/Si diffusion couple at 1250 °C. From our 
calculation we have seen that both the elements could diffuse in both the phases. Since 
the other phases (Ta2Si, Ta3Si) were not detectable, we ignore the presence of these 
phases. Both the phases grow together and we need to examine the growth with respect to 
the diffusion of elements and the reaction/dissociation simultaneously. From the 
schematic representation, it must be clear that Ta diffuses from interface I through the 
Ta5Si3 phase and reacts with the TaSi2 phase at interface II to produce the Ta5Si3 phase. 
At interface II, Si dissociates from the TiSi2 phase to produce the Ta5Si3 phase. 
Dissociated Si diffuses through the Ta5Si3 phase and reacts with Ta at interface I to 
produce the Ta5Si3 phase. At the same time, Ta dissociates from Ta5Si3 to produce the 
TaSi2 phase at interface II. Dissociated Ta diffuses through the TaSi2 phase to react with 
Si and produce the TaSi2 phase. So, it must be clear that very complex reactions and 
dissociation processes happen at interface II [13-16]. The Ta5Si3 phase grows by 
consuming the TaSi2 phase and, at the same time, the Ta5Si3 phase gets consumed 
because of the growth of the TaSi2 phase. The growth of the phases is diffusion 
controlled and the reaction/dissociation process is not the rate-limiting step. However, the 
reaction/dissociation schemes explain the growth process. Let us first consider that both 
the sublayers could grow from interface II, so that both the phases have two sublayers. 
That means we are considering the presence of the Kirkendall marker plane in both the 
phases. It should be noted here that the diffusion parameters are the material constants. 
This means that the data calculated from the incremental diffusion couple can be used to 
understand the growth process in the Ta/Si diffusion couple. We consider the thickness of 
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the sublayers in the Ta5Si3 phase as u1 and u2 and the thickness of the sublayers in the 
TaSi2 phase as v1 and v2.  The integrated diffusion coefficients of the phases with the 
thickness of the sublayers at 1250 °C using Eq. 2.34 are 
5 3 -16 2 2 12
int
11.41 10 / s 0.117 0.068 10Ta SiD m u uv
t
− = × = + × 
%                    (5.4a) 
2 -14 2 2 12
int
15.02 10 / 0.111 0.057 10TaSiD m s v uv
t
− = × = + × 
%
              (5.4b) 
Further, the ratio of the tracer diffusivities at 1250 °C can be related as 
5 3
*
*
3 1
85.8 1 9.48 5 2
3 8.71 8
Si
Ta Ta Si
uD
D
v u
 
 
= =  
 +
 
                                   (5.5c) 
2
*
*
3 8.71 2 1
8 9.48 31.1 1 2
3
Si
Ta TaSi
u vD
D
v
 
+ 
= =  
 
 
                  (5.5d) 
where u1 + u2 = u and v1 + v2 = v                   (5.5e) 
The calculated values of integrated diffusion coefficients and the ratio tracer diffusion 
coefficients at 1250 oC, as listed in Table 1, are used to derive these relations. 
Considering annealing time of 9 h, we solve the equations to get the values as u1 = 64.41, 
u2 = − 63.51, u3 = 42 and u4 = 79 µm. Note here the negative value of u2. To explain the 
growth process further, we need to draw the velocity diagram. The velocity of the phase, 
β can be determined by [28] 
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NN
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−
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int
~
1
       (5.6) 
In a line compound, the partial molar volumes, iV  are not known and we consider 
mi VV = . So we can write that the ratio of intrinsic diffusion coefficients 
Ta
Si
D
D is equal to 
the 
*
*
Ta
Si
D
D
 (see Eq. 4.2.2).  From Eq. 5.6, we calculate the velocity values as 1.87x10-10 m/s 
and as 4.02x10-11 m/s for the Ta5Si3 and the TaSi2 phases, respectively. These are drawn 
with respect to 2tv in Fig. 5.6b. Following, it is possible to draw the straight line 
( ) txxv oKK 2/−= passing through initial contact plane, ox  [13].  We plot the velocity diagram 
as 2tv vs. x plot. Since the line ( )oKK xxtv −=2  intersects once with the velocity line of the 
TaSi2 phase, it indicates the presence of one marker plane in this phase only. When we 
extend the velocity line of the Ta5Si3 phase to ( )oKK xxtv −=2 , the intersection point 
indicates the location of the virtual Kirkendall marker plane of this phase. This is 
basically the marker plane that would be present in this phase if the Ta5Si3 phase layer 
would not get consumed from the interface II. In fact the negative value of the sublayer 
thickness, u2 indicates that this sublayer of the Ta5Si3 phase is consumed by the TaSi2 
phase. The total layer thickness of the Ta5Si3 phase is (u1+u2) = 0.9 µm. It indicates that 
not only u2 but part of the sublayer grows from the Ta/Ta5Si3 interface also gets 
consumed. This is the reason we do not have any marker plane in this phase and we 
should not therefore expect duplex morphology in this phase.  
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5.4. Conclusion 
In this manuscript, we determined the required diffusion parameters to understand the 
atomic mechanism of diffusion and the growth mechanism of the phases. The ratios of 
the diffusivities required for the analysis were not available and we determined these 
values at the Kirkendall marker planes. The location of the marker planes were detected 
from the duplex morphology developed during the interdiffusion process. Although 
Milanese et al. [9] did not determine the ratio of diffusivities, they determined the 
interdiffusion coefficients. However, they followed a questionable method, as discussed 
before. 
Therefore, following Wagner’s approach [11], we first estimated the integrated 
diffusion coefficients and then calculated the ratio of diffusivities using the relation 
developed by van Loo [18]. The outcome of this manuscript can be summarized as 
• Activation energies estimated for diffusion in this study is very close to the 
data calculated by Milanese et al. [9]. Christian et al. [8] calculated the 
activation energy in the Ta5Si3 phase. However, their estimated data (271 
kJ/mol) is very less than the data estimated in our study (410±39 kJ/mol). The 
reason for this difference is not clear to us. In both the studies, incremental 
diffusion couple experiments were followed but the techniques were different. 
Christian et al. deposited the TaSi2 phase by CVD method and then annealed 
at the desired temperatures. This might be the reason to find the difference; 
however, it is difficult for us to make any further comment at this point. 
Further, the activation energies calculated in this system is much higher than 
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the values estimated in other refractory metal-silicon systems [20, 29, 30]. 
This could be because of high activation energy for the formation of defects in 
this system compared to other systems.  
• The growth rate of the Ta5Si3 phase is much lower than that of the TaSi2 
phase. This is the reason to find almost two orders of magnitude lower 
integrated diffusion coefficient of the Ta5Si3 phase compared to the TaSi2 
phase.  
• The locations of the marker planes were identified from the duplex 
morphology in the phase layers. The calculated ratios of tracer diffusivities 
calculated at these planes indicate that Si is the faster diffusing species in both 
the phases. It is rather surprising to find comparable diffusion rates of the 
species in the TaSi2 phase, since Ta-Ta bonds are not present. This indicates 
the presence of a high concentration of Ta antisites. The higher diffusion rate 
of Si in the Ta5Si3 phase is also unusual if we consider the nearest neighbors 
of the atoms as explained in section 4.1. Similar unusual behavior was found 
in the Nb−Si [29] and Mo−Si [30] systems. These indicate the structural 
defects present in the crystals. It is also unusual to find that 
*
*
Ta
Si
D
D
 is lower in 
the Si rich phase, TaSi2 compared to the Si lean phase, Ta5Si3. 
• From our analysis of the growth, it is understood that the Ta5Si3 phase could 
not grow with reasonable thickness because of the high growth rate of the 
TaSi2 phase in the Ta/Si diffusion couple, which consumes most of the Ta5Si3 
phase.  
Growth mechanism of tantalum silicides by interdiffusion 
 
118 
 
• The velocity diagram and the negative value of the thickness of one of the 
sublayers calculated in the Ta5Si3 phase in the Ta/Si diffusion couple indicate 
that the Kirkendall marker plane should not be present in this phase. This 
further indicates that duplex morphology should not be present in this phase. 
On the other hand, the positive values of both the sublayers in the TaSi2 phase 
indicate the presence of the Kirkendall marker plane and the duplex 
morphology in this phase.  
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Chapter 6 
Diffusion in tungsten silicides 
 
6.1. Introduction 
Tungsten−silicon is one of the important refractory metal−silicon systems to study for its 
potential use in integrated circuits [1]. WSi2 layer, which has low electrical resistivity and 
good thermal stability, is grown by the reactive diffusion process. Alloys in this system 
could also be useful in high temperature applications because of their excellent strength at 
high temperatures. WSi2 is also considered as protective coating on W based alloys 
because of its excellent oxidation resistance [2-4]. This is most probably the only metal-
silicon system which is studied extensively, both in thin film [3, 5-12] and bulk 
conditions [13-15] to understand the diffusion controlled growth of the phases. In all the 
studies till date, mainly the growth kinetics and the activation energies for the growth are 
calculated. However, it is necessary to calculate the diffusion parameters to understand 
the diffusion mechanism. To author`s knowledge, the integrated diffusion coefficients in 
the W5Si3 phase were estimated, in three different studies. However, the relative 
mobilities of the species were not estimated without which it is not possible to understand 
the atomic mechanism of diffusion. The Kirkendall marker experiments were conducted 
earlier in the thin film condition, and Si was reported to be the faster diffusing species in 
                                                           
This chapter is written based on  
S. Roy and A. Paul, Diffusion in tungsten silicides, Intermetallics 37 (2013) 83-87.  
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the WSi2 phase [12]. However, study in this condition might not be suitable since stress 
developed during deposition could play an important role on diffusing species and the 
growth of the phases. Further, the ratio of the diffusivities was not calculated, which 
indicates the diffusion rates of both the species.  
 So the bulk diffusion couple experiments are conducted in this study to estimate 
first the integrated diffusion coefficients at different temperatures. Following this, the 
activation energies for diffusion are calculated. Ratios of tracer diffusion of elements are 
estimated at the Kirkendall marker plane. The atomic mechanism of diffusion with the 
help of crystal structures are then discussed. 
6.2. Results and discussion 
6.2.1 Diffusion in the WSi2 phase 
Mainly the WSi2 phase was found to grow in the W/Si diffusion couples. The SEM image 
of the interdiffusion zone annealed at 1225 °C for 9 hours is shown in Fig. 6.1a. The 
composition was confirmed by spot analysis in an electron probe microanalyzer. The 
thicknesses of the phase layer at different temperatures are listed in Table 6.1a. W5Si3 
was present at the W/WSi2 interface but with negligible thickness. Since the product 
phases grow as line compounds, we cannot estimate the interdiffusion coefficients. 
Therefore, the integrated diffusion coefficients, int
~D  , which is the interdiffusion 
coefficient integrated over the unknown composition range of the phase is calculated 
using the relation developed by Wagner [16].  This is expressed as Eqn 5.1 (for the only 
one product phase β in the interdiffusion zone)  
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Fig 6.1: (a) BSE image of the interdiffusion zone in the W/Si diffusion couple annealed at 1498 (1225 oC) for 9 
hours, (b) Schematic profile explain the calculation. (c) Arrhenius plot of the integrated diffusion coefficients 
calculated for the WSi2 phase. 
 
(a) 
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Note that this particular relation for one product phase in the interdiffusion zone could be 
used since W5Si3 phase has negligible thickness in the W/Si couples. Since the product 
phase is a line compound, we need only the thickness of the product phase (as listed in 
Table 6.1a) to calculate the int
~D  at different temperatures, as explained with the help of a 
schematic profile in Fig. 6.1b. The estimated values are listed in Table 6.1a and plotted in 
Fig. 6.1c with respect to the Arrhenius equation, expressed as Eqn 5.2. We cannot 
compare the diffusion coefficients calculated in this study with the results published 
previously reporting the parabolic growth constant of the phase. However, when a single 
Temperature ( oC) Layer Thickness (µm) 2
int
~WSiD x 10-14 (m2/s) 
1150  88  2.65  
1175  96  3.16  
1225 118 4.77 
1250  130  5.79  
1275  149  7.61  
(a) 
Temperature ( oC) Layer Thickness (µm) 35
int
~ SiWD x 10-17(m2/s) 
1150  2.1  0.89  
1250  3.7  2.78  
1300  6.8  9.40  
1350  10  20.3  
(b) 
Table 6.1: Thickness of the phase layers and the integrated Diffusion coefficients in the (a) WSi2 and (b) W5Si3 
phases. 
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line compound grows in the interdiffusion zone, it can be understood from the Eqn. 5.1 
that the activation energies calculated from the integrated diffusion coefficient and the 
parabolic growth constant are the same. The activation energy is estimated as 152±7 
kJ/mol in our study from the integrated diffusion coefficients. This value is reported in 
the range of 159-209 kJ/mol [3, 8, 11, 14].  The Kirkendall marker experiments failed 
since the couples did not join, when inert TiO2 or Y2O3 particles were used at the 
interface. However, it is well known fact that the position of the Kirkendall plane still can 
be recognized based on the line of pores present in the interdiffusion zone [17], as it is 
found in this couple in Fig. 6.1a. In line compounds, it is not possible to determine the 
ratio of intrinsic diffusion coefficients because of unknown partial molar volumes. 
However, the ratio of tracer diffusion coefficients can be determined at the Kirkendall 
marker plane using the relation developed by van Loo [17], which expressed as Eqn 
4.2.2. Note that we have neglected the vacancy wind effect proposed by Manning [18], 
since the data on structure factor is not available in this complex crystal structure. The 
contribution of the vacancy wind effects are discussed previously based on the 
experimental studies [18-21]. The areas expressed by integrals in Eq. 4.2.2 are shown in 
Fig. 6.1b. The total thickness of the phase layer at 1225 °C is 118 µm. The thickness of 
the sublayers on the Si side of the Kirkendall marker plane is 15 µm and on the W side is 
103 µm.  Following we estimated 7.13
*
*
=
W
Si
D
D
 at the Kirkendall marker plane at this 
temperature.  In the ordered phases, atoms cannot jump randomly and the diffusion 
process is very complex. Ni-aliminides [22-24] have been studied extensively to 
understand the atomic mechanism of diffusion based on the information on different 
kinds of defects. Based on these studies, it is now known that different concentration of 
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vacancies could be present on different sublattices and antisites defects could be present 
in relatively high concentration even at the stoichiometric composition. Further, in the 
similar compound (same crystal structure) in different systems concentration of defects 
could be different, leading to different rates of diffusion [22]. Similar behavior was found 
in silicides also, where relative mobilities of the species could be very different in 
different systems [25-29]. Although, details on the defects are not available in the W-Si 
system, diffusion mechanism still can be discussed based on the mechanism understood 
in different aluminides. As shown in Fig. 6.2, WSi2 has tetragonal C11b structure (tI6) 
[30-31].  
 
Fig 6.2: Crystal Structure of the WSi2 phase with C11b (tI6) crystal structure. 
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W atoms are surrounded by 10 Si atoms. Si atoms, on the other hand, are 
surrounded by 5 W and 5 Si. So W atoms are surrounded by only Si atoms and Si atoms 
are surrounded by both Si and W atoms. This indicates that Si can diffuse even if no Si 
antisites are present. Presence of the antisites will increase the diffusion rate. On the other 
hand, W cannot diffuse easily since it is surrounded by only Si atoms. Exchanging 
position with the vacancies on the Si sublattice is not possible since then W will be at the 
wrong sublattice. W can diffuse only if W antisites are present. This could be the reason 
to find higher diffusion rate of Si compared to W. Note here that we are considering the 
antisite defect assisted diffusion. Without the presence of antisites also diffusion of 
elements is possible, as explained in Refs. [23, 32, 33]. The sublayer in the Si side of the 
Kirkendall plane grows because of diffusion of W.  In this phase, Si has around 13.7 
times higher diffusion rate compared to W. In NbSi2 [25] and TaSi2 [29] the ratio 
( )speciesmetal;/ ** =MDD MSi  was found to be 4.8±1.4 and 1.2±0.1, respectively. On the 
other hand, in VSi2 [26] and MoSi2 [27], the same were estimated as infinity. This might 
indicates the presence of Nb antisites in the NbSi2 phase and even higher concentration of 
Ta antisites in the TaSi2 pahse. On the other hand V and Mo antisites might be absent in 
the VSi2 and MoSi2 phases. Unusual behavior was noticed in some other AB2 
compounds. In the Au2Bi and AuSb2, unlike the silicides, the minor elements had higher 
diffusion rates [34].  
6.2.2 Diffusion in the W5Si3 phase 
Since the thickness of the W5Si3 phase was negligible in the W/Si couple, experiments in 
WSi2/W incremental couples were conducted. Interdiffusion zone of the couple annealed 
at 1623 K (1350 °C) for 16 hours is shown in Fig. 6.3a.  
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Fig 6.3: BSE image of the interdiffusion zone in the W/WSi2 diffusion couple annealed at 1623 (1350 oC) for 16 
hours. (b) Arrhenius plot of the integrated diffusion coefficients calculated for the W5Si3 phase. 
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The thicknesses of the phase layer at different temperatures are listed in Table 6.1b. 
Following similar method, as explained for the WSi2 phase, int
~D   at different 
temperatures is estimated using Eq. 5.1. These are listed in Table 1b and plotted in Fig. 
3b with respect to Arrhenius equation. The activation energy is estimated as 301±40 
kJ/mol. The values found in literature are in the range of 289 – 360 kJ/mol [13-15].  We 
could not locate the marker plane in our experiments. However, Lee et al. [13] have 
shown the location of this plane in their W/WiSi2 diffusion couple at 1400 °C, although 
they did not calculate the ratio of tracer diffusion coefficients. Using Eq. 4.2.2, we 
estimated the value as 9.11
*
*
=
W
Si
D
D
. To understand the diffusion mechanism based on this 
calculation, let us consider the crystal structure of this phase. It has tetragonal D8m 
structure with 32 atoms (tI32) in the crystal, as shown in Fig. 6.4 [35]. It has 4 sublattices 
α, β, γ and δ, occupied by W1, W2, Si1 and Si2.  W1 is surrounded by 10 W and 4 Si. 
W2 is surrounded by 9 W and 6 Si. Si1, on the other hand, is surrounded by 8 W and 2 Si. 
Si2 is surrounded by 10 W and only 2 Si. That means both W and Si have many nearest 
neighbor bonds of the same elements.  However, since Si has higher diffusion rate, it is 
expected that the concentration of vacancies on the Si sublattice must be higher than the 
vacancies present on the W sublattice. Moreover, the relatively smaller size of Si might 
be another reason to find higher diffusion rate of this species. In the Ta5Si3, this ratio 
( )speciesmetal;/ ** =MDD MSi  of diffusivities varies in the range of 2.9−10.8. In the 
Nb5Si3 and the Mo5Si3 phases, this ratio was estimated as 31±15 [25] and 103±40 [27], 
respectively.  
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3. Conclusion 
Bulk diffusion couple experiments were conducted to understand the diffusion 
mechanism in the W-Si system. In the W/Si diffusion couples, only the WSi2 phase 
grows with measurable thickness in the interdiffusion zone. Si has higher diffusion rate 
compared to W in this phase, which is rather expected. The presence of W antisites is 
apparent since it diffuses through the phase layer. W/WSi2 incremental diffusion couple 
experiments were conducted to study the growth of the W5Si3 phase. In this phase also Si 
 
Fig 6.4: Crystal Structure of the W5Si3 phase, tI32 (D8m), showing α,β,γ and δ sublattices. 
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has higher diffusion rate compared to W. This indicates the presence of high 
concentration of vacancies on the Si sublattice. Further discussion on the atomic 
mechanism of diffusion is not possible because of lack of knowledge on bond strengths 
or the concentration of defects on different sublattices.  
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Chapter 7 
Comparison of silicides in different groups in the periodic table  
 
7.1. Introduction 
As explained in the previous chapter, it is already known from the experimental analysis 
and theoretical calculations that diffusion on atomic level in ordered phases is mainly 
assisted with two types of defects, vacancies and antisites. Moreover, different 
concentrations of the defects are typically present on different sublattices. Often, this is 
the reason of very different rates of components’ diffusion in a phase. The aim of this 
chapter is to systemize the diffusion behavior of elements with respect to the atomic 
numbers in different groups. We are considering mainly the diffusion behavior in MSi2 
phase in group IVB, and MSi2 and M5Si3 phases and VB and VIB refractory metal-silicon 
system. The atomic mechanism of diffusion is then analyzed accounting for the atomic 
arrangements in the crystal. Following, the trends in diffusion behavior of elements in 
different systems are examined and they are related to the different concentrations of 
defects in different systems based on the estimated diffusion parameters as explained in 
the previous chapter. 
 
                                                           
This chapter is written based on  
S. Roy, S. Prasad, S. Divinski and A. Paul, Diffusion pattern in MSi2 and M5Si3 silicides in 
group VB (M = V, Nb, Ta) and VIB (M = Mo, W) refractory metal-silicon 
systems Philosophical Magazine 94 (2014) 1508-1528 
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7.2. Results and discussion 
In the beginning, we compare the diffusion parameters in the phases of our interest group 
wise. Following we shall discuss the atomic mechanism of diffusion and possible defects 
present on different sublattices.  
7.2.1 Comparison of the growth of the phases in different groups  
As already discussed on the growth of the phases in different systems from group 
IVB refractory metal−silicon systems, we have only one phase that is MSi2, in which the 
integrated diffusion coefficients and the ratio of diffusivities are estimated.  
It can be seen in Fig. 7.1 that in all the systems, the marker plane is located at the M/MSi2 
interface. Therefore, Si diffusion rate is much higher compared to the metal species. 
In the group VB refractory metal silicon systems, as already discussed, we have 
studied the Ta/Si system. For the sake of comparison, we consider the results already 
available in the V-Si [1, 2] and Nb-Si systems [3]. All the phases present in the phase 
diagram are grown in the interdiffusion zone as shown in Fig. 7.2a [1, 3]. Experiments 
were conducted in the temperature range of 1150-1300 oC for 16 hrs at the interval of 50 
oC in this range. Etched samples reveal continuous morphology of the VSi2 phase. Based 
on the previous analysis on several systems, we know that the marker plane should be 
present at any of the interfaces of VSi2 sides. Since, Si is the faster diffusing species in 
most of the disilicides phase; the position of the Kirkendall plane must be present at the 
V/VSi2 interface. This indicates that the diffusion rate of V is negligible compared to that 
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of Si. Similar behavior was found in the Mo-Si system [4], which could be validated 
Comparison of silicides in different groups in the periodic table  
 
138 
 
based on tracer diffusion experiments [5-8].  
 
(a) 
 
(b) 
 
(c) 
Fig 7.1: Scanning electron micrograph of etched (a)Ti/Si diffusion couple annealed at 1200 oC 
for 16 hrs (b) Zr/Si diffusion couple annealed at 1200 oC for 16 hrs (c) Hf/Si diffusion couple 
annealed at 1250 oC for 16 hrs 
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Fig 7.2: (a) Scanning electron micrograph of etched V/Si diffusion couple annealed at 1200oC for 16 hrs (b) 
Arrhenius plot of the integrated diffusion coefficients calculated for VSi2 and V5Si3 phases (c) Nb/Si 
diffusion couple annealed at 1250oC for 24 hrs (d) Incremental diffusion couple of Nb57at%Si/Si annealed 
at 1325oC for 24 hrs [3] (e) Arrhenius plot of the integrated diffusion coefficients calculated for NbSi2 and 
Nb5Si3 phases (f) Scanning electron micrograph of etched Ta/Si diffusion couple annealed at 1250oC for 9 
hrs (g) Incremental diffusion couple of TaSi2/Si annealed at 1350oC for 16 hrs (h) Arrhenius plot of the 
integrated diffusion coefficients calculated for MSi2 and M5Si3 phases. 
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The integrated diffusion coefficients, int
~D  for the phases of interest in this 
manuscript are shown in Fig. 7.2b. As expected int
~D  values are higher for VSi2 compared 
to V5Si3. On the other hand, the activation energies, Q is lower for VSi2 compared to 
V5Si3. Since Si is much faster diffusing species through the VSi2 phase, the calculation of 
** / VSi DD  gives the value of infinity. In the Nb-Si system, only two phases, NbSi2 and 
Nb5Si3 are present and both the phases are grown in the interdiffusion zone, as shown in 
Fig. 7.2c [3]. These were annealed in the temperature range of 1150-1300 ºC at the 
interval of 50 ºC. Nb5Si3 grows as thin layer compared to NbSi2. Samples were etched to 
reveal the grain morphology. Duplex morphology in NbSi2 indicates the location of the 
Kirkendall marker plane. To grow the Nb5Si3 phase with reasonable thickness, 
incremental diffusion couple experiments of (Nb-57 at.% Si)/Nb were conducted in the 
range of 1150-1300 ºC. TiO2 particles were used to locate the Kirkendall marker plane, as 
can be seen in Fig. 7.2d. int
~D  calculated for both the phases are shown in Fig. 7.2e. As 
expected, in the case of the Nb5Si3 phase, int
~D  values are the same when calculated using 
the thickness from diffusion couple prepared with pure elements or incremental couple. 
Further, the activation energy for diffusion in Nb5Si3 is higher than NbSi2. Interestingly, 
the marker plane moves inside the NbSi2 phase compared to the VSi2 [1, 2] phase, which 
indicates comparable diffusion rates of Nb. The ratio of diffusivities is calculated as 
4.18.4
*
*
±=
Nb
Si
D
D
 in NbSi2 and 1531*
*
±=
Nb
Si
D
D
 in Nb5Si3. Very high error in the calculated 
data in the Nb5Si3 phase is apparent. In fact, it is very common to find a high error in the 
calculation from a diffusion couple, when the ratios of diffusivities fall outside the range 
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of 0.1-10.  For the sake of comparison, we show the interdiffusion zone in the Ta-Si 
system again in Fig. 7.2f. Since Ta5Si3 phase grows with very small thickness, 
incremental couples of Ta/TaSi2 were prepared after removing Si as explained in the 
experimental method. In this, another phase Ta2Si appeared along with a relatively thick 
layer of Ta5Si3. Duplex morphologies in the phases indicate the locations of the marker 
plane. It can be seen that the marker plane move further inside in the TaSi2 phase 
compared to that in the NbSi2 phase. This indicates that relative mobilities of the metal 
component increases compared to Si. The ratio of diffusivities is found to be 
3.11.1
*
*
−=
Ta
Si
D
D
 in this phase. The ratio of diffusivities, 
*
*
Ta
Si
D
D
 vary in the range of  113 −  in 
the Ta5Si3 phase. In this phase also *
*
Ta
Si
D
D
 decreases compared to the relative mobilities in 
Nb5Si3. This indicates relatively higher diffusion rate of the metal component compared 
to Si. int
~D  determined for both the phases are presented in Fig. 7.2h. Surprisingly, unlike 
other systems, TaSi2 has higher activation energy compared to the Ta5Si3 phase. 
 In the group VIB refractory metal silicon systems, I have studied the Cr-Si and 
W-Si systems, whereas, results on Mo-Si systems were taken from the literature for the 
sake of comparison. We have, at present, conducted only one experiment in the Cr-Si 
system, as shown in Fig. 7.3a. There are four phases present in this system [9] out of 
which CrSi2 and Cr5Si3 grow with higher thickness. Presence of uniform grain 
morphology in the CrSi2 phase reveals the presence of the Kirkendall plane at the 
Si/CrSi2 interface. Therefore, it indicates that the CrSi2 phase grows by the diffusion of 
Si. Cr has negligible diffusion rate through the phase.  
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Fig 7.3: (a) Scanning electron micrograph of etched Cr/Si diffusion couple annealed at 1250oC for 16 hrs 
(b) Mo/Si diffusion couple annealed at 1300oC for 16 hrs [4](c) Optical micrograph of Mo/MoSi2 diffusion 
couple annealed at 1350oC for 20 hrs [10] (d) Arrhenius plot of the integrated diffusion coefficients 
calculated for MoSi2 and Mo5Si3 phases (e) Scanning electron micrograph of W/Si diffusion couple 
annealed at 1225oC for 9 hrs (f) Optical micrograph of Mo/MoSi2 diffusion couple annealed at 1400oC for 
50 hrs [13] (f) Arrhenius plot of the integrated diffusion coefficients calculated for WSi2 and W5Si3 phases. 
*TD stands for the results of Tortorici and dayananda [11] 
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In the Mo-Si system, three phases are present; however, mainly two phases could be 
detected in the interdiffusion zone, as shown in Fig. 7.3b [4]. MoSi2 phase grows with 
much higher thickness compared to Mo5Si3. As shown in Fig. 7.3c, incremental diffusion 
couple experiments were conducted by Yoon et al. [10] to study the growth of the Mo5Si3 
phase. However, they calculated only the growth constants of the phase. Prasad and Paul 
[4] calculated the integrated diffusion coefficients from the growth kinetics data reported 
by them. These are plotted along with the results reported by Prasad and Paul [4] and 
Toritorici and Dayananda [11, 12], as shown in Fig. 7.3d. It can be seen that the 
activation energy for diffusion in Mo5Si3 phase is higher compared to the MoSi2 phase. 
Again, like in the case of VSi2 phase, continuous grains were found after etching in the 
MoSi2 phase. Based on this, Prasad and Paul [4] and Totorici and Dayananda [11, 12] 
predicted the position of the marker plane at the MoSi2/Si interface. This indicates that Si 
has much higher diffusion rate compared to Si through in MSi2 phase. The analysis of the 
diffusion couple gives the value of the ratio of the tracer diffusivity 





*
*
Mo
Si
D
D in MSi2 phase 
as infinite. In fact tracer diffusion studies conducted in this phase also support this 
prediction [5, 7, 8]. Si or Ge have few orders of magnitude higher diffusion rate 
compared to that of Mo. Based on the Kirkendall marker experiment conducted by Yoon 
et al. [10] the ratio of the tracer diffusivity in Mo5Si3 is calculated as   
40103
35
*
*
±=





SiMoMo
Si
D
D
. In the W-Si system, two phases are present and both are in the 
interdiffusion zone, as shown in Fig. 7.3e, mainly the WSi2 phase is visible; however, 
W5Si3 was found as very thin layer.  
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Fig 7.4: (a) Arrhenius plot of the integrated diffusion coefficients calculated for MSi2 phases of group IVB 
elements  (b) Integrated diffusion coefficients calculated for MSi2 phases of group VB elements (c) 
Integrated diffusion coefficients calculated for M5Si2 phases of group VB elements (d) Integrated diffusion 
coefficients calculated for MSi2 phases of group VIB elements (e) Integrated diffusion coefficients 
calculated for M5Si2 phases of group VIB elements. 
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Therefore, the incremental couple experiments were conducted for the calculation of 
diffusion coefficients in this phase, as shown in Fig. 7.3f. The Kirkendall marker plane in 
the WSi2 phase was detected from the presence of line of pores, whereas, incremental 
diffusion couple experiment with inert marker conducted by Lee et al. [13] was 
considered for the calculation of relative mobilities of the species in the W5Si3 phase. 
Although, WSi2 and MoSi2 have the same crystal structure, it can be seen that the marker 
plane is found inside the WSi2 phase, whereas the Kirkendall plane was found at the 
MoSi2/Si interface. This indicates the change in diffusion of metal species because of 
change in the system. Integrated diffusion coefficients estimated are shown in Fig. 7.3g. 
Like other systems (except Ta-Si), activation energy for disilicide (WSi2) is less than the 
activation energy for 5:3 silicide (W5Si3). The ratio of tracer diffusivities, *
*
W
Si
D
D
, is 
determined to be 13.7 in WSi2 and 11.9 in W5Si3 from the marker experiment by Lee et 
al.[13]. In both the phases, the ratio decreases compared to the Mo-Si system, which 
indicates increase in diffusion of metal species compared to Si. int
~D  determined for 
different systems are compared in Fig. 7.4a-e. It can be seen from Fig. 7.4a that in the 
group IVB refractory metal silicon system that int
~D  of the disilicides increases with the 
increase in atomic number. Even the activation energy also increases in similar fashion. 
Again the trend is the same for group VB refractory metal silicon systems. It can be seen 
from Fig. 7.4b that with the increasing the atomic number of refractory metals, activation 
energy increases for the disilicides. For TaSi2, it increases drastically. Even it has higher 
int
~D  that is higher growth rate compared to other phases in the higher temperature range. 
As shown in Fig. 7.4c, in the M5Si3 phase int
~D  decreases and activation energy increases 
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with the increase in the atomic number of the refractory element. On the other hand, as 
shown in Fig. 7.4d, the activation energy for disilicides formed by interaction of Si with 
group VIB refractory elements are more or less the same with higher int
~D  for WSi2 
compared to MoSi2. In the case of 5:3 silicide, as shown in Fig. 7.4e, the activation 
energy increases and int
~D  decreases with the increase in the atomic number of refractory 
elements in both the groups. 
7.3. Atomic mechanisms of diffusion 
The previous discussion reveals definite patterns in the ratio of atomic diffusivities of the 
two components for silicides of the subgroups IVB, VB and VIB components as a 
function of the atomic number of the refractory metals. These data allows to shed light 
onto atomistic mechanisms of diffusion of the two components in the silicides under 
consideration and to reveal some trends in the diffusion behavior as a function of the 
atomic number in the refractory metal component. 
7.3.1 MSi2 disilicides  
In the group IV refractory metal silicon systems, all the disilicides have orthorhombic 
structure. However, there is difference in the atomic arrangements and number of atoms 
in the unit cells for TiSi2 with other two compounds i.e. ZrSi2 and HfSi2.  TiSi2 has oF24, 
C54 structure, as shown in Fig. 7.5a [14]. It can be seen that Ti is surrounded by 4 Ti and 
10 Si. On the other hand, Si is surrounded by 5Ti and 9 Si. ZrSi2 and HfSi2 have oC12, 
C49 structure, as shown in Fig. 7.5b [14]. In this Metal (M) components are surrounded 
by 6 M and 10 Si.  
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C54, oF24 
 
Ti is surrounded by 4 Ti and 10 Si 
Si is surrounded by 5 Ti and 9 Si  
 
 
(a) 
 
 
C40, hP9 
 
Ta is surrounded by 5 Si 
Si is surrounded by 5 Si 
and    
                                5 Ta  
 
 
 
(c) 
 
 
C49 oC12 
 
M is surrounded by 10 Si (4 Si-I and 6 Si-II) and 6 M  
Si-I is surrounded by 12 Si (8 Si-I and 4 Si-II) 
Si-II is surrounded by 10 Si (6 Si-I and 4 Si-II) and 6 M  
 
(b) 
 
 
 
C11b, tI6 
 
W is surrounded by 10 Si 
Si is surrounded by 5 Si 
and  
                                5 W  
 
(d) 
Fig 7.5: Crystal structures and the nearest neighbours of the species of (a) TiSi2 phase (b) ZrSi2 and HfSi2 
phases (c) VSi2, NbSi2,TaSi2 and  CrSi2 phases (d) MoSi2 and WSi2 phases 
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Group IVB 
 
Group VB 
 
Group VIB 
Ti 
TiSi2 
1478 
oC 
oF24 (C54)  
a = 8.236Å 
b =4.773 Å 
c = 8.523Å 
Vm = 8.41 
cm3/mol V 
VSi2 
1677 
hP9 (C40)  
a = 4.58 Å 
b = - 
c = 6.37 Å 
Vm = 7.73 
cm3/mol Cr 
CrSi2 
1490 oC 
hP9 (C40)  
a = 4.428 Å 
b = - 
c = 6.369 Å 
Vm = 7.23 
cm3/mol 
TiSi 
1570 
oC 
oP8 (B27)  
a = 6.540Å 
b = 3.630Å 
c = 4.990Å 
Vm = 8.92 
cm3/mol 
V5Si3 
2010 oC 
tI32 (D8m) 
a = 7.135 Å 
b = - 
c = 4.842 Å 
Vm = 7.9 
cm3/mol 
 
 
Ti5Si4 
1920 
oC 
tP36  
a = 6.713 Å 
b = - 
c = 12.171Å 
Vm = 9.18 
cm3/mol 
Nb 
NbSi2 
1935 oC 
hP9 (C40) 
a = 4.785 Å 
b = - 
c = 6.576 Å 
Vm = 8.7 
cm3/mol 
Mo 
MoSi2 
2020 oC 
tI6 (C11b) 
a = 3.206 Å 
b = -  
c = 7.874 Å 
Vm = 8.1 
cm3/mol 
Zr 
ZrSi2 
1620 
oC 
oC12 (C49)  
a = 3.698Å 
b = 14.761 
Å 
c = 3.664Å 
Vm = 10.03 
cm3/mol 
Nb5Si3 
2515 oC 
tI32 (D8l) 
a = 6.55 Å 
b = - 
c = 11.86 Å 
Vm = 12.06 
cm3/mol 
Mo5Si3 
2180 oC 
tI32 (D8m) 
a = 9.642 Å 
b = - 
c = 4.909 Å 
Vm = 8.6 
cm3/mol 
Hf 
HfSi2 
1541 
oC 
oC12 (C49)  
a = 3.667Å 
b = 14.550 
Å 
c = 3.649Å 
Vm = 9.77 
cm3/mol Ta 
TaSi2 
2040 oC 
hP9 (C40) 
a = 4.784 Å 
b = - 
c = 6.568 Å 
Vm = 8.71 
cm3/mol 
W 
WSi2 
2433 oC 
tI6 (C11b) 
a = 3.12 Å 
b = - 
c = 7.84 Å 
Vm = 7.66 
cm3/mol 
HfSi 
2145 
oC 
oP8 (B27)  
a = 6.855Å 
b = 3.700 Å 
c = 5.220Å 
Vm = 9.97 
cm3/mol 
Ta5Si3 
2550 oC 
tI32 (D8l) 
a = 6.516 Å 
b = - 
c = 11.873 
Å 
Vm = 9.48 
cm3/mol 
W5Si3 
2594 oC 
tI32 (D8m) 
a = 9.60 Å 
b = - 
c = 4.972 Å 
Vm = 7.67 
cm3/mol 
Table 7.1: Details on phases, crystal structures, lattice parameters, molar volumes, Vm and melting points of 
the phases are listed for the group IVB, V and group VIB refractory components based silicides. 
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In this Si has two different sublattices and these are designated as SiI and SiII. SiI is 
surrounded by 12 Si. On the other hand, SiII is surrounded by 6 M and 10 Si. Therefore 
in both the structures, both the components are surrounded by M and Si. These can 
diffuse on the condition that vacancies are present on their sublattices. Since only Si 
diffuse in the disilicides, it indicates that vacancies are mainly present only on the Si 
sublattices. The negligible diffusion rate of the metal components indicates that vacancies 
are not present on their sublattice. Further metal antisites must be negligible also. To 
compare the results estimated in different compounds, we need to plot the data with 
respect to int
~D  vs. Tm/T, where Tm is the melting point and T is annealing temperature at 
which the diffusion parameters are estimated. Melting points of the phases are listed in 
Table 7.1. It is shown in Fig. 7.6a. It can be seen that int
~D  increases with the increase in 
atomic number in the temperature normalized plot. Since Si is the dominant diffusing 
component, it indicates that concentration of vacancies increases with the increase in the 
atomic number of the metallic component.  
As shown in Fig. 7.5c, VSi2 [15, 16], NbSi2 [17], and TaSi2 [18, 19] have the same 
hexagonal-based hP9 (C40) atomic structure in which each metallic atom has 5 Si atoms 
as nearest neighbors, while Si atoms are surrounded by 5 Si and 5 refractory metal atoms. 
Assuming the vacancy diffusion mechanism and the anti-site type of disorder, the 
experimentally observed significantly larger diffusion rate of Si atoms predicts 
straightforwardly the dominant creation of vacancies on the Si sublattice.  
This fact was proven for the MoSi2 phase [7] based on experimental data of tracer 
diffusion coefficients [5, 8] and vacancy concentration measurements on different 
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sublattices [20]. Experiments indicate a nearly constant value of the integrated 
interdiffusion coefficient at a given absolute temperature, e.g. it amounts to 1.48×10-14, 
0.87×10-14, and 0.90×10-14 m2/s at 1473 K in VSi2, NbSi2, and TaSi2, respectively. 
However, this temperature corresponds to a sequentially reduced homologous 
temperature, T/Tm, (T is the temperature of interest and Tm is the melting point of the 
phase of interest), which are e.g. 0.76, 0.67, and 0.64 at 1473 K following the same 
sequence. Thus, at a constant homologous temperature the atomic mobilities of metal 
species are significantly increased with an increasing atomic number of the refractory 
metal, Fig. 7.6b. Simultaneously the ratio of the components’ diffusivities decreases from 
the very large values of the orders of magnitude for VSi2 to a value only slightly larger 
than unity for TaSi2. We conclude that the diffusion rates of refractory metals are 
increased with the increasing atomic number and this trend correlates with an increased 
atomic radius of the atoms. These facts can satisfactory be explained in terms of vacancy-
mediated diffusion jumps of metallic atoms over the Si sublattice, as listed in Table 7.2, 
and sequentially increased attractive interaction of the oversized refractory metal anti-
sites with the Si vacancies. Note that whereas vanadium has significantly smaller atomic 
radius among the other elements of the VB subgroup, about 1.35 Å, Nb and Ta have 
similar radii, respectively 1.45 and 1.46 Å, that correlates with similar relative 
diffusivities of Nb and Ta with respect to that of Si atoms and vanishingly small diffusion 
rate of the V atoms.  
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(c) 
Fig 7.6 : Integrated diffusion coefficients are plotted with respect to homologous temperature  MSi2 phases 
of  (a) group IVB and (b) group VB and (c) VIB refractory metal silicides. 
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Similar trends are found for the silicides of the subgroup VIB refractory elements 
which reveal the hP9 structure for CrSi2 and tI6 [21-23] structure for MoSi2 and WSi2, as 
shown in Fig. 7.5d and 5e. The nearest neighbor in the hP9 is already discussed. In the 
case of tI6, the metallic atoms are surrounded by 10 Si atoms, whereas the Si atoms have 
5 Si and 5 metallic atoms as nearest neighbors. Again, the large W atoms reveal relatively 
faster diffusivities with respect to the Si atoms in comparison to smaller Mo atoms, which 
are almost immobile in the MoSi2 phase. Again, the integrated interdiffusion coefficient 
increases with increasing atomic number if measured at the same homologous 
temperature, Fig. 7.6c. Thus, the analysis predicts the diffusion mechanism of Cr, Mo and 
W atoms as anti-sites on the Si sublattice with significant attractive interaction between 
the W atoms and Si vacancies. 
 Atomic 
Number 
Element 
Symbol 
Atomic 
Radius 
[Å] 
Ionic 
Radius 
[Å] 
Covalent 
Radius 
[Å] 
Van-der-
Waals 
Radius [Å] 
"Crystal" 
Radius [Å] 
 14 Si 1.11 1.10 1.11 2.10 0.40 
Group 
VB 
23 V  1.71 1.35 1.25  0.68 
41 Nb 1.98 1.45 1.37  0.78 
73 Ta 2.00 1.45 1.38  0.78 
 24 Cr 1.66 1.4 1.27   
Group 
VIB 
42 Mo 1.90 1.45 1.45  0.79 
74 W  1.93 1.35 1.46  0.74 
Table 7.2: Details of size of the components used in this study are listed. 
 
A hypothetical alternative description of the refractory metals diffusion in 
disilicides would correspond to next nearest neighbor jumps of metallic atoms over their 
own sublattice. However, such an explanation would fail to describe the observed 
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significant enhancement of the metal atom diffusion rate with increasing atomic size due 
to a potentially increasing energetic penalty for the corresponding next nearest neighbor 
jumps during passing of the saddle-point configuration made of Si atoms. 
One may also argue about a potential contribution of cyclic diffusion mechanisms 
like an updated to the hP9 structure version of the well-known 6-jump-cycle mechanism 
(originally suggested for B2 compounds [24]). In this case, the refractory atoms would 
sequentially jumps between their own and the Si sublattices. It may be argued that this 
mechanism is energetically unfavorable in view of the need to create two metallic anti-
sites and one Si anti-site just after half passage of the corresponding atomic jumps. 
Again, the above reasoning for the next nearest neighbor jumps with respect to the 
dependence of the relative diffusivity as a function of the atomic number would 
completely applicable, too, and bring to an explicit contradiction with the experimental 
data. 
A detailed analysis of the correlation effects for Si diffusion via simple vacancy 
jumps over the Si sublattice provided a perfect agreement with the experiment for the 
MoSi2 system [7] that additionally indicates a minor (if any) effect of correlative jumps, 
at least, for Si diffusion. Recently, the correlation effects for both, Mo and Si diffusion in 
MoSi2 were re-analyzed using the Monte-Carlo simulation approach [8] instead of a more 
powerful semi-analytical approach in Ref. [7] which combined Monte Carlo calculations 
with application of the partial correlation factors’ concept from LeClair   [25]. Again, the 
vacancy-mediated jumps of Mo anti-sites over Si sublattice agree well with the 
experimental facts and provide little support for cyclic diffusion mechanisms in MoSi2. 
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7.4.2 M5Si3 silicides.  
These silicides offer a surplus of the fraction of refractory metal atoms over Si atoms in 
the atomic cell that has a strong effect on the connectivity of the corresponding 
sublattices, shown in Fig. 7.7.  
 
 
D8l, tI32 
 
αTa is surrounded by 8 Ta and 6 Si 
βTa is surrounded by 11 Ta and 5 Si 
γ Si is surrounded by 10 Ta 
δ Si is surrounded by 8 Ta and 1 Si 
 
 
(a) 
 
D8m, tI32 
 
α W is surrounded by 10 W and 4 Si 
β W is surrounded by 9 W and 6 Si 
γ Si  is surrounded by 8 W and 2Si 
δ Si  is surrounded by 10 W and 2Si 
 
 
(b) 
 
Fig 7.7: Crystal structures and the nearest neighbours of the species of  M5Si2 phase (a) group VB elements 
(Nb, Ta) (b) group VIB elements (Mo and W). 
 
Alternatively to the case of MSi2 disilicides, the metallic atom sublattice is connected 
with respect to the next neighbor jumps of a metallic vacancy, whereas the Si atoms have 
mainly M atoms as nearest neighbors and only one to two neighboring Si atoms [16, 17], 
in dependence on the given position, are available.  
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(b) 
Fig 7.8 : Integrated diffusion coefficients are plotted with respect to homologous temperature  M5Si2 phases 
of  group VB and (b) group VIB refractory metal silicides. 
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The integrated interdiffusion coefficients are not much different in V5Si3, Nb5Si3 and 
Ta5Si3, if they are determined at the same homologous temperature, e.g. they are equal to 
1.1×10-16, 3×10-16 and 5×10-16 m2/s at Tm/T = 1.8, respectively, Fig. 7.8a. The ratio of 
components’ diffusivities is somewhat decreased with increasing atomic number in this 
row. These facts can be understood in terms of nearest neighbor jumps of metallic atoms 
over own sublattice using corresponding vacancies. Si atoms will also diffuse over 
refractory metal sublattice as anti-sites. The increase of atomic size of the refractory 
metal with atomic number for the VB silicides induces a slight decrease of the absolute 
interdiffusion coefficient which is still determined by mobility of Si atoms. Smaller Si 
atoms have presumably lower barriers for jumps into the M vacancies providing fast 
diffusion rates. Additionally the so-called anti-structure bridge mechanism [18] could 
provide significant contribution for Si atoms, similarly to Al diffusion in Ni3Al as it was 
discussed in [26]. An increase of the atomic size of the metallic component in the M5Si3 
silicides hinders effectively these jumps increasing corresponding barriers.  
As a result, the mobilities of the two components approach one another in Ta5Si3 with 
respect to that in Nb5Si3. Similar trends are observed for the M5Si3 silicides of the 
subgroup VIB, Fig. 7.8b. 
7.4. Conclusion 
We have considered group IVB, VB and VIB refractory metal silicides to show an 
interesting pattern in diffusion behavior with the change in atomic number in their 
respective groups.  Mainly MSi2 and M5Si3 (M:Si) silicides are considered for discussion, 
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which have similar crystal structures in a group. Following important conclusions are 
drawn for this study: 
• Except Ta-silicides, MSi2 have lower activation energy for integrated diffusion 
compared to M5Si3. In the Ta-Si system, TaSi2 has higher activation energy 
compared to Ta5Si3.  
• Location of the Kirkendall marker plane is detected by the presence of uniform or 
duplex grain morphology and line of pores in the phases. In the Nb5Si3, both inert 
particles (TiO2) and morphology indicates the location.  
• In the IVB M-Si systems, marker planes are present at the Si/MSi2 interface. That 
means Si has much higher diffusion rate compared to metal component. The 
increase in diffusion rate with the increase in atomic number of the metal species 
indicate that vacancies increase on the Si sublattice. 
• In the group VB M-Si systems, the Kirkendall marker plane moves systematically 
from the MSi2/Si interface towards inside the MSi2 phase, with the increase in 
atomic number of the metal species i.e. in the sequence of VSi2, NbSi2 and TaSi2. 
Since the marker plane is located at the MSi2/Si interface in the V-Si system, it 
indicates few orders of magnitude higher diffusion rate of Si compared to V. On 
the other hand, the marker plane in the TaSi2 is close to the initial contact plane 
(Matano plane), which indicates comparable diffusion rates of both the species. 
• Similar behavior is found in the group VIB M-Si systems, where marker plane is 
located at the MoSi2/Si interface and with the increase in atomic number of the 
metal species that is in W-Si system, the marker plane moves inside WSi2. 
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• Therefore, with the increase in atomic number of the refractory metal, the relative 
mobilities measured by the ratio of the tracer diffusion coefficients, 
*
*
M
Si
D
D
, 
decreases in both the phases. This indicates relative increase in rate of diffusion of 
the metal components compared to Si. Simultaneously the integrated 
interdiffusion coefficients increase with increasing atomic number of the 
refractory metal if determined at the same homologous temperature. 
• Different behavior is found in the M5Si3 phase, where *
*
M
Si
D
D
 decreases with the 
increasing atomic number of the metal species in both the groups, too, although 
the interdiffusion coefficients decrease with the increasing atomic number of the 
refractory metal at a given homologous temperature.  
• Since no M-M nearest neighbors are present in MSi2, diffusion of M must be 
possible because of presence of M anti-sites. High diffusion rate of Si is expected 
because of presence of vacancies mainly on the Si sublattice, which is determined 
experimentally in the MoSi2 phase [3]. Further, the relative increase in diffusion 
rate of M compared to Si with the increase in atomic number of M in both the 
groups indicates higher attraction of M and vacancies because of size effect. 
• In M5Si3, only one or two Si-Si bonds are present compared to many M-M bonds; 
however, Si has much higher diffusion rate. This fact may be interpreted in terms 
of Si diffusion over M sublattice via M vacancies. A strong contribution of the 
anti-structure bridge mechanism for diffusion of Si atoms is predicted. 
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Summary 
 
 The solid state interdiffusion in refractory metals and single crystal Si are studied 
in details by diffusion couple technique. The wide range of application and importance of 
silicides in various devices are the motivation for these studies. The refractory metals 
which are considered and compared in these M/Si systems (M = metal) are group IVB 
elements Ti, Zr and Hf, group VB elements V, Nb and Ta, group VIB elements Cr, Mo 
and W. Out of these systems, the Ti, Zr, Hf, Ta and W M-Si systems have been studied in 
this thesis. The results of V, Nb and Mo systems, which were studied before in our group, 
are compared with the result of present study and a systematic pattern in diffusion 
behavior is found with increasing atomic number of the elements, group-wise in the 
periodic table. These studies help to understand the growth kinetics of the phases formed, 
diffusion parameters, relative mobilities of the species and presence and behavior of the 
different defects in the crystal structure. The different diffusion parameters calculated in 
present study are, parabolic growth constants, integrated diffusion coefficients, activation 
energy for diffusion, ratio of tracer diffusivities and tracer diffusivity of the species. 
 In group IVB, Ti/Si system all the equilibrium phases are found to grow in the 
interdiffusion zone whereas in Zr/Si and Hf/Si systems only MSi2 and MSi are found, 
although there are many phases present in the both systems. The thickness of the MSi2 
phase is much higher than MSi phase in both the system. Therefore the growth rate of 
MSi2 is found to be much faster than other phases. In group VB and VIB, in all M/Si 
systems, mainly MSi2 and M5Si3 phases are found to grow. The growth rate of M5Si3 
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phases is found to be negligible compared to MSi2. Because of this reason the M5Si3 
phases are studied by incremental diffusion couple. Analysis shows that Si is the faster 
diffusing element in all the silicides in the present study. 
 The Ti-Si system was studied to understand the growth mechanism of the phases 
and the diffusion mechanism of the species. All the five equilibrium phases are found to 
grow in Ti/Si diffusion couple up to 1225 oC. The maximum stability temperature for the 
Ti3Si phase is found to be higher than the temperature reported in the Ti-Si phase 
diagram. The layer thickness of TiSi phase does not change significantly with increasing 
temperature. On the other hand, time dependent experiments show all the phases grow by 
diffusion controlled process. Therefore in the case of multiphase growth, the study just on 
the parabolic growth constant can draw a wrong conclusion on the growth mechanism of 
the phases. The calculation of the diffusion parameters is always reliable in discussing the 
diffusion mechanism. Uniform and continuous grain morphology in the TiSi2 phase 
indicates the location of the Kirkendall marker plane at the Si/TiSi2 interface. Therefore, 
TiSi2 grows mainly because of the diffusion of Si. The Si tracer diffusivity in TiSi2 phase 
is calculated by the relation developed by van Loo with help of the thermodynamic data 
from literature. The grain morphology developed in the interdiffusion zone is explained 
with imaginary diffusion couples. In the TiSi2 phase, Ti atoms are surrounded by 4 Ti and 
10 Si. Similarly, Si atoms are surrounded by 5 Ti and 9 Si. Therefore both the elements 
can diffuse through their own sublattice if the vacancies are present. Since the phase 
grows because of Si diffusion, vacancies must be present mainly on the Si sublattice. 
Negligible diffusion rate of Ti indicates the low concentration of Ti antistes and 
vacancies on the Ti sublattice. 
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 Similar bulk diffusion couple experiments are conducted between other two group 
IVB elements Hf and Zr with Si. Unlike Ti/Si system, in these two systems only two 
phases, MSi2 and MSi are found to grow in the interdiffusion zone. The thickness of the 
disilicide is much higher than monosilicide. Absence of other phases indicates much 
lower growth rate of these phases compared to the phases found in the interdiffusion 
zones. Time dependent experiments indicate that the growth of the phases is 
diffusion controlled. The integrated diffusion coefficient for HfSi2, HfSi and ZrSi2 are 
calculated at different temperatures. The same is not calculated for the ZrSi phase to 
avoid error associated in the calculation because of very thin layer. The grain 
morphologies revealed by acid etching show uniform columnar grains throughout the 
disilicide phase in both the systems. That is because Si is the dominant diffusing species 
in the disilicide phase and the disilicide phase grow on the single crystal Si. Based on the 
understanding in other systems; it affirms the presence of the Kirkendall marker plane at 
the Si/MSi2 interface. The tracer diffusion coefficients of Si in disilicide are calculated 
using available thermodynamic parameters and activation energies. As Si is the only 
diffusing species, we can conclude that vacancies are present mainly in the Si sublattice.  
 In Ta/Si system, after etching, the duplex grain morphology is found in the 
interdiffusion zone. This duplex grain morphology clearly shows the location of the 
Kirkendall marker plane  inside the TaSi2 phase. The Ta5Si3 phase was grown by 
incremental diffusion couple technique. The grain morphology in Ta5Si3 phase is 
revealed by EBSD to locate the Kirkendall marker plane. We have estimated the 
integrated diffusion coefficients and then calculated the ratio of tracer diffusivities. The 
activation energy for diffusion in TaSi2 phase is found to be much higher that of 
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compared to other refractory metal disilicides. The growth rate of the Ta5Si3 phase is 
found much lower than that of the TaSi2 phase. This is the reason to find almost two 
orders of lower magnitude of integrated diffusion coefficient of the Ta5Si3 phase 
compared to the TaSi2 phase. The calculated ratios of tracer diffusivities indicate that Si 
is the faster diffusing species in both the phases. In TaSi2 phase the Kirkendall marker 
plane is found very near to the Matano plane but toward the Si side. This clearly shows 
the higher diffusivity of Si in this phase with comparable diffusivity of Ta. Although Si is 
the higher diffusing species, Ta-Ta bonds are not present in the crystal structure. This 
indicates the presence of a high concentration of Ta antisites. The higher diffusion rate of 
Si in the Ta5Si3 phase is also unusual. This observation indicates that the structural 
defects present in the crystals have a strong influence on their diffusion 
behavior. From our analysis of the growth, it is understood that the Ta5Si3 phase could 
not grow with reasonable thickness because of the high growth rate of the TaSi2 phase in 
the Ta/Si diffusion couple, because of the consumption of the Ta5Si3 phase. The velocity 
diagram and the negative value of the thickness of one of the sublayers calculated in the 
Ta5Si3 phase in the Ta/Si diffusion couple indicate that the Kirkendall marker plane 
should not be present in this phase. This further indicates that duplex morphology should 
not be present in this phase. On the other hand, the positive values of both the sublayers 
in the TaSi2 phase indicate the presence of the Kirkendall marker plane and the duplex 
morphology in this phase.  
 In the W/Si diffusion couples, only the WSi2 phase is found to grow with 
measurable thickness in the interdiffusion zone. Si has higher diffusion rate compared to 
W in this phase, which is rather expected from the crystal structure. The presence of W 
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antisites is apparent since it diffuses through the phase layer. W/WSi2 incremental 
diffusion couple experiments were conducted to study the growth of the W5Si3 phase. In 
this phase also Si has higher diffusion rate compared to W. This indicates the presence of 
high concentration of vacancies on the Si sublattice.  
 Group IVB, VB and VIB refractory metal silicides show an interesting pattern in 
diffusion behavior with increase in atomic number in their respective groups.  After 
studying individually different systems, we compared the results of the similar phases in 
these groups. In this comparison we also include the results of V/Si, Nb/Si and Mo/Si 
systems, which had been studied in our group before.  Mainly MSi2 in group IVB and 
MSi2 and M5Si3 (M:Si) silicides in group VB and VIB are considered for discussion, 
which have similar crystal structures in a group.  
 In group IVB all the disilicides show continuous grains through the phase. From 
the previous studies it is obvious that the Kirkendall marker plane is present in the 
Si/MSi2 interface. That also indicates the diffusivity of metal component is negligible and 
the disilicide phase grow mainly by Si diffusion. The TiSi2 have C54 crystal structure and 
ZrSi2 and HfSi2 both have C49 crystal structure. Both components (M and Si) have 
reasonable numbers of nearest neighbor of the same component. Therefore, both the 
components can easily diffuse on the condition that vacancies are present in both the 
sublattices. However these group IVB disilicides grow by Si diffusivity only. Therefore 
high concentration of Si vacancies must be present in the crystal structure. 
In the Group VB M-Si systems, The Kirkendall marker plane moves systematically from 
the MSi2/Si interface to inside the MSi2 phase, with the increase in atomic number of the 
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metal species i.e. in the sequence of VSi2, NbSi2 and TaSi2. Since the marker plane is 
located at the MSi2/Si interface in the V-Si system, it indicates few orders of higher 
diffusion rate of Si compared to V. On the other hand, the marker plane in the TaSi2 is 
close to the initial contact plane (Matano plane), which indicates comparable diffusion 
rates of both the species. Similar behavior is found in the group VIB M-Si systems, where 
marker plane is located at the MoSi2/Si interface and with the increase in atomic number 
of the metal species, the marker plane moves inside WSi2. Therefore, with the increase in 
atomic number of the refractory metal, the relative mobilities measured by the ratio of the 
tracer diffusion coefficients, 
*
*
M
Si
D
D
 decreases in both the phases. This indicates relative 
increasing rate of diffusion of the metal species compared to Si. Similar behavior is found 
in the M5Si3 phase, where *
*
M
Si
D
D
 decreases with the increasing atomic number of the metal 
species in both the groups. Since no M-M bonds are present in MSi2, diffusion of M 
should be possible because of presence of M antisites. High diffusion rate of Si is 
expected because of presence of vacancies mainly on the Si sublattice, which is 
determined experimentally in the MoSi2 phase. Further, the relative increase in diffusion 
rate of M compared to Si with the increase in atomic number of M in both the groups 
indicates higher attraction of M and vacancies because of increasing atomic size. In 
M5Si3, only one or two Si-Si bonds are present compared to many M-M bonds; however, 
Si has much higher diffusion rate. This indicates that vacancies must be present mainly 
on the Si sublattice. In this phase also the diffusion rate of M component increases 
relatively compared to Si with the increase in atomic number in both the groups 
indicating higher attraction of M and vacancies because of increase in atomic size. 
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