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ABSTRACT

Jackson, Eric Alan. M.S. Department of Physics, Wright State University, 2017. Towards a
Prediction of Landscape Evolution from Chemical Weathering and Soil Production.

The time evolution of a periodic landscape under the influence of chemical weathering
and physical erosion is computed. The model used incorporates weathering and soil
production as a flux limited reaction controlled by groundwater flow. Scaling of the flow
rate is obtained from a percolation theoretic treatment. The erosion of the soil material
produced by this process is modeled by the diffusion of elevation, as consistent with
downslope soil transport proportional to the tangent of the angle of the topography,
and application of the equation of continuity to surface soil transport. Three initial
topographies are examined over a periods of thousands of years and resulting
landforms and soil productivity compared. Differences in productivity between these
cases are found to occur primarily within a short time span of hundreds of years. Times
for propagation of a disturbance in one layer to another are also obtained.
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1. Introduction
The evolution of the Earth's surface is a complex interplay of many processes. The
formation, destruction, and movement of tectonic plates driven by energy from the
Earth's core takes place under the influence of local variations in thermodynamic
variables and can lead to a wide range of landforms. These in turn influence
atmospheric patterns and create local climates affecting how the landscape is eroded.
The liberation of sediment from bedrock and its transport can have profound
consequences on the weight of a plate at a particular location, this may result in
substantial contortion of the crust. In the Himalayas, for example, an extreme rise in the
surface due to the collision of tectonic plates causes massive rainfall on one side of the
range (and desert on the other). High precipitation in turn leads to significant erosion,
removing mass from the region at a drastic rate. Because this lowers the weight atop an
otherwise thick section of continental crust, the range as a whole remains buoyant and
continues to rise. Taken together, this results in massive mountains and valleys, indeed
the highest peaks in the world, see, for example Anderson [1]. The progress of this
landscape evolution depends not only on how quickly sediment can be carried away, but
also on the rates at which the solid bedrock can be rendered porous and mobile.
The purpose of this thesis is to develop a numeric solution of a weathering based
landscape evolution model. This weathering will be considered as two processes; the
1

liberation of mobile soil grains from an underlying bedrock, and the redistribution of
these grains across the surface by random forces. Together, these simulate the complex
effect of chemical and physical action on the Earth's surface. The separation of
weathering into two parts facilitates a partition of the landscape into two elevations;
that of the soil and bedrock surface. The difference between them provides the soil
depth and will be a primary quantity of interest.
The production of soil will be treated primarily as a chemical process in which dissolved
reagents in groundwater react with bedrock to transform it into a porous material.
Potentially, the reaction rate depends on a variety of factors including the particular
compositions involved and the temperature of the environment. However, the flux of
reagents to, or of reaction products away from, active reaction sites limits the rate at
which weathering proceeds. Thus, the transport rate of solutes to the soil/bedrock
boundary governs the soil production. An illustration of this process appears in figure 1.
To determine the relevant solute transport times, a percolative model of porous media
will be employed and a power-law dependent scaling in soil depth obtained. Percolation
theory has a long history as a model of disordered media. A summary may be found in
Stauffer and Aharony [2]. The range of applications is quite broad including solid-state
physics, computer networks, and geology. In all of these fields, a primary consideration
is the transport properties of a disordered system. Applied to geology, percolation can
predict flow of groundwater and the influx of solutes to determine the rate at which
new soil is produced from bedrock, as formulated by Hunt, et al [3]. The movement of
the solute itself is also important. Carbon dioxide and its byproducts are prominent
2

reactants in the soil production process. This reaction may be the primary means by
which the earth sequesters carbon from the atmosphere as has been suggested by
Molnar and Cronin [4]. Accurate predictions of the rate at which this occurs then is
critical for modeling climate change.

Fig. 1. Weathering model. Surface water with dissolved reagents penetrates the soil layer and eventually
reaches the reaction sites at the bedrock boundary. The increase in soil depth changes future transport
times and production rates.

The application of this soil production is complicated by the redistribution of the soil
layer via erosion. This second process is treated as diffusive in nature. Diffusion has also
been used extensively and is derived from the statistics of Brownian particles, so that
both processes are based on fundamentally microscopic systems. Because the
combination of the chemical weathering process and physical erosion allows for
3

changes in the elevation of both the upper and lower soil boundaries, a system of
coupled partial differential equations will be necessary in the final formulation. The
nature of the coupling, accounting for the scaling of transport times with depth, is nonlinear and requires a numerical solution. The use of periodic boundary conditions was
found to facilitate this computation. Results are presented for three variations of the
initial conditions with consideration of the evolution of the landscape curvature,
amount of soil produced, and comparisons with other models of the subject.

4

2. Theory
2.1 Erosion
The action of wind, rain, organisms, and other events on the Earth’s surface results in
erosion of the surface. A comprehensive model describing all of these is beyond the
scope of this work. Instead, a simple model often used for the transport of heat, solutes,
and many other quantities is employed. The net effect of many random events typically
converges to a Gaussian distribution by the central limit theorem (CLT) [5]. Although the
original statement of the CLT applies only to events with identical, independent
distributions, extensions have since been made which show convergence even for sums
of disparate distributions. The primary obstacle to applicability is strong correlations
between events. In the absence of a more detailed description of the physical processes
under consideration, this work will assume that convergence applies, at least
approximately.
The random walk is a common treatment of the motion of particles acted upon by
stochastic forces. A great deal of literature has been published on this subject. A basic
treatment can be found in Reif [6]. In this model, a particle begins at some site on a
discrete lattice and, at each time step, moves to an adjacent site probabilistically. The
particular case of a regular two-dimensional lattice with the particle starting at the
origin and with no directional bias is an often used example. There are a number of well5

known properties of this formulation. Because the process is symmetric, the average
position of the particle remains the origin; an excursion in one direction is equally as
likely as in the opposite and so the mean is 0. The magnitude of these excursions
increases as the square root of the number of steps. When taken to the limit of
infinitesimal steps, the result is a continuous-time random walk. In such a limit, the CLT
applies and the distribution of positions takes a Gaussian form. Further, a Gaussian
distribution (of zero variance), is the Dirac delta function, which is also the Green’s
function of the diffusion, or heat, equation, and can represent an initial point source.
This allows the spreading of a collection of particles to be described by the diffusion
equation:
𝜕𝜌
𝜕𝑡

= 𝐷𝛻 2 𝜌,

(1)

where 𝜌 would represent a probability of finding the particle in a region of space for a
single particle; but is interpreted as a concentration if many particles are considered. D
is the “diffusion constant” governing the rate at which motion occurs for this continuous
process. In keeping with the stipulation that each direction of the walk is equally
weighted, D in this case is a scalar. Though the diffusion constant sets a typical speed of
the diffusion process, a potentially significant technical problem is that solutions allow
non-zero probabilities of finding a particle at arbitrary distances for all 𝑡 ≠ 0. Infinite
propagation speeds are clearly non-physical, but generally pose no practical concern
unless the behavior at very short times is relevant.

6

As mentioned above, diffusion has been used to model solute transport. However, in
the case of macroscopic flow of the solvent, the sub-linear growth of displacement with
time means the flow rate often dominates any such diffusive motion [7]. For this reason,
the diffusion equation will be used for the erosion of soil particles, but the flow of solute
requires a description of how water moves through the soil. Also, because random walk
steps are uncorrelated, the process has no memory and cannot account for momentum.
For the purposes of this work, this limitation precludes consideration of macroscopic
flows of soil.
2.2 Flow in Porous Media
Porous media may be in the form of a connected object with holes, such as pumice, or a
collection of small particles packed together. Soil is an example of the latter. It is a
"grain supported medium" where these small particles (grains) rest upon one another
under the influence of gravity, so they are connected despite not constituting a single,
chemically bonded object. The size and shape of these grains vary widely as do the gaps
between them. The simplest is the soil's porosity, ɸ, which is the volume fraction of
empty space within the medium. Porosity describes how much empty/solid space there
is, but not the structural arrangement of them. Information of how these spaces are
partitioned into individual grain and pore and pore clusters is contained in the particle
and pore size distributions. For a truly random medium, these functions, detailing the
number of grains/pores of a given size, give a complete statistical description of the
material. This is not the case when there are correlations in the spatial distribution of
clusters or anisotropy in their orientations. These correlations contain additional
7

information about the medium and there may deviation from properties of
uncorrelated media. Despite this, both pore and particle distributions are commonly
thought to scale according to similar power laws compatible with percolation
treatments and fractal models presented below. An important condition for this
compatibility is that the medium be, in the mean, scale invariant, a common, but not
universal observation [3]. Scale invariance is a key property of fractal models, they
exhibit similar features across a range of length scales.
Transport depends on properties of both fluid and pore space. Both of these require
some assumptions for tractability. For the fluid, incompressible, laminar flow will be
assumed. Water is nearly incompressible unless very high pressures are involved. The
effect of turbulence is often determined through the Reynolds number, Re. This
quantity depends on flow rate, u; and the length of the flow space, l.
𝑅𝑒 =

ul
v

(2)

The quantity v is the kinematic viscosity of the fluid, on the order of 10-6 𝑚2 /𝑠 for water
at standard temperature. For a typical pore scale of 10−4 meters and flow rates of 10−6
m/s [8, 9], the Reynold’s number is well below the ≈2000 range where flow becomes
turbulent in a cylinder.
Under these conditions, Poiseuille's Law gives the flow through a cylindrical pipe:
𝛥𝑝 =

8𝜇𝑙𝑞
,
𝜋𝑟 4

(3)
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with p the pressure difference across the pipe; 𝜇, the dynamic viscosity; and q the flow
through it in units of 𝑚3 /𝑠. In the soil, 𝑙 is the length of the pore, and 𝑟 is its radius. This
form can be inverted to obtain an expression of the conductance, g, proportional to
𝑟 4 /𝑙. If it is assumed that the radius and length of a pore are equivalent in the pore
statistics, as they should be in an isotropic, scale-invariant, medium, then this simplifies
to a cubic dependence on radius of the conductance.
𝑔 ∝ 𝑟3

(4)

This cylindrical flow can be employed if the pore space can be meaningfully partitioned
into regions of appropriate geometry. In the capillary bundle model, often used by
geologists, it is assumed that flow paths consist of cylindrical tubes of various radii. As
this is equivalent to all pores aligned in series, the equivalent hydraulic conductivity is
simply a summation over the distribution of radii multiplied by the dependence of
conductance on radius. This clearly does not account for the complicated geometry and
connectivity of the pore space, but results in reasonable approximations for certain
types of soils [10].

9

Fig. 2 Illustration of capillary tube model and tortuosity. Left, a bundle of cylinders of varying size as used
in the capillary approximation. Right, tortuous flow path that must be accounted for as a correction to the
simple model.

As a partial correction, a factor known as tortuosity can be introduced. This accounts for
the path length while maintaining the tubular approximation. Several definitions of
tortuosity exist [11], but here it will be taken as the ratio of the flow path length to the
Euclidean distance traversed. It is often applied merely as an adjustable parameter as
the capillary bundle lacks a basis for its prediction. While figure 2 provides an idea of the
zig-zag pattern a path might take, it is more difficult to visualize how this scales with
distance. Fractal models encapsulate the branching qualities expected of a real network
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and predict a non-linear scaling rather simply a percent increase in path length. The
appropriate fractal dimension for this has been obtained from percolation models.
2.3 Percolation Theory
Percolation theory refers to various models of connectedness in random media. The
following discussion is based primarily on results presented in Stauffer and Aharony [2]
and Hughes [12]. The simplest case may be that of a one-dimensional chain. This chain
consists of a series of points, or sites, on a one-dimensional lattice. A site may be
“occupied” or not. A number of occupied adjacent sites is referred to as an occupied
cluster. If the probability of any one site being occupied is 𝑝, then the probability that a
single cluster spans a lattice of size n, that it "percolates", is 𝑝𝑛 . Clearly, as n goes to
infinity, percolation only occurs at p=1. This result is trivial, but demonstrates an
important property of percolation networks: the existence of an infinite connected
cluster has a sharp cutoff in 𝑝 at 𝑝𝑐 , the "critical" probability or percolation threshold.
Higher dimensional lattices yield more interesting results. They also introduce additional
parameters. The geometry of the lattice affects the number of neighboring points and
thus, 𝑝𝑐 . For example, each site of the square lattice has four neighbors and a threshold
of approximately .59 while the triangle lattice has 6 neighbors and 𝑝𝑐 = 1⁄2. The
occupied network on these lattices has as its complement all clusters of unoccupied
sites. For the square lattice only one of these can percolate at a time since 1 − 𝑝𝑐 < 𝑝𝑐 .
Except for a region of infinitesimal size, this also holds for the triangle lattice. It can be
shown that if a percolating cluster of a certain type exists, there can only be one such
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cluster. Thus, the existence of one infinite cluster precludes the existence of any other.
This is not necessarily true in three dimensions where thresholds are much lower and
this permits fluid flow through soil despite the necessary adjacency of particles in a grain
supported medium.

Fig. 3. Site percolation with p=.6 on a square lattice. The cluster circled in red spans the lattice.

The statistics of percolation strictly hold in the limit of an infinite lattice. A square lattice
just above threshold is depicted above. For such a small lattice, the presence of a
spanning cluster is not guaranteed. As the lattice grows, an occupation probability
greater than 𝑝𝑐 predicts the existence of such a cluster more and more accurately. The
event that a percolating cluster exists is an example of a phase transition and occurs in a
wide range of models in statistical physics. Quantities in these systems depend on an
order parameter, in this case occupation probability, and its deviation from the critical
value. A particularly important quantity is the correlation length.
12

𝜉 ∝ (𝑝 − 𝑝𝑐 )−ν

(5)

which describes the length of the largest finite cluster. The exponent, ν, is an example of
a critical exponent. These define the scaling relationships common to models exhibiting
critical phenomena. Across such models, it is found that their values are often the same
and thus describe the behavior of many disparate systems, a property known as
universality. The equivalent models make up a universality class; each class is largely
determined by the dimensionality of the system rather than their microscopic
geometries or the source of the physical interactions they simulate. The universality of
percolation results provides a rationale for applying them to real systems for which the
exact structure may not be known such as the pore space of soils.

Fig. 4. Bond percolation with p=.4 on a square lattice. There is no spanning cluster in this example.

The percolation problems discussed above have addressed what is known as “site”
percolation where the adjacency of occupied lattice points defines the network. There is
also the “bond” percolation model where line segments between lattice points control
13

connectedness. These bonds may be open or closed analogously to the occupation or
lack thereof of sites in the site model. An example for the square lattice is depicted in
Figure 4. This lattice has a different threshold value than the site problem on the same
geometry, but is equivalent to a different site problem. In fact, any given bond problem
is equivalent to a, possibly unknown, site problem. The reverse is not true, the site
formulation is known to be more general [13].
Despite this equivalence, more is known about the bond problem for some lattices and
it may be more easily extended to models of conductivity. This will be useful for
application to solute transport times. Suppose that each bond is associated with a
conductance. For the binary, open/closed, cased, this is simply 0 or 1. Broader
distributions with arrays of conductance values may be used. To determine the effective
conductivity of such a network, the method of critical path analysis (CPA) will be used.
2.4 Critical Path Analysis
The premise of CPA, as developed by Ambegaokar et al [14] and others, is that because
flow occurs preferentially on the fastest routes, a network above threshold can be pared
down to include only links at or above a minimum conductivity necessary to span the
lattice. Thus, this subset of the network is precisely at the percolation threshold. Though
this identifies the controlling conductance, it does not necessarily define the optimal
path as there may be additional connections “shorting” the critical path and increasing
its conductivity. There is also some ambiguity in how to sum this reduced conductance
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distribution due to the divergence of the length scale in a network at threshold, i.e. the
correlation length, 𝜉, is infinite.
An argument due to Sheppard et al. [15] maintains that despite these complications,
conductivity should scale with lattice size in a consistent manner. Numerical simulations
of solute arrival times by Lee [16], using a “particle launching algorithm”, suggest that
this scaling with lattice size depends on the fractal dimensionality of the percolation
backbone:
𝑡 ∝ 𝑥 𝐷𝑏

(6)

To obtain a rate from this relationship, it must be inverted and differentiated:
𝑑𝑥
𝑑𝑡

∝ 𝑥 1−𝐷𝑏 ,

(7)

where Db is the backbone dimensionality. The backbone is the part of the percolating

cluster not including dead ends which do not contribute to conductance. For the
landscape model, the extent of the lattice, x, becomes the soil depth, f-g, the difference
between the upper and lower soil boundaries. The z-axis elevations of these boundaries
are denoted by functions f(x,t) and g(x,t) respectively. With this replacement, the scaling
of production rates becomes:
𝑑𝑥
𝑑𝑡

∝ (𝑓 − 𝑔)1−𝐷𝑏

(8)

The value of 1.87 for the backbone of a three-dimensional, random continuum
percolation will be used in this work [15]. As the name suggests, these extend
percolation to a continuous space rather than a discrete lattice. This extension makes
15

them an appropriate choice for use with other continuum models such as the diffusion
discussed earlier. It also allows for application to pore space models described by
continuous rather than discrete distribution functions, which is common.
The value of Db is chosen for saturated conditions where the accessible pore space is
completely filled by one type of fluid. When multiple fluids are present, such as water
and air, Db may differ depending on which fluid is displacing the other. However,
evidence suggests that soil formation occurs only under wetting conditions (when water
is advancing) and the value for Db of 1.861 differs little from that of full saturation [17].
2.5 Combined soil production and erosion. Landscape evolution.
The shape of the landform over time has two contributions in this work. One is the
conversion of bedrock into soil and the other the movement of this soil across the
surface. While these two processes can both be thought of as erosion, they have been
divided here for tractability. Erosion, as this thesis will refer to it, is prescribed by
diffusion. Soil production is accounted for by the solute transport relationship from the
previous section. Combining the rates from both processes yields the following system
of equations:
𝜕𝑓
𝜕𝑡

𝜕2 𝑓

𝑓−𝑔 1−𝐷𝑏
)
𝑥0

𝜌

= 𝐷 𝜕𝑥 2 + 𝜎 (𝜌𝑠 − 1) (
𝑟

𝜕𝑔
𝜕𝑡

𝑓−𝑔 1−𝐷𝑏
)
𝑥0

= −𝜌𝑟 𝜎 (

(9a)

(9b)

Here 𝜌𝑠 and 𝜌𝑟 have been introduced to account for the differing densities of rock and
soil. The soil density is the bedrock density divided by the volume fraction of the soil
16

corresponding to particles in a continuum model, and 𝑥0 is a typical pore size and
provides a natural length scale. The rate coefficients, D and 𝜎, are typical soil erosion
and groundwater infiltration rates, respectively. These values are taken from field data
as the theoretical values are not universal.
A note must be made about the presence of boundaries. Percolation values are only
exact for an infinite lattice. No physical system can meet such a requirement, but may
approximate it quite closely. There is deviation from fractal behavior where the lattice
does not extend to the correlation length and some local variance in flow rates are to be
expected there. Thus, where the soil is shallow, there may be deviation from the
predictions of percolation theory.
Equations 9a and b have no analytic solution of which the author is aware. Thus, a
numerical simulation will be carried out.

17

3. Computation
All computational work is carried out in the Mathematica software package. As
previously discussed, the "standard" diffusion equation has well-known analytic
solutions. One method for approximating the present problem might be to make use of
an analytic solution over some short time span, add to it the source term, and repeat.
The analytic solver included in this package seemed capable of this, but only for a few
iterations.
Instead, the numerical NDSolve algorithm was chosen utilizing some of the more
advanced options outlined in online documentation provided by the software publisher
[18]. This algorithm dynamically chooses mesh settings for its finite element analysis.
However, the default options are poorly suited to solving this particular system. A
pseudo-spectral difference order was chosen to maximize precision. A pseudo-spectral
expands the solution as a truncated series of basis functions which must be evaluated at
various times. This is accomplished by a Fourier transform which saves computation
time. Because the Fourier transform works with periodic functions, this method
performs poorly near discontinuities. The choice of periodic boundary conditions was
made to avoid this issue. These must be explicitly specified to the solver. Periodic initial
conditions alone are not sufficient. These conditions also allowed some generality in
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specifying the problem. Mass of rock and soil is conserved without having to define
arbitrary rates in and out of the system. This choice also approximates the infinite lattice
on which the percolation results depend. The z-axis boundaries, of course, do not meet
this criteria.
The shape of the initial boundary was chosen to be sinusoidal due to its simplicity,
smoothness, and periodicity. The software is capable of interpolating a range of
functions as periodic, but the use of non-periodic curves, such as a parabolic surface, led
to high frequency oscillations in the solution, a known problem with pseudo-spectral
methods. For this reason, computations involving other types of initial conditions were
not considered for further analysis.

19

4. Results
4.1 Comparison of Initial Geometries
Results from three variations of initial conditions are compared. A sinusoidal surface
layer atop flat bedrock (SvF), flat surface above curved bedrock (FvS), and both layers
curved (SvS). A flat on flat geometry remains flat and does not exhibit interesting
behavior. Although the model is fundamentally three-dimensional, only topographies
with constant cross-sections along the y-axis are presented. Features in all dimensions
were simulated, but analysis of their evolution will require further study. Whether the
solution of these contains additional features of note requires further exploration of the
parameters. A sample geometry is given in figure 5 while figure 6 illustrates the setup of
the how solutions of the two layers will be presented.

Fig. 5. Example of constant, sinusoidal hill cross section in the xz plane.
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Fig. 6. Example (blue) soil surface and (black) bedrock boundaries.

For these calculations of equations 9a and 9b, D has been chosen as 50 𝑐𝑚2 /yr, the
infiltration rate 𝜎 is taken to be .3 m/yr, 𝑥0 is 30 microns, and soil with a porosity of 40%
is used, resulting in a ratio of soil to rock density of 3/5. These values are somewhat
typical of real environments [19]. The initial boundary conditions consist of straight line
and/or sinusoidal functions with initial amplitudes of .25 meters with the upper and
lower layers separated on average by half a meter.
The appropriate time scale over which to observe the solutions is somewhat arbitrary.
Geologic scales may be many millions of years, but the use of periodic conditions
precludes the removal of soil from the system and results in larger build-ups than would
be expected in a real system as flow of soil away from the region is prohibited. The
21

morphology at very long times is also uninteresting as it converges to two flat layers
asymptotically. Fortunately, a qualitative change in the system is observed at finite
times. Consider the SvF case, a wave-like pattern can be discerned in the propagation of
surface morphology to the bedrock. The curvature of the bottom approaches that of the
initial surface layer and reaches a maximum amplitude before resuming asymptotic
behavior. The same effect can be seen in the reverse, FvS, arrangement. Thus, a surface
disturbance has a certain time over it which it alters the rock below and vice versa. This
provides a characteristic time, 𝑡𝑐 , over which to examine the evolution of the system. No
clear time was found for the SvS system. Due to approximation in calculating the
derivatives, these times may be somewhat imprecise. Although neither layer is truly
sinusoidal past 𝑡0 , the separation of the highest and lowest point on a layer was taken as
a good approximation of (twice) the amplitude and the change between subsequent
differences compared. The times obtained, soil produced up to that time, and
approximate surface and bedrock amplitudes at that time, can be found for each
geometry in table 1a. Soil produced up to a given time is defined as:
∫((𝑓 (𝑥,𝑡)−𝑔(𝑥,𝑡))𝑑𝑥−∫(𝑓 (𝑥,0)−𝑔(𝑥,0))𝑑𝑥
,
𝑇

with T the period, 2𝜋.
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(10)

Characteristic time

≈ 𝑡𝑐 (𝑦𝑒𝑎𝑟𝑠)

and values at that

Soil Produced

Top Amplitude

Bottom Amplitude

(meters)

time
Sine on Flat

800

.080

.005

.005

Flat on Sine

500

.056

.007

.235

Table 1a

In order to compare these cases with the SvS initial conditions, values at a fixed (and
arbitrary) time are also given in Table 1b. The span of one thousand years appears to
cover most of the interesting behavior, and differences in soil produced are largely
attributable to the first few hundred years. Though bedrock curvature is longer lasting
than that of the surface, and continues to produce more soil over long spans of time, it
is this resistance to erosion even over relatively short time periods that accounts for
most of the difference in soil production. Notice how the maximum amplitudes attained
at characteristic times for the initially flat boundary are a small fraction of the initial
curvatures. Indeed, in both cases it is less than the curvature decay in the other layer.
Values at 1000 yr

Avg. Soil Produced

Top Amplitude

Bottom Amplitude

Sine on Flat

.099

.002

.005

Flat on Sine

.105

.003

.225

Sine on Sine

.103

.005

.230

Table 1b
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At 𝑡𝑐 , the SvF case has very nearly become two sinusoids of the same amplitude,
however this amplitude is small enough to be considered as flat. The FvS geometry
potentially shows a more interesting intermediate phase, but seeing this requires an
initial separation small enough to cause computational problems. The general behavior
appears to be in line with the results in Ahnert [20] that bedrock shape dominates so
long as erosion is not exceedingly large. Taking this into account and manipulating the
initial amplitudes and separations, the pattern that emerges is that soil production rates
are more strongly correlated with the average separation of the bedrock and surface
layers than to the curvature of either.
The Sine on flat and sine on sine conditions for the same average separation produce
almost exactly the same amount of soil over this time period. The surface of the double
sinusoid flattens more rapidly than the soil/rock interface, but there are still clear in
morphologies between the two cases. The reverse with a flat surface atop a sinusoidal
interface produces soil far less quickly, apparently due to the variance in the surface
layer, and therefore depth, eroding quickly relative to the influence of the lower layer.
The plots of figure 7 illustrate the short time span over which most significant behavior
occurs. In 7a and 7b the flat surfaces reach their maximum curvature over this time and
for 7c, the initially similar surface and bedrock have nearly converged to the FvS initial
state.
The same conditions are plotted in figure 8 over a longer time-span and demonstrate
the long-term asymptotic behavior expected of a diffusive model in the surface layer.
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The latter two plots show that the bedrock retains its shape over long spans of time. The
significant soil accumulation is likely unrealistic and attributable to the boundary
conditions.
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Fig. 7a. Sinusoidal surface and flat bedrock evolution over 800 years. Surface curvature decreases while
bedrock curvature reaches a maximum.
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Fig. 7b. Flat surface and sinusoidal bedrock evolution over 800 years. Surface curvature reaches a
maximum while bedrock curvature decreases slowly.
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Fig. 7c. Sinusoidal surface and bedrock evolution over 800 years. Both curves exhibit decreased
amplitude, but at vastly different rates.
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Fig. 8a. Sinusoidal surface and flat bedrock evolution over 10,000 years. Some curvature remains in the
bedrock layer as soil accumulates to a flat surface.
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Fig. 8b. Flat surface and sinusoidal bedrock evolution over 10,000 years. Significant curvature remains in
the bedrock layer as soil accumulates to a flat surface.
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Fig. 8c. Sinusoidal surface and bedrock evolution over 10,000 years. Significant curvature remains in the
bedrock layer as soil accumulates to a flat surface.
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4.2 Comparison with different models
In this section, evolution of the SvS system based on different theoretical models is
presented and compared with the power-law model used in the previous section.
First, the soil production model is compared with and without erosion. As time goes on,
the model without erosion shows greater production. This appears to be a consequence
of the relative longevity of the shallower depths. Without erosion from the top, it is only
the local production variance that evens them out. This is demonstrated in figure 9,
without erosion, the decrease in curvature is concentrated in the valleys.

Fig. 9. Surface curvature at 100 and 1000 years. Dashed lines are without erosion.
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A competing formulation for soil production by Heimsath [21] replaces the power law
term with an inverse exponential source. Some interpretation of their parameters was
required for consistency with the formulation of this thesis as they are all fitted to
experimental data. Values within the range of data they employed were used and the
results were found to match well, with the exponential model being slightly slower. In
figure 10 they are compared for the double sinusoid geometry. This choice of initial
conditions focuses on the shape of the landscape while avoiding the wildly different
scaling of the two functions at extremely small or large soil depths. Despite the lower
production, the exponential model appears to have flattened more rapidly.

Fig. 10. Surface and bedrock curvature at 1000 yrs. Exponential (dashed) and power law (solid) models.
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The work of Kinner and Moody [22] has suggested a curvature dependent erosion. For
this comparison, a variance of one third above or below average groundwater
infiltration (.2-.4 m/yr rather than a constant .3 m/yr) across the landscape is
incorporated proportional to the second spatial derivative. The difference was found to
be negligible as shown in Figure 11.

Fig.11. Surface curvature with (dashed) and without (solid) a curvature dependent infiltration rate.

34

5. Conclusion
5.1 Long-term predictions of soil production/mass flow
Taken together, the comparisons made between different initial conditions and with
different formulations suggest that a power-law based model of soil production with
surface erosion is most sensitive to conditions in the first few hundred years, varies
largely with typical soil depths rather than variations, and fills in valleys more rapidly
than it erodes peaks. This last point seem to be due to the overall rise from production
across the landscape.
5.2 Further work-analysis
An analysis of the three dimensional results should be conducted. Though there were no
obvious features not apparent in two dimensions, the non-linearity of the equations
should result in coupling between features along different axes. This may also prompt a
rethinking of the quantities used to characterize the results. A method of separating
initial conditions into regimes of behavior would be useful. The presence of finite time
for feature propagation between layers presently seems the most illustrative property.
5.3 Further Work-Theoretical Improvements
The bond process considered treats locations on the lattice as coordinates and
connections between them as abstraction with no physical extent. If formulated as a
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site percolation, grain and pores could be treated in the same context. This would
necessitate a new theory of transport for grains that may not be diffusive.
The binary separation into mobile soil and stationary bedrock may be inaccurate. While,
there is evidence that most of the action occurs along a soil front [23], there must be
some finite layer over which the reaction actually occurs. It seems that a treatment of
spatially varying conductance would be necessary to address the issue. This also raises
questions about whether a process acting on the fractal, accessible cluster is equivalent
to one acting uniformly on the medium. The boundaries are also a concern. The relation
between surface and volume dimensionalities should be investigated if flow in particular
directions is to be determined.
5.3 Further Work-Numerical Improvements
Improvements to the numerical solution might start with a different choice of mesh.
Non-periodic boundary conditions possibly could be used with a different mesh as
previously mentioned in this documentation [18]. The standard solvers in Mathematica
were used, which, while professionally coded, are general purpose. The problem may
well benefit from a custom-built program. There are methods of error-approximation
for many of these methods and results from these could guide the development of
code.
The parameters employed in equations for landscape evolution would preferably be
predicted rather than experimental. Values of D in a random environment are given in
Hughes [12]. Combining these with some geophysical considerations may be relatively
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simple. Barring that, studies of geological samples must provide these values. Most such
data do not record values directly useful to this approach and parameters must be
inferred. A change in preferred measures on soil samples would be of great benefit.
Perhaps the most practical solution would be to conduct controlled laboratory
experiments on random media without the noise of natural environments. These
complications are, of course, relevant to any practical theory of landscape evolution, but
their absence would allow for careful examination of the model's mathematical
foundations.
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