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Abstract
We extend the theory of Barles Jakobsen [BJ05] for a class of almost monotone schemes to
solve stationary Hamilton Jacobi Bellman equations. We show that the monotonicity of the
schemes can be relaxed still leading to the convergence to the viscosity solution of the equation
even if the discrete problem can only be solved with some error. We give some examples of
such numerical schemes and show that the bounds obtained by the framework developed are
not tight. At last we test the schemes.
Keywords: Hamilton-Jacobi-Bellman equations, stochastic control, numerical methods.
MSC2010: 49L20, 65N12.
Introduction
We are interested in the following HJB equation arising in infinite horizon, discounted, stochastic
control problems
F (x, u,Du,D2u) = 0 in RN , (1)
with
F (x, t, p,X) = sup
α∈A
Lα(x, t, p,X),
Lα(x, t, p,X) = −tr[aα(x)X]− bα(x)p+ cα(x)t− fα(x). (2)
where a, b, c, f are at least continuous functions on RN × A with values in S(N) the space of
symmetric N ×N matrices, RN , R and R respectively. The space of controls A is supposed to be
a compact metric space.
Supposing h is an approximating parameter, we consider an approximation S of F such that the
approximate function uh satisfies:
S(h, x, uh(x), [uh]x) = 0, x ∈ RN , (3)
where S(h, x, r, [t]x) is defined for x ∈ RN , r ∈ R, t a function defined on RN , and [t]x is a function
defined at x from t. This notation was introduced by [BS91] to prove that a scheme S which is
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non decreasing in r and non increasing in [t]x is monotone. When the scheme S is a monotone,
uniformly continuous and a consistent approximation of F and when a discrete bounded solution uh
can be found for (3), then uh converges to the viscosity solution of the problem (1) [BJ02, BJ05].
It is also possible to modify the consistency version proposed by [BS91] and still get a scheme
converging to the viscosity solution for example for some finite element schemes defined in [JS13].
When the scheme is non monotone, some theory exists to get convergent schemes in Sobolev space
[SS16] but breaking monotonicity can lead to non converging schemes as shown in [Obe06], and
[PFV03] gave some examples of non monotone schemes converging toward a false solution.
Methods to solve HJB equations includes Finite Difference methods and Semi Lagrangian methods.
Classical Finite Difference method often can be interpreted as a Markov Chain [KD13] leading to
monotone schemes. When aα is not diagonally dominant, the requirement about monotonicity of
the scheme leads to Finite Difference scheme such as in [BOZ04] using ideas independently devel-
oped in [Kry05]. As an alternative to Finite Difference schemes, Semi Lagrangian schemes of low
order based on the original work in [Men89] have been developed in [CF95, BJ02].
Monotonicity of the schemes is desirable because a convenient framework is available. Nevertheless,
it is to notice that some high order non monotone schemes have been developed and proved conver-
gent for some first order Hamilton-Jacobi equations for examples in [AA00, LS95] or in [Lep00] using
spectral methods on a periodic domain. In the case of first order Hamilton-Jacobi-Bellman equa-
tion, some non monotone explicit schemes were developed because of the inefficiency of monotone
scheme for discontinuous initial data and proved to be convergent in [BMZ10].
In this paper we will relax too the constraint on the monotonicity of the scheme such that it can
converge to the right solution. We will suppose that this scheme is a perturbation of a monotone
scheme Sˆ and we have in mind the schemes based on interpolation method (Semi Lagrangian
scheme or Finite Difference scheme with carefully chosen directions). This idea is not new : [BS91]
already have emphasized the fact that monotonicity could be relaxed. As for Finite Difference
schemes, for first order Hamilton-Jacobi, following the ideas in [Abg09, FO13], some potentially
high order scheme dubbed filtered schemes have been developed in [OS15, BFS16] by blending
two schemes: one of high order potentially instable and one monotone of low order that will be
used near singularity of the solution. Some filtered schemes have been also used for second order
HJB equations for example in [BPR16]. As for Semi Lagrangian, results for high order schemes
interpolators are given by the Italian School for first order Hamilton-Jacobi in [FF13]. The interest
in nearly monotone scheme is driven by the fact that monotone scheme such as Semi-Lagrangian
schemes with linear interpolators are converging numerically very slowly. Then it seems natural to
try to use schemes that are potentially fast convergent (with potentially a high order of consistency)
while being sure that they converge towards the true solution even if we cannot prove a higher rate
of convergence than in the monotone case. Our goal is to develop a framework that could be used
to develop new schemes and easily prove that they are convergent.
Specifically we treat the second order Hamilton Jacobi Bellman stationary problem with nearly
monotone schemes. Because in some case the resolution of (3) can be impossible we will try to
relax the equality requirement and only assume we can find a function uh such that on a given grid
X that may depend on h
|S(h, x, uh(x), [uh]x)| ≤ ǫ(h), x ∈ X, (4)
where ǫ(h) is a continuous function of h with ǫ(0) = 0.
If existing, the solution of such a scheme is not unique, so we consider a constructed sequence
of solution uh of (4) and get bounds proving the convergence of uh towards the right solution.
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This work is motivated by the previous work by the author [War16] : some almost monotone
Semi Lagrangian schemes with high order interpolation and truncation were developed in the
time dependent case. It was proven that such schemes could be used to estimate the solution of
time dependent Hamilton-Jacobi-Bellman equations. A numerical study was achieved comparing
different types of Lagrange interpolators, Bernstein approximations, and Cubic spline interpolators.
The conclusion was that Gauss Lobatto Legendre (GLL) interpolators were the most interesting
given the accuracy obtained compared to the CPU time used.
In the stationary case classical techniques involving fixed point iteration scheme cannot be used to
proved existence of a solution of the discretized problem: it leads to the idea of relaxation given by
equation (4) and to the development of a general framework.
In a second part of the article, we detail the semi-lagrangian schemes proposed by [War16] and
show that they can be cast into this framework so that some convergence properties can be derived.
In the present article, we only focus on GLL interpolators to study the stationary Hamilton-Jacobi-
Bellman equations in our framework. Using a direct estimation, we besides prove that the result
obtained by the framework is not optimal. In fact, with the direct estimation, we get back the
convergence result in O(h
1
4 ) previously obtained in [CF95, BJ02].
We then develop a Finite Difference approach with interpolation. In order to use the developed
framework, we have to suppose that the diffusion coefficient is independent of the space. Once
again the method can be cast in the framework developed and the convergence rate obtained is
not optimal. The best rate we found is in O(h
1
2 ) which is the rate found in [BJ02] with the same
assumptions. As for the general case where the diffusion depends on the space, the same rate of
convergence is reached using the Bonnans and al. [BOZ04] or Krylov [Kry05] discretization as
shown in [Kry05].
In the sequel the constant C may vary between lines.
1 Main result
We define the norm denoted || as follows: for any integer m ≥ 1 and z = (zi)i ∈ Rm, we set
|z|2 =∑mi=1 z2i . For a matrix M ∈ Rn1× n2 , |M |2 = tr[M tM ] with M t the transpose of M .
If f : RN −→ RM we define the semi-norms:
|f |0 = sup
x∈RN
|f(x)|, [f ]1 = sup
x, y ∈ RN
x 6= y
|f(x)− f(y)|
|x− y| ,
and
|f |1 = |f |0 + [f ]1.
C0,1(RN ) stands for the set of functions f : Rn −→ R with finite norm |f |1, Cb(RN ) the set with
finite norm |f |0. In the sequel we make the following classical assumptions
Assumption (A1). For any α ∈ A, aα = 12σασαt for some N ×P matrix σα. Furthermore, there
exists λ, K independent of α such that:
cα ≥ λ > 0, and |σα|1 + |bα|1 + |fα|1 ≤ K. (5)
Assumption (A2). The constant λ in (A1) satisfies λ > supα
1
2 [σ
α]21 + [b
α]1.
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We just recall the well-posedness and regularity result given in [BJ02] with demonstrations in
the references therein.
Proposition 1.1. Assume (A1): There exists a unique viscosity u solution of (1) in Cb(R
N ). If
w1 and w2 are in Cb(R
N ) and are sub- and supersolution of (1) respectively, then w1 ≤ w2 in RN .
Assume (A1), (A2): There exists a unique bounded viscosity u solution of (1) in C0,1(RN ).
Remark 1.2. Assumptions (A1) can be given for more general Ho¨lder spaces, and regularity of
the solution is then given in [BJ05].
Here we add some new definitions that will be helpful in the sequel. First we introduce the
notion of ǫ monotone scheme stating that the scheme S is “nearly” monotone
Definition 1.3. An ǫ(p,K) monotone scheme S is a scheme such that there exists λ¯ satisfying:
• for every h > 0, x ∈ RN , r ∈ R, for every function w ∈ C0,1(RN ) , v ∈ Cb(RN ) such that
v ≥ w:
S(h, x, r, [v]x) ≤ S(h, x, r, [w]x) +K|w|1hp, (6)
• for every h > 0, x ∈ RN , r ∈ R, for every function w ∈ Cb(RN ) , v ∈ C0,1(RN ) such that
v ≥ w:
S(h, x, r, [v]x) ≤ S(h, x, r, [w]x) +K|v|1hp, (7)
• for every h > 0, x ∈ RN , r ∈ R, m ≥ 0, for every function u ∈ Cb(RN ):
S(h, x, r +m, [u+m]x) ≥ S(h, x, r, [u]x) + λ¯m. (8)
Because it is sometimes difficult or impossible to prove that a discrete scheme has a solution,
we relax the notion of solution as we did in (4):
Definition 1.4. Relaxing the notion of solution, subsolution and supersolution we introduce:
• An ǫ(c) solution u of scheme S is a continuous function which satisfies:
|S(h, x, u(x), [u]x)| < c.
• An ǫ(c) subsolution (supersolution) u of scheme S is a continuous function which
satisfies:
S(h, x, u(x), [u]x) < c (S(h, x, u(x), [u]x) > −c).
On the scheme we make the following assumptions:
Assumption (S1). The scheme S is ǫ(p,K) monotone.
Assumption (S2). (Regularity of S scheme) For every h > 0 and φ ∈ Cb(RN ), x −→ S(h, x, φ(x), [φ]x)
is bounded and continuous in RN and the function r −→ S(h, x, r, [φ]x) is uniformly continuous
for bounded r, uniformly in x ∈ RN .
4
Assumption (S3). (Consistency) There exists a set of strictly positive integers (ki)i=1,m, and a
constant K such that for every h ≥ 0, x ∈ RN and a smooth function φ
|F (x, φ(x),Dφ(x),D2φ)− S(h, x, φ(x), [φ]x)| ≤ K
m∑
i=1
hki |Diφ|0.
We add an assumption on the existence of a solution of the discretized scheme with sufficient
regularity which has to be checked for each scheme:
Assumption (S4). We suppose there exists C and r independent of h such that for each h we can
find an ǫ(Chr) solution uh of scheme S.
Remark 1.5. Assumptions (S2) and (S3) are classical. Assumption (S1) is a relaxation of the
constraint on the monotonicity of the scheme.
Remark 1.6. Related to assumption (S4), [BFF+15] studied the case where some non monotone
schemes were solved within some margin error.
An ǫ monotone scheme doesn’t ensure the existence of a discrete comparison result but we give
here a relaxation of this result:
Lemma 1.7. Assume (S1). Let v ∈ Cb(RN ) and u ∈ C0,1(RN ). If u is a subsolution of (4) and v
is an ǫ(C) supersolution of (4) then
u ≤ v + 1
λ¯
(Khp|u|1 + C).
Proof. Mimicking Lemma 2.3 in [BJ02], we assume m := supRN (u − v) > 1λ¯(Khp|u|1 + C). Let
{xn}n be a sequence such that u(xn)−v(xn) := δn −→ m. For n large enough, δn > 1λ¯(Khp|u|1+C).
Using the subsolution definition, assumption (S1) :
0 ≥ S(h, xn, u(xn), [u]xn)− S(h, xn, v(xn), [v]xn)− C,
0 ≥ S(h, xn, v(xn) + δn, [v +m]xn)− S(h, xn, v(xn), [v]xn)−Khp|u|1,0 − C,
0 ≥ λ¯δn + w(m− δn)−Khp|u|1 − C,
where w(t) −→ 0 when t+ −→ 0 by assumption (S2). Letting n −→∞, we get
m ≤ 1
λ¯
(Khp|u|1 + C) ,
which gives the contradiction.
We now give the lower and upper bound for the error given by the scheme. The lower bound
will be given by the classical Krylov method of shaking coefficients [Kry00], while the upper bound
will be given by the use of a switching system as in [BJ05, EF79] that gives a supersolution of the
problem. To use the theory developed in [BJ05], we need to add one last assumption:
Assumption (A3). For every δ > 0, there are Q ∈N and {αi}Qi=1 ⊂ A, such that for any α ∈ A
inf
1≤i≤Q
(|σα − σαi |0 + |bα − bαi |0 + |cα − cαi |0 + |fα − fαi |0) < δ.
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We introduce the following switching system:
F ǫi (x, v
ǫ,Dvǫi ,D2vǫi ) = 0 in RN , i ∈ I := {1, .., Q}, (9)
where vǫ = (vǫ1, ..., v
ǫ
Q),
F ǫi (x, r, p,X) = max
{
min
|e|≤ǫ
Lαi(x+ e, ri, p,X); ri −Mir
}
,
and Lα given by (2),
Mir = min
j 6=i
{rj + k} . (10)
We give two lemmas proved in [BJ05]:
Lemma 1.8. Assume (A1) and (A2).
• There exists a unique solution vǫ of (9) satisfying |vǫ|1 ≤ C where C depends only on λ, K
from (A1).
• Assume in addition (A3), then for any δ > 0, there are Q ∈ N and {αi}Qi=1 ⊂ A such that
the solution vǫ of (9) satisfies
max
i
|u− vǫi |0 ≤ C(ǫ+ k
1
3 + δ),
where C depends on λ, K from (A1).
A function u can be regularized by
ρǫ ∗ u(x) :=
∫
RN
u(x− e)ρǫ(e)de,
(11)
where ρǫ is the mollifier sequence such that
ρǫ(x) =
1
ǫN
ρ(
x
ǫ
) where ρ ∈ C∞(RN ),
∫
RN
ρ = 1, and supp(ρ) = B¯(0, 1).
Lemma 1.9. Assume (A1) and (A2) and define vǫ,i := ρǫ ∗ vǫi for i ∈ I.
• There is a constant C depending only on λ, K from (A1), such that
|vǫ,j − vǫi |0 ≤ C(k + ǫ) for i, j ∈ I.
• Assume in addition that ǫ ≤ (4 supi[vǫi ]1)−1k. For every x ∈ RN , if j := argmini∈Ivǫ,i(x),
then
Lαj (x, vǫ,j(x),Dvǫ,j(x),D2vǫ,j(x)) ≥ 0. (12)
We can now give the main result of the paper using the two previous lemmas for an upper
bound of the ǫ solution.
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Theorem 1.10. Assume (A1), (A2), (S1), (S2), (S3), and (S4). We have the following bounds
for uh a sequence of ǫ(C˜h
r) solutions:
u− uh ≤ Cˆ(hmin(p,r) + h
min
i=1,m
ki
i
),
where Cˆ depends on C˜.
Besides assume (A3) then there exists Cˆ depending on C˜ such that :
uh − u ≤ Cˆ(hmin(p,r) + h
min
i=1,m
ki
3i−2
).
Proof. For the lower bound, we follow the Krylov demonstration [Kry00] as done in [BJ02]. First
we introduce the solution uǫ
max
|e|≤ǫ
[F (x+ e, uǫ,Duǫ,D2uǫ)] = 0 in RN .
The existence a solution uǫ in C0,1(RN ) satisfying |uǫ| ≤ C and |uǫ − u|0 ≤ Cǫ is given by Lemma
2.6 in [BJ02]. Noting that for each e ≤ ǫ, uǫ(.−e) satisfies for each function φ = ψ(.−e) ∈ C2(RN )
and each y where uǫ(y − e)− φ(y) is maximal
F (y, uǫ(y − e),Dφ(y),D2φ(y)) =F (y, uǫ(y − e),Dψ(y − e),D2ψ(y − e)),
≤ sup
|e|≤ǫ
F (y, uǫ(y − e),Dψ(y − e),D2ψ(y − e)),
≤0,
so uǫ(.− e) is a subsolution of (1).
Then uǫ(.− e) is regularized by
uǫ(x) :=
∫
RN
uǫ(x− e)ρǫ(e)de.
The regularized function uǫ is a subsolution of problem (1) as given by Lemma 2.7 in [BJ02]. First
use the relation for m > 0,
F (x, t+m, p,X) ≥ F (x, t, p,X) + λm,
and the consistency property (S3) to get
F (y, uǫ(y),Duǫ(y),D2uǫ(y)) ≥F (y, uǫ(y)− K
λ
m∑
i=1
hki |Diuǫ|0,Duǫ(y),D2uǫ(y))+
K
m∑
i=1
hki |Diuǫ|0,
≥S(h, y, uǫ(y)− K
λ
m∑
i=1
hki |Diuǫ|0, [uǫ − K
λ
m∑
i=1
hki |Diuǫ|0]y).
Then uǫ− Kλ
∑m
i=1 |Diuǫ|0 is a subsolution of equation (4). Using lemma 1.7, and assumption (S4),
we get that there exists C such that
uǫ − uh ≤ C(|uǫ|1hp +
m∑
i=1
|Diuǫ|0hki + hr),
≤ C(hmin(p,r) +
m∑
i=1
ǫ1−ihki).
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In the last line we have used that because uǫ is bounded uniformly in C0,1(RN ), uǫ is regular and
|Dnuǫ|0 ≤ Cǫ1−n for n ≥ 1.
At last using the mollifier properties, the uniform boundedness of uǫ in C0,1 gives us that |uǫ−uǫ| ≤
Cǫ. Besides |uǫ − u|0 ≤ Cǫ (Lemma 2.6 in [BJ02]) so there exists Cˆ depending on C˜ such that
u− uh ≤ |u− uǫ|0 + |uǫ − uǫ|0 + uǫ − uh,
≤ C(hmin(p,r) +
m∑
i=1
ǫ1−ihki + ǫ).
Choosing ǫ = h
min
i=1,m
ki
i
we get the lower bound in the theorem.
For the upper bound we follow the Barles Jakobsen demonstration that we shorten except for points
different from the initial proof. We fix a δ > 0, and pick up the corresponding {αi}i∈I according
to (A3). The corresponding solution vǫ of (9) exists according to lemma 1.8 and is regularized as
in lemma 1.9. We note
m := sup
y∈RN
{uh(y)− w(y)},
where w := mini∈I vǫ,i. We approximate m by
mκ := sup
y∈RN
{uh(y)−w(y) − κφ(y)}, (13)
where φ(y) = (1 + |y|2) 12 . Because of the boundedness and continuity of uh and w, the maximum
is attained at a point x. Because of the definition of x,
mκ := sup
y∈RN
{uh(y)− vǫ,i(y)− κφ(y)},
where i = argmini∈Ivǫ,i(x).
Taking ǫ = (4 supi[v
ǫ
i ]1)
−1k, from lemma 1.9, the definition of φ and (A1) we get
sup
α∈A
Lα(x, (vǫ,i + κφ)(x),D(vǫ,i + κφ)(x),D2(vǫ,i + κφ)(x)) ≥ −Cκ.
Then using (S3):
−Cκ ≤ S(h, (vǫ,i + κφ)(x), [vǫ,i + κφ]x) +K
m∑
j=1
hkj |Dj(vǫ,i + κφ)|0.
Using the properties of the mollified vǫ,i, and the definition of φ :
−K
m∑
j=1
hkj ǫ1−j +O(κ) ≤ S(h, (vǫ,i + κφ)(x), [vǫ,i + κφ]x). (14)
Then we use the ǫ monotony property (8), the definition of mκ, the fact that vǫ,i is bounded
uniformly by the properties of mollifiers and lemma 1.8 to get
S(h, (vǫ,i + κφ)(x), [vǫ,i + κφ]x) ≤ S(h, uh(x)−mκ, [uh −mκ]x) +Khp|vǫ,i + κφ|1,
≤ −λmκ + S(h, uh(x), [uh]x) +Chp(1 + κ),
≤ C˜(1 + κ)hmin(r,p) − λmκ. (15)
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Using (14) and (15) we get
λmκ ≤ C˜(1 + κ)hmin(r,p) +K
m∑
j=1
hkj ǫ1−j +O(κ).
An estimate of m is obtained by letting κ goes to 0. Then for any y ∈ RN ,
uh(y)− u(y) ≤ uh(y)− vǫ,i(y) + vǫ,i(y)− u(y),
≤ m+ vǫ,i(y)− u(y).
Using the lemma 1.8 and 1.9 we get
uh(y)− u(y) ≤ Cˆ(hmin(r,p) +
m∑
i=1
hkiǫ1−i + ǫ+ k + k
1
3 + δ),
with Cˆ depending on C˜ and uniform in y. The conclusion is obtained by taking ǫ = h
min
i=1,m
3ki
3i−2
,
remembering that k = ǫ supi[v
ǫ
i ]1 and letting δ going to 0.
2 Some numerical schemes
In this section we take the notations and we will follow arguments similar to [BJ02, BJ05]. We
give the notations used for the discretization and interpolation used by the scheme. A thorough
study of interpolation method for time dependent HJB equation can be found in [War16]. All the
schemes defined in [War16] can be used : it includes truncated Lagrangian interpolators, classical
cubic spline truncated interpolators, the monotone cubic spline first defined in [DJ13]. In the sequel
we focus on the truncated GLL interpolators which are the most effective according to [War16].
A spatial discretization ∆x of the problem being given, in the sequel a mesh Xˆi¯ corresponds
to the hyper-cube [i1∆x, (i1 + 1)∆x] × ... × [iN∆x, (iN + 1)∆x] with i¯ = (i1, ..., iN ) ∈ ZN . For
GLL quadrature grid (ξi)i=1,...,M+1 ∈ [−1, 1], with ξ1 = −1, ξM+1 = 1, and for a mesh i¯, the point
yi¯,j˜ with j˜ = (j1, ..., jN ) ∈ [1,M + 1]N will have the coordinate (∆x(i1 + 0.5(1 + ξj1)), ...,∆x(iN +
0.5(1 + ξjN )). We denote X∆x,M := (yi¯,j˜ )¯i,j˜ the set of all the grids points on the whole domain.
We notice that each mesh Xˆi¯ has a constant volume ∆x
N , so we have the following relation for all
x ∈ RN :
min
i¯,j˜
|x− yi¯,j˜| ≤ C∆x. (16)
We introduce I∆x,M the Lagrange interpolator associated to the GLL quadrature. We recall that in
one dimension, the GLL Lagrange interpolator IM on [−1, 1] is given by (see for example [QSS10]):
IM (f) =
M∑
k=0
f˜kLk(x),
f˜k =
1
γk
M∑
i=0
ρif(ηi)Lk(ηi),
γk =
M∑
i=0
Lk(ηi)
2ρi,
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where the functions LN satisfy the recurrence
(N + 1)LN+1(x) = (2N + 1)xLN (x)−NLN−1(x),
L0 = 1, L1 = x,
η1 = −1, ηM+1 = 1, the ηi (i = 2, ...,M) are the zeros of L′M and the eigenvalues of the matrix P
P =


0 γ1 ... 0 0
γ1 0 ... 0 0
... ... ... ... ...
0 0 ... 0 γM−2
0 0 ... γM−2 0

 ,
γn =
1
2
√
n(n+ 2)
(n+ 12)(n+
3
2)
, 1 ≤ n ≤M − 2,
and the weights satisfies
ρi =
2.
(M + 1)ML2M (ηi)
, 1 ≤ i ≤M + 1.
The interpolator I∆x,M on a mesh Xˆi¯ is obtained by first rescaling IM and by tensorization.
On a mesh Xˆi¯, we note vi¯ = min
j˜
v(yi¯,j˜), v¯i¯ = max
j˜
v(yi¯,j˜). We introduce the following truncated
operator:
Iˆ∆x,M(v) = vi¯ ∨ I∆x,M(v) ∧ v¯i¯,
where ∧ denotes the minimum and ∨ the maximum.
We first give some properties associated to the truncated interpolation operator.
Lemma 2.1. The interpolator Iˆ∆x,M satisfies
(Iˆ∆x,Mf)(x) =
∑
j˜
(wi¯,j˜(f))(x)f(yi¯,j˜)
∑
j˜
(wh
i¯,j˜
(f))(x) = 1,
and the positive weights wh
i¯,j˜
(f) are functions of f .
Proof. Because of the truncation for each point x of a mesh Xˆi¯, we have
(Iˆ∆x,M(f)(x) = w
h
i¯
(f)(x)f
i¯
+ w¯h
i¯
(f)(x)f¯i¯.
where the weights are defined as follows:
If f
i¯
≤ Iˆ∆x,M(f)(x) ≤ f¯i¯ then
whi¯ (f)(x) =
Iˆ∆x,M(f)(x)− f¯i¯
f
i¯
− f¯i¯
,
w¯h
i¯
(f)(x) = 1− wh
i¯
(f)(x),
(17)
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If f
i¯
> Iˆ∆x,M(f)(x),
w¯hi¯ (f)(x) = 0,
whi¯ (f)(x) = 1.
Otherwise
wh
i¯
(f)(x) = 0,
w¯hi¯ (f)(x) = 1.
The weights associated to non extremal points are taken equal to 0.
Then we add a result for the interpolation error :
Lemma 2.2. • For each K-Lipschitz bounded function f :
|Iˆ∆x,M(f)− f |0 ≤ K(∆x).
• Suppose M ≥ 2 , for each f R value function defined on RN and twice differentiable , there
exists C such that:
|Iˆ∆x,M(f)− f |0 ≤ C∆x2|D2f |0.
• For m ∈ RN ,
Iˆ∆x,M(f +m)(x) = Iˆ∆x,M(f) +m.
Proof. First because of the truncation, continuity of Iˆ∆x,M (f), for each x ∈ RN , x ∈ Xˆi¯, there
exists x˜ ∈ Xˆi¯ such that Iˆ∆x,M(f)(x) = f(x˜). We then use the Lipschitz property of f and (16) to
get the result.
When no truncation is achieved, we have a rate of convergence in O(∆xM+1). When the truncation
is achieved, for example Iˆ∆x,M(f)(x) = f¯i¯, then
I∆x,1 ≤ Iˆ∆x,M(f)(x) ≤ I∆x,M(f)(x),
where I∆x,1 correspond to the linear interpolator and then
|Iˆ∆x,M (f)(x)− f(x)| ≤ max(|I∆x,M (f)(x)− f(x)|, |I∆x,1(f)(x)− f(x)|),
so the rate of convergence remains at least equal to 2.
The third point is easily check by noticing that I∆x,M is a Lagrange interpolator so linear, that
I∆x,M(m) = m and that the truncation operator tr satisfies tr(f +m) = tr(f) +m.
Remark 2.3. Some effective interpolation methods such as ENO, WENO can be used for inter-
polation [JP00, OS91, Shu07] while solving Hamilton Jacobi equations but they are not proved
convergent. We will show that the previously defined interpolator ensures convergence for Semi
Lagrangian schemes and for some Finite Difference schemes but at a rate not better than linear
interpolator. The interest of such interpolators will by checked numerically on some examples in
the last section. Besides, they are easy to implement independently of the dimension of the problem.
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2.1 A Camilli Falcone style scheme
The first scheme we study is a modification of the scheme of Camilli and Falcone [CF95] where the
linear interpolator I∆x,1 is replaced by a potentially high order interpolator Iˆ∆x,M with M > 1. We
begin by defining the monotone operator [BJ02, CF95] Sˆ which is the Lagrangian scheme without
interpolation. First for any bounded continuous function φ, x, y, z ∈ RN , we set
Sˆ(h, y, t, φx) = sup
α∈A
{
−1
h
(G(h, α, y, φx)− t) + cα(y)t− fα(y)
}
,
G(h, α, y, φx) =
1− hcα(y)
2P
P∑
i=1
(
φ(x+ hbα(y) +
√
hPσαi (y)) + φ(x+ hb
α(y)−
√
hPσαi (y))
)
,
where σαi is the i-th column of σ.
The semi discretized scheme S is defined as follows for y a quadrature point.
S(h, y, t, [φ]x) = Sˆ(h, y, t, (Iˆ∆x,Mφ)x).
So the discretized problem leads to find U function on X∆x,M such that
|Sˆ(h, y, U(y), (Iˆ∆x,MU)y)| ≤ ǫ(h,∆x), for y ∈ X∆x,M . (18)
We first recall some results on the solution associated to the semi discretized scheme that can be
found in [CF95, BJ02]
Proposition 2.4. Assume that (A1), (A2) hold. Then there exists a unique bounded function vh
uniformly in C0,1(RN ) satisfying
Sˆ(h, x, vh(x), (vh)x) = 0 for x ∈ RN . (19)
We next prove that the scheme S satisfies the first assumptions of the article :
Proposition 2.5. Assume (A1) hold and that ∆x = hq. Then the scheme (18) satisfies assump-
tions (S1), (S2), (S3) with k2 = min(2q − 1, 1), k4 = 1 , p = q − 1.
Proof. First assumption (S2) follows easily from (A1). (S3) follows easily using lemma 2.2: for v
regular the consistency error is bounded by
ǫ(h,∆x) = C(h|D4v|0 + h|D2v|0 + ∆x2h |D2v|0). (20)
Using (A1), and lemma 2.2, for m > 0 :
G(h, α, y, (Iˆ∆x,M (φ+m))x) = G(h, α, y, (Iˆ∆x,M (φ))x) + (1− hcα(x))m,
so
S(h, y, t+m, [I∆x,M (φ+m)]x) ≥ S(h, y, t, [I∆x,M (φ)]x) + 2λm,
and property (8) is checked.
Suppose v ∈ Cb(RN ) , w ∈ C0,1(RN ), v ≥ w. If x ∈ Xˆi¯ is such that Iˆ∆x,M(v)(x) ≤ Iˆ∆x,M(w)(x)
let’s introduce v(x
i¯,l˜
) = minj˜ v(xi¯,j˜). It satisfies v(xi¯,l˜) ≤ Iˆ∆x,M(v)(x) so using lemma 2.2
Iˆ∆x,M(v)(x) − Iˆ∆x,M(w)(x) ≥ v(xi¯,l˜)− Iˆ∆x,M(w)(x),
≥ v(x
i¯,l˜
)− w(x
i¯,l˜
)− |w|1∆x
√
N,≥ −|w|1∆x
√
N.
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So for all x ∈ RN
Iˆ∆x,M(v)(x) ≥ Iˆ∆x,M(w)(x) − |w|1∆x
√
N, (21)
and
G(h, α, y, (Iˆ∆x,M (v))x) ≥ G(h, α, y, (Iˆ∆x,M (w))x)− (1 + h|cα(y)|0)|w|1∆x
√
N.
So
S(h, y, t, [Iˆ∆x,M (v)]x) ≤ S(h, y, t, [Iˆ∆x,M (w)]x) + (1 + h|cα(y)|0)|w|1
√
N∆x
h
.
Similarly if v ∈ C0,1(RN ) , w ∈ Cb(RN ), v ≥ w, noting w(xi¯,l˜) = maxj¯ v(xi¯,j˜), and using lemma
2.2
Iˆ∆x,M(v)(x) − Iˆ∆x,M(w)(x) ≥ Iˆ∆x,M (v)(x)− w(xi¯,l˜),
≥ v(xi¯,l˜)− w(xi¯,l˜)− |v|1∆x
√
N ≥ −|v|1∆x
√
N,
so
Iˆ∆x,M(v)(x) ≥ Iˆ∆x,M(w)(x) − |v|1∆x
√
N, (22)
and
S(h, y, t, [Iˆ∆x,M (v)]x) ≤ S(h, y, t, [Iˆ∆x,M (w)]x) + (1 + h|cα(y)|0)|v|1
√
N∆x
h
,
so that the (6) and (7) properties are checked.
We need to prove that we can construct an approximate solution of the discretized problem.
We introduce the operator T defined for U a function on X∆x,M :
(Th,∆xU)(x) = inf
α∈A
{(1− hcα(x))(Π∆x,h(U))(x) + hfα(x)} for x ∈ X∆x,M ,
where the operator Π∆x,h is
(Π∆x,hU)(x) =
1
2P
2P∑
i=1
(
(Iˆ∆x,MU)(x+ hb
α(x) +
√
Phσαi (x)) + (Iˆ∆x,MU)(x+ hb
α(x)−
√
Phσαi (x))
)
.
We then recursively define T sh,∆x for s ∈ N and s ≥ 2 by
(T sh,∆xU)(x) = (Th,∆x(T
s−1
h,∆xU))(x). (23)
Proposition 2.6. Assume (A1), (A2) hold. Suppose that ∆x = hq with q > 2. There exists s ∈ N
depending on h and C independent of h such that uh = Iˆ∆x,M(T
s
h,∆x0) is an ǫ(Ch
q−2) solution of
scheme S.
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Proof. Note vh the unique solution given of scheme (19).
For x ∈ X∆x,M , U a function on X∆x,M , using | inf A− inf B| ≤ sup |A−B|
|(Th,∆xU)(x)− vh(x)| ≤(1− λh)
2P∑
i=1
(
sup
α∈A
|(Iˆ∆x,MU)(x+ hbα(x) +
√
hPσαi (x))−
vh(x+ hb
α(x) +
√
hPσαi (x))|
+|(Iˆ∆x,MU)(x+ hbα(x)−
√
hPσαi (x))− vh(x+ hbα(x) +
√
hPσαi (x))|
)
,
(24)
then notice that for x ∈ Xˆi¯
|Iˆ∆x,M (U)(x)− vh(x)| = |
∑
j˜
wi¯,j˜(U)(x)(U(xi¯,j˜)− vh(x))|,
≤
∑
j,l
wi¯,j˜(U)(x)|U(xi¯,j˜)− vh(x)|,
≤ sup
j˜
|U(xi¯,j˜)− vh(x)|,
≤ sup
j˜
|U(xi¯,j˜)− vh(xi¯,j˜)|+∆x
√
N |vh|1,
≤ |U − vh|0 + C∆x, (25)
where we have use the uniform boundedness of vh in C
0,1(RN ) . Gathering (24) and (25) we get
|(Th,∆xU)(x)− vh(x)| ≤ (1− λh)(|U − vh|0 + C∆x).
Iterating we find that
|(T kh,∆x0)(x) − vh(x)| ≤ (1− λh)k|vh|0 + C
∆x
h
. (26)
Taking k = min(i ∈ N such that i ≥ (q−1)log(h)
log(1−λh) ) , using the fact that ∆x = h
q, we get that
|(T kh,∆x0)(x) − vh(x)| ≤ Chq−1. (27)
Let’s prove that uh = Iˆ∆x,N (T
k
h,∆x0) is an ǫ(h
q−2) solution of the scheme S .
As in (25)
|Iˆ∆x,M(T kh,∆x0)(x)− vh(x)| ≤ |T kh,∆x0− vh|0 +C∆x,
≤ Chq−1,
where we have used (27), so
|uh(x)− vh(x)| ≤ Chq−1. (28)
Then using (A1), the fact that uh = Iˆh,∆xuh, and (28)
|S(h, x, uh(x), [uh]x)| = |Sˆ(h, x, uh(x), (uh)x)− Sˆ(h, x, vh(x), (vh)x)|,
≤ sup
α∈A
|1
h
[(G(h, α, x, (uh)x)− uh(x))− (G(h, α, x, (vh)x)− vh(x))]|,
≤ chq−2.
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Proposition 2.7. Assume (A1), (A2), (A3) hold. Suppose uh has being constructed as in propo-
sition 2.6, the previous developed framework gives us that we can find q such that
|u− uh| < Ch
1
10 .
Proposition 2.8. Assume (A1), (A2) hold. Taking q ≥ 54 , uh being constructed as in proposition
2.6, we have
|u− uh| < Ch
1
4 .
Proof. Because we have a bound on |vh − u|0 in O(h
1
4 ) (see [BJ02]), a direct use of (28) shows
|u− uh| ≤ |u− vh|0 + |vh − uh|0,
≤ c(h 14 + hq−1),
(29)
giving the result.
Remark 2.9. Propositions 2.7 and 2.8 are generalization of the results of theorem 5.1 and 6.1 in
[DJ14] in the almost monotone case.
Remark 2.10. The bound given by the framework is not tight because we introduced a switching
system in our approach and not in the latter proposition.
2.2 Finite Difference scheme
In this part we suppose that aα is independent of x. The matrix aα can be written PαDα(Pα)t
where Pα is a unitary matrix with i-th columns ξαi and D
α is a diagonal Dαi,j = δi,jd
α
i ≥ 0. We note
(bα)+(x) the vector such that (bα)+i (x) = max(0, b
αi(x)) and (bα)−i (x) = max(0,−bαi(x)). The
operator Lα can be discretized for a regular function u using two parameters h and hˆ by
Lα(x, u,Du,D2u) ≃
N∑
i=1
dαi
2
2u(x)− u(x− hξαi )− u(x+ hξαi )
h2
−
N∑
i=1
(bα)+i (x)
u(x+ hˆei)− u(x)
hˆ
+
N∑
i=1
(bα)−i (x)
u(x)− u(x− hˆei)
hˆ
+cα(x)u(x) − f(x),
where (ei)i=1,N is the canonical basis in R
N . We suppose that the equation has been normalized
such that
sup
α
∑
i
dαi + |bαi (x)| ≤ 1.
This is always possible because of (A1) and noting that
∑
i d
α
i = tr[a
α].
For z ∈ Qα = {0, {ξαi }i=1,N , {ei}i=1,N} we define the transition probability (see [KD13]) for h
2
hˆ
≤ 1
pα(x, x) = 1−∑i {dαi + |bαi (x)|h2hˆ
}
,
pα(x, x± hˆei) = (bα)±i (x)h
2
hˆ
,
pα(x, x± hξαi ) = d
α
i
2 .
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For any bounded continuous function φ, x, y, z ∈ RN , we define the operator Sˆ
Sˆ(h, y, t, φx) = sup
α∈A
{
− 1
h2
[∑
z∈Qα
pα(y, y + z)φ(x+ z)− t
]
+ cα(y)t− fα(y)
}
.
First we are interested in getting a solution vh of
Sˆ(h, x, vh(x), (vh)x) = 0, x ∈ RN , (30)
in C0,1(RN ) and get a convergence bound of |u− vh|.
We introduce another assumption stronger than assumption (A2):
Assumption (A4). The constant λ in (A1) satisfies λ > max
(
supα
1
2 [σ
α]21 + [b
α]1, 2
√
N supα [b
α]1
)
.
By using [BJ02] we get the following proposition
Proposition 2.11. Under assumptions (A1), (A4) the operator Sˆ is monotone, consistent, and
there exists a unique solution vh bounded uniformly in C
0,1(RN ) of equation (30) and u solution of
(1) satisfies
|u− vh| ≤ Ch
1
2 . (31)
Remark 2.12. We imposed that the aα is independent of x to get a solution vh in C
0,1 which
is necessary for us in order to satisfy (S1). Without this assumption we can’t prove that vh is in
C0,1: only L∞ bounds on the error are available (see [BJ05]). As an alternative it would have been
possible to use Bonnans and al. [BOZ04] or Krylov [Kry05] discretization with Krylov [Kry05]
convergence results with bounds for vh in C
0,1(RN ).
We introduce the operator
S(h, y, t, [φ]x) = Sˆ(h, y, t, (Iˆ∆x,Mφ)x). (32)
We give the convergence results obtained with the Finite Difference scheme :
Proposition 2.13. Assume (A1) hold and that ∆x = hq, hˆ = h. Then the scheme (32) satisfies
assumptions (S1), (S2), (S3) with k2 = min(1, 2q − 2), k4 = 2 , p = q − 2
Proof. First assumption (S2) follows easily from (A1). (S3) follows easily using lemma 2.2: for v
regular the consistency error is bounded by
ǫ(h,∆x) = C(h2|D4v|0 + hˆ|D2v|0 +∆x2( 1h2 + 1hˆ)|D
2v|0). (33)
Using the fact that
∑
z∈Qα p
α(y, y + z) = 1 with positive weights,
S(h, y, t+m, [I∆x,M (φ+m)]x) = S(h, y, t, [I∆x,M (φ)]x),
and property (8) is checked.
Suppose v ∈ Cb(RN ) , w ∈ C0,1(RN ), v ≥ w, using estimate (21), the fact that
∑
z∈Qα p
α(y, y+z) =
1 with positive weights,
S(h, y, t, [Iˆ∆x,M (v)]x) ≤ S(h, y, t, [Iˆ∆x,M (w)]x) + |w|1
√
N∆x
h2
.
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Similarly if v ∈ C0,1(RN ) , w ∈ Cb(RN ), v ≥ w using estimate (22),
S(h, y, t, [Iˆ∆x,M (v)]x) ≤ S(h, y, t, [Iˆ∆x,M (w)]x) + |v|1
√
N∆x
h2
,
so that the (6) and (7) properties are checked.
We then have to check that we can find an ǫ solution uh satisfying (4). We introduce the
operator defined for U a function on X∆x,M : for x ∈ X∆x,M
(Th,∆xU)(x) = inf
α∈A
{
1
1 + h2cα(x)
∑
z∈Q
pα(x, x+ z)Iˆ∆x,M(U)(x + z) + h
2fα(x)
}
,
and T sh,∆x operator is still defined by equation (23).
Proposition 2.14. Assume (A1), (A4) hold. Suppose that ∆x = hq with q > 2, hˆ = h. There
exists s ∈ N depending on h and C independent of h such that uh = Iˆh,∆x(T sh,∆x0) is an ǫ(Chq−4)
solution of scheme S.
Proof. The proof is similar to the one of proposition 2.6. We first prove that
|(T kh,∆x0)(x)− vh(x)| ≤
1
(1 + λh2)k
|vh|0 + C∆x
h2
. (34)
Taking k = min(i ∈ N such that i ≥ − (q−2)log(h)
log(1+λh2)
) , using the fact that ∆x = hq, we get that
|(T kh,∆x0)(x) − vh(x)| ≤ Chq−2. (35)
Let’s prove that uh = Iˆ∆x,N (T
k
h,∆x0) is an ǫ(h
q−4) solution of the scheme S.
As in (25),
|Iˆ∆x,M (T kh,∆x0)(x) − vh(x)| ≤ |T kh,∆x0− vh|0 + C∆x
≤ Chq−2,
where we have used (35), so
|uh(x)− vh(x)| ≤ Chq−2. (36)
Then using (A1), (36), the relation | supA − supB| ≤ sup |A − B|, the fact that the probabilities
are between 0 and 1 with sum equal to 1 and the fact that uh = Iˆh,∆xuh :
|S(h, x, uh(x), [uh]x)| = |Sˆ(h, x, uh(x), (uh)x)− Sˆ(h, x, vh(x), (vh)x)|
≤ 1
h2
|uh − vh|0
≤ chq−4. (37)
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Proposition 2.15. Assume (A1), (A4), (A3) hold. Constructing an ǫ solution of (4) with the uh
given by proposition 2.14, we get
|u− uh|0 ≤ h
1
5 . (38)
with q above 21/5.
Proof. The rate of convergence and the value q = 215 is due to a direct use of theorem 1.10.
Proposition 2.16. Assume (A1), (A4) hold. Using uh given by proposition 2.14, we get
|u− uh|0 ≤ h
1
2 . (39)
Proof. This is a direct use of (36) with the rate of convergence |u− vh|0 ≤ h
1
2 of proposition 2.11
taking q = 52 .
3 Numerical tests
The theoretical bounds obtained in the previous section are not better than the ones obtained
with linear interpolation. The interest of this approximation relies on the fact that where the
solution is smooth we expect that the solution won’t be truncated and that the consistency error
will be far better than the theoretical one. All case treated are two dimensional cases. For the first
three examples, we only give results for the Semi-Lagrangian scheme because the Finite Difference
scheme developed coincides with the classical Finite Difference. The domain linked to the resolution
of equation (1) will be noted Q, 1 is the diagonal unitary matrix and 1 is the vector with 1
components. For all Semi-Lagrangian Schemes we choose h = 0.0002. We discretized the one
dimensional space of controls A with 2000 controls. The software is parallelized with 48 cores as
explained in [War16]. The interpolation used are either linear (2 points per mesh in each direction,
monotone scheme), or quadratic (3 points per mesh in each direction), or Cubic (4 points per mesh
in each direction). On all the cases and all the tests the fixed point iteration is converging but
it can be very slow especially for Finite Differences. The maximum number of iterations is taken
equal to 100000 and no acceleration was used. The stopping criterion between iteration i and i+1
was
|ui+1 − ui| ≤ 10−7.
The different schemes are stable and numerically convergent. The numerical order of convergence
does not show a regular behavior so it has not been reported. In the table Err is for the L∞ norm
for a given discretization given by a number of mesh ( the same in each direction), while ItN gives
the number of fixed point iteration used and the computational time is given in seconds.
3.1 A first regular test case
The solution of this test case is given by
u(x, y) = sin(πx) sin(πy).
The coefficients are given by
ca(t, x) = C, σa(t, x) = σa1, b
α = b 1,
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and the function fα is given by
fα(x, y) = (C + π2σ21u(x,y)>0)u(x, u) − bπ(cos(πx) sin(πy) + sin(πx) cos(πy)).
The numerical coefficients are
Q = [0, 2]2, b = 0.3, c = 0.55, σ = 1, A = [0, 1],
and we use a zero Dirichlet boundary condition. Results are given in table 1 and this first regular
case clearly indicates that the quadratic approximation is by far the most efficient interpolation :
even on this regular case the use of a cubic interpolator doesn’t decrease the error with a CPU time
multiplied at least three-fold. In fact it is rapidly converging to the h discretized operator so that
the interpolation error becomes negligible for a number of mesh equal to 80.
Table 1: Test case 1
# mesh LINEAR QUADRATIC CUBIC
Err ItN Time Err ItN Time Err ItN Time
10 1.169 25900 138 0.051 29483 919 0.183 45108 5182
20 1.028 26555 468 0.0065 29398 3619 0.0083 29486 10770
40 0.758 27211 1879 0.0012 29485 12633 0.0011 29706 43371
80 0.243 28076 6923 0.0003 29621 50988 0.0003 29788 175163
160 0.103 28620 27762 0.0003 29748 19517
320 0.018 29282 108000
3.2 A second regular problem
The solution is here again
u(x, y) = sin(πx) sin(πy),
ca(t, x) = C, σa(t, x) = σa1, b
α = b(a,
√
1− a2), a ∈ [a, a¯].
Noting
a˜ =
sin(πy) cos(πx)√
sin(πx)2 cos(πy)2 + cos(πx)2 sin(πy)2
,
φ(a) = a sin(πy) cos(πx) +
√
1− a2 sin(πx) cos(πy),
for b ≤ 0, the function fα is here given by
fα(x, y) = (C + π2σ2)u(x, u) − bπK,
where K is the maximum of φ(a), φ(a¯) and φ(a˜) conditionally to a ≤ a˜ ≤ a¯. We take a = −1,
a¯ = 1, σ = 1, C = 0.6, b = −1, Q = [0, 12 ]. As boundary condition we take the Dirichlet value given
by u.
Results obtained in table 2 still show the superiority of the quadratic interpolation for this regular
problem with exactly the same conclusions.
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Table 2: Test case 2
# mesh LINEAR QUADRATIC CUBIC
Err ItN Time Err ItN Time Err ItN Time
8 0.1195 493 2 0.0115 1304 33 0.012 1571 99
16 0.0632 903 13 0.0022 1318 100 0.0022 1589 390
32 0.0191 1197 50 0.0003 1319 405 0.0003 1590 1574
64 0.0062 1278 207
3.3 A non regular problem
We keep the same notations as in the subsection 3.2.
Introducing
a˜ =
1
2 sin(πy) cos(
1
2πx)√
sin(0.5πx)2 cos(πy)2 + 14 cos(0.5πx)
2 sin(πy)2
,
aˆ = −a˜,
φˆ(a) =
1
2
a sin(πy) cos(
1
2
πx) +
√
1− a2 sin(1
2
πx) cos(πy),
for b ≤ 0, the function f is then
fα =
{
(C + π2σ2) sin(πy) sin(πx)− bπK for − 1 ≤ x ≤ 0,
(C + π2σ2 58) sin(
1
2πx) cos(πx)− bπKˆ for 0 ≤ x ≤ 1,
where Kˆ is the maximum between φˆ(a), φˆ(a¯) and φˆ(a˜) conditionally to a ≤ a˜ ≤ a¯, φˆ(aˆ) conditionally
to a ≤ aˆ ≤ a¯. We take the values a = −1, a¯ = 1, σ = 1, C = 0.6, b = −1, Q = [−1, 1]2.
The boundary conditions are given by the values of the following function ψ:
ψ(x, y) = sin(πy)
{
sin(πx) pour − 1 ≤ x ≤ 0,
sin(12πx) pour 1 ≥ x ≥ 0.
This test case is interesting because the continuous function ψ is a regular solution for x < 0 and
for x > 0 but it turns out that it is not the viscosity solution u of the problem. The reference
solution (an estimation of u) is numerically calculated with a quadratic interpolation with 128
meshes per directions. All the methods seems to converge towards the same solution but here
again the superiority of the quadratic interpolation is obvious.
Table 3: Test case 3
# mesh LINEAR QUADRATIC CUBIC
Err ItN Time Err ItN Time Err ItN Time
8 0.970 1810 6 0.10 9406 239 0.097 8877 536
16 0.909 3256 44 0.0141 10546 777 0.0132 10677 2553
32 0.767 5551 214 0.00363 10942 3277 0.0030 10916 10469
64 0.436 8259 1313 0.00187 10984 12107 0.0004 10980 41952
128 0.140 8854 5348
256 0.0478 10386 26056
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3.4 A last problem for degeneracy of the diffusion operator
The last test case will allow us to test the Finite Difference method with a diffusion operator which
is degenerated : The solution is here again
u(x, y) = sin(πx) sin(πy).
The coefficients are given by
ca(t, x) = C, σa(t, x) = σ
(
1
a
)
, bα = b
(
1
a
)
,
and the function fα is given by
fα(x, y) = sup
aˆ∈[a,a¯]
(
(C + π2σ2(1 + aˆ2))u(x, u) (40)
−(σ2π2(cos(πx) cos(πy) + πb sin(πx) cos(πy)))aˆ)
−bπ cos(πx) sin(πy).
The values taken are a = −1, a¯ = 1, σ = 1, C = 0.7, b = 0.5, Q = [−1, 1]2. The results clearly
indicate that the Finite Difference method proposed is not competitive with the Semi Lagrangian
scheme. The convergence of the fixed point iteration for a step h = 0.01 is not achieved with Finite
Difference with 100000 iterations (the error given between the last two iterations is around 2.10−7):
there is certainly no exact solution to the scheme. Once again, the Semi Lagrangian scheme with
quadratic interpolation is the most effective method.
Table 4: Test case 4
Semi Lagrangian
# mesh LINEAR QUADRATIC CUBIC
Err ItN Time Err ItN Time Err ItN Time
8 0.958 1298 2 0.126 12879 176 0.117 17817 564
16 0.838 3448 20 0.0227 14066 576 0.0147 18854 2347
32 0.639 6841 653 0.0024 14326 2314 0.0015 19088 9430
64 0.154 13004 4825 0.0018 14429 8499
Finite Difference
h = 0.01
# mesh LINEAR QUADRATIC CUBIC
Err ItN Time Err ItN Time Err ItN Time
8 0.9598 8258 38 0.200 105 1649 0.139 105 7168
16 0.9276 15240 257 0.064 105 4986 0.0345 105 28590
32 0.8517 26815 1307 0.023 105 19450 0.0129 105 113792
64 0.69840 46830 8787 0.008 105 145509
128 0.4599 79658 49851
256 0.119 50000 198970
Special thank to the two anonymous referees for their corrections and suggestions.
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