This paper uses a unique and recently available dataset that contains detailed information on firms from around the world to investigate factors that affect under-reporting behaviour by firms. The empirical strategy employed exploits the nature of the dependent variable, which is interval coded, and uses interval regression which provides an asymptotically more efficient estimator than the ordered probit, provided that the classical linear model assumptions hold. These assumptions are investigated using standard diagnostic tests that have been modified for the interval regression model. Evidence is presented that shows that firms in all regions around the world engage in under-reporting. Regression results indicate that government corruption has the single largest causal effect on under-reporting, resulting in the percentage of sales not reported to the tax authority being 53.4 percent higher. Taxes have the second single largest causal effect on under-reporting, resulting in the percentage of sales not reported to the tax authority being 20.2 percent higher. Access to financing, organized crime, political instability and the fairness of the legal system were found to have no effect on under-reporting. It is also found that there is a significant correlation between under-reporting and the legal organization of the business, size, age, ownership, competition and audit controls.
3 understanding under-reporting behaviour in general, there is a great dealt that these estimates do not tell us. In particular, they do not distinguish between hidden legal activity (e.g. underreporting of profits or sales) and illegal or criminal activity (e.g. production and sale of illicit drugs, prostitution) and, more relevant to this paper, they are unable to distinguish between underreporting by individuals and firms. This detailed information is important for policy makers since different policy tools are required to curb criminal behaviour than those required to curb hidden legal activity, the causal factors that drive under-reporting differ between individuals and firms, and firms may respond differently to policy changes aimed at curbing hidden activity than individuals.
One of the only existing estimates on the distribution of share of legally-generated income that goes unreported by firms is produced by the United States Internal Revenue Service (IRS). The latest data from the IRS (2004) regarding the "tax gap" related to business activities are for the 2001 tax year. These estimates, denoted in U.S. dollars, indicate that: (1) the corporate tax gap amounted to $29.9 billion, of which corporations with over $10 million in assets contributed $25.0 billion; (2) the tax gap associated with business income earned by individuals amounted to $81.2 billion; (3) the self-employed evaded $61.2 billion in employment tax; and (4) corporations underpaid the amount of taxes due based on reported income by $2.3 billion. In total, businesses evaded $174.6 billion in taxes, which amounted to almost 10% of total taxes paid voluntarily. This is not an insignificant amount and yet should be considered a lower bound estimate because: it is based on twenty year old compliance rates; it does not include businesses that do not file tax returns (also known as non-filers, the hard-to-tax, ghosts or informal businesses); and/or it does not consider firms that are engaged in illegal activities.
Given that there is some evidence which supports the notion that businesses engage in tax non-compliance, several questions arise and require investigation. First, do businesses around the world engage in tax evasion or is it confined to a few countries or regions? Second, does the legal status of the business (e.g. sole proprietorship, partnership, corporation, etc.) affect the incidence and/or intensity of tax evasion? If so, then it may be possible to effect changes in the legal system in order to increase tax compliance. Third, do businesses that engage in tax noncompliance share common and observable characteristics, or is there too wide a variety of shapes and sizes to permit a useful generalization about them? If it were possible to define a typical evader, the tax authority could target their auditing activities more accurately. Finally, while there is considerable agreement internationally about the factors that likely trigger tax noncompliance (e.g. the tax burden, the degree of regulation, the level of enforcement, confidence in government, labour force characteristics, and morality), how do these features influence the intensity of non-compliance? With this information, policy makers could effect changes to increase the amount of tax revenues collected from businesses.
One of the main constraints to investigating and attempting to provide answers to these and related questions is the lack of data. To date, most of the existing empirical research on firm tax evasion uses data from tax audits (e.g. Rice 1992; Chan and Mo 2000; Giles 2000; Hanlon et al. 2005) . However, these sources are only available for a very small number of select countries, the data is costly to collect, and access to the data is limited. In addition, tax audit data is subject to both selection and measurement error bias. The selection effect occurs because firms are generally not randomly audited. Rather, firms are usually selected for an audit because they have a particular characteristic (e.g. U.S. businesses with more than $10 million in assets are audited annually) or because their tax filing documents raise a "red-flag" with the tax authority.
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The measurement error bias occurs because not only are audits unlikely to completely and accurately measure tax non-compliance but also the final non-compliance report is usually based on negotiations between the firm and the tax authority as well as various legal appeals.
More recently, however, an alternative data source has become available that is conducive to investigating issues related to business tax non-compliance namely, the World Business Environment Survey (WBES) which was hosted by the World Bank's Enterprise Analysis Unit. The survey was administered to more than 10,000 firms in eighty countries in late 1999 and early 2000, and provides information regarding a firm's characteristics and well as responses to multiple questions on the investment climate and business environment. 3 The survey also includes a question regarding the extent and intensity to which firms fail to report income to the tax authority. Rather than reporting the exact amount of income that went unreported to the tax authority, firms were provided with seven possible intervals of varying size that were grouped according to the percentage of sales that are reported for tax purposes. When a quantitative outcome is grouped into known intervals on a continuous scale the data is said to be interval-coded. Asymptotically consistent estimates can be obtained using interval regression.
The advantage of interval regression is that, provided certain key assumptions are met, the coefficients on the exogenous variables can be interpreted as if ordinary least squares were applied to a continuous dependent variable.
Overall, and not surprisingly, high taxes and government corruption result in lower compliance and the magnitude of these effects are quite large. It is found that government corruption has the single largest effect, resulting in the percentage of sales not reported to the tax 6 authority being a whopping 53.4 percent higher, and taxes have the second largest effect, causing the percentage of sales not reported to the tax authority to be 20.2 percent higher. Exchange rates have a positive effect on compliance, which is the only coefficient that fails to follow a priori expectations. Access to capital, political instability, organized crime, inflation, and the legal system are found to have no statistically significant effect on tax non-compliance.
It is also found that firms which are sole proprietorships and privately owned corporations report a smaller percentage of their sales to the tax authority. The previous literature has suggested that firms in the service and construction sector should be less compliant and this study finds that firms in the service sector are more compliant. It is likely this result stems from the fact that industry categories in the WBES are likely too broadly defined to obtain any significant relationship between industry sector and tax non-compliance. For example, the service sector will include restaurants and hair salons as well as law and accounting firms. There is no consensus in the previous literature about the relationship between firm size and underreporting, but it is found, unambiguously, that small firms are less and large firms are more compliant. Government owned firms and firms that have audited financial statements are also more compliant, as was also found by other researchers, though foreign ownership and export status have no relationship with compliance.
The paper begins with a review of the relevant tax evasion literature. Section 3 describes the WBES data. Section 4 outlines the empirical technique used in this paper as well as a description of the key statistical assumption and associated tests. The results are then summarized and discussed in Section 5. The paper ends with some concluding comments.
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Literature Review
As previously noted, extensive literature exists on tax evasion by individuals and the seminal contribution was provided by Allingham and Sandmo (1972) . 4 Their model was sparse but surprisingly robust in modeling an individual's decision to evade taxes and, if so, how much to evade. However, the theoretical outcomes are muddied when the choice is not only the level of evasion but also the level of output, as with most businesses, and when there is no direct link between the owner's income, risk preference, audit probability, and evasion decisions. This is particularly true for businesses where evasion decisions are made by managers and not the owner(s). Hence, the reasons driving many businesses to evade taxes is likely different from that of individuals and, hence, should be modeled differently.
There is a much smaller pool of literature that addresses tax non-compliance by businesses. 5 The majority of this work utilizes the basic framework of the Allingham-Sandmo (1972) model, but the key variation in these models is that they explore how the tax rate, probability of detection, and penalty rate affect the two choices of evasion and output. 6 These models, however, continues to assume that an individual is at the centre of the tax decision. That is, that the firm owner makes the tax reporting decision. This assumption, however, likely only applies to the self-employed and other small, privately-held businesses. This suggests that the outcomes predicted by the Allingham-Sandmo (1972) evade tax only when the expected profit from evasion is significantly greater. This is because tax evasion by a business actually involves the interaction of many agents and is much more complicated than individual income tax evasion. Crocker and Slemrod (2005) extend this further to consider the role of penalties in the tax evasion decision. Not unsurprisingly, the model implies that corporate tax evasion is reduced when penalties are imposed on the CFO directly, as opposed to the shareholder, and that tax evasion increases if the CFO's compensation contract optimally adjusts to offset the penalties imposed when evasion is detected.
The theoretical findings clearly suggest that the type of business, whether it be owner managed or otherwise, along with other factors such as tax rates, audit rates, and penalties greatly affects the tax evasion decision of firms. Whether or not these theoretical results hold remains unclear however due to the fact that empirical analysis of business tax evasion is not extensive and this is mainly due to a lack of data. There have, however, been a small number of empirical studies that will be summarized here.
A number of studies have been conducted on tax non-compliance by the self-employed.
The self-employed are commonly believed to have lower compliance rates than wage and salary earners, primarily due to a lack of third-party reporting and withholding. One approach, popularized by Pissarides and Weber (1989) , uses household income and expenditure data to estimate the degree of income under-reporting. This approach, along with various modifications, has been applied by: Apel (1994) and Engstom and Holmulnd (2006) for Sweden; Schuetze (2002) and Tedds (2007) for Canada ; Lyssiotou et al. (2004) for Great Britain; and Feldman and 9 Slemrod (2006) for the United States. U.S. tax audit data has also been used to explore tax evasion by the self-employed and these studies include Christian (1994) , Erard (1992) , and Joulfaian and Rider (1998) .
Several studies have investigated business tax non-compliance using data from tax audits.
Probably the most comprehensive tax audit dataset in the world is the U.S. IRS Tax and warehousing industry, and education, healthcare and warehousing industry are less compliant. They also find no association between compliance and effective tax rates.
Giles (2000) discusses some of the factors that determine the probability of noncompliance among a very large population of New Zealand businesses that were audited by the Inland Revenue Department in that country between 1993 and 1995. Contrary to Rice (1992) and Hanlon et al. (2005) , Giles finds that an increase in the scale of the business, regardless of how this is measured, unambiguously raises the probability of compliance, once other characteristics are controlled for. That is, businesses that are relatively small, in terms of sales revenue or before-tax profit, are more likely to evade taxes than are large corporations, all other things being equal. Businesses in the construction, wholesale trade, retail trade, accommodation, and cafes and restaurants sectors exhibited below-average compliance rates over the study period. He also considers several other characteristics that were found to be important in reducing the tax compliance rate among New Zealand businesses. Relatively inefficient businesses tended to be less compliant than more efficient ones, where efficiency was defined as either "return on net assets", or "activity ratio" (sales as a percentage of net assets). In addition, businesses which were registered off-shore were generally more compliant than their on-shore counterparts, a finding that is shared by Hanlon et al. (2005) . Finally, it was found that in general, an aggressive use of legitimate tax-minimization instruments (i.e. tax avoidance behaviour such as the deduction of interest and depreciation costs, and the writing-off of bad debts) tended to be associated with increased compliance. Only two studies appear to exist which use data on firm-reported tax non-compliance rather than audit data. Using firm level data from a 1997 survey of private manufacturing firms in Poland, Romania, Russia, Slovakia, and the Ukraine, Johnson et al. (2000) investigate the relationship between government corruption, criminal activities, and firm tax compliance. The dependent variable (percentage of sales that are unreported to the tax authority) is similar to that which is used in this paper except that it is a continuous variable (rather than grouped data as in the WBES). 9 The authors found a positive and significant relationship between under-reporting of sales and bribing of corrupt officials, but no relationship between under-reporting of sales and protection payments to the mafia, tax payments, or efficiency of the legal system. Finally, firm tax non-compliance was greater in Russia and the Ukraine than in the other countries included in the study. Batra et al. (2003) were the first to use the WBES to investigate the determinants of under-reporting by firms. The WBES asks each firm to provide an estimate of the percentage of sales revenues that firms like their own report to the tax authority. Rather than the answer being recorded on a continuous scale, seven answers were possible: 100%, 90-99%, 80-89%, 70-79%, 60-69%, 50-59%, and less than 50%. The authors define seven binary variables based on these seven intervals and each binary variable takes a value of one if the firm selected the particular interval of interest and zero otherwise. They then estimate seven different OLS regressions which include variables for firm characteristics, rule of law, business constraints and country fixed effects. Overall they find that: (1) "…small or medium-size firms that produce for the domestic market (non-exporters), lack foreign investment, and are located in large cities (but not necessarily in the capital) tend to engage more in unofficial activity" (p. 76); (2) the prevalence, though not the unpredictability, of corruption also significantly affects non-compliance; and (3) "…a firm's age, sector or mode of ownership do not influence [a firm's] under-reporting of revenue." (p. 78).
There are several reasons to be concerned about these reported results. First, the number of observations in each of the seven regressions ranged from a low of 3,802 to a high of 4,781
13 from a total number of observations of over 10,000 available in the WBES. The authors do not discuss the reasons for the attrition but it is likely the result of missing observations and nonresponse for both the dependent and independent variable. As attrition of this magnitude can lead to biased results, it is important that it be investigated further. Second, the authors do not link their choice of explanatory variables to the existing theoretical or empirical literature regarding firm tax non-compliance. As a result, some potential controls are overlooked and some controls may be mis-specified. Third, the equations across categories are not all identically specified and it is not clear if the results should be compared across regressions, given the different specifications. Finally, Batra et al. (2003) do not exploit the nature of the dependent variable. The firm's response regarding under-reporting behaviour is grouped into categories.
When a quantitative outcome is grouped into known intervals on a continuous scale, the data are said to be "interval-coded". 10 However, Batra et al. (2003) The WBES uses a form of stratified random sampling along with oversampling and nonrandom methods to correct for biases in the representation across firms with respect to industry characteristics that were not common. 14 To ensure adequate representation of firms by industry, size, ownership, export orientation, and location, sampling targets were agreed on across all regions.
The survey was completed by over 10,000 firms across eighty countries, including the West Bank and Gaza over a 20 month period between the latter half of 1998 and mid-2000. Table 2 lists the countries available in the data set by region along with the associated sample size. Approximately, one third of these countries were low income, one half were middle income and a little less than one fifth were high income. Private contractors, rather than 12 Unfortunately, this dataset contains neither detailed information on characteristics of the firms nor the key variable of interest contained in the WBES dataset. As a result, it cannot be appended to the WBES dataset. 13 It is very difficult to obtain information on unregistered or informal suppliers. Smith and Adams (1987) endeavored to do so by examining the extent of tax non-compliance by informal suppliers in six "at risk" sectors using results from a survey commissioned by the U.S. Internal Revenue Service (IRS) on the expenditures made by consumers on goods and services provided by these suppliers. For the 1992 tax year, the authors find that unreported income by these informal suppliers amounted to approximately US$59.6 billion and that informal suppliers tend to report only about 20% of their net business income. 14 Unfortunately, the survey does not contain survey weights. The lack of survey weights means that individual indicators should not be used for precise country rankings in any particular dimension measured by the survey. government entities, conduct the survey on behalf of the World Bank to ensure confidentiality and the greatest degree of participation. The survey is completed by managing directors, accountants, human resource managers and other company staff. The purpose of the survey was to assess and compare the business environment in a large number of countries. To achieve this goal, the survey gathered information regarding the firm's characteristics, such as size and ownership structure, as well as responses to multiple questions on the investment climate and the local business environment as shaped by domestic economic policy, governance, regulatory, infrastructural, and financial impediments, as well as assessments of public service quality. A more detailed description of the survey can be found in Batra et al. (2003) .
Of interest to this study, the survey included a question regarding the extent and intensity to which firms fail to report income to the tax authority which permits exploring the links between tax non-compliance and various firm, business, governance, and political characteristics. 15 The main advantages of using the WBES to explore tax evasion over audit data include the fact that: (1) audit data are not widely available, unlike the WBES, which covers eighty countries; (2) audit data only include firms that are selected (for diverse reasons) or caught by the tax authorities, while the WBES is a broad sample of firms; and (3) the WBES includes additional information that is not included in tax audits. In particular, factors that firms perceive as business obstacles, such as taxes and regulations, which may effect a firm's decision to under-report, are included.
The WBES does not come without disadvantages. One disadvantage shared by both the WBES and audit data is that neither data source includes "ghosts" (Erard and Ho 2001) ; firms that operate solely in cash and avoid normal business obstacles and regulations. The effect of omitting these firms from the estimates will bias estimates of tax non-compliance downwards and this bias will be larger for those countries that have a larger percentage of unregistered firms.
Further, the percentage of sales that the firm fails to report to the tax authority is not expressed in actual quantities, as with Johnson et al. (2000) , but rather it is expressed in intervals. As discussed above, there were seven possible answers: 100%, 90-99%, 80-89%, 70-79%, 60-69%, 50-59%, and less than 50%. This represents something of a constraint but its key advantage is that the interval-coded nature of the responses is likely to reduce a respondent's reporting bias.
The large number of intervals, most of them of equal size, is beneficial as it provides information on the scale of under-reporting rather than simply its incidence. Given that the incidence of under-reporting is relatively high, as will be shown below, information on the scale of underreporting is extremely useful.
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The distribution of answers to the sales reporting question over the entire sample is given in Table 1a . The first column of the table indicates that just over 18% of the firms in the sample did not respond to the question of interest. It is quite common in survey data to have missing data of this nature. If the data is missing for unknown reasons and the missing data is unrelated to the completeness of the other observations then it is reasonable to exclude the missing observations from the analysis, though efficiency is sacrificed. If, however, the missing data are systematically related to the phenomenon being modeled then there will be a sample selection problem. For example, if firms whose response is missing for the sales reporting question are more likely to be firms who under-report their income, then the missing observations represent more than just missing information. Unfortunately, there is insufficient evidence to definitively ascertain the reasons for the missing observations in this particular case. Rather, the relationship between these missing observations and firm characteristics that will be used as explanatory variables in our model were explored. If the missing observations are randomly distributed amongst these explanatory variables then this provides some evidence that the missing information may not cause systematic bias in the estimates. There appeared to be no significant systematic relationship between nonresponse to the sales reporting question and the explanatory variables, with one exception noted below. Since no obvious explanation is available for the missing observation on the sales reporting questions, these observations (1,716) were dropped from the data set leaving 8,153 observations.
Of the firms that responded to the sales reporting question, Table 1b shows that 60% of firms worldwide indicate that the typical firm fails to report their sales in full to the tax authority and, of those firms, over 19% of them fail to report more than half their sales. This shows that business tax compliance is a significant issue. Not surprisingly, there appears to be some differences in perceived tax non-compliance across regions, as is shown in Figure 1 . In particular, in OECD countries only approximately 40% of firms' under-report their sales to the tax authority and of those, approximately 50% fail to report only up to 10% of their sales.
Further, compared to other regions, significantly more firms in Latin America and Asia fail to report more than 50% of their sales. In addition, there are significant differences in perceived firm tax compliance across countries.
There are, however, some differences in the distribution of the missing observations discussed above with respect to region and country. Only 11% of firms located in the former States all have a higher response rate than the other countries in the group but again the difference is not alarming.
Empirical Framework
Interval Regression Model
As discussed above, the survey question which forms the basis for the dependent variable refers to categories. As a result, a firm's reporting behaviour is not directly observed. Rather, firms are categorized on the basis of the percentage of sales that go unreported. When a quantitative outcome is grouped into known intervals on a continuous scale, the data is said to be "interval-coded". An ordered probit (or logit) is ideal when the dependent variable is discrete, ordinal in nature, and when the categories or thresholds are unknown. 17 In this case, the thresholds are estimated along with the model's coefficients and the variance of the error term is normalized to be one. It is possible, however, to modify the ordered probit model so that the thresholds are fixed at their known values and only the coefficients and the error variance are estimated. This estimation procedure is known as "interval regression" and is undertaken using maximum likelihood techniques. The key advantage of interval regression over the ordered probit is that it provides an asymptotically more efficient estimator as it uses the known threshold information and involves estimating fewer parameters. It is also preferred to OLS, as OLS on the grouped dependent variable model is inconsistent.
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The following is the general setup of the model and is based on the discussion contained in Stewart (1983 ,~(0, ). Another popular alternative is to define an artificial dependent variable that takes the value of the midpoint of the reported interval and then estimate the model by OLS. The resulting estimates are inconsistent but can be transformed using a minimum χ 2 method and the transformed estimates are consistent. However, the transformation requires equally strong distributional assumptions, usually that of normality and homoskedasticity, to that required of the interval regression model. 
where  denotes the cumulative distribution function of the standard normal, 0 ) (
log (·) denotes the natural logarithmic operator, and I[·] is an indicator function that
takes the value of one when the statement in the square brackets is true and zero when it is false.
The relevant part of the log-likelihood is then triggered by the indicator function for whether the individual falls within one of the seven intervals in question. The maximum likelihood procedure now involves the estimation of the β parameter vector and the ancillary standard error parameter σ.
Diagnostic Tests
Unlike the situation with the ordered probit estimation, the estimated coefficients from an interval regression are interpretable as if * i y is observed for each i and estimated
That is, the estimated coefficients can be interpreted as the marginal effects (i.e. the change in percentage of sales reported given a change in the independent variable, holding all 21 else constant). It should be noted that the estimates contained in the β parameter vector are only interpretable in this way due to the assumption that y* given x satisfies the classical linear model assumptions. If these assumptions do not hold then the interval regression estimator of β would be inconsistent. As a result, it is important to test the key assumptions of functional form, homoskedasticity, and normality, all of which are used to derive the log likelihood function noted in equation (3). Unfortunately, these assumptions, despite their importance, are seldom tested in applied research. Equally, these assumptions, particularly homoskedasticity and normality, are rarely met when using micro data. Chesher and Irish (1987) outline diagnostic tests for (pseudo) functional form, normality and homoskedasticity for the ordered probit model that are easily modified for the interval regression model. 19 These tests are all score (or Lagrange Multiplier) tests for which the test statistics take the form
where 1 is an n-dimensional vector of ones, and F is a matrix with row order n where each row contains the score contributions for all the parameters of the model.  can be easily calculated as n times the non-centered R 2 from a regression of 1 on the columns of F.
The construction of the F matrices for these tests, which are described below, are based 
where ) (  denotes the probability density function for the standard normal, and a j-1 and a j denote the known interval parameters for individual i (e.g. if y i =2 then a j-1 =49 and a j =59). The pseudoresiduals, e i , are obtained by replacing the unknown parameters in (5) with their maximum likelihood estimates.
For the homoskedasticity and non-normality tests, higher-order moment residuals are required, specified as:
The higher-order moment residuals are obtained by replacing the unknown parameters in (6) with their maximum likelihood estimates. The first four moment residuals are required for the desired tests and are defined as follows: The F matrix, or score contributions, is obtained by multiplying the pseudo-residuals by the various auxiliary variables in question.
Pseudo-Functional Form Test
The (pseudo) functional form test is a modified version of the RESET test (Ramsey 1969 
Test for Homoskedasticity
For the test of homoskedasticity, F is given as is rejected, it is also likely that the test for homoskedasticity will also be rejected.
As indicated previously, the estimated coefficients are inconsistent in the presence of uncorrected heteroskedasticity but it is possible to address this inconsistency by correcting for heteroskedasticity. Typically, the Huber (1967) 
Explanatory & Control Variables
As was outlined above, previous empirical work using audit data found relationships between tax non-compliance and various economic, political, and firm characteristics and these relationships will also be explored in this paper. Generally anything that is perceived by the firm as affecting their ability conduct business provides incentive for the firm to engage in tax noncompliance, in part to reduce costs and be more competitive, but it is generally acknowledge that factors such as high tax rates, corruption, extortion by organized crime, and the legal environment are primary drivers of tax evasion. It is widely acknowledged high taxes, whether they be corporate, payroll, and/or sales taxes, provide incentives for firms to hide output to reduce their tax burden. If corruption is common, then among other effects, it will increase the cost of business, reduce morality, and reduce a firm's confidence in government; all of which are likely to have a negative relationship with tax compliance. The relationship between tax compliance and inconsistency in the application of laws and regulations, however, is more ambiguous. If a firm can individually garner the favour of the government(s) and/or courts in the interpretation and application of laws and regulations, then this may reduce tax non-compliance.
On the other hand, if the firm does not benefit from this inconsistency, then it may resort to tax non-compliance.
Others drivers of firm tax non-compliance include: access to capital, inflation, exchange rate, political instability, and regulatory burden. Andreoni (1992) argues that "…individuals facing binding borrowing constraints may use tax evasion to transfer resources from the future to the present. Even if a person finds tax evasion undesirable in the absence of borrowing constraints, it could become desirable if a borrowing constraint is binding. Tax evasion, therefore, may be a high-risk substitute for a loan." (p. 35-36) . Price inflation may influence under-reporting in two ways. First, if tax rates are not indexed then the tax burden rises simply due to "bracket creep". Second, inflation generates uncertainty and businesses may hedge against this uncertainty by engaging in (more) underground activity. Exchange rates can be an obstacle to doing business if the exchange rate is unpredictable and can increase the input costs faced by businesses. Various governmental factors can also influence under-reporting. Political instability constrains a countries ability to collect taxes and also reduces the efficiency of collection, thereby increasing non-compliance. The degree of regulation is often cited as a factor that influences people to engage in underground activity as regulations reduce a firms' freedom of choice (e.g. Deregulation Commission 1991 and Schneider and Enste 2000).
Various characteristics of the firm will also be included as control variables. The previous literature makes it clear that tax non-compliance likely varies across governance models. The WBES provides an opportunity to explore the relationship between the legal structure of the business and tax non-compliance. Based on the literature, it is expected that publicly traded corporations will be the most compliant. In most countries, publicly traded corporations have a greater probability of being audited and are subject to public disclosure requirements and independent financial auditing, which tends to expose any under-reporting behaviour to the authorities. As audit levels and detection probability are greater, compliance should be higher. Industry sector, firm size, number of competitors, age, ownership, export status, and whether the firm subjects its financial statements to audits will also be included. Table 3 provides summary statistics for the key variables described in this section.
Results
The first task is to specify the values of the two end intervals, denoted above as a 0 and a K in Equation (3). The values of -, 0, and 1 are considered for the values of a 0. It is difficult to argue that a firm would report less than 0% of their sales. Instead, it could be argued that the first interval should begin at either 1 or 0%: 1% since it can be argued that firms that report 0% of their sales would likely be operating completely as "ghosts" and would not have been selected for an interview since there would be no formal record of the firm. The results are quite insensitive to the choice of a 0 hence the value of a 0 is set to 1%, which seems economically reasonable given the sampling design which excluded unregistered firms.
The values of  and 100 are considered for the values of a K . When the last interval is treated as open ended (a K =), the maximum predicted value is in excess of 140% and over 25%
of the predicted values exceed 100%. These numbers seem economically implausible, particularly that over 25% of firms report in excess of 100% of their sales to the tax authority.
Hence, the last interval is set to 100. With the bounds of the intervals set at 1 and 100, the maximum predicted value is approximately 105% and approximately 1% of the predicted values exceed 100%. These figures seem to be economically plausible and accord with the findings of Rice (1992) who found that 6% firms do over-report to some extent. In particular, firms may over-report due to a misinterpretation of tax laws, to avoid a tax audit, to secure financing, or particularly for public corporations, to appear more competitive. In the WBES, firms that overreport will likely be included in the full compliance category. The effect of choosing different values for a 0 and a K on the resulting estimates will be explored. It should be noted that the sensitivity of the results and predicted values to the treatment of the end intervals is often overlooked in the literature yet can be of clear importance to the economic validity of the resulting estimates.
Prior to estimation, it is important to consider the necessary assumptions for consistent estimates and in particular, the assumption of normality. It is anticipated that the assumption of normality is likely violated in this model. Veall and Zimmermann (1996) recommend the measure of McKelvey and Zavoina (1975) , which is reported in Table 4.   23 For model 1a, the null of correct functional form is not rejected at all the usual significance levels, but the tests for homoskedasticity and normality are both rejected at the usual significance levels. Plots of the pseudo residuals from this models supports the finding of nonnormality and it is not clear if any further transformations of the dependent variable, beyond those already pursued, would result in normality. In addition, further transformations would 22 Kennedy (1981) , however, notes that in a semi-log model the coefficient on a dummy variable must be appropriately transformed. That is, if b i is the estimated coefficient on a dummy variable and V(b i ) is the estimated variance of b i then
gives an estimate of the percentage impact of the dummy variable on the dependent variable. The effect of this transformation on the resulting coefficients was explored. As the resulting change to the coefficients reported in Table 6 were marginal, the results are not reported but are available from the author upon request. 23 The McKelvey and Zavoina (1975) R-square is computed in STATA with the 'fitstat' command. 29 make it difficult to interpret the estimated coefficients. It is, however, possible to correct for the heteroskedasticity, as noted above, if a form for it is specified. Correcting for the heteroskedasticity can often achieve normality in the (pseudo) residuals. It is not unreasonable to assume that much of the heteroskedasticity results from countries and business type.
Applications of the test for homoskedasticity of known form across subsets of the variables confirm this suspicion.
24 Model 1a is re-estimated to account for this known form of the heteroskedasticity and these results are presented in Table 4 under the column heading Model 1b.
These results will now be discussed.
With respect to the causal variables, firms that perceive high taxes and regulations, and government corruption as obstacles to doing businesses report significantly less of their sales to the tax authority. The results presented in Table 4 indicate that government corruption has the single largest effect, resulting in the percentage of sales not reported to the tax authority being a whopping 53.4 percent higher and taxes at 20.2 percent higher. In comparison, Johnson et al. (2000) also found a positive relationship between non-compliance and government corruption but failed to find a relationship between compliance and tax payments. Exchange rates have a positive effect on compliance, which is the only coefficient that fails to follow a priori expectations. All other variables are statistically insignificant.
The control variables also provide interesting results and these results also accord with those obtained using tax audit data. Sole proprietorships and private corporations are the least compliant form business of all the business models included in this study. This result accords with those found by Rice (1992) , that found that public corporations were more compliant than other types of firms, and Hanlon et al. (2005) who found that private corporations were less 30 compliant. Small firms, and firms with more than three competitors are also found to be the least compliant while large firms and firms with no competitors are more compliant. Giles (2000) reports a similar result with respect to size, whereas Rice (2002) found firm size and tax noncompliance were positively related and Hanlon et al. (2005) found that compliance was a convex function over firm size. Finally, being foreign, government owned, and having financial statements audited all lead to significantly higher compliance. Both Giles (2000) and Chan and Mo (2000) found that foreign owned firms are more compliant, and the results in Table 6 provide further support for this result. The relationship between internal audit controls of the firm and tax compliance has not been investigated in previous empirical work.
Numerically, the percentage of sales not reported to the tax authority is: 34 percent higher for sole proprietorships and 13.2 percent higher for private corporations; 8.6 percent lower for firms in the service sector; 20.1 percent higher for small firms and 19.3 percent lower for large firms; 5.7 percent greater for firms less than five years of age; 11.9 percent lower for firms with no competitors; 15.4 percent and 15 percent lower for foreign owned firms and firms with audited financial statements, respectively. Chan and Mo (2000) report that export oriented firms are more compliant but this characteristic is found to be insignificant. Previous empirical studies all found a significant relationship between industry and tax non-compliance whereas only firms in the service industry are found to have a statistically different reporting pattern. The direction of the relationship, however, is a bit surprising however it must be kept in mind that the industry the categories included in the WBES data set are likely too broadly defined to yield any informative results. For example, the service sector will include restaurants and hair salons as well as law an accounting firms.
Conclusion
Very little is actually known about firm tax compliance due to a lack of detailed and readily available data. The purpose of this paper was to use a unique and recently available dataset that contained information on firms from around the world to investigate some of the factors that effect business tax compliance. This is one of the first studies to examine firm tax compliance using worldwide data. The majority of previous empirical studies were confined to examining firms within a particular country using tax audit data.
The empirical strategy employed in this paper exploits the nature of the dependent variable, which is interval coded, and uses interval regression. The estimated coefficients from an interval regression are interpretable as marginal effects provided that the model satisfies the assumptions of correct functional form, homoskedasticity, and normality. If these assumptions do not hold then the interval regression estimator of β is inconsistent. These assumptions are investigated using standard diagnostic tests that have been modified for the interval regression model, a step frequently ignored in applied research. The test results support the use of the semilog model that is corrected for heteroskedasticity, the origin of which is found to result at the country level and from the business type.
Overall, evidence is presented that shows that firms in all regions around the world engage in tax non-compliance, but that there is substantial variation within regions. The detailed regression results indicate that, not surprisingly, taxes and government corruption are positively related to tax non-compliance and the magnitude is quite large in both cases. Access to capital, political instability, organized crime, inflation, and the legal system are found to have no statistically significant effect on tax non-compliance. There is also a large correlation between the legal organization of a business and under-reporting, with sole proprietorships and private 32 corporations being the least compliant business type. Firm size is also correlated with tax compliance, with small firms reporting less and large firms more of their sales to the tax authority. Firms with no competitors and government owned firms are significantly more compliant.
The findings do suggest a role for public policy, as well as actions to be considered by the tax authority and items that require further study. First, the findings suggest that administrations interested in reducing business tax non-compliance should consider reducing business taxes, minimizing the number of regulations, and reducing, if not eliminating, government corruption.
Admittedly, taking action of these issues is complex and involves more than just the tax authority. Second, tax authorities should consider auditing sole proprietorships, private corporations, small firms at a higher rate and requiring all firms to have their financial statement audited by a third party. Finally, based on this study, it is not entirely clear why large firms and firms that are less than five years of age are more compliant and how precisely exchange rates lead to higher tax compliance. Further exploration into these relationships appears to be a worthwhile venture. In addition, recently firm level data has been made available that was collected following 2000. This data includes similar variables to those included in this study, including the dependent variable. It would be worthwhile to pool these new data sources together with the WBES to investigate firm under-reporting in more detail. 
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