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ABSTRAKT
V této práci je rozebráno použití operačního systému Linux na bezdiskových zařízeních.
Toto je zde řešeno na vývojovém kitu od Voipac PXA270M, který je založen na ARM
procesoru. V této práci jsou dále rozebrány distribuce operačního systému Linux pro
ARM procesory. Operační systém Linux byl zvolen, protože patří mezi nejflexibilnější
operační systémy a je kromě distribuce Red hat a několika speciálních distribucí veden,
jako software s otevřeným zdrojovým kódem.
Jsou zde popsány protokoly NFS a TFTP, které jsou použity k zavedení operačního
systému. V praktické části je rozebráno konkrétně, co je potřeba pro fungování TFTP
a NFS serveru na Ubuntu 11.10 a jak je možné je konfigurovat.
Je zde ukázáno jak nainstalovat a zprovoznit OpenOCD, aby bylo možné komunikovat
s pamětí kitu Voipac PXA270M. Dále je zde popsáno, jak nakonfigurovat zavaděč U-boot
pro zavedení operačního systému ze sítě pomocí protokolů NFS a TFTP.
Tato práce se dále zabývá instalací pobočkové ústředny Asterisk na kit Voipac PXA270M.
Je zde ukázáno jak provést křížovou kompilaci zlib, OpenSSL a ncurses, které jsou
potřeba pro instalaci a spuštění Asterisku. Dále je popsán postup křížové kompilace
asterisku pro ARM.
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ABSTRACT
This work deals with using the operating system Linux on diskless devices. This is solved
on the development kit Voipac PXA270M, which is based on the ARM processor. This
work deals further with the distributions of the Linux operating system, which are suitable
to use for the device based on the ARM processor. The Linux was chosen because it is
one of the most flexible operating systems and the Linux is kept as open source software
code, except to the distribution of the Red hat and a few special distributions.
The NFS protocol and TFTP are described there. The TFTP and NFS are used to
deploy the operating system. It describes there, what are the TFTP and NFS and the
principle of their use in computer networks. Practical part is as to, what is needed for
the functioning of the TFTP and NFS server on the Ubuntu 11.10 plus how configure
them.
The OpenOCD is another part of this work. The OpenOCD is designed to work in
the device memory. There is shown how to install and run the OpenOCD in order to
communicate with the development kit Voipac PXA270M. This work shows how to
configure the bootloader U-boot for booting the operating system from the network
using the NFS and TFTP.
There is described how compile and install PBX Asterisk on Voipac PXA270M with use
of cross compiler and how cross compile zlib, OpenSSL and ncurses needed to install
nad run Asterisk.
KEYWORDS
ARM, Asterisk, package manager, flash memory, IP address, kernel, Linux, ncurses, NFS,
OpenOCD, OpenSSL, PXA270M, RootFS, TCP, TFTP, UDP, U-boot, zImage, zlib.
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ÚVOD
V současnosti existuje mnoho způsobů, jak řešit lokální sítě a jejich koncové body.
Jedním z takových způsobů je síť s bezdiskovými stanicemi [36]. Bezdisková stanice
je počítač, který nemá vlastní pevný disk. Toto řešení je výhodné pro síť, která je
tvořena staršími počítači jako stanicemi, protože hlavní hardwarové nároky jsou zde
kladeny na server. Dalším důvodem pro použití bezdiskových stanic, může být snaha
snaha ušetřit, protože jeden pevný disk s velkou kapacitou je ekonomicky výhodnější
než množství menších. Z tohoto vyplývají další výhody a to stanice je méně hlučná
a může mít menší rozměry.
V této práci je řešena implementace operačního systému Linux na bezdiskovou
stanici pomocí protokolu TFTP a NFS. Bude zde podrobněji vysvětleno, jak tyto
protokoly fungují. U NFS budou popsány parametry verze 3 tohoto protokolu. Dále
zde bude popsán vývojový kit Voipac PXA270M, jeho základní parametry a vysvět-
lení, co to je ARM a jeho rozdíly oproti původní koncepci RISC.
Na bezdiskové stanici budeme provozovat operační systém Linux, proto zde bu-
dou rozebrány jednotlivé distribuce tohoto operačního systému, které jsou použitelné
v ARM procesoru. Toto bude nejprve provedeno z hlediska základních parametrů,
kterými jsou nároky na paměť a požadavky na místo na pevném disku. Následně
budou rozebrány možnosti použití jednotlivých distribucí operačního systému Linux
a další parametry.
V praktické části pak bude popsáno, jak nainstalovat OpenOCD. Dále zde bude
metodika, jak zprovoznit rozhraní mezi vývojovým kitem Voipac PXA270M a počí-
tačem, na kterém je spuštěno OpenOCD a jak upravit konfigurační soubory soubory
pro Voipac PXA270M. Dále bude popsáno, co vše je třeba mít pro instalaci NFS a
TFTP serveru na Ubuntu 11.10 a jak je nakonfigurovat.
Další částí pak bude postup vedoucí k vytvoření Linux kernelu. To znamená
upravit jeho parametry, aby podporoval kořenový souborový systém a zavedení to-
hoto systému přes NFS. Jelikož bude nutné nastavit i zavaděč U-boot, bude zde
sepsáno, jak nastavit parametry tohoto zavaděče, aby byl schopen použít TFTP
a NFS.
Bude popsán postup pro křížovou kompilaci Asterisku verze 1.8.11.1 pro pou-
žití na kitu Voipac PXA270M. Nejprve bude ukázáno jak křížově zkompilovat zlib,
OpenSSL a ncurses pro ARM, jelikož jsou nutné pro vlastní kompilaci Asterisku.
Následně bude řešena vlastní instalace Asterisk, tedy nastavení cest k křížovému
kompilátoru, zlib, ncurses, OpenSSL, volba vhodných součástí pro Asterisk a insta-
lace.
Bude vytvořena jedna laboratorní úloha na vytvoření kernelu a použití NFS




RISC je zkratkou anglického Reduced Instruction Set Computer, což při přeložení
do češtiny znamená procesor s redukovanou instrukční sadou. Filozofie RISC pro-
cesoru je, že pomocí jednoduchých instrukcí je možné realizovat instrukce složité.
Detailní popis lze nalézt v [20]
RISC používá:
• instrukce mají všechny stejnou pevnou délku a malé množství formátů in-
strukcí. Z toho vyplývá, že každá instrukce se bude vykonávat stejnou dobu,
• oproti CISC má implementovány mikroinstrukce přímo v procesoru,
• architekturu typu load-store, to znamená, že instrukce pracující s daty jsou
vykonávány jen v registrech a jsou odděleny od instrukcí, které pracují s pa-
mětí,
• víceúčelové registry, což znamená, že libovolný registr může vykonávat libo-
volnou funkci, RISC používá 32 registrů o velikosti 32 bitů,
• pipeling, to je skládání instrukcí tak, že několik jednoduchých instrukcí reali-
zuje instrukci složitější.
1.2 ARM
ARM je zkratkou Advanced RISC Machine. Detailní informace k ARM jsou k dis-
pozici na [28]. ARM procesor je postaven na RISC architektuře, ale využívá jen
některé RISC technologie jako load-store architekturu, pevnou délku instrukcí, troj
adresový instrukční formát, to je možnost použít až 3 operátory (registry nebo pa-
měťový přístup) v instrukci.
Výhody ARM procesorů:
• nízká spotřeba energie,
• díky nízké spotřebě elektrické energie není ve většině případů potřeba chlazení,
• jsou vhodné pro použití v bateriemi napájených zařízeních,
• vyšší výkon při nižší spotřebě energie,
• vzhledem k tomu, že se používají jen jednoduché instrukce, je programování a
opravování chyb u ARM procesorů jednodušší.
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Nejčastější použití je v embedded (jejich prvky nelze měnit) systémech, například
síťové prvky, periferie k počítači, mobilní telefony, elektronické knihy, kalkulačky,
PDA, přehrávače, televize a další.
1.3 Voipac PXA270M
Jedná se vývojový kit od společnosti Voipac postavený na ARM procesoru Intel
Xscale® PXA270M. Celé zařízení se skládá ze tří částí a to modulu PXA270M
DIMM, který obsahuje vlastní procesor, základové desky Voipac PXA270 a TFT
displeje. Detailní informace k tomuto kitu lze nalézt na [45].
Specifikace modulu PXA270M DIMM:
• procesor Intel Xscale® PXA270M, maximální taktování je 520MHz,
• FLASH paměť 256MB (16bit),
• SDRAM paměť 128MB (32bit),
• pro propojení se základovou deskou slouží DIMM konektor 200 pin,
• 10/100Mbps Ethernet (32bit),
• ovladač TFT/STN maximální rozlišení 800x600 bodů,
• napájení 3,3V s přizpůsobivým PMIC (Power Management Integrated Circu-
its).
Specifikace základní desky Voipac PXA270:
• 1x RJ45 pro připojení 10/100Mbps Ethernet,
• 1x VGA DSUB 15 (16bit) k připojení externího monitoru, maximální rozlišení
1024x768 bodů,
• 1x RS232 DSUB9 sériová linka,
• 2x USB konektor,
• 1x USB OTG 2.0 mini,
• 2x PS/2 DIN6 mini konektor pro připojení myši a klávesnice,
• 1x socket PCMCIA,
• 1x socket Compact Flash,
• 1x socket pro MMC nebo SD kartu,
• 1x napájecí konektor 5,5/2,1mm,
• napájecí napětí je v rozmezí 7 až 37V, pro udržení chodu hodin je na základní
desce baterie. Spotřeba modulu a připojených zařízení je limitována na 15W.
TFT displej:
Úhlopříčka 7", maximální rozlišení 800x480 bodů, s dotykovou technologií 4wire.
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Obr. 1.1: Kit Voipac PXA270M foto.
1.4 TFTP
TFTP znamená Trivial File Transfer Protocol. Podrobné informace k TFTP jsou k
dispozici na [18, 34]. Jedná se o zjednodušenou verzi FTP, oproti FTP používá ne-
spojované spojení UDP, což znamená, že každý paket si musí sebou nést port zdroje
a cíle. TFTP neposkytuje žádné zabezpečení/ověření uživatele, proto je vhodné ho
používat jen v lokálních sítích. Díky své jednoduchosti je vhodný k použití v přípa-
dech, kdy jsme limitováni procesorem nebo pamětí zařízeni. Z tohoto vyplývá, že je
vhodný například pro bezdiskové bootování ze sítě. Datagram TFTP protokolu je
dlouhý 512 bajtů, pokud se příjme kratší, znamená to ukončení spojení.
Standardně TFTP naslouchá na UDP portu 69, vlastní komunikace pak probíhá
na jiném portu, který se určí pomocí TID při sestavování spojení. TID je identifikátor
přenosu, jedná se o číslo portu, které nám identifikuje konkrétní spojení. Spojení
funguje tak, že klient si zvolí číslo TID (klient), toto číslo se zašle na server na známý
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port 69, po přijetí na straně serveru si server zvolí vlastní TID (server) a odpoví
klientovi z portu, co si stanovil v TID (server), na klientův port stanovený TID
(klient). Tato TID jsou pak zapsaná v hlavičkách posílaných UDP datagramů, jako
cílový a zdrojový port.
Klient Server Předpokládáme klient si zvolí port 
1000, server 2000
Klient vyšle žádost o čtení z 








Server si zvolí port 2000 a pošle 
první  datový paket klientovi na 
port 1000
Klient pošle ověření přijetí dat 
zpět na  server
DATA
ACK
Obr. 1.2: Blokové schéma sestavení spojení pro RRQ u TFTP protokolu.
TFTP rozeznává jen 5 typů zpráv a to:
• RRQ (read request) - požadavek na čtení,
• WRQ (write request) - požadavek na zápis,
• DATA - čtení nebo zápis bloku dat,
• ACK (Acknowledgment) - potvrzení,
• ERROR - chybová zpráva.
Z tohoto vyplývá, že v TFTP není možné listovat v souborech a adresářích
serveru a tedy uživatel musí vědět přesně adresu souboru. Nevýhody použití TFTP
jsou například: dopředu nevíme, jak velký je soubor, který stahujeme, soubor se tedy
nemusí do cílového umístění vejít, dále TFTP nekontroluje správnost přijatých dat
a při přerušení stahování je nutné začít celý přenos znovu.
1.5 NFS
NFS je z anglického Network File System, do češtiny přeložitelné jako systém síťo-
vých souborů. Detailní popis NFS protokolu lze nalézt na [18, 35]. NFS je určený pro
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všechny systémy, které jsou postaveny na UNIXovém jádru, v současnosti existují
programy, které umožňují použít NFS i na jiných systémech. NFS se musí skládat
ze serveru a minimálně jednoho klienta. Na serveru je umístěn náš souborový sys-
tém a klient si je k sobě připojí, jako by to byly jeho lokální soubory, to znamená,
že v praxi mohou být na serveru umístěny domovské adresáře všech uživatelů a ať
se uživatel přihlásí na libovolném počítači v této lokální síti, vždy se mu přidělí
jeho domovský adresář. Další výhodou je možnost sdílení aplikací, které spotřebují
mnoho místa na disku. U bezdiskových zařízení to tedy znamená, že server musí
obsahovat kompletní kořenový systém souborů (RootFS). Vlastní NFS neposkytuje
mnoho zabezpečení, a proto se nedoporučuje používat jinde než v malých lokálních
sítích. Zabezpečení se dá zvýšit pomocí použití root squash, kdy všechny rootovské
adresáře se stanou pro ostatní uživatele neviditelné.
Specifikace NFS verze 3:
• podpora UDP i TCP protokolů, pokud není určeno jinak a obě zařízení pod-
porují TCP protokol, použije se při komunikaci TCP,
• maximální velikost přenášeného souboru je 4GB,
• pro komunikaci používá TCP a UDP port 2049,
• data se zapisují na server zabezpečenou asynchronní metodou.
Pro správnou funkci NFS na UNIX systémech je potřeba:
• mít na serveru spuštěného NFS démona,
• mít nastavené na serveru /etc/exports, zde musí být uvedeno, které složky
chceme sdílet, práva k nim, jejich mapování a IP adresa klienta,
• NFS musí být povoleno v firewallu.
Komunikace mezi serverem a klientem probíhá pomocí RPC (Remote Procedure
Call). Proces na straně klienta si vyžádá připojení vzdálené složky, tento požadavek
se odešle na NFS klienta, NFS klient vyšle RCP požadavek na server, na serveru se
tento požadavek zpracuje a vyvolá se příslušná procedura, během této doby klient
vyčkává na odezvu serveru, server se s klientem dohodne na spojení TCP/UDP,
pokud oba podporují TCP, zvolí se TCP, připojí se vzdálená složka. Klientovi se
pak tato složka jeví, jako by byla jedna z jeho vlastních lokálních složek.
1.6 OpenOCD
OpenOCD znamená Open On-Chip Debugger. Jedná se o program, který je určen


















Lokální disk Klient Server Lokální disk
Obr. 1.3: Komunikace NFS protokolu.
pojení zařízení, na kterém je nainstalované OpenOCD, a programovaného zařízení
slouží JTAG adaptér, který se chová v našem případě jako převodník z USB hostitel-
ského počítače na JTAG 20 pin programovaného zařízení PXA270. JTAG adaptér je
postaven na FTDI čipu. Pro odstraňování chyb slouží GDB protokol [17]. OpenOCD
bylo původně určeno pro Linux systémy, v současnosti existuje podpora i pro další
operační systémy. K propojení s cílovým zařízením se pak používá Telnet. Detailní
informace ohledně OpenOCD a jeho použití lze nalézt na [24].
1.7 Distribuce Linuxu pro ARM
Tato kapitola obsahuje rozbor jednotlivých distribucí operačního systému Linux
vhodných pro ARM.
1.7.1 AntiX MEPIS
Hlavním cílem antiX MEPIS je poskytnou fungující moderní operační systém pro
méně výkonný hardware, určení tohoto systému je hlavně pro kanceláře. Podporuje
grafické rozhraní KDE. Je postaven na Debian a MEPIS. MEPIS i antiX MEPIS
je možné získat pouze jako liveCD, toto CD je univerzální a obsahuje podporu pro
instalaci na ARM, Intel 32bit architekturu a Intel a AMD 64bit architekturu. Další
informace je možné nalézt na [1].
1.7.2 Arch Linux
Tento systém je zaměřen na to, aby měl co nejjednodušší a nejekonomičtější zdro-
jový kód. Instalace je k dispozici pouze z hotových iso disků, další balíčky se musí
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Tab. 1.1: Přehled distribucí Linuxu a jejich základní parametry
Název distribuce Paměťové nároky Nároky na pevný disk
antiX MEPIS 128 MB 2.0 GB
Arch Linux 64MB 181MB
BackTrack 256MB 1910MB
Debian minimum 32MB, minimum 512MB,
doporučeno 64MB doporučeno 1GB
Emdebian 32MB 24MB










Red hat 64MB 620MB





doinstalovat ručně pomocí balíčkového manažeru pacman. Pacman nemá oficiální
grafické rozhraní. Arch Linux nemá plánovitý výdej aktualizací, ale používá tzv.
„rolling system“, to znamená, že v podstatě každý den jsou k dispozici nové aktua-
lizace a balíčky, pacman pak pomáhá udržovat systém aktuální. Domovské stránky
tohoto projektu lze nalézt na [2].
1.7.3 BackTrack
BackTrack vychází z Ubuntu distribuce. Tato distribuce operačního systému Linux
je zaměřená na průnikové testování operačních systémů, hardwaru počítače a po-
čítačových sítí. K tomu má k dispozici programy, které dokáží simulovat vnitřní
i vnější útoky na systém a následně je vyhodnocovat. Programy, které jsou k to-
muto účelu v BackTrack k dispozici, jsou například Wireshark, OWASP, Ophcrack,
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Nmap a další. BackTrack se vydává jako iso disk, který je přímo spustitelný a není
ho třeba instalovat. Stránky tohoto projektu jsou [4].
1.7.4 Debian
U Debianu jsou hlavními cíli stabilita a bezpečnost. Po nainstalování základní verze
obsahující pouze základní balíčky je nutné pro přizpůsobení systému si stáhnout
z úložišť další balíčky. Debian nabízí velké množství balíčků, v současnosti to je
několik desítek tisíc. Pro tyto balíčky platí, aby mohly být přidány do úložišť, vyža-
duje se od nich stabilita, automatická instalace a schopnost aktualizovat starší verzi.
Stránky Debian Linux jsou [7].
1.7.5 Emdebian
Emdebian vychází z Debianu a zaměřuje se na embedded systémy. Předpokládá se, že
embedded systémy nemají k dispozici velké množství místa, a proto by se distribuce
Debianu do nich nevešla, Emdebian používá stejné balíčky jako Debian. V základu
obsahuje Emdebian jen toolchain, limitovaný balíček jazyků, například jen anglič-
tinu, nástroje pro křížovou kompilaci a základní rootFS. Emdebian je v současnosti
v testovací fázi a ještě není plně dokončen. Stránky projektu jsou [9].
1.7.6 Fedora
Fedora nabízí jen volně dostupný software s otevřeným kódem, k placeným apli-
kacím se snaží nabídnout alternativu. Fedora je postavená jako operační systém
k univerzálnímu použití. Jako balíčkovací systém se používá yum. Protože se Fedora
stále mění, tak není k dispozici pro systém takový počet balíčků jako v Debian nebo
Ubuntu. Fedora projekt lze nalézt na [12].
1.7.7 Gentoo
Filozofie Gentoo je následující: na cílové zařízení se dodá kernel a packager, což je
balíčkovací systém pro Gentoo, pomocí něhož se na cílové zařízení natáhnou po-
žadované balíčky a následně se zkompilují pro konkrétní systém. V současnosti už
jsou k dispozici i hotové předkompilované balíčky Gentoo Linux. Gentoo je určen
k univerzálnímu použití a nepoužívá dělení na různé verze, v praxi to znamená, že
při vyjití nové verze dojde k takzvanému „emerge update“, kdy se celý systém i se
všemi balíčky aktualizuje. Funguje to stejně, jako kdyby se celý systém smazal a
znovu nainstaloval. Tento projekt je k nalezení na [15].
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1.7.8 GoboLinux
Je distribuce Linuxu, kde klasický rootFS je přestavěn a podobá se hierarchii jako je
ve Windows. To ve výsledku znamená, že vlastní konfigurační nastavení programu
i jeho všechny soubory jsou v jedné složce. Toho je dosaženo tím, že balíčkovací sys-
tém v GoboLinux používá souborový systém jako svou vlastní balíčkovací databázi.
Základní souborový systém pro GoboLinux se skládá z Programs, který obsahuje
vlastní programy, Users, domovského adresáře, System, součásti potřebné k běhu
systému, obdobně jako ve Windows složka Windows, Files, obsahuje data k progra-
mům, která ale nejsou přímo součástí programů, Mount, mechaniky a síťové složky,
a Depot. Pro získání softwaru pro GoboLinux se používá upravený balíčkovací sys-
tém Goboportage. Stránky GoboLinux jsou [16].
1.7.9 OpenWrt
OpenWrt je speciální firmware pro routery. Díky tomu, že je postaven na Linux jádru,
je vhodný pro použití na mnoha různých routerech. Je možné ho rozšířit o další
balíčky pomocí balíčkovacího systému opkg, počet balíčků k dispozici se pohybuje
okolo dvou tisíc. Protože se jedná o systém určený pro routery, používá hlavně
balíčky jako DHCP server, služby pro VoIP, QoS a programy určené ke sledování
sítě. Další informace jsou k dispozici na [25].
1.7.10 Opie/Angström
Je postavený pro použití pro PDA zařízení. Nabízí širokou škálu jazyků. Poskytuje
grafické rozhraní s podporou multimédií, mnoha typů dokumentů, prací po síti a
podporuje WiFi, IrDA, Bluetooth.
1.7.11 Red hat
Red hat je registrovaný pod firmou Red Hat Enterprise Linux a je tedy placený.
Oproti jiným Linux distribucím, má výhody v tom, že je poskytována plná podpora
pro všechen oficiální software a všechen tento software je možné bez problémů stáh-
nout. Red hat používá a přebírá některé balíčky z Fedory. Stránky této distribuce
jsou [30].
1.7.12 Slackware ARM
Tento projekt si za cíle klade, aby byl stabilní a jednoduchý k použití. Je vyvíjen
uzavřenou komunitou, která nedovoluje balíčky z vnějších zdrojů. K instalaci je
potřeba Linux kernel uImage, startovací ramdisk initrd a RootFS. Slackware ARM
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je určený pro malé počítače bez grafické karty typu Kirkwood a SheevaPlug. Tento
projekt je k dispozici na stránkách [32].
1.7.13 Ubuntu, Kubuntu, Xubuntu
Ubuntu je operační systém postavený na Debian distribuci. Nejdůležitější je pro
Ubuntu stabilita, bezpečnost a jednoduchost použití, zde se hlavně zaměřují na
co nejširší podporu jazyků. Hlavní použití je pro stolní počítače, ale existují i verze
pro server. Systém patří firmě Canonical Ltd., ale je distribuován jako freeware, proto
se balíčky pro Ubuntu dělí na Free a Non-free. Kubuntu a Xubuntu jsou distribuce,
které používají jiné grafické rozhraní oproti Ubuntu. Stránky k této distribuci jsou
na [38].
1.7.14 XBMC
Původně XBMC byl jen program, později se použil upravený jako systém posta-
vený na Ubuntu. Je určený čistě jen pro práci se zvukem, videem, obrázky a jejich
streamovaním a přehráváním po síti, proto vlastní operační systém je skrytý, není
potřeba. Dokáže pracovat s obrovským množstvím formátů a to i s rar a zip ar-
chivy. Jeho použití je například v domácím kinu. Stránky k tomuto projektu jsou
k dispozici na [46].
1.7.15 Další distribuce
Kromě výše vyjmenovaných distribucí Linux pro ARM existují i další distribuce,
které jsou ale určeny jen pro vybrané typy moderních mobilních telefonů. Tyto
distribuce jsou například SHR, LiMo, Maemo, Meego, Moblin a další.
1.8 Asterisk
Asterisk je jeden z největších open-source projektů v telefonii. Poskytuje široké spek-
trum telefonních služeb a aplikací jako jsou například hlasová schránka, telefonní
konference, interaktivní hlasové menu, automatické řízení hovoru, komunikaci přes
TCP. Jelikož je šířen s použitím dvou licencí a to GNU GPL licencí jako open-source,
tato část je šířena zdarma, a proprietary software licencí, která obsahuje komerční
software pro asterisk a je tedy placená. V placené části se nachází hlavně aplikace
pro účtování hovorů a software pro asterisk karty.
Asterisk je strukturou poskládán z jednotlivých bloků. Funkce jednotlivých bloků
jsou pak:
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• Ovladače pro různé VoIP protokoly,
• směrování a zpracování příchozích hovorů,
• ovladače pobočkové ústředny a ovladače pro asterisk karty a zařízení,
• zaznamenávání hovorů a jejich správa a účtování,
• generování výstupních volání a směrování,
• protokolový konvertor, který provádí převody mezi jednotlivými protokoly,
• integrace webových služeb pro přístup za použití standardních internetových
protokolů,
• integrace databází pro přístup k informacím,
• funkce pro přemostění spojení,
• monitorování funkcí,
• asterisk rozhraní brány AGI, které slouží k programování a správu hovorů
externě a to pomocí programovacího nebo skriptovacího jazyku,
• integrovaný skriptovací jazyk Dialplan,
• upozornění na události přes rozhraní správy asterisku,
• integrace LDAP pro přístup do složkových systémů.
Asterisk jako pobočková ústředna je jedno z možných použití asterisku. V této
konfiguraci je asterisk používán ke spojení volajících, přepínání hovorů, spravě linek,
propojení do vnějších sítí přes IP, propojení digitálních a analogových spojení.
Asterisk je možné používat v mnoha operačních systémech jako jsou Linux, Mac
OS, FreeBSD, Sun Solaris, NetBSD a v současnosti existuje i možnost použít aste-
risk ve Windows, kde tato verze je vydána pod názvem AsteriskWin32. Podrobné
informace jsou k dispozici na stránkách projektu [8].
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2 PRAKTICKÁ REALIZACE
Jako server byl v této práci použit notebook ACER Extensa 5620Z s operačním
systémem Windows Vista Home 32bit a systémem Linux Ubuntu 11.10 spuštěným
ve VMware verze VMware-player-4.0.0-471780. Příkazy jsou zpracovávány pod root
uživatelem. Použitá verze Ubuntu je k dispozici ke stažení na:
http://releases.ubuntu.com/11.10/ubuntu-11.10-desktop-i386.iso



























Obr. 2.1: Blokové schéma propojení klienta a serveru.
Všechny příkazy jsou v Ubuntu prováděny v konzoli a domovský adresář v Ubuntu
je /home/frosty.
2.1 Instalace a použití OpenOCD





A PuTTy pro Telnet připojení pro Windows ze stránek projektu dostupné na
[29].
Staženou verzi rozbalím a přejdu do vlastní složky rozbaleného OpenOCD, kde
upravím ve složce board konfigurační soubor libovolným textovým editorem voi-




flash bank $_CHIPNAME.flash0 cfi 0x00000000 0x2000000 2 2
$_TARGETNAME
flash bank $_CHIPNAME.flash1 cfi 0x02000000 0x2000000 2 2
$_TARGETNAME
Nyní nainstaluji ovladače k JTAG/USB převodníku. Zařízení připojím přes USB
k počítači, na počítači se objeví „rozpoznán nový hardware“, zruším automatickou
instalaci a dám instalovat ovladač manuálně, ovladače se nacházejí v OpenOCD
složce v drivers. Po dokončení instalace by se mělo objevit „Zařízení je připraveno
k použití“.
Nyní je možné propojit kit Voipac, JTAG konektor patří do konektoru vyznače-
ného na základní desce jako J504, a počítač. Nyní spustím příkazový řádek, přepnu
se do složky OpenOCD a zde do složky bin. Nyní zadám následující:
openocd-0.5.0 -f board\voipac.cfg
Mělo by dojít k propojení počítače a Voipac kitu. Spustím Putty, zaškrtnu typ
spojení Telnet a zadám:
hostname: localhost
port: 4444
Zde pak mohu nahrát U-boot do paměti zařízení. Přesný postup jak nahrát U-
boot je k nalezeni na [43].
2.2 Instalace NFS serveru v Ubuntu 11.10
Využiji příkazu apt-get a získám potřebné balíčky pro NFS server.
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sudo apt-get install nfs-kernel-server nfs-common portmap mc




a dále v /etc/exports nastavím, kterou složku použiji ke sdílení, IP adresu klienta,
kterému povolím složku použít, a parametry řízení spojení takto:
/export/fs 192.168.10.0/255.255.255.0(rw,sync,no_root_squash,
no_subtree_check)




2.3 Instalace TFTP serveru v Ubuntu 11.10
Využiji příkazu apt-get a získám potřebné balíčky pro TFTP server.
sudo apt-get install tftpd-hpa tftp






Protože jsem prováděl změny v konfiguračních souborech TFTP serveru, je po-
třeba TFTP server restartovat, to provedu příkazem:
service tftpd-hpa restart
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2.4 Vytvoření kernel image
Využiji příkazu apt-get a získám potřebné balíčky pro tvorbu Linux kernel.
sudo apt-get install build-essential u-boot-tools mkimage libncurses5
-dev
Vše stahuji do standardní složky /home/frosty/Downloads
Stáhnu toolchain pro křížovou kompilaci kernelu pro ARM, využiji již hotový






Dále stáhnu poslední verzi Linux kernelu, pro kterou jsou k dispozici patche









Rozbalím kernel a použiji patche.
tar xjfv linux-2.6.27.tar.bz2
cd linux-2.6.27/
patch -p1 < ../linux-2.6.27-vpac1-diff.txt
patch -p1 < ../linux-2.6.27-vpac1-256-diff.txt
Použiji základní konfigurační soubor a následně upravím kernel tak, aby vyho-




Boot options ---> Default kernel command string
mem=256k noinitrd console=ttyS0,38400 root=/dev/nfs rw
nfsroot=192.168.10.179:/export/fs ip=192.168.10.181:
192.168.10.179:192.168.10.179:255.255.255.0:frosty:eth0:off
Networking support ---> Networking options --->
IP: kernel level autoconfiguration
File systems ---> Kernel automounter version 4 support (also
supports v3)
File systems ---> Network File Systems ---> NFS client support
File systems ---> Network File Systems --->
NFS client support for NFS version 3
File systems ---> Network File Systems ---> Root file system on NFS
Device Drivers ---> Graphics support ---> Support for frame buffer
devices ---> PXA LCD framebuffer support
zde vybrat v PXA framebuffer device
DATA IMAGE FG0700A0DSSWAGT1 (800x480)
Device Drivers ---> Graphics support ---> Support for frame buffer
devices ---> PXA Smartpanel LCD support
Device Drivers ---> Graphics support ---> Support for frame buffer
devices ---> 2700G LCD framebuffer support
Nyní by vše mělo být připraveno na vlastní kompilaci, ta se provede zadáním:
sudo make ARCH=arm CROSS_COMPILE=/home/frosty/Downloads/arm-2011.03/
bin/arm-none-linux-gnueabi- uImage
ARCH je volba architektury pro kterou kompilujeme kernel, CROSS_COMPILE
je cesta k použitému křížovému kompilátoru.
Při úspěšné kompilaci by měl výstup vypadat takto:









Kernel: arch/arm/boot/zImage is ready
UIMAGE arch/arm/boot/uImage
Image Name: Linux-2.6.27-vpac1
Created: Sun Nov 13 12:35:11 2011
Image Type: ARM Linux Kernel Image (uncompressed)
Data Size: 1668768 Bytes = 1629.66 kB = 1.59 MB
Load Address: 00020000
Entry Point: 00020000
Image arch/arm/boot/uImage is ready
Z tohoto výpisu je možné vyčíst, že tento vytvořený kernel image je ve složce
arch/arm/boot/, a dále pak, že jeho velikost je 1,59MB a datum vytvoření Sun
Nov 13 12:35:11 2011.
Hotový zImage Linux kernelu musíme zkopírovat do složky tftpboot TFTP ser-
veru.
2.5 Root file system
V současnosti už je vytvořený Linux kernel. Nyní je potřeba ještě RootFS.
Například pro Opie je možné ho získat z:
http://www.voipac.com/downloads/pxa/270/dimm/bin/linux/rootfs-opie3.tar.gz
Stažený RootFS přesunu do sdílené složky NFS serveru, v tomto případě /ex-
port/fs. A rozbalím ho příkazem:
tar -zxvf rootfs-opie3.tar.gz
V rozbalené složce pak musím upravit textový soubor /etc/network/interfaces.
V tomto souboru smažu řádky vztahující se k rozhrani eth0. Pokud se toto ne-




Nejjednodušší postup je propojit Voipac kit a počítač přes sériovou linku. Znovu
použiji Putty, přepnu se na připojení COM a nastavím:
Serial line: COM4 (na jiných počítačích bude jiné, ve Windows se
zjistí v
Start -> Nastavení -> Ovládací panely -> Správce zařízení ->
COM porty)
Speed: 38400
Po připojení nastavím parametry jako IP adresu zařízení a serveru, TFTP server,






set bootcmd ’tftp 0xa1000000 zImage;go 0xa1000000’





serverip je IP adresa NFS serveru,
tftpserver je IP adresa TFTP serveru ,
ipaddr je IP adresa našeho kitu,
netmask je maska podsítě,
gatewayip je IP adresa brány,
bootcmd ’tftp 0xa1000000 zImage;go 0xa1000000’ je příkazový řádek, který se
vykoná při spuštění zařízení, zde je to stáhni z TFTP serveru zImage na adresu
v paměti 0xa1000000 a pomocí příkazu go ho spustíme,
bootagrs jsou argumenty, které se pošlou do kernelu jako příkazy při jeho zavá-
dění,
noinitrd nepoužíváme zaváděcí ramdisk,
console=ttyS0,38400 jsou parametry pro sériovou linku,
root=/dev/nfs typ systému je NFS,
init=/sbin/init kde hledat inicializační soubor,
rw je povoleno čtení a zápis na NFS server,
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nfsroot=192.168.10.179:/export/fs z jakého NFS serveru a kde je umístěn koře-
nový souborový systém,
ip=192.168.10.181:192.168.10.179:192.168.10.179:255.255.255.0:frosty:eth0:off
nastavení parametrů sítě při zavádění ve sledu IP adresa kitu:IP adresa serveru:IP
adresa brány:maska podsítě:jméno klienta:síťové rozhraní:použití automatického při-
dělování IP adres, například DHCP.
2.7 Instalace PBX Asterisk na vývojový kit
Veškeré kompilace jsou prováděny v Ubuntu pomocí křížových kompilací. Využil
jsem toolchain dodávaný výrobcem, získatelný přes
wget http://voipac.com/downloads/pxa/toolchain/bin/
arm-linux-gcc-3.4.1.tar.gz
Vyextrahuji archiv a obsah složky usr/local/arm/3.4.1 zkopíruji do /export/fs/usr/
local. Pro fungování instalace Asterisk na vývojovém kitu je potřeba zlib, OpenSSL
a ncurses, které musí být zkompilovány pro ARM architekturu. Pro ověření, že
kompilace opravdu je pro ARM, je možné v Ubuntu zadat příkaz file, který vypíše
informace o souboru.
2.7.1 instalace zlib
Zlib lze získat z [31]. Aktuální je zlib-1.2.7. Vyextrahuji obsah archivu příkazem a
přesunu se do vyextrahované složky:
tar -zxvf zlib-1.2.7.tar.gz
cd zlib-1.2.7
Vlastní instalace se pak provede:
./configure --prefix=export/fs/usr/zlib --static










Po úspěšné kompilaci a instalaci nakopíruji obsah /export/fs/usr/zlib do /export/fs/
usr/local/arm-linux.
2.7.2 instalace OpenSSL
OpenSSL lze získat z [10]. Aktuální verze je openssl-1.0.1c.tar.gz. Vyextrahuji obsah
archivu a přesunu se do vyextrahované složky:
tar -zxvf openssl-1.0.1c.tar.gz
cd openssl-1.0.1c
Jelikož OpenSSL už obsahuje Makefile, proto není nutné používat příkaz confi-




AR= /export/fs/usr/local/bin/arm-linux-ar $(ARFLAGS) r
RANLIB= /export/fs/usr/local/bin/arm-linux-ranlib
LIBZLIB=/export/fs/usr/zlib/lib
Vlastní instalace se pak provede
make
make install
Po úspěšné kompilaci a instalaci nakopíruji obsah /export/fs/usr/ssl do
/export/fs/usr/local/arm-linux a z /export/fs/usr/ssl/include/openssl do
/export/fs/usr/local/arm-linux/include.
2.7.3 instalace ncurses
Ncurses lze získat z [14]. Aktuální je ncurses-5.9.tar.gz. Vyextrahuji obsah archivu
a přesunu se do vyextrahované složky:
tar -zxvf ncurses-5.9.tar.gz
cd ncurses-5.9







Po úspěšné kompilaci a instalaci nakopíruji obsah /export/fs/usr/ncurses do
/export/fs/usr/local/arm-linux a z /export/fs/usr/ncurses/ include/ncurses do
/export/fs/usr/local/arm-linux/include.
2.7.4 instalace asterisk
Asterisk lze získat z [8]. Aktuální je asterisk-1.8.11.1.tar.gz. Vyextrahuji obsah ar-
chívu a přesunu se do složky:
tar -zxvf asterisk-1.8.11.1.tar.gz
cd asterisk-1.8.11.1
Nakonfiguruji cesty k toolchainu a ke zkompilovanému zlib, OpenSSL a ncurses














Zde zvolím jen součásti patřící pod core. Uložím konfiguraci a dokončím instalaci:
make && make install
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Obr. 2.2: Výstup po úspěšné konfiguraci Asterisku.
Následně vytvořím složky tak, abych měl vytvořeno /export/fs/export/fs/voipac a
přesunu do této složky obsah /export/fs/voipac. Do /export/fs/export/fs/voipac/lib
přesunu obsah /export/fs/opt/qte/lib, jinak dojde při spuštění Asterisku k chybě.
V konzoli na kitu se přesunu do složky Asterisku cd /export/fs/voipac/sbin, nyní
zadám asaterisk, spustí se proces Asterisk. V tuto chvíli je možné zadat asterisk
-rvvvv a spustí se konzole Asterisku.
Obr. 2.3: Úspěšné spuštění Asterisku na kitu, výpis ze vzdáleného připojení přes
PuTTy.
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3 LABORATORNÍ ÚLOHA Č.1 INSTALACE LI-
NUX NA KIT VOIPAC PXA270M A POU-
ŽITÍ PROTOKOLU NFS
3.1 Úkol
• Seznamte se protokoly TFTP a NFS, dále možnostmi Linux kernel a jeho
křížovou kompilací a parametry pro zavedení systému v U-boot.
• Zkompilujte Linux kernel, aby ho bylo možné použít na kitu Voipac PXA270M.
• Nainstalujte NFS a TFTP na Ubuntu 11.10 a nakonfigurujte je.
• Nastavte parametry v U-boot, aby bylo možné použít protokolu TFTP, při
stažení Linux kernelu, a protokolu NFS pro zavedení file systému.
3.2 Úvod
Kernel
Kernel je hlavní komponenta většiny operačních systémů. Kernel vytváří spojení
mezi hardwarem a aplikacemi, které k němu potřebují přistupovat. Slouží k přidělo-
vání paměti a času procesoru jednotlivým aplikacím, pomocí ovladačů pak ovládat




Obr. 3.1: Komunikace kernelu, hardwaru a aplikací
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NFS
NFS je protokol, který slouží ke sdílení souborů v sítích TCP/IP. Poskytuje možnost
práce se vzdálenými soubory a složkami, jako by to byly soubory a složky místní, což
je největší rozdíl oproti protokolu FTP. Díky vlastnostem sdílení složek a souborů
tohoto protokolu je vhodný pro použití na bezdiskových stanicích. Z hlediska bez-
pečnosti má tento protokol jen nízké zabezpečení, proto je doporučeno ho používat

















Lokální disk Klient Server Lokální disk
Obr. 3.2: Komunikace NFS protokolu.
Komunikace mezi serverem a klientem probíhá pomocí RPC (Remote Procedure
Call). Proces na straně klienta si vyžádá připojení vzdálené složky, tento požadavek
se odešle na NFS klienta, NFS klient vyšle RCP požadavek na server, na serveru
se tento požadavek zpracuje a vyvolá se příslušný proces, během této doby klient
vyčkává na odezvu serveru, server se s klientem dohodne na spojení TCP/UDP,
pokud oba podporují TCP, zvolí se TCP a připojí se vzdálená složka. Klientovi se
pak tato složka jeví, jako by byla jedna z jeho vlastních lokálních složek.
Parametry definované pro složku v /etc/exports:
• ro Složka je přístupná jen pro čtení.
• rw Složka je přístupná pro čtení i zápis.
• no_root_squash Zajišťuje, že uživatel na klientovi má práva přístupu ke slož-
kám jako root uživatel na serveru.
• no_subtree_check Zruší ověřování souborů zda jsou součástí exportované složky.
Vhodné pro root file system.




1. Přihlaste se do počítače s nainstalovaným Ubuntu 11.10 a spusťte konzoli.
2. Stáhněte potřebné balíčky a nainstalujte je na Ubuntu, pro NFS je potřeba:
sudo apt-get install nfs-kernel-server nfs-common portmap
pro TFTP server
sudo apt-get install tftpd-hpa tftp
pro kompilaci Linux kernel
sudo apt-get install build-essential u-boot-tools mkimage
libncurses5-dev
3. Nakonfigurujte konfigurační soubory NFS serveru následujícím způsobem.




Otevřete /etc/exports a doplňte parametry pro složku, kterou chcete sdílet:
/export/fs 192.168.10.0/255.255.255.0(rw,sync,no_root_squash,
no_subtree_check)











Nezapomeňte restartovat TFTP službu přes příkaz:
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service tftpd-hpa restart
5. Stáhněte Linux kernel a toolchain pro křížovou kompilaci a aplikujte patche



















patch -p1 < ../linux-2.6.27-vpac1-diff.txt
patch -p1 < ../linux-2.6.27-vpac1-256-diff.txt
7. Použijte základní konfigurační soubor:
cp ../config-linux-2.6.27-vpac1.txt .config
8. Následně nakonfigurujte Linux kernel pro potřeby zavedení ze sítě:
make menuconfig
Boot options ---> Default kernel command string





Networking support ---> Networking options --->
IP: kernel level autoconfiguration
File systems ---> Kernel automounter version 4 support (also
supports v3)
File systems ---> Network File Systems ---> NFS client support
File systems ---> Network File Systems --->
NFS client support for NFS version 3
File systems ---> Network File Systems ---> Root file system
on NFS
Device Drivers ---> Graphics support ---> Support for frame
buffer devices ---> PXA LCD framebuffer support
zde vybrat v PXA framebuffer device
DATA IMAGE FG0700A0DSSWAGT1 (800x480)
Device Drivers ---> Graphics support ---> Support for frame
buffer devices ---> PXA Smartpanel LCD support
Device Drivers ---> Graphics support ---> Support for frame
buffer devices ---> 2700G LCD framebuffer support
9. V tuto chvíli by jste měli mít vše připravené pro vlastní kompilaci. Pokud jste
nestahovali toolchain do defaultního adresáře /home/user, upravte cestu, aby
ukazovala, kde máte rozbalený toolchain.
sudo make ARCH=arm CROSS_COMPILE=/home/user/arm-2011.03/
bin/arm-none-linux-gnueabi-
Příklad výstupu při úspěšné kompilaci:












Created: Sun Nov 13 12:35:11 2011
Image Type: ARM Linux Kernel Image (uncompressed)
Data Size: 1668768 Bytes = 1629.66 kB = 1.59 MB
Load Address: 00020000
Entry Point: 00020000
Zkopírujte zImage z arch/arm/boot/ do složky TFTP serveru var/tftpboot.




Smažte v souboru /export/fs/etc/network/interfaces vše, co se vztahuje k roz-
hraní Eth0.
11. Připojte kit PXA270M přes sériovou linku a připojte se k němu pomocí PuTTy,
kde zaškrtneme serial a nastavíme:
Serial line: COM4
Speed: 38400






set bootcmd ’tftp 0xa1000000 zImage;go 0xa1000000’
save
12. Propojte počítač a kit síťovým kabelem a nastavte v Ubuntu v síťových při-
pojení IP adresu 192.168.10.179 a masku 255.255.255.0. Po restartování dojde
ke spuštění Opie Linux na kitu PXA270M.
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4 LABORATORNÍ ÚLOHA Č.2 KONFIGURACE
UŽIVATELŮ ASTERISK PRO SIP A IAX PRO-
TOKOLY
4.1 Úkol
• Seznamte se s softwarovou pobočkovou ústřednou Asterisk.
• Seznamte se s protokoly SIP a IAX.




Asterisk je softwarová pobočková ústředna poskytující služby, jako jsou konference,
interaktivní hlasové menu, hlasové zprávy a automatické řízení hovorů. Asterisk je
pružnější než hardwarové řešení pobočkové ústředny, hlavně díky možnosti imple-
mentace mnoha různých protokolů a díky modulu zaptel, který obsahuje mnoho
ovladačů různého telefonního hardwaru.
Konfigurační soubory pro Asterisk jsou k nalezení ve složce /export/fs/voipac/
etc/asterisk na kitu Voipac. Nejdůležitější pro tuto úlohu jsou:
sip.conf Zde se nachází definované uživatelské účty pro SIP komunikaci.
iax.conf Zde se nachází definované uživatelské účty pro IAX komunikaci.
extensions.conf Zde jsou pravidla pro volání na jednotlivé uživatele.
4.2.2 SIP
SIP je signalizační protokol pro řízení hlasových služeb přes internetové protokoly.
V TCP/IP pracuje na úrovni aplikační vrstvy, toto mu umožňuje pracovat s různými
sítěmi. SIP je požíván pro svoji jednoduchost, protože sestavení spojení pomocí SIP
se realizuje jen za pomoci malého počtu zpráv.
4.2.3 IAX
IAX2 je protokol navržený přímo pro pobočkovou ústřednu Asterisk. Jeho hlavní
účel je komunikace mezi dvěma Asterisk ústřednami, ale je možné ho použít i pro
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komunikaci mezi klientem a serverem. Jeho hlavním cílem je minimalizovat zabra-
nou šířku pásma během komunikace. K tomu slouží multiplexování multimediálních
a signalizačních toků do jednoho UDP toku.
4.3 Pracovní postup
1. Přihlaste se do počítače s nainstalovaným Ubuntu 11.10, na kterém je Zoiper.
2. Spusťte kit Voipac PXA270M, otevřete konzoli na kitu, přesuňte se do složky




































V části general definujeme přístup pro všechny IP adresy a port použitý pro
komunikaci 5060, v části 1001 a 1002 jsou definováni uživatelé.












Jelikož byly provedeny změny je potřeba Asterisk restartovat, to se provede
přes konzoli Asterisku CLI:
restart now
5. Aby bylo možné zavolat, je třeba softwarového telefonu. Využijte softwarový
telefon Zoiper, který je k nalezení na:
http://www.zoiper.com/download_intermediate.php?os=Linux&ap=
z2&location=zoiper2_linux_tar_gz
Aktuální verze je 2.19. Rozbalte archiv, uvnitř je spustitelný soubor:
tar -zxvf zoiper219-linux.tar.gz
Soubor spusťte bud dvojklikem na soubor nebo z konzole ./zoiper
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Obr. 4.1: Konfigurace účtu SIP v Zoiper.
6. Nakonfigurujte SIP uživatele dle obrázku 4.1.
7. Podobně nadefinujte druhého uživatele. Položka password v zoiperu odpovídá
položce secret v sip.conf.
8. V konzoli zadejte asterisk -rvvv (počet v určuje do jaké úrovně se bude zobra-
zovat výpis), otevře se konzole Asterisk CLI, zde je pak možné sledovat zprávy
Asterisku.
9. Zaregistrujte oba účty v Zoiper k ústředně Asterisk tlačítkem register v Zoiper,
mělo by se objevit registered u jednotlivých účtů a v konzoli Asterisk se objeví
zpráva registrace.
-- Registered SIP ’1002’ at 192.168.10.179:5061
> Saved useragent "Zoiper rev.14736" for peer 1002
10. Vyzkoušejte funkčnost zavoláním si mezi jednotlivými účty, v Asterisk konzoli
je možno sledovat předávání zpráv při navazování spojení.














12. Následné vytvoření IAX účtu v Zoiper dle obrázku.
Obr. 4.2: Konfigurace účtu IAX v Zoiper.
45
Obr. 4.3: Příklad úspěšného sestavení spojení mezi dvěma uživateli.
Obr. 4.4: Úspěšné sestavení spojení mezi dvěma uživateli, výpis z konzole Asterisku.
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5 ZÁVĚR
Tato práce obsahuje řešení, jak vytvořit fungující bezdiskovou stanici. Jako bezdis-
ková stanice zde byl použit vývojový kit Voipac PXA270M, který je postaven na
procesoru Intel Xscale PXA270M. Procesor tohoto kitu tedy patří do skupiny proce-
sorů postavených na architektuře ARM, proto zde bylo rozebráno, co to je architek-
tura procesorů RISC a ARM. Architektura RISC byla v této práci popsána, protože
z této architektury ARM vychází. K architektuře RISC procesoru bylo řečeno, ja-
kou filozofií se řídí a jaké je jeho základní charakteristika. U ARM architektury bylo
rozebráno, co ARM z RISC přebírá, a dále bylo popsáno, jaké jsou výhody použití
ARM. Poté byly sepsány základní vlastnosti vývojového kitu Voipac PXA270M.
Bezdisková stanice potřebuje ke svému zavedení server, ke kterému je připojena
pomocí počítačové sítě a vhodné protokoly, které slouží k zavedení systému. Zde
je pro zavedení systému do bezdiskové stanice použito protokolů NFS a TFTP,
proto jsou zde oba popsány v kapitolách 1.4 a 1.5. U TFTP byl vytvořen rozbor
základních vlastností tohoto protokolu, jeho výhody a nevýhody. Detailně zde byl
popsán průběh komunikace při potřebě čtení z TFTP serveru. Pro experimentální
realizaci byl použit TFTP server z Ubuntu balíčku tftpd-hpa a NFS server z Ubuntu
balíčku nfs-kernel-server. U NFS byl také vytvořen rozbor jeho základních vlastností,
a protože použitý Linux kernel plně podporuje jen NFS verze 3, byla tato verze
popsána detailněji. V praktické části byl podrobně sepsán postup instalace TFTP a
NFS serveru na Ubuntu 11.10.
V kapitole 1.7 pak byly sepsány použitelné distribuce operačního systému Linux
pro ARM. Tyto distribuce byly porovnány mezi sebou podle základních parametrů
a to dle požadavků na paměť zařízení a velikost základní instalace distribuce na pev-
ném disku. Dále byly podrobněji popsány jednotlivé distribuce operačního systému
Linux.
V kapitole 1.6 byl popsán program OpenOCD a k čemu slouží. Praktická realizace
v této práci obsahuje postup pro instalaci a konfiguraci OpenOCD, jež umožňuje
programovat kit Voipac PXA270M.
V kapitole 2.4 bylo popsáno, jak vytvořit vlastní kernel zImage. Zde bylo uká-
záno, co vše je potřeba nastavit v kernelu pro jeho správnou funkci na naší konkrétní
bezdiskové stanici a co vše je nutné pro jeho správnou kompilaci pro ARM. Tento
Linux byl následně umístěn do složky tftpboot TFTP serveru. Byl použit operační
systém Linux Opie verze 1.2, jehož kořenový systém souborů byl umístěn do složky
NFS serveru.
Dále bylo nutné nastavit zavaděč na bezdiskové stanici. V tomto případě to byl
U-boot. Následně byly sepsány všechny parametry nutné k zavedení systému Linux
pomocí U-boot. Zařízení byla mezi sebou propojena pomocí křížového kabelu, bylo
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ověřeno, že na serveru je spuštěn TFTP a NFS server. Po spuštění kitu Voipac
PXA270M byl zaveden systém Opie na tento kit přes NFS a TFTP.
Byl vytvořen popis Asterisku a jeho implementace jako softwarové pobočkové
ústředny. V praktické části byl vytvořen postup pro křížovou kompilaci Asterisku
1.8.11.1 pro ARM v Ubuntu 11.10. Byly zde zkompilovány zlib, OpenSSL, ncurses
pro ARM. Úspěšně byla provedena křížová kompilace Asterisk 1.8.11.1 pro proce-
sor s architekturou ARM, toto bylo ověřeno příkazem file na soubor asterisk v cí-
lové složce křížové kompilace Asterisku. Úspěšnou kompilaci ukazuje obrázek 2.2.
Před vlastním spuštěním Asterisku na kitu Voipac PXA270M bylo nutné zkopírovat
zkompilované soubory do /export/fs/export/fs/voipac a doplnit knihovny z Opie.
Následné spuštění Asterisku proběhlo úspěšně a též přihlášení do konzole CLI As-
terisku. Úspěšné spuštění konzole Asterisku je možné vidět na obrázku 2.3.
Problematické během této praktické části bylo zastavení podpory tohoto kitu
od výrobce a nedostupnost mnoha instalačních balíčků, postupů a konfiguračních
souborů pro vestavěná zařízení. Většina nalezených zdrojů odkazovala na webové
stránky handhelds.org. Tyto stránky procházejí rekonstrukcí od listopadu 2011 a
připraveny budou v prosinci 2012. Jedním z problémů bylo, že kernel využíval jen
32MB paměti kitu, toto bylo vyřešeno přidáním parametru mem do kernel command
string. Toto řešení si vyžádalo jistou dávku času, protože odkazy k tomuto tématu
na internetu většinou ukazují jiné metody řešení, které v tomto případě nefungovaly.
Křížová kompilace Asterisku zabrala většinu času, protože než jsem se dopracoval k
spustitelné kompilaci pro kit, bylo provedeno mnoho různých kompilací, které byly
neúspěšné.
Byly napsány dvě laboratorní úlohy. První úloha se zabývá instalací operačního
systému Linux na kit Voipac PXA270M s využitím NFS a druhá konfigurací účtů na
pobočkové ústředně Asterisk na kitu Voipac PXA270M. Druhá úloha také ověřuje,
že Asterisk pracuje jako pobočková ústředna.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ARM architektura procesorů – Advanced RISC machine
CISC procesory s komplexní sadou instrukcí – Complex Instruction Set Computer
NFS protokol pro vzdálený přístup k souborům za použití počítačové sítě –
Network File System
OpenOCD program pro programováni, testováni a odstraňování chyb pro
embedded zařízení – Open On-Chip Debugger
PBX pobočková ústředna – Public Branch eXchange
RISC procesory s redukovanou sadou instrukcí – Reduced Instruction Set
Computer
RootFS kořenový systém souborů – Root File System
TCP spojově orientovaný protokol patřící do skupiny protokolů TCP/IP –
Transmission Control Protocol
TFTP protokol pro přenos souborů – Trivial File Transfer Protocol
TID identifikátor přenosu – Transmit IDentifikator
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