This paper studies the performance of multi-homed transport protocols tolerant of network failure. It evaluates the performance of different retransmission policies combined with path failure detection thresholds, infinite or finite receive buffers for various path bandwidths, delays and loss rate conditions through SCTP simulation. The results show that retransmission policies perform differently with different path failure detection threshold configurations. It identifies that retransmission of all data on an alternate path with the path failure detection threshold set to zero performs best in symmetric path conditions but its performance degrades acutely in asymmetric path conditions even when the alternate path delay is shorter than the primary path delay. It illustrates that retransmission of all data on the same path with the path failure detection threshold set to one or zero gives the most stable performance in all path configurations.
3 performs best amongst the three policies and their respective extensions. AllRtxAlt performs worst because of the stale RTO problem [6] . The problem for AllRtxSame is that the transmission time is very long when link failure occurs in the last data transmission round.
SCTP detects path failure through protocol parameters Path.Max.Retrans (PMR) and Retransmission Timeout (RTO). When the number of consecutive transmission timeouts on a path exceeds PMR, SCTP will mark the path as inactive. In [7] , the authors studied the performance of different PMR settings with FrSameRtoAlt and the Multiple Fast Retransmission extension [6] . The results show that PMR=0 can achieve best throughput in various path failure or non-failure situations.
This paper studies the performance of these three retransmission policies with different PMR values in various symmetric and asymmetric path conditions. Only bulky data transmission is considered.
Real-time data transmission will be studied in the future work. No extension is used during the evaluations in order to provide instruction about SCTP configurations for the SCTP user. To evaluate different retransmission schemes, we set up basic performance criteria that the performance of running the protocol over multiple paths should not be worse than the performance of running the protocol only on the primary path for non link failure situations and that the protocol should handover to an active path quickly when a path failure happens. This paper shows that the currently proposed schemes can not reach these requirements.
In the simulations, WIFI, 3G and GPRS link parameters are used as the references for network configurations. Although SCTP is designed to provide transport services over connectionless packet networks, not merely over IP, this paper assumes the underlying network is IP. Therefore, the simulation scenarios are IP over WIFI, 3G or GPRS.
For symmetric path conditions, this paper focuses on the situations where a computing node has two WIFI, 3G or GPRS connections. For asymmetric path conditions, the tests cover different path delay configurations and the situations where a computing node has a hybrid WIFI, 3G or GPRS connection.
Infinite and finite receive buffers are also considered in this paper. Uniform loss is used to simulate network congestions. The results show that the retransmission policies perform differently with different PMR settings. The retransmission policy AllRtxSame with PMR=1 and PMR=0 presents the most stable performance amongst all policies. AllRtxAlt with PMR=0 performs best in symmetric path configurations, whereas its performance degrades significantly in asymmetric path conditions.
FrSameRtoAlt also suffers performance degradation in some asymmetric path conditions.
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This paper is organized as follows. Section 2 summarizes related work, introduces the current SCTP retransmission algorithm and path failure detection algorithm. Section 3 compares different retransmission policies and PMR settings in various path conditions. The conclusions are presented in Section 4.
Related Work
SCTP originated as a protocol called Multi-Network Datagram Transmission Protocol (MDTP). The motivation for MDTP arose from the fact that TCP had inherent weaknesses in relation to the control of telecommunication sessions. MDTP was designed to transfer call control signalling on "carefully engineered" networks [8] . When one analyses the origins of SCTP it is interesting to note that its initial target environment was vastly different from that experienced in present day mobile networks. Given its origin as a fixed line oriented protocol, and in particular a protocol designed towards links with roughly equivalent transmission capabilities, the transition towards a mobile enabled protocol has raised a number of design issues. Many related works have raised issues in relation to the design of SCTP.
In [9] , two SCTP stall scenarios are presented. The authors identify that the stalls occur as a result of SCTP coupling the logic for data acknowledgment and path monitoring. In [6] , different SCTP retransmission policies are investigated with default SCTP settings for lossy environments. A retransmission strategy which sends the fast retransmission packets on the same path and the timeout retransmission packets on an alternate path is suggested. In [7] , the authors study the performance of different PMR settings with the retransmission policy FrSameRtoAlt. The results show that PMR=0 can achieve better throughput in various path failure or non-failure situations. In [10] and [11] , SCTP is extended for Concurrent Multipath Transfer (CMT-SCTP) and Load-Sharing (LS-SCTP) respectively.
In [12] , the authors identify that a finite receiver buffer will block CMT-SCTP transmission when the quality of one path is lower than others. Several retransmission policies are studied which can alleviate receiver buffer blocking. In [13] , the authors focus on making SCTP robust to packet reordering and delay spikes.
Retransmission Algorithms in SCTP
The SCTP congestion algorithms [4] are inherited from SACK TCP [14] , which include slow start, congestion avoidance and fast retransmit. In [15] , the authors present a detailed comparison between This paper is concerned with the fast retransmission algorithm derived from base SCTP [4] and the fast recovery extension defined in [16] , [17] and [18] , which is derived from NewReno TCP [19] . The original SCTP fast retransmission algorithm defined in [4] improperly decreases performance when multiple packets are lost in one window [17] , which is more conservative than TCP [17] [19] .
When an SCTP sender discovers a data chunk is lost on the primary path through the fast retransmission algorithm, it will enter fast recovery phase. The sender will adjust Congestion Window (cwnd) and Slow Start Threshold (ssthresh) of the primary path and then fast retransmit the data chunk immediately via a selected path, no matter what the current congestion window size of that path is. If multiple data chunk losses are detected simultaneously, the sender will only send one packet via the fast retransmission algorithm. The rest of the lost data chunks will be retransmitted when the path cwnd allows. After all the lost chunks have been retransmitted, the sender will send new data chunks on the primary path if the primary path cwnd allows. As long as the congestion window is not full and the receiver window size (rwnd) maintained in the sender is not zero, the sender can continuously send new data.
The base SCTP suggests fast retransmission on an alternate path [4] , whereas some research proposes fast retransmission on the same path [6] because the RTO measurement on the alternate path is not precise.
When a transmission timeout occurs on one path, the sender will adjust cwnd and ssthresh of that path and then retransmit all outstanding data to a selected path, subject to the constraint of the congestion window of that path. Currently, retransmission of the timeout data chunks on an alternate path is the default strategy in base SCTP [4] and is recommended by many researchers [6] [16] [18] . This paper will demonstrate that this strategy encounters problems in asymmetric path conditions.
Path Failure Detection and Handover Algorithms in SCTP
SCTP is designed to tolerate network failure and therefore provides a mechanism to detect path failure. For an idle destination address, the sender periodically sends a heartbeat chunk to that address to detect if it is reachable and update the path Round Trip Time (RTT). The heartbeat chunk is sent per path RTO plus SCTP parameter HB.interval with jittering of +/-50% of the path RTO. The default value of HB.interval is 30s. RTO is calculated from RTT which is measured from non-retransmitted data chunks or heartbeat chunks. For a path with data transmission, it can be determined if it is reachable by detecting data chunks and their SACKs. When the acknowledgement for a data chunk or for a heartbeat chunk is not received within a RTO, the path RTO is doubled and the error counter of that path is incremented. For a data chunk timeout, the sender retransmits data chunks through the timeout retransmission algorithm introduced in the previous section. For a heartbeat chunk timeout, the sender sends a new heartbeat chunk immediately. When the path error counter exceeds SCTP parameter PMR, the destination address is marked as inactive and the sender sends a new heartbeat chunk immediately to probe the destination address. After this, the sender will continuously send heartbeat chunks per RTO to the address but the error counter will not be incremented. When an acknowledgement for an outstanding data chunk or a heartbeat chunk sent to the destination address is received, the path error counter is cleared and the path is marked as active. If the primary path is marked as inactive, the sender will select an alternate path to transmit data. When the primary path becomes active, the sender will switch back to the primary path to transmit data.
The path failure detection time is determined by SCTP parameters PMR and RTO. The default PMR value in SCTP is 5, which means that SCTP needs 6 consecutive transmission timeouts to detect path failure. RTO will be doubled for each transmission timeout and ranges between the SCTP parameters RTO.Min and RTO.Max. The default values for RTO.Min and RTO.Max are 1s and 60s respectively.
If RTO is 1s (RTO.Min) in the case of a path failure, the minimum time for detecting path failure is 1+2+4+8+16+32=63s. However, the initial RTO could be 60s (RTO.Max). Therefore, the maximum path failure detection time is 6*60=360s.
Simulations
Simulation Setup
The simulations in this section focus on different path conditions. All simulations in this paper are carried out by running a revision of Delaware University's SCTP module [20] for NS-2 [21] .
The simulation topology is shown in Figure 1 . Node S and Node R are the SCTP sender and receiver respectively. Both SCTP endpoints have two addresses. R 1,1 , R 1,2 , R 2,1 and R 2,2 are routers. The implementation is configured with no overlap between the two paths. The MTU of each path is 1500B.
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to 10000 packets. SCTP parameters are all default except those mentioned. The initial slow start threshold is set large enough to ensure that the full primary path bandwidth is used. Only one SCTP stream is used and the data is delivered to the upper layer in order.
For simulations with an infinite receive buffer, the receiver window (rwnd) is set to 100MB because this size is larger than the data size transmitted by the sender. For simulations with a finite receive buffer, the receiver window is set to 16kB which is feasible for most current computing devices.
Network congestion is simulated by loss rate (1%, 4% and 10%). Node S begins to send 20MB ftp data to Node R at the 5th second. 100 random seeds are used for every simulation. The data transmission time is calculated from the average of the 100 runs.
Symmetric Path Bandwidth and Delay
This section studies the performance of retransmission policies and PMR settings in symmetric path conditions. Six group tests have been carried out for the situations where a computing node has two WIFI, 3G or GPRS connections and an infinite or finite receive buffer. In this section, only the bottleneck link bandwidths are changed, the other settings are the same. Each graph has a fixed PMR value. The x-axis lists combinations of the primary path loss rates and the secondary path loss rates (%/%).
The results show that AllRtxAlt with PMR=0 generally performs best among all retransmission policies and PMR settings. For PMR=0, the performance of AllRtxAlt is similar to or better than the performance of the other two strategies in all path configurations. When the secondary path loss rate is less than or equal to the primary path loss rate, AllRtxAlt performs better than the other retransmission strategies. Furthermore, for the low primary path loss rate (1%, 4%), even when the secondary path loss 8 rate is greater than the primary path loss rate, AllRtxAlt does not suffer performance degradation because the retransmission probability is low.
For PMR>0, the performance of AllRtxAlt fluctuates dramatically because of the stale RTO problem as indicated in [6] and can be explained as follows. A retransmission timeout on the alternate path will double the RTO, whereas a successful retransmission will not refresh the RTO which can only be updated by the heartbeat chunks. Consequently, the RTO on the alternate path is usually a large value which causes the data loss detection time to become very long and degrades the performance.
However, SCTP can avoid the stale RTO problem with PMR=0. Every time a packet is lost, the destination address is marked as inactive. The sender will transmit a heartbeat chunk to the inactive destination address immediately, which can get a new measurement for the path RTT and RTO. The HeartbeatAfterRTO extension proposed in [6] can be achieved automatically through PMR=0.
AllRtxAlt retransmits all lost data on an alternate path. In the fast retransmit phase, the lost data are retransmitted immediately irrespective of the current path cwnd. This is actually a concurrent multipath transmission. Therefore, AllRtxAlt with PMR=0 gives the best performance.
In Figure 2 , AllRtxSame and FrSameRtoAlt policies give similar performances for PMR=0.
FrSameRtoAlt slightly outperforms AllRtxSame for PMR=1 and PMR=5. However, because PMR=0 outperforms PMR>0 for both of the retransmission policies, there is no preference for either of these two retransmission policies in symmetric path conditions.
Comparing Figure 2a and 2b, it shows that there is a significant performance difference between PMR=0 and PMR=1 for AllRtxAlt. For the other two retransmission strategies, PMR=0 and PMR=1
give similar performances when the primary path loss rate is low (1%, 4%), whereas when the primary path loss rate is high (10%), PMR=0 performs better than PMR=1. Comparing Figure 2b and 2c, it shows that PMR=1 and PMR=5 give similar performances for all retransmission policies in all path loss conditions. One reason is that the probability of three consecutive packet losses is low. The other reason is that the stale RTO problem exists when PMR>0, even for PMR=1. Reducing PMR can not alleviate this problem for AllRtxAlt and FrSameRtoAlt. This problem does not affect AllRtxSame obviously because it does not use paths in parallel. Section 3.4 will discuss this problem in detail.
The results for 384kbps bottleneck link bandwidth and an infinite receive buffer (rwnd=100MB) are not shown in this paper because it is similar to The above three group tests are repeated with a finite receive buffer (rwnd=16kB). Although the transmission time for tests with different receive buffer sizes differs, the relationships between different transmission strategies in both receive buffer setting conditions are the same. Therefore all conclusions still hold and the test results are not shown in this paper. AllRtxAlt with PMR=0 generally performs best among all retransmission policies and PMR settings. Besides the analysis for the above tests, the effect of a finite receive buffer can be explained as follows. Normally, a finite receive buffer will constrain transmission speed. It will also decrease performance when network abnormalities such as packet reordering and delay spikes happen. As path difference can increase network abnormalities, the strategies using an alternate path for retransmission will degrade performance. However for symmetric path bandwidth and delay conditions, path difference is not significant enough to affect the retransmission strategies.
The handover time for the above test can be calculated according to the RTO.Min, RTO.Max and PMR settings as introduced in Section 2.2. Since the default RTO settings are used in these tests, the handover time ranges from 1s to 60s for PMR=0, from 3s to 120s for PMR=1 and from 63s to 360s for PMR=5. In particular, the RTT in the tests is less than RTO.Min (1s), therefore the handover time is close to the minimum value for every PMR setting due to the RTO being close to RTO.Min.
Page 9 of 26
IET Review Copy Only
IET Communications
Asymmetric Path Bandwidth and Delay
This section studies the performance of retransmission policies and PMR settings in asymmetric path conditions. Six group tests have been executed for asymmetric path delays with an infinite or finite receive buffer. Another six group tests have been carried out for the situations where a computing node has hybrid WIFI, 3G or GPRS connections and an infinite or finite receive buffer. Figure 4 illustrates the results for the configuration where the primary path delay is 50ms and the secondary path delay is 500ms. The bandwidth of both bottleneck links is 10Mbps. The path loss rates are 1%, 4% and 10%. The receive window is set to infinite (rwnd=100MB).
The results in Figure 4 show that AllRtxSame outperforms the other two retransmission strategies for all PMR settings. Even for PMR=0, AllRtxSame performs better than FrSameRtoAlt. The reason will be discussed in Section 3.4. Another noteworthy phenomenon is that AllRtxSame with PMR=1 performs better than AllRtxSame with PMR=0. This result will be analyzed in Section 3.5. Similar to Section 3.2, PMR=1 and PMR=5 give roughly the same performance; the performance difference between PMR=0 and PMR=1 is obvious for AllRtxAlt and for large primary path loss rates (10%). therefore are not presented in this paper. However, when the path loss rates are reduced, the performance for different retransmission polices are not the same as those in Figure 2 . In order to demonstrate the problem, the path loss rates (1%, 4% and 10%) are decreased by a factor of 10 to represent some high transmission rate situations. The test results for the path loss rate of 0.1%, 0.4% and 0.8% are presented in Figure 5 .
Compared to AllRtxSame and FrSameRtoAlt, the performance of AllRtxAlt degrades gradually when the path loss is decreasing. This is due to the disordered SACKs and constant congestion window size during the fast retransmit phase. The disordered SACKs cause a data burst when the fast retransmission phase finishes. The data burst leads to another loss and retransmission process. In [22] , the authors present a more detailed analysis of this problem. The effect of a finite receive buffer on performance is as described in Section 3.2.
In the above tests, the RTT is less than or equal to RTO.Min (1s), therefore the handover time is the same as those described in Section 3.2.
Analysis of Retransmission Policies
If the secondary path conditions are worse than the primary path conditions, retransmission on the secondary path would degrade performance. For AllRtxAlt, the lost data detected by the fast retransmit algorithm will be retransmitted on the secondary path, even for PMR=0. Therefore, the performance will be degraded when the secondary path conditions are significantly worse than the primary path conditions. AllRtxSame and FrSameRtoAlt give similar performances in symmetric path conditions (Figure 2 ).
However for the situations with large path delay difference (Figure 4) , FrSameRtoAlt performs significantly worse than AllRtxSame. For PMR>0, it is due to the stale RTO problem. For PMR=0, the reason is not straightforward because FrSameRtoAlt and AllRtxSame react similarly to data transmission timeout. The difference comes from the retransmission process after the primary path recovers.
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Simultaneously, all outstanding data chunks are marked as timeout retransmission. Then the sender begins to retransmit all outstanding data on the secondary path. When the sender receives a heartbeat acknowledgement from the primary path, it switches back to the primary path. As the secondary path delay is larger than the primary path delay, normally only one packet is retransmitted through the secondary path before the sender switches back to the primary path. After the sender switches back to the primary path, if the retransmission process has not finished, AllRtxAlt will retransmit timeout data chunks on the primary path, whereas FrSameRtoAlt will send new data on the primary path and retransmit timeout data chunks on the secondary path. If the secondary path conditions are worse than the primary path conditions, FrSameRtoAlt suffers performance degradation in this situation.
Furthermore, there is another reason that makes FrSameRtoAlt degrade performance more seriously.
The RTO measurement on the secondary path is not as precise as the measurement on the primary path because the sampling frequency is low, even for PMR=0. When the secondary path RTT is close to or larger than RTO.Min (default: 1s), the convergence time for computing the path RTO is rather long.
For this test, the convergence time is about 200s (Figure 7a,b) . Therefore, the secondary path RTO value is significantly greater than its real value at the transmission beginning stage, which leads to long packet loss detection time. Actually, this problem exists for all retransmission policies as long as the secondary path is used.
Next, we study the effect of PMR on the performance of AllRtxSame and FrSameRtoAlt with the above simulation. According to Figure 4 , for AllRtxSame, PMR=1 generally outperforms PMR=0 because the secondary path delay is larger than the primary path delay. When PMR=1, the secondary path is seldom used (Figure 7c ). For FrSameRtoAlt, PMR=0 outperforms PMR=1 when the primary path loss rate is high (10%) because of the stale RTO problem which exists even for PMR=1 ( Figure   7d ). In the case of PMR=1, when two consecutive packet losses occur, the path will be marked as inactive. However, two consecutive packet losses seldom happen. A successful retransmission on the secondary path clears the error counter of the secondary destination address but it does not update the path RTO. Therefore the stale RTO problem exists for all PMR values >0. When the primary path loss rate is low (1%, 4%), FrSameRtoAlt with PMR=0 and with PMR=1 give similar performances because the timeout retransmission probability is low.
Comparing PMR Values for AllRtxSame
The test results in Section 3.2 and 3.3 show that AllRtxAlt with PMR=0 performs best amongst all retransmission strategies for symmetric path conditions. However its performance degrades dramatically in asymmetric path conditions. AllRtxSame and FrSameRtoAlt with PMR=0 give similar performances in symmetric path conditions. However, FrSameRtoAlt performance decreases significantly when the secondary path delay is longer than the primary path delay. Therefore, The results illustrate that the performance is related to many factors, such as PMR value, path delay and path loss rate. When a timeout occurs on the primary path, the primary path RTO will be doubled.
If the primary path is used for retransmission, the sender will determine whether the retransmission is successful or failed after waiting for the primary path delay or the doubled RTO respectively. If the secondary path is used for retransmission, the sender will wait for the secondary path delay or the secondary path RTO respectively. The waiting time is related to path delay and path loss rate. As the PMR value can control the path selection when a timeout occurs, given a specific path condition (delay, loss rate), there should exist a PMR setting that could achieve best performance. The exact relation between the performance and PMR, delay, loss rate will be studied in future work. This paper only discusses the observations from the simulation tests.
According to Figure 8 , PMR=1 outperforms PMR=0 in all situations except when the primary path loss rate is large (10%), the secondary path loss rate is less than the primary path loss rate and the secondary path delay is smaller than a certain value (roughly less than 2.5 times the primary path delay).
For low primary path loss rates (1% and 4%), PMR=1 only slightly outperforms PMR=0. For large primary path loss rates (10%), PMR=1 performs significantly better than PMR=0 when the secondary path delay is greater than 2.5 times the primary path delay, whereas PMR=0 outperforms PMR=1 significantly when the secondary path delay is less than this threshold.
The default path failure detection time ranges from 1s to 60s for PMR=0 and from 3s to 120s for PMR=1. An application can choose an appropriate PMR value according to its network environments.
It is worth mentioning that the Multiple Fast Retransmission algorithm [6] can also be applied to AllRtxSame.
Conclusions and Future Work
This paper focuses on the performance analysis for multi-homed transport protocols designed for tolerating network failure. It studies three retransmission policies: AllRtxSame, AllRtxAlt and It is found that the stale RTO problem exists for all PMR>0 when data is retransmitted on the alternate path, which causes the performances for all PMR>0 to be similar. PMR=0 can avoid the problem and consequently improve the performance. However, the stale RTO problem does not affect the performance of AllRtxSame because the lost data is not retransmitted on the alternate path. Besides the stale RTO problem, the RTO sampling frequency on the alternate path is low, which causes the convergence time for computing RTO to be long when the path RTT is close to or larger than RTO.Min. Therefore, retransmission on the alternate path will degrade performance in this situation.
The other noteworthy phenomenon is that the performance of FrSameRtoAlt with PMR=0 is not as good as the performance of AllRtxSame with PMR=0 when the secondary path delay is larger than the primary path delay. The difference between the two strategies is that FrSameRtoAlt will retransmit the lost data on the secondary path after the primary path recovers from path failures. Table 1 presents a summary of proposed transmission strategies in different scenarios. For symmetric path bandwidth and delay conditions, AllRtxAlt with PMR=0 generally outperforms other strategies. For asymmetric path conditions or unknown path conditions, AllRtxSame with PMR=1 or PMR=0 is recommended since it gives the most stable performance in all path situations. AllRtxSame with PMR=0 is preferred when link failures happen frequently. However, if we take the design rationale that the performance of running SCTP on a multi-homed environment should not be worse than the performance of running SCTP only on the primary path, AllRtxSame with PMR=1 is the preferred transmission strategy.
The handover time for each individual simulation is not shown in this paper because it can be calculated directly according to the RTO.Min, RTO.Max and PMR settings. The handover time ranges from 1s to 60s for PMR=0 and from 3s to 120s for PMR=1 for the default RTO settings. We advocate the AllRtxSame policy with small PMR values because it generally outperforms other policies and at the same time it can keep the protocol simple.
Future work is to design an algorithm to dynamically change the PMR value according to the measurement of path conditions. We also need to discover a method to choose the best path as the primary path. 
