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Introduction
The equation of state of a quantum gas completely characterizes the thermodynamics of the system,
and it is mostly influenced by the fundamental properties of its constituents like particle statistics
or their interactions. In bosonic systems, the interplay between all these elements gives rise to
the phenomenon of Bose–Einstein condensation, which since its theoretical proposal in the early
1900s (Bose, 1924, Einstein, 1925) has been the subject of intensive research, both theoretically
and experimentally.
On the experimental side, there has been a significant upgrade in the last thirty years with the
introduction of advanced techniques for cooling and manipulating atomic samples, which opened
the rich research field of ultracold atoms. They became a fundamental tool for studying the physics
of degenerate states of matter: thanks to ultracold gases, quantum phenomena became accessible
on a macroscopic scale with the first realization of Bose–Einstein condensates with rubidium and
sodium atoms (Anderson et al., 1995, Davis et al., 1995).
Ultracold atoms techniques have also influenced many different areas of applicative research: high-
resolution spectroscopy at low temperature set new standards for time and frequency measurement,
and entered in many metrological applications like inertial sensors (de Angelis et al., 2009) and
high-precision optical clocks (Katori, 2011); they could be one of the most promising platforms
for the development of quantum information, practical realization of qubits and quantum logic;
furthermore, they revolutionized the field of quantum simulation, that is the realization of con-
trollable platforms simulating in an analog way complex systems to which we don’t have a direct
access, from the electronic motion in superconducting materials, to even black holes and their
exotic physics (Barceló et al., 2011).
From the point of view of fundamental research, the direct investigation of quantum degenerate
systems represents a benchmark for studying the principles of quantum mechanics, and gives a
great contribution for a deep understanding of the microscopic physics. In this context, ultracold
atoms emerge for their high versatility and the extreme control that can be achieved on the system’s
parameters. These characteristics mark them as a privileged tool for studying the fundamental
properties of quantum many-body systems, like the equation of state itself.
In the present literature there are many examples of equation of state measurement in ultracold
gases, for both bosonic and fermionic systems and in different geometries. To mention just some
recent examples, we recall the experiments investigating the thermodynamics of 2D bosonic systems
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by Desbuquois et al. (2014); or the works on the rich physics of Fermi systems through the BEC–
BCS crossover and in unitary regime by Ku et al. (2012), Nascimbène et al. (2010b).
In the case of a 3D gas of interacting bosonic particles, the underlying thermodynamics is well
understood, but a characterization of the role of interactions in the regime of intermediate tem-
peratures between zero and the critical threshold is still missing: we shall quote the measurements
of specific heat across the BEC phase transition in a harmonic trap by Shiozaki et al. (2014); the
thermodynamics at T = 0 has been deeply explored, with experiments that tested the quantum
Lee-Huang-Yang corrections to mean-field theory (Navon et al., 2011); there are also some prelim-
inary results for 3D systems at finite temperature (Nascimbène et al., 2010a), but they are not yet
sufficient to characterize the interaction contribution in the whole range of temperatures below the
critical threshold.
The purpose of my master thesis is to obtain a complete measure of the equation of state of a 3D
homogeneous interacting Bose gas across the condensation threshold, highlighting the contribution
of particle interactions below Tc; in particular, we aim at observing the non-monotonic shift in
the chemical potential predicted by the mean-field theory, of which there is no direct experimental
observation up to now.
The work is based on the assumption that the inhomogeneous profile of a trapped sample can be
described through the bulk quantities of the same homogeneous system within the Local Density
Approximation, and on a method for measuring the pressure and density profiles along the trap
axis proposed by Ho and Zhou (2010).
In order to obtain information on a large density range, from the low density rarefied thermal
wings to the high density condensed region, one has to acquire the full spatial profile of the
sample. In presence of a condensed fraction, the cloud density varies in a range spanning several
orders of magnitude: when trying to measure such a highly dense sample with standard acquisition
techniques, what one actually obtains is a saturated image with a severe loss of signal in the central
area.
During my thesis I developed an innovative data acquisition technique, based on a series of par-
tial extractions of atoms from the sample through an output coupling mechanism, their sequential
imaging, and the successive reconstruction of the original spatial profile. This technique aims to
overcome the limitations of current imaging methods, allowing to measure the full spatial distribu-
tion of highly dense atomic samples. I also developed the algorithms for the image reconstruction,
and the procedures to calculate the thermodynamic quantities of interest from the in situ profiles
acquired with the above discussed methods.
The work has been done in the Ultracold Gases Laboratory at the BEC Center, University of
Trento.
The thesis is structured as follows: in the first chapter I give a brief review on the theory of Bose–
Einstein condensation, on the Hartree–Fock treatment of the interaction and the Equation of State
predicted for the uniform system.
The second and third chapters are devoted to the experimental technique, explaining respectively
the physics behind the common methods used to manipulate cold atomic gases and the facilities
Introduction XI
present in our laboratory. The fourth chapter explains the standard data acquisition tools used in
the field of cold atoms, and why they are not sufficient for our measurement.
The fifth chapter gives a detailed analysis of the output coupling, describes our experimental
implementation and the new imaging scheme developed with this technique. The sixth explains
the algorithm for the image reconstruction and the dedicated software that I wrote for, and presents
the experimental protocol we followed in the data acquisition. In the last chapter I present the
experimental data, our preliminary results on the Equation of State and some considerations and
future perspectives of this work.

Chapter 1
Theory of Bose–Einstein
condensation
In this part of the thesis I will recall some of the background theory regarding the physics of Bose-
Einstein condensation, following in large part the exposition in Pitaevskii and Stringari (2003).
The chapter is focused on the theoretical framework behind our measurement of the equation
of state: we will start from uniform systems, both in absence and in presence of interactions,
then explain the physics of non-homogeneous samples and the connection with the previous cases
through the Local Density Approximation.
1.1 BEC in uniform systems
1.1.1 The ideal gas
The first and most simple theoretical model for BEC is the uniform, non interacting gas in a 3D
volume V . For such a system, the second-quantized hamiltonian is
H =
∑
k
~2k2
2m
a†kak (1.1)
where a†k (ak) are the creation (destruction) operators for the single-particle plane wave eigenstate
with momentum ~~k and energy k = ~2k2/2m.
In the context of quantum statistical mechanics, the starting point is the grand canonical partition
function
Z(V, µ, T ) = −
∏
k
(
1− eβ(µ−k)
)
(1.2)
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Figure 1.1: A qualitative plot of the condensed and of the thermal fraction of an ideal gas, for
a fixed temperature.
(where β = 1/kBT ), from which one can calculate the relevant thermodynamic quantities, as a
function of the “natural variables” T and µ:
Ω = −PV = kBT
∑
k
1− eβ(µ−k)
N = −∂Ω
∂µ
=
∑
k
1
eβ(k−µ) − 1
(1.3)
The equation for the total particle number provides a relationship between µ, T and N that must
be satisfied at all temperatures. It can be written as a sum over average occupation number for
each single-particle state
nk = − ∂
∂(βk)
logZ = 1
eβ(k−µ) − 1 (1.4)
and it provides the important physical constraint µ < 0, which is needed to have a non-negative
occupation number for all the states of the system.
We write the total particle number N as the sum of two terms, separating the contribution of the
lowest energy state ~k = 0
N = N0 +NT (1.5)
N0 =
1
e−µ/kBT − 1
NT =
∑
~k 6=0
1
eβ(k−µ) − 1
(1.6)
here NT is the number of particles out of the ground state, also said the thermal fraction. These
two quantities have a very different behaviour as functions of µ and T – a qualitative plot is given
in Figure 1.1. For a fixed value of T , the function NT has a smooth behaviour as a function of µ
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and reaches its maximum Nc(T ) at µ = 0. Conversely, N0 is always of order 1, except when µ is
very close to 0 where N0 diverges.
This is actually the mechanism behind the Bose-Einstein condensation: at large enough tempera-
tures the value of Nc is larger than N , so that the relation (1.5) is satisfied for values of µ smaller
than 0 and the contribution of N0 is exponentially negligible: all the particles in the system are in
the thermal fraction. As we decrease T , µ must increase towards zero in order to compensate and
keep the mean number N fixed.
By further decreasing the temperature, we reach a point at which the chemical potential sets to its
maximum value 0 and Nc(T ) = N : from now on, the population of the excited states “saturates” as
it cannot accommodate all the particles of the system. The contribution of the ground state is now
crucial in order to satisfy the normalization condition (1.5), and this means that its occupation
number is a macroscopic fraction of the total number even in the thermodynamic (large N) limit.
The temperature Tc at which this saturation condition takes place is said critical temperature, and
defines the point below which the phenomenon of Bose-Einstein condensation, i.e. the macroscopic
occupation of a single-particle state, takes place.
It must be stressed that BEC is a purely statistical effect, and it is the only phase transition which
is not mediated by interactions.
In the thermodynamic limit the summations over ~k are evaluated with the substitution
∑
k →
V/(2pi)3
∫
d3k; the integrals can be calculated exactly for this model, and yield the following results
for the condensate density, the thermal density and the pressure (n0 = N0/V , nT = NT /V , and
P ) in terms of the total density n = N/V :
T ≥ Tc T < Tc
n0 = 0
nT =
1
λ3T
g3/2(e
βµ)
P =
kBT
λ3T
g5/2(e
βµ)

n0
n
= 1−
(
T
Tc
)3/2
nT =
1
λ3T
g3/2(1)
P =
kBT
λ3T
g5/2(1)
(1.7)
where λT =
√
2pi~2/mkBT is the de Broglie thermal wavelength, and the functions gν(z) are
named “polylogarithm” functions (or sometimes called Bose functions), defined as
gν(z) =
+∞∑
k=0
zk
kν
The critical temperature is defined by the relation
NT (µ = 0, Tc) = N (1.8)
that can be translated in a condition on the dimensionless quantity D = nλ3T , the phase space
density :
nλ3Tc = g3/2(1)
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from which follows
Tc =
2pi~
mkB
(
n
g3/2(1)
)2/3
(1.9)
1.1.2 Interactions: ultracold collisions
Two-body collisions play a crucial role both in the formation and in the dynamics of a Bose-
Einstein condensate of cold atoms: first, they ensure kinetic equilibrium between the particles,
that is thermalization, provided that the relevant time scales are much shorter than the sample
lifetime; second, they are extremely important to obtain an efficient evaporative cooling, the last
stage commonly used to reach degeneracy; third, they affect in a crucial way the behaviour of the
condensate, with effects that can be measured in many physical observables like the equilibrium
density profile, the chemical potential, or the collective mode frequencies.
In this and the following section we briefly recall the theory of two-body collisions at low energy,
and the Hartree–Fock theory that shows in a simple and effective way their action on the dynamics
of the condensate.
The quantum theory of scattering, as explained in Landau and Lifshitz (1981), is based on solving
the Schrödinger equation for the relative motion of the two atoms with the following long-distance
approximate ansatz:
ψ(r) = eikz + f(θ, k)
eikr
r
(1.10)
which holds in a region r  r0, where r0 is a characteristic range of the interatomic potential.
Here k =
√
2m∗E/~2, E is the kinetic energy of incident atoms, and m∗ = m1m2/(m1 + m2) is
the reduced mass. From the scattering amplitude f one can calculate the probability current of
the scattered particle, and hence the differential cross section. In the case of identical particles one
must (anti)symmetrize the orbital part of the wave function according to the total spin parity, and
the resulting cross section is given by
dσ = |f(θ)± f(pi − θ)|2 dΩ (1.11)
For a spherically symmetric potential, the scattering amplitude can be calculated by means of a
partial wave expansion, by decomposing the scattering wave function in partial waves with well
defined angular momentum. In the expanded form, the amplitude and the cross section are written
in function of partial phase shifts δl(k) between the scattered and unperturbed wavefunction at
long distance
dσ
dΩ
=
1
k2
∣∣∣∣∣ 2∑
l even
(l odd)
(2l + 1) eiδl sin δl Pl(cos θ)
∣∣∣∣∣
2
(1.12)
and the summation involves only even or odd values of l respectively in the case of identical bosons
or fermions.
The actual values of the phase shifts have to be calculated by solving the Schrödinger equation
with the exact interatomic potential, that is usually not known. However, their low energy limit
(k → 0) can be calculated in general as δl(k) ∼ k2l+1, so the partial cross-sections behave as k4l.
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From here it is clear that only the s-wave term (l = 0) does not vanish, and it is the only one
that contributes to the total cross section in this limit. This is due to the fact that the effective
potential for l 6= 0 waves contains a centrifugal barrier which is usually much higher than the
collision energy at low temperature. By this and the previous argument we can deduce that low
energy scattering is completely suppressed for fermions, whose s-wave scattering is forbidden by
symmetry, while for bosons the scattering amplitude becomes almost independent on the energy
and takes the asymptotic form
f(k) ' − a
1 + ika
(1.13)
which depends on a single dimensional parameter a, the so-called scattering length.
Of course, the actual value of the scattering length depends on the detailed form of the inter-
atomic potential, and its ab initio calculation presents notable difficulties. In the usual theoretical
treatment of cold atom scattering, the true potential is replaced by a pseudo potential of the form
Vps(r) (·) = 4pi~
2a
2m∗
δ(r)
∂
∂r
(r · ) (1.14)
which recovers the asymptotic amplitude 1.13, and where the scattering length is taken as an
experimental parameter.
1.1.3 Interactions: mean-field theory of BEC and the EoS
Given the pseudo potential 1.14 we write down the full hamiltonian for the homogeneous interacting
gas, in second quantization:
H − µN =
∑
k
(k − µ) a†kak +
1
2V
∑
q
Vq
∑
k1,k2
a†k1+qa
†
k2−qak2ak1 (1.15)
In the interaction term, we substitute the Fourier components of the potential
Vq =
∫
Vps(r)e
−iqr dr =
4pi~2a
m
≡ g ∀q
thus, we find that the scattering length (contained in the coupling constant g) is the only parameter
that sets the strength of particle interactions.
The effects of two-body interactions can be accounted for in the Hartree–Fock theory (HF), which
treats them in a mean-field approach. The recipe for the approximation (Giorgini, 2014) is to
replace the two-body interaction term by an effective one-body interaction, obtained by considering
all possible pairs of creation/destruction operators, and averaging over the (yet unknown) HF
ground state:
a†k1+qa
†
k2−qak2ak1 −→ 〈a
†
k1+q
ak1〉a†k2−qak2 + 〈a
†
k1+q
ak2〉a†k2−qak1+
+ 〈a†k2−qak2〉a
†
k1+q
ak1 + 〈a†k2−qak1〉a
†
k1+q
ak2+
− 〈a†k1+qak1〉〈a
†
k2−qak2〉 − 〈a
†
k1+q
ak2〉〈a†k2−qak1〉+
−N20 δk1,0δk2,0δq,0
(1.16)
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The last three terms are needed to avoid double counting when taking statistical averages. Sub-
stituting the above expression in the exact hamiltonian, one ends up with the HF grand canonical
hamiltonian
HHF − µN = −gnN − gn0N0
2
+
∑
k
(k − µ+ 2gn) a†kak (1.17)
Through the machinery of statistical mechanics, this hamiltonian can be used to explore at a first
glance the effect of interactions over quantum statistics of the ensemble of bosons. The equation
1.3 give us the relationships between n, µ and P in the different regimes of temperature:
• T > Tc
The relevant equations are 
n =
1
λ3T
g3/2(z˜)
P = gn2 +
kBT
λ3T
g5/2(z˜)
(1.18)
where z˜ = eβµ˜, and µ˜ = µ− 2gn is the effective chemical potential, shifted by the mean-field
contribution of the density.
• Critical temperature
As in the non interacting case, the critical temperature is defined by the lowest temperature
by which the condition on the particle number 1.5 can be satisfied with a microscopical N0.
Casted in the form 1.18 this happens for z˜ = 1 and thus when nλ3Tc = g3/2(1). This leads to
the same critical temperature of the non interacting gas.
Tc =
2pi~
mkB
(
n
g3/2(1)
)2/3
(1.19)
• T < Tc
Below the condensation threshold, one has to consider separately the ground-state contribu-
tion in the hamiltonian
HHF − µN = −gnN − gn0N0
2
+ (−µ+ 2gn)N0 +
∑
k 6=0
(k − µ+ 2gn) a†kak (1.20)
and has to determine the condensate fraction n0 among the other quantities. The equation
of state is now provided by 
n = n0 +
1
λ3T
g3/2(z˜)
µ = gn0 + 2gnT
P = gn2 − 1
2
gn20 +
kBT
λ3T
g5/2(z˜)
(1.21)
A remarkable effect of the interactions is a shift of the chemical potential at all temperatures:
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• For T > Tc Eq. 1.18 reads the same as the correspondent equation of the non interacting
case, except for the replacement z 7→ z˜. The chemical potential has the same behaviour as
the non interacting one, but is rigidly shifted by the amount 2gn;
• For T < Tc the whole system 1.21 has to be solved to eliminate the new unknown n0, and
gives a decreasing µ as the temperature is further lowered. At T = 0 the gas is completely
condensed, and µ reaches the Thomas–Fermi value gn (see Sec. 1.2.2).
We show in Figure 1.2 a numerical simulation from Papoular et al. (2012) illustrating this effect.
At temperatures higher than Tc the first equation of the 1.18 can be solved for µ, as the poly-
logarithm function g3/2 is a monotonic function of z and can be inverted (although there is no
analytical expression for the inverse) giving a closed formula for the chemical potential.
On the other hand, a simpler approximate form below Tc can be obtained if one neglects the
interactions in calculating the thermal fraction: then one has
nT = n− n0 = 1
λ3T
g3/2(e
βµ−2βgn) ≡ nT [µ, g = 0] (1.22)
and recovers the expression nT = t3/2 n of the ideal gas, that we write in function of the reduced
temperature t = T/Tc. By substituting in the formula for µ,
µ = gn+ gnT = gn (1 + t
3/2). (1.23)
This result is valid as long as gn/kBT  1, or (multiplying both sides by Tc) as t gn/kBTc.
The parameter η = gn/kBTc sets the relative strength between mean-field and thermal effects near
the transition, and is usually very small: for a sodium gas of density n = 1× 1014 cm−3, which is
quite high for the actual experimental conditions, we get a value of η ' 0.05. Therefore the above
approximation remains valid in a range 0.4 . t . 1. As we will see, this is well inside the range of
validity for the Hartee–Fock theory.
The shift in the chemical potential can be clearly seen by rescaling it by gn: the adimensional
potential µ/gn must double its value (from 1 to 2) while passing from t = 0 to t = 1. The complete
expression as a function of t, in the approximation discussed above, is
µ
gn
=

1 + t3/2 0 . t ≤ 1
2 +
t
η
ln
[
g−13/2
(
g3/2(1)
t3/2
)]
t > 1
(1.24)
This is the expression of the Equation of State that we will look for.
1.1.4 Validity of the Hartree–Fock theory
The Hartree–Fock theory gives a remarkably good description of the thermodynamic of the bosonic
system in presence of interactions, but the temperature range in witch it is correct is subject to
some restrictions:
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Figure 1.2: Chemical potential of a uniform Bose gas as a function of T, calculated from the
Hartee–Fock prediction (Eq. 1.21(b)) with gn/kBTc = 0.3. The ideal gas prediction is also
shown. From Papoular et al. (2012).
• Being a mean-field theory, it naturally neglects the fluctuations in the order parameter ψ ∼
√
n0 (see Sec. 1.2.2), which are instead relevant (because long-range correlated) near the
critical point. As an example, it does not show a shift in the critical temperature, which
is instead predicted in more advanced theories (Arnold and Moore, 2001). In any case, the
temperature range around Tc in which the HF approach breaks up is predicted to be quite
small (|t− 1| . 0.1).
• The predictions at T = 0 for the condensate density and the chemical potential (n0 = n, µ =
gn) are correct, and agree with the solution of the Gross–Pitaevskii equation in absence of
an external potential (see Section 1.2.2 below). However, HF theory fails in describing the
thermodynamics at small T : substituting µ = 2gn− gn0 in Eq. 1.20 one finds
HHF − µN = E0 − µN +
∑
k 6=0
(k + gn0)a
†
kak (1.25)
which shows a quadratic (particle-like) excitation spectrum, with a gap given by gn. This is
an artifact of the Hartree–Fock approach, as we know that in a superfluid system the relevant
low-lying excitations are instead collective modes (phonons), whose spectrum is gapless and
linear at low energy.1
A more accurate account of the low temperature behaviour of the gas is provided by the
Bogoliubov approach (Giorgini (2014), chap. 4.2.3): it describes the system as a gas of
quasiparticles propagating on top of the condensate, whose dispersion is phonon-like at low
energy and becomes quadratic above the threshold ε(k) ∼ gn. Therefore one recovers the
Hartree–Fock result at temperatures such that kBT  gn, that is again t gn/kBTc.
1In a symmetry-breaking description of BEC, phonons arise as Goldstone modes associated with the spontaneous
breaking of the global U(1) symmetry of the order parameter.
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1.2 BEC in a harmonic trap
When dealing with ultracold samples, the most common situation is to have a system of particles
confined in a harmonic potential. It is then important to extend the above results for the case of
a trapped gas (Dalfovo et al., 1999).
1.2.1 The ideal gas
For a non homogeneous system, the second-quantized hamiltonian is most easily written in coor-
dinate representation in terms of the field operator ψˆ:
H =
∫
d3r ψˆ†(~r)
[
− ~
2
2m
∇2 + V (~r)
]
ψˆ(~r) (1.26)
As this is a system of non-interacting particles, it can be exactly solved by diagonalizing the
single-particle hamiltonian
Hsp =
p2
2m
+ V (~r) =
p2
2m
+
m
2
∑
ω2i x
2
i (1.27)
that is the usual harmonic oscillator hamiltonian. Its eigenvalues are expressed as
~n =
∑
i=x,y,z
~ωi
(
ni +
1
2
)
(1.28)
where ~n = (nx, ny, nz) is a vector of integer numbers.
At T = 0 the many-body system is in its ground state, obtained by putting all the particles in
the lowest energy single-particle state |φ0〉 of energy 0 = ~(ωx + ωy + ωz)/2. The corresponding
wavefunction is
φ0(~r) =
(mωho
pi~
)3/4
exp
(
−m
2~
∑
ωix
2
i
)
. (1.29)
The spatial density of the gas is given by n(~r) = N |φ0(~r)|2 and increases with N , while the size of
the sample is set only by the harmonic confinement and is given by the harmonic oscillator length
aho =
√
~
mωho
(1.30)
where ωho = (ωxωyωz)1/3.
As in the homogeneous case, the thermodynamics depends solely on the average occupation num-
bers of single-particle states. The grand canonical free energy and the number of particles are
expressed as a function of T and µ as
Ω(µ, T ) = kBT
∑
~n
1− eβ(µ−~n)
N(µ, T ) = −∂Ω
∂µ
=
∑
~n
1
eβ(~n−µ) − 1
(1.31)
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We now separate the ground-state contribution N0. Again, the number of particles occupying
the excited states is bounded, and reaches a maximum when the chemical potential is close to
the lowest eigenvalue 0, while the ground-state occupation diverges. Bose–Einstein condensation
takes place at a temperature Tc given by NT (0, Tc) = N .
When the temperature is much higher than the oscillator level spacing (kBT  ~ωho) the above
summations can be replaced with integrals, and yield the results
T ≥ Tc T < Tc
N0 = 0
NT =
(
kBT
~ωho
)3
g3(e
β(0−µ))

N0
N
= 1−
(
T
Tc
)3
NT =
(
kBT
~ωho
)3
g3(1)
(1.32)
Tc =
~ωho
kB
(
N
g3(1)
)1/3
(1.33)
The condition kBT  ~ωho is fulfilled in the thermodynamic limit, that in this system is de-
fined through an effective harmonic oscillator volume V = 1/ω3ho, and reduces then to ωho →
0 (while Nω3ho = const). For a discussion on this point, and on the role of pressure in such an
inhomogeneous system, I refer to Romero-Rochín (2005).
It is worth asking what is the spatial distribution of the system at finite temperature. For the
condensed fraction, its spatial shape comes from the ground-state function 1.29, so that the density
is n0(~r) = N0|φ0(~r)|2. We will see that this result is drastically modified by the addition of an
interaction term.
For the thermal fraction, the density can in principle be calculated as
nT (~r) =
∑
~n 6=0
1
eβ(~n−µ) − 1 |φn(~r)|
2 (1.34)
from the decomposition over the harmonic oscillator single-particle eigenstates |φn〉. This hard
calculation can be avoided at least in the limit of high temperatures (kBT  ~ωho), where one
can ignore the spacing between energy levels and use a semiclassical approximation for the single-
particle energies and the occupation numbers:
~n ≈ (~k, ~r) = k + V (~r)
n(~k,~r) =
1
eβ(k−µ+V (~r)) − 1
(1.35)
(where we recall that k = ~2k2/2m). Integrating out the momenta one finds the particle density
in real space
nT (~r) =
∫
d3k
(2pi)3
n(~k,~r) =
1
λ3T
g3/2(e
β(µ−V (~r))) (1.36)
a distribution that is sometimes called Bose-enhanced gaussian.
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1.2.2 Interacting gas at T = 0: the Gross–Pitaevskii equation
The two-body interaction potential is included in the hamiltonian as
H =
∫
d3r ψˆ†(~r)
[
− ~
2
2m
∇2 + V (~r)
]
ψˆ(~r) +
+
1
2
∫
d3r d3r′ ψ†(~r)ψ†(~r′)V (~r − ~r′)ψˆ(~r)ψˆ(~r′)
(1.37)
When the gas is dilute, i.e. when atoms are sufficiently far from each other, the long-range behaviour
on the potential can be neglected. As we are interested only in a contact interaction at low energies,
we can substitute the true interaction term with the pseudopotential 1.14:
H =
∫
d3r ψˆ†(~r)
[
− ~
2
2m
∇2 + V (~r)
]
ψˆ(~r) +
g
2
∫
d3r ψ†(~r)ψ†(~r)ψˆ(~r)ψˆ(~r) (1.38)
the condition for diluteness can then be consistently stated as na3  1.
At T = 0, a macroscopic number of particles is expected to share the same quantum state. This
situation can be described by replacing the quantum field operator by a classical (scalar) field,
which will be interpreted as the “macroscopic wavefunction” of the condensate. This procedure
is reminiscent of the classical description of a laser, where a high number of photons occupies a
single mode of the electromagnetic field. With this replacement, the many-body hamiltonian gives
the ground-state energy of the condensed state, and is referred to as the Gross–Pitaevskii energy
functional
ψˆ(~r) 7−→ ψ(~r) (1.39)
EGP [ψ] =
∫
d3r
~2
2m
|~∇ψ(~r)|2 + V (~r)|ψ(~r)|2 + g
2
|ψ(~r)|4 (1.40)
The condensate wavefunction can be determined by a variational procedure, as the state that
minimizes the energy functional with a constraint on the total number of particles (which introduces
the chemical potential): 
δ
δψ∗
[EGP − µN ] = 0
N =
∫
d3r |ψ(~r)|2
(1.41)
The first of the tho above equations is called the Gross–Pitaevskii equation[
− ~
2
2m
∇2 + V (~r) + g|ψ(~r)|2
]
ψ(~r) = µψ(~r) (1.42)
and allows to determine the zero-temperature density profile of the condensate in a general confining
potential, as
n(~r) = 〈ψˆ†(~r) ψˆ(~r)〉 7−→ |ψ(~r)|2 (1.43)
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1.2.2.1 Thomas–Fermi approximation
When the number of particles is sufficiently high, one can neglect the quantum kinetic energy term
in the 1.42 with respect to the interaction term. For a harmonic external potential, the above
condition can be stated in term of a dimensionless parameter as Na/aho  1. The solution is an
inverted parabola profile for the condensate density n(~r)
n(~r) = |ψ(~r)|2 = 1
g
(µ− V (~r))
= n0
(
1−
∑ x2i
R2i
) (1.44)
valid in the region where n(~r) ≥ 0. The quantities Ri =
√
2µ/mω2i are called Thomas–Fermi radii
and determine the spatial extent of the condensate. The chemical potential can be now determined
from the normalization N =
∫
n d3r, and is equal to
µ =
~ωho
2
(
15Na
aho
)2/5
(1.45)
or, by writing N as a function of the peak density n0 and of the Ri
µ = gn0 (1.46)
1.3 Local Density Approximation
As we see, the already difficult task of solving the interacting many-body problem is further com-
plicated by the presence of a confining potential. In the general case, one must include in the
hamiltonian the potential energy contribution, solve the eigenvalue problem, and then use the col-
lective eigenstates and energy levels to calculate the partition function. In most cases this is a
formidable task, and there is often no explicit solution to the complete problem.
The Local Density Approximation (LDA in the following) constitutes an alternative point of view
to investigate the thermodynamics of a trapped system, based on the knowledge of the equation
of state of the same uniform gas.
It is indeed reasonable that, in a very large system, each (macroscopic) point can be locally treated
as a piece of uniform matter in equilibrium with the surrounding environment. The local chemical
potential then sets the average number of particles in the unit volume by taking the value µ[n(~r), T ]
that it would have in a uniform system with density n(~r) and the same temperature T . The
equilibrium condition that relates the global chemical potential µ0 with the local one and the
external potential is
µ0 = µ[n(~r), T ] + V (~r) (1.47)
The LDA is expected to be a reliable approximation for sufficiently large systems, where finite size
corrections and gradient terms in the density profile are negligible. It is not so easy to quantitatively
state a criterion for its validity, as in some way it has to do with the length scale ∆r which sets our
Chapter 1. Theory of Bose–Einstein condensation 13
“spatial resolution” on the system. It has to be small enough with respect to the spatial variation
of the external potential, so we can approximate it as locally uniform; on the other hand, it has to
be large enough that the elementary volume ∆r3 contains a sufficiently high number of particles
to allow a local thermodynamic equilibrium.
The above formula provides an implicit equation for the density profile of the trapped gas. It can
be applied to a large variety of systems, independent of quantum statistics (bosons and fermions),
once one knows the equation of state µ(n, T ) of the uniform one. For example, for the weakly
interacting Bose gas at T = 0, where µ(n, 0) = gn, Eq. 1.47 immediately recovers the Thomas–
Fermi result for the spatial profile; moreover, using the formula for the non-interacting gas at high
temperature nλ3T = g3/2(e
βµ) (Eq. 1.7) one recovers the semiclassical expression for the density of
an ideal trapped gas (Eq. 1.36).
1.3.1 LDA approach to thermodynamics of complex systems
The LDA can be used as an alternative approach for determining the equation of state of complex
systems starting from the experimental knowledge of the density profiles. This is a method first
proposed by Ho and Zhou (2010), which has found a very efficient and rich field of applications in
both interacting Bose and Fermi gases, and is the key theoretical basis for this work.
The starting point is the Gibbs–Duhem relation
dP = sdT + ndµ (1.48)
that we apply to a trapped sample in thermal equilibrium. In virtue of the LDA, the local gases
at each (macroscopic) point ~r can be seen as an ensemble of realization of the same homogeneous
system, each at a different value of density, pressure and chemical potential, and all at the same
temperature. Equation 1.48 relates the changes of local quantities between neighbouring points,
for which dT = 0 and dµ = d(µ0 − V ) = −dV (from Equation 1.47).
As the potential profile is known, we can change variables and switch to a spatial integral. We
start from a point z on the trap axis, where the pressure takes the value P (z) = P (x = 0, y = 0, z)
and the chemical potential is µ(z) = µ0 − V (0, 0, z). Integrating from here to V = +∞, where
µ = −∞ and P = 0, we obtain
P (z) =
∫ µ(z)
−∞
n[µ] dµ =
∫ +∞
V (z)
n[µ0 − V (x, y, z)] dV (x, y, z) (1.49)
In the relevant case of a harmonic trapping potential, at fixed z2
dV (x, y; z) = m(ω2x xdx+ ω
2
y ydy) = m
ωxωy
2pi
dxdy (1.50)
2see Appendix B
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so we can integrate over the xy plane and find
P (z) =
mωxωy
2pi
∫
n(x, y; z) dxdy
=
mωxωy
2pi
n1(z)
(1.51)
In this way we have related the pressure along the trap axis with the doubly-integrated density
n1(z), a quantity that can be directly accessed in experiments.
We can again use the Gibbs–Duhem equation in the form n = (∂P/∂µ)T to obtain the density
distribution along the trap axis: at fixed x = y = 0, dµ(z) = −dV (0, 0, z) = −mω2z zdz so
n(z) =
dP (z)
dµ(z)
= − 1
2piz
ωxωy
ω2z
dn1(z)
dz
(1.52)
The measure of the equation of state is complete once one obtains the value of µ0, which determines
the chemical potential through all the sample, and the temperature T . One possible approach
(Nascimbène et al., 2010a) is based on a fit on the tails of the distribution, where the density is
sufficiently low that one can safely neglect the role of interactions and approximate the spatial
profiles with the non-interacting ones:
n(~r) ' 1
λ3T
g3/2(e
βµ(~r)) =
1
λ3T
g3/2(e
βµ0e−βV (~r)) (1.53a)
P (~r) ' kBT
λ3T
g5/2(e
βµ(~r)) =
kBT
λ3T
g5/2(e
βµ0e−βV (~r)) (1.53b)
Chapter 2
Manipulation of ultracold gases
This chapter is devoted to the description of the main experimental tools used for cooling and
manipulating atoms.
We first give a brief review of the physical principles behind atom’s interactions with laser light
and magnetic fields, and how these interactions can be used to obtain atomic samples at low and
ultralow temperatures; the contents of this part refer to the textbook by Cohen-Tannoudji and
Guéry-Odelin (2011), where a detailed description of cold atom’s physics and related experimental
techniques can be found.
2.1 Basics of atom – light interaction
When interacting with light whose angular frequency ωL is resonant with a closed electronic tran-
sition, we can treat the atom as having only two internal states (two-level atom approximation)
whose energy difference is ~ωA. This is clearly an approximation to a true atom, which has an
infinite set of bound states; the justification is that we will consider near-resonant interactions, so
that the transitions to other levels are negligible.
The atom can interact with the electromagnetic field via three fundamental processes:
• absorption: the atom absorbs a photon from the laser field and jumps to the excited state.
The photon’s momentum and energy are transferred to the atom.
Figure 2.1: Two-level atom energy
scheme. Here are represented the atomic
resonance frequency and the linewidth,
along with the laser frequency, in energy
units.
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• stimulated emission: thanks to the coupling to the laser field, the atom relaxes to the ground
state and emits a photon identical to the ones that populate the laser mode. This process is
exactly specular to the absorption one, and it happens on a timescale Ω−1 fixed by the laser
intensity (see Sec. 2.1.1 below).
• spontaneous emission: because of the coupling with the environment’s degrees of freedom,
the excited state is affected by an energy uncertainty ~Γ, where the parameter Γ is the natural
linewidth. This interaction can make an excited atom to emit a fluorescence photon in a non
populated mode of the electromagnetic field. The typical timescale for this process τ is said
natural lifetime of the excited state, and is related to the linewidth by τ = 1/Γ.
2.1.1 Conservative dynamics: Rabi oscillations
We start describing the unitary evolution of the atomic internal state in the laser field, by taking
into account only absorption and stimulated emission processes. The spontaneous emission can be
neglected when one considers:
– detuned light, to have a low enough population in the excited state;
– high-intensity light, to have the stimulated emission time scale much faster than the sponta-
neous one;
– low frequency light, as in the microwave or radiofrequency band: this is because at fixed
light intensity I the ratio between spontaneous and stimulated emission rate is (Einstein’s
coefficients) A/BI ∼ ω3L, and becomes relevant only for optical frequencies and above. Low
frequency light also means that we are exciting transitions to atomic levels near the ground
state, more often between sublevels of the same hyperfine or Zeeman multiplet of the ground
state. Such “low-energy excited levels” have basically no coupling with the environment,
which means a nearly infinite lifetime.
The expression for the laser field is
~E(t) = εˆE0 cos(ωLt) (2.1)
where we have dropped the spatial dependence, as the wavelength of the light is much bigger than
the atomic size. Neglecting spontaneous emission, the system’s dynamic is conservative and can be
described with a Schrödinger equation for the internal state. In writing the relevant hamiltonian,
we use an electric dipole coupling with the laser field
HL = −~d · ~E(t) = 〈e|~d|g〉 · ~E0 (|e〉〈g|+ |g〉〈e|) cos(ωLt), (2.2)
and drop out the terms oscillating with a high relative frequency in the so-called Rotating Wave
Approximation1.
1For a more detailed discussion on this point, refer to Steck (2015), sec. 5.1
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The hamiltonian for the unitary evolution of the atomic state is
HRWA = ~ωA|e〉〈e|+ ~Ω
2
(|e〉〈g|e+iωLt + |g〉〈e|e−iωLt) (2.3)
where we introduced the Rabi frequency, which characterizes the strength of the atom-field coupling:
Ω =
〈e|εˆ · ~d|g〉E0
~
. (2.4)
We also define ∆ = ωL − ωA to be the detuning of the laser field from the atomic resonance.
The Schrödinger equation for the state |ψ〉 = cg|g〉+ ce|e〉 reads
∂tcg = −iΩ
2
cee
iωLt
∂tce = −iωA ce − iΩ
2
cge
−iωLt
(2.5)
The solution we are interested in starts from the initial conditions cg = 1, ce = 0, such that the
atom is initially in the ground state:
cg(t) = e
i∆t/2
[
cos
(
1
2
Ω˜t
)
− i∆
Ω˜
sin
(
1
2
Ω˜t
)]
ce(t) = −i e−iωLt ei∆t/2 Ω
Ω˜
sin
(
1
2
Ω˜t
) (2.6)
we see that the probability amplitudes oscillate with an effective Rabi frequency Ω˜ =
√
Ω2 + ∆2.
The excited state population is thus
Pe(t) = |ce(t)|2 = Ω
2
Ω˜2
sin2
(
1
2
Ω˜t
)
. (2.7)
2.1.2 Dissipative dynamics: Optical Bloch Equations
When including spontaneous emission, the system’s dynamics becomes dissipative and we have
to adopt a different description. We can first describe the atomic population with the use of the
density matrix ρ˜ = (ρ˜αβ) written in a “rotating reference frame”
ρ˜ =
(
cg|g〉+ ceeiωLt|e〉
) (〈g|c∗g + 〈e|c∗ee−iωLt) =
(
|cg|2 cgc∗ee−iωLt
cec
∗
ge
+iωLt |ce|2
)
(2.8)
where the factor eiωLt eliminates the fast time dependence in ce. This phase factor does not enter
in the populations ρ˜ee = ρee, ρ˜gg = ρgg, but modifies the coherences ρ˜ge = ρege−iωLt, ρ˜ge = (ρ˜eg)∗,
which we refer to as slowly varying coherences.
We can rewrite Equation 2.5 in an equivalent form for the entries ρ˜αβ . After that, we need to
add extra terms to model spontaneous emission, in the form of an exponential damping. This
is a phenomenological choice, although it can be justified more rigorously by a master-equation
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Figure 2.2: Plot of the Rabi oscillations in the population of the excited state, for different
values of the detuning.
approach to the dynamics of this open quantum system. Combining the damping terms with the
hamiltonian evolution, one obtains the optical Bloch equations (OBE):
∂tρee = i
Ω
2
(ρ˜eg − ρ˜ge)− Γρee
∂tρgg = −i Ω
2
(ρ˜eg − ρ˜ge) + Γρgg
∂tρ˜ge = −(Γ
2
+ i∆)ρ˜ge − i Ω
2
(ρee − ρgg)
∂tρ˜eg = −(Γ
2
− i∆)ρ˜eg + i Ω
2
(ρee − ρgg)
(2.9)
Steady-state solution
Damping is generally high enough to settle the atomic population to the steady-state solution given
by ∂tρ˜ = 0. This can be expressed through the saturation parameter
s =
Ω2/2
∆2 + Γ2/4
(2.10)
proportional to the intensity I = (c/8pi)|E0|2 ∼ Ω2 of laser light. A scale of light intensity, said
the saturation intensity, can be defined as
s(∆ = 0) =
2Ω2
Γ2
≡ I
ISAT
=⇒ ISAT = c~
2Γ2
16pi|εˆ · ~deg|2
[cgs units] (2.11)
so that when I  ISAT =⇒ s 1.
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The expression for the steady-state excited population and for the coherence are
ρee =
1
2
s
s+ 1
=
Ω2/2
Ω2/2 + ∆2 + Γ2/4
ρ˜eg =
Ω/2
∆ + iΓ/2
1
s+ 1
.
(2.12)
These are the starting point of analyzing the scattering of near-resonant light on atoms, that is
the basis of a wide range of methods for manipulating atoms with laser light such as laser cooling
and imaging.
2.2 Light forces
In a cold atom experiment we require powerful techniques to cool down a large number of atoms
from the vapor phase at about room temperature, hundreds of Kelvin, to quantum degeneracy,
that usually lies in the micro to nanokelvin temperature range. This jump by many orders of
magnitude requires in a first stage very strong forces, provided by the interaction of atoms with
laser light.
The light exerts a mechanical action on the atom, based on the continuous transfer of linear
momentum that happens in absorption/emission processes. An important energy scale for this
problem is the recoil energy Erec = ~2k2L/2m, that is the kinetic energy associated with the
transfer of this momentum.
Under the so-called large linewidth condition ~Γ Erec we can consider the atomic wave packet as
being well-localized with respect to the laser wavelength, and as having a velocity spread sufficiently
small to define a mean rate of change of its momentum. Furthermore, the same condition ensures
that the internal degrees of freedom evolve adiabatically with respect to the external ones (center
of mass position and velocity).
Repeated cycles of interaction processes give rise to two different types of forces:
2.2.1 Dissipative force
Also called radiation pressure, this force originates from spontaneous emission of the absorbed
photons: while in the absorption process the atom has gained a well defined momentum (aligned
with the laser beam), with spontaneous emission it gets a recoil in a random direction. After many
cycles, the recoil momentum averages to zero, and the atoms gets a net push in the laser beam
direction.
The expression for the dissipative force is given by
~Fdiss = ~kLΓρee = ~~kLΓ
2
s
s+ 1
(2.13)
where the product Γρee is the spontaneous scattering rate, proportional to the steady-state popu-
lation ρee of the excited level as given by the optical Bloch equations 2.12.
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At high intensity (s→ +∞), the force saturates at a value Fmax = ~kLΓ/2. On the atomic scale,
this force is incredibly strong and leads to a powerful deceleration: taking e.g. the data for the D2
line of sodium (see Appendix A, Steck (2010)) the mean acceleration is Fmax/m = (~kL/m)·Γ/2 ≡
vrecoil/2τ ' 9.1× 105 m/s2 ' 105 g.
2.2.2 Reactive force
This force acts on the atom in presence of an intensity gradient in the laser field, which translates
into a position-dependent Rabi frequency Ω(~r). It is also called dipole force, being the quantum
counterpart of the classical force experienced by a dipole in an inhomogeneous electric field.
It’s physical origin lies in repeated cycles of absorption and stimulated emission, where the atom
scatters photons between the plane waves with different wavevector ~ki that must be present in the
laser beam due to the spatially varying profile.
The analytical expression is:
~Freact = −~∆ s
s+ 1
~∇Ω
Ω
= −~∇
[
~∆
2
log(1 + s)
] (2.14)
The dipole force is conservative. It can be written as the inverse gradient of a potential proportional
(at low intensity) to the product ∆ ·Ω2: a red detuned laser beam thus constitutes the simplest way
to realize an optical trap, because atoms are attracted towards the high intensity central region;
blue-detuned radiation constitutes instead a potential barrier, and is used to realize repulsive walls
or atomic mirrors.
Optical traps constitute an important alternative to magnetic confinement. Despite being less
precise (magnetic traps have a much lower degree of anharmonicity), they are essential when
magnetic fields are instead needed to finely control atomic properties, like in the case of Fano–
Feschbach collisional resonances (ref. to Cohen-Tannoudji and Guéry-Odelin (2011)). In addition
they are extremely versatile, and allow to implement a large variety of trapping geometries like
optical lattices of different dimensionality, time dependent configurations, and recently even box-
shaped potentials (Gaunt et al., 2013).
2.3 Laser cooling and trapping
2.3.1 The Zeeman slower
The study of light interaction with atoms brought the idea of using the dissipative light force to
slow down and stop hot atoms coming out from an oven, the typical atomic source in early (and
modern) experiment. The simplest setup is to shine a counter-propagating laser beam against the
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atoms, but the problem that immediately shows up is that the deceleration effect works only for a
small fraction of the atoms: those which already are in the right velocity window to be in resonance
with the incoming radiation. After a short time, the velocity of those atoms decreases and they
are Doppler-shifted out of resonance.
The solution proposed and realized by Prodan et al. (1982) is the so called Zeeman slower : this
method consists of keeping the atoms on resonance by compensating the Doppler shift due to the
deceleration with a position dependent Zeeman shift produced by a magnetic field gradient along
the direction of the laser.
In the standard configuration, the field gradient is produced by a tapered solenoid, and the modu-
lus of magnetic field is decreasing along the atomic trajectory (as the speed decreases, and so the
Doppler shift). It is also possible to implement a reversed configuration, properly called an increas-
ing field configuration, where the light polarization is inverted and the field modulus increases as
the atoms decelerate: an example of this Zeeman slowing setup is implemented in our apparatus
(see Section 3.2).
2.3.2 Doppler cooling
To obtain a friction effect on the atom we need a velocity-dependent force. The idea of laser
cooling is again to rely on the Doppler effect, which shifts the frequency of the light seen by the
atom by an amount proportional to its velocity v. This mechanism was first introduced by Hänsch
and Schawlow (1975), and since then it has become the main tool for obtaining low-temperature
atomic clouds.
We consider an atom moving with velocity v along the x direction, irradiated by a counter-
propagating red-detuned (∆ < 0) plane wave with wave vector ~kL = −kLxˆ. Because of the Doppler
effect, in the atom’s reference frame the wave frequency is shifted to the value ωL−~kL ·~v = ωL+kLv,
so that the light force depends on an effective detuning ωL + kLv−ωA = ∆ + kLv. The expression
for the radiation pressure is
F(v) = −~kLΓ Ω
2/4
(∆ + kLv)2 + Ω2/2 + Γ2/4
(2.15)
A plot of the force dependence is reported in Figure 2.3(a).
An expansion around v = 0 leads to
F = F0 − αv + . . . (2.16)
where the slope −α at the origin is negative, and thus leads to an effective friction force. The
friction coefficient is
α = ~k2L
s
(s+ 1)2
(−∆)Γ
∆2 + Γ2/4
(2.17)
with s the saturation parameter at zero velocity.
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Figure 2.3: Principles of Doppler cooling. (a) An atom moving with velocity v in a counter-
propagating laser wave of frequency ωL. The Doppler effect introduces a friction force F1 that
slows the atom down and pulls it back. (b) An atom in a red detuned standing wave experiences a
Doppler force from two travelling waves with different frequencies ω± = ωL± vkL. The resulting
radiation pressure force Fx can be considered, in the weak intensity limit, as the sum of the
forces from each individual travelling-wave component of the standing wave.
To have a pure friction force, one needs to eliminate the constant term. The usual solution is to
use an identical beam in the opposite direction. In the limit of low light intensity, and on averaging
over many wavelengths, the interference terms of the two beams vanish and one is left with the sum
of the forces exerted by each single wave. As shown in the plot in Figure 2.3(b), the two constant
terms cancel out, leaving a force
Fx ' −αv with α = 2~k2L s
(−∆)Γ
∆2 + Γ2/4
(2.18)
where, in the weak intensity limit, s 1 and we replace s/(s+ 1)2 with s.
With this technique there is a finite range of velocities for which the light force effectively acts
as a friction, that is as long as the slope is negative: the friction coefficient α is maximum when
∆ = −Γ/2, so that the velocity interval vcapt over which the friction effect is appreciable is given
by:
kLvcapt ∼ Γ =⇒ vcapt ∼ Γ
kL
(2.19)
The capture velocity for sodium atoms is ∼ 0.17 m/s
There is a minimum temperature that can be reached by this cooling technique, due to the presence
of a heating mechanism given by time fluctuation in the force.
The decrease of the atomic velocity yields a damping of its momentum dispersion:
dp
dt
= − α
m
p =⇒ d(∆p)
2
dt
∣∣∣∣
cool
= −2 α
m
(∆p)2 (2.20)
At the same time the light force from each beam is subject to a natural noise, due to fluctuation
both in the number of photons absorbed in unit time and in the recoil momentum transferred to
the atom during spontaneous emission. This can be described as a random walk in the atom’s
Chapter 2. Manipulation of ultracold gases 23
momentum space, and leads to a diffusion process
d(∆p)2
dt
∣∣∣∣
heat
= +2Dheat (2.21)
with a coefficient Dheat = ~2k2LΓs. The steady state value of (∆p)2 scales as m~Γ, and leads to an
effective equilibrium temperature of the order of ~Γ.
Optical molasses
Doppler cooling can be readily generalized to three dimensions by using three mutually orthogonal,
intersecting pairs of counter-propagating laser beams, a configuration called optical molasses. In
the intersection region, there is a laser cooling damping force in all directions. A calculation2 taking
into account the angular diagram of emission, for any value of the detuning ∆ < 0 and under the
assumption of weak intensities (s 1), yields an equilibrium temperature
kBTeq =
~Γ
4
(
2|∆|
Γ
+
Γ
2|∆|
)
(2.22)
The minimum equilibrium temperature, called Doppler temperature, is reached for ∆ = −Γ/2 and
is equal to
kBTD =
~Γ
2
(2.23)
The value for sodium atoms is 240 µK
2.3.3 Magneto-optical trap
The optical molasses does not constitute a trap, because there is no restoring force that keeps
the atoms in a fixed point in space, but they are only slowed down and free to diffuse in a sort
of viscous medium (hence the name “molasses”). The magneto-optical trap (MOT) introduces a
position dependence in the radiation pressure, by varying the detuning with an inhomogeneous
magnetic field via the Zeeman shift. The working principle is presented in a 1D configuration,
as originally proposed by Jean Dalibard in 1986, but can be generalized in higher dimensional
configurations.
For the sake of simplicity we assume that the angular momenta of ground and excited levels are
respectively Jg = 0 an Je = 1. A magnetic field B(z) = b′z shifts the different Zeeman sublevel by
an amount that depends on the coordinate z, and is opposite for the two levels with mJ = ±1; in
addition, the laser beam polarizations are chosen in a way that each beam can excite transitions
to only one specific sublevel.
In the setup illustrated in Figure 2.4(a), consider an atom placed on the left of the origin O: in this
position, the mJ = 1 level is negatively shifted, and is much closer to resonance with respect to the
σ+ polarized beam coming from the left; on the other hand, the right beam is σ− polarized and thus
excites transitions towards the mJ = −1 level, which is oppositely shifted out of resonance. The
2See W. Philips lectures in (Arimondo et al., 1993)
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Figure 2.4: (a) Sketch of the MOT principle in 1D. (b) 3D MOT configuration. Adapted from
Cohen-Tannoudji and Guéry-Odelin (2011)
net effect is that the total force points towards the origin, and pushes the atom to the equilibrium
position at O.
In the 1D configuration one can calculate the Zeeman shift contribution to the detuning, and obtain
the following expression for the net force expanded near the origin:
F ' −αv − κz with κ = 2kLµb′ s (−∆)Γ
∆2 + Γ2/4
(2.24)
The Doppler effect is still present, and it introduces the same friction force as in the molasses
configuration.
Like the optical molasses, the MOT working principle can be extended to more than one dimen-
sion: the 3D configuration consists of three mutually orthogonal pairs of laser beam, and a pair of
coils in anti-Helmholtz configuration (opposite currents) which provide a quadrupole field for the
necessary magnetic gradient (see Figure 2.4(b)).
We point out that, because of the presence of multiple light beams and of the magnetic field gra-
dient, the optimal parameters for magneto-optical trapping actually differ from those for Doppler
cooling only. It turns out that far-off resonance light gives a better confinement because reduces
the heating processes due to light absorption, and extends the capture velocity range beyond that
calculated with Eq. 2.19. In our setup, the cooling light of the MOT beams is set to a detuning
∆ = −2Γ = −20 MHz, and the measured velocity capture is about 30 m/s.
It is also possible to obtain a 2D configuration by applying the confining light along just two
orthogonal axis, and using a 2D-quadrupole magnetic field: this solution is implemented in our
experiment, and is used to transversely cool and collimate the atomic beam which loads the main
trap (see Section 3.2).
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2.3.4 Dark spot
The MOT loading capacity is ultimately limited by reabsorption of scattered photons inside the
atomic cloud, a process that triggers when the density reaches high values and results in an effective
repulsive force between the atoms. A clever way to overcome this limit is the dark spot technique
(Ketterle et al., 1993), which exploits the real structure of atomic states behind the two-level
approximation.
In real-life situations, the atomic hyperfine structure does not always allow for a perfectly closed
transition, as required by laser cooling theory. In the case of alkali atoms, the cooling transition
is always chosen between the two highest F hyperfine levels of the ground and the first electronic
excited state. But if the splitting in the excited manifold is of the order of the linewidth, a radiation
which is red-detuned from the highest hyperfine state will have a non-zero probability to excite
transitions to the state immediately below.
This is the case with sodium (see energy scheme in Fig. 3.2): after a few absorption cycle on the
F = 2 → F ′ = 3 transition, there’s a finite probability for the atom to be excited to the F ′ = 2
level; then it can spontaneously decay to the F = 1 ground level, which is dark because very far
from resonance. As time passes, atoms are optically pumped into the dark state, where they are
no longer confined by the trap, and so the atomic sample is lost. For that reason, it is necessary
to add to the cooling beams a second repump beam tuned to the F = 1 → F ′ = 2 transition, in
order to collect atoms lost by spontaneous decay back into the trap.
The dark-spot MOT consists in screening the repumper in the central spot, producing in the atomic
cloud a region shaded with respect to the repump light. The outer region is a standard bright MOT
that captures and cools down the atoms. Atoms passing in the central dark region are pumped in
the dark state, thus the scattering processes from this atoms are disabled and the repulsive force
is canceled out. In this way the spatial density can be increased with respect to the traditional
MOT.
2.3.5 Sub-doppler cooling
Another way to exploit the multi-level structure of real atoms is in the implementation of sub-
Doppler cooling mechanisms, which allow to reach much lower temperatures than the minimum
predicted in the Doppler cooling scheme.
Sub-Doppler cooling can arise from the fact that in experiments with many laser beams the polar-
ization of the light cannot be uniform, therefore spatial polarization gradients that modulates the
Zeeman sublevels have to be taken into account. The theoretical model for this kind of cooling was
proposed by Dalibard and Cohen-Tannoudji (1989), to whom I refer for a detailed explanation.
Recently sub-Doppler cooling was achieved with a novel technique applied to potassium atoms by
Landini et al. (2011). The strategy consists on an adiabatic ramping of the detuning and intensity
of the cooling light from the values good for a simple Doppler cooling to the optimal values for
sub-Doppler cooling, instead of a sudden change. The hyperfine splitting in potassium atoms is
comparable to the natural linewidth and it has prevented until now the observation of an efficient
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sub-Doppler cooling mechanism. The strategy proposed by Landini et al. (2011) shows efficient
sub-Doppler cooling even in high density samples and can be applied to other atomic system like
43Ca, 173Yb. The strategy of ramping the laser parameters can be applied in systems like Na
even if the hyperfine splitting is six times bigger than the natural linewidth: we implement this
technique in our experiments obtaining sub-Doppler cooling.
2.4 Magnetic trapping
The magneto-optical trap, although supported by sub-doppler cooling techniques, is by itself not
sufficient to reach quantum degeneracy. The continuous absorption and emission of resonant light
is in fact an intrinsic heating process that limits the minimum achievable phase-space density.
There are some techniques to circumvent this limitation like the velocity-selective coherent popula-
tion trapping (VSCPT) or the Raman cooling, but they do not lead to sufficiently high phase space
density to achieve the condensation (more on these techniques can be found in Cohen-Tannoudji
and Guéry-Odelin (2011)).
The last cooling stage to produce BEC has to be performed in conservative traps, like the magnetic
ones: in a magnetic trap there is no dissipation due to radiative effects because resonant light is not
involved in the trapping process. Because of the conservative nature of the trap, an indipendent
cooling mechanism has to be implemented. The most popular tool for achieving Bose-Einstein
condensation is represented by the use of RF-induced evaporative cooling.
2.4.1 Principles of magnetic trapping
In presence of a magnetic field, the atom interacts with it through both the electronic and nuclear
magnetic moment, with a hamiltonian
HB = µB (gJ ~J + gI~I) · ~B (2.25)
At the lowest order, this removes the degeneracy in the hyperfine manifolds, with an energy shift
(Zeeman shift)
∆EF = µBgFmF | ~B| (2.26)
where gF is the Landé g-factor for the sublevel F , and mF (magnetic quantum number) is the
projection along the magnetic field of the total angular momentum ~F = ~J + ~I.
As usual, we treat the atomic motion in the adiabatic approximation as long as it moves slowly with
respect to the time scale of internal degrees of freedom evolution, that is spin precession around
the direction on the field (governed by the Larmor frequency ωL = µB/~). Where this condition
holds, the energy shift acts as a potential proportional to the modulus of the magnetic field.
We can classify atomic states as
• high-field seeking states (gFmF < 0), when attracted towards region of higher magnetic field;
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• low-field seeking states (gFmF > 0), when attracted towards region of lower magnetic field.
As proved by Wing (1984), in free space a local maximum of a static magnetic field cannot exist.
Therefore we can trap atoms as long as they’re in a low-field seeking state.
Quadrupole trap
The most simple configuration for a magnetic trap is given by a quadrupole field, generated by
a couple of coils in the anti-Helmholtz configuration. Such a field has a minimum ~B0 = 0 in the
middle point of the axis, and in a region small compared to the radius of the coils has the expanded
form
~B(x, y, z) =

b′x
b′y
−2b′z
 (2.27)
which gives a linear potential U = µ| ~B| = µb′
√
x2 + y2 + 4z2.
An atom moving near the trap center may experience rapid variations of the direction of the field.
As the field modulus approaches zero, the Larmor frequency for spin precession suddenly drops and
the atom cannot adiabatically follow the magnetic field variations. This results in a spin flip with
respect to the local direction of the magnetic field, so that the atom is projected to an anti-trapped
state. As a result, atoms are expelled from the trap. This spin flip mechanism is commonly referred
to as Majorana losses (Majorana, 1932), and is present in every trap configuration in which there’s
a zero of magnetic field.
One solution to prevent this type of loss consist in adding to the trap field a blue-detuned optical
“plug” in the center, which repels atoms from the zero-field zone. This method was used in the
group of Wolfgang Ketterle at MIT for the first realization of Bose-Einstein condensation of sodium
atoms (Davis et al., 1995).
Ioffe–Pritchard trap
Figure 2.5: Standard setup
for a Ioffe–Pritchard trap
A trap configuration which eliminates the Majorana losses
is the Ioffe–Pritchard one. Initially used for plasma con-
finement, it creates a magnetic field configuration whose
minimum is a non-zero ~B0, and is one of the most com-
mon solution in the field of cold atoms. This is the type of
magnetic trap which is implemented in our experiment.
The standard configuration is realized by superimposing
a 2D-quadrupole field generated by four bars (Ioffe bars),
with that of two coils in dipolar configuration with axis
parallel to the Ioffe bars. The resulting field (taking z as
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the axis direction) is
~B(~r) = B0zˆ + b
′

x
−y
0
+ b′′4

−2xz
−2yz
2z2 − x2 − y2
 (2.28)
The magnetic field is nowhere zero, which suppresses the probability of non-adiabatic spin flip. The
actual potential felt by atoms is given as before by µ| ~B|, and can be set in two different regimes:
• low-bias field (kBT  µB0): this is the typical situation of cooling stages, where the ther-
mal excitation is high enough that we can neglect the uniform field term in calculating the
potential energy
U(~r) ' 1
2
µb′′ z2 + µb′ ρ (2.29)
and obtain a linear confining potential in the radial direction.
• high-bias field (kBT  µB0): at low temperatures the atoms feel the effect of the bias field,
which results in a harmonic anisotropic potential
U(~r) = µB0 +
1
2
µb′′ z2 +
1
2
µ
(
b′2
B0
− b
′′
2
)
(x2 + y2)
≡ U0 + 1
2
mω2z z
2 +
1
2
mω2ρ ρ
2
(2.30)
with trap frequencies which depend on the field configuration
ω2ρ =
µ
m
(
b′2
B0
− b
′′
2
)
ω2z =
µ
m
b′′
(2.31)
The linear potential gives a stronger confinement in the trap center than the harmonic one. For
that reason the former configuration is used during the evaporation in order to enhance the elastic
collisions rate, obtaining a more effective cooling. As the sample temperature drops, the atoms
become more sensitive to the bias field, and in the end they feel an harmonic potential.
2.4.2 Evaporative cooling
The evaporative cooling is a simple yet effective cooling mechanism, introduced by Hess (1986) in
experiments on polarized hydrogen samples. It consists in selectively removing atoms from the
sample in a way that reduces the mean kinetic energy, and hence the temperature. In a magnetic
trap this is implemented by exposing the trapped atoms to radio-frequency (RF) radiation.
A RF field drives transitions between adjacent magnetic sublevels, so it can transfer atoms from a
trapped to an non-trapped state. It is energy selective, since a radiation of frequency ν is resonant
only with atoms which are on a surface where the B-field modulus is equal to |B| = hν/µ. But an
atom that crosses this surface must have an energy at least greater than h(ν−ν0), where hν0 = µB0
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is the trap bottom. In this way is possible to remove from the trap just the higher energy atoms,
hence obtaining a lower temperature after thermalization.
Figure 2.6: Zeeman sublevels of a F = 1 hy-
perfine level, in presence of a trapping magnetic
potential
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Figure 2.7: Zeeman split of the sodium ground state hyperfine levels.

Chapter 3
Experimental setup
The actual implementation of the previously described techniques requires a considerable amount
of experimental effort. Many essential tools are needed in order to obtain a clean and controlled
environment where to produce BECs: vacuum chambers and pumps, suitable laser sources, high-
current circuits for the magnetic fields.
Here I will give a brief overview of our experimental setup. For the technical details, I refer to
the works of the ones who most contributed to its realization: the sodium atoms source have been
designed and realized by Simone Donadello (Donadello, 2012); Alessandro Toffali did a similar
work for the potassium atomic source (Toffali, 2013); Simone Serafini worked on the magnetic trap
projects and realization (Serafini, 2013), and collaborated with Simone Donadello in the deveop-
ment of the electronic control. For a technical overview of the whole apparatus, see Lamporesi
et al. (2013)
Figure 3.1: A picture of the 3D MOT
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3.1 Laser light production
Figure 3.2: Hyperfine level struc-
ture of sodium D2 line, with relative
strength of each transitions and en-
ergy spacing in frequency units.
The primary instrument in a cold atoms experiment
is monochromatic laser radiation tuned to the tran-
sitions of the chosen atomic species. Sodium, as
an alkali atom, interacts with electromagnetic fields
through the only electron in the outer shell, whose
ground state is a 2S 1
2
and is split by the coupling
with the nuclear spin I = 32 into the F = 1 and
F = 2 hyperfine levels (see Fig. 3.2). Given this
level structure, the only closed transition that we
can use for laser cooling is on the D2 line between
the F = 2 and the F ′ = 3 hyperfine sublevels, which
corresponds to a wavelenght of 589 nm. A repump
beam, tuned to the F = 1 → F ′ = 2 transition, is
also needed.
The laser radiation is generated by a system of diode
lasers and amplifiers. Diode lasers are preferred for
their flexibility and ease to use, but the optical wave-
length needed for sodium is not directly accessible whith this type of source. The solution we
adopted is to start from an infrared master source at a double wavelength of 1178 nm, which is
amplified with a Raman fiber amplifier, and then frequency doubled using a non-linear crystal
placed in a resonant optical cavity.
The master source is an home-made external cavity diode laser (ECDL) in Littrow configuration,
based on a design proposed by Ricci et al. (1995) (see Fig. 3.3. The active medium is based on
a diode with InAs quantum dots on GaAs substrate (Innolume GC-1178-TO-200), with single
transverse mode and an anti-reflection coating on the output facet. The light of the diode is
collimated using an aspheric lens (Thorlabs C340TME-C) on a reflective holographic grating
for visible wavelengths with 1200 lines per mm (Thorlabs GH13-12V); the length of the external
cavity is 15 mm, resulting in a free spectral range of ∼ 10 GHz. The wavelength is roughly tuned
with the screw that fixes the grating, and optimizing the current source and the TEC controller
of the diode. Fine-tuning of the frequency is obtaind through a piezoelectric crystal that changes
the position of the grating and consequently the length of the cavity.
The master source source is optically amplified with a Raman fiber amplifier (MPB RFA-SF-
series) pumped with an Ytterbium fiber laser. About 20 to 30 mW of the master laser are injected
in the amplifier, which outputs up to 6 - 7 W on a single transverse mode, while maintaining
polarization and spectral properties of the input beam.
The high-power infrared radiation is then frequency doubled via second harmonic generation
through the passage in a resonant cavity with a non-linear crystal (Polzik and Kimble, 1991).
The LiB3O5 crystal is 15 mm long, and is placed in a bow-tie cavity with length of about 300 mm
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and a finesse of about 150. The temperature of the crystal is set at about 40 ◦C by a TEC con-
troller. At the output of the duplication cavity, about 3.5 W of 589 nm light are availlable for the
main experiment.
The master laser is stabilized by performing FM saturated absorption spectroscopy on a sodium
vapour-cell. The spectroscopic signal gives us a direct frequency reference to the D2 line; it is
then converted to an error signal via lock-in demodulation and passed to a PID controller, which
closes the feedback loop acting on the piezo transducer of the master cavity, and keeping output
frequency locked to the chosen transition.
The output of the visible laser is then split into several secondary beams, each of which needs
to be independently controlled in terms of power and frequency. Splitting and power control is
achieved by combining half-wave plates with polarizing beam splitters (PBS); real-time frequency
and amplitude control is done by acousto-optical modulators (AOM) and electro-optical modulators
(EOM), by which we can obtain partially and fully detuned beams. Each beam is finally injected
into optical fibers and delivered to another, separate table, where the experiment is set. A complete
scheme of the laser table is reported in Figure 3.4.
Figure 3.3: Schematics of the the ECDL setup taken from the original article of Ricci et al.
(1995), similar to the one used for our master source.
3.2 Atomic source
The sodium atomic source is inspired to a design already proposed for lithium by Tiecke et al.
(2009). It employs a transversely loaded 2D MOT as source to a 3D MOT held in the science
chamber. The additional feature of our setup (Lamporesi et al., 2013) consists in a Zeeman slowing
stage integrated in the 2DMOT, which slows down atoms coming from an oven (the primary source)
and improves the overall atomic flux. A pumping system ensures vacuum in all the volume occupied
by the atoms.
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Figure 3.4: Schematic of the optical setup generating the laser beams for the sodium laser
cooling apparatus. The beams are split from the main beam through half-wave plates and PBS.
Collimating optics and the mechanical shutters are omitted. Each AOM reports its central
operative frequency and the sign of the first diffraction order on which the AOM is aligned.
The vacuum chamber is composed of two parts held at different pressure and connected by a
differential pumping (DP) channel. The first part at high vacuum (HV: 10−10 to 10−9 mbar)
contains a crucible held at 240 ◦C which vaporizes sodium and serves as primary source. The
thermal beam coming from the oven is captured in a 2D MOT which is placed about 10 cm above.
The 2D MOT is composed of two orthogonal retro-reflected laser beams and a set of eight stacks
of permanent magnets which provide the necessary quadrupole field (see Fig. 3.5).
There is an additional vertical laser beam directed towards the sodium oven. It constitutes a
Zeeman slower stage, which exploits the tails of the MOT magnetic field instead of the standard
tapered solenoid design, hence realising an increasing-field Zeeman slower configuration. In this
way the slowing system is built-in into the 2D MOT: it keeps the design compact and at the same
time it improves the loading rate by pushing more atoms into the 2D MOT’s capture range.
Finally, a laser beam placed perpendicular to the 2D MOT plane pushes the atoms through the
DP channel into the ultra-high vacuum region (UHV: ≤ 10−10 mbar), where they are recaptured
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by a 3D MOT placed in a quartz cell.
This loading scheme has many advantages over the standard ones:
• Only the pushed atoms can pass the DP channel and reach the 3D MOT. This means that
there are no hot atoms coming directly from the oven, which helps to keep the science chamber
clean and to extend the condensate lifetime. Furthermore, it offers the possibility to vary the
loading rate by optically modulating the push beam, up to completely suppress it while the
main experiment is running.
• The 2D MOT efficiently collimates the atomic beam, with a divergence that is limited by
the transverse temperature: no extra diaphragms are needed for further collimation, so the
losses are reduced. The 2D MOT is placed near the DP channel to reduce the limitations of
the divergence.
• In addition to the simplification of the apparatus, our approach offers the possibility to deal
simultaneously with more atomic species. Thanks to its radial symmetry the 2D MOT can
be transversely loaded from different sources. Our setup is already set for the use with potas-
sium from a vapor-cell MOT, that was used along with sodium for the long-term project of
producing Na-K molecules, for experiments on dipolar gases. Also a strontium oven is present
for future developments. The cooling lights for the different atomic species are overlapped
with dichroic mirrors on the 2D MOT beams directions.
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Figure 3.5: Front view of the 2D MOT.
Figure 3.6: Schematic model of the quartz cell, with the 3D MOT laser beams. The cell has
a custom design, with dimensions 35mm × 80mm × 60mm: it has the shape of a polyhedron
with six 4mm thick flat surfaces; the largest four of them have been treated with a broadband
anti-reflective coating on the outer surfaces to improve optical performances, with a reflectivity
R ∼ 0.5% over the spectral range 530÷ 1100 nm.
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push 3D MOT
ZS
Na oven
HVpump UHVpump
2D MOT
Figure 3.7: Main: a side view of the sodium source. The large yellow areas show the laser
beams in the two MOTs, while the thin horizontal one is the push beam. The four stacks of
magnets for the 2D MOT and the ZS are reported in blue. Inset: a zoom on the differential
pumping channel (red rectangle in the main picture), which separates the HV from the UHV
region.
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3.3 MOT and magnetic trap
The vacuum cell is surrounded by a system of coils, sketched in Figure 3.8, which provide the
magnetic fields required for different configurations:
• MOT: during the 3D MOT operation, a quadrupole field is provided by the two horizontal
coils, in which current flows in anti-Helmoltz configuration;
• MT: the pinch coil is added in series to the quadrupole and generates a bias and curvature
field along z, resulting in a “three-coils” Ioffe-Pritchard magnetic trap;
• MTC: the two compensation coils are added in series in Helmoltz configuration, to allow
tuning of the bias term in the trap and compensation of gravitational field.
• LM↑: magnetic levitation is achieved by turning on only the lower quadrupole coil, and is
used for compensating gravity during long time-of-flight imaging.
Table 3.1 summarizes the characteristic parameters of the magnetic field generated in the two
trapping configurations (compressed/uncompressed MT), as calculated by the software developed
by Simone Serafini for the design of the apparatus.
During the magnetic trap operation, the maximum current flowing in the coils is 200 A at the start
of evaporative cooling procedure, and is then ramped down to 100 A to set the potential in which
BEC is achieved. The coils are made with thin copper tube in which cold, high pressure water
circulates, providing power dissipation during operation.
The magnetic potential felt by the condensed sample is harmonic to a high degree of accuracy
(less than 1% in the whole sample region, see numerical simulations in Serafini (2013)). The
trap frequencies of the MTC @100 A have been precisely measured from the frequencies of the
center-of-mass oscillatory modes of the trapped condensate. The actual values are
ωρ = 2pi · 131 Hz
ωz = 2pi · 12.16 Hz
3.4 Electronic controls
The experiment needs a very precise control, especially on the timing series. In our setup this is per-
formed with a digital software-hardware interface, originally developed by prof. Marco Prevedelli
from University of Bologna and successively adapted to our needs.
The user interface is a custom PC software written in Python, which defines in a tabular form the
temporal sequence of actions on the experiment. The software translates the table in a bitstream
sent via USB cables to the interface motherboards, one for each table in the experiment; the moth-
erboards mount a Xilinx Spartan XC3S250E FPGA clocked at 10 MHz, and are synchronized
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(b)(a)
Figure 3.8: (a) A scheme of the magnetic IP trap configuration, with the two horizontal
quadrupole coils (Qup, Qdw), the smaller pinch coil in the middle (P) and the farther compensa-
tion coils (C1, C2). (b) Top view of the quartz cell positioning inside the coils system; the yellow
beams show optical access for push and cooling light.
Table 3.1: Summary of the trap parameters in high-bias field regime (Serafini, 2013)
MT MTC
@100 A @200 A @100 A @200 A
B0 92 G 184 G 1.9 G 3.8 G
b′ 106 G/cm 212 G/cm 106 G/cm 212 G/cm
b′′ 59 G/cm2 118 G/cm2 59 G/cm2 118 G/cm2
ωρ/2pi 16.9 Hz 23.9 Hz 135 Hz 191 Hz
ωz/2pi 13.5 Hz 19.1 Hz 13.5 Hz 19.1 Hz
aspect 1.25 1.25 10 10
with each other through a centralized “start” signal. The FPGAs manage actions in real-time writ-
ing on a 24 bit parallel bus the action commands in the precise temporal sequence defined by the
experimenter. The bus is connected to the device controller-boards to which different addresses
are assigned: controller-boards read only actions corresponding to their address; the action is then
updated with a strobe pulse at the correct time.
Devices are controlled with three kind of commands:
• RF inputs for the AOMs and the evaporative cooling are generated with Direct Digital
Synthesizers (DDS) boards mounting an Analog Devices AD9958 dual channel chip,: these
devices are directly connected to the communication bus, and allow to synthesize AC voltage
signals whose frequency, amplitude and phase can be tuned in a flexible way;
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Figure 3.9: Schematic of the electric circuit of the magnetic trap. The circuit allows to switch
between the different magnetic field configurations (from quadrupole, to trap, to levitation)
• devices like mechanical shutters, relais, some IGBTs and camera triggers are driven with
logical signals delivered by a TTL driver connected to the communication bus;
• two IGBTs are driven by DAC boards to permit analogical control of their state; these boards
are also used to program the power supplies for the coils.
This system permits a comfortable and reliable control of the experiment with a resolution of 100 ns
and a maximum update rate of 2.5 MHz.
Chapter 4
Sample preparation and probing
This chapter describes the procedures we followed for preparing the condensate samples and mea-
suring their spatial distribution. Also, I will explain the data analysis and fitting procedures that
we used in order to obtain information on the Equation of State.
In the last section, I will point out the limitations we faced in applying the standard imaging
methods to our case, and the considerations that guided us to the development of a new technique.
4.1 Experimental procedure
The procedure we followed for the preparation of the condensed samples is described here. The
setting parameters like laser power, loading time, magnetic field ramps slope, etc. are chosen to
minimize atom losses and obtain BECs in controlled and repeatable conditions. The main steps
are summarized as follows:
• The 3D MOT with dark spot is initially loaded from the 2D MOT source by the push beam.
The total loading time is set between 6 and 12 s. By controlling the loading time and the flux
of pushed atoms we set standardized initial conditions for the successive cooling stages: at this
point, the sample trapped in the DS-MOT contains about 3× 109 atoms, at a temperature
of ∼ 150 µK.
• After the magneto-optical trapping, the sample is kept in an optical molasses for 5 ms.
Following the strategy explained in Section 2.3.5, we obtain sub-Doppler cooling: when the
magnetic field is switched off, the detuning of the cooling light is shifted from the value −2Γ
(which is our setting for the MOT) to −Γ and it is then is linearly ramped to −3Γ during
the molasses phase; at the same time its intensity is decreased by 20% acting on the power
of the rf-signal feeding the proper AOM. After this additional cooling stage we see that the
mean size of the atomic cloud remains approximately equal to that of the 3D MOT stage
(∼ 1.3 mm rms), while the temperature drops by a factor of 3.
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DS–MOT OM MTC
Number of atoms 3.3(8)× 109 3.2(4)× 109 2.0(1)× 107
Temperature [µK] 140(12) 53(1) 0.7(1)
Peak density [cm−3] 8.6(7)× 1010 7.9(2)× 1010 2.9(3)× 1013
Phase-space density 2.5(4)× 10−6 9.7(4)× 10−6 2.0(4)
Table 4.1: Characteristic quantities of the atomic sample through the preparation stages,
measured via time-of-flight. The MOT values refer to 8 s loading time, and the MTC values are
mesured on a cooled sample just before the condensation threshold.
• At the end of the optical molasses, the repumper light is turned off about 100 µs before the
cooling light, to let the majority of the atoms to relax to the F = 1 hyperfine ground level. The
magnetic trap is switched on in the compressed (MTC) configuration, at a current of 200 A:
a comparison of the bias field shift µB0 with the sample temperature shows that at this stage
the trap field is in the low-bias regime (see Sect 2.4.1), which enhances evaporative cooling
efficiency. The final depumping at the end of the molasses leaves the atomic population
uniformly distributed between the F = 1 Zeeman sublevels; as the only low-field seeking
state is the |mF = −1〉, at best only 1/3 of the atoms are transferred into the magnetic trap.
• We evaporatively cool the trapped atoms by applying a radiofrequency continuous-wave,
whose frequency is ramped down in time as shown in Figure 4.1. As the temperature goes
down the ramp slope is reduced, because the remaining atoms need more and more time
to thermalize, so a fast ramp would only reduce the number of atoms without effectively
reducing the temperature.
At one point the trap is decompressed by reducing the current in the coils from 200 A to
100 A: the trap frequencies are reduced by a factor
√
2 while the aspect ratio is mantained.
In this way we avoid losses from three-body inelastic collision processes, which can occur
when the density reaches high values and would destroy the sample during the cooling stage.
Table 4.1 reports some characteristic quantities of the atomic sample (atom number, peak
density, temperature) through each preparation stage, measured with time-of-flight imaging
(see Sec. 4.2.3).
• The evaporation continues until quantum degeneracy is achieved. We can control the sample
temperature and number of atoms by changing the final value of the evaporation frequency
at a fixed bias field (which is kept stable by the magnetic trap control circuit). These
parameters have been characterized as a function of the end frequency, again via time-of-
flight measurements. The data are plotted in Figure 4.2.
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Start [MHz] Stop [MHz] Slope [MHz/s]
1 60 35 2
2 35 4 1.5
3 4 3 0.5
4 3 1.41 0.19
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Figure 4.1: Time sequence of the evaporation ramp used for obtaining BEC. The diamond
bullet in the third ramp marks the decompression stage.
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Figure 4.2: Characterization of atom number and temperature as a function of the evaporation
ramp end point.
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Figure 4.3: Plot of real and imaginary part of complex refractive index n˜(ω) for a sodium
atomic cloud of 1014 atoms/cm3, near the F = 2→ F ′ = 3 resonance.
4.2 Probing methods
Optical diagnosis is the most popular tool for observing cold atoms and BECs. Most of the
techniques aim at measuring the density distribution of the atomic cloud, and allow to extract
physical information by subsequent image processing, and by comparing the obtained profiles
with the theoretical models. Here I will first present the basics of standard imaging techniques, as
reviewd by Ketterle et al. (1999); I will then specialize them to our case, and explain the limitations
we faced during our measurements.
4.2.1 Absorption imaging
The physical principle behind imaging is again atom-light interaction: this time we are interested
in the modifications that a beam of light suffers when passing through an optically active medium.
These effects can be described by a complex index of refraction n˜
n˜ = 1 +
σ0nλ
4pi
[
i
1 + δ2
− δ
1 + δ2
]
(4.1)
assuming |n˜ − 1|  1 and low intensity light (s  1); here σ0 = 3λ2/2pi is the on-resonance
absorption cross section, and δ = 2∆/Γ is the detuning in half linewidths (see Fig. 4.3).
Propagating along the xˆ direction in a small slice ∆x of atomic medium, where the density is n(x),
the electric field of the probe beam accumulates a phase:
E(∆x) = E0e
ikn˜∆x = E0e
ik∆x · exp
(
−1
2
σ0
1 + δ2
n(x)∆x − iδ
2
σ0
1 + δ2
n(x)∆x
)
. (4.2)
Then, when the beam passes through the whole inhomogeneous sample, the phases along the path
sum up. The effect is that the beam profile gets damped and phase-shifted while passing through
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the atoms
E0e
ikx → E = t E0 eiφ eikx (4.3)
(which is the Lambert–Beer’s law in a non homogeneous medium), where
t(y, z) = e−D(y,z)/2
φ(y, z) = −δ
2
D(y, z)
D(y, z) =
σ0
1 + δ2
∫
n(x, y, z) dx (4.4)
The quantity of interest is the optical density (or optical depth) D(y, z), proportional to the column
density of the sample (integrated along the line-of-sight) and to the total scattering cross-section
at detuning δ1. The resonant cross section σ0, for the simpler case of a closed transition excited
by circularly polarized light (mF −→ m′F = mF + 1), takes the value
σ0 =
3λ2
2pi
(4.5)
For the sodium D2 line (λ = 589 nm) this is equal to 0.1656µm2.
Absorption imaging is made using resonant probe light (∆ = 0), and collecting the unscattered
light on a CCD camera. Since the camera is insensitive to the phase, what is effectively measured
is the transmitted intensity profile |E|2 = t2|E0|2.
We point out that this measure is completely destructive, as the recoil energy transferred to the
atoms by the scattering with probe light is much higher than the average energy per particle in
the cold sample: after the first shot, the atoms are blown away by the laser beam, and a new
condensate must be prepared to take new data.
By recording on two separate images the beam profile with and without the atoms, one can obtain
the optical density by inverting the relation 4.4:
D(x, y) = − log t2 = − log |E|
2
|E0|2 . (4.6)
The details of our data acquisition and elaboration procedures are explained now.
4.2.2 Optical setup
The probing light comes on the main table through an optical fiber. At the fiber output it is linearly
polarized, then passes through a PBS and a λ/4 waveplate, in this way we can have a circular
polarization on the atoms and tune the light intensity for the imaging. The beam is collimated
and passes horizontally along the radial direction xˆ of the Ioffe–Pritchard trap. The shadow of
the atomic cloud is split into two copies by a pellicle beam splitter (Thorlabs BP245B1), each
of which is focused on a CCD camera with a pair of confocal convergent lenses, constituting a
refractive telescope. The first pair (objective focal length f1 = 75 mm, ocular f2 = 150 mm) has
a magnification M = 2, and is used for increased resolution on in-situ imaging. The objective
1This formulas apply in the case of a two-level cycling transition. In a realistic situation this is achieved by
choosing the probe beam polarization to select a single transition between two magnetic sublevels, and by adding
an optical pump beam if necessary.
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Figure 4.4: Schematics of the optical setup used for the imaging. The two pairs of confocal
lenses allow to simultaneously acquire high-resolution images for in-situ probing, and wide-range
images for TOF measurements.
lens with a second ocular (f ′2 = 100 mm) constitute a telescope with magnification M ′ = 1.33 that
we use when a wider field is needed at the expense of resolution, like in time-of-flight imaging.
Figure 4.4 shows a sketch of the optical setup. The diffraction limit sets the resolution of the
imaging system: given a lens diameter D = 1 in = 2.54 cm the f-number of the objective lens is
f# = f1/D ' 2.95, leading to a diffraction limit r0 = 1.22λf# ' 2.12 µm and to a depth of field2
z0 = pir
2
0/λ ' 24 µm.
The camera is a Stingray F-201, its sensor is a 1624 × 1234 pixel CCD, with a cell size of
4.4 µm× 4.4 µm; the effective chip size is 7.1 mm× 5.4 mm. The dynamic range of the ADC is 14
bit. The camera is connected to a computer through a Firewire IEEE 1394b - 800 Mb/s serial
port, while the trigger input is driven by the electronic control system of the experiment via a TTL
pulse. The data coming from the camera are converted in a RAW file by a LabVIEW software,
and then the images are processed by a Python fitting software written by Gregor Thalhammer.
During the imaging we take a sequence of three images, all of them have an integration time of
200 µs:
1. The first one records the shadow of the atom cloud in the probe beam, thus giving an intensity
map of the transmitted light I(y, z) ∝ |E(y, z)|2. The probe beam is switched on 50 µs after
the starting of the integration and remains on for 100 µs. 50 µs before the acquisition and
during the whole integration time the sample is illuminated by the repumper beam in order
to promote the atoms in the dark ground state F = 1 to the bright ground state F = 2, that
is the one probed by the imaging system.
2. The second image is taken 100 ms after the first one with the same lights configuration than
the first, but without atoms because the system was destroyed by the first image. The second
image maps then the probe beam profile I0(y, z) ∝ |E0(y, z)|2.
3. the third images is taken without any light beam in order to get a background signal Ibg(y, z)
that is subtracted from the previous acquisitions, improving the signal-to-noise ratio.
2The depth of field is the range of distances in which an object can be imaged sufficiently sharp by an optical
system, and corresponds to the Raileigh range of the gaussian beam centered at the lens focus, whose waist is equal
to the diffraction limit size.
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The optical density is then calculated as
D(y, z) = − log I(y, z)− Ibg(y, z)
I0(y, z)− Ibg(y, z) (4.7)
4.2.3 Data elaboration
Most properties of condensates and thermal clouds can be inferred from their density distributions,
measured by appropriate imaging techniques. This is done by comparing the measured distributions
with the results of theoretical models of the atomic gas (ref. to Ketterle et al. (1999), chap. 4).
In situ imaging
Analytical models for the in-situ profiles (that is in the trap) are only available in the two extreme
regimes of high (T  Tc) and low temperature (T ' 0) with respect to the critical point.
At high temperature, the spatial profile of the trapped thermal gas is given by the semiclassical
expression 1.36. Specializing the formula for our trap (ωx = ωy = ωρ) and integrating along x, one
finds again a polylog function for the column density
n2(y, z) =
√
2pi
kBT
mω2ρ
nT (0) g2
(
− m
2kBT
(ω2ρy
2 + ω2zz
2)
)
. (4.8)
which far away from condensation can be safely approximated by a simple gaussian.
The temperature and the total number of atoms can be calculated by fitting the optical density
matrix D(y, z) = σ0n2(y, z) with a Bose (or gaussian) function:
fgauss[y, z;A1,my,mz, sy, sz] = A1 g2
(
− (y −my)
2
2s2y
− (z −mz)
2
2s2z
)
(4.9)

T =
mω2as
2
a
kB
(a = y, z)
N = A1
2pisysz
σ0
(4.10)
For a fully condensed sample, the spatial profile is given by the Thomas–Fermi formula 1.44.
Integrating along the line-of-sight one has
n2(y, z) =
4
3
Rρ nc(0)
[
max
(
1− y
2
R2ρ
− z
2
R2z
, 0
)]3/2
(4.11)
so that, fitting the data with this formula, one can find the spatial extent of the condensate, the
zero-temperature chemical potential, and the number of condensed atoms:
fTF [y, z;A2,my,mz, ry, rz] = A2
[
max
(
1− (y −my)
2
r2y
− (z −mz)
2
r2z
, 0
)]3/2
(4.12)
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
µ(T = 0) =
1
2
mω2ar
2
a (a = y, z)
N = A2
2pi
5
ryrz
σ0
(4.13)
In the intermediate case 0 ≤ T ≤ Tc, one has a partially condensed cloud, whose spatial profile is
not predicted by any analytic formula. A reasonable approximation (which in fact works incredibly
well) is to assume a bimodal distribution by summing the two above integrated profiles
fbimod[y, z;A1,my,mz, sy, sz, A2, ry, rz] =
= A1 g2
(
− (y −my)
2
2s2y
− (z −mz)
2
2s2z
)
+
+A2
[
max
(
1− (y −my)
2
r2y
− (z −mz)
2
r2z
, 0
)]3/2 (4.14)
and to extract the temperature from the parameters of the thermal fit, and the condensate fraction
from the Thomas–Fermi fit.
Time-of-flight imaging
An alternative approach is to release the atoms by abruptly switching off the trapping potential,
and wait for the cloud to expand before taking the images. This methods is called time-of-flight
imaging (TOF), and is in some way complementary to the in-situ method: from the spatial profile
recorded at an expansion time texp is possible to obtain information on the momentum distribution
of the atomic population after the expansion.
An analytic description is possible only in the two limits of fully-thermal and fully-condensed
sample.
In the former case, we can also use the semi-classical approach to determine the distribution in
time-of-flight. When the trap is switched off, the trapped atoms fly ballistically from their position
in the trap at their velocity at the time of the switch-off. For an atom starting at point ~r0 to
arrive at a point ~r after the time texp of free expansion, its momentum must be ~p = m(~r − ~r0)/m.
Integrating over all initial positions we determine the density distribution as a function of the
expansion time:
nTOF (~r, texp) =
∫
d3k
(2pi)3
d3r0
1
eβ(k−µ+V (~r0)) − 1 δ
3(~r − ~r0 − ~
~k
m
texp) =
=
1
λ3T
∏
i
(
1
1 + ω2i t
2
exp
)
g3/2
(
exp
[
βµ− βm
2
∑
i
x2i
(
ω2i
1 + ω2i t
2
exp
)]) (4.15)
We see that the expanded profile maintains the Bose-enhanced shape, but the half-widths scale as
σ2i (texp) = σ
2
i (1 + ω
2
i t
2
exp) = σ
2
i +
kBT
m
t2exp (4.16)
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With repeated measurements at increasing expansion time, the temperature and the in-situ size
can be extracted by a linear fit. Otherwise, waiting a sufficiently long time (texp  ω−1i ), the
expansion becomes isotropic and the temperature can be calculated by a single gaussian fit, as the
cloud shape becomes
nTOF (long texp) ' exp
(
− mr
2
2kBTt2exp
)
=⇒ T = s
2
r + s
2
z
2
m
kBt2exp
(4.17)
For a fully condensed cloud, the free expansion evolution can be calculated by solving the time-
dependent Gross–Pitaevskii equation, that can be casted in the form of hydrodynamic equations.
The solution can be carried on in the Thomas–Fermi limit and for harmonic confinement, showing
that the cloud evolves simply as a rescaling of the parabolic shape (Castin and Dum, 1996). For
strongly elongated samples ( = ωz/ωρ  1) the solution at first order in  is Rρ(t) = Rρ(0)
√
1 + τ2
Rz(t) = Rz(0)
[
1 + 2(τ arctan τ − log√1 + τ2)] (4.18)
where τ = ωρt. This justifies the use of a Thomas–Fermi profile for fitting TOF images of condensed
clouds. Also, considering the time evolution of both the thermal and condensed profiles, one is
allowed to use a fitting bimodal distribution for TOF images of partially condensed clouds. Figure
4.5 shows an example of such a measure.
4.3 Limitations of standard imaging methods
In a condensed sample, the resonant optical density D can range from a peak value of a few
hundreds (around 100 – 200 in our experiment) to less than 0.1 on the tails. Even for a 10 times
less dense sample, a CCD sensor and the relative ADC must be able to measure the atomic medium
transmittance from e−0.1 ' 1 to e−20 ' 2× 10−9 in order to acquire a full profile of the atomic
cloud. This is far beyond the possibilities of any actual camera, both in terms of sensitivity of the
sensor and ADC resolution.
Figure 4.6 shows what actually happens when one tries to take an in situ image of a condensate. The
signal saturates very quickly as one moves towards the center; wide areas of the cloud basically
transmit no light and are not distinguishable from each other, or from complete darkness; any
information on the presence of a condensate is completely inaccessible. In the end, it is impossible
to measure column densities whose optical depth is above a few units.
Along with absorption imaging, there are several techniques that can be used to obtain quantitative
data on the sample spatial distribution; I will briefly recall them here, pointing out why they are
not suitable for our purpose. For further details I refer to the review by Ketterle et al. (1999)
(chap. 3), which gives a comprehensive description of them.
One can obtain a reliable signal by either lowering the column density or the cross-section. The
first choice is that of time-of-flight imaging, as the free expansion naturally decreases the sample
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Figure 4.5: An example of time-of-flight image: This is a partially condensed sample at
1.18(6)µK, imaged after 50ms of free expansion. Altought the central part of the image is
still saturated, is possible to fit the data with a bimodal function and obtain a reliable measure
of the temperature and an estimate of the number of atoms. The dashed lines in the figures
show the condensate size (zero of Thomas–Fermi fitting profile) and the half-width of the fitting
gaussian. The left panel shows a slice of the 2D data along the trap axis (row 775).
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Figure 4.6: An example of saturated in situ image: in the central part of the sample the
colormap is clipped at the upper limit of the camera’s measurable range. The upper panel shows
a section along the trap axis, where random counting and overflow are clearly visible.
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density. If one is interested to the trapped profile, the common choice is to transform back the
scaling laws 4.16 and 4.18 to calculate the “in situ fitting parameters”. The price is that this
procedure inevitably sticks to the approximate models which are used to compute the expansion:
since for the EoS we want to measure finite-temperature effects on the density profile, we cannot
measure this quantity on the basis of a T = 0 (or very-high-T ) model.
The simpler choice of lowering the number of atoms is not suitable for our purpose. At least, a
reduction of a factor 100 in the atom number is needed to have a reasonable signal in the central
peak. But this will degrade the signal on the thermal wings by a similar amount, making impossible
to measure global thermodynamic quantities like the temperature or the chemical potential, which
are obtained by comparing the distribution in the tails with the known model for the thermal gas.
The second alternative is dispersive imaging, that is probing the atoms with non resonant light
(∆ ∼ a few Γ), with the dark ground and phase contrast techniques. They both rely on the ability
to spatially separate the scattered and unscattered components of transmitted light. In the first
method, the density signal is obtained by looking at the light coming from the atoms (instead that
to their shadow); in the second one the signal is coded into the interference pattern of the two light
components.
Of these two techniques, phase-contrast ensures a better contrast and a greater dynamic range,
and is successfully applied for measuring in situ profiles of low/medium density atomic clouds. An
advantage of dispersive methods is that (unlike absorption imaging) they are non destructive, and
allow to make real-time movies of the sample to directly probe condensate dynamics.
With the dispersive techniques, problems arise when imaging a dense sample because of refraction:
out of resonance, the atomic susceptibility has a non-negligible real part (see Fig. 4.3), which
causes the atoms to refract like a lent. The refraction angle for a cloud of atoms with diameter
d and a maximum phase shift φ can be estimated as 2λφ/pid. We call D0 the maximum optical
density of the sample, at resonance. If we probe with light detuned by ∆ ∼ √D0 Γ/2 (lowering the
peak optical density to unity), we have a phase shift φ ∼ √D0/2  pi/2, which gives a spread of
the unscattered light over an angle much greater than the diffraction angle λ/d. For a diffraction
limited imaging system this is the maximum angle over which light can be collected, and therefore
refraction causes loss of signal and degrades the spatial resolution of the image.

Chapter 5
Output coupling technique for
absorption imaging
5.1 Output coupling
For measuring the equation of state it is necessary to observe the full spatial distribution of the
sample, from the condensed peak to the thermal wings. As we pointed out in the previous chapter,
the dynamic range of this data spans several orders of magnitude, so a standard resonant absorption
probe will inevitably give a saturated image, obscuring a large area of the signal. Dispersive imaging
is also unsuited, because it is much harder to calibrate, it could not provide the same good spatial
resolution, and in any case it would not have a sufficiently high dynamic range.
It is then needed a new technique, by which extend the dynamic range of absorption imaging while
retaining its favourable properties in term of accuracy and spatial resolution.
Our novel approach is to use resonant absorption imaging, but to probe just a small fraction of
the whole sample at a time, extracted by some output coupling mechanism.
The principle of the technique is very simple: a tunable fraction of atoms is transferred from
the initial internal state to an auxiliary state which has a cycling transition, and then resonantly
imaged. The atoms remaining in the original state are left unperturbed, because they are far
off-resonance with respect to probe light, and stay trapped. This means that the procedure can be
repeated several times.
The transfer to the bright state can be implemented by different methods: the one we adopted is
to use the Rabi oscillations induced by a pulse of microwave radiation. The auxiliary state can be
selected with a suitable choice of the microwave frequency and polarization, while the extracted
fraction is determined by the pulse duration.
This technique has been recently reviewed by Ramanathan et al. (2012) for the purpose of in situ
imaging, with a careful analysis of the fundamental sources of noise and a comparison with other
imaging methods (absorptive, phase-contrast). The same authors (Ramanathan et al., 2011) have
used it for in situ probing of a 2D BEC trapped in a toroidal optical trap.
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The advantage of being minimally destructive makes this technique suitable for investigating real-
time dynamics of the condensates. It has been used for this purpose in recent works by Freilich
et al. (2010) and Serafini et al. (2015), making a stroboscopic imaging of a BEC to investigate
vortex dynamics.
5.2 Implementation
Figure 5.1: A scheme of the hyperfine and
Zeeman levels involved in the output cou-
pler and imaging process.
At the end of the pre-cooling stage, atoms are
magnetically trapped in the |F = 1,mF = −1〉
Zeeman sublevel of the ground state. This is
very far from any resonance with respect to the
F = 2 → F ′ = 3 transition frequency used for
imaging, so the trapped sample is essentially
insensitive to probe light.
We radiate the sample with a microwave (µw)
pulse, that induces transitions between the
two hyperfine levels of the ground state. The
microwave is generated by a Marconi 2024
AM/FM signal generator, and delivered to the
atoms by an antenna placed above the science
chamber.
We show in Figure 5.2 a picture of the two an-
tennas we use for the radiofrequency evapora-
tion and the microwave output coupling. The
ring-shaped wire on top of the quartz cell is the
RF antenna. The µw antenna from the white
wire (not clearly visible in the photo) has the
shape of a hook, and is placed exactly below
the RF one, and above the atomic sample. The
vertical distance between the antennas and the
atoms is 17 mm. A second µw antenna with the same shape (the black wire) is available to radiate
the sample with an orthogonal polarization, but it has not been used in the current experiment.
5.3 Modeling
In presence of the µw field, an atom is subject to magnetic dipole transitions between hyperfine
sublevels, which occur by absorbing single microwave photons. The atomic excitations associated
with these frequencies are flipping of the electronic and nuclear spin, and do not involve the
electron’s orbital degrees of freedom. For this reason the electric dipole matrix element between
hyperfine sublevels vanishes, and the relevant interaction is the magnetic dipole one.
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Figure 5.2: Radiofrequency and microwave antennas. The white windings in the foreground
are part of the the upper quadrupole coil Qup, while the black tube on the left is the optics of
the photodiode which collects fluorescence light from the MOT. In the center of the quartz cell
the loaded DS-MOT is clearly visible.
At the considered frequencies the energy split is low enough that there is basically no spontaneous
emission from the excited level. Therefore the internal state dynamics is purely conservative, and
can be described in terms of Rabi oscillations (see Sec. 2.1.1), with a Rabi frequency
~Ω = µBgJ〈F ′,m′F | ~J |F,mF 〉 · ~B (5.1)
set by the magnetic field strength at the atom’s position.
After a pulse of duration t, the probability for a single atom to be in the upper hyperfine state is
given by
P =
Ω2
Ω2 + ∆2
sin2
(
t
2
√
Ω2 + ∆2
)
(5.2)
(that is Eq 2.7) where as before ∆ is the detuning from resonance.
Comparing the distance from the sample with the radiated wavelength (17 cm) we see that the
atoms are in the near-field region of the antenna. We set the antenna position and currents to
obtain a field which is linearly polarized along an axis orthogonal to the trap bias field (which
defines the quantization direction for the atomic spin). The allowed transitions have ∆mF = ±1,
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Figure 5.3: On the left: energy levels of the Zeeman states, as a function of the magnetic field
(not to scale). The scheme helps to visualize the opposite shift that the |1,−1〉 and the |2,−2〉
levels have at different values of the trap field. The shifts sum up, resulting in a detuning on the
microwave resonance. On the right: the same scheme, but as a function of the axial position,
given the quadratic dependence on z of the magnetic field.
so the possible final states are |F ′ = 2,m′F = −2〉 or |F ′ = 2,m′F = 0〉 . The two are separated by
a Zeeman shift which is at least equal to twice the bias field energy hν0 = µB |gF=1|B0. This split
is much higher than the Rabi frequency we can obtain, so that once we set the µw to be resonant
with one of the Zeeman levels we can safely discard all the others.
We choose the transition |F = 1,mF = −1〉 −→ |F ′ = 2,m′F = −2〉 . Being a transition between
“stretched” states (highest |mF |), it has two main advantages: it has the highest Clebsh–Gordan
coefficient, hence a stronger coupling at the same intensity; also, dipolar relaxation losses are
forbidden. This process are inelastic collisions between atoms which are in different hyperfine
levels, where the most energetic atom can spin flip due to the collision and release its internal
energy as center-of-mass kinetic energy. As the total magnetic quantum number mF1 +mF2 must
be conserved, for two atoms in stretched states there is no possibility to relax to lower states
and the only allowed collision is elastic. Viceversa, in a process like |1,−1〉 |2, 0〉 → |1,−1〉 |1, 0〉
(mtotF = −1) the hyperfine splitting energy h · 1.771 GHz ' kB · 85 mK is released in the collision.
As it is much higher than the sample temperature, this would result in atom losses and heating.
The payback for this choice is that |2,−2〉 is a high-field seeking state. This means that the
outcoupled atoms are expelled from the trap, as they experience a repulsive potential equal to -2
times the trapping potential for the |1,−1〉 state. This does not represent a problem as long as
one is interested to in situ profiles: the timescale for the expansion is fixed by the radial frequency
of the repulsive force. If the waiting time between the output coupling and the imaging is much
less than 1/
√
2ωρ ' 0.8 ms, the atoms don’t have the time to expand significantly, and the imaged
profile is the in situ one.
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5.3.1 Effect of the trapping magnetic field
We applied the above technique to our magnetically trapped sample. The main issue we faced is
that the extraction is not uniform in all the sample volume.
The situation is depicted in Figure 5.3. Both the trapped |1,−1〉 and the auxiliary |2,−2〉 levels
are shifted due to the magnetic field of the trap. Given the Landé factors of the hyperfine levels
gF=1 = −1/2, gF=2 = +1/2, we can calculate the energy levels as a function of the position taking
the unperturbed value of the F = 1 triplet as our zero:
• the |1,−1〉 energy corresponds to the Zeeman shift:
E|1,−1〉 = µBgF=1mF |B(~r)| ≡ µ|B(~r)| (5.3)
• the F = 2 levels have the opposite Landé factor: then the total energy of the mF = −2
sublevel must be -2 times the Zeeman shift of the above state, plus the hyperfine splitting
energy:
E|2,−2〉 = hνHF − 2µ|B(~r)| (5.4)
So the resonant frequency at a point ~r in the trap is
νres(~r) =
E|2,−2〉 − E|1,−1〉
h
= νHF − 3µ|B(~r)|
h
. (5.5)
5.3.2 Effect of the gravitational field
In the above formulas I explicitly retained the value of the magnetic field. Its variation in space
can be expressed in terms of the trapping potential, but the effect of gravity on the atoms must
be considered.
In fact, the actual position of the center of the cloud does not coincide with that of the minimum
magnetic field B0. While the magnetic trap gives a harmonic confinement, with a trap frequency
ωρ along the vertical direction, gravity pulls the atoms downwards with the constant force mg.
The atomic cloud then settles at an equilibrium position where the two forces compensate, that is
where
mω2ρ ysag = mg =⇒ ysag =
g
ω2ρ
. (5.6)
This effect is called gravitational sag, and depends only on the strength of the magnetic confine-
ment. With our trap parameters, the sag has the value ysag = 14.5µm, which by coincidence is
approximately equal to the radial Thomas–Fermi radius of the cold sample. In the reference frame
centered on the atomic cloud, the magnetic field potential can be written as
µ|B(~r)| = hν0 + m
2
[ω2z z
2 + ω2ρ x
2 + ω2ρ(y − ysag)2] =
= hν0 +
m
2
ω2ρ y
2
sag +
m
2
[ω2z z
2 + ω2ρ(x
2 + y2)− 2gy]
(5.7)
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Figure 5.4: A sketch of the sample position with respect to the trap field, showing the grav-
itational sag effect. The plots show two orthogonal sections on the yz plane (left) and on the
xy plane (right) of a condensed sample of 12× 106 atoms. The solid ellipsoid is delimited by
the Thomas–Fermi radii, while the black contour lines show surfaces of constant modulus of the
magnetic field.
The shift at ~r = 0 is higher than the the one given by the bias field alone, and is equal to
hν0 +
1
2
mω2ρ y
2
sag ≡ hνc (5.8)
We will call νc the frequency shift of the |1,−1〉 level in the center of the atomic cloud.
The resonance frequency for the chosen transition can now be written as
νres(~r) = νHF − 3µ|B(~r)|
h
= νHF − 3νc − 3m
2h
[ω2z z
2 + ω2ρ(x
2 + y2)− 2gy]. (5.9)
5.3.3 Approximation of uniform extraction
From the previous considerations, it is clear that in a magnetic trap the microwave output coupling
is not homogeneous: once the µw frequency is set to the value νµw, the maximum extraction
efficiency is on the ellipsoidal surface where the angular frequency detuning
∆(~r) = 2pi · (νµw − νres(~r)) (5.10)
is equal to zero.
After all, the fraction of output coupled atoms expressed by the formula 5.2 is weakly dependent
on the detuning in the following regimes:
• ∆  Ω: in this limit the detuning itself can be neglected thanks to the strength of the
coupling. As ∆ is the quantity that introduces the spatial inhomogeneity, it means that the
sample can be uniformly excited by a sufficiently high intensity pulse.
• Ω˜t 1: in this case the approximation
Ω2
Ω˜2
sin2(Ω˜t/2) ' Ω
2
˜Ω2
(˜Ωt/2)2 =
(Ωt)2
4
(5.11)
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can be made, resulting in a cancellation of the detuning dependence. This can be seen in the
following way: a short enough pulse has a spectral width (∼ 1/t) wide enough to cover the
frequency spread induced by the detuning, and to resonantly excite all the atoms.
In fact, these are two aspects of the same phenomenon, because the detuning enters in both the
amplitude and the frequency of Rabi oscillations.
A first estimate of the useful range of parameters can be made from the knowledge of the trap
depth, that is the maximum µ|B(~r)| to which the atoms are subject. We know that the maximum
energy of the trapped atoms is set by the frequency at which we stop the evaporation, which is
in the range 1.22 to 1.32 MHz, minus the bottom trap frequency which is set around the value
1.19 MHz (see sec. 5.4.1). The difference gives a trap depth of about 25 kHz, which means a
maximum detuning of 3 · 25 kHz = 75 kHz so a maximum pulse duration of 1/(75 kHz) ' 13µs.
With pulses of less than 3–5µs our approximation would be reasonably safe.
We now discuss in details to which extent the approximation of uniform extraction is valid, and
quantify the introduced relative error.
We notice that output coupling process is governed by three different frequency scales: ∆, Ω and
1/t (the spectral width of the pulse). By a dimensional analysis argument we can state that, since
the fraction P is adimensional, it can be expressed only in terms of relative frequency scales. We
individuate the relevant scales in our problem as
δ =
∆
Ω
τ = Ω t
(5.12)
and rewrite Eq. 5.2 as
P (δ, τ) =
1
1 + δ2
sin2
(τ
2
√
1 + δ2
)
(5.13)
Expanding near δ = 0 we have
P (δ, τ) = sin2(τ/2) +
δ2
2
sin(τ/2) [τ cos(τ/2)− 2 sin(τ/2)] +O(δ4, τ2)
= P0(τ) +
1
2
A(τ) δ2 +O(δ4, τ2)
(5.14)
We named P0 the fraction at δ = 0, that is is the expected behaviour of the output coupler in
absence of detuning. Also, this is exactly the fraction of atoms extracted on the resonant surface
and in the nearby.
We can use the above expansion to quantify when the effect of the relative detuning δ can be
neglected by setting the condition ∣∣∣∣P (δ, τ)− P0(τ)P (δ, τ)
∣∣∣∣ ≤ ε (5.15)
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Figure 5.5: A plot of the bound function D(ε, τ) (eq. 5.17) at different values of relative error
ε.
that is, when the relative error made in the approximation stays below the threshold ε. At the
first nonzero order in δ, it can be consistently rewritten as∣∣∣∣A(τ) δ2/2P0(τ)
∣∣∣∣+O(δ4) ' ∣∣∣∣A(τ) δ2/2P0(τ)
∣∣∣∣ ≤ ε (5.16)
from which an upper limit on δ can be found:
∣∣∣∣δ2 sin(τ/2) [τ cos(τ/2)− 2 sin(τ/2)]2 sin2(τ/2)
∣∣∣∣ ≤ ε =⇒ |δ| ≤
√
2ε
∣∣∣∣ tan(τ/2)τ − 2 tan(τ/2)
∣∣∣∣ ≡ D(τ, ε) (5.17)
The bound function D(τ, ε) is plotted in Figure 5.5 for different values of relative error ε =
(1%, 5%, 10%). At low values of δ the condition is trivially satisfied, as we are basically mak-
ing a Taylor expansion around δ = 0. Physically, this is the region of high coupling Ω ∆.
What is noticeable is that the approximation turns out valid even at high δ, but for sufficiently low
τ . This stems from the fact that the Taylor coefficient A(τ) vanishes as τ2 when τ → 0, lowering
its contribution to the total fraction. The physics behind it is that we are going in the regime
where the spectral width of the pulse covers the detuning broadening sufficiently well.
5.4 Calibration of the output coupler
In order to apply the previous considerations in our case, we need to do a series of preliminary
calibration measurements. The quantities that we are missing in our analysis are:
• the bottom trap frequency ν0 (or the center frequency νc, which is related to the bottom trap
by 5.8);
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• the resonant cross section for absorption imaging in transverse magnetic field σ⊥;
• the microwave Rabi frequency Ω.
5.4.1 Bottom trap frequency
For a first calibration of the trap bottom, we adopt a reversed procedure: we evaporate the sample
with the standard ramp (Fig. 4.1) down to a very low RF frequency value which we fix to 1.194 MHz;
then we vary the trap bias field until no more atoms are present in the sample at the end of the
evaporation. This is done acting on a pair of additional (smaller) compensation coils, which are
used to finely adjust the magnetic field on the atoms.
This is easy to implement, but not a very accurate measure: the RF field couples the adjacent
magnetic sublevels on an energy range given by the Rabi frequency of the coupling. This means
that the same spread affects the range of frequencies which effectively will empty the trap when
the bottom field shift is tuned near them. A previous measure of RF-induced Rabi oscillations
between magnetic sublevels estimated this coupling frequency as ∼ 20 kHz.
After the currents in all coils have been fixed, we do a more precise measure of the bias field by
a technique presented in Bloch et al. (1998) as a method to obtain a continuous wave atom laser
from a magnetically trapped BEC.
For the same principles that regulate evaporative cooling, we have that the surface of resonant
transition with a specified RF field is an ellipsoid of constant modulus of the magnetic trap field.
This surface is not centered on the atom cloud due to the gravitational sag effect. Then, radiating
a condensate with a sufficiently long pulse, whose carrier frequency is resonant on a surface that
crosses the cloud, the atoms lying on that surface will be spin-flipped and then expelled1 from the
condensate. The number of expelled atoms can be measured by counting the remaining ones with
TOF imaging.
We repeated Bloch’s procedure for the purpose of measuring the resonant frequencies inside the
condensate. We prepare an almost pure condensate evaporating down to 1.22 MHz (which is at
a temperature of ∼ 200 nK), then we turn off the continuous wave evaporation and apply the
RF pulse. The pulse amplitude is lowered at minimum, to reduce the coupling Rabi frequency
and hence its contribution to the measure uncertainty, being at the same time more selective in
extracting the atoms.
The frequency corresponding to the highest extraction will show up as a dip in our plot. That
will be the resonant frequency of the surface crossing the center of the cloud, where the atoms
are denser, and must then correspond to the central frequency νc. The slight asymmetry of the
measured curve is caused by the asymmetry in the number of atoms per resonance ellipsoid.
The data are shown in Figure 5.6. Fitting them with a skew normal distribution (for the sole
purpose of having a numeric estimate of peak frequency and width) we find a central frequency
νc = 1.183(4) MHz. The uncertainty is estimated as the half width of the dip and lays around
∼ 5 kHz, about five times better than the previous one. This is mainly attributed to fluctuations
in the trap bias field, which would shift the resonant frequencies and then broaden our data
1Technically, we could also call this process an output coupling, as well.
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Figure 5.6: Residual atoms vs. RF pulse frequency in the accurate measure of the magnetic
field at the bottom of the trap.
along the horizontal axis. This measure gives then an estimate of out trap field stability, that is
h · 5 kHz/µB ' 10−2 G.
5.4.2 Cross section for imaging in transverse field
The analysis we did in section 4.2.1 for the absorption imaging technique rely on the hypothesis
that the atoms cycle on a closed transition while excited by the probe beam. The condition of
closed transition depends not only on the couplings between the selected hyperfine levels, but also
on the magnetic sublevels selected by the light polarization. The standard choice is to use the
sublevels with |mF | = F (stretched levels) to prevent a radiative coupling to levels with different
polarization which would optically pump the atoms to dark states. The way to obtain this is to
have the atomic spin aligned with the direction of the incoming light, and to set the probe beam
to be circularly polarized with the right helicity.
In TOF imaging, when the trap magnetic field is no longer needed, we use a pair of auxiliary coils to
apply a weak magnetic field, which polarizes the atoms along the probe direction; a λ/4 waveplate
placed just before the quartz cell ensures the circular polarization on the sample. In this way the
atoms cycle on the transition |F = 2,mF = +2〉 −→ |F ′ = 3,m′F = +3〉. As we are interested in
making in situ imaging along the radial direction, we have the atomic spin aligned on the direction
of the trap bias field, which is orthogonal to our line of sight. The circular polarization of the probe
beam is seen by the atoms as a (coherent) superposition of the three components σ+, pi, σ− and
will then excite transitions between all pairs of magnetic sublevels.
The situation can be described by a proper generalization of the optical Bloch equations, which
accounts for the effects of optical pumping induced by the mixed polarization (Steck (2010), chap.
4.3). This ends up in a correction to the resonant cross section σ0 which we want to measure, as it
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Figure 5.7: Experimental measure of the cross section for absorption imaging in transverse
magnetic field
directly enters in the formulas used to calculate the column density and other physical quantities
from the optical density.
To obtain this, we record the optical density of a reference sample by imaging it in both the
configurations of polarizing field, that can be switched by using different pairs of external coils.
We choose a thermal sample to avoid saturation problems, and calculate the total number of
atoms with TOF imaging and a gaussian fit. As the fitting software applies the formulas reported
in Section 4.2.3 with the standard value of the cross section for circular light σ0 = 3λ2/2pi, the
computed values for samples imaged in transverse field will be altered exactly by the correction
effect on the cross section.
The data relative to this measure are shown in Figure 5.7. The high source of uncertainty is in
the shot-to-shot fluctuations in the total atom number introduced by the experimental apparatus.
The ratio between the transverse-field and the longitudinal-field cross sections is measured to be
0.87± 0.17. Then, in the subsequent analysis of the images of outcoupled fractions we will use the
resonant cross section
σ⊥ = 0.87× 3λ
2
2pi
= 0.1440 µm2. (5.18)
5.4.3 Microwave Rabi frequency
Having stabilized the trap field and measured the center frequency, at a first glance one would use
this value to tune the output coupling microwave, choosing the µw frequency as the one which
cancels the constant term in the detuning
∆(~r) = 2pi · (νµw − νres(~r)) =
= 2pi · (νµw − νHF + 3νc) + 3m
2~
[ω2z z
2 + ω2ρ(x
2 + y2)− 2gy].
(5.19)
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This would in fact optimize the microwave to have a better local resonance in the center of the
cloud. But as we are interested in having a good resonance on the whole cloud, a better optimization
would be to set the constant detuning term at a negative value, in order to compensate on the
average the positive space-dependent term and have the smallest (absolute) detuning in the volume
covered by the sample.
We choose to manually optimize the output coupler, by maximizing the number of extracted atoms
at a fixed pulse duration. We take as reference a pure condensate at 200 nK and set the signal
generator to the frequency which zeroes the constant detuning term. We radiate the sample with a
short pulse (1 µs), to have an almost uniform extraction, and count the number of extracted atoms
with TOF imaging.
The optimal value found for the microwave frequency is νµw = 1768.06 MHz.
Now we are ready to characterize the output coupler by measuring the extracted fraction as a func-
tion of the pulse time, which amounts to measure the Rabi frequency of the chosen transition. We
exploit the two-channel imaging setup to measure both the outcoupled fraction and the remaining
part of each sample, eliminating in this way the fluctuations in the sample preparation introduced
by the experiment.
We start from a pure condensed sample, and apply a pulse in the range 0.5–2 µs, to have an
extraction as uniform as possible. We let expand the outcoupled fraction and take an image with
the high-resolution camera, then release the whole sample and image it with the low-res camera:
given the high number of atoms in the sample we need to wait a long expansion time (50 ms) to
lower the optical density below saturation, but that will spread the sample on a wider area than
the field of the first camera.
The total number of atoms in the extracted (Nex) and the remaining part (Nrem) are calculated,
taking into account the corrections for the different imaging conditions as explained in section
5.4.2. The extracted fraction f is calculated as Nex/(Nrem +Nex). The data are then fitted with
the model for homogeneous extraction
f = P0(t) = sin
(
Ωt
2
)2
(5.20)
and the Rabi frequency is calculated. A plot of the data and the fitting model is shown in Figure
5.8. The measured value for the Rabi frequency is
Ω = 2pi · 18.0(1) kHz (5.21)
5.4.4 Consistency checks
Some a posteriori verification are in order here. The above measurements were taken under the
hypothesis of uniform extraction, which we assumed to be valid at small times (≤ 2 µs). Now that
we have a numerical value for the Rabi frequency, we can calculate a map of the real extracted
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Figure 5.8: Experimental measure of the Rabi frequency for the |1,−1〉 → |2,−2〉 transition
used for the output coupling process.
fraction as a function of the position in the atomic cloud, to consistently check that the conditions
of the previous measurements effectively led to an almost uniform extraction.
The plots in Figure 5.9 show a section of the trapped sample on the yz plane. The red and blue
shape is a sketch of the atomic cloud, with realistic dimensions estimated as follows:
• The blue region is limited by the Thomas–Fermi radii calculated for a pure condensate of
12× 106 atoms, consistent with those measured in TOF on deeply cooled samples. Even at
higher temperatures, this is an upper limit on the volume covered by the condensate fraction.
• The red area is the maximal extension of the thermal wings of a partially condensed sample.
This has been estimated from in-situ images of relatively high-temperature samples, like the
one reported in Figure 4.6.
Above each plot is reported the uniformly extracted fraction P0(t), calculated with the approximate
formula 5.20. The contour lines show instead the ratio P (∆, t)/P0(t), and can be used to visualize
at which distance from the center of the cloud there is a loss of efficiency of up to 1% (0.99 contour
– solid line), 5% (0.95 contour – dashed line) and 10% (0.90 contour – dot-dashed line). The
three lines corresponds to the surfaces where the relative detuning δ hits the bound D(Ωt, ε) as
calculated in Eq. 5.17.
Two distinct features are immediately clear:
1. The higher the pulse duration, the faster we lose efficiency as we move towards the outer
regions. The pure condensate is minimally sensitive to this effect, because it lays almost
entirely in the regions of maximum resonance and can be uniformly extracted even with
medium – long pulses.
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Figure 5.9: yz sections of a partially condensed sample, with both the thermal and the con-
densed fractions. The contour lines show the spatial distribution of output coupling efficiency,
at different pulse duration (indicated above the plot). The Zeeman-induced detuning degrades
the output coupling efficiency as we move in regions of higher magnetic field.
2. On the other hand, the thermal wings are the regions that most suffer from this effects: as
the density is much smaller in those parts than in the center we need a quite high extraction
(that is a long pulse) to probe them, but given their spatial extension this means that most
of the image will be degraded by loss of resonance.
Chapter 6
The Image Reconstruction Algorithm
With the output coupling method we do not actually increase the dynamic range of a single data
acquisition, as at every shot we still do a standard resonant absorption imaging. The actual effect
of the technique is that we can look at different regions of the sample on different images. A
short-time extraction (≤ 2µs) lowers the peak optical density to values near unity and allows to
take a non saturated image of the condensate’s top, but the signal on the tails falls below the CCD
sensitivity and is not distinguishable from the background noise. Conversely, by increasing the
extraction time, the peak signal exceeds the camera’s dynamic range and is lost, but the thermal
wings become visible again.
In this way we can gain information on a wider area of the sample than what we can access with a
single shot. The next step is to put all this information together. By collecting data from different
images we want to obtain a complete profile of the sample, in which both the condensed fraction
and the thermal one are visible at the same time.
6.1 Data acquisition
We summarize here the steps of the procedure we followed in the implementation of the new
technique.
1. The sample preparation follows the protocol explained in Section 4.1. The final evaporation
frequency is set to a value in the range 1.34 to 1.24 MHz which sets the number of atoms and
the temperature.
2. When the evaporation is finished, the radiofrequency is kept on at the higher value of 1.6 MHz.
In this way the atomic sample is surrounded by a RF shield which prevents the hot atoms
from the background atmosphere to be captured by the magnetic trap and penetrate (and
heat) the sample. We have seen that the high-frequency radiation does not disturb the cold
sample (being far off resonance) and helps to extend the condensate lifetime. After the shield
has been switched on, we wait 200 ms to let the sample thermalize and reach equilibrium.
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3. Now the sequential imaging procedure starts: we apply the first µw pulse, then take an in
situ image of the outcoupled atoms by sending probe light on the sample. We do not use the
repumper beam here, as it would hit the atoms that remained in the trap.
The above operations are repeated as needed, recording each time the image with the high-
resolution CCD camera.
4. In the end we image the remaining sample, using the repumper beam to promote all the atoms
to the bright level. We release the magnetic trap and take a TOF image after a 50 ms with
the low-resolution camera, to measure the temperature and the number of residual atoms
after the sequence of output couplings from a bilmodal fit.
Model of the output coupling sequence
From the analysis done in Chapter 5 we can determine which fraction of the atomic sample is
imaged at each stage. Each frame is recorded as a matrix F , where the entrance Fij is the optical
density measured on the corresponding pixel (i, j) on the CCD. A single experimental run gives us
a sequence of frames [F (k)] extracted by a sequence of output coupling pulses of duration [tk].
Assuming a homogeneous extraction, each microwave pulse selects a fraction P0(tk) ≡ βk of the
atoms that are present in the atomic sample at the time when it is applied (see Eq. 5.20). We call
N0 the number of atoms in the sample before the output coupling procedure has started.
The number of atoms Nk imaged in each frames must account for the progressive emptying of the
condensate after each pulse.
• The first pulse extracts β1 atoms from the unperturbed sample. In the first frame the imaged
atoms are N1 = β1N0 and a number (1− β1)N0 are left in the trap.
• The second pulse extracts β2 atoms from those remaining after the first, so that N2 = β2(1 −
β1)N0 are imaged, while (1− β2)(1− β1)N0 are the remaining.
• As the procedure goes on we have a cumulative effect on the number of atoms imaged at each
stage.
We can define a cumulative extraction coefficient ηk as the number of imaged atoms in the frame
k with respect to the total number N0. This is the quantity that we want to retrieve for the
reconstruction of the original profile. By iterating the above reasoning we can write Nk = ηkN0,
where 
η1 = β1
ηk = βk
k−1∏
j=0
(1− βj) k ≥ 2
(6.1)
However, as long as the extractions βk are small, the depletion effect will be small as well.
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Figure 6.1: A sequence of RAW frames of outcoupled fractions. As the sequence of images is
faster than the reading time of the CCD, each frame is recorded and then shifted on an empty
memory area of the CCD chip. Then, at the end of the sequence, the full memory is read, and
the result is a single image containing a “matrix” of frames. This can be unpacked, given the
frame dimensions and the order by which they are recorded on the memory.
6.2 The image reconstruction algorithm
During the thesis I developed an algorithm able to rebuild the spatial profile of the trapped sample
starting from a sequence of frames recorded with the output coupling method. The idea behind it
is quite simple: as the data in each frame are proportional to the true optical density profile, they
are also proportional to each other and should match to one another if multiplied by the correct
factor. Also, each frame carries meaningful data only on a limited part of the sample, and the
effectively imaged areas are different between the different frames. By applying the appropriate
scaling, and matching the overlapping areas, it is possible to reconstruct the full profile of the
atomic distribution.
The algorithm is written in the Python programming language (version 3.4) and is based on the
modules numpy and scipy, which offer a broad range of routines focused on matrix manipulation
and scientific computing, and on the matplotlibmodule for plotting and visualization. In addition,
I also developed a graphical user interface program which runs the reconstruction algorithm, for
an easy and interactive elaboration of the data and for displaying the results. A few screenshots
of the program’s main window are in Figure 6.4.
Importing the RAW data
The RAW data are directly loaded from the output of the LabVIEW program controlling the
camera; they are decoded and imported in the Python environment as two-dimensional ndarray,
which is a Python class from numpy suitable for manipulating matrices and multidimensional arrays.
The starting point is a sequence of frames [F (k)] and the associated pulse times [tk], sorted by
increasing tk.
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Cropping
Each frame contains meaningful data only in a limited range of values: the upper limit is set by
saturation, and fixes the maximum optical density that can be measured; the lower limit is set
instead by the camera sensitivity, and results in a noisy background on the image which covers the
signal from the most rarefied parts of the cloud.
The noise is estimated by sampling the leftmost part of the image (which is very far from the
atoms) and calculating the mean value mbkg and the rms sbkg over that area; the mean value is
then subtracted from the whole frame.
The data are clipped between a lower and an upper threshold, chosen with the following criteria:
• we see from the standard images that the signal saturates at an optical density of about 2 or
3 units. For that reason we set the upper threshold to Dmax = 2;
• the lower threshold is chosen to be equal to the background rms: Dmin = sbkg. From the
analysis we performed, it turns out that the average noise level sbkg lays around 0.05 to 0.1
units.
For the data selection we employ a special numpy class called MaskedArray. This is a subclass of
ndarray which completes it with a “mask”, an array of booleans that determines for each element
of the associated array whether the value is valid or not. When an element of the mask is True,
the corresponding element of the associated array is said to be masked (invalid), and will not be
used in computations.
We can now select the valid entries in the matrix by checking if they lay in the range Dmin ÷ Dmax,
and mask the data which fall outside the interval.
The above criterion can not be directly applied to a frame, because the noise does not allow to
sharply detect the mask boundaries, where the data are equal to the upper (lower) threshold. To
solve this, we calculate a “clean” copy of the frame by a 2D-convolution with a gaussian kernel
of suitable size. The smoothed frame is clipped according to the above rules, which results in a
mask with sharp edges (an ellipse, or a doughnut for the longest pulses), and then the same mask
is applied to the original frame. We remark that this smoothing process does not enter into the
calculations for the EoS, but is only used here to determine the mask boundaries.
Each frame of the sequence is cut between the two thresholds except for the last, which is masked
only above Dmax. In this way we avoid to lose signal from the farthest region of the thermal wings,
which instead can have been removed along with the background noise.
Determination of scaling factors
In principle, all the frames will match with each other and with the expected original profile if
scaled by the corresponding fractions ηk; one choice would then be to calculate the scaling factors
from the formula 6.1 using the measured Rabi frequency.
As we want that the reconstruction procedure depends as little as possible from external calibrations
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or additional measurements, we instead want to calculate the scaling factors directly from the
frames, by means of an optimization procedure.
To each frame F (k) is associated a coefficient λk, calculated with the following formula: λ1 = 1λk = min
λ
Jk[λ]
where Jk[λ] =
∑
overlap
i,j
(
F
(k−1)
i,j − λF (k)i,j
)2
(6.2)
The “overlap area” is determined by the pixels (i, j) where neither of the two images is masked. The
number λk is the best scaling factor (in the least-square sense) that matches the frame F (k) with
the preceding frame F (k−1), and is expected to be equal to the ratio ηk−1/ηk. The first element
of the list F (1) is taken as the reference image, and the coefficient λ1 is given the default value of
1. We choose to match each frame with the neighbouring one instead that directly with the first,
because adjacent frames overlap on a rather large area, while the overlap between the first and last
frame can be small (and is zero in certain sequences).
Matching and profile building
Given the list of coefficients [λk], we define a new sequence
αk :=
k∏
j=1
λj (6.3)
By construction, αk is the best scaling factor that matches the frame F (k) with the reference frame
F (1), hence it must correspond to the relative outcoupling fraction η1/ηk.
The scaled frames are now used to calculate the full sample profile:
• The matrices A(k) = αkF (k) are stacked on top of each other, obtaining a three-dimensional
array A ≡ (A)ki,j ;
• its entries are averaged over the third axis k, returning a two-dimensional array as output;
• this final array is multiplied by 1/η1, which is the scaling factor between the reference frame
and the true sample profile.
Thanks to the MaskedArray structure, for each point (i, j) only the matrices where A(k)i,j is not
masked will contribute to the average over k. In this way each image adds information to the
global profile only within the region of significant data that was selected in the first step.
After the final scaling, a complete profile of the atomic sample is obtained.
We resume the main steps of the algorithm in Figure 6.3.
72 Chapter 6. The Image Reconstruction Algorithm
100 0 100 200 300 400
z [pixel]
0
50
100
150
200
250
O
D
original
reconstruction
0 10 20 30 40 50
100
120
140
160
180
200
220
10%
5%
λk 1.0 0.55901 0.44853 0.58138
ηk−1/ηk 1.0 0.56803 0.45324 0.58504
Figure 6.2: Axial slice of the synthetic profile used for testing the algorithm, and of the output of
the reconstruction obtained from the synthetic frames. The two curves are perfectly overlapped.
Inset: A zoom on the first 50 points of the image (110 µm). The shaded areas show that the
effect of the noise is limited to a relative uncertainty of a few more than 5%
Table: Comparison between the relative scaling coefficients obtained from the algorithm λk and
the expected ones.
6.3 Testing
Reconstruction of synthetic samples
I tested the algorithm by processing sequences of realistic synthetic frames, and checked for differ-
ences between the original profiles and the reconstructed ones.
The synthetic samples are generated from a bimodal distribution, whose parameters are set to
match the average shape of our real samples at high temperature. The peak optical density is set
at 200, and the axial Thomas–Fermi radius and thermal half-width are respectively set to 150 µm
and 200 µm: this roughly corresponds to a sample of 15× 106 atoms, at a temperature of 650 nK.
Chosen a sequence of pulses [tk] = [1.5, 2, 3, 4]µs, the homogeneous output coupling is simulated by
cloning the profile several times, and multiplying each copy by the theoretical extraction coefficient
ηk, which includes the emptying effect of a real extraction. Then a gaussian noise of width w = 0.07
is summed to each frame: the noise amplitude is uniform through the frame, and is chosen equal to
the background rms measured on real data, to model the noise introduced by the data acquisition
apparatus.
The sequence of synthetic frames is fed into the program, and the output is compared with the
original profile from which the frames were generated. Figure 6.2 shows a comparison between the
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two, the inset showing a zoom on the central region (between the dashed lines).
We obtained a faithful reconstruction of the original figure. For a further check we compare the
coefficient λk calculated in the second step of the procedure with the theoretical relative fractions
ηk−1/ηk, and see that they differ for less than 10−2.
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Figure 6.3: Visual representation of the main steps of the algorithm.
Top left: a sketch showing the criterion for the selection of overlapping areas, used both in the
determination of the scaling coefficients λk and in the final averaging.
Top right: a sequence of masked frames. This is the result of the masking process applied to
the same sample shown in Figure 6.1, an atomic sample of 12× 106 atoms at a temperature of
400 nK, and were extracted with a sequence of pulses with duration [tk] = [2, 2, 3, 4] µs.
Central row: axial slice (row 100) of the masked frames before and after the scaling, with the
lower and upper thresholds marked by dashdotted lines at OD = 2 and near OD = 0. Note how
the first profile is unvaried, and serves as a reference for the scaling of the other frames.
Bottom panel: axial slice of the optical density profile of the reconstructed image, with a bimodal
fit showing the contributions of the thermal cloud and the condensate to the total profile.
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Figure 6.4: Two screenshots of the GUI program Profile Builder (abbr. Prof.B.) written
during the thesis, which runs the reconstruction algorithm and plots the data for an immediate
inspection. In the upper panel the main window, in the lower panel the widget that takes in
input the parameters for the reconstruction.

Chapter 7
Preliminary results on the Equation
of State
Now that we have developed all the necessary tools, we turn to the actual measure of the Equation
of State (EoS, in the following). According to the methods presented in Section 1.3.1, the EoS
can be completely determined measuring the spatial distribution of three intensive thermodynamic
variables across the non homogeneous sample. We decided to focus on:
1. the density along the symmetry axis;
2. the chemical potential, which according to the LDA formula 1.47 is set by the global chemical
potential µ0 and by the spatial profile of the trap;
3. the temperature, which is uniform across the sample.
7.1 Measuring the axial pressure and density
We recall here the equations 1.51 and 1.52 connecting the axial profiles of pressure and density
with the doubly-integrated density n1
P (z) =
mω2ρ
2pi
n1(z) (7.1a)
n(z) = − 1
2piz
ω2ρ
ω2z
dn1(z)
dz
= −df1mω2z z
dP (z)
dz
(7.1b)
n1(z) =
∫
n(x, y, z) dx dy (7.2)
Thanks to the output coupling technique and to the image reconstruction, we have a reliable profile
of the column density in the most dense parts of the atomic cloud. Applying the above equations to
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the reconstructed profiles we can measure the axial density of the areas with the highest condensed
fraction, hence exploring the Equation of State to very low values of T/Tc.
As a preliminary step, we have to place the coordinates on the image. The camera is aligned with
the axes of the trap, so that the condensate image is not tilted. On the matrix Dij of the optical
density data, we pone the z axis in correspondence to the column index, and the y axis to the row
index. The image is fitted with a bimodal distribution, from which we get the coordinates z = 0,
y = 0 of the cloud center.
The doubly integrated density n1 is calculated by integrating the optical density profile along the
y direction, as the integration along x has already been performed by the probe beam. With
our settings, the numerical integration can be done by summing along the columns of the matrix
D with the proper integration step lpix. The doubly integrated density at the axial position zj
corresponding to the column j results
n1(zj) =
∑
i
Dij · lpix
σ⊥
(7.3)
where σ⊥ is the absorption cross section in transverse magnetic field and lpix is the linear size
of the area imaged by a single pixel of the CCD, equal to the pixel side length divided by the
magnification of the imaging optics. As the in situ images are taken with the high-resolution optics
(M = 2) we have lpix = (4.4 µm)/2 = 2.2 µm.
Consequently, the axial pressure profile is given by
P (zj) =
mω2ρ
2pi
∑
i
Dij · lpix
σ⊥
(7.4)
The calculation of the density is not the same easy. Apart form multiplying factors, what we need
to calculate is
n(z) ∼ 1
z
d
dz
P (z)
which is difficult to perform, as to give a finite result for the value in the center it requires:
• an accurate determination of the center of the cloud (z = 0), more precise than what we
obtain with the bimodal fit;
• a numerical differentiation to calculate dP/dz, which is by itself ill-conditioned and extremely
sensitive to the noisy part of the data;
• a perfect matching between the zero derivative at the maximum pressure P (z = 0), and the
zero of the coordinate z. As formula 7.1b shows, the value of the density at the center stems
from the evaluation of this ratio of zeroes (P ′(0)/(z = 0)). This is nearly impossible to obtain
numerically, due to the approximate calculation of the first derivative and round-off errors.
The naive approach of calculating a finite difference approximation to the derivative is to be
discarded, because of the presence of high frequency noise: we can recognize the expected trend
(similar to a “dispersive” curve), but no quantitative information can be extracted from it. In the
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Figure 7.1: An example of 2D-FFT: the central structure corresponds to the Fourier transform
of the column density profile, while the lateral structures (in the blue circles) are the interference
fringes caused by multiple reflections of the coherent imaging light in the optical setup, that form
periodical modulations in the real image.
In the lower panels, a zoom on the central region before and after the fringes filtering.
attempt to solve this problem I tried different strategies of data processing, based on different kinds
of filtering in the time domain (coordinates) or in the frequency domain (wavevectors)1.
Cleaning the 2D data
Spectral analysis is the master tool in the field of signal processing. Starting from the reconstructed
optical density matrix D(z, y) we calculate its Fourier transform Dˆ(kz, ky) via a 2D Fast Fourier
Transform (FFT) algorithm, provided by scipy.fftpack. The plot of the amplitude |Dˆ| shows a
series of structures, some of them identified with specific noise sources (see Fig. 7.1, upper panel).
As an example, the interference fringes produced by spurious reflections in the imaging setup
appear as side peaks in the FFT. Despite the fact that the central peak (the signal) is about 102
times higher than these sidebands, their effect on the image is however visible; they are suppressed
by applying a gaussian band-stop filter localized on the unwanted structure on the FFT.
To check the effect of this mid-frequency noise on the reconstruction process, I inspected the
2D-FFT of the single frames, and found the same peaks at the same positions in each of them.
Filtering the peaks from the frames before feeding them in the reconstruction algorithm produced
no significant differences in the final image: for this reason, the filtering and all the other cleaning
procedures will be applied directly on the reconstructed images. An example of filtering the fringes
signal in the Fourier domain is also shown in Figure 7.1.
Differentiating 1D data
To clean the pressure profile from the residual noise I tried different schemes, more or less all based
on a spectral analysis of the signal and subsequent filtering.
The Fourier transform of the pressure profile Pˆ (kz) is calculated via a 1D-FFT. As the pressure is
proportional to the the doubly-integrated density, its spectrum is related to the 2D spectrum of the
1“Time” and “frequency” domain is a common terminology in the community of signal analysis and processing.
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Figure 7.2: A comparison between the optical density profiles before and after the removal of
interference fringes, showing the effect of filtering in the Fourier domain.
optical density by Pˆ (kz) ∝ Dˆ(kz, ky = 0). A comparison between the Pˆ obtained before and after
the elimination of the fringes shows that their effect on the pressure profile is in fact negligible,
which means that they are washed out by the vertical integration.
The FFT shows an uniform background that we identify as white noise coming from the data
acquisition system, and some side peaks very close to the base of the main signal: these spurious
components are removed with a smooth low-pass filter G(k). After that, we calculate a cleaned
copy of the pressure profile and of its first derivative via
P¯ = F−1{G(k)Pˆ (k)}
d¯P
dz
= F−1{ik G(k)Pˆ (k)}
The high frequency noise could as well have been filtered in the 2D-FFT, before the vertical
integration. I tried both alternatives, but I did not observe any relevant difference in the obtained
pressure profiles. For this reason, we limit the the manipulation of the 2D signal to the removal
of the interference fringes, as they are well resolved in the image, and apply the low-pass filters
directly on the pressure profile.
We have to find some compromise in choosing how to filter the 1D data: it is necessary to remove the
noisy component as much as possible, because it makes basically impossible to properly determine
the the derivative near z = 0, nor the actual position of the zero. On the other hand, the filter
must not be too sharp or too small with respect to the signal bandwidth, in order to avoid the
introduction of ringing artifacts or loss of data. The optimal width for the filter is found to be
between 5 and 6 times the size of the central peak (see Figure reffig:FFT-show-filter).
Precise calibration of z = 0
The position of the center of the cloud has been found at a first stage with the bimodal fit. We can
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Figure 7.3: Calculating the axial density with the FFT based method.
Upper left: Effect of different 1D-FFT filtering on the pressure profile. The three lines corre-
sponding to three different filter choices are almost completely superposed, showing that the
pressure is not sensitive to the the noisy component of the spectrum. The number on the labels
is the cutoff wavevector at which the filter reaches zero.
Upper right: Corresponding density profiles. The noise removal is a critical step in the calculation
of the density, as the presence of an oscillating component near z = 0 provokes strong oscillations
in the derivative of the pressure, resulting in an unphysical density profile. On the other hand,
a too strong filter can cut away also part of the physical signal, resulting in an underestimation
of the density.
Lower panel: FFT of the pressure profile, whit the three different filters discussed above.
have a better determination of it by looking at the zero of the first derivative. Chosen an interval
of 20 pixels before and after the axial position of the center, in this range we interpolate the points
of dP/dz with a spline curve and use it to find the true abscissa of the zero with respect to the old
coordinate z, which is then shifted to the new setting. Figure 7.4 illustrates this step.
This has revealed crucial to calculate the density: in this way we put in agreement the position of
the zero coordinate with that of the zero in the first derivative. In the end, we divide the pressure
derivative by mω2z z (Eq. 7.1b) to obtain the final density profile.
Differentiating with respect to the chemical potential
An alternative approach we tried starts directly from the Gibbs–Duhem equation
n =
dP
dµ
= −dP
dV
which calculates the density from the known values of pressure and chemical potential. As the
chemical potential profile is known from the trap magnetic field, we can numerically differentiate
the vector of values P (zj), sampled at the positions zj , against the vector of the axial trap potential
V (zj) = 1/2 mω
2
z z
2
j , considering only the positive-z part. The main issue here is that, viewed as
82 Chapter 7. Preliminary results on the Equation of State
-300 -200 -100 0 100 200 300 400 500
z [µm]
-1e-06
-5e-07
0.0
5e-07
1e-06
dP
/d
z
[J
/m
4
]
Pressure derivative
-600 -400 -200 0 200 400 600
z [µm]
0.0
2e+13
4e+13
6e+13
8e+13
1e+14
n(
z)
[a
to
m
s/
cm
3
]
Density
−30−20−10 0 10 20 30
−4
−2
0
2
4
6
×10−7
Figure 7.4: Left: Derivative of the pressure profile, calculated with the intermediate filter of
the three shown in Figure 7.3. In the inset: a zoom on the zero-crossing, with vertical lines
showing the old (dashed line) and the new position (solid line) of the point z = 0.
Right: A complete plot of the density profile on the new z axis.
a function of V , the values Pj are not uniformly spaced: as so they are with respect to z, their
spacing goes like 2z with respect to V ∝ z2.
In this case we can not apply the FFT-based method for differentiation, as it is essentially built
on the hypothesis of having an evenly-spaced sampling, that is a signal recorded with a constant
timestep. The usual approach in this cases is to interpolate and resample the data, but this gives
meaningful results in the case that the spacing is only varying due to fluctuations in the sampling
rate; it can not be applied in our case, as the spacing between the data is not fluctuating, but is
instead linearly increasing.
A general class of digital filters that can serve our purpose is that of the Savitzky–Golay filters
(Savitzky and Golay, 1964)2. Introduced in 1964 in the field of physical chemistry, they are based
on fitting successive sub-sets of adjacent data points with a low-degree polynomial by the method of
linear least squares, and then calculating the smoothed function and its derivatives from the fitting
polynomials. A SG filter is then characterized by the width W of the interval around each point
(an odd number of points) and by the degree d of the fitting polynomial. When the data points are
equally spaced, it can be proven that the procedure is equivalent to a discrete convolution of the
signal with a low-pass filter, whose cutoff frequency depends on the width of the fitting window
and on the degree of the polynomial.
The standard algorithms which implement this method again rely on the hypothesis of having
evenly-spaced samples, as it leads to analytical formulas for the filter coefficients. However, the
method does not assume this hypothesis by itself, and can be applied also in the general case. I
implemented this solution in my code calculating the fitting polynomial around each data point,
and used it for a direct calculation of the density.
As shown in Figure 7.5 the results are comparable with those of the previous method up to a
small region around the center of the cloud. The Savitzky–Golay filter fails to reliably calculate
the density in the center, because for the data at the edge of the sample the fitting window must
be shortened, hence the smoothing power of the filter reduces.
2see also Numerical Recipes in C (Press, 1992) chap. 14.8.
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Figure 7.5: A comparison between different strength of Savitzky–Golay filtering and derivative.
The labels report the pairs (W,d) for each filter we used. For a comparison, the result of an FFT
derivative of the same pressure profile is also shown.
From this comparative result, we decide to adopt the first procedure (FFT filtering and derivative)
to calculate the density profiles needed in the subsequent analysis.
7.2 Measuring the global parameters µ0, T
To plot the Equation of State we need to know the global chemical potential and the temperature,
which are uniform across the sample in both the condensed and thermal region. To obtain them we
look at the distribution of the atoms in the external regions, where the gas is in the thermal phase
and the interactions are not relevant due to the very low density, so it can be described with the
non interacting model 1.53a, 1.53b. This approach is similar to the one used by Nascimbène et al.
(2010a), although in their work the temperature was independently measured with an auxiliary
gas acting as a thermostat.
The expected values for µ0 and T can be estimated at a first stage from the previous measurements:
the temperature has been obtained with TOF imaging of the residual part of the sample after all the
output couplings; the global chemical potential can be calculated from the simplified Hartree–Fock
expression 1.23, as it is equal to the local LDA value µ(0) in the center of the trap
µ(0) = gn(0)
[
1 + (T/Tc[n(0)])
3/2
]
(7.5)
where n(0) is the measured peak density at z = 0, and the local critical temperature Tc[n] is
calculated by equation 1.19.
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Figure 7.6: A set of three averaged profiles at low, medium and high temperature. On the
left panel, the positive z part of the thermal wing is fitted with a Bose-enhanced function (black
solid line). The length of the shaded area is the fitting window, and it is width corresponds to
the standard deviation of the pressure due to the average on many experimental realizations.
The position of the “knee” on the pressure distribution is marked with a circle. On the right, the
same point on the axis is marked also on the density profile.
To measure instead the two quantities directly from the in-situ distribution, we fit the thermal
wings of the pressure profile with the formula 1.53b
P (z;µ0, T ) =
kBT
λ3T
g5/2(e
βµ0e−mω
2
z z
2/2kBT ) (7.6)
with µ0 and T as fitting parameters.
The fitting interval has to be chosen consistently, as it must not be too close to the region where
the phase transition takes place. Figure 7.6 shows examples of fitting to profiles at different tem-
peratures. The transition point roughly corresponds to the “knee” of the pressure profile (marked
on the figure), whose position is quantitatively estimated by the axial Thomas–Fermi radius Rz
found with the 2D bimodal fit on the optical density. On the other side, we must limit ourselves
to the region where the output coupling maintains a high enough efficiency. From the calculations
shown in Figure 5.9 we see that the 10% loss boundary of the highest pulse that we applied (4 µs)
crosses the axis at around 350 µm. We decided to limit the thermal fit on the interval between
1.1Rz (this is about 160 – 200 µm) and 350 µm.
7.3 The Equation of State
The experimental parameter of control is the frequency at which we stop the evaporative cooling,
which sets the total number of atoms and the temperature. The analysis described above has been
applied to a set of data with stop frequency in the range 1.24÷1.34 MHz, corresponding to TOF
temperatures between 200 and 500 nK. We repeated many times the measurements at fixed stop
frequency to account for the differences between each single experimental run (said shot-to-shot
fluctuations), that are seen to introduce a relative uncertainty of about 10% in the number of
atoms.
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The complete data analysis procedure is resumed as follows: for each optical density profile recorded
with the output coupling method we calculate
• the pressure and the density along the axis;
• the temperature in time-of-flight and the estimate on the chemical potential (by Eq. 7.5);
• the temperature and chemical potential from the fit on the thermal wings.
The results of this preliminary set of measurements are shown in Figure 7.7. We see that the quan-
tity that is most strongly affected by shot-to-shot fluctuations is the chemical potential measured
on the thermal wings. The weak point of this measure is that it basically makes an extrapolation
of a global quantity from a limited area of the whole figure. As the chemical potential is related
to the normalization of the whole density profile (that is the same as saying to the total number
of atoms) it carries with it the uncertainty associated to the sample preparation.
To account for the statistics related to the sample production process, we directly compare the
optical density and the elaborated data from samples produced at the same stop frequency. We
see that the overall shape of the sample, the TOF temperature and the pressure distribution are
minimally affected by this fluctuation, the latter two being intensive quantities that depend only on
the local thermodynamic configuration of the gas (see Figure 7.8). Therefore, we can average the
images recorded in the same experimental conditions and apply to the average the above analysis
leading to the EoS.
In the final step we can obtain all the quantities needed to plot the Equation of State: the thermal
fit on the wings gave us the in-situ temperature and the global chemical potential, from which we
calculate its local distribution along the trap axis as µ = µ0 − V (z); from the averaged density
profile we calculate the local critical temperature Tc[n(z)] (1.19).
Each point on the axis z results in a pair of values {Tc(z), µ(z)}, that we can see in the LDA as a
measure of the local thermodynamic state in that position. We can now make a plot of the EoS
in the adimensional variables u = µ/gn vs. t = T/Tc, and we expect that the data points from
all the figures collapse on the theoretical Hartree–Fock curve of Equation 1.24 in the condensed
phase. The experimental error bars on the values of u and t are due to shot-to-shot fluctuations,
which contribute both directly with an error on the average density n at each point, and indirectly
with the uncertainty in µ0 and T from the thermal fit.
7.4 Results
Figure 7.10 shows a set of three EoS curves obtained from representative samples at low, medium
and high temperature. The pressure and density profiles of these data are already shown in Figure
7.6. The shaded area interpolates between the error bars of each point. In Figure 7.11 are shown
the EoS obtained from the averaged profiles on the wider range of stop frequency explored in the
measurements.
We see qualitative agreement with the Hartree–Fock prediction in the fact that the low-temperature
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Figure 7.7: Plots of characterizing data calculated from each image in the dataset, against the
stop frequency at which they have been produced.
(a): Pressure at z = 0. (b): Density at z = 0. (c): Total number of atoms, calculated by
integrating in y and z the reconstructed optical density profile.
(d): Temperature, measured in TOF (red x) and with the thermal fit on the tails (black o). We
see that the two measures systematically disagree.
(e): Estimate of the chemical potential calculated from the peak density via equation 7.5.
(f): Chemical potential, estimated with the above formula (red x) and measured with the thermal
fit on the tails (black o).
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Figure 7.8: A set of pressure and density profiles from all the individual samples produced at a
stop frequency of 1.30MHz, corresponding to an average temperature of 370 nK. We show here
that the curves are almost completely superposed, as a proof of the reliability of Pnthe apparatus
in controlling the experimental conditions and as a justification of the averaging procedure we
applied in calculating the EoS.
data have a positive chemical potential near T = 0, and most of the curves show the non-monotonic
behaviour. Anyway, the obtained curves can in no way be quantitatively compared with the model.
The obtained result lead us to the conclusion that there must be present some side effect which
corrupts the measure of the density profiles. We identified two main sources of systematic error
that can influence the calculations.
The first one is the treatment of noise. The noise on the image does not allow to correctly measure
the density near both the transition point and the top of the condensate. In Figure 7.9 we plot
a single pressure profile at low temperature, where the knee is most visible, and put a marker
on a point nearest to where the transition is seen to occur. The point at that axial position is
marked also on the density profiles obtained applying different filters on the pressure FFT before
differentiating. It can be clearly seen on the right panel that the marker does not fall on the knee
of the density profile. The error is most serious when a strong filter is applied, as in this way the
density around the knee is averaged over a length much wider than the area where the transition
occurs, and is then overestimated. But as we apply a weaker filter, we introduce back low-frequency
noise components that make basically impossible to correctly measure the density on the top of
the condensate, as shown in the right panel of the figure.
The second and most important point is that the images we are taking with the new technique
are deformed by the non homogeneous extraction operated by the microwave output coupling.
The possibility of rebuilding the sample profile is essentially founded on the hypothesis of uniform
extraction, as we want the imaged fraction to be a faithful clone of the real in situ distribution.
What instead happens is that the outcoupling efficiency immediately drops as we move outside the
area occupied by the condensate. A net diminution of the extraction efficiency leads to an averaged
scaling factor which is systematically lower than the real one.
Indeed, this is not a problem of the new technique per se, but lays in the fact that the microwave
Rabi oscillations by which we implemented the method are losing homogeneity and efficiency due
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Figure 7.9: Effect of the FFT filter strength on the transition region of the pressure and density
profiles. Left panel: single pressure profile at low temperature, with marker (big circle) on the
transition point. The solid lines show the smoothing effect operated by the filters.
Right panel: the same point is marked on the density profiles obtained applying different filters
on the pressure FFT before differentiating. It can be clearly seen that the marker does not fall
on the knee of the density profile. In the upper part of the axis is shown the effect of the filter
on the top of the density profile.
to the Zeeman-induced detuning caused by the magnetic trap field. According to the numerical
model discussed in Chapter 5 (Figure 5.9), the longest pulse that we applied (4 µs) starts to lose
efficiency at about 400 µm away from the center on the z axis, where it falls at 70%, and practically
stops extracting atoms beyond 500 µm. In fact, in all our figures the axial extent of the data never
exceeds a diameter of 800 – 900 µm, while the in-situ images taken with the repumper beam like
in Figure 4.6 have a total diameter of 600 pixels, that is 1300µm.
What we initially expected was that a short-pulse extraction could cover a sufficiently wide area
of the thermal wings to allow for a reliable determination of µ0 and T . What in fact happens is
that the thermal wings are heavily deformed by the extraction inhomogeneity, as they lay in the
farthest region from the center, where the magnetic field is higher and the detuning has a much
stronger effect. As this effect worsens when we move along the axis, the net result is that the
pressure profile falls to zero at large z much more quickly than what it have to.
For the same reason we notice that also the optical density data near the center could as well be
deformed, as the probe beam is integrating the distribution along a path that anyway crosses the
detuned area at large x, resulting in a global underestimation of the whole image. This effect is
secondary in the central region, as the main contribution to the optical density comes from the
condensed fraction which stays close to the center and is at maximum resonance.
The deformed pressure profile leads to wrong results for both the density and the global variables
µ0, T . The effects of the wrong calculations are visible on the EoS diagram in the following aspects:
• The detuning effect is basically truncating the axial size of the pressure distribution, resulting
in a much narrower profile of the gas. A lower width of the thermal distribution is interpreted
in the fit as a lower temperature. This explains why the points in the EoS are shifted towards
t = 0 in all curves.
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Figure 7.10: A set of three experimental curves for the Equation of State obtained from samples
at low, medium and high temperature. The pressure and density profiles of these data are already
shown in Figure 7.6. The shaded area interpolates between the error bars of each point. The the
empty circle is the same point that is marked as the “knee” in the pressure profile of Figure 7.6,
and is expected to lay on the EoS near t = 1, u = 2.
• From the total number of atoms in the image one can have a rough estimation of the chemical
potential from the Thomas–Fermi formula
µ0 =
~ωho
2
(
15Na
aho
)2/5
(7.7)
which assumes all the atoms in the condensed phase. For a sample of about 12× 106 atoms this
formula gives a µ0 ' 180 nK. Looking at the lowest temperature profiles, we see that this value
agrees more with the thermal fit result than with the HF estimate (Figure 7.7, subplots (e) and
(f)). This is a signal that also the density near the center is underestimated. On the EoS curves,
for the points near t = 0, we then have that in u = µ/gn the µ could be nearly correct but the
n is lower than expected: the net result is that the values of u increase and the whole plot is
shifted upwards, as it is observed in all the low temperature data series.
7.5 Perspectives
The reconstruction algorithm is proven to work reliably in the hypothesis of uniform extraction.
Therefore we must try to eliminate, or at least to reduce, the detuning effect.
A first solution we tried is to change the final state to which couple the atoms. The initial state
|1,−1〉 can be coupled by the microwave photons to the states F ′ = 2, mF ′ = −2, −1, 0. As the
detuning is caused by the differential Zeeman shift of initial and final states, we tried to couple to
the |2, 0〉 state as it is independent from the magnetic trap field: that would reduce the detuning
by a factor of 3.
The problem is that after the output coupling the system is in a mixture between non-stretched
spin states, so we are exposed to losses due to dipolar relaxation collisions (discussed in Section
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5.3). We effectively tried this second scheme, but when imaging the outcoupled fractions we almost
saw no atoms in the frames. By counting the residual population in time of flight, we observed
that the atoms were effectively removed from the sample but they were not imaged.
The problem we faced is that a microwave based transfer to the bright level is very difficult to
control in a magnetic trap. Previous successful attempts to apply a “partial transfer” method to
in-situ imaging (Ramanathan et al., 2011) were based on microwave pulses but only used in optical
traps, where there is no Zeeman shift that brings the trapped atoms out of resonance.
The Equation of State profiles that we obtained are far from definitive, but served to bring in
evidence the relevant parameters of this measure and showed both the weak and the good points
of our approach.
Our proposal for a continuation of this work is to completely change the implementation of the
output coupler mechanism, with a new scheme that eliminates the side effect of the trapping
magnetic field.
The idea is to use a two-photon Raman transition to drive the Rabi oscillations from the dark to
the bright state. We suggest two possible coupling schemes:
• A Raman transfer from |1,−1〉 to |2,+1〉. This is achieved with two collinear light beams
at the same intensity, with σ+ and σ− polarizations and frequency difference equal to the
hyperfine splitting (1.7 GHz). In the final state the atoms get a recoil energy ~2/2m ·(∆ω/c)2
which is much less than the depth of the magnetic trap, so that we can consider the outcoupled
fraction as practically remaining in situ. The advantage is that both the initial and final state
have exactly the same Zeeman shift, so that the resonance condition is independent of the
magnetic field and can be set uniformly for all points of the sample. The drawback is that
the final state is not stretched, so this scheme would suffer from dipolar relaxation losses like
when we transferred to |2, 0〉.
• A Bragg scattering scheme, to be operated with a pair of identical laser beams tilted at
small angle. In this scheme the atoms are left in the same internal state |1,−1〉 by the
pulse, but get a recoil momentum ~∆~k which pushes the extracted atoms outside the trap.
Dipolar collisions are forbidden in this scheme, as the final state coincides with the initial
one and is spin-stretched. The recoil is the same for all atoms, so this does not introduce
a deformation in the sample profile. With a high enough recoil push the two parts of the
sample are separated in a time that is sufficiently short to avoid deformations due to the
motion in the magnetic potential.
The sample can be surrounded by a microwave shield (similar to the RF shield applied after
the evaporation) that will spin-flip the extracted fraction to the F = 2 levels as it is pushed
against the resonant surface and crosses it. The spatial separation also removes from the
image of the extracted atoms the non resonant signal of the remaining ones, which is barely
visible if one tries to image the whole sample without repumping light, but can introduce
disturbances in the outcoupled frames and so also in the reconstruction process.
With the new scheme we are willing to solve the main problem actually present in the technique,
that of the non uniformity in the extraction. We may also need a better data analysis procedure
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to handle the noisy data in a clever way: we want to retrieve a clean profile of the pressure and
the density in the center, but also to conserve the small-scale structures of the image like the knee
at the condensation point.
A new proposal could be to use a customized version of Savitzky–Golay filtering: by reducing the
cutoff frequency near the borders of the condensate we can have a better measure of the density
at the transition point, which is fundamental to verify the Hartree–Fock predictions.
Looking at the results we obtained up to now, we can state that the technique we developed is an
innovative and potentially powerful tool for cold atoms imaging, as it allowed to effectively obtain a
wide dynamic range measurement of the optical density profile in highly dense atomic clouds. The
measure of the Equation of State is an ideal benchmark for this technique, as it requires a precise
measure of the density in the full range of values spanned in a condensed sample. Perfecting the
new method would allow to obtain a complete characterization of the Equation of State, and to
cast a deep glance into the physics of Bose–Einstein condensation.
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Figure 7.11: Equation of State curves from samples in a wide range of temperatures.
Appendix A
Sodium properties
Tables of physical properties
In this appendix some useful optical properties (Table A) relative to the D2 line of sodium are
reported.
The hyperfine structure of the D2 line is shown in Figure A.1. All the data are taken from Steck
(2010)
Table A.1: Ciao
Frequency ωA 508.848 716 2(13) THz
Transition energy ~ωA 2.104 029 011(51) eV
Wavelength in vacuum λA 589.158 326 4(15) nm
Wave number in vacuum kA/2pi 16 973.366 160(43) cm−1
Lifetime τ 16.2492(77) ns
Natural linewidth Γ 9.7946(46) MHz
Recoil velocity vrec 2.9461 cm/s
Recoil temperature Trec 2.3998 µK
Doppler temperature TD 235.03 µK
Dipole matrix element 2.988 31(100)× 10−29 C ·m
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Figure A.1: Sodium D2 transition hyperfine structure, with frequency splittings between the
hyperfine energy levels. The relative hyperfine shifts are shown to scale within each hyperfine
manifold, along with approximate Landé gF -factors for each level, and the corresponding Zeeman
splittings between adjacent magnetic sublevels. Adapted from Steck (2010)
Appendix B
Technical details
B.1 Integration over local chemical potential
As explained in Section ??, the method for extracting the pressure and density profiles from imaging
data relies on an integration of the Gibbs–Duhem equation, where LDA allows to substitutes the
local chemical potential µ(~r) = µ0 − V (~r) with the confining potential profile:
P (z) =
∫ µ(z)
−∞
n[µ] dµ =
∫ +∞
V (z)
n[µ0 − V (x, y, z)] dV (x, y, z) (Eq. 1.49)
for a harmonic trap V = m/2
∑
ω2i x
2
i the integration can be carried out exactly. A differentiation
at fixed z leads to
dV (x, y, z) = m(ω2x xdx+ ω
2
y ydy) (B.1)
which is indeed proportional to the area element dxdy on the plane.
The case of a cylindrically symmetric potential is straightforward: we set ωx = ωy := ωρ and pass
to polar coordinates on the plane x = ρ cos θy = ρ sin θ (B.2)
inverting the transformation,
ρ =
√
x2 + y2 =⇒ ρdρ = xdx+ ydy (B.3)
so we can substitute dV = mω2ρ ρdρ:∫ +∞
V (z)
n[µ0 − V ] dV = mω2ρ
∫ +∞
0
n(ρ, θ; z) ρdρ = . . . (B.4)
As the density distribution has the same symmetry of the potential, it must not depend on the
angle θ. So the above integral is equal to an integral over the entire xy plane, except for a factor
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2pi (that comes from the trivial angular integration)
. . . = mω2ρ ·
1
2pi
∫
n(ρ; z) ρdρ dθ =
mω2ρ
2pi
∫
n(x, y; z) dx dy
=
mω2ρ
2pi
n1(z)
(B.5)
In the case of elliptical symmetry (ωx 6= ωy), the same reasoning applies in the scaled coordinatesX = ωxxY = ωyy (B.6)
On the XY plane, the potential (and hence the density) is cylindrically symmetric:
V (X;Y ; z) =
1
2
m(X2 + Y 2) +
1
2
mω2z z
2 . (B.7)
As before, we pass to polar coordinates (R,Θ), so that
R =
√
X2 + Y 2
dV = m(XdX + Y dY ) = mRdR.
(B.8)
We substitute in the main formula∫ +∞
V (z)
n[µ0 − V ] dV = m
∫ +∞
0
n(R,Θ; z) RdR =
=
m
2pi
∫
n(R; z) RdRdΘ =
=
m
2pi
∫
n(X,Y ; z) dXdY = . . .
(B.9)
and finally we transform back to the old (x, y) coordinates to obtain
. . . =
mωxωy
2pi
∫
n(x, y; z) dx dy =
=
mωxωy
2pi
n1(z).
(B.10)
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