Abstract-Extraction of discriminative features from salient facial patches plays a vital role in effective facial expression recognition. The accurate detection of facial landmarks improves the localization of the salient patches on face images. This paper proposes a novel framework for expression recognition by using appearance features of selected facial patches. A few prominent facial patches, depending on the position of facial landmarks, are extracted which are active during emotion elicitation. These active patches are further processed to obtain the salient patches which contain discriminative features for classification of each pair of expressions, thereby selecting different facial patches as salient for different pair of expression classes. One-against-one classification method is adopted using these features. In addition, an automated learning-free facial landmark detection technique has been proposed, which achieves similar performances as that of other state-of-art landmark detection methods, yet requires significantly less execution time. The proposed method is found to perform well consistently in different resolutions, hence, providing a solution for expression recognition in low resolution images. Experiments on CK+ and JAFFE facial expression databases show the effectiveness of the proposed system.
INTRODUCTION
acial expression, being a fundamental mode of communicating human emotions, finds its applications in human-computer interaction (HCI), health-care, surveillance, driver safety, deceit detection etc. Tremendous success being achieved in the fields of face detection and face recognition, affective computing has received substantial attention among the researchers in the domain of computer vision. Signals, which can be used for affect recognition, include facial expression, paralinguistic features of speech, body language, physiological signals (e.g. Electromyogram (EMG), Electrocardiogram (ECG), Electrooculogram (EOG), Electroencephalography (EEG), Functional Magnetic Resonance Imaging (fMRI) etc.). A review of signals and methods for affective computing is reported in [1] , according to which, most of the research on facial expression analysis are based on detection of basic emotions [2] : anger, fear, disgust, happiness, sadness, and surprise. A number of novel methodologies for facial expression recognition have been proposed over the last decade.
Effective expression analysis hugely depends upon the accurate representation of facial features. Facial Action Coding System (FACS) [3] represents face by measuring all visually observable facial movements in terms of Action Units (AUs) and associates them with the facial expressions. Accurate detection of AUs depends upon proper identification and tracking of different facial muscles irrespective of pose, face shape, illumination, and image resolution. According to Whitehill et al. [4] , the detection of all facial fiducial points is even more challenging than expression recognition itself. Therefore, most of the existing algorithms are based on geometric and appearance based features. The models based on geometric features track the shape and size of the face and facial components such as eyes, lip corners, eyebrows etc., and categorize the expressions based on relative position of these facial components. Some researchers (e.g., [5] , [6] , [7] , [8] ) used shape models based on a set of characteristic points on the face to classify the expressions. However, these methods usually require very accurate and reliable detection as well as tracking of the facial landmarks which are difficult to achieve in many practical situations. Moreover, the distance between facial landmarks vary from person to person, thereby making the person independent expression recognition system less reliable. Facial expressions involve change in local texture. In appearance-based methods [9] , a bank of filters such as Gabor wavelets, Local Binary Pattern (LBP) etc. are applied to either the whole-face or specific face regions to encode the texture. The superior performance of appearance based methods to the geometry based features is reported in [4] . The appearance-based methods generates high dimensional vector which are further represented in lower dimensional subspace by applying dimensionality reduction techniques, such as principal component analysis (PCA), linear discriminant analysis (LDA) etc. Finally, the classification is performed in learned subspace. Although the time and space costs are higher in appearance based methods, the preservation of discriminative information makes them very popular.
Extraction of facial features by dividing the face region into several blocks achieves better accuracy as reported by many researchers ( [9] , [10] , [11] , [12] , [13] , [14] , [15] ). However, this approach fails with improper face alignment and occlusions. Some earlier works [16] , [17] on extraction of features from specific face regions mainly determine the facial regions which contributes more toward discrimination of expressions based on the training data. However, in these approaches, the positions and sizes of the facial patches vary according to the training data. Therefore, it is difficult to conceive a generic system using these approaches. In this paper, we propose a novel facial landmark detection technique as well as a salient patch based facial expression recognition framework with significant performance at different image resolutions. The proposed method localizes face as well as the facial landmark points in an image, thereby extracting some salient patches that are estimated during training stage. The appearance features from these patches are fed to a multi-class classifier to classify the images into six basic expression classes. It is found that the proposed facial landmark detection system performs similar to the state-of-the-art methods in near frontal images with lower computational complexity. The appearance features with lower number of histogram bins are used to reduce the computation. Empirically the salient facial patches are selected with predefined positions and sizes, which contribute significantly towards classification of one expression from others. Once the salient patches are selected, the expression recognition becomes easy irrespective of the data. Affective computing aims at effective emotion recognition in low resolution images. The experimental results shows that the proposed system performed better in low resolution images. The paper is organized as follows. Section 2 presents a review of earlier works. The proposed framework is presented in Section 3. Section 4 and 5 discusses the facial landmark detection and feature extraction technique respectively. Experimental results and discussion are provided in Section 6. Section 7 concludes the paper.
RELATED WORK
For better performance in facial expression recognition, the importance of detection of facial landmarks is undeniable. Face alignment is an essential step and is usually carried out by detection and horizontal positioning of eyes. Facial landmark detection is followed by feature extraction. Selection of features also affects the classification accuracy. In [18] , an active Infra-Red illumination along with Kalman filtering is used for accurate tracking facial components. Performance is improved by the use of both geometric and appearance features. Here the initial positions of facial landmarks are figured out using face geometry, given the position of eyes, which is not convenient. Tian et al. [19] also used relative distance (lip corner, eye, brow etc.) and transient features (wrinkles, furrows etc.) for recognizing AUs present in lower face. However, the use of Canny edge detector for extracting appearance features is not flexible in different illumination and determining the presence of furrows using threshold is uncertain. Uddin et al. [20] reported good performance by using image difference method for observing changes in expressions. The major issue is the landmark selection which is carried out manually by matching the eye and mouth regions. In [21] , a relative geometrical distance based approach is described which uses computationally expensive Gabor filters for landmark detection and tracking. They used combined SVM and HMM models as classifiers.
Deformable models, to fit into new data instances, have become popular for facial landmark detection. Active shape models (ASM) determine shape, scale and pose by fitting an appropriate point distribution model (PDM) to the object of interest. Active appearance models (AAM) [22] combines both shape and texture models to represent the object, hence providing superior result to ASM. AAM is widely used ( [23] , [24] , [25] , [26] , [27] ) for detection and tracking of non-rigid facial landmarks. However, its performance is poor in person independent scenarios. Manual placement of the landmark points in training data for construction of the shape model is a tedious task and time consuming process in these models. Constrained Local Model (CLM) framework proposed by Cristinacce et al. [28] has been proved as a better tool for person independent facial landmark detection. All the above said deformable models use PCA to learn the variability of shapes and textures offline. CLM algorithm is further modified by Saragih et al. [29] who proposed Regularized Landmark Mean Shift (RLMS) algorithm with improved landmark localization accuracy. Asthana et al. [30] proposed Discriminative Response Map Fitting (DRMF) method for the CLM framework for the generic face fitting scenario in both controlled and natural imaging conditions. Though satisfactory results has been achieved using these deformable models, high computational cost is an obstacle in using them in real-time applications. Chew et al. [31] established the fact that, appearance based models work robustly even with small alignment errors, and perform the same as that of a close to perfect alignment. Therefore, slight error in landmark detection will not hamper the purpose. In our experiments, we used a computationally inexpensive learningfree method for landmark detection that serves the purpose as efficiently as recent DRMF based CLM method [30] .
An effective feature ideally discriminates between the expressions while minimizing the intra-class variance, and should be easily extracted from raw images of different resolutions. Among the appearance features, Gabor-wavelet representations have been widely adopted in face image analysis [32] , [33] due to their superior performance. However, the computation of Gabor-features is both time and memory intensive; besides, they are sensitive to scaling. Recently the Local Binary Patterns (LBP) proved themselves as an effective appearance features for facial image analysis [10] , [34] , [35] . Jabid et al. [11] developed local facial descriptor based on Local Description Patterns (LDP) codes and obtained better performance than LBP features. Recently Dhall et al. [36] reported higher performance of Local Phase Quantization (LPQ) in facial expression recognition. In [12] , Local Directional Pattern Variance (LDPv) is proposed which encodes contrast information using local variance of directional responses. However, Shan et al. [37] found LBP features to be robust for analysis of low resolution images. Therefore, we used the LBP histograms as appearance features.
PCA ( [38] , [39] ) and LDA ( [40] , [41] , [42] ) are used as a tool for dimensionality reduction as well as classification in expression recognition. In [43] , authors reported the higher performance of PCA-LDA fusion method. An encrypted domain based facial expression recognition system is proposed in [44] which uses local fisher discriminant analysis to achieve accuracy as good as in normal images. Expression subspace is introduced in [45] which explains that the same expressions lie on the same subspace and new expressions can be generated from one image by projecting it into different emotion subspaces.
Most of the proposed methods use full face image, while a few use features extracted from specific facial patches. In [13] , face image is divided into several sub regions (7x6) and local features (7x6x59 dimensional features) are extracted. Then, the discriminative LBP histogram bins are selected by using Adaboost technique for optimum classification. Similar approaches are reported in [14] , [15] , and [46] . In such cases, small misalignment would cause displacement of the sub region locations, thereby increasing error in classification. Moreover, for different persons the size and shape of facial organs are not the same, so, it cannot be assured that the same facial position always present in one particular block in all images. Hence, local patch selection based approach is adopted in our experiments. In [47] , authors divided the face into 64 sub regions and explored the common facial patches which are active for most expressions and special facial patches which are active for specific expressions. Using multi task sparse learning method, they used features of a few number of facial patches to classify facial expressions. Song et al. [16] used eight facial patches based on specific landmark positions to observe the skin deformations caused by expressions. The authors have used binary classifiers to generate a Boolean variable for presence or absence of skin wrinkles. However, these patches do not include the texture of lip corners, which is important for expression recognition. Moreover, the occlusion of forehead by hair may result in false recognition. In [17] , authors extracted Gabor features of different scales from the face image and trained using Adaboost to select the salient patches for each expression. However, the salient patch size and position is different when trained with different databases. Therefore, a unique criteria cannot be established for recognition of expressions in unknown images.
Some issues related to real-time detection of facial landmarks and expression recognition remain unaddressed so far. Most of the researches in this field are carried out on different datasets with suitable performance criteria befitting to the database. For example, selection of prominent facial areas improves the performance. However, in most of the literature, the size and position of these facial patches are reported to be different for different databases. Therefore, our experiments attempt to identify the salient facial areas having generalized discriminative features for expression classification. Selection of salient patches retaining discriminating features between each pair of facial expressions improved the accuracy. The size and location of patches are kept same for different databases for the purpose of generalization. In addition, the proposed framework has the potential to recognize expressions in low-resolution images.
PROPOSED METHODOLOGY
Changes in facial expressions involve contraction and expansion of facial muscles which alters the position of facial landmarks. Along with the facial muscles, the texture of the area also changes. This paper attempts to understand the contribution of different facial areas toward automatic expression recognition. In other words, the paper explores the facial patches which generates discriminative features to separate two expressions effectively.
The overview of the proposed method is shown in Fig.  1 . Observations from [47] , [16] suggest that accurate facial landmark detection and extraction of appearance features from active face regions improve the performance of expression recognition. Therefore, the first step is to localize Fig. 1 . Overview of the proposed system the face followed by detection of the landmarks. A learning-free approach is proposed in which the eyes and nose are detected in the face image and a coarse region of interest (ROI) is marked around each. The lip and eyebrow corners are detected from respective ROIs. Locations of active patches are defined with respect to the location of landmarks. Fig. 2 shows the steps involved in automated facial landmark detection and active patch extraction. In training stage, all the active facial patches are evaluated and the ones having features of maximum variation between pairs of expressions are selected. These selected features are further projected into lower dimensional subspace and classified into different expressions using a multi-class classifier. The training phase includes pre-processing, selection of facial patches, extraction of appearance features and learning of the multi-class classifiers. In an unseen image, the process first detects the facial landmarks, then extracts the features from the selected salient patches, and finally classifies the expressions.
FACIAL LANDMARK DETECTION
The facial patches which are active during different facial expressions are studied in [47] . It is reported that some facial patches are common during elicitation of all basic expressions and some are confined to a single expression. The results indicate that these active patches are positioned below the eyes, in between the eyebrows, around the nose and mouth corners. To extract these patches from face image, we need to locate the facial components first followed by the extraction of the patches around these organs. Unzueta et al. [48] proposed a robust, learning-free, lightweight generic face model fitting method for localization of the facial organs. Using local gradient analysis, this method finds the facial features and adjusts the deformable 3D face model so that its projection on image will match the facial feature points. In this paper, such a learning-free approach was adopted for localization of facial landmarks. We have extracted the active facial patches with respect to the position of eyes, eyebrows, nose, and lip corners using the geometrical statistics of the face.
Pre-processing
A low pass filtering was performed using a 3x3 Gaussian mask to remove noise from the facial images followed by face detection for face localization. We used Viola-Jones technique [49] of Haar-like features with Adaboost learning for face detection. It has lower computational complexity and was sufficiently accurate for detection of nearfrontal and near-upright face images. Using integral image calculation, it can detect face regardless of scale and location in real time. The localized face was extracted and scaled to bring it to a common resolution. This made the algorithm shift invariant, i.e. insensitive to the location of the face on image. Histogram equalization was carried out for lighting corrections.
Eye and Nose Localization
To reduce the computational complexity as well as the false detection rate, the coarse region of interests (ROI) for eyes and nose were selected using geometrical positions of face. Both the eyes were detected separately using Haar classifiers trained for each eye. The Haar classifier returns the vertices of the rectangular area of detected eyes. The eye centers are computed as the mean of these coordinates. Similarly, nose position was also detected using Haar cascades. In our experiment, for more than 98% cases these parts were detected properly. In case the eyes or nose was not detected using Haar classifiers, the system relies on the landmark coordinates detected by anthropometric statistics of face. The position of eyes were used for up-right face alignment as the positions of eyes do not change with facial expressions.
Lip Corner Detection
Inspired by the work of Nguyen et al. [50] , we used facial topographies for detection of lip and eyebrow corners. The ROIs for lips and eyebrows were selected as a function of face width positioned with respect to the facial organs. The ROI for mouth was extracted using the position of nose as reference (Fig. 3a) . The upper lip always produces a distinct edge which can be detected using a horizontal edge detector. Sobel edge detector [51] was used for this purpose. In images with different expressions, a lot of edges were obtained which was further threshold by using Otsu method [52] . In this process, a binary image was obtained containing many connected regions. Using connected component analysis, the spurious components having an area less than a threshold were removed. Further, morphological dilation operation was carried out on the resulting binary image. Finally, the connected component with largest area which was just below the nose region was selected as upper lip region. Fig. 3 shows different stages of the process. The algorithm steps are given below. Algorithm 1. Lip corner detection Given: aligned face ROI and nose position 1: select coarse lips ROI using face width and nose position 2: apply Gaussian blur to the lips ROI 3: apply horizontal sobel operator for edge detection 4: apply Otsu-thresholding 5: apply morphological dilation operation 6: find the connected components 7: remove the spurious connected components using threshold technique to the number of pixels 8: scan the image from the top and select the first connected component as upper lip position 9: locate the left and right most positions of connected component as lip corners
Sometimes, due to shadow below the nose, the upper lip could not be segmented properly. A case is shown in Fig. 4 . In such cases, the upper lip was not segmented as a whole and the connected component obtained at the end resembled half of the upper lip. Hence, the extreme ends of this connected component did not satisfy the bilateral symmetry property, i.e. the lip corners should have been at more or less equal distances from vertical central line of face. These situations were detected by putting a threshold to the ratio of distance between the lip corners to the maximum of distances of the lip corners from the vertical central line. In such cases, the second connected component below the nose was considered as the other part of upper lip. Thus the lip corners were detected with the help of two connected components. By using the above said methods, false detection of lip corner points were minimized.
Eyebrow Corner Detection
With the knowledge of positions of eyes, the coarse ROIs of eyebrows were selected. The eyebrows were detected following the same steps as that of upper lip detection. However, we observed that performing an adaptive threshold operation before applying horizontal sobel operator improved the accuracy of eyebrow corner localization. The use of horizontal edge detector reduced the false detection of eyebrow positions due to partial occlusion by hair. The inner eyebrow corner was detected accurately in most of the images. Fig. 5 shows intermediate steps in eyebrow corner detection.
Extraction of Active Facial Patches
During an expression, the local patches were extracted from the face image depending upon the position of active facial muscles. We have considered the appearance of facial regions exhibiting considerable variations during one expression. For example, wrinkle in upper nose region is prominent in disgust expression and absent in other expressions. Similarly, regions around lip corners undergo significant changes and its appearance features are dissimilar for different expressions. From our observations, supported by the research of Zhong et al. [47] , we used the active facial patches as shown in Fig. 6 for our experiment. The patches does not have very fixed position on the face image. Rather, their location depends upon the positions of facial landmarks. The size of all facial patches were kept equal and was approximately one-ninth of the width of the face. Here onwards, we will refer the patches by the numbers assigned to it. As shown in Fig. 6, 1 , 4 , 18 , and 19 were directly extracted from the positions of lip corners and inner eyebrows respectively. 16 was at the center of both the eyes; and 17 was the patch above 16 . 3 and 6 were located in the midway of eye and nose. 14 and 15 were located just below eyes. 2 , 7 , and 8 were clubbed together and located at one side of nose position. 9 was located just below 1 . In a similar fashion 5 , 11 , 12 , and 13 were located. 10 was located at the center of position of 9 and 11 .
FEATURE EXTRACTION AND CLASSIFICATION
LBP was widely used as a robust illumination invariant feature descriptor. This operator generates a binary number by comparing the neighbouring pixel values with the center pixel value [53] . The pattern with 8 neighborhoods is given by
where is the pixel value at coordinate ( , ) and are the pixel values at coordinates in the neighborhood of ( , ), and where is the number of labels produced by LBP operator. Using different binwidths, the histograms can be grouped to discover different features. For instance, LBP with 8 neighboring points produces 256 labels. If we collect its histograms in 32 bins, then we are basically grouping the patterns [0, 7] , [8, 15] , [16, 23] , …, and [248, 255] together. This is same as ignoring the least significant bits of the unsigned integer, i.e. using patterns of one side of local neighborhood. Fig. 7 shows the pattern generated due to 32 histogram bins where the upper row neighbors do not contribute towards the pattern label. We used 16, 32 and 256 bin histograms in the experiments. In addition, uniform LBP and rotation invariant uniform LBP values [53] are also used in our experiment and their performances are compared. Uniformity measure ( ) corresponds to the number of bitwise transitions from 0 to 1 or vice-versa in a pattern when the bit pattern is traversed circularly. For instance, the pattern (00000001)2 and (00100110)2 have values 2 and 4 respectively. The pattern is called uniform (LBPu2) when ≤ 2. This reduces the length of the 8-neighborhood patterns to 59-bin histograms. The effect of rotation can be removed by assigning a unique identifier to each rotation invariant pattern, given by
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Thus, the rotational invariant uniform LBP with 8 neighborhood produces 10 histogram bins.
Learning Salient Facial Patches Across Expressions
In most of the literatures, all the facial features are concatenated to recognize the expression. However, this generates a feature vector of high dimension. We observed that the features from a fewer facial patches can replace the high dimensional features without significant diminution of the recognition accuracy. From human perception, not all facial patches are responsible for recognition of one expression. The facial patches responsible for recognition of each expression can be used separately to recognize that particular expression. Based on this hypothesis, we evaluated the performance of each facial patch for recognition of different expressions.
Further, some expressions share similar movements of facial muscles; features of such patches are redundant while classifying the expressions. Therefore, after extracting the active facial patches, we selected the salient facial patches responsible for discrimination between each pair of basic expressions. A facial patch is considered to be discriminative between two expressions, if the features extracted from this patch can classify the two expressions accurately. Note that not all active patches are salient for recognition of all expressions. For all possible pair of expressions ( 6 C 2 ), all the 19 active patches were evaluated by conducting a ten-fold cross validation test. The patches that result maximum discrimination were selected for representing the expressions.
The LBP histogram features in lower resolution images are sparse in nature because of the smaller patch area. LDA was applied for projecting these features to the discriminating dimensions and to choose the salient patches according to their discriminative performance. LDA finds the hyper-plane that minimizes the intra-class scatter ( ), while maximizing the inter-class scatter ( ). It is also used as a tool for interpretation of importance of the features. Hence it can be considered as a transformation into a lower dimensional space for optimal discrimination between classes. The intra-class scatter ( ) and inter-class scatter Φ − Φ Λ = 0 ⇒ −1 Φ = Φ Λ where Λ is the diagonal eigenvalue matrix and Φ is the set of discriminant vectors of and corresponding to the − 1 largest generalized eigenvalues. Thus, Fisher criterion is maximized when the projection matrix Φ is composed of eigenvectors of −1 , subject to being non-singular. As suggested by Belhumeur et al. [54] , PCA was applied to the signal prior to LDA. By doing so, the signal was projected to lower dimensional space assuring the non-singularity of within class scatter matrix. Moreover, this PCA-LDA fusion [43] improves the performance. Therefore, we applied PCA on the training set for dimensionality reduction followed by LDA.
We calculated the saliency of all facial patches for all pair of expressions and it was expressed in terms of saliency scores. The saliency of a patch represents the ability of the features from the patch to accurately classify a pair of expressions. The saliency score of a patch between a pair of expressions is the classification accuracy of the features from that patch in classifying the two expressions. Here PCA-LDA was used for classification purpose to determine the saliency score. In a similar fashion, saliency score of all patches for each pair of expressions were calculated. We used one-against-one strategy for expression classification purpose. While classifying between a pair of expressions, the features were extracted from those facial patches which have high saliency score. The feature vectors from the salient patches were concatenated to construct a higher dimensional feature vector. Thus, the dimension of the feature vector depends upon the number of patches selected for classification purpose.
We applied PCA to reduce the dimensionality of the feature vector. Thus, by projecting the feature vectors from salient patches to the optimal sub-space obtained by above method, we can find the lower dimensional vector with maximum discrimination for different classes. The weight vectors, corresponding to the salient patches of each pair of expression classes, generated during the training stage were used during testing.
5.2
Multi-class Classification SVM was used for classification of extracted features into different expression categories. SVM [55] is a popular machine learning algorithm which maps the feature vector to a different plane, usually to a higher dimensional plane, by a non-linear mapping, and finds a linear decision hyper plane for classification of two classes. Since SVM is a binary classifier, we implemented one-against-one (OAO) technique for multi-class classification [56] . In OAO approach, a classifier is trained between each pair of classes; hence C 2 number of classifiers were constructed in total, where is the number of classes. Using voting strategy, a vector can be classified to the class having the highest number of votes. After several experiments with linear, polynomial, and radial basis function (RBF) kernels, we selected RBF kernels for its superior classification performance.
EXPERIMENTS AND DISCUSSION
The proposed method was evaluated by using two widely used facial expression databases, i.e., Japanese Female Facial Expressions (JAFFE) [57] and Cohn-Kanade (CK+) [58] . We have used ten-fold cross validation to evaluate the performance of the proposed method. As discussed earlier, face detection was carried out on all images followed by scaling to bring the face to a common resolution. Facial landmarks were detected and salient facial patches were extracted from each face image. During training stage, a SVM classifier was trained between each pair of expressions. Here the training data were the concatenated LBP histogram features extracted from the salient patches containing discriminative characteristics between the given pair of expression classes. Similarly, 6 C 2 numbers of SVM classifiers were constructed and used for evaluating the performance on the test-set.
Experiments on the Cohn-Kanade Database
The Cohn-Kanade database contains both male and female facial expression image sequences for the six basic emotions. In our experiments, the last image from each sequence was selected where the expression is at its peak intensity. The number of instances for each expression varies according to its availability. In our experiments on CK+ database, we used 329 images in total: anger (41), disgust (45) , fear (53), happiness (69), sadness (56) , and surprise (65). 
Analysis of histogram binwidth and face resolution
We determined the optimal resolution and binwidth of the histogram empirically. The expression recognition performance of different feature vectors were studied for face resolutions starting from 48x48 to 192x192. The low resolution images were obtained by down sampling the images. The classifiers were trained and evaluated at different resolutions of face images. In our experiments, we observed minimum accuracy of 82% at 48x48 face resolution as shown in Fig. 8 . In [59] , it is reported that with a face image of 48x64 resolution, some facial landmarks, such as, lip and eye corners are difficult to detect. Therefore, it is uncertain if expressions can be recognized at this resolution. However, from our experiment, we obtained pretty good accuracy at all resolutions. This establishes the robustness of the appearance features extracted from the salient patches at different resolutions. Since we have implemented a voting method, the result is based on votes of 6 C 2 classifiers, threby, reducing the classification error due to a single classifier.
We also observed that the use of LBPu2 features produced better accuracy compared to other features at all resolutions. The performance of the other feature vectors are alike. The uniform patterns removes the noisy estimates in the image by accumulating them into one histogram bin, thereby increasing the recognition accuracy.
Performance improvement: use of blockhistograms
By implementing block-based feature extraction technique, more local features were added to the feature vector. This process makes the feature vector to be a combination of local as well as global features. Empirically we observed that the performance was improved when each selected patch was further divided into four equal blocks. In our experiments, the feature vector was obtained by concatenating the features obtained from each block of the salient patches and the results are shown in Fig. 9 . It was observed that the 16-bin histograms, 32-bin histograms, 256-bin histograms, and uniform LBP features performed alike at all resolutions. We performed the experiments on a standard face resolution of 96x96. At this resolution, all the features except LBPriu2 had similar performances. Feature vector with low dimension reduces the computational complexity. Therefore, we selected the histogram features with 16-bins as the optimal trade-off between speed and accuracy. Table 1 shows the confusion matrix of six emotions based on the proposed method. The quality of the overall classification is evaluated by calculating the macroaverage [60] of precision, recall and F-score. The proposed system attained a balanced F-score of 94.39% with 94.1% recall and 94.69% precision.
As observed from Table 1 , surprise expression achieved best recognition rate which is usually characterized by open mouth and upward eyebrow movement. The system performed worst for anger expression and classification error was maximum between anger and sadness since they involve similar and subtle changes. Here onwards, all the experiments are based on face resolution of 96x96.
Optimum number of salient patches
Number of patches used for classification also affects the performance in terms of speed and accuracy. Fig. 10 shows average of accuracies of all expressions with respect to the number of salient patches used for classification with a face resolution of 96x96. It is apparent from Fig. 10 that the use of features from all the 19 patches can classify all expressions with an accuracy of 93.87%. It is clear that even the use of appearance features of a single salient patch can discriminate between each pair expressions efficiently with recognition rate of 91.19%. This implies that the use of rest of the features from other patches contribute minimum towards the discriminative features. More the number of patches used, more is the size of the feature vector. Fig. 9 . Improvement in the recognition rate at different resolutions by using block histograms Fig. 10 . The recognition rate using different number of salient patches
This increases the computational burden. Therefore, instead of using all the facial patches, we can rely on some salient facial patches for expression recognition. This will improve the computational complexity as well as robustness of the features especially when a face is partially occluded. In our experiments, we used top four salient patches in our experiments which results an accuracy close to 95%. Note that the combination of patches varies across different expression pairs.
Performance comparison
The proposed method was compared with the results obtained by other approaches reported in the literature. Lack of the knowledge of the data and evaluation protocol used by different literatures makes the comparison task difficult. However, we compared the performance of the system with literatures that adopted similar protocols in CK+ dataset. Table 2 compares the performance of the proposed method with the state-of-the-art methods. From Table 2, Uddin et al. [20] reported highest recognition performance for disgust, fear, and happiness probably due to the use of temporal features through Hidden Markov Model. However, the performance of the proposed system is comparable with the other systems as it achieved an average recognition rate of 94.09%. Nevertheless, the high recognition rate is obtained using features from specific facial patches and without using features of temporal domain.
Experiments on JAFFE Database
While testing on JAFFE database, we used the same parameters obtained for Cohn-Kanade database. In our experiments on JAFFE database, we used 183 images in total: anger (30), disgust (32) , fear (29) , happiness (31), sadness (31) , and surprise (30) . The confusion matrix, as in Table 3 , shows the consistent performance of the proposed method. An overall accuracy of 91.8% was obtained. From the experiments on JAFFE database, it was observed that the proposed system recognises all expressions with 91.8% recall and 92.63% precision achieving an average F-score of 92.22%. The system performed worst for sadness expression as it misclassified sadness as anger.
Experiments on Fused Database
For generalization, we have fused the samples of two databases together to train the classifier [62] . Sample Level fusion was performed by putting the images of both databases together. The training set was constructed by randomly electing 90% of the data from each expression of each database. The rest data were used as testing set. The models were trained, and their performances were evaluated on samples of individual databases in testing set. This experiment was repeated for ten times. By learning the features from different databases, the classifier performs better in various situations. All samples were treated with equal probability of selection for training or testing. Therefore, it is expected that the database with more samples should dominate in performance. However, the proposed method performed well on both databases with a significant accuracy of 89.64% and 85.06% on CK+ and JAFFE databases respectively. The top four salient patches for classification of each pair of expressions is provided in Table  5 .
Performance of the landmark detector
We have used the images of BIOID [63] dataset without spectacles for evaluating the performance of the proposed landmark detection algorithm. It contains manually labelled facial landmarks which serves the purpose of ground truth during training and testing. The average Euclidian distance error from point to point for each landmark location is used as the distance measure, which is given as:
Here s are the Euclidean distance errors for the landmarks, is the number of landmarks, and is the distance between the eyes pupils used as the scaling factor. Fig. 11 shows the cumulative distribution of the detection accuracy by using proposed method. Its performance was compared with the performance of the recent DRMF method based CLM model [30] . The performance of expression recognition by the two landmark detection methods was also compared. After detection of facial landmarks, the active patches were extracted and the procedures as discussed in section 5 were followed for expression classification. As shown in Table 4 , both the methods produce almost similar accuracy in CK+ database while the proposed landmark detection method takes very small time in comparison to the other one. Although the DRMF based CLM method finds the facial organ locations accurately, it sometimes fails to fit to their shapes in different expressions, especially on lips. When the mouth is open or tightly closed, or when the lip corners are pulled down, it at times generates average lip-shape instead of completely fitting to lips. Thus, lip corner patches were extracted at incorrect locations resulting poor classification. However, the proposed landmark detection method accurately finds the facial landmarks in most of the images thereby extracting features from appropriate patch locations. The slight misalignment error is automatically taken care by the appearance feature.
CONCLUSION
This paper has presented a computationally efficient facial expression recognition system for accurate classification of the six universal expressions. It investigates the relevance of different facial patches in the recognition of different facial expressions. All major active regions on face are extracted which are responsible for the face deformation during an expression. The position and size of these active regions are predefined. The system analyses the active patches and determines the salient areas on face where the features are discriminative for different expressions. Using the appearance features from the salient patches, the system performs the one-against-one classification task and determines the expression based on majority vote.
In addition, a facial landmark detection method is described which detects some facial points accurately with less computational cost. Expression recognition is carried out using the proposed landmark detection method as well as the recently proposed CLM model based on DRMF method. In both cases, recognition accuracy is almost similar, whereas computational cost of the proposed learningfree method is significantly less. Promising results has been obtained by using block based LBP histogram features of the salient patches. Extensive experiments has been carried out on two facial expression databases and the combined dataset. Experiments are conducted using various binwidths of LBP histograms, uniform LBP and rotation invariant LBP features. Low dimensional features are preferred, with sufficient recognition accuracy, to decrease computational complexity. Therefore, the 16-bin LBP histogram features are used from four salient patches at face resolution of 96x96 for obtaining best performance with a suitable trade-off between speed and accuracy. Our system found the classification between anger and sadness troublesome in all databases. The system appears to perform well in CK+ dataset with an F-score of 94.39%. Using the salient patches obtained by training on CK+ dataset, the system achieves an F-score of 92.22% in JAFFE dataset. This proves the generic performance of the system. The performance of the proposed system is comparable with the earlier works with similar approach, nevertheless our system is fully automated.
Interestingly, the local features at the salient patches provide consistent performance at different resolutions. Thus, the proposed method can be employed in real-world applications with low resolution imaging in real-time. Security cameras, for instance, provide low resolution images which can be analysed effectively using the proposed framework.
Instead of the whole face, the proposed method classifies the emotion by assessing a few facial patches. Thus, there is a chance of improvement in performance with partially occluded images which has not been addressed in this study. This analysis is confined to databases without facial hairs. There is a possibility of improvement by using different appearance features. Dynamics of expression in temporal domain is also not considered in this study. It would be interesting to explore the system incorporated with motion features from different facial patches. The execution time reported for the proposed algorithm is based on an un-optimized MATLAB code. However, the optimal implementation of the proposed framework will significantly improve the computational cost and real-time expression recognition can be achieved with substantial accuracy. Further analysis and efforts are required to improve the performance by addressing some of the above mentioned issues. 
