INTRODUCTION
Information security and confidentiality is important at different levels of communication. The applications find their way into different fields like personal data, patient's medical data, military etc. With the advancement in Research in the field of Image processing, Image encryption and steganographic techniques have gained a popularity over the other forms of hidden communication. A new Image Encryption technique using Fibonacci and Lucas is proposed in [1] . The approach makes use of Arnold Transform matrix, and uses the generalized Fibonacci and lucas series values in the Arnold transform to scramble the image.
An encryption technique based on pixels is proposed in [2] . Firstly the image is scrambled using the method of watermarking making it difficult for decoding purpose. Lastly a camouflaged image to vision or the pixels of the true image to get the final encrypted image. The key parameters are encrypted using Elliptic curve cryptography (ECC). The algorithm security, reliability and efficiency is analyzed via experimental analysis.
A new invertible two dimensional map is proposed in [3] called as Line Map, for image encryption and decryption. The method maps the digital image to an array of pixels and then maps it back from array to image. A Line Map consists of two maps, a left map and a right map. The drawback of the traditional 2D maps which can be used only for permutation is overcome by Line Map which can perform two processes of image encryption , permutation and substitution simultaneously using the same maps. The proposed method does not have a loss of information, it is also fast and there is no restriction on the length of the security key.
Pawan et.al proposed a encryption technique for a color image in [4] . The method proposed makes use of 3D logistic map, 3D Chebyshev map, and 3D and 2D Arnolds cat map. 2D Arnolds map is used as a Image scrambler, which is extended to 3D for R,G,and B components. Key generation is done using 3D chebyshev map. Image scrambling is done by using 3D logistic map. The method proposed provides more security to digital images as both shuffling and substitution is provided in the approach. The Chebyshev map is used for public key encryption and distribution of generated private keys.
Image encryption is a method to provide more security to digital images. A new image cryptosystem is proposed in [5] . It has two main parts, encryption/decryption algorithm and ciphered key. The encryption process consists of two main steps diffusion stage and substitution stage. Diffusion stage makes use of the XOR operator. For substitution two encryption processes are used, Lagrange process and Least square process. For decryption the processes are just reversed to obtain the original image. Based on the initial key two different approaches are proposed, the first one makes use of a key whose length is 192bits (24 bytes) in hexadecimal system as its input and then the key is expanded using AES-192 key expansion algorithm. The second approach makes use of the image as a key to cipher the plain image.
Two new image encryption approaches are proposed in [6] , one is based on spatial domain and the other on frequency domain. The proposed approach uses Fibonacci P-code, a parametric sequence. The parameter p is used as a key, which has many possible choices. The proposed method can be used for both full and partial image scrambling. The presented method is robust against common attacks like cutting(data loss), compression and noise. Lucas p-code is also introduced for image scrambling. The Fibonacci p-code is also compared with classical Fibonacci series.
A chaotic map has randomness, makes use of this randomness for shuffling the pixel positions based on the random positions generated. The proposed approach in [7] makes use of two different chaotic maps for the same. The maps used are Henon and Lorenz for pixel shuffling. The maps are also compared for performance.
Cyclic Elliptic curves with order M are used for designing symmetric key image encryption method. Random sequence of integers are generated using Linear Feedback shift register. Such sequences are called as maximal length sequences. The sequence is used for deriving several binary and non binary sequences which are useful in stream cipher systems. Two encryption algorithms are used Additive Cipher and Affine Cipher. The results of image encryption are shown over medical images in [8] A combination of shuffling and encryption is proposed in [9] . The paper uses Arnold cat map for shuffling the pixel positions, then a Henon chaotic map is used to encrypt the shuffled pixel values. Experimental results show that the proposed method is efficient and secured in statistical analysis and key sensitivity tests. The distribution of image values show a random like behavior.
Many of the existing encryption methods may not be suitable for multimedia data like images.
[10] proposes a block based transformation algorithm based on a combination of image transformation and a image encryption technique called as blowfish. Firstly image is divided into blocks, then the transformation is applied to each block , then the transformed image was encrypted using blowfish method. Experimental results show that correlation between the elements is reduced. The results also show that increasing the number of blocks decreases the correlation further thereby increasing entropy.
Around 14 different methods are compared in [11] . Spatial domain methods include 6 of them and transform based are the remaining. The comparison of these methods is done on different parameter like, tunnability, visual degradation, compression friendliness, format compliance, encryption ratio, speed , cryptographic security. In the comparison it is found that none of these methods satisfy all the parameters.
A new encryption technique called as Hyper Image Encryption Algorithm (HIEA) is proposed in [12] . A permutation process is applied over the binary values. The generated image after the permutation process will be encrypted using HIEA. Experimental parameters like encryption and decryption time and entropy is used for analysis.
A novel image encryption technique combining Julia sets and Hilbert curves is proposed in [13] . Julia sets are used to generate a random sequence as the initial keys and gets the final encryption keys by scrambling the initial keys using Hilbert curve. The final encrypted image is obtained by modulo arithmetic and diffuse operation. Experimental results show that the proposed method has large key space, good statistical property , high sensitivity for the keys and effective resistance to the chosen plain text attack.
Ahmad et.al presented a framework for different encryption schemes in [14] . Rather than visual inspection it makes use of number of parameters like correlation coefficient , information entropy, compression friendliness, number of pixel change rate, and unified average change intensity. These parameters are used to quantify the quality of encrypted images. Efficiency analysis and security evaluation of Advanced Encryption Standard(AES) and Compression Friendly Encryption Scheme(CFES) is also given. The brute force, statistical and differential attacks are explored for AES and CFES. Experimental results have shown some weaknesses to CFES with respect to entropy and horizontal correlation.
In this paper, Section II gives the details of Discrete Distributions used for generating Random numbers. Sections III explains how Random number can be generated using Discrete Distributions in Matlab. Section IV explains the scaling method used for scaling the random numbers generated in matlab using discrete distributions. Section V explains the MOD operator used for Image Encryption. Section VI explains the proposed approach. Section VII includes the experimental results obtained for the proposed approach and Section VIII states the conclusion.
II. DISCRETE DISTRIBUTIONS

Discrete Random Variables
Discrete random variables are characterized by their supports which take the form * + * + Every discrete random variable X has associated with it a probability mass function (PMF)
Since values of the PMF represent probabilities, PMFs enjoy certain properties. In particular, all PMFs
Image Moments : Mean, Variance, Standard Deviation, Skewness and Kurtosis
Consider an image I ij where i,j=0,1,2,…..255. The image moments mean, variance, std deviation , skewness and kurtosis are defined as follows Mean:
Variance: It is measure of how far the numbers lie from mean.
Std Deviation: it is a measure of variability or diversity. It shows how much variation or dispersion exists from mean. A low value indicates the values tend to be close to mean whereas a high value indicates the values are spreadout over a large range.
it is a measure of the asymmetry of the probability distribution. The skewness can be positive or negative or even undefined
Kurtosis: It is measure of the shape of distribution. kurtosis as a measure of how flat the top of a symmetric distribution is when compared to a normal distribution of the same variance
Note: Higher Moments are not important as they can be derived from these four moments
The Discrete Distribution Uniform Distribution
A random variable X with the discrete uniform distribution on the integers 1, 2, . . . , m has PMF ( ) 
Binomial Distribution
The Binomial distribution is based on a Bernoulli trial, which is a random experiment in which there are only two possible outcomes: success (S) and failure (F). We conduct the Bernoulli trial and let
If the probability of success is p then the probability of failure must be 1 − p = q and the PMF of X is
It is easy to calculate , -and , -so that ( ) 
Poisson distribution
This is a distribution associated with "rare events", for reasons which will become clear in a moment. The events might be:
• Traffic accidents, • Typing errors, or • Customers arriving in a bank. • The probability of an event occurring in a particular subinterval is .
• The probability of two or more events occurring in any subinterval is 0.
• Occurrences in disjoint subintervals are independent. 
Geometric Distribution
Another important class of problems is associated with the amount of time it takes for a specified event of interest to occur. For example, we could flip a coin repeatedly until we observe Heads. We could toss a piece of paper repeatedly until we make it in the trash can.
Suppose that we conduct Bernoulli trials repeatedly, noting the successes and failures. Let X be the number of failures before a success. If Consider an urn with 7 white balls and 5 black balls. Let our random experiment be to randomly select 4 balls, without replacement, from the urn. Then the probability of observing 3 white balls (and thus 1 black ball) would be 
III. RANDOM NUMBER GENERATION USING DISCRETE DISTRIBUTIONS IN MATLAB
Matlab Software is used to generate Random Numbers which are derived on the basis of Different Discrete Distribution. Although there are many discrete distributions we have made use of five Discrete Distributions namely, Uniform, Binomial, Poission , Geometric and Hypergeometric Distributions. software applications, such as MATLAB ® , use algorithms that make results appear to be random and independent. However the results are not random in a strict mathematical sense but they pass various statistical tests of randomness and independence. These random numbers are often described as pseudorandom and pseudoindependent. One advantage of using pseudorandom numbers is that they can be repeated a random number calculation at any time, which is very important in testing and diagnostic situations.
Pseudorandom numbers in matlab are been generated by using one or more random number streams. Some of the functions used are rand, randn or randi. These functions all rely on the same stream of uniform random numbers, known as the global stream.
RandStream constructor
The RandomStream Constructor is used to create a random number stream that uses the uniform pseudorandom number generator algorithm specified by gentype. The gentype includes Mersenne twister , Multiplicative congruential generator, Multiplicative lagged Fibonacci generator, Combined multiple recursive 
IV. SCALING OF PSEUDO RANDOM NUMBERS OF DISCRETE DISTRIBUTION
The Pseudo Random numbers obtained from Discrete Distributions may not be in the range of 0 to 255. As we have to deal with images, the scaling of these pseudo random numbers was important to us. The scaling of the pseudo random numbers were done by the following procedure.
Consider x-axis as the input(for e.g. random numbers obtained by using a discrete distribution between 90 and 180). To scale these numbers between 1 and 256, we can plot a straight line as shown in the figure below. The y-axis represents the output. Considering both the points(x1,y1) and (x2,y2), for e.g. (90,1) and (180,256). Using these two data points and solving them simultaneously we can obtain value of m =255/90 and c =-254. Using these two values and input values we can get all the output values which will be scaled between 1 and 256. The scaling method is depicted in the following figure no 6. 
V. MOD OPERATOR AND ITS USE FOR IMAGE ENCRYPTION
The MOD operator in computer language simply means the remainder. For e.g. 17 mod 3 =2. For image encryption we have extended this concept. Let us look at the procedure applied for encryption and decryption.
Let us consider two values A= 100(original Value) B=200(pseudorandom value generated from one of the discrete distributions) C= (A+B) mod 256 (12) The result of the above operation results in 44. This result is used as encrypted value. For decryption A= (C-B)mod 256
The above operation results in 100(which is the original value).
VI. PROPOSED APPROACH
In this paper, we have made use of pseudorandom numbers generated by the discrete distributions for Image encryption. As described above, using matlab software and customizing the randomstream constructor to specific parameters we set the default stream. The purpose behind doing this, we are trying to study the pseudorandom nature of discrete distributions for Image encryption. We have used MOD as a invertible operator for encrypting the images. The step by step Procedure is given below Figure  8.2(a-c) . Similarly Figure 9 .1 shows the encrypted image obtained from Random numbers generated using binomial distribution. The Encrypted image Histogram analysis for Red, Green and Blue planes are shown in Figure 9.2(a-c) . Figure 10 .1 shows the encrypted image obtained from Random numbers generated using Poisson distribution. The Encrypted image Histogram analysis for Red, Green and Blue planes are shown in Figure 10.2(a-c) . Figure 11 .1 shows the encrypted image obtained from Random numbers generated using Geometric distribution. The Encrypted image Histogram analysis for Red, Green and Blue planes are shown in Figure 11.2(a-c) . Figure 12 .1 shows the encrypted image obtained from Random numbers generated using Table No 1 shows the number of iterations needed for various discrete distributions for encrypting the digital image. From the Table it is observed that Geometric distribution needs the largest number of iterations as compared with other distributions, which require only 3. The Key combination column gives the details on the key space used for each of the distribution, however the key space is not limited to the values stated above. These are the initialization parameter for each distribution along with generator type, random algorithm used and scaling function. 
VII. EXPERIMENTAL RESULTS
For
VIII. CONCLUSION
The proposed approach was applied on 24-bit color images. The three planes R, G and B planes were encrypted using the proposed approach. This approach uses randomness of different discrete distributions, like Uniform, Binomial, Poisson, Geometric and Hypergeometric for image encryption. All the five distribution gives a good histogram analysis for encrypted images which can be seen from the results displayed above. For experimental analysis, Image Moments were studied for all the encrypted images obtained by applying different distributions. From the results obtained it is clear that, irrespective of the image the statistical moments show very small variation. With the change of original distribution these moments take a different value and display the same property. The PAFCPV parameter whose range is between 0 to 1 is used for measuring the peak average fractional change in pixel value of encrypted image. For an Encrypted image an ideal case should have a value of 1, In this proposed approach we have obtained a maximum value of 0.5 for Minni image for PAFCPV.
