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INTRODUCTION 
Many models for elementary particle scattering reactions 
have been proposed to explain various aspects of the wide 
variety of phenomena which have been discovered in high energy 
physics in recent years. These models can be classified into 
two groups, the distinction being rather arbitrary, as there 
is much feedback between the two. The first class, which 
could be called theoretical or deductive models, seeks to 
establish from an axiomatic basis the mathematical language 
and the physical concepts which will ultimately be used to 
describe the physical reactions. The second group, which may 
be called phenomenological or inductive models, attempts to 
discern the basic physical concepts by examining the structure 
of experimental data, often in the light of some theoretical 
model. 
In this work several theoretical and phenomenological 
models of high energy scattering reactions are examined. 
First, the reexamination of a potential scattering model whose 
S-matrix was thought to contain a double pole in the angular 
momentum zero partial wave reveals that no such pole struc­
ture exists in the model. This suggests that the crossing of 
resonance levels with the same symmetry does not occur; in 
particular, the occurrence of a double pole in a transition 
amplitude for such a potential model must result from ex­
ternal or some other mixing of two resonances with different 
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symmetry. Second, a model of the A^ CISOO) meson which suc­
cessfully explained the data of several experiments is applied 
to some new experimental data at variance with data used in 
the previous studies. The change of the phenomenological 
basis of the model implied by the new data is discussed. 
Third, the predictions of three double-Regge pole models are 
c o m p a r e d  t o  r e c e n t  d a t a  o n  t h e  r e a c t i o n  p p — T h e  
relative merits of these three models are discussed. 
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RESONANCES OF A TWO-BARRIER POTENTIAL PROBLEM 
Goldberger and Watson (I) noted that second and higher 
order poles could occur in the S-matrix and examined certain 
models in which nonexponential decay would result. Shortly 
thereafter. Bell and Goebel (2) produced two more such models— 
one a nonrelativistic potential scattering model with two 
regions of trapping, the other a Lee model with two V-type 
particles—which exhibited such poles and nonexponential 
decays. The purpose of this section is to examine Bell and 
Goebel's double barrier model. This work was originally 
motivated by the desire to investigate the Regge behavior of 
a potential model whose scattering amplitude contained a 
double pole; however, the main result of the study is that 
this particular model has no second-order poles. A simple, 
physically meaningful proof is given for the absence of a 
double pole at the location (in the complex k-plane) where 
Bell and Goebel find a double pole. It is then shown analyt­
ically and numerically that s-wave resonance double poles do 
not occur in this model. 
The development is divided into two parts. In the first 
part the Jost function technique is used to find the reso­
nances and to study the Regge behavior of the single-barrier 
problem. The s ingle-barrier problem is used as the basis of 
the discussion of the double-barrier problem. In the second 
part the double-barrier problem is treated by comparing solu-
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tions of analytic expansions of the Jost function with numer­
ical calculations of the resonances. The possible configura­
tions of the resonances are discussed in terms of the reso­
nances of the single-barrier problem. Single-pole resonances 
occur either singly or in pairs, but no double-pole resonances 
appear in this model. Thus, it appears that there can be no 
second-order resonances in spherically symmetric potential 
scattering problems in which a double pole would occur solely 
because of the two regions of trapping in a single -^wave. 
This result illustrates what one would expect from extending 
the Wigner-Von Neumann theorem (3), which states that bound 
state energy levels with the same quantum numbers do not 
cross, to scattering resonances. 
Single-Barrier Problem 
The Jost solutions and Jost functions of the SchrBdinger 
equation for potential scattering provide a convenient frame­
work for the discussion of the resonances associated with 
potentials. Following Newton (4), three Jost solutions of 
the Schrodinger equation are defined: the first, <^ (k,r), is 
regular at the origin (r = 0), while the other two, f^ (-k,r), 
are linearly independent of each other and are irregular at 
the origin. Here r is the radial coordinate, and k is the 
wave number. The solutions <^ (^k,r) and f^ (-k,r) satisfy the 
integral equations (4) 
^^ (k,r) = k"^ "^ u^ (kr) + dr'g^ (k,r,r' )V(r')(k,r'), 
(1) 
fco 
f^ (k,r) = w^ (kr) - J dr'g^ (k,r,r')V(r')f^ (k,r'), (2) 
and the boundary conditions 
lim (2£ +1)!! <^ (k,r) = r^ +^ , (3) 
r -H. 0  ^
and 
r —>• 0 
lim e-^ f^/-k,r) = i^ . (4) 
The Green's function, g^ (k,r,r'), is given by 
g^ (k,r,r') = k""^  [u^ (kr')v^ (kr) - u^ (kr)v^ (kr')]. (5) 
The Ricatti-Bessel functions u^ (z), v^ (z), and w^ (z) are de­
fined in terms of the usual spherical Bessel functions j^ (z) 
and n^ (z) by 
u^ (z) = zj^ (z), (6) 
v^ (z) = zn^ (z), (7) 
and 
w^ (z) = -v^ (z) - iu^ (z). (8) 
— 2 The potential V(r) includes the factor 2m1i" , where ti is 
Planck's constant and m is the reduced mass of the two-par­
ticle system. 
In turn, ^ (^k,r) and f^ (-k,r) define the Jost functions 
f^ (-k) by either of the two equivalent representations 
rco 
f^ (k) = 1 + k~^  J drf^ (k,r)V(r)u^ (kr) (9) 
= 1 + j dr (^ (k,r)V(r)w^  (kr) . (10) 
The scattering function (also called the S-function or the S-
matrix) is given by 
Sj(k) = f/k)/f^ (-k), (11) 
where the two Jost functions are related by 
f^ (-k) = f*(k*). (12) 
As f^ (k) is an entire function of k and i for the potentials 
considered here, the poles of S^ (k) occur at the zeros of 
fj(-k). 
The single-barrier potential of interest is 
V(r) = V^ ô(r - a), a > 0, (13) 
with the convenient choice of a = 1 to set the scale of the 
interaction. The Jost solutions for this potential are 
0^ (k,r) = k""^ "^ [u^ (kr) + ©(r - l)V^ u^ (k)g^ (k,r,l) ] (14) 
and 
f^ (k,r) = w,(kr) - 0(1 - r)V^ w^ (k)g^  (k,r, 1) , (15) 
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where 
0(x) = 1, X > 0, 
0, X < 0. 
(16) 
The Jost function of interest is 
fj(-k) = 1 + k"^ V^ u^ (k)w*(k*). (17) 
The s-wave resonances will occur at values of k near nir, 
where n is a positive integer, for moderate to large values of 
V^ . These resonances are founa approximately by writing 
k = nil + P 
and making expansions of fQ(-k) in terms of (3 (assumed small). 
We factor fQ(-k) as k~^ V^ F(k), where 
through second-order terms. Attempts to make similar small 
parameter expansions near other values of k, e.g., near (n + 
1/2)11, yield solutions for p that are of the order of 1, not 
small as assumed above. 
F(k) = + e^  sin k, (18) 
and find that the zeros of F(k) are 
k = nir + p, 
where p is -mi(V^  + 1)"^  in the expansion through first-order 
— 1  . 2 2  — 2  terms and -nir(V^  + 1)~ - in tt (V^  + 1)~ in the expansion 
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The numerical calculations of f^ C-k) in the complex k-
plane yield agreement with the above locations of its zeros, 
as shown in Figure 1. The zeros are very near k = nir in the 
lower half-plane for moderate and large values of V^ . The 
partial wave cross section also shows these resonances, and 
the partial wave phase shift rises rapidly (relative to the 
decreasing background phase shift, changing through about n 
near each resonance. For weak barriers, e.g., = 5 or 7, 
the zeros are near Re k = n%, but with relatively large 
imaginary parts; higher-order analytic expansions then must 
be used to obtain valid descriptions of the zeros. These 
cross sections do not exhibit resonances clearly, nor do 
these phase shifts strongly indicate resonance-like behavior. 
In each of the above cases the broad maxima that appear in the 
cross sections at values of k near (n + 1/2)71 are simply the 
hard core type of maxima that occur when the phase shift 
slowly decreases through half-odd integer values of n. 
The analytic continuation of the S-matrix in the complex 
angular momentum plane is obtained by considering the analyt­
ic continuations of f^ (k) and f^ (-k). In order to accomplish 
this the Jost functions are written in terms of the usual 
Bessel functions (with complex order), instead of using the 
Ricatti-Bessel functions. For numerical computations using 
these Bessel functions the closed integral representation 
derived from the usual generating function for the Bessel 
functions is used (5). The Regge trajectories of the poten­
9 
tial are then found, numerically by finding the zeros of f^ (-k) 
in the complex ^ -plane for real values of k. Explicity, the 
Regge trajectories of the single-barrier problem are cal­
culated numerically through Re ^  = 2 for several values of V^ ; 
for moderate to large values of the trajectories are nearly 
linear functions of k, the real parts of the trajectories 
having slopes of about 0.7 for k between 0 and kn. As an 
example, the real part of the Regge trajectories of the single 
g-function potential of strength = 100 is shown as a func­
tion of k in Figure 2. The separate calculation of the p-
and d-wave cross- sections gives resonances that agree with 
those predicted by the Regge poles. As an independent check, 
the s-wave resonances are found to be consistent with the 
results of McVoy ejb al. (6) in which the single-barrier prob­
lem is treated "optically". They are not, however, concerned 
with the locations of the resonances and present only numer­
ical calculations of the s-wave cross section for a single 
value of V . 
o 
Double-Barrier Problem 
For the double-barrier problem the potential is 
V(r) = V^ ô(r - a) + V^ 5(r - b), b > a > 0, (19) 
where the convenient choice b = 1 sets the scale of the inter­
action. For this potential the Jost solutions are 
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(^k,r) = u^ (kr) + ©(r-a)g^ (k,r,a)V^ u^ (ka) 
+ ©(r-l)g^ (k,r,l)V2[u^ (k) + (k,1,a)V^ u^ (ka)] 
(20) 
and 
f^ (k,r) = w^ (kr) - ©(l-r)g^ (k,r,l)V2W^ (k) 
- ©(a-r)g^ (k,r,a)V^ [w^ (ka) - g^ (k,a,l)V2W^ (k)]. 
(21) 
The Jost function f^ (-k) is given by 
f^ (-k) = 1 + k~^ V2W^ (k*)u^ (k) + k~^ V^ u^ (ka) [w*(k*a) 
- g^ (k,a,l)V2W*(k*)]; (22) 
its zeros in k and  ^will be the resonances and Regge poles of 
the potential. 
The single-barrier problem is now used to analyze the 
resonance structure of the double delta function potential. 
For the single barrier the s-wave resonances are near ka = 
mt; for the double barrier we note that the s-wave resonances 
due to the outside barrier alone would be near kb = nTt, while 
those due to the inside barrier alone would be near ka = imi, 
where n and m are positive integers. For one of the reso­
nances due to the outside delta function barrier to overlap 
one of the resonances due to the inside delta function barrier 
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the requirement is n =mb/a = m/a. For example, if a is near 
1/2, n=2m is needed; two resonances are expected near k = 2mn, 
but none near k = (2m - 1)%. Similarly, if a is about 1/3 
or 2/3 two resonances are expected near k = 3mTr, but none 
near k = (3m - 1)ti or (3m - 2)tt. 
To facilitate the explicit calculation of the resonances 
fQ(-k) is written as k~ V^ VgFCk), where F(k) is given by 
F(k) = k^ (V^ V2)"^  + kV^ -^ e^  ^sin k + kV^ '^ e^ ^^  sin (ka) 
+ sin (ka) sin k(l-a). (23) 
From above, resonances should occur near k = 2m7i for ^  near 
1/2; thus, a is taken to be a = 1/2 + and the zeros of 
F(k) as k = 2m7i: + (3. In this case F(k) becomes 
F(p) = (2mTT + p)^ (V^ V2)"^  + (2m7t + p)V^ ~^ e^ P sin p 
+ (2m7i + sin A(+) 
+ sin A(+) sin A(-), (24) 
where A(-) is defined by 
A(-) = (l/2)p - 2mA  ^pA/%. (25) 
The first order expansion F in (3 has an acceptable solution 
(i.e., p is small, of order Vg"^ ) provided A (l/2)7i:V2~^ , in 
which case p is 
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(3 2. -2m-nV2"^ [l + (l/2)iTtV^ (V^  + (25) 
Thus, the zero will be in the lower half-plane for rather 
general values of and V^ . 
It is necessary to make a second-order expansion of F to 
see if there are two zeros here. In this expansion F is given 
by 
F = + LP + M, (27) 
where K, L, and M altogether contain some 42 terms. Since, 
from above, p and A are of order the number of terms is 
conveniently reduced by looking at approximations in which F 
is expanded in powers of and only terms of certain orders 
—  L  — 2  in are retained. The approximation of order has 
the solution 
p ~ -4m[V^ "^  + (1/2)V2"^ ] - 4m 
+ - (1/2)^ 2"^ ]^  (28) 
where two distinct zeros occur if is finite, the minimum 
separation of the zeros being 8m:n:V^ "^  when 
 ^= I ^2"^ . (29) 
This choice of A could produce a double pole only as 
goes to zero. To see what happens in this limit we set 
= 0 in the second-order expansion of F in p (Equation 27) and 
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—3 
make the approximation through terms of order V^ " . In this 
approximation the discriminant of the quadratic equation for 
P becomes 
4m À^ (l - 2imi%Vg"^ ) + + 4i 
- ^i) ] +• ^ % V 1 -2 
2 
This vanishes at 
A — -J- V2 + mV2 ^  (m - 4in + 2i7c ) ] 
(30) 
- I 2mit^ V2"^ [|-'rt + (311 - 4) + 0(V2"^ )] 1/2 
(31) 
2 -1 1/2 As the square root in Equation 31 is roughly (2mT[ ) 
(1.9 + 1.4i), the imaginary part of \ is 7tV2~^ [mV2~^ (Ti: - 2) 
- (mV2 This vanishes at V2 1.3m. However, if V2 ~ 
1.3m, then |3 ~ 0(%) and is not small, in contradiction to the 
original assumption. In review, the higher-order approxima­
tions require complex A in order to have degenerate zeros of 
F(P). The conclusion is that only separated single-pole 
resonances may occur near k = 2m7i: for ^  near 1/2. 
For the situation near k = (2m + 1)ti the first-order 
expansion of F in terms of gives p = i + 0(V2~^ ) as the 
solution; p would not be small, and the zero of F would occur 
in the upper half-plane. The conclusion is that there are two 
separated single-pole resonances near k = 2moT, but none near 
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k = (2m + 1)71 for ^  near 1/2. Bell and Goebel (2) obtained 
a double pole near k = it for a near 1/2 but erred in the 
— 2  derivation: they assume (3 is of order , but their solu-
— 1  — 2  tion is P~V2~ + ), contrary to their initial assump­
tion. 
The next place to expect two close resonances is the case 
of a near 1/3. As above, k and a are written as k = nJC + (3 
and a = 1/3 + F is expanded for small values of (3 and À 
for the three cases of n = 3m, 3m + 1, and 3m + 2. Two sepa­
rate single-pole resonances occur near k = 3mTC, no resonances 
occur near k = (3m + l)it or (3m + 2)n:, and a single-pole reso­
nance occurs near k = 3(m - l/2)Tt. 
The cases of a. near 1/4, 2/3, and 3/4 yield resonance 
structure similar to that which occurs above. Either isolated 
single-pole resonances or two close single-pole resonances 
occur. No evidence is found for either double-pole resonances 
or for three or more nearby single-pole resonances. 
The above evidence for the configuration of resonances 
is checked numerically by examining the s-wave partial cross 
section and the zeros of fQ(-k) as the parameters of the 
potential vary over a wide range of values. The general sit­
uation is illustrated in Figure 3, where the real parts of 
the zeros of fQ(-k) are plotted as a function of ^ a for fixed 
V, and V«. The two resonances near Re k = 2tt for a near 1/2 
L z — 
are the best candidates for making a double pole; although 
the two resonances can approach each other asymptotically, as 
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becomes very large for certain choices of a, they never 
coincide, as shown analytically above. An example of this 
separation is given in Figure 4, where the s-wave cross sec­
tion and the s-wave phase shift near k = 2% are shown for 
= 11,000; V2 = 100; and a = 0.505. This particular choice 
—  1  —2  
of parameters corresponds to V^ ~  ^ and being given by 
Equation 29. 
The locations of the resonance levels at a =0 and a = 1 
are simply the resonance levels of the single delta function 
potentials of strengths Vg respectively, located 
at r = 1; the net effect of moving the inside barrier from 
r = 0 to r = 1 must be the same as increasing the strength of 
a single barrier at r = 1 from Vg to 2^* Thus, the 
inside barrier cannot cause a net interchange of two resonance 
levels when the parameters of the potential vary over a wide 
range. From the previous analytical discussion the interest­
ing resonance levels cannot be interchanged on any small 
scale either. Therefore, there are no double-pole s-wave 
resonances in this potential model. This would be expected 
if the Wigner-Von Neumann theorem (3) were applicable to 
scattering resonances in addition to bound states. 
The Regge trajectories of this model are found using the 
same method as for the single-barrier model. The Regge tra­
jectories for the double delta function potential are similar 
to those of the single barrier, being essentially linear in k 
for the region of the ^ -pllne and the set of potential param­
16 
eters examined. For the case of two nearby resonances in the 
s-wave there are two close, nearly parallel Regge trajectories 
which give rise to two close resonances in the higher partial 
waves. By considering the variation in the location of the 
k-plane poles as the potential parameters change, the tra­
jectories are seen to shift the same way as the resonances. 
Thus, no second-order Regge poles can occur in this model; 
there are neither crossed simple trajectories nor second-
order trajectories. 
Conclusions on Resonance Crossing 
Double-pole resonances do not occur in the s-wave S-
matrix of the double delta function potential, contrary to 
the result of Bell and Goebel. It has been shown analytically 
and numerically that the resonances most likely to be double 
poles are actually two separate single-pole resonances. The 
resonance structure of the double-barrier problem is inter­
preted as a shift of the resonance structure of the single-
barrier problem. The Regge trajectories of the single and 
double delta function potentials are approximately linear 
functions of k, all trajectories having roughly the same 
slope. No evidence is found for either second-order or 
crossed first-order trajectories for the double-barrier prob­
lem. 
17 
COUPLED RESONANCE INTERPRETATION OF THE A^ (1300) MESON 
The AgClSOO) meson has been the subject of much theoret­
ical and experimental attention since the discovery of the 
double peak in its mass spectrum in 1967 by the CERN missing-
mass spectrometer group (7). Since then, several experiments 
with reasonably good statistics have been performed by various 
groups (8-11) on the reactions 
n + p + N, A^  -H-TT + p, (32) 
Ti + p + N, A^  —"K + K, (33) 
p  +  p  — A ^  +  T i ,  A ^  — ^ 3 1  +  p ,  ( 3 4 )  
and 
p + p —- A2 + It, A2 —»-K + K. (35) 
In each of these experiments structure in the A^  mass spectra 
is observed, although some variation of the structure occurs 
in the data. (In the following application of a model to the 
Ag experimental results the nri decay mode and the A^  photo-
production experiments will not be discussed because the data 
are not statistically good enough to be treated.) 
A Model of the A2 Meson 
Shortly after the double peak structure was discovered, 
Lassila and Ruuskanen (12) proposed a model in which the Ag 
consisted of two coupled or interfering mesons, each with 
= 2^ ~. Here J, P, and G are the spin, parity (symmetry 
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under space reflection), and G parity [(-1)^  where n is the 
number of pions into which a meson resonance predominantly 
decays] quantum numbers of the mesons. One of the mesons, 
called m^ , is interpreted as being in the usual SU(3) tensor 
nonet with the f(1250), K*(1420), and f'(1500) mesons and as 
coupling predominantly to it p. In a quark model it is pictured 
— 3 
as being a qq bound system in the state. It was suggested 
that the other meson, m^ , might come from or belong to the 27-
dimensional representation of SU(3), which is in the 405-di-
mensional representation of SU(6) along with the 2^  nonet. 
Thus, a model for the coupling could be constructed in analogy 
with 0}-<p mixing in the 35-dimensional representation of SU(6). 
In such a picture the second meson would be an exotic meson 
with quark structure qq^ . 
Lassila and Ruuskanen's model connects a production 
amplitude and a decay amplitude (i = 1,2) by using a 
2x2 mass (and, hence, propagator) matrix for the two mixed 
resonances. The number of parameters involved in the model is 
reduced and the mixing strength is fixed by taking the dipole 
limit of the general amplitude for two-particle mixing which 
they derive (12). The relative coupling strengths of the two 
mesons to any decay or production channel are then determined 
from experiment. Explicitly, using nonrelativistic notation 
and the double-pole condition, the transition amplitude for 
the production of the system from an initial state (or 
channel) & and for the decay of this system into a final state 
19 
(or sub-channel) b is 
X + i r^ /2 
_(/^  - /^ )/4 
cr^ - f^ )/4 
X + if^ /l 
[X + i(/^  + /^ )/4] 
(36) 
where X is M - M is the energy or mass variable in the 
rest frame, /I and are the widths of the two mesons, 
respectively, and is the real part of their masses. Now 
is large (about 60 to 90 MeV) because of the dominant 
coupling, while it is convenient to take /^  = 0 (fits to the 
data of Reference 7 place an upper limit on of about 12 
MeV ). Thus, ^  ^  ^ and may be replaced by a 
single parameter F. The t (momentum transfer) dependence of 
the vertices F and G can be suppressed for now as only the 
mass distribution data is generally available. For some of 
the data fitting it is convenient to write the vertex func­
tions as 
-«i" - 1 -
= gb(l,<b) and = «a 
-=2'-
- ^ a-
where g^  and g^ f^  are the couplings of m^  and m2, respectively, 
to some channel With these assumptions and conventions 
Equation 36 may be written 
20 
X r/k-
r/ii x+ir/2. 
1 
€ 
Tba « : • »7) 
(X + 1774)'' 
In most of the applications of the model which are discussed 
below the parameters and F are taken to be 1297 MeV and 60 
MeV, respectively (7,8). 
Fits to Previous Data 
Originally it was assumed that m^  would couple mainly to 
Tip, while m^  would couple only to KK (12). Thus, for Ag pro­
duction experiments proceeding via p exchange in up interac­
tions there would be a single peak in KK mass distributions at 
M = while a double peak would occur in Tip mass distribu­
tions. A subsequent experiment (9) revealed such dip struc­
ture in the îip and tit? mass distributions, but showed a single 
narrow peak in IQC centered at about 1320 MeV. It then became 
feasible to study the m^ KK coupling. Using =0, it was 
found that the model with the 6^  (hereafter written 6^ ) range 
0.08 < 6^  < 1.25 fitted the data of References 7 and 9 quite 
2 
well, the indicated limits having X probabilities of 10%, 
the best fits (near 6^  = 0.70) having 90% probabilities 
(13). 
With these limits on the ratio of the coupling of the two 
mesons to KK established it is reasonable to test the model 
for consistency with data on the A^  obtained from proton-
21 
antiproton annihilation experiments (10,11). In these experi­
ments both the Tip and the KK mass distributions exhibit double 
peaks in the mass spectra, apparently in contradiction to the 
results of the earlier experiment (9). However, no contra­
diction exists, according to the model, if account is taken of 
the different production process involved here. The problem 
is resolved by allowing m^  and m2 to couple to NN. In the 
simplest mechanism of nucléon exchange for the reaction ^  + p 
—*A^  + -n the ratio £ — = (hereafter written £ ) can / pp 2 i p 
be interpreted as the ratio of the couplings of mg and m^  to 
NN- With this slight addition the model is able to fit the p 
+ p —"(K + K) + 71 data (11) with -0.5 <€ <0.2 and £, <0.5 
P  ^
2 (at 10% X probability levels), consistent with the smaller 
values of above (14). The data (10) for the reaction p + p 
—»• (îi + P) + 71, on the other hand, require -0.2 < £^ <0.1, with­
in the previous range for (14). 
As the model is consistent with the three above experi­
ments when each experiment is treated separately, a simulta-
2 
neous fit to all three data sets can be tried. Within 40% X 
probability levels it is found that 0.14<£^  <0.40 and -0.23 < 
<£ <-0.07, the best fit (55% probability) occurring near £, = 
P K 
0.25 and = -0.15 (14). In a separate test on all data the 
assumption that m^  does not couple to Tip is verified: 
0.06 at 10% probability limits (14). Thus, the model is 
able to explain the structure of the mass as observed in 
all these statistically good experiments. 
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The model was then applied to data (15) from the reaction 
K~ + n—+ A, with the best parameters from above. This 
case has three complications. First, because the data in this 
experiment are not statistically as good as in the other ex­
periments discussed, it is expected that several models, e.g., 
a single Breit-Wigner amplitude or a pure dipole, will fit 
the data equally well when resolution effects and integrations 
over the bin widths are included. Second, the Tip decay chan­
nel is the only one with a statistically significant number 
of events, so the IŒ and 1177 decay modes cannot be treated. 
Third, in the simplest dynamical interpretation of this reac­
tion both K° exchange and proton exchange can occur. As the 
angular distributions are consistent with this hypothesis, 
one should discuss the two cases separately as a check on the 
previous analysis. Unfortunately, the forward and backward 
peaks are not statistically good enough to be treated inde­
pendently, and it becomes necessary to fit the totalled mass 
distributions of the up final state only. This distribution 
has the interesting structure of a single peak centered about 
20 MeV below which has a width, after unfolding the resolu­
tion, of about 30 MeV. This data is compared to the model 
predictions of the absolute value squared of the incoherent 
and coherent sums of the amplitudes from the two allowed ex­
change processes. In this comparison an arbitrary phase, <P, 
between the two amplitudes (K exchange and nucléon exchange) 
must be included, as must a relative magnitude of the two con­
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tributions, measured by the ratio, p, of the m^ KK and m^ pp 
2 
couplings. It is found that p<1.7 at a 10% % probability 
level limit for almost all values of <P when the best values of 
and € from above are used and when resolution effects are k p 
included. 
Thus, the apparently contradictory experimental results 
of the Ag seem to have a relatively simple interpretation in 
terms of two mixed mesons. The major variations of the decay 
channel mass distributions are most naturally explained by 
considering the change of production processes from one experi­
ment to another. 
Fits to New Data 
Quite recently one of the experiments for which data 
fitting was described above has been repeated, but looking at 
a different charge state of the , with interesting results. 
The previous experiment (9), which had the single peak in the 
KK mass distribution, was ic~p—»-(KK)°n at 6 GeV/c. The new 
data on the reaction 7i~p—>-(KK)~p at 7 GeV/c exhibit a double 
peak in the KK mass spectrum (16). The data from each experi­
ment, after minor background subtractions (about 2 events/bin), 
are shown in Figure 5. This change of data is very interesting 
to examine with the two coupled meson model of the A^ . Two 
questions must now be raised. First, can the model explain 
the new data? Second, if the model is able to explain the 
new data, what changes, if any, are required in the model? 
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The model is first fitted to the new data on this reac­
tion. Fits to this data alone yield -0.34 < 0.11 (10% 
probability limits), with the best fit (85% probability) 
at 6^  = -0.12. Simultaneous fits including data from the pro­
ton-antiproton annihilation reactions discussed above then 
give -0.25 (-0.32) < e,< 0.04 (0.11) and -0.25 (-0.32) < e < K p 
0.15 (0.22) at 40% (10%) probability levels, the best fit 
(85% probability) occurring at f, = -0.08 and 6 = -0.02. K p 
Thus, the model can be successfully fitted to the changed set 
of experimental results for the four basic reactions above. 
The results of the two experiments on at" + p—».(K + K)+N 
appear to be contradictory according to the model, however. 
The overlap of the allowed regions (for the two experiments 
separately) is 0.08 < €^ < 0.11, a marginal (10%) fitting region 
for both data sets. The best fits (85%) to each data set are 
well outside the 10% limits allowed for the opposite set. 
Similarly, the overlap of the allowed €,-€ regions occurs K p 
only at the marginal (10%) areas of the fits to the totalled 
data of several reactions, while the best fits for each total 
set are not in the allowed (10%) region of the opposite total 
data set. 
Although the two experiments, which are of comparable 
statistical significance, seem to contradict each other, the 
change in the mass distribution in the KK system could be 
caused by another type of resonance mixing. The double peak 
seen in the charged state suggests that both m^  and m2 could 
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have 1 = 1  isospin, while the single peak seen in the other 
state suggests that an I = 0 meson is interfering with the 
(I0C)° decay mode of m^  and mg. The first possibility is that 
the f°(1264) meson = 0*2^ *) could be this isosinglet, 
as its KK branching ratio is comparable to that for the Ag. 
Because the and f° production amplitudes are of roughly 
equal magnitude in up reactions, it is most likely that it 
is the electromagnetic mixing of these two systems (Ag^  and 
f°) which is responsible for the single peak in the (KK)° data 
of Reference 9 (17). A second possibility is that the mass 
matrix itself has isospin dependence that has not yet been 
exploited. A third, rather remote, possibility is that the A2 
system is formed with three strongly coupled mesons, the third 
meson now coupling only to KK the same way as mg does in the 
earlier analyses (13,14). The first method seems most likely, 
however, as an analogous effect occurs in the nit decay channel 
of the p° and u mesons. 
In addition to such mixing the new data fits have some 
interesting consequences for the two particle model of the A^ . 
The first change is an alteration of the best values for two 
of the parameters of the model. Thus, the mathematical formal­
ism of the model remains a valid description of the experi­
mental picture. However, €, and 6 are now small and con-K p 
sistent with zero, similar to Essentially, this means 
that m2 is uncoupled from its possible production and decay 
channels and that it couples only to m^ , a situation different 
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from the original picture of dominating the coupling 
or even the picture of this coupling being divided about 
equally between m^  and m2. That m^  communicates only with m^  
but not with physical channels is perhaps inelegant phenom­
enology in the sense that one usually likes to associate reso­
nances with a definite set of decay channels, e.g., so that 
the quantum numbers of a resonance may be (easily) determined. 
Alternately, certain interesting phenomena could occur 
as a result of such noncommunicating particles, which are 
called "zombies" by Stodolsky (18). First, given one such 
particle, there is no reason to rule out possible families of 
such particles, such as SU(3) multiplets, as discussed above, 
or Regge recurrences. These particles could produce structure 
in resonance bumps or no effects at all, depending upon their 
locations in the complex s-plane. Second, the very existence 
of such uncoupled poles in the S-matrix would be an interest­
ing occurrence indeed. Such a particle could be related to 
pole-threshold cut relationships of the cusp type (19). 
The uncoupled meson in the model could be an interesting 
first example of such singularity structure. Accommodation in 
Regge theory of recurrences with this type of behavior would 
probably require some alteration of the structure of meson 
trajectories. 
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Conclusions About the Coupled Resonance Model 
The two overlapping meson model of the Ag suggested by 
Lassila and Ruuskanen (12) can explain the structure of the 
mass of the A2 as measured in several statistically good ex­
periments. However, the model is unable to explain the dif­
ference in the mass structure of the (KK)~ final state as 
measured in two ai" + p —»-(K + K) + N experiments (9,16), unless 
additional mixing effects, such as f^ -Ag^  electromagnetic 
coupling, are considered- Comparison of the two experiments 
via the model without such considerations shows that the re­
sults are incompatible with each other. Nonetheless, fits to 
the data of these experiments combined with the results of the 
antiproton-proton annihilation studies show that one of the 
mesons in the model couples rather weakly, if at all, to its 
possible decay and production channels, contrary to one of 
the original assumptions of the model. No formal change in 
the model is required to accommodate this development, although 
the basic problem which remains is the role of such apparently 
uncoupled poles in S-matrix theory and in particle classifica­
tion schemes. 
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THREE MULTI-REGGE MODELS 
Introduction 
In the past decade there have been many treatments of 
high energy reactions involving more than two final state 
particles. There are two main reasons for the interest in 
such models. First, reactions with many final state particles 
are relatively abundant in high energy experiments. As 
measuring and data handling capabilities of various experi­
mental groups have improved, it is their natural inclination 
to investigate these reactions for new phenomena. Second, as 
good data on these various reactions appear, models of two-
body (and quasi-two-body) scattering must be extended in 
order to describe these reactions. A third, weaker impetus 
related to the first two is in the field of accelerator beam 
design, where extrapolations of empirical studies sometimes 
must be substituted for theoretical predictions in the absence 
of appropriate models. 
Reggeization of scattering amplitudes (20) has been one 
of the fundamental ideas, together with absorption (21) and 
one-pion exchange with form factors (22), which have been 
moderately successful in explaining experimental results of 
two-body scattering. The extension of Reggeized amplitudes 
to reactions involving more than two final state particles is 
not unique, the principal variations among various models, in 
addition to the usual problems of pole and cut contributions. 
29 
being the choice of vertex functions and the form of the 
Regge factors in the amplitudes. Several such phenomenolog­
ical multi-Regge models have been proposed recently, most of 
them to explain but a single experiment, rarely more than one. 
Often a single model is fitted to the experimental data, but 
no attempt is made to fit other models which may possess com­
parable validity. In such situations it is rather difficult 
to discover what information has really been obtained about 
the validity and further applicability of any given model or 
where a particular model should be improved. 
In this section three multi-Regge models are applied to 
data from a specific reaction in order to determine how well 
each model describes the physical processes present. The 
first model of interest is that of Berger (23). His model is 
one of Bali, Chew, and Pignotti's type (24), and has been 
successfully applied to final state data in several reactions. 
The second model is that of Chan, Kajantie, and Ranft (25) 
(hereafter written CKR). The primary difference between it 
and Berger's model is in the subenergy dependence of the 
Regge factor in the amplitude. The third model is that of 
Chan, toskiewicz, and Allison (26) (hereafter written CIA). 
The CIA model is a generalization of the CKR model which re­
duces to phase space, i.e., a constant amplitude, for low 
subenergies. 
The reaction to which these models are applied is 
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p + p _ ^ p + a i ~ +  4 f * ( 1 2 3 8 ) ,  ( 3 8 )  
the data used in the analyses being from an experiment on 
proton-proton interactions at 22 GeV/c (27). For reactions 
of this type the invariant scattering amplitude depends upon 
five independent kinematic variables- It is convenient to 
choose as the five variables the set s, s^ , s^ , t^ , and tg 
defined by 
s = (p^  + Pg)^ , (39) 
Si = (q^ + q)2, (40) 
So = (q + q?)^, (41) 
'2 ^2 
-1 = (Pi + 91-t. t qn)^ , (42) 
and 
2^ ^  (^ 2 2^^ '^ (43) 
where the four-momentum variables p^ , p^ , q^ , q.21 q are 
as shown in Figure 6. The metric (1,-1,-1,-1) is used in the 
definition of the inner product. In Figure 6 the appropriate 
labels of the trajectories exchanged are included as the use 
of Regge models is anticipated. 
The differential cross section for this process is 
d^ a = (2%)-5(4F^ )-l(2 M ^)d^Rg, (44) 
where F^  is the invariant flux (the mass of the target times 
the momentum of the beam particle in the laboratory system). 
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SIm ]^  represents the average over initial spin states and the 
sum over final spin states of the invariant amplitude, M, for 
Q 
the reaction, and d is the phase-space factor. (In prac­
tise the problems of the spin analysis are avoided by adopt­
ing a double-Regge-pole model for Z|M ^ , reducing the number 
of parameters which describe the dependence of the amplitude 
on t^  and t^ "). The phase-space factor can be written as 
d^ Rg = 6^  (P]^  + P2 - - q2 -
(45) 
After integrating over the delta function and performing one 
angle integration the differential cross section becomes 
.-1, 
I' 
using 
2^  ,4 d a = (2%) (4FT) (Z M )d R^ , (46) 
K 2ai:ds, ds^ dt, dt^  
d^R^ = L z L z 
lôFjV S2 P]_ ' ' q'-Jsin^ ©' sin^ O^ '^ -(z^  ' -cos®^  ' cos©' f" 
(47) 
where the primes indicate quantities in the system "q + = 0. 
In that system p^ ', q^ ', and q' are the magnitudes of ^ ', 
and q', respectively, ' is the angle between and 
"q^ ', ©' is the angle between "p^ ' and , and is the cosine 
of the angle between "q^  ' and "q ' . With the notation 
E(s,m^ ,M^ ) = (2\&)"l^ s + mf - M^ ) (48) 
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and 
P(s,ia^,M^) = (2A/s)"^[S^ - 2s(m^ + M^) + (m^ -
(49) 
the above functions may be written as 
q* = P(s2,ni2^ ,m^ ), (50) 
p^ '= (2VS2) (s + t^  - - Mg^ )^  - 4s' (51) 
q^ '= m^ (Vs2)~^ (inj^ ,^s ,82) , (52) 
z^ '= -(2q'q^ ')-l(s^  - - 2Q'Q^ '), (53) 
cos ©' = (2q'p^ ')"^ (t2 - t^  - 8^  + + 2E^ 'Q'), (54) 
and 
cos ©^ '= (2q^ 'p^ ')~^ (t^  - + 2E^ 'Q^ '), (55) 
where 
E^ ' = (2y/s^ )'^ (s + t^  - - Mg^ ), (56) 
= (2y^ )-^ (s - S2 - (57) 
and 
Q' = E(s.,m^ ,m„^ ). (58) 
For particular models it is sometimes possible to integrate 
Equation 46 analytically over two of the variables to obtain 
a double-differential cross section in the remaining two 
variables, but for the general case this is not yet possible. 
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Hence, machine calculations must often be done; the phase-
space form of Equation 46 is convenient for such purposes. 
A practical course for the computation of differential 
cross sections in one variable from Equations 46 and 47 is to 
utilize Monte Carlo techniques (28). The essential features 
of a Monte Carlo integration are quite simple. Consider the 
integral F = J^ dx f(x) where x is a point (a vector) in a 
space of n dimensions, dx is a volume element in that space, 
and V is the volume over which the function is to be inte­
grated. To evaluate F one could generate N random events, x^ , 
with constant frequency in the volume v. Then F, the Monte 
Carlo estimate of F, is given by 
1 N 
F = V <f> = VN"-"-£ f(x-), (59) 
i=l 
where f(x^ ) is the value of f for the i^  ^random event x^  and 
V = dx. The variance of F is V^ N"'^ «f^ > - <f>^ )^; thus, the 
statistical uncertainty a' of F, related to the standard 
deviation a by o' = a/jN, is given by 
a'(F) = V N"^ «f^ >^  - <f>y2)l/2, (60) 
This procedure is known as crude Monte Carlo. Crude Monte 
Carlo may also be used to calculate V for regions with irreg­
ular shaped by generating random events in a region v' , con­
taining V, whose geometry is well-known and by using a func­
tion g defined on v' by g(x) = {1, xé v; 0, x €v}. For the 
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case of X being generated randomly on v', known as hit-or-
miss Monte Carlo, the variance of F will increase relative to 
that for crude Monte Carlo in an amount which depends upon 
how closely v* resembles v. 
Variance reducing techniques, on the other hand, may be 
used to decrease the variance which occurs in hit-or-miss or 
crude Monte Carlo. Importance sampling is the particular 
method most appropriate to the present application (29). 
Basically, importance sampling involves a change of variables 
from X to y such that dy = h(x)dx, where h is another function 
(usually taken to be a factor of f) defined on v. If H = 
J^ dy h(x), where w is the volume v expressed in terms of y, 
then 
Using crude Monte Carlo to calculate this integral, one finds 
that the new estimate of F, is 
where the y^  are now generated randomly in w. For this method 
the variance of F* is 
(61) 
H < f/h> 
i=l 
(62) 
H^ N"^ «fVh^ > - <f/h>/) 
w w (63) 
and the statistical uncertainty of F' is 
HN"^ «f^ /h^ > - <f/h> 2)1/2 
w  W  
(64) 
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Although F and F' are both estimators of F, the variance of the 
first is minimal (zero) when f is a constant, while the vari­
ance of the second is minimal (also zero) when f/h is a con­
stant. Thus, if the integral of some factor of f can be done 
over V (or over v'), the variance of the estimate of F can be 
drastically reduced. 
The model amplitudes are analyzed numerically first by 
calculating the various single-variable differential cross 
sections using Monte Carlo methods with importance sampling 
2 
and then by calculating the X values of the predicted curves 
with respect to the data. Computer programs incorporating 
such techniques are written to calculate various differential 
cross sections in single variables, e.g., do/ds^  for fixed 
values of s^ , for arbitrary model amplitudes. Slight modifica­
tions of these programs allow importance sampling in some 
aspect of the particular models examined. Although random 
events are generated according to phase-space in many applica­
tions of Monte Carlo with importance sampling, for the models 
analyzed here it is feasible to generate events according to 
part of the invariant amplitude, usually taken to be the vertex 
functions in t^  and tg. After sufficiently smooth curves are 
obtained (determined by eye and by small statistical uncer-
tainties) the X values of the various distributions with 
respect to the data are calculated on a desk-top computer. 
The usual comparisons of the models with variations of param­
eters and of the models with respect to each other follow 
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directly. 
The reaction of Equation 38 is interesting for two 
reasons. First, for s^  ^above the resonance region, e.g.. 
2 Sp^ > 4.0 GeV , and for small t^ ,^ e.g.. t 
PP 
<1.0 GeV^/c^, 
the dominant contributions to the process will come only from 
Pomeranchuk exchange at one of the vertices involving a pro­
ton. Considered another way, one of the protons effectively 
scatters elastically (diffractively) off the other, the latter 
breaking up into a system. Thus, the main contributions 
which must be included are Pomeranchuk plus meson-type ex­
changes (Figure 7a) and Pomeranchuk plus baroyn-type exchanges 
(Figure 7b). Second, for small t^ ,^ e.g., t^ j^<1.0 GeV^ /c^ , 
only the meson-type exchange diagrams (Figure 7a) will con­
tribute. Here the exchanged trajectory which couples strongly 
to Tip is the pion trajectory, which is somewhat difficult to 
study in two-body and quasi-two-body scattering. Thus, by 
making dynamical cuts in the data the effects of a single 
graph can be isolated reasonably well. Upon the invocation 
of a moderate form of duality (30) the model amplitudes for 
large Sg can be continued to small S2 (24), effectively in­
creasing the statistical significance of the data used in the 
comparisons. By using such a procedure, a Reggeized amplitude 
will not yield narrow resonances, but in fact rather broad 
enhancements. As the system exhibits such an effect in 
its mass distribution, this reaction should be well described 
by these models. 
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The models are fitted to the data as described above and 
also to the data with the moving backward in the center of 
the mass. For the case of the A^  ^moving forward in the cen­
ter of the mass, events with quite small t^  ^correspond to 
very slowly moving protons in the laboratory. The experimen­
tal bias against measuring such events is overcome by making 
the above data cut, but at the expense of losing slightly less 
than half of the events of the uncut sample. The data for 
the case of the A moving backwards are called the "cut" data 
for short, while the data with no restrictions on the direc­
tion of the A are called the "uncut" data-
Analysis of Berger's Model 
Berger's model (23) for the invariant amplitude of the 
diagram of Figure 6 is 
MC s,s-j^ , s 2 , tj^ , Fj|^ Ct^ )[ Cs^ ,t^ ,t2)/s2^ Q] 
a,(tp) 
•F3(ti,t2,cj)[G2(s2, ti,t2)/s2ol FgCtp). (65) 
The functions F^ (t^ ), generally taken from two-body scattering 
data, contain factors for the propagator function £ind the 
signature of the trajectory a^ (t^ ) and for the residue func­
tion and the kinematics associated with the Mj.m^ a^  coupling. 
The factors [G^ (s^ ,t^ , t2)/s^ Q]°'i^ i^^  yield the usual Regge 
form, the s^ q being scale factors. The functions G^ (s£,t^ ,t2) 
are taken from Reference 24 and are defined by 
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and 
- M^ ~ + (n^  - - t^ )(m^  
- - tpClt^ y'^  (66) 
62(82 ,tj^ , t2) = Sg - - M2^  + (m2^  - ^2^ - t2)(m^  
- - t2)(2t2)-l. (67) 
The function Fg(t^ ,t2,wO describes the ma^ o^  coupling at the 
central vertex. The variable w = tj(s,s^ jS2,t^ ,t2) is a Toller 
angle (24), defined in the "^  = 0 system by 
cos w = )^'('^ X"q2)/(|"P]^ X'^ | I'^ X'^ I), (68) 
and included to describe the energy dependence of the middle 
vertex. The actual dependence of on t^ , tg, and U) is 
unknown a priori; it usually must be determined phenomenolog-
ically. 
The application of this model to the reaction in Equation 
38 involves a set of six assumptions. First, no explicit 
variation of F^  on w is assumed; F^  is thus a constant for 
fixed values of t^  and t2. Second, in the averaging process 
each term, i.e., each helicity amplitude, contains a common 
a-i (ti ) ao(to) 
factor (G /^s^Q) (^ 2/^ 20^  , so these will be factors 
of M Third, the Pomeranchuk trajectory is taken to be a 
fixed singularity with Op = 1.0; hence, s^Q is absorbed in the 
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normalization. Fourth, the t^  dependence of F^ (t^ )F2(t^ ,t2) 
is taken phenomenologically to be an exponential with the 
slope determined from two-body up scattering data. Fifth, the 
remaining t^  dependence of F'2(t2)F2(t^ ,t2) is assumed to be 
the product of the Reggeized propagator and signature factors. 
2 Sixth, a linear pion trajectory is assumed: = a^ /Ct^ -m^  ) 
with being an adjustable parameter. Antisymmetrization of 
the amplitude introduces a factor proportional to 2.0 in the 
overall normalization. With these six assumptions Berger's 
model takes the form 
2 _ A(%a^ ')2 2 
" 2(1 - cosira^ ) ^ 1 (s^ ,t^ ,t2) 
'[62(82,t^ ,t2)/s2o]^ %^ (69) 
with A being the normalization. Equation 69 has two free 
parameters: a^ * and s^ Q. In a previous fit to data of the 
same reaction at 28.5 GeV/c (23) the "best" values of the 
parameters were 0.8 < ' < 1.2 and 0.5<S2q<0.7, the quotes 
2 
occurring because no values of % or maximum likelihood param­
eters are given, making rigorous comparison of the fits to 
other data sets somewhat difficult. 
The differential cross sections predicted by the model 
are obtained by substituting the matrix elements in the form 
of Equation 69 and the phase-space form of Equation 47 into 
Equation 46. For definite values of the parameters and 
M 
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2^0 Equation 46 is integrated over three of the independent 
variables for fixed values of the remaining variable by the 
Monte Carlo methods described above. For other differential 
cross sections, for example, with respect to w or to <p, the 
Treiman-Yang angle, the only major change is the inclusions 
of the Jacobian of the transformation of variables in Equation 
46. The absolute boundary of the region of integration is 
taken to be the same as the kinematic limits for accepted 
events in the data: s^  > 4.0 GeV^ , {t^ | <1.0 GeV^ /c^ , and jt^ j 
<1.0 GeV^ /c^ . 
Comparisons of the differential cross sections in s^ , t^ , 
t2, w, and 0 for 0.8<a^ '<1.2 and 0.3 < SgQ <1.0 with the data 
sets (both cut and uncut with respect to the direction of the 
A in the center of mass, as discussed previously) yield fits 
of varying confidence levels. The best fits generally occur 
in the t^  and t^  distributions; the worst are in the two 
angular distributions. The fits are summarized in Table 1, 
2 
where the X values for the separate fits to each distribu­
tion are shown for various values of and SgQ. The best 
fit to the various data sets occurs for a^ ' = 0.8 and SgQ = 
1.0. For the 102 degrees of freedom (104 data points and two 
parameters) of the five distributions included, the X values 
obtained for this fit are 297 for the data uncut with respect 
2 to the A direction and 258 for the cut data. The X confidence 
level (CL) is obtained by using the approximate CL formula 
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2 Table 1. Values of X for fits of Berger's model to the pp —» 
p%"d** data 
(A) No cuts on the direction of the A 
0.8 0.8 1.2 1.2 1.2 
®20 0.5 1.0 0.3 0.7 1.0 
Data set 
1—1 •
p 
52 51 41 41 41 
2^^  48 35 64 37 35 
57 55 53 51 71 
136 117 142 142 131 
39 39 39 40 41 
(B) No forward 4's in the center < of mass 
*71' 0.8 0.8 1.2 1.2 1.2 
®20 0.5 1.0 0.3 0.7 1.0 
Data set 
28 28 29 29 29 
45 35 61 36 35 
58 56 54 52 73 
wd 87 83 148 107 102 
54 56 57 59 60 
2^5 data points. 
2^2 data points. 
2^1 data points. 
%8 data points. 
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•00 
y 
where 
CL =  ^ f dx exp(-x^ /2), (70) 
y - yj2n^  - 1 (71) 
and n^  is the number of degrees of freedom. Using Equations 
70 and 71, confidence levels for the best fit to the uncut and 
cut data of about 10~^  ^and 10"^ ,^ respectively, are obtained. 
If the fits with the above parameters are restricted to the t^ , 
2 ±2, and s^  distributions, the values of X for the uncut and 
cut data are 141 and 119, respectively, for 68 data points, 
corresponding to confidence levels of about 10"^  and 10~^ . 
Adjustment of the bin size, e.g., doubling the bin widths, 
does not improve the fits significantly, and in some cases 
yields worse fits, as in the fits to the t^  distributions. 
Figures 8 through 12 show the fits of the various distributions 
from Berger's model to the uncut and cut data for the choice 
of parameters a^ ' =0.8 and SgQ = 1-0. The dip in the data of 
the uncut t^  distribution is due to the experimental bias dis­
cussed above. The previous determination of and SgQ (23) 
indicates that 0.8 and 0.5 are the preferred parameter values, 
respectively. The confidence levels of the S2, t^ , and tg 
distributions with these parameters are 10~^  ^and 10~^  for the 
uncut and cut data, respectively. Thus, the previous best 
values are somewhat inconsistent with the present data. 
Despite the low confidence levels of the fits. Berger's 
U3 
model reproduces the shapes of the various distributions in a 
reasonable manner. The model is able to explain the gross 
features of the data, but not the detailed structure. It is 
primarily this lack of detailed structure in the model which 
contributes to the low confidence levels of the fits. An 
obvious place to include more structure, for instance, is in 
the vertex function F^ , by introducing slow w variation. Also, 
the tg distributions indicate that the Regge signature and 
propagator do not seem to work as well as expected, so more 
attention could be focused on this area. However, the con­
tinuation of the model to a low subenergy is originally per­
formed on the premise that only the average structure of the 
data will be explained, just as occurs above. In some cases, 
notably the angular distributions, even the average structure 
predicted is somewhat away from the data, however. This 
variance indicates somewhat the manner in which the model 
should be improved. 
The goodness-of-fit parameters discussed above have three 
especially useful interpretations in these particular model 
analyses. First, statistical interpretation of the fits can 
be done in a comparative manner, describing the relative 
success of various parameter values within a given model with 
respect to each other. Second, the absolute value of the 
confidence levels, on the other hand, is a measure of the 
amount of detail which must be included before the model can 
really be said to describe the physical processes involved in 
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the reaction. Third, it is also a measure of the relative 
merit of different models for the same process. The first 
two interpretations have been used above for Berger's model, 
while the third is used below in a comparison of this model 
with the CKR and CLA models-
Analysis of the CKR Model 
The CKR model (25) is very similar to Berger*s model in 
many respects. The basic invariant amplitude for the diagram 
of Figure 6 according to the CKR model is 
a, (t, ) 
M(s,S^ ,S2,t^ ,t2) = (^t^ ) >'(t^ ,t2,cj) 
a?(t_) 
* ®2 (2(^ 3) >2(^ 2)' (72) 
where all spin indices of the exterior particles are suppressed. 
The functions contain the residue function and the kine­
matics associated with the coupling. The functions 
contain the propagator function and the signature of the tra­
jectory a^ (t^ ). The function y(t^ ,t2,w) is the vertex func­
tion for the ma^ a2 coupling; as in Berger's model there is no 
a priori knowledge of the form of the afunctional dependence of 
y upon the three associated variables. Thus, there is a close 
formal correspondence between this model and Berger's model: 
fiCt.) C.(t^ ) - F^ (t^ ), (73) 
y(t^ ,t2,w) - 23(^ 1,t2,w), (74) 
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and 
(75) 
At this stage the only formal difference between the two models 
is an extra contribution to Gg when t^  is small and t^  is 
relatively large. 
The application of this model to the above reaction in­
volves a set of assumptions similar to those of Berger's 
model- First, no explicit variation of 7 on u is assumed. 
Second, in the averaging process each helicity amplitude con­
tains the common factor g^ l^Cti) so these will be 
factors of z|Mj^ . Third, the Pomeranchuk trajectory is assumed 
to be a fixed pole at Op = 1.0. Fourth, the product 
•^ l(ti) is assumed to be an exponential in t^ , with the slope 
agreeing with that of the 7rp scattering data. Fifth, the 
product >2(t2) ^"2(^ 2) is assumed to be an exponential in t2, 
but with the slope, b^ , as a free parameter. Sixth, the pion 
trajectory is assumed to be linear with unit slope. Antisym-
metrization of the amplitude again only introduces a factor 
proportional to 2.0 in the normalization. The CKR model in­
cluding these assumptions has the form 
where A is the normalization. This model has only one free 
parameter, b^ . In previous fits to data involving the param­
eter b^  good fits have occurred near b^  = 4.0 (31), though 
2|M|^  = A e^ ^^ 2 (76) 
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again no statistical significance parameters are presented. 
The differential cross sections according to the CKR 
model are obtained using the matrix element of Equation 76 and 
the same Monte Carlo method as applied to Berger's model. 
Various values of b^  are used in the computations, with the re-
2 
suits in terms of X values for the various distributions 
being shown in Table 2 for b^  = 2.0, 3.0, and 4.0. The best 
fits to the data (both cut and uncut) occur for b^  = 3.0. 
For these best fits to the distributions of the uncut and cut 
2 data in s^ , t^ , and t^  (68 data points) X values of 177 and 
139 are obtained, respectively, corresponding to confidence 
— 12 —7 levels of 10~ and 10" . The value of b„ determined in 
another experiment (31) was 4.0; the fits to the above data 
—22 
sets for this parameter yield confidence levels of 10" and 
— 12 10" , respectively, so the model is inconsistent with an 
s-independent parameter b^ . 
The CKR model does not describe the data as well as does 
Larger's model. The ratio of the confidence levels of the 
5 3 best fits of each model are 10 and 10 for the two data sets, 
respectively. On the other hand, the confidence levels are 
not so widely separated when viewed against the variation of 
the confidence levels in each model for changes of the param­
eters of interest. Nonetheless, Berger's model does describe 
the data better, as can be seen to some extent simply by look­
ing at the plots of the differential cross sections against 
r 
the data. Figures 13 through 16 show the CKR model cross sec-
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Table 2. Values of for fits of the CKR model to the pp 
pit A data 
(A) No cuts on the direction of the A 
2.0 3.0 4.0 
Data set 
(B) 
57 50 52 
43 40 76 
108 87 100 
w d 
T 111 119 127 
forward A's in the center of mass 
2.0 
0
 
CO 
4.0 
Data set 
28 29 29 
32 34 65 
H 85 76 80 
78 82 84 
2^5 data points. 
2^2 data points. 
2^1 data points. 
*^ 18 data points. 
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tiens for the s^ , t^ , and w distributions using b^  = 3.0. 
These plots may be compared to the plots for Berger's model in 
Figures 8 through 11, respectively. As is the case for Berger 's 
model, the CKR model is able to describe the rough features of 
the data, but not the finer nuances. Again the low confidence 
levels mean that more structure has to be included in the 
model before it can describe the physical data very well. In 
fact, one way for the CKR model to include more structure is 
to emulate Berger's model by allowing t dependences in the s^  
terms which give the asymptotic Regge factors. Another place 
where the model could be improved is to allow explicit de­
pendence on w in the vertex function y(t^ ,t2,w). 
In conclusion, the CKR model provides a description of 
the gross features of the data in an averaged sense, but in 
the absolute analysis does not give a good description of the 
physical reaction. The model is slightly worse than Berger's 
model in fitting the observed distributions. The best param­
eter b^  from an earlier fit is not consistent with the present 
fit, indicating that other difficulties may remain in the 
model. 
Analysis of the CLA Model 
The CLA model (26) is an attempt to combine features of 
Regge models and phase-space models of multiparticle processes. 
The essential feature of the model is that it supplements 
the CKR model (generalized to several Reggeon exchanges) with 
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the assumption, that the structure of clusters of final state 
particles with low effective mass is governed only by phase 
space. A cluster is due to final state interactions and 
corresponds to a smooth, featureless background plus occasional 
resonances. To obtain the background the part of the multi-
particle amplitude which corresponds to interactions within 
the cluster is replaced by an effective constant. 
The attractive feature of this model is seen by consider­
ing the way the total energy is divided among the n final 
state particles in the general reaction A + B—»(n). Using 
s^ j = (q^  + qj)^ , where q^  is the four-momentum of the i^  ^
particle in the final state, the total energy is divided 
according to 
n n  ^
s = Y, s . - - (n - 2) 2, m. . (77) 
i j  ^
For low multiplicity s is shared among only a few particle 
pairs (i,j), so all of them could be simultaneously large for 
a resonable fraction of the events. In this case all the 
particles would be at high energy with respect to each other, 
and the Reggeized description would be valid. For higher 
multiplicities (at fixed s) the average s^  ^would be smaller, 
so there is an increased tendency toward clusters or "fire­
balls". For the highest possible multiplicities there is one 
big cluster more or less at statistical equilibrium. Con­
versely, as s increases for fixed multiplicity, one progresses 
from statistical equilibrium through clusters to multiperiph-
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eral reactions. The CLA model interpolates smoothly between 
fully Reggeized amplitudes and such fireballs. 
In the CLA model the magnitude of the invariant amplitude 
for the particular graph of Figure 17 which occurs in the 
reaction A + B —*-1 + 2 + ... + n is given by 
M ~ n 
(78) 
where a, b^ ,^ c, and g^  are constants, is the intercept of 
the i^  ^Regge pole, s^ ' = (q^ . + - (m^  ^+ ®i+l^ '^ and 
i 2 
t^ ' = (p^  q^ ) . In the region where all are much larger 
r=l 
than ^  and b^  the amplitude takes the form 
I I cc. |m|~ n g^ (s^ Va) expCBj. + log s^ y)t^ ', (79) 
i=l 
where = - log b^ . Thus, the g^  are essentially coupling 
constants, B^  describe the t^ ' dependences of the vertices, 
and ja is a scale factor. If a particular subenergy, say s^ ' , 
approaches zero, then the m^  ^term of the amplitude approaches 
the constant c, and similarly for clusters of final particles. 
What happens when several diagrams can contribute to a 
given reaction? Since no phase information is given, the 
assumption is made that the incoherent sum of the squares of 
the amplitudes is taken. There is a physical argument for 
the validity of this step (26), but the main reason favoring 
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this course is that interference is too much to handle at this 
stage. 
For the case of narrow resonances occurring in the final 
state, one simply includes a diagram with the resonances as 
the final state particles. Clearly this type of treatment 
violates duality for a Regge amplitude, but the situation is 
not so clear in this modified amplitude. Also, such additions 
occur in practice only for the case of three particles in the 
final state and have not been used in most applications of the 
model. In the context of the reaction of Equation 38 this 
point does arise, however. There are two types of diagrams 
that could be included, the first being for the reaction pp—» 
ppor^ n", the second for pp—•pTt'A^ .^ On the basis of duality, 
the second type of diagrams should be ignored, as these are 
included in the first type. On the other hand, in the data 
the constraint is already made that one pir^  combination is in 
the A"'"'" region, so one can substitute physical data for that 
system. Thus, essentially the same set of diagrams (the pp—>• 
pTtA set) must be considered either by a crude application of 
the model ignoring duality or by a different analysis which 
substitutes data for part of the amplitude. 
In practice the number of parameters of the model is not 
excessively large. Only two types of meson trajectories and 
one type of nucléon trajectory are usually considered. This 
is because the model is usually applied only to pion produc­
tion, in which case two G parity series are needed, the 
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Pomeranch.uk (with = 1.0) and the ir (with a^  = 0.0), cj, or 
(with ~ ~ 0.5). Only two couplings are used, g^  for 
meson exchange and g^  for nucléon exchange. Differences in 
the couplings between meson exchanges are ignored except when 
the charges of the mesons are considered. As distributions, 
not absolute cross sections, come from the model, only the 
ratio is important. Also, in many applications only the 
meson-exchange diagrams are used, so the couplings are ignored 
completely. The b^  which couple to two external particles are 
relatively well known. However, those coupling to two internal 
Reggeon lines are not, and are replaced by a single parameter 
bj. The scale parameter, a, represents the somewhat arbitrary 
dividing line between high and low energy regions and is 
usually set equal to 1.0. The remaining parameter, c, is used 
to describe the low energy region. 
For the reaction and data cuts with which the present 
analysis is concerned, the same diagram as in the other models 
gives the dominant contribution. For this diagram the CIA 
model amplitude is 
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As the choice bp = 1.0 reproduces the itp diffraction peak 
reasonably well, and because the parameter can be factored, 
the model amplitude depends on two parameters, c' = c/g^  and 
b,. 
The differential cross sections for the CLA model are 
obtained by using the matrix element of Equation 80 and the 
same Monte Carlo techniques previously mentioned. Variations 
of c' and b^  are allowed, with representative fits being listed 
in Table 3. The best fits to the uncut and cut data in the s^ , 
t^ , and t2 distributions occur for c' =1.0 and b^  = 1.0. 
The confidence levels for these fits are 10~^  ^and 10~^  ^for 
the cut and uncut data, respectively. In Figures 18 and 21 
the distributions in s^ , t^ , t^ , and w according to the CIA 
model for these parameter values are plotted against the data. 
The CIA model does not explain the experimental distribu­
tions. The most surprising aspect of this failure is that the 
reaction to which the model is applied exhibits a "low mass 
cluster" in s^  which the model is supposed to prefer. One 
possible source of the failure is the particular choice of 
meson trajectory exchange used, although the argument which 
chooses the pion trajectory in the other two models is equally 
valid here. The most likely source of the poor fit is that 
the model is simply not very good, for three reasons. First, 
it is partially based upon the CKR model, which, as shown 
above, does not really conform to the experimental picture. 
Second, it is partially based upon phase space, which also 
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Table 3. Values of for fits of the CIA model to the pp 
poi" A"*"*" data 
(A) No cuts on the direction of the A 
(=1 1.0 1.0 1.4 1.4 
0.5 1.0 0.5 1.0 
Data set 
72 67 50 58 
2^' 245 240 252 243 
=2' 122 77 154 100 
244 282 300 258 
(B) No forward A's in the center of mass 
cl 
Data set 
1.0 1.0 1.4 1.4 
0.5 
0
 
r—
1 
0.5 1.0 
40 47 37 38 
233 225 239 232 
100 71 119 87 
162 174 186 177 
2^5 data points. 
2^2 data points. 
2^1 data points. 
1^8 data points. 
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does not really conform to the physical results of final 
states which have low multiplicity, as it ignores all possible 
dynamics in a reaction. The smooth interpolations between two 
such models which do not work very well separately ought not 
to be expected to predict the various distributions very well. 
The third and weakest reason is that the CIA model simply 
lacks the elegance which one expects a reasonable model to 
possess. The Berger and CKR models at least began with a 
certain elan, even if it became slightly obscured by the 
assumptions needed before the models could confront physical 
data. 
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CONCLUSIONS AND SUMMARY 
First, it has been shown analytically and numerically 
that the s-wave S-matrix of the double delta function potential 
barrier, which once was believed to contain a double pole for 
certain values of the parameters of the potential, does not 
contain such pole structure for physical values of these param­
eters. This seems to indicate that the crossing of resonances 
with the same symmetry cannot occur in potential scattering, 
similar in effect to the Von Neumann-Wigner theorem (3) for 
bound state crossing. 
Second, a model (12-14) of the AgClSOO) meson which has 
been very successful in explaining a variety of A^  mass dis­
tributions (originally thought to be contradictory) in several 
experiments is applied to some new data from a repetition of 
one of the earlier experiments, the data of the new experiment 
apparently contradicting the previous data. The application 
of the model shows that the data are not contradictory in the 
context of the model if additional resonance mixing effects are 
included. If the new data are combined with that of another 
set of experiments, and if the model is applied to the com­
bined data sets, it is found that one of the two mesons which 
are assumed to form the physical A^  system is very weakly 
coupled to all its possible production and decay channels and 
couples only to the other meson. The existence of other such 
dead states is discussed, their roles in group theory classifi-
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cations, e.g., as exotic SU(3) representations, and in S-
matrix theory, e.g., as peculiar pole-threshold singularity 
structures, being considered briefly. 
Third, double Regge models of the reaction pp—»-p7T~A''"*' 
according to Berger (23), Chan, Kajantie, and Ranft (25), and 
Chan, ioskiewicz, and Allison (26) are compared with experi­
mental data on this reaction. Dynamical cuts are made in the 
data which effectively limit the model contributions to be 
from a single graph which has Pomeranchuk and pion trajectory 
exchanges. A modified form of duality is used to extend the 
range of validity of the amplitudes so that the data is 
statistically enhanced. Berger's model and the CKR model 
describe the average features of the data, with the former 
giving the best fits. Neither model fits the data in an ab­
solute sense, however. The CLA model does not even describe 
the gross features of the data. Areas in which the CKR model 
and Berger's model may be improved are mentioned, the vertex 
functions gaining the most attention. 
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APPENDIX 
Figure 1. Single ^ -function potential barrier, (a) Zeros of 
fg(-k) in the complex k-plane from nimerical cal­
culations of the curves Re f^ (-k) = 0 and Im f^ (-k) 
= 0 for V = 5(x) and V = 100 (o). (b) The S = 0 
o o 
partial wave cross sections for = 5 (solid line) 
and = 100 (dashed line), (c) The £ = 0 partial 
wave phase shifts for = 5 (solid line) and = 
100 (dashed line) 
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Figure 2. The real part of the Regge trajectories of the 
single fl-function potential of strength = 100 
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Figure 3. The real parts of the zeros of f^(-k) for the double 
function potential as a function of ^  for =11000 
and V2 = 100 
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Figure 4. The i=0 partial wave (a) cross section and (b) phase shift for the 
double g-function potential with = 11000, = 100, and a = 0.505 
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2^ 
Figure 6. Double Regge graph for the reaction p^ pg 
•^ 2'^ 2 
91442 
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Figure 7. (a) Pomeranchij^  (P) and meson (M) exchange diagram 
for pp—». pit"A ; (b) Pomeranchuk and baryon (B) 
exchange diagram for pp— 
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Figure 8. Distribution in S2 for Berger's model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of mass 
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Figure 9. Distribution in t, for Berger's model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of the mass 
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Figure 10. Distribution in t„ for Berger's model with the 
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best parameters: ^ (a) No cut in the A direction 
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(b) no forward A in the center of the mass 
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Figure 11. Distribution in u for Berger's model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of mass 
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Figure 12. Distribution in <p for Berger's model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of mass 
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Figure 13. Distributions in for the CKR model with the 
best parameters (a) No cut in the A direction 
(b) no forward A in the center of mass 
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Figure 15. Distribution in tg for the CKA model with the best 
parameters: (a) No cut in the A direction (b) no 
forward A in the center of the mass 
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Figure 16. Distribution in w for the CKA model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of mass 
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Figure 17. CLA diagram for the 
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reaction AB 
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Figure 18. Distributions in Sg for the CIA model with the 
best parameters; (a) No cut in the A direction; 
(b) No forward A in the center of mass 
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Figure 19. 
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Distribution in t, for the CLA model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of the mass 
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Figure 20. Distribution in't. for the CLA model with the best 
parameters: (a) No cut in the A direction 
(b) no forward A in the center of the mass 
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Figure 21. Distribution in w for the CLA model with the best 
parameters (a) No cut in the A direction; (b) no 
forward A in the center of mass 
