Findings in recent research on the`conjunction fallacy' have been taken as evidence that our minds are not designed to work by the rules of probability. This conclusion springs from the idea that norms should be content-blind Ð in the present case, the assumption that sound reasoning requires following the conjunction rule of probability theory. But content-blind norms overlook some of the intelligent ways in which humans deal with uncertainty, for instance, when drawing semantic and pragmatic inferences. In a series of studies, we ®rst show that people infer nonmathematical meanings of the polysemous term`probability' in the classic Linda conjunction problem. We then demonstrate that one can design contexts in which people infer mathematical meanings of the term and are therefore more likely to conform to the conjunction rule. Finally, we report evidence that the term`frequency' narrows the spectrum of possible interpretations of`probability' down to its mathematical meanings, and that this fact Ð rather than the presence or absence of`extensional cues' Ð accounts for the low proportion of violations of the conjunction rule when people are asked for frequency judgments. We conclude that a failure to recognize the human capacity for semantic and pragmatic inference can lead rational responses to be misclassi®ed as fallacies. Copyright # 1999 John Wiley & Sons, Ltd.
People's apparent failures to reason probabilistically in experimental contexts have raised serious concerns about our ability to reason rationally in real-world environments. One of the most celebrated of these failures is the conjunction fallacy, in which people violate what is widely considered thè simplest and most fundamental qualitative law of probability' (Tversky and Kahnerman, 1983, p. 294) , the conjunction rule. This rule holds that the mathematical probability of a conjoint hypothesis (A&B) cannot exceed that of either of its constituents, that is, p(A&B) 4 p(A), p(B). Stich (1985) , for instance, saw major implications of the conjunction fallacy for people's assessment of technological risks:`It is disquieting to speculate on how large an impact this inferential failing may have on people's assessments of the chance of such catastrophes as nuclear reactor failures' ( p. 119). Kanwisher (1989) argued that the conjunction fallacy might underlie`¯awed arguments' that`often recur in debates on the representativeness heuristic has been characterized as a`similarity' or`typicality' assessment (Sha®r, Smith and Osherson, 1990; Smith and Osherson, 1989; Tversky and Kahneman, 1983) .
SEMANTIC INFERENCE BY SOCIAL RATIONALITY
The mind has to decide which of the various meanings of the term`probability' to apply in any given context. Which of the various meanings of the terms`probability' and`probable' do participants infer in the Linda problem? One answer can be derived from Paul Grice's ( , 1989 ) theory of conversational reasoning, a form of social rationality. His theory's fundamental assumption is that it is reasonable for the audience to assume that the communicator is trying to meet certain general standards of communication. From knowledge of these standards, observation of the communicator's behavior, and the context, the audience should be able to infer the communicator's speci®c informative intention.
In the Linda problem, one of these standards Ð the relevance maxim (originally termed the maxim of relation by Grice), according to which the audience expects the communicator's contribution to be relevant Ð allows one to make the following prediction. Participants who assume that the relevance maxim applies to the Linda problem should infer that`probability' does not mean mathematical probability (e.g. frequencies), because a mathematical interpretation would render the experimenter's description of Linda (i.e. the communicator's contribution) irrelevant to the requested judgment (Adler, 1984 (Adler, , 1991 .
To preserve the relevance maxim, then, participants must infer that alternative meanings of`probability' and`probable', such as`something which, judged by present evidence, is likely to happen', or plausible', apply, so that the participant is required to assess the description of Linda. We refer to these meanings as nonmathematical as opposed to mathematical (e.g. frequency, percentage). If one of these nonmathematical meanings is inferred, then choosing T&F is not a violation of probability theory because mathematical probability is not being assessed. We propose that semantic inferences about the meaning of`probability' that fall outside of mathematical probability strongly contribute to why many people violate the conjunction rule in the Linda problem.
PREDICTIONS
The thesis is that human minds resolve the uncertainty in the Linda problem by intelligent semantic inferences that exploit social rationality, here conversational maxims in human interaction. This reinterpretation of the conjunction eect leads to three predictions about inferred meanings of probability',`frequency', and`believability', and the proportion of conjunction violations that will be observed when participants are asked to make each of these judgments in the Linda problem (or similar problems); we use the term conjunction violation to denote a judgment inconsistent with the conjunction rule.
. Prediction 1: Probability judgments. If asked for probability judgments, people will infer a nonmathematical meaning of`probability', and the proportion of conjunction violations will be high as a result. This prediction directly follows from the assumption that the relevance maxim renders mathematical meanings of`probability' implausible and favors other relevance-preserving interpretations that cannot be reduced to mathematical probability. Prediction 1 has an interesting implication. It should be possible to construct a situation in which people following conversational maxims are less likely to violate the conjunction rule. For instance, if immediately before the probability judgment participants are asked for a judgment that renders the description of Linda relevant Ð such as a typicality judgment (i.e.`How good an example of a bank teller is Linda?') Ð then the proportion of conjunction violations in a subsequent probability judgment will decrease. The reason is that semantic inferences about the meaning of`probability' are no longer constrained by the maxim of relevance (as the information about Linda has already been used in the same conversational context). Furthermore, the maxim of quantity makes a nonmathematical interpretation less plausible ( for the detailed argument, see below). Prediction 1 and its implication will be tested in Studies 1 and 2. . Prediction 2: Frequency judgments. If asked for frequency judgments, people will infer mathematical meanings, and the proportion of conjunction violations will decrease as a result. This prediction derives from the assumption that the term`frequency', unlike`probability', narrows down the spectrum of possible interpretations to meanings that follow mathematical probability. Thus, mathematical meanings will be inferred despite the assumption that the relevance maxim favors relevance-preserving interpretations. Prediction 2 also has an interesting implication. The presence or absence of`extensional cues' in the frequency representation (such as specifying the numerical size of a reference class, Tversky and Kahneman, 1983) should have little eect provided that the term frequency' is used. Prediction 2 and its implication will be tested in Studies 3 and 4. . Prediction 3: Believability judgments. If the term`probability' is replaced by`believability', then the proportion of conjunction violations should be about as prevalent as in the probability judgment. The relevance maxim renders mathematical probability an implausible interpretation of`probability' and favors nonmathematical interpretations. Because`believability' is one of the nonmathematical and relevance-preserving interpretations of`probability', replacing one by the other should yield a similar proportion of judgments that do not conform to the conjunction rule. This prediction diers from that of Macdonald and Gilhooly (1990) , who proposed that using the term`probability' (as opposed to`believability') might`cue formal probabilistic rules' ( p. 60) and thus decrease conjunction violations.
STUDY 1: WHAT MEANINGS OF`PROBABILITY' DO PEOPLE INFER IN THE LINDA PROBLEM?
Prediction 1 states that if asked for probability judgments, people will infer a nonmathematical meaning of`probability', and the proportion of conjunction violations will be high as a result. How can one access people's semantic inferences in the Linda problem? We used two approaches. First, we asked participants to paraphrase the term`probability' in the context of the Linda problem ( paraphrase task). Second, we gave them a list of meanings of`probability' and asked them to check o which corresponded best to their understanding of the term (choice task).
Method
Participants were ®rst presented with the Linda problem and instructed to rank the two constituent hypotheses and the conjoint hypothesis (T, F, T&F) according to their probability. Order of hypotheses was counterbalanced across participants. The precise wording of the probability representation is displayed later in Exhibit 3. They were then asked to imagine themselves in the role of an experimenter who has to describe the Linda problem verbally to a ®ctitious participant who is not a native speaker of German. The instructions stated that the term`probability' exceeds the ®ctitious participant's linguistic competence and must be paraphrased. Participants' oral paraphrases of the Linda problem were audio recorded. Then participants listened to their own taped descriptions and were asked to turn their paraphrases of`probability' into precise instructions for the ®ctitious participant; this was done to ensure that we understood the paraphrases correctly. Following the paraphrase task, the same participants were given a list of 13 dierent interpretations of the term`probability' and were asked to check o the one(s) that best re¯ected their understanding of it in the Linda problem. The list consisted of the terms`logicality',`certainty',`frequency', typicality',`credibility',`plausibility',`tenability',`evidence',`conceivability',`possibility',`predictability',`similarity', and`reasonableness'. Most of the interpretations were included because they were generated in a pilot study of the paraphrase task. Although the representativeness heuristic does not address the issue of semantic inferences, it assumes that people judge probability in the Linda problem by assessing similarity (Tversky and Kahneman, 1983) . Therefore, if one were to derive a prediction from the representativeness account, one would expect to ®nd evidence that participants infer that probability means`similarity' or`typicality'. To keep track of such inferences, we included them in the list as well.
In addition to these 13 interpretations, participants were given the option to add their own interpretation to the list, if it was not already included. Each interpretation was presented in terms of hypothetical problem instructions, for instance,`judge the possibility that Linda is a bank teller, is active in the feminist movement, is a bank teller and is active in the feminist movement'. The interpretations were presented in two dierent random orders.
Participants
Eighteen students at the University of Munich recruited by advertisement from a broad spectrum of disciplines served as participants. None had previously encountered the Linda problem, and each was tested individually.
Results
A conjunction violation is de®ned here as a judgment in which the ranked or estimated probability ( frequency) of a conjoint hypothesis (e.g. T & F) exceeds the probability ( frequency) of the constituent hypothesis (e.g. T, F). A paraphrase is counted as mathematical if it re¯ects one of the main mathematical interpretations of probability, which include, according to the Cambridge Dictionary of Philosophy (1995), classical (`expectancy'), relative frequency (`frequency',`percentage'), logical (`logicality'), and subjective (`certainty') interpretations. Other paraphrases are classi®ed as nonmathematical. Some participants produced adjectives rather than nouns as paraphrases of`probability'; for the purpose of comparison, we transformed adjective paraphrases into appropriate nouns.
Conjunction violations
Consistent with previous results (e.g. Teigen, Martinussen and Lund, 1996) , 15 of the 18 participants (83%) violated the conjunction rule in the Linda problem. Did this happen because nonmathematical meanings of`probability' are inferred under the relevance maxim (Prediction 1)? To the extent that participants' paraphrases re¯ect their understanding of`probability', we can answer this question.
Choices
The 18 participants made a total of 64 choices (on average, 3.6 each). Exhibit 1(b) shows how often each interpretation was chosen. Consistent with Prediction 1, most choices were nonmathematical (88%, 56 of 64). The four most frequent interpretations were`possibility' (n 11),`conceivability' (n 9),`plausibility' (n 8), and`reasonableness' (n 8). Of the 56 nonmathematical choices, typicality' and`similarity' were chosen a total of 9 times (16%). Note that the list of 13 dierent interpretations included more nonmathematical than mathematical meanings because it was based on interpretations that were generated in a pilot study of the paraphrase task. Could the imbalance explain why the majority of participants chose nonmathematical meanings? To control for this possibility, we calculated the average number of choices separately for mathematical and nonmathematical meanings. On average, each of the mathematical interpretations was chosen 2.7 times, whereas each of the Exhibit 1(b). Frequency with which mathematical and nonmathematical interpretations of`probability' were chosen nonmathematical meanings was chosen more than twice as often (5.6 times). That is, the fact that the list included more nonmathematical than mathematical meanings cannot explain why nonmathematical meanings were chosen more frequently.
Summary
Study 1 tested whether people infer nonmathematical meanings of`probability' in the Linda problem. The results are consistent with Prediction 1. Whether participants were asked to paraphrase the term probability' or to choose the meaning that best re¯ected their understanding of the term, the majority of them strongly favored nonmathematical meanings. This result raises the interesting possibility of designing a context in which the relevance maxim can be preserved without inferring nonmathematical meanings. In the next study, we propose one way to construct such a context.
STUDY 2: HOW TO PRESERVE THE RELEVANCE MAXIM
In Study 2, participants were ®rst asked for a typicality judgment and then for a probability judgment in the Linda problem. This procedure allowed participants to use the description of Linda before the probability judgment, thus preserving the relevance maxim (which says that the audience expects the communicator's contribution to be relevant). As a consequence, participants were left free to infer other than relevance-preserving meanings in the subsequent probability judgment.
What meanings of`probability' will participants infer when this judgment is preceded by a typicality judgment? Another of conversational maxims, namely, the maxim of quantity (`Make your contribution as informative as is required') leads to the prediction that the interpretation of probability' as mathematical probability (e.g. relative frequency, percentage) will now be a possible inference, and that other interpretations Ð such as`possibility' or`conceivability' Ð will be less likely to be inferred. Here is the rationale for this. The description of Linda was intentionally designed (Tversky and Kahneman, 1983, p. 297) so that the response to the typicality question will likely be:`She is a very good example of a feminist, a less good example of a feminist bank teller, and a rather poor example of a bank teller.' If in the same conversational context the question`Which is most probable?' is then posed, interpretations of`probable' (e.g.`possible') that lead to a judgment identical to the typicality judgment (i.e. p(F) 4 p(T&F) 4 p(T)) become less plausible, because such a ranking has just been given, and thus to repeat it would be uninformative. In other words, because asking the same question twice and providing the same answer twice in the same conversational context would not be cooperative, participants are now entitled to assume that the probability judgment is dierent from the typicality judgment (Hilton, 1995) .
2 If the maxim of quantity favors mathematical meanings, then the proportion of conjunction violations will decrease.
To obtain evidence for this prediction in addition to the judgments, we asked participants to think aloud while they were working on both the typicality and probability judgments. If nonmathematical meanings become less plausible when participants make a typicality judgment ®rst, then the thinkaloud protocols should reveal cognitive processes indicative of mathematical interpretations.
Method
Participants were randomly assigned to one of four conditions. In the TP condition, participants ®rst gave the typicality (T) judgment and then the probability (P) judgment. They were instructed to think aloud () as they made both judgments. Participants received the same probability representation of the Linda problem as in Study 1 (Exhibit 3). The P condition, in which participants were asked to think aloud but made only the probability judgment, served as a control for the TP condition. In the TP condition, participants made the typicality judgment and the probability judgment and were not asked to think aloud. As a control for the TP condition, we added the P condition, in which participants made only the probability judgment. Participants familiarized themselves with the thinkaloud procedure by working on two practice problems. Their protocols were audio recorded and later transcribed. Participants in the P , TP, and TP conditions were tested individually. In the TP and TP conditions, participants ®rst received a booklet with, on the ®rst page, the description of Linda, followed by a joint introduction to the typicality and probability judgments that read:`Now we would like to ask you two questions concerning Linda.' The next page showed an instruction adapted from Rosch (1975) :
The ®rst question has to do with what we have in mind when we use words which refer to speci®c categories. For instance, take the word dog. You certainly have some notion of what a`real dog' is. For many people, a St Bernard is a dog which is more typical of the category dog than a Pekinese. Notice that this has nothing to do with how well you like St Bernards or Pekinese. Possibly you like Pekinese better than St Bernards but recognize the St Bernard to be more representative of the category dog. The judgment of how good an example of a category various instances of the category are can be made in dierent areas. You will be asked to make such a judgment. We will ask you to judge the degree to which Linda, who is described on the preceding page, corresponds to the ideas you have of certain categories.
On the next page, the hypotheses Linda is an active feminist, Linda is a bank teller, and Linda is a bank teller and an active feminist were listed, each accompanied by a 7-point rating scale. Participants were instructed to rate the correspondence between Linda and their idea or image of these categories. Below the typicality task on the same page, the hypotheses were stated again and participants were asked:`Which of the following statements is most probable? Assign that statement a ranking of 1, the second most probable statement a ranking of 2, and the remaining statement a ranking of 3.' Participants Ninety students at the University of Salzburg recruited by advertisement from a broad spectrum of disciplines served as participants (n 22 in each of the TP , P , and TP conditions and 24 in the P condition). None of the participants had previously encountered the Linda problem.
Results
One implication of Prediction 1 is that conjunction violations will decrease if one asks participants for a typicality judgment immediately before the probability judgment. In the P and P conditions respectively, 88% (21 of 24) and 82% (18 of 22) of the participants violated the conjunction rule, whereas in the TP condition, 27% (6 of 22) did so, and in the TP condition 59% (13 of 22). Thus, the addition of a typicality judgment immediately before the probability judgment decreased the proportion of conjunction violations, whether or not the judgments were accompanied by a thinkaloud instruction (P versus TP: a dierence of 29 percentage points; P versus TP : a dierence of 55 percentage points). According to Cohen (1988) , these eects are of medium to large eect size (f 0.32, f 0.55). The eect of the typicality judgment was larger when participants thought aloud than when they did not. We do not have an explanation for this dierence. Comparison of the P and P conditions indicates that thinking aloud per se (and thus also time spent thinking about the task) hardly aects the proportion of conjunction violations (88% versus 82%).
Analysis of the think-aloud protocols Think-aloud protocols might reveal the cognitive processes associated with the speci®c semantic inferences participants made. We expected to see more evidence of processes related to mathematical interpretations of probability in the TP than in the P condition. Indeed, 75% (12 of 16) of the participants in the TP condition who ranked T&F least probable either mentioned the principle of class inclusion (5 of 12) or considered the combination bank teller and feminist to result in an empty set due to their incompatibility (7 of 12). In contrast, 67% (12 of 18) of the participants in the P condition who ranked T least probable argued that some aspect of the description of Linda (e.g. majored in philosophy) is incompatible with being a bank teller. Of the four participants who ranked T&F least probable in the P condition, one referred to class inclusion, while two others considered T&F to be an empty set.
Summary
Most previous studies that found a high proportion of violations of the conjunction rule used a probability representation such as that used in Study 2. Applying Grice's ( , 1989 ) theory of conversational reasoning to the Linda problem, we successfully created a context in which the proportion of conjunction violations decreased in the probability representation of the Linda problem. The think-aloud data indicated that most participants in the TP condition argued in terms of logic (sets) and probability theory (class inclusion) to justify ranking T&F least probable. In contrast, participants' reasoning in the P condition seemed to be related to nonmathematical interpretations of probability' (lack of correspondence between Linda and the category`bank teller').
STUDY 3: WHAT MEANINGS OF`FREQUENCY' DO PEOPLE INFER IN THE LINDA PROBLEM?
Prediction 2 states that, if asked for frequency judgments, people will infer mathematical meanings and the proportion of conjunction violations will decrease as a result. We know of two studies that used frequency representations (as opposed to probability representations) of conjunction problems, and two studies that presented frequency information but asked for a probability and possibly a percentage judgment. The exact wording of the problems used in three of these four studies can be found in the Appendix. In the ®rst of these studies, Tversky and Kahneman (1983) contrasted probability and frequency representations in the health-survey problem. Fiedler (1988) used probability and frequency representations of seven problems, including the Linda problem. Reeves and Lockhart (1993) compared what they called`frequency' problems and`case-speci®c' problems. Finally, Jones, Jones and Frisch (1995) examined two problems, including the Linda problem, in what they called`frequency' and`single-case' versions, without providing their precise wording.
The results for the frequency problems in the above studies varied. In the health-survey problem, Tversky and Kahneman found 58% and 25% conjunction violations in the probability and frequency representations, respectively. Fiedler (1988, Experiment 1) reported 73% conjunction violations in the probability representation and 23% in the frequency representation, averaged across all seven problems. A second experiment with ®ve problems yielded similar results (means of 70% and 25% in the probability and frequency representations, respectively). Averaged across the problems in Experiment 1, Reeves and Lockhart (1993) found 59% conjunction violations for probability problems and 35% for frequency problems.
3 Finally, Jones et al. (1995) reported an average of 85% conjunction violations (across two problems) in probability problems and 81% in frequency problems. The decrease in the proportion of conjunction violations from probability to frequency problems in these studies ranged all the way from 4% in Jones et al. (1995) to 50% in Fiedler (1988) .
Why are these results so varied? We argue that the`frequency' problems are not the same across studies. They dier in a number of ways, making it impossible to determine the factor(s) that make people reason in accordance with the conjunction rule more often in one study than in another (see Appendix). For instance, Tversky and Kahneman (1983) did not describe a particular individual in the health-survey problem, only a reference class of 100 adult males, whereas Fiedler described a particular individual (e.g. Linda) and introduced a reference class of 100 people. Reeves and Lockhart (1993) did not even ask for frequency judgments but rather provided frequency evidence on which probability judgments were to be based, and it is not clear whether Jones et al. (1995) asked for frequency or percentage judgments (see pp. 112, 113).
Explanations of the frequency eect
How have these previous researchers explained the frequency eect? As already mentioned, Tversky and Kahneman (1983; Kahneman and Tversky, 1996) attributed it to the presence of extensional cues in the frequency representation. The extensional cue they suggested was responsible for the frequency eect was`an explicit reference to the number of individual cases', which`encourages subjects to set up a representation of the problems in which class inclusion is readily perceived and appreciated' (Tversky and Kahneman, 1983, p. 309) . Fiedler (1988) attributed the eect to polysemy:`The prevailing statistical interpretation of probability (as relative frequency) does not appear to apply to colloquial language' ( p. 123). Reeves and Lockhart (1993) attributed the eect to two dierent ways in which people derive probabilities if the evidence at hand is frequentistic versus based on a single case. These dierent approaches, which they call`singular' versus`distributional', in turn`evoke dierent kinds of inferential rules and heuristic procedures, some of which are more closely aligned with extensional principles than others' ( p. 207). Finally, Jones et al. (1995) did not provide an explanation for the frequency eect.
One factor that none of the previous authors suggested but that may contribute to the frequency eect is the dierence in response mode. The frequency representation asks for quantitative estimates, whereas the probability representation typically asks for ranks. Could this dierence have contributed to the frequency eect? A growing body of evidence suggests that it could. In a series of three studies, involving 460 participants (students at German and American universities and lay people), Hertwig and Chase (1998) found that participants faced with the Linda problem are more likely to follow the conjunction rule in probability estimates than in rankings Ð the overall dierence in the number of conjunction violations totaled 30 percentage points (medium eect: f 0.3). Hertwig and Chase attributed this ®nding to the fact that people apply combination rules in estimation but not in ranking ( for their detailed account, see pp. 324±329 in Hertwig and Chase, 1998) . Does this ®nding extend to the frequency representation, that is, do more people follow the conjunction rule in frequency estimates than in rankings? We know of only one study that asked participants to both rank and estimate frequencies in the Linda and other conjunction problems.
Consistent with Hertwig and Chase's ®nding, Erdfelder, BroÈ der and Brandt's (1998) results showed that people are more likely to follow the conjunction rule in frequency estimates than in rankings, the dierence in the Linda problem being about 30 percentage points (Erdfelder et al.'s Study 2) .
This 30-point dierence, however, still accounts for less than half of the frequency eect. The frequency eect describes the fact that the frequency representation yields fewer conjunction violations than the probability representation. For instance, in the Linda problem, this dierence is about 70 percentage points. 4 About half of this dierence appears to be accounted for by the response mode. For instance, if the estimation response is replaced by a ranking response, conjunction violations increase by about 30 percentage points in the frequency representation. Even then, however, a frequency ranking representation yields about 30±40 percentage points fewer conjunction violations than a probability ranking representation. The semantic-inference hypothesis suggests that this eect is due to the replacement of`probability' by`frequency'.
In Study 3, we test whether the term`frequency', unlike`probability', in fact narrows down the possible spectrum of meanings to those that follow mathematical probability. In Study 4, we attempt to isolate the factor or factors, other than response mode, that are responsible for the frequency eect. In particular, we investigate whether the eect is due to the replacement of`probability' by`frequency', as the semantic-inference hypothesis holds. This hypothesis is contrasted with the extensional-cue hypothesis, which holds that extensional cues facilitate reasoning according to the conjunction rule.
Method
Using a procedure similar to that in Study 1, in Study 3 we asked participants to paraphrase the term frequency'. Participants ®rst were presented with the Linda problem in a frequency representation and instructed to estimate the frequency of the two constituent hypotheses and the conjoint hypothesis (T, F, T&F). The order of the hypotheses was counterbalanced across participants. The precise wording of the frequency representation is displayed in Exhibit 3. Following the frequency judgment, participants received the same instruction as in the paraphrase task of Study 1, except that they were asked to paraphrase the term`frequency'.
Participants
Twenty students at the University of Munich recruited by advertisement from a broad spectrum of disciplines served as participants. None of the participants had previously encountered the Linda problem, and each participant was tested individually.
Results
Mathematical meanings of`frequency' are de®ned as paraphrases that are directly related to numerosity (e.g.`proportion',`number', etc.); other paraphrases that do not refer to numerosity (e.g.`plausibility') are classi®ed as nonmathematical meanings. Twenty participants produced 55 responses (on average, 2.8 each), encompassing 11 dierent interpretations. (However, some interpretations were closely related, e.g.`proportion' and`percentage',`expectancy value' and`favorable/possible' events, STUDY 4: WHAT IS THE IMPACT OF EXTENSIONAL CUES? Tversky and Kahneman (1983) mentioned only one extensional cue, the speci®cation of the size of the reference class, that might be responsible for the frequency eect. The health-survey problem provides another feature that might count as an extensional cue. In the probability representation of the healthsurvey problem, the scanty information given (i.e. adult males in British Columbia of all ages and occupations, see Appendix) refers to a class of people and links features to a reference class. In contrast, in the probability representation of the Linda problem, features (e.g.`single',`outspoken') are linked to an individual. If the linking of features to a reference class as opposed to an individual is a cue to the inclusion relation between sets, then one could in fact explain why Tversky and Kahneman found a smaller conjunction eect in the health-survey than in the Linda problem (58% versus 80±90%). To examine this possibility, we tested as possible extensional cues the linking of features to a reference class and speci®cation of the size of the reference class.
The procedure was as follows. To determine a standard against which variants could be compared, we ®rst tested a frequency representation of the Linda problem that includes all extensional cues; this frequency representation is identical to that tested in Study 3. The frequency representation and all of its variants are shown in Exhibit 3. Then, in Test 1, we constructed variants of the frequency representation in which we eliminated the ®rst and then both of the two candidate extensional cues, to ®nd out whether the extensional-cue hypothesis or the semantic-inference hypothesis accounts for the frequency eect. In the ®rst variant, the features are linked to a single person rather than to a reference class of 200 women. In the second variant, the size of the reference class is left unspeci®ed (see Exhibit 3). Both variants used the term`frequency'. If the extensional-cue hypothesis is correct, then the deletion of one of these cues (according to Tversky and Kahneman, 1983 , the speci®cation of the size of the reference class) or both cues should eliminate the frequency eect. If the semantic-inference hypothesis, which holds that replacing`probability' by`frequency' is crucial, is correct, then the deletion of one or both of these cues should not eliminate the frequency eect. All variants used the term`frequency'.
In Test 2, we designed a probability variant of the Linda problem that mimics the frequency representation as closely as possible without asking for a frequency judgment (see Exhibit 3). This variant includes the two`extensional cues', that is, it speci®es the size of a reference class and links the features to it. In addition, it asks for estimates instead of ranks. This variant mimics the frequency representation in every way except for the feature that the semantic-inference hypothesis considers critical: It includes the polysemous term`probability'. Thus, the extensional-cue hypothesis predicts that the proportion of conjunction violations should strongly decrease in this variant. In contrast, the semantic-inference hypothesis predicts that the proportion of conjunction violations should not decrease relative to that in the estimation response mode.
Method
Exhibit 3 lists the frequency representation of the Linda problem and three variants. Participants were randomly assigned to one of the four resulting Linda problems. All problems presented the two constituent hypotheses (e.g. T, F) and the conjoint hypothesis (e.g. T&F). Order of hypotheses was counterbalanced across participants.
Participants
Participants were 98 students at the University of Salzburg recruited through advertisement from a broad spectrum of disciplines. Participants were tested in groups of six or less. None had previously encountered the Linda problem.
Results

Frequency representation
Replicating the results in Study 3, we found that only 13% of the participants (3 of 23; one participant did not complete the problem) violated the conjunction rule in the frequency representation of the Linda problem. This result and those that follow are shown in Exhibit 3.
Test 1. What in the frequency representation matters? Does the linking of the features matter? In the probability representation of the Linda problem, a single individual is described; in the frequency representation, the features are linked to a reference class. In one variant, we changed this factor in the frequency representation by relating the features to a single individual while leaving everything else the same. The reference class was introduced after the description (see Exhibit 3). Note that this variant is close to the frequency representation used by Fiedler (1988) , who also introduced a reference class after Linda's description. The proportion of conjunction violations, 20% (5 of the 25 participants who received the Linda problem only), matched Fiedler's (1988) 22%. The proportion of conjunction violations we found for this variant was only 7 percentage points higher than for the frequency representation, and 68 percentage points (f 0.68) lower than for the probability representation tested in Study 2 (P condition: 88%, 21 of 24). Consistent with the semantic-inference hypothesis, the linking of the features (either to a single individual or to a reference class) cannot account for the frequency eect.
Does the speci®cation of the size of the reference class matter? In the second variant, in addition to describing a single individual, the size of the reference class was left unspeci®ed (see Exhibit 3). This variant, in which participants had to generate the size of the reference class on their own, puts Tversky and Kahneman's (1983) suggestion that an explicit reference to the number of individual cases accounts for the frequency eect to an empirical test. In this variant, only 16% (4 of 25) of the participants violated the conjunction rule. This number is only 3 percentage points higher than for the frequency representation, and 72 percentage points (f 0.72) lower than for the probability representation tested in Study 2. Consistent with the semantic-inference hypothesis, the reference to the number of individual cases cannot account for the frequency eect. The implication of Prediction 2 thus passed Test 1.
Test 2. Does adding extensional cues matter?
In Test 1, the strategy was to eliminate ®rst one and the both extensional cues to determine whether either of these manipulations could make the frequency eect disappear. In Test 2, we started from the other direction by using the probability representation and adding both extensional cues. This probability variant links features to the reference class and provides the size of the reference class (see Exhibit 3). It diers from the frequency representation only in asking for a probability rather than a frequency judgment. If the semantic-inference hypothesis is correct, then this variant should elicit the large proportion of conjunction violations observed in the probability representation because it still employs the polysemous term`probability'. Exhibit 3. Frequency and probability representations of the Linda problem and variants thereof (note that here only one constituent hypothesis, T, is listed; participants read hypotheses T, F, and T&F)
Representation
Study/proportion of conjunction violations
Probability representation
Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. Study 1: 83% (15 out of 18) As a student, she was deeply concerned with issues of discrimination and social justice and also participated in anti-nuclear demonstrations.
Study 2: P condition: 88% (21 out of 24) Study 2: P condition: 82% (18 out of 22) Rank the following hypotheses according to their probability. Linda is a bank teller.
Frequency representation a
In an opinion poll, the 200 women selected to participate have the following features in common: They are, on average, 30 years old, single, and very bright. They majored in philosophy. As students, they were deeply concerned with issues of discrimination and social justice and also participated in anti-nuclear demonstrations. 
Study 4, Test 2: 67% (16 out of 24)
Please estimate the probability of the following events. Linda is a bank teller.
a Fiedler (1988) reported that the frequency eect is the same whether or not a round number (e.g. 100 versus 168) is chosen for the reference class. Thus, for simplicity, we chose a round number.
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The`Conjunction Fallacy' Revisited
The proportion of conjunction violations for this probability variant, which has all extensional cues, was 67% (16 of 24). This result is 54 percentage points (f 0.55) higher than for the frequency representation, and 21 percentage points (f 0.25) lower than for the probability representation tested in Study 2. We attribute this dierence to the fact that participants in Test 2 were asked to estimate rather than to rank probabilities . We can also compare this variant to the two frequency variants examined in Test 1, both of which used the term`frequency' and an estimation response mode but lacked one and two of the extensional cues, respectively. Relative to the result for the frequency variant lacking one extensional cue, the proportion of conjunction violations for the present variant is 47 percentage points higher (f 0.47). Relative to the result for the frequency variant lacking two extensional cues, it is 51 percentage points higher (f 0.52).
Thus, Test 2 provided further evidence that, aside from response mode, the single most important factor for reasoning in accord with the conjunction rule is the substitution of`probability' bỳ frequency'. The implication of Prediction 2 thus passed Test 2.
Summary
Prediction 2 stated that, if asked for frequency judgments, people will infer mathematical meanings and the proportion of conjunction violations will decrease. Study 3 provided evidence that people in fact infer mathematical meanings in the frequency representation. The frequency representations tested in Studies 3 and 4 provided independent evidence that the proportion of conjunction violations decreased dramatically in a frequency representation.
Prediction 2 has a strong and testable implication: The presence or absence of`extensional cues' in the frequency representation (such a specifying the numerical size of a reference class, Tversky and Kahneman, 1983) should have little eect, provided that the term`frequency' is used. The results for two variants of the frequency representation and one variant of the probability representation support the implication: The presence of the two extensional cues did not make a majority of people reason according to the conjunction rule, and their absence did not appreciably increase the proportion of conjunction violations.
BELIEVABILITY JUDGMENTS
Prediction 3 states that if the term`probability' is replaced by`believability', then the proportion of conjunction violations should be about the same as in the probability judgment. We have tested this prediction using data reported by Macdonald and Gilhooly (1990) , who tested the hypothesis that probability judgments increase inclusion judgments relative to believability judgments because they cue formal probabilistic rules. The semantic-inference hypothesis makes a dierent prediction: Becausè believability' is one of the relevance-preserving interpretations of`probability', replacing the one term by the other should leave the judgments largely unaected.
In Macdonald and Gilhooly's (1990) design, one group of participants read a Linda problem in which the instruction was`Rank the following statements according to their probability, using 1 for the most probable and 8 for the least probable'. A second group received the same instruction, except that probability' and`probable' were replaced by`believability' and`believable'. Macdonald and Gilhooly (1990) reported the proportion of conjunction violations for the probability judgments (89%), but not for the believability judgments; they did, however, report the mean ranks of T, F, and T&F. For this kind of data, Prediction 3 forecasts similar mean ranks for both kinds of judgments. For the probability judgments, the mean ranks were 5.9, 2.0, and 4.6 for T, F, and T&F, respectively, and for the believability judgments, the mean ranks were 5.7, 1.9, and 4.8 for T, F, and T&F, respectively. Consistent with Prediction 3, the ranks for probability and believability judgments are similar.
Summary and discussion
Recent research on the conjunction fallacy has demonstrated that human probability judgments may violate the conjunction rule. In problems such as the Linda problem, we argue that semantic inferences about the meaning of the polysemous term`probability' contribute to this ®nding. Study 1 showed that in the Linda problem most paraphrases of`probability' are nonmathematical. Participants' inferences about the meaning of the term seem to be guided by the maxim of relevance, a tool of social rationality. Study 2 showed that when semantic inferences about the meaning of`probability' are no longer constrained by the maxim of relevance and nonmathematical meanings are less plausible because of the maxim of quantity, the proportion of conjunction violations decreases. Using a frequency representation is another way to direct such semantic inferences. Study 3 showed that people's paraphrases of the term`frequency' in the Linda problem refer almost exclusively to numerosity.
With Study 4 we aimed to determine which speci®c properties of a frequency representation make people reason according to the conjunction rule. The results for three variants of the frequency and probability representations of the Linda problem tested showed that the use of the term`frequency' rather than`probability' is one of the two most important factors behind the frequency eect, the other being response mode (Erdfelder et al., 1998; Hertwig and Chase, 1998) . The results of Study 4 help to explain why mixed results have been obtained in the few studies that have looked at reasoning according to the conjunction rule using frequency representations. The small eect obtained by Reeves and Lockhart (1993) , for instance, can easily be explained by the fact that what they called`frequency' problems (see Appendix) instructed participants to assess`probabilities'. Prediction 3 states that replacing`probability' by`believability' will leave the proportion of conjunction violations unchanged. Results reported by Macdonald and Gilhooly (1990) support this prediction.
OBJECTIONS
We can think of several objections to the semantic-inference hypothesis. All of them hinge on the argument that one can ®nd the conjunction eect even under conditions where the semantic-inference hypothesis appears to predict adherence to the conjunction rule. We address each in turn.
The willingness-to-bet instruction In their original article, Tversky and Kahneman (1983) considered the possibility that violations of class inclusion`may be viewed as a misunderstanding regarding the meaning of the word probability' ( p. 303). To test this possibility, they examined a problem in which the term`probability' was dropped. Although we do not agree that interpretations of`probable' other than mathematical probability should be labeled`misunderstandings', this test does address the issue of polysemy. The problem read:
Consider a regular six-sided die with four green faces and two red faces. The die will be rolled 20 times and the sequence of greens (G) and reds (R) will be recorded. You are asked to select one sequence, from a set of three, and you will win $25 if the sequence you chose appears on successive rolls of the die. Please check the sequence of greens and reds on which you prefer to bet.
RGRRR 2. GRGRRR 3. GRRRRR
In two groups, 65% and 62% of participants, respectively, ranked sequence 2 highest, although sequence 2 includes sequence 1. From this result Tversky and Kahneman (1983) concluded that `our subjects followed the representativeness heuristic even when the word [ probability] was not mentioned ' ( p. 303 ). This result is surprising given that Tversky and Kahneman (1983, p. 300 ) also tested a betting version of the Linda problem and found a result consistent with the semantic-inference hypothesis we propose. In this test, participants were given Linda's description and the instruction:`If you could win $10 by betting on an event, which of the following would you choose to bet on?' With this betting instruction, conjunction violations decreased by 33 percentage points relative to the standard problem ( from 89% to 56%).
Why does the betting instruction decrease the proportion of conjunction violations in the Linda problem but not in the die problem? Although the die problem includes the polysemous term probability', unlike the Linda problem, it provides little information that would be rendered irrelevant by a mathematical interpretation of`probability'. This may explain why the replacement of`probability' does not aect the proportion of conjunction violations. However, the die problem has other ambiguities that participants need to resolve, and which may account for the responses of the majority of participants who violated the conjunction rule with the betting instruction. For instance, Macdonald (1986) argued that participants may infer that the task is to bet on the numbers rather than the sequences of reds and greens, in which case`sequence (2) is by far the most likely' ( p. 22; by the binomial formula, the probabilities of sequences 1, 2, and 3 are 0.041, 0.082, and 0.016, respectively). In this context, it is also interesting to note that the betting representation of the die problem contained an extensional cue (i.e. an explicit reference to the number of cases, namely, 20 rolls), which Kahneman and Tversky (1996) suggested is responsible for the low proportions of conjunction violations in frequency problems.
Bar-Hillel and Neter (1993) also used a`willingness-to-bet' instruction in three studies in which they explored violations of the disjunction rule, according to which the probability of A-or-B cannot be smaller than the probability of either A or B. In two of the three studies, Bar-Hillel and Neter found that the willingness-to-bet instruction led to a small average increase in judgments consistent with the disjunction rule compared with the probability instruction. (In Study 1, for instance, judgments consistent with the disjunction rule increased in 8 of 10 problems by 2 to 18 percentage points.) As in the die problem, we suggest that in these problems there are other ambiguities that participants have to resolve, although Bar-Hillel and Neter were aware of the importance of conversational maxims and took some trouble not to violate them. To illustrate one ambiguity that we see as crucial, consider the following problem, which is representative of those used by Bar-Hillel and Neter:
[Dorit] writes letter home describing an English-speaking country, where a modern Western technological society coexists with primal landscape and free-roaming wildlife. Where was the letter written?
Participants received the following four options (among others), two of them representative (South Africa, Africa) and two of them unrepresentative (Holland, Europe). Participants had to rank the places according to their probability. The content-blind disjunction rule requires, for instance, that Africa be ranked over South Africa. However, such a response violates the maximum of quantity, as it is not as informative as required by the instructions, which assert a level of speci®city, namely, an`English-speaking country' that is not met by the answer`Africa' (i.e. a continent, not a country).
We suggest that the conversational goal of being informative may have contributed to the ®nding that a majority of participants violated the disjunction rule with both the`probability' and thè willingness-to-bet' instruction. This might also explain why violations also occurred when they should not have according to a representativeness explanation: Bar-Hillel and Neter (1993, p. 1124) proposed that if a set and a subset are unrepresentative, then representativeness predicts a preference for the set over the subset. Nevertheless, in the Dorit problem, for instance, 43% and 37% of participants ranked the unrepresentative subset`Holland' over the unrepresentative set`Europe' in the probability task and betting task, respectively. Again, if participants were trying to match the level of speci®city implied by the instructions in their responses, this result is not surprising.
Clari®cation of the problem's statistical nature To compensate for the`misleading communication; ( p. 6) in the Linda problem, Donovan and Epstein (1997) instructed participants as follows:`Please consider all of the problems that follow as essentially statistical problems. Some of the problems test your ability to ®nd a disguised statistical problem. Your job is to avoid being distracted by extraneous information or by the form in which the problem is presented' ( p. 9). This instruction addresses the semantic-inference hypothesis in that it may make nonmathematical meanings of`probability' less likely to be inferred.
Did the instruction increase the proportion of inclusion judgments? Based on their results, Donovan and Epstein (1997) concluded:`The essence of the diculty of the notorious Linda problem cannot be attributed to the violation of implicit conversational rules' ( p. 16). Despite this conclusion, and consistent with the semantic-inference hypothesis, however, across all conditions Donovan and Epstein observed proportions of violations about 30 percentage points lower than the median of inclusion judgments typically found in the Linda problem (see footnote 4).
Frequency judgments
The seven-letter problem is a conjunction problem for which Tversky and Kahneman (1983, p. 295) reported violations of class inclusion in frequency estimates. In this problem, most participants estimated the number of seven-letter words of the form`_ _ _ _ ing' to be higher than the number of seven-letter words of the form`_ _ _ _ _ n _'. It is unclear whether this result was found in a within-subjects or in a between-subjects design (see the con¯icting statements in Koehler, 1994, p. 547 and Tversky, 1996, p. 586) . If it was in a within-subject design, then the eect may have resulted from not presenting the alternatives simultaneously. (We return to the issue of between-subjects designs in the next section.) We therefore hypothesized that when both alternatives are presented to the same group of participants simultaneously, this eect will largely disappear.
To test this hypothesis, we studied the following seven-letter problem both in a within-subject and in a between-subjects design:
In four pages of a novel (about 2000 words), how many words would you expect to ®nd that have the form _ _ _ _ ing (that is, seven-letter words that end with`ing') and how many words have the form _ _ _ _ _ n _ (that is, seven-letter words that have the letter n in the sixth position)? Estimate the frequency of these words. _____ of the 2000 have the form _ _ _ _ ing _____ of the 2000 have the form _ _ _ _ _ n _.
One group of participants (n 31) received both options. Two other groups of participants judged only one of the two alternatives (n 31 per group). Consistent with our conjecture, participants in the between-subjects design estimated on average that 425 (median 300) of the 2000 words end with ing', and that 212 (median 50) of the 2000 words have the letter n in the sixth position. In contrast, participants in the within-subject design estimated on average that 282 (median 150) of the 2000 words end with`ing', and that 457 (median 250) of the 2000 words have the letter n in the sixth position. In this condition, 26% (8 of 31) of the participants violated class inclusion.
In sum, we found that few violations of internal consistency occur if participants see both alternatives. If participants are provided with only one alternative, however, their judgments violate the inclusion rule. The dierence between within-subjects and between-subjects designs is important for more than the seven-letter problem. For instance, Birnbaum and Mellers (1983) found that research on the`base-rate fallacy' leads to dierent conclusions depending on whether a within-subjects or a between-subjects design is used:`The interpretation of base rate``neglect'' is based on the ®nding that in between-subjects comparisons, the eect of base rate is too small . . . In within-subject comparisons, however, subjects use the base rate, and the evidence for a``fallacy'' disappears' (Varey, Mellers, and Birnbaum, 1990, p. 623) . Birnbaum (1982) gave a range-frequency analysis of why between-subjects comparisons lead to paradoxical conclusions: They confound the stimulus and the context by allowing the stimulus to evoke its own context. For these reasons, we agree with Varey et al. (1990) , who argued that`one should be extremely cautious when drawing inferences from between-subjects comparisons of judgments' ( p. 623), particularly when one aims to investigate adherence to a rule of internal consistency.
Between-subjects design Tversky and Kahneman (1983) used both within-and between-subjects designs to examine the Linda problem. In the latter design, participants either judged the critical constituents (i.e. T, F) or their conjunction (T&F), not both, as in the within-subjects design. In both designs, the probability of p(T&F) was ranked as higher than p(T). In the between-subjects design, however, a mathematical interpretation of`probability' does not appear to render the experimenter's description of Linda irrelevant to the requested judgment because no participant judges both T and T&F. Is this ®nding therefore inconsistent with the semantic-inference hypothesis? We do not think so, for the following reason.
As already illustrated, the natural language term`probability' is polysemous. The polysemy holds regardless of whether or not a participant gets to see all the critical hypotheses in the Linda problem. In both designs, participants have to decide which of the various meanings of the term`probability' to infer. So far, we have intentionally limited our treatment of semantic inference to conversational maxims (i.e. the relevance maxim and the quantity maxim), as they allowed us to construct a situation in which people following the maxims are less likely to violate the conjunction rule (see also the following discussion on the health-survey problem). Semantic inference, however, is likely to be guided by other cues as well. In fact, the study by Donovan and Epstein (1997) mentioned earlier indicates that these inferences can be guided by the knowledge that the Linda problem is meant to be a statistical problem.
Several other candidate cues can be added to the list. Semantic inferences concerning the term probability' in reasoning problems may also be directed by (1) whether or not some sort of statistical information, such as base rates or likelihoods, is provided (e.g. in Bayesian reasoning problems); (2) whether or not the problem provides a clear sampling space and sampling process and describes the in¯uence of chance in producing events (e.g. in sample-size problems; see Nisbett et al., 1983) ; (3) whether or not solving the problem requires computations (as, for instance, in Bayesian reasoning problems and conditional probability problems); and ®nally, (4) the reference class from which the problem is drawn (e.g. ball-and-urn problems may steer semantic inferences more directly toward mathematical interpretations of`probability' than do problems involving assessment of personality descriptions).
In the between-subjects design of the Linda problem, all of these ( possible) cues point toward nonmathematical meanings of`probability'. In solving the problem, participants are usually not told that this is an exercise in probability theory, are not provided with any statistical information (only individuating information), are not required to make computations of any sort, and so on. As a consequence, a mathematical interpretation of`probability' is not likely to be the default in the context of the Linda problem Ð even if such an interpretation would not render the experimenter's description of Linda irrelevant to the requested judgment, as in the between-subjects design. Likewise, one would not expect a mathematical interpretation of`probability' to be the default interpretation if class inclusion is less salient in the Linda problem (as, for instance, in Tversky and Kahneman's, 1983, subtle' tests) and the violation of the relevance maxim therefore less obvious. For similar reasons, we are unconvinced by the argument that because the information about Linda is relevant for the ordering of T and F (but not T and T&F, or F and T&F), mathematical meanings of`probability' should be inferred in the Linda problem. As Sperber and Wilson (1995, p. 123) pointed out,`relevance is a matter of degree'; mathematical probability is not the interpretation of`probability' that maximizes the relevance of the information provided in the Linda problem.
One point is very clear: We need a better understanding of the processes underlying semantic inferences, and we are far from having a process model that could capture those inferences (although important steps in this direction have been made; e.g. Sperber and Wilson, 1995) . Modeling these processes is particularly important in a research ®eld that relies as heavily on text problems to study cognitive processes as we do in research on probabilistic reasoning.
WHAT ARE OTHER WAYS OF PRESERVING THE RELEVANCE MAXIM?
From the perspective of a conversational analysis, the crux of the Linda problem is that the`initial personality sketch would be an uncooperative, because irrelevant, contribution under a purely formal reading' (Adler, 1991, p. 255) . Having not been informed that the relevance maxim is suspended, the participant tries to preserve the relevance maxim. In Study 1, we identi®ed one way in which the participant can do this Ð by inferring meanings of`probability' that require an assessment of Linda's description. However, this is not the only way to preserve the relevance maxim. Based on a conversational analysis, several researchers (e.g. Adler, 1984 Adler, , 1991 Dulany and Hilton, 1991; Politzer and Noveck, 1991) argued that participants interpret the hypothesis`Linda is a bank teller' to meaǹ Linda is a bank teller and is not active in the feminist movement' (T&not-F implicature). On such a reading, Linda's personality sketch is relevant to deciding between T&F and T&not-F.
Dierent routes have been taken to block this implicature. Tversky and Kahneman (1983, p. 299 ) replaced`Linda is a bank teller' by`Linda is a bank teller whether or not she is active in the feminist movement'. This formulation led to a marked decrease in the proportion of conjunction violations ( from 89% to 57%). Messer and Griggs (1993) used a similar clarifying phrase (`Linda is a bank teller, regardless of whether or not she is also active in the feminist movement') and observed a decrease in the proportion of conjunction violations from 77% to 56%. Morier and Borgida (1984) inserted the hypothesis`Linda is a bank teller who is not a feminist' into the original set and found 77% conjunction violations, which barely diered from results obtained in the baseline probability estimation version (80%). However, in another conjunction problem, the Bill problem (see Tversky and Kahneman, 1983, p. 297) , they found a decrease in the proportion of conjunction violations from 77% (baseline) to 49% (clari®ed hypothesis set). Agnoli and Krantz (1989) compared two rephrasings of the conjunction problem Ð one designed to make the T&not-F implicature explicit and the other to block it Ð to a standard phrasing. In the ®rst rephrasing, the hypothesis`Linda is a bank teller' was replaced by`Linda is a bank teller and not a feminist' (not-F group); in the second rephrasing, it was replaced by`Linda is bank teller and may or may not be a feminist' (may-be-F group). According to Agnoli and Krantz (1989) , if participants draw the T&not-F implicature, then the incidence of violations will be the same for the standard phrasing and the not-F group, and fewer violations will occur in the may-be-F group (see critical discussion of Agnoli and Krantz's rationale in Politzer and Noveck, 1991) . None of the predictions that Agnoli and Krantz (1989) attributed to this hypothesis have been corroborated. Macdonald and Gilhooly (1990) tried to block the T&not-F implicature by rephrasing`who is active in the feminist movement' as`who may or may not be active in the feminist movement' and required participants to predict what`will most probably be true of Linda in ten years'. In contrast to Agnoli and Krantz (1989) , Macdonald and Gilhooly (1990) found that the proportion of conjunction violations decreased from 75% in the standard phrasing to 21% in the rephrasing. Politzer and Noveck (1991) also attempted to block the T&not-F implicature by employing an event E (Roland took an exam) that logically entails two possible outcomes, O 1 (Roland failed an exam) and O 2 (Roland passed an exam). They predicted that in the judgment of hypotheses E, O 1 , and O 2 , no implicature would be drawn and thus the incidence of conjunction violations would decrease. Indeed, they obtained 29% conjunction violations in this problem, compared to 77% in the control condition (in which participants solved the Linda problem).
Dulany and Hilton (1991, Experiment 1) asked participants who had already completed the Linda problem to identify which interpretation of the bank-teller hypothesis corresponded most closely to the one they inferred. Four possible interpretations were oered: Linda is a bank teller Ð (1) and is not active, (2) and is probably active, (3) and is probably not active, and (4) whether or not she is active Ð in the feminist movement. They argued that only those participants who chose interpretation (4) and nevertheless did not follow the conjunction rule can be said to have actually violated the rule. Of 61 participants, 32 (52%) violated the conjunction rule; 16 of them chose interpretations 1±3, while 16 others selected the formal reading. Thus, by Dulany and Hilton's criterion, only 26% of the participants can be said to have violated the conjunction rule.
With few exceptions, the evidence reported so far indicates that at least some participants preserve the relevance maxim by drawing the T&not-F implicature: Estimates range from 20% to 50% of participants. In our studies, we focused on another way to preserve the relevance maxim, namely, by inferring meanings of`probability' that require the participant to assess the description of Linda. These two dierent ways of preserving the relevance maxim are not exclusive (and probably also not exhaustive). For instance, when we asked participants in Study 1 to respond to questions concerning their understanding of the bank teller hypothesis, 35% of them (6 of 17; 1 participant did not respond) indicated they had interpreted T to mean T&not-F. We also found that all participants who drew the Tnot-F implicature inferred at least one nonmathematical meaning of`probability' in the paraphrase task of Study 1.
We argue that using the conjunction rule as a content-blind norm for sound reasoning means overlooking the capacity of the human mind to draw these relevance-preserving inferences. Rather than assuming that there is a one-to-one correspondence between natural language and probability theory, we propose modeling these inferences, which are drawn under uncertainty.
HEALTH-SURVEY VERSUS LINDA PROBLEM
There is a puzzling phenomenon in the literature on the conjunction fallacy. Problems in dierent content domains elicit dierent proportions of conjunction violations. Although Tversky and Kahneman (1983) classi®ed problems by content according to whether they included`representative' or`causal' conjunctions ( for research on causal conjunctions, see e.g. Ahn and Bailenson, 1996; Fabre, Caverni and Jungermann, 1995; ThuÈ ring and Jungermann, 1990) , the representativeness explanation does not predict dierent proportions of conjunction violations for the two types of contents. The semantic-inference hypothesis oers an explanation of why the Linda problem, which includes a representative conjunction, leads to higher proportions of conjunction violations than the healthsurvey and the Boris Becker problems, which include causal conjunctions.
We argue that it is in the Linda problem where social rationality, here embodied by conversational maxims, con¯icts most with a logical reading of the problem. Unlike the Linda problem, the healthsurvey and Boris Becker problems provide hardly any individuating information about the people in question, Mr F and Boris Becker. Thus, although all three problems involve the polysemous term probability', in the health-survey and the Boris Becker problems there is little information that a mathematical interpretation of`probability' could render irrelevant. Moreover, the reference classes from which these problems are drawn, medicine and sport, may steer semantic inferences about probability' more directly toward mathematical interpretations than the Linda problem, which involves assessment of personality descriptions. These speculations based on the semantic-inference hypothesis have two testable implications. First, because mathematical interpretations of`probability' are more plausible in the health-survey and Boris Becker problems, the proportions of conjunction violations in these problems should be lower than in the Linda problem. Second, because a frequency representation should discourage nonmathematical interpretations of probability equally across problems, the semantic-inference hypothesis predicts low and comparable proportions of conjunction violations in all three problems in this representation.
We tested frequency and probability representations of the health-survey and Boris Becker problems as well as the Linda problem. Consistent with the implication above, 63% (15 out of 24) and 58% (14 out of 24) of the participants who received the probability representation of the health-survey and Boris Becker problems violated the conjunction rule, whereas 88% of the participants in the Linda problem did so (Study 2, P condition; for a similar result, see also Tversky and Kahneman, 1983, pp. 302, 305) . That is, the proportion of conjunction violations we found in the Linda problem was 25 percentage points (f 0.29) and 30 percentage points (f 0.33) higher than in the health-survey problem and Boris Becker problem, respectively. Of the participants who received the frequency representation, in contrast, 13% (3 out of 24) in the health-survey problem, 9% (2 out of 23) in the Boris Becker problem, and 13% (3 out of 23, see Study 4) in the Linda problem violated the conjunction rule.
HOW DO FREQUENCY REPRESENTATIONS IMPROVE STATISTICAL REASONING?
Most supposed cognitive illusions in probabilistic reasoning, such as base-rate neglect and the conjunction fallacy, have been demonstrated using problems represented in terms of probabilities. The conjunction fallacy is not the only cognitive illusions that is reduced, or even made to disappear, when participants are given frequency information and asked for frequency judgments instead of probability judgments. For example, Gigerenzer (1994; Gigerenzer, Horage and KleinboÈ lting, 1991) showed that the`overcon®dence bias' disappears when participants estimate the number of correct answers instead of the probability that a particular answer is correct (see also May, 1987; Sniezek and Buckley, 1993; Juslin, Olsson and Winman, 1998) . Koehler, Gibbs and Hogarth (1994) reported that the`illusion of control' (Langer, 1975) is reduced when the single-event format is replaced by a frequency format, that is, when participants judge a series of events rather than a single event. Finally, Bayesian reasoning improves in lay people (Cosmides and Tooby, 1996; Gigerenzer and Horage, 1995) and experts (Horage and Gigerenzer, 1998) when Bayesian problems are presented in natural frequencies (i.e. absolute frequencies obtained by natural sampling) rather than in a single-event probability format. Natural frequencies have also proven very eective in training people how to make conjoint and conditional probability judgments and Bayesian inferences (Sedlmeier, 1997) .
These results should not be interpreted to mean that frequency judgments are always accurate. To the extent that we succeed in modeling the mechanisms underlying frequency and probability judgments, we will be able to predict when people's frequency judgments are valid and invalid, according to certain norms, and to explain why. There already exist precise explanations for when and why frequency judgments make overcon®dence disappear and improve Bayesian reasoning. According to the theory of probabilistic mental models, judgments of con®dence in each of a series of single events (i.e. that a given answer is correct) and a judgment of the frequency of correct answers across events can dier because they refer to dierent kinds of reference classes (Gigerenzer et al., 1991) . Gigerenzer and Horage (1995) showed than when numerical information is represented by natural frequencies rather than by relative frequencies or probabilities, then Bayesian reasoning involves fewer steps of mental computation.
To these explanations we can add another. In this article we have shown that the frequency eect in research on the conjunction eect can be at least partly explained by people's social rationality. People bring to the experimental context a repertoire of assumptions concerning how people communicate with each other. These assumptions are of particular relevance in problems such as the Linda problem, which instead of calculations (as are required, for instance, in Bayesian problems) require semantic inferences about the meaning of the information provided by the experimenter. We believe that these assumptions and inferences re¯ect intelligent ways in which humans deal with uncertainty.
SOCIAL RATIONALITY
The conversational analysis of the Linda problem is one example of a situation in which adhering to social norms, here conversational maxims, is rational, although it con¯icts with classical rationality, de®ned by many researchers in psychology and economics as adherence to the laws of probability theory and logic. Elsewhere we have challenged this classical vision of human rationality (Chase, Hertwig and Gigerenzer, 1998) . The conjunction rule is neither the only rule of internal consistency used as a benchmark of sound reasoning, nor the only one to which people do not seem to measure up. Again, taking into account social rationality Ð social norms, expectations, and goals Ð helps us to understand why.
One of the basic principles of internal consistency in choice is known as Property a, which requires that if you choose x over y, you should do so independently of the other alternatives in the choice set. Are violations of Property a irrational? Not necessarily: our social values can sometimes con¯ict with this principle (Sen, 1993) . Consider Property a in the context of social politics at a dinner party. At dessert, it looks as if there are fewer pastries than there are people. By the time the dessert tray gets to you, there is only one pastry left, a chocolate eclair, and you have the choice of taking nothing (x) or taking the eclair (y). If you know that another of the guests has not yet taken a dessert, out of politeness you might choose to have nothing over having the eclair (i.e. x over y). However, if the tray had contained another pastry (z), you might well have chosen to eat that same eclair (y) over having nothing (x) . Choosing x from the choice set {x, y} and choosing y from the choice set {x, y, z} violates Property a. But it is polite, and politeness pays. Not being so could anger others and lessen the chances that they will cooperate with us in the future.
These and other examples of social rationality illustrate why we doubt that psychology can make much progress in understanding people's reasoning by focusing exclusively on syntactical systems such as probability theory and logic. This doubt is as old as experimental psychology itself. As Wilhelm Wundt (1912 Wundt ( /1973 expressed it:
At ®rst it was thought that the surest way would be to take as a foundation for the psychological analysis of the thought-processes the laws of logical thinking, as they had been laid down from the time of Aristotle by the science of logic . . . These norms . . . only apply to a small part of the thought processes. Any attempt to explain, out of these norms, thought in the psychological sense of the word can only lead to an entanglement of the real facts in a net of logical re¯ections. We can in fact say of such attempts, that measured by results they have been absolutely fruitless. They have disregarded the psychical processes themselves . . . ( pp. 148±149).
