Abstract. In this paper, we study the Ma-Trudinger-Wang (MTW) conditions for cost functions c which are of the form c = l • d, where d is a Riemannian distance function with constant sectional curvature. In this case, the MTW conditions are equivalent to some computable conditions on the function l. As a corollary, we give some new costs on Riemannian manifolds of constant negative curvature for which the MTW conditions are satisfied.
Introduction.
The problem of finding the most efficient strategy to transport one mass to another is called the problem of optimal transportation. More precisely, let μ and ν be two Borel probability measures on a manifold M and let c : M × M → R be a cost function. Let ϕ : M → M be a map which pushes μ forward to ν. Here the push forward of a measure μ by a Borel map ϕ is the measure defined by ϕ * μ(U ) = μ(ϕ −1 (U )) for all Borel sets U contained in M . The total cost of this transport strategy is given by
M c(x, ϕ(x))dμ(x).
The map which minimizes the above total cost is called the optimal map, and this minimization problem is the optimal transportation problem (see [3, 19, 2, 4, 1, 8] for various results on existence and uniqueness of optimal maps). Recently, there have been a series of breakthroughs in understanding regularity of this optimal map in a series of papers [18, 20, 21, 15, 16, 11] . The key to the whole regularity theory lies in certain conditions, introduced by Ma, Trudinger, and Wang, called the MaTrudinger-Wang (MTW) conditions [18] (see section 2 for the definitions). Very little is known about these conditions, and there are very few known examples which satisfy them [15, 12, 7, 13] .
In this paper, we consider cost functions c which are a composition of a function l with a Riemannian distance function d of constant sectional curvature. More precisely, c = l • d. The main theorems (Theorem 5.2 and 5.3) give conditions on the function l which are both necessary and sufficient for the corresponding cost c = l • d to satisfy the MTW conditions. Moreover, these conditions on the function l are computable, which is not the case for the MTW conditions in general. As a result, we find new examples on manifolds of constant sectional curvature −1 which satisfy the MTW conditions. More precisely, we have the following theorem.
• (A0) Smoothness. The cost c is C 4 smooth on the product M 1 × M 2 .
• (A1) Twist condition. For each fixed x in the set M 1 , the map y −→ −∂ x c(x, y) from the set M 2 to the cotangent space T * x M at x is injective. The above two conditions are motivated by the following result. The result also holds under weaker assumptions (see [22] ).
Theorem 2.1 (existence and uniqueness of optimal maps). Assume that the measure μ is absolutely continuous with respect to the Lebesgue measure and the cost c satisfies assumptions (A0) and (A1). Then there is a Lipschitz function f such that the map
is a solution to the above optimal transportation problem. Moreover, it is unique μ-almost everywhere.
The map α → (−∂ x c) −1 (α) which appeared in Theorem 2.1 is called the cost exponential map. More precisely, let V x be the subset of the cotangent space T * x M defined by
and let V be the corresponding bundle defined by V = x∈M1 V x .
Definition 2.2 (cost exponential map). The cost exponential map c-exp x : V x → M is defined to be the inverse of the map y → −∂ x c(x, y) (i.e., c-exp x (α) = y if and only if α = −∂ x c(x, y)). We will denote the cost exponential map by c-exp if we consider it as a map defined on the bundle V.
Example 2.3. Let M be a complete Riemannian manifold with Riemannian metric ·, · . Let x be a point on the manifold M , and let exp x be the exponential map restricted to the tangent space T x M . Let U x be the set of all velocity vectors v in the tangent space T x M at the point x such that the corresponding geodesic t ∈ [0, 1] → exp(tv) is uniquely minimizing between its endpoints. The cut locus cut(x) at the point x is the complement of the image exp x (U x ). We will denote the union of all the cut loci in M by cut(M ). More precisely, it is a subset of the product manifold
Let d be the Riemannian distance function. It is known that the cost function c = d 2 /2 is smooth outside the cut locus cut(M ). Moreover, if we identify the tangent bundle with the cotangent bundle by the Riemannian metric ·, · , then the exponential map and the cost exponential map coincide (see Lemma A.1 for a proof). Therefore, the cost d 2 /2 satisfies conditions (A0) and (A1) on any set M 1 ×M 2 which is outside the cut locus cut(M ) (i.e.,
For the regularity theory of optimal maps, we also need the cost exponential map c-exp to be smooth. More precisely, we assume the following:
x M is bijective for all pairs of points (x, y) in the set M 1 × M 2 . Next, we introduce the most important object in the regularity theory of optimal maps, the Ma-Trudinger-Wang (MTW) curvature.
Definition 2.4 (the Ma-Trudinger-Wang curvature). The MTW curvature
where γ(·) is any curve with initial velocityγ(0) = u. Finally, the main assumptions, the MTW conditions, are defined using the MTW curvature as follows:
• (A3w) Weak MTW condition. The cost c satisfies the weak MTW condition on
The cost c satisfies the strong MTW condition on M 1 × M 2 if it satisfies the weak MTW condition and, moreover, M T W x (u, α, β) = 0 only if u = 0 or β = 0. The relevance of the MTW conditions to the regularity theory of optimal maps can be found in [18, 20, 21, 15, 16, 11, 5, 17, 6] . Other variants of the MTW conditions which are related to the regularity theory of optimal maps can be found in [7, 10, 9] .
Next, we consider cost functions c on Riemannian manifolds which are a composition of the Riemannian distance function d by a smooth function l. More precisely, c(x, y) = l(d(x, y)). We end this section by stating the following theorem for which the proof will be given in the appendix. It provides simple conditions on the function l which guarantee that the conditions (A0)-(A2) are satisfied by the cost c = l • d. For the convenience of notation, we will consider l as a function defined on the whole real line R. Note that, in the theorem, we identify the tangent and the cotangent bundle of the manifold M using the given Riemannian metric. This identification will be applied throughout this paper.
Proposition 2.5. Assume that the function l is a smooth even function for which the second derivative is either positive or negative (i.e., either l >
0 or l < 0); then the cost c = l • d satisfies conditions (A0)-(A2) on each subset M 1 × M 2 outside
the cut locus cut(M ). Moreover, the cost exponential map c-exp, in this case, is given by
For the rest of this paper, we will work under the assumptions of Proposition 2.5.
The Ma-Trudinger-Wang curvature and the Jacobi map.
In this section we write the MTW curvature in terms of the Jacobi fields. To do this, let us recall the definition of the Jacobi map introduced in [13] . Let x and y be two points on the manifold M which can be connected by a unique minimizing geodesic γ(·) (i.e., γ(0) = x and γ(1) = y). Jacobi fields defined along the geodesic γ are solutions to the following Jacobi equation: 
where σ(·) is the curve defined by σ(s) = exp(
The connection between the MTW curvature and the Jacobi map J is given by the following theorem.
Theorem 3.2. The MTW curvature is given in terms of the Jacobi map J by
where h is the inverse of the function l .
Proof. Let us denote the geodesic t → exp x (tu) by γ(t), and let τ → ϕ(τ, t, s) be the constant speed geodesic starting from γ(t) and ending at σ(s) (i.e., ϕ(0, t, s) = γ(t) and ϕ(1, t, s) = σ(s)). By Lemma A.1, we get
, If we differentiate the above equation with respect to t again and apply the torsionfree condition of covariant derivative, then we have
where
). For each fixed s, the set of curves defined by τ → ϕ(τ, t, s) is a family of geodesics between γ(t) and the point σ(s). Therefore, τ → ∂ t ϕ| t=0 defines a Jacobi field. Moreover, this Jacobi field has boundary values ∂ t ϕ| t=τ =0 = u and ∂ t ϕ| t=0,τ =1 = 0. Therefore, by the definition of the Jacobi map, (3.2) becomes
Noting that ∂ τ ϕ| t=τ =0 is the initial velocity
|v+sw| (v + sw) of the geodesic between x and σ(s), it follows that d(x, σ(s)) = |h(|v + sw|)|. Since we assume that l is odd (see the comment following Proposition 2.5), (3.3) becomes
If we again apply Lemma A.1 to the term involving H, we get
If we again apply the facts that l is odd,
, and (3.6) becomes
Therefore, we can combine this with (3.4) and (3.7). This finishes the proof of the theorem.
4. The Ma-Trudinger-Wang curvature on space forms. In this section, we assume that the manifold M is a space form (i.e., a Riemannian manifold of constant sectional curvature). In this case, the Jacobi map J , and hence the MTW curvature for the cost c = l • d, can be written explicitly. To do this, let us fix a tangent vector v in the tangent space T x M at the point x. For each vector u in the same tangent space, we let u 0 and u 1 be the components of u contained in the subspace spanned by v and its orthogonal complement, respectively. Recall that h is the inverse of the function l .
Theorem 4.1. Let A and B be the functions defined by
A(z) = 1 h (z) , B(z) = ⎧ ⎪ ⎨ ⎪ ⎩ z coth(h(z)) if K = −1, z h(z) if K = 0, z cot(h(z)) if K = 1.
Then the MTW curvature is given by
Let us begin the proof by writing the formula for the Jacobi map on a space form.
Lemma 4.2. The Jacobi map J on a space form of sectional curvature K is given by
Proof of Lemma 4.2. We will give the proof only for the case K = −1. The proofs for the other two cases are similar and will be omitted. Let u 0 (τ ) and u 1 (τ ) be the parallel translation of the vectors u 0 and u 1 , respectively, along the geodesic τ → exp(τv). Let τ → J(τ ) be the Jacobi field which satisfies J(0) = u, J(1) = 0, and J(τ ) = 0. Recall that the Jacobi map J is given by
Let J 0 and J 1 be the components of J (u, exp(v)) contained in the subspace spanned by v and its orthogonal complement, respectively. Let J 0 (τ ) and J 1 (τ ) be the parallel translation of J 0 and J 1 , respectively, along the geodesic τ → exp(τv). We claim that the solution to the Jacobi equation for each tangent vector w 1 which is orthogonal to w 2 . Therefore, if we denote the geodesic exp(τv) by γ(τ ), then it follows that
This finishes the proof of the claim. Since J(1) = 0, it follows from (4.1) that
Finally, since parallel translation is a linear isomorphism, we have
Proof of Theorem 4.1. Let u 0 (s) and u 1 (s) be the components of u contained in the subspace spanned by v + sw and its orthogonal complement, respectively. It follows from Lemma 4.2 that
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If we combine this with Theorem 3.2, we get
Since the vector u is decomposed into two orthogonal components u 0 (s) and u 1 (s), we have |u| 
Finally we combine these equations with (4.3), and the result follows.
The Ma-Trudinger-Wang conditions on space forms.
In this section, we continue to investigate the MTW conditions for cost functions of the form c = l • d, where d is a Riemannian distance function of a space form. We give computable conditions on the function l which are equivalent to the MTW conditions (A3w) and (A3s).
Recall that h is the inverse of the function l . The functions A and B are defined by
Proposition 5.1. Assume that the tangent vectors u and w satisfy the orthogonality condition u, w = 0; then the MTW curvature is given by
where α, β, γ, and δ are functions defined by
Proof. Since u and w are orthogonal, we have u 0 , w 0 + u 1 , w 1 = 0. The result follows from this and Theorem 4.1.
Next, we look at the conditions on the function l which are equivalent to the MTW conditions. The situations in the two-dimensional and higher-dimensional cases are slightly different. Let us first state the result in two dimensions. 
This inequality, in turn, is equivalent to
A similar proof with all inequalities replaced by strict inequalities shows the second statement of the theorem on the condition (A3s).
When the manifold has dimension higher than two, there is an additional inequality on the function δ for the MTW condition. More precisely, we have the following theorem. 
In addition, if the above nonstrict inequalities are replaced by strict inequalities, then it is equivalent to the cost c being (A3s) on any subset M 1 × M 2 outside the cut locus cut(M ).
Proof. If we assume that both u 0 and w 0 are nonzero and set u = u1 |u0| and w = w1 |w0| , then (5.1) becomes
The orthogonality condition u, w = 0 becomes u , w = ±1.
Assume that the dimension of the manifold is greater than two. Let u be a vector contained in the subspace spanned by u and w which satisfies u , u = 0 and |u | = |u |. By the orthogonality condition u , w = ±1, we can let w = ± u |u | 2 +bu . The length |w | of w is given by |w
If we substitute this back into (5.2), then we have
The above inequality holds for all b if and only if
This, in turn, holds for all u if and only if
and the quadratic equation γ(z)x 2 +(α(z)+δ(z))x+β(z) = 0 has at most one positive root.
Finally the fact that the quadratic equation above has at most one positive root is equivalent to the condition α(z)
A similar proof with all inequalities replaced by strict inequalities shows the second statement of the theorem on condition (A3s).
Perturbations of the Euclidean distance squared. The cost |x − y|
Then the costs l ε (|x − y|) satisfy the conditions (A0)-(A2) and (A3s) on the set {(x, y) ∈ R 2n : |x − y| ≤ b} for all sufficiently small ε > 0. Proof. Since l 0 = 1, the function l ε has positive second derivative on the interval [0, b] for all small enough ε ≥ 0. It follows from Proposition 2.5 that the cost l ε (|x − y|) satisfies the conditions (A0)-(A2) on the set {(x, y) ∈ R 2n : |x − y| ≤ b} for all small enough ε. Let A ε , B ε , α ε , β ε , γ ε , δ ε , h ε be the functions A, B, α, β, γ, δ, h , respectively, defined in section 5 with the function l replaced by l ε . Note that α 0 (z) = β 0 (z) = γ 0 (z) = δ 0 (z) = 0. Therefore, if we can show that the quantities ∂ ε α ε | ε=0 , ∂ ε β ε | ε=0 , ∂ ε γ ε | ε=0 , ∂ ε δ ε | ε=0 are all negative on the interval [0, b], then we can apply Theorem 5.3 and conclude that the costs l ε (|x − y|) satisfy the strong MTW condition on the set {(x, y) ∈ R 2n : |x − y| ≤ b} for all sufficiently small ε > 0. To do this, let us first compute ∂ ε B ε (z)| ε=0 and ∂ ε B ε (z)| ε=0 . If we differentiate the identity l ε (h ε (z)) = z with respect to ε, we get If we apply (6.2) and (6.3) to the definition of the function α ε and β ε , then a calculation yields
This finishes the proof of the theorem.
Appendix. In this section, we give the proof of Proposition 2.5. Let us begin with the following known result. A proof is given for completeness.
Lemma A.1. Let x, y be a pair of points which can be connected by a unique minimizing geodesic, and let f : M → R be the function f (z) = 
