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Abstract
By [M. Golasin´ski, F. Gómez Ruiz, Polynomial and regular maps into Grassmannians,
submitted] the tangent bundle TGn,r (K) of the Grassmannian Gn,r (K) is diffeomorphic to
the manifold Idemn,r (K) of idempotent n× n matrices with rank r for K the reals, complex
numbers or quaternions. Furthermore, a regular deformation retraction of affine varieties
n,r (K) : Idemn,r (K)→ Gn,r (K)
can be described explicitly.
Given a ring R with involution a notion of a Grassmannian and its normal and tangent
bundle over R is studied. Then the above results are raised in that context provided appropriate
properties for the ring R. In particular, this holds for any C∗-algebra and a localization of some
coordinate rings.
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1. Introduction
On the ring Mn(K) of all n× n matrices there is an involution  determined
by the conjugation and transpose maps, where K is the field of real numbers R, the
field of complex C numbers or the skew-field of quaternions. By [3] the tangent
bundle TGn,r (K) of the Grassmannian Gn,r (K) is diffeomorphic to the manifold
Idemn,r (K) of all idempotent n× n matrices with rank r over K . For any idem-
potent matrix ϕ in Idemn,r (K) the matrix ϕ + ϕ − In is invertible and the matrix
ψ = ϕ(ϕ + ϕ − In)−1 is Hermitian, idempotent with ϕψ = ψ and ψϕ = ϕ. Then
there exists an explicit regular deformation retraction Idemn,r (K)→ Gn,r (K) of
affine varieties.
The paper tends to develop similar results in a wider context by replacing not
only K but even Mn(K) by any ring with involution studied in, e.g., [1]. The subject
of such rings has its roots in von Neumann’s theory of “rings of operators", that is,
algebras of operators on a Hilbert space. Algebraic geometry is another source of
those rings. Given a subset V ⊆ Rn, let VC ⊆ Cn denote its Zariski closure in the
affine space Cn. Write C[VC] for the rings of complex-valued polynomial functions
on VC. Since the subset V ⊆ Rn is dense in the variety VC, the conjugation oper-
ation in the field C determines an involution ∗ on the ring C[VC]. In Section 1 we
consider a notion of a Grassmannian G(R) and its tangent bundle TG(R) in any
such a ring R. Theorem 1.3 establishes a bijection TG(R) ∼=→ Idem(R) for any ring
R with involution under some special conditions, where Idem(R) is the set of all
idempotents in R. In particular, this holds for any C∗-algebra.
In Section 2 we study the matrix ring Mn(R) over a commutative ring R with
involution. Proposition 2.1 presents sufficient conditions for such a ring R under
which there exists a bijection TG(Mn(R))
∼=→ Idem(Mn(R)) for any n  1. Then its
application to the algebraic theory of characteristic classes for finitely generated pro-
jective modules or equivalently for idempotent matrices studied in [4,5] is discussed.
At the end, we show that some localizations of coordinate rings over complex num-
bers satisfy hypotheses of that proposition. The coordinate ring C[Sn1C × · · · × SnkC ]
of the product Sn1C × · · · × SnkC of complex spheres is the key example of those rings.
2. Algebraic Grassmannians
Let R be a ring with identity and involution ∗, i.e., ∗ : R → R is a map with
(r∗)∗ = r , (r + s)∗ = r∗ + s∗ and (rs)∗ = s∗r∗ for any r, s in R. We say that the
involution in a ring R is proper if r∗r = 0 implies r = 0 for any r in R. Other
properties of such rings are presented, e.g., in [1].
Let Mn(R) be the ring of all n× n matrices over R and M(R) = colimn1Mn(R).
Then, the involution ∗ on R can be extended to M(R) by taking ϕ = (ϕ∗)t for any
matrix ϕ in M(R), where t is the transpose map. In the sequel, we identify any
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n× n matrix ϕ with an R-endomorphism Rn → Rn of the free R-module Rn en-
dowed with the standard basis. We say that a matrix is idempotent (resp. Hermitian)
if ϕ2 = ϕ (resp. ϕ = ϕ). Of course, if an n× n matrix ϕ is idempotent, then its
image Imϕ is a projective finitely generated submodule of Rn.
Let now K be the field of real numbers R, the complex numbers C or the
skew-field of quaternions H and Gn,r (K) the Grassmannian of r-planes in Kn.
WriteGr(K) = colimn0 Gn+r,r (K),G(K) = colimr1 Gr(K), Hermn(K) = {ϕ ∈
Mn(K); ϕ = ϕ} and Herm(K) = {ϕ ∈ M(K); ϕ = ϕ}, where  is the compo-
sition of the conjugation − and transpose t maps. Then Gr(K) (resp. G(K)) can
be identified with the idempotent and Hermitian with rank r (resp. idempotent and
Hermitian) matrices in M(K). By [3] the tangent bundles are given as follows:
TGn,r (K) = {(γ, ρ) ∈ Gn,r (K)× Hermn(K); γρ + ργ = ρ},
T Gr(K)= colimn0 TGn+r,r (K)
= {(γ, ρ) ∈ Gr(K)× Herm(K); γρ + ργ = ρ}
and
TG(K) = colimr0 Gr(K) = {(γ, ρ) ∈ G(K)× Herm(K); γρ + ργ = ρ}.
Let rk(ϕ) denote the rank of a matrix ϕ and Idemn,r (K) the set of all idempotent
n× n matrices over K with rank r . Write Idem(K) (resp. Idemr (K)) for the subset
of M(K) given by all idempotent (resp. idempotent with rank r) matrices.
Proposition 2.1 [3]. The map
(K) : TG(K)→ Idem(K)
given by
(K)(γ, ρ) = γρ + γ
for (γ, ρ) in TG(K) is a well-defined homeomorphism and restricts to homeomor-
phisms
r (K) : TGr(K)→ Idemr (K)
and
n,r (K) : TGn,r (K)→ Idemn,r (K).
Observe that the normal bundles of the imbeddings Gn,r (K) ↪→ Hermn(K),
G(K) ↪→ Herm(K) and Gr(K) ↪→ Herm(K) are given as follows:
NGn,r (K) = {(γ, ρ) ∈ Gn,r (K)× Hermn(K); γρ = γργ },
NGr(K) = colimn0 NGn+r,r (K)
= {(γ, ρ) ∈ Gr(K)× Herm(K); γρ = γργ }
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and
NG(K) = colimr0 Gr(K) = {(γ, ρ) ∈ G(K)× Herm(K); γρ = γργ },
respectively. For a matrix γ in Gn,r (K), ρ′ in the tangent space TγGn,r (K) and ρ′′
in the normal one NγGn,r (K) one gets that the Euclidean inner product 〈ρ′, ρ′′〉 =
tr(ρ′ρ′′) = 0, where tr denotes the trace map. Furthermore, for matrices γ inGn,r (K)
and ρ in Hermn(K), the matrices ρ′ = γρ + ργ − 2γργ and ρ′′ = ρ − ρ′ are in
TγGn,r (K) and NγGn,r (K), respectively. Hence the decompositions:
Hermn(K) = TγGn,r (K)⊕NγGn,r (K),
Herm(K) = TγGr(K)⊕NγGr(K)
and
Herm(K) = TγG(K)⊕NγG(K)
for γ in Gn,r (K), Gr(K) and G(K), respectively are derived and consequently iso-
morphisms:
Gn,r (K)× Hermn(K)∼= TGn,r (K)⊕NGn,r (K),
Gr(K)× Herm(K)∼= TGr(K)⊕NGr(K)
and
G(K)× Herm(K)∼= TG(K)⊕NG(K)
of real vector bundles established.
Therefore, we are motivated to consider the following definitions. Given a ring R
with involution ∗, denote:
Idem(R) = {r ∈ R; r2 = r},
Herm(R) = {r ∈ R; r∗ = r},
G(R) = {r ∈ R; r2 = r, r∗ = r},
and
TG(R) = {(r, s) ∈ G(R)× Herm(R); rs + sr = s},
NG(R) = {(r, s) ∈ G(R)× Herm(R); rs = rsr}.
Call G(R) the Grassmannian, TG(R) its tangent and NG(R) normal bundle
over R. Given r in G(R) and t in Herm(R), the elements rt + tr − 2rtr and t −
rt − tr + 2rtr are in TrG(R) = {s ∈ Herm(R); rs + sr = s} and NrG(R) = {s ∈
Herm(R); rs = rsr}, respectively. For s in TrG(R) ∩NrG(R) one gets rs + sr = s
and rs = rsr and hence sr = 0. Thus (rs)∗ = sr = 0 and consequently rs = 0, and
so s = 0. Finally the assignment
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t → (rt + tr − 2rtr, t − rt − tr + 2rtr)
yields the decomposition
Herm(R) = TrG(R)⊕NrG(R)
for any element t in Herm(R) and a fixed element r in G(R).
Lemma 2.2. For an idempotent element r in a ring R with involution ∗ consider the
following properties:
(1) there exists an element s in R such that sr = r and sr∗ = s;
(2) there exists an idempotent and Hermitian element s in R such that sr = r and
rs = s;
(3) there exists an element t in R such that r∗rt = r∗.
Then (1) is equivalent to (2) and (3) implies (2).
If the involution ∗ in R is proper, then there exists at most one element s in R
satisfying (1).
Proof. (1)⇒ (2). In fact,
s∗ = rs∗ = srs∗ = ss∗,
so s∗ = s and the element s is Hermitian. But s = s∗ = rs∗ = rs, so s2 = srs =
rs = s and the element s is idempotent as well.
(2)⇒ (1). It follows from (2) that s = s∗ = s∗r∗ = sr∗.
(3)⇒ (2). Take s = rt then
rs = r2t = rt = s,
sr = rtr = (t∗r∗r)tr = t∗(r∗r)tr = t∗(r∗rt)r = t∗r∗r = r
and
s∗ = t∗r∗ = t∗(r∗rt) = (t∗r∗r)t = rt = s
i.e., s is Hermitian. Moreover s2 = (rt)(rt) = (rtr)t = rt = s, so s is idempotent
as well.
Suppose now that elements s1 and s2 satisfy the property (1). If s = s1 − s2, then
sr = 0 and sr∗ = s. Therefore ss∗ = s(rs∗) = (sr)s∗ = 0 and consequently s = 0
since the involution ∗ in R is proper. 
We now are in a position to state the following.
Theorem 2.3. The map
(R) : TG(R)→ Idem(R)
given by
(R)(r, s) = rs + r
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is well defined and it is injective provided R is a proper ring with involution ∗. If the
ring R satisfies the property (2) of Lemma 2.2, then the map (R) is surjective.
Proof. Given (r, s) in TG(R) one gets rs + sr = s and r2 = r so rsr + sr = sr
and consequently rsr = 0. Therefore (rs + r)2 = rsrs + rsr + r2s + r2 = rs + r .
Let now R be a proper ring with involution and suppose(r, s) = (r ′, s′). Then
rs + r = r ′s′ + r ′ and consequently r = rsr + r2 = r ′s′r + r ′r .
Then r ′r = r ′s′r + r ′r , so r ′s′r = 0 and finally r = r ′r .
Similarly we show that
r ′ = rr ′
and Lemma 2.2 shows that r = r ′.
Therefore we have
rs = rs′
and so
sr = s∗r∗ = s′∗r∗ = s′r.
Hence
s = rs + sr = rs′ + s′r = s′.
Suppose now that the involution ∗ in R is proper and for each idempotent element
r there exists an idempotent and Hermitian element s with sr = r and rs = s. Then
(r + r∗ − 2s)∗ = r∗ + r − 2s and s(r + r∗ − 2s)+ (r + r∗ − 2s)s = r + r∗ − 2s.
Consequently, the map (R) : Idem(R)→ TG(R) given by
(R)(r) = (s, r + r∗ − 2s)
for r in idem(R) is a well defined inverse to (R). 
Remark 2.4. Let r be an idempotent element in a ring R with identity and involu-
tion ∗. Then:
(1) r∗(r + r∗ − 1) = r∗r;
(2) if r + r∗ − 1 is invertible, then the element s = r(r + r∗ − 1)−1 satisfies the
property (2) of Lemma 2.2.
Example 2.5. (1) By [3, Lemma 1.1], given an idempotent n× n matrix ϕ over
K being the field of complex numbers or the skew-field of quaternions the matrix
ϕ + ϕ¯t − In is invertible, where In is the identity n× nmatrix overK . Consequently,
for any matrix ϕ in Idem(K) there exists a unique Hermitian and idempotent matrix
ψ in Idem(K) with ψϕ = ϕ and ϕψ = ψ .
(2) The involution on a C∗-algebra R is obviously proper. Moreover, by the Gelf-
and–Naimark Theorem [2, Theorem 2.6.1] there exists a Hilbert space H such that
R is ∗-isomorphic to a closed ∗-subalgebra of the C∗-algebra B(H) of all bounded
linear operators on H. Therefore, given an idempotent element r in R there is
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a bounded idempotent linear operator r :H→H and the orthogonal decompo-
sition H =H′ ⊕H′⊥ with the closed subspace H′ = Im r. Then the operator r is
determined by the following four operators: r|H′ = idH′ :H′ →H′, r|H′⊥ = r′ :
H′⊥ →H′, r|H′ = 0 :H′ →H′⊥ and r|H′⊥ = 0 :H′⊥ →H′⊥. Consequently,
we may write
r =
(
idH′ r′
0 0
)
.
Observe that the adjoint operator of r is given by
r∗ =
(
idH′ 0
r′∗ 0
)
.
Hence
r + r∗ − idH =
(
idH′ r′
r′∗ −idH′⊥
)
.
But the operators(
idH′ 0
−r′∗ idH′⊥
)
and
(
idH′ −r′
0 idH′⊥
)
on the Hilbert space H are invertible and(
idH′ 0
−r′∗ idH′⊥
)(
idH′ r′
r′∗ −id⊥
H′
)(
idH′ −r′
0 id⊥
H′
)
=
(
idH′ 0
0 −(idH′⊥ + r′∗r′)
)
.
By [2, Proposition 1.6.1] the spectrum of r′∗r′ is nonnegative and hence the operator
idH′⊥ + r′∗r′ on the space H′⊥ is invertible. Finally, the operator r + r∗ − idH is
invertible and by the Gelfand–Naimark Theorem the element r + r∗ − 1 is invertible
in the C∗-algebra R.
Suppose now that on the ring R with involution ∗ there is a rank map
rk : R −→ N
to the natural numbers N such that rk(rs)  rk(r) for any elements r, s in R. Given
a positive integer n, define:
Idemn(R) = {r ∈ R; r2 = r, rk(r) = n},
Gn(R) = {r ∈ R; r2 = r, r∗ = r, rk(r) = n}
and
TGn(R) = {(r, s) ∈ Gn(R)× R; s∗ = s, rs + sr = s}.
Then, for any pair (r, s) in TGn(R) one gets (rs + r)2 = rs + r and (rs + r)r = r .
Hence rk(r) = rk((rs + r)r)  rk(rs + r) = rk((r(s + 1))  rk(r) and so rk(rs +
r) = rk(r).
168 M. Golasin´ski, F.G. Ruiz / Linear Algebra and its Applications 355 (2002) 161–172
For elements r, s in R with sr = r and rs = s one gets rk(r) = rk(s). Conse-
quently, the maps
n(R) : TGn(R)→ Idemn(R)
given by n(R)(r, s) = rs + r and
n(R) : Idemn(R)→ TGn(R)
given by n(R)(r) = (s, r + r∗ − 2s) are well defined, provided that for any r in
Idemn(R) there exists a unique idempotent and Hermitian element s inR with sr = r
and rs = s.
Observe that the map
(R) : Idem(R)→ G(R)
given by (R)(r) = s is a retraction, where for r in Idem(R), s is the unique idem-
potent and Hermitian element of R with sr = r and rs = s. In particular, (R)(r) =
r(r + r∗ − 1)−1 provided that Remark 1.4(2) holds for the ring R. Thus we derive
Corollary 2.6. Let R be a ring with proper involution ∗, a rank map and satisfying
property (2) of Lemma 2.2. Then:
(1) The bijection
(R) : TG(R) ∼=→ Idem(R)
restricts to a bijection
n(R) : TGn(R)
∼=→ Idemn(R);
(2) The retraction
(R) : Idem(R)→ G(R)
restricts also to a retraction
n(R) : Idemn(R)→ Gn(R)
for any n  1.
3. Grassmannians over matrix rings
For a commutative ring R with involution ∗, consider the following two proper-
ties:
(i)
m∑
j=1
rj r
∗
j = 0 implies r1 = · · · = rm = 0 for r1, . . . , rm ∈ R;
(ii)
m∑
j=1
rj r
∗
j ∈ m implies r1, . . . , rm ∈ m
for any maximal ideal m ⊆ R and r1, . . . , rm ∈ R.
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Observe that the property (i) is equivalent to the requirement that the inherited
involution  on the ring M(R) is proper. It is obvious that (ii) implies (i) provided
that the Jacobson radical of R is trivial.
Let now ϕ be an m× n matrix over R or equivalently an R-map ϕ : Rn → Rm.
For a prime ideal p in R, let Rp denote the localization of R with respect to p and
k(p) the corresponding residue field of Rp. Denote by ϕp and ϕk(p) the correspond-
ing matrices over Rp and k(p), respectively, or equivalently the maps ϕp : Rnp →
Rmp and ϕk(p) : k(p)n → k(p)m, respectively. Then (ϕψ)p = ϕpψp and (ϕψ)k(p) =
ϕk(p)ψk(p) for any m× n and n× l matrices ϕ and ψ over R, respectively. Further-
more, there exists a canonical isomorphism Imϕp
∼=→(Imϕ)p for any prime ideal p in
R and an R-map ϕ : Rn → Rm. If an n× n matrix ϕ is idempotent then also ϕp and
ϕk(p) are idempotent and consequently there exist decompositions:
Rn = kerϕ ⊕ Imϕ,
Rnp = Kerϕp ⊕ Imϕp and k(p)n = Kerϕk(p) ⊕ Imϕk(p).
Because Kerϕp and Imϕp are free Rp-modules over the local ring Rp, we get
n = dim(Kerϕp)+ dim(Imϕp).
But
rk(ϕk(p))  dim(Imϕp)
and
dim(Kerϕk(p)) = rk(idR − ϕ)k(p)  dim(idR − ϕ)p = dim(Kerϕp).
Then one obtains
dim(Imϕp) = rk(ϕk(p))
for any idempotent n× n matrix ϕ.
It is also clear that for any idempotent matrix ϕ we have a canonical isomorphism
of vector spaces
k(p)⊗Rp Imϕp
∼=→ Imϕk(p).
Furthermore observe that if p is a prime (resp. maximal) ideal in a ring R with
involution ∗ then the ideal p∗ is again prime (resp. maximal). Thus, for a matrix
ϕ, one can consider the matrices ϕk(p) and ϕk(p∗) and so the ranks rk(ϕk(p)) and
rk(ϕk(p∗)) as well. Finally, we may state
Proposition 3.1. Let R be a commutative ring with involution ∗ satisfying proper-
ties (i), (ii) and such that rk(ϕk(m)) = rk(ϕk(m∗)) for any maximal ideal m in R and
an idempotent matrix ϕ over R. Then Im(ϕ∗)tϕ = Im(ϕ∗)t for any idempotent n× n
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matrix ϕ. In particular, for an idempotent matrix ϕ there exists a unique Hermitian
and idempotent matrix ψ such that ψϕ = ϕ and ϕψ = ψ. Therefore for such a ring
R the maps (Mn(R)) and (Mn(R)) are inverse one to each other.
Proof. Of course Im(ϕ∗)tϕ ⊆ Im(ϕ∗)t, hence Im(ϕ∗)tϕ = Im(ϕ∗)t if and only if
(Im(ϕ∗)tϕ)m = Im((ϕ∗)tmϕm) = (Im(ϕ∗)t)m = Im((ϕ∗)t)m as modules over the lo-
calization Rm of the ring R with respect to all its maximal ideals m.
Observe first that the canonical map
((ϕ∗)t)m : Imϕm → Im((ϕ∗)t)mϕm
is an isomorphism. In fact, if ((ϕ∗)t)mϕm( vs ) = 0 for some v ∈ Rn and s /∈ m, then
s′∗s′(v∗)t((ϕ∗)t)ϕv = 0 for some s′ /∈ m. Hence (s′∗v∗)t((ϕ∗)t)ϕs′v = 0 and so
((ϕs′v)∗)t(ϕs′v) = 0. Then the property (i) implies that ϕs′v = 0 or equivalently
ϕm(
v
s
) = 0.
The property (ii) implies that the map
((ϕ∗)t)k(m) : Im(ϕk(m))→ Im((ϕ∗)tϕ)k(m) = Im(((ϕ∗)t)k(m)ϕk(m))
is an isomorphism. Then, using the hypothesis, we have
dim Im((ϕ∗)t)m = rkϕ∗k(m∗) = rkϕk(m) = dim Im(((ϕ∗)t)mϕm).
Therefore
Im(((ϕ∗)t)k(m)ϕk(m)) = Im((ϕ∗)t)k(m).
But Im((ϕ∗)t)mϕm is a free submodule of the free module Im((ϕ∗)t)m and both have
the same dimension.
Consider now the commutative diagram of vector space homomorphisms
k(m)⊗Rm Im(((ϕ∗)t)mϕm) −→ k(m)⊗Rm Im ((ϕ∗)t)m
↓ ↓
Im(((ϕ∗)t)k(m)ϕk(m)) = Im((ϕ∗)t)k(m).
All vector spaces above have the same dimension, the first vertical map is surjec-
tive and the second one is an isomorphism. Therefore all maps in this diagram are
isomorphisms.
Finally, the Nakayama Lemma implies that
Im(((ϕ∗)t)mϕm) = Im((ϕ∗)t)m
for any maximal ideal in R. Hence Imϕ∗tϕ = Imϕ∗t or equivalently there exists an
n× n matrix α with ϕ∗tϕα = ϕ∗t. Then, in the light of Lemma 2.2 there exists a
Hermitian and idempotent matrix ψ with ψϕ = ϕ and ϕψ = ψ .
Let ψ1, ψ2 be matrices satisfying these properties and ψ = ψ1 − ψ2. Then ψϕ =
0 and ψ(ϕ∗)t = ψ . Therefore
ψ(ψ∗)t = ψ(ϕ(ψ∗)t) = (ψϕ)(ψ∗)t = 0
and property (i) implies ψ = 0 and the proof is complete. 
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Recall that a ring R is said to be connected if its prime spectrum is a connected
topological space or equivalently if R does not have idempotent elements other than
0 or 1. Of course any integral domain is connected.
Remark 3.2. (1) The hypothesis that rk(ϕk(m)) = rk (ϕk(m∗)) for any maximal ideal
m of the ring R with involution ∗ and any idempotent matrix ϕ is satisfied provided
that R is connected.
(2) If ψ is the Hermitian and idempotent matrix over R associated with an idem-
potent matrix ϕ in the light of Proposition 3.1, then Imϕ = Imψ . Consequently the
matrices ϕ and ψ determine the same element in the Grothendieck group K0(R).
(3) For matrices ϕ,ψ in Idem(M(R)), define ϕ ≡ ψ if and only if αβ = ϕ and
βα = ψ for some matrices α, β in M(R). To show the transistivity of ≡ suppose
that also γ δ = ψ and δγ = , where  is in Idem(M(R)) and δ, γ in M(R). Then
αγ δβ = ϕ and δβαγ = . In virtue of this proposition we can always take (modulo
the relation ≡) the idempotent matrix ϕ being also Hermitian.
To apply this to the algebraic theory of characteristic classes for finitely gen-
erated projective modules or equivalently for idempotent matrices studied in [4,5]
take a graded differential algebra (, d) with 0 = R. The kth characteristic co-
efficient ck(ϕ) = ck(ϕ(dϕ)2), i.e., the homogeneous component with degree 2k of
det(ϕ(dϕ)2 + In) = 1 + c1(ϕ(dϕ)2)+ · · · + cn(ϕ(dϕ)2) satisfies d(ck(ϕ)) = 0 and
the corresponding cohomology class depends only on the equivalence class of ϕ
with respect to the relation ≡. If ϕ is also Hermitian, then ck(ϕ)∗ = (−1)kck(ϕ). In
particular, ck(ϕ) = 0 for odd k provided that ∗ is the identity.
Recall that a real (resp. complex) vector bundle ϕ over a differentiable manifold
M can be identified via Swan’s Theorem with a finitely generated projective module
over the ring R of real (resp. complex) smooth functions on M . Then (1/(2)k)ck(ϕ)
represents the k/2th Pontrjagin class of ϕ for the de Rham algebra ((M), d) pro-
vided that k is even. On the other hand, (1/(−2i)k)ck(ϕ) represents the kth Chern
class of a complex bundle ϕ.
Lastly, we show that rings with properties (i) and (ii) appear in algebraic geometry.
Let R and C be the fields of real and complex numbers, respectively. Given a subset
V ⊆ Rn, let VC ⊆ Cn denote its Zariski closure in the affine space Cn. Write C[VC]
for the ring of complex-valued polynomial functions on VC. Since the subset V ⊆
Rn is dense in the variety VC, the conjugation operation in the field C determines an
involution ∗ on the ring C[VC] by conjugating coefficients of any polynomial func-
tion in C[VC]. Observe that the subset S ⊆ C[VC] given by all sums ∑mj=1 fjf ∗j
with f1, . . . , fm having no common zeros in V is a multiplicative system and the
localization S−1C[VC] inherits an involution from the ring C[VC]. Moreover one
gets:
Proposition 3.3. If a subset V ⊆ Rn is compact, then the localization S−1C[VC]
of the ring C[VC] satisfies the properties (i) and (ii).
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Proof. (i) If ∑mj=1 fjf ∗j = 0, then we can assume that f1, . . . , fm are in the ring
C[VC]. Write the same notations for their restrictions to V. Then fjf ∗j = f ′2j + f ′′2j
for some real polynomials f ′j , f ′′j being the real and imaginary part of fj , respectively
with j = 1, . . . , m. But V ⊆ Rn is dense in VC and consequently fj = 0 for all
j = 1, . . . , m.
(ii) First we show that for a given maximal ideal m in the ring S−1C[VC] there
exists a point x0 in V such that f (x0) = 0 for any element f in m. Suppose that
for any point x in V there is an element fx in m with fx(x) = 0. Because of the
involution in the ring S−1C[VC], we can assume that fx is a nonnegative real-val-
ued polynomial map. From compactness of V there are points x1, . . . , xn in V such
that the real-valued polynomial map f = fx1 + · · · + fxn is strictly positive on V.
Thus the map f 2 is in the multiplicative system S and consequentlym = S−1C[VC].
Therefore the maximal ideal m is determined by all elements in the ring S−1C[VC]
vanishing at a point x0 in V.
Let now
∑m
j=1 fjf ∗j be in m. Then, as above, fj (x0)f ∗j (x0) = 0 and finally fj is
in the maximal ideal m for j = 1, . . . , m. 
Write SnK for the n-sphere {(x0, . . . , xn) ∈ Kn+1; x20 + · · · + x2n = 1}, where
K is the field of real R or complex numbers C. Then the coordinate ring K[Sn1K ×· · · × SnkK ] = K[Sn1K ] ⊗K · · · ⊗K K[SnkK ] of the product Sn1K × · · · × SnkK of spheres
is isomorphic to the quotient ring
K[X01, . . . , Xn11, . . . , X0k, . . . , Xnkk]
/(X201 + · · · +X2n11 − 1, . . . , X20k + · · · +X2nkk − 1).
If a complex polynomial F = F ′ + iF ′′ in C[X0, . . . , Xn] vanishes on the prod-
uct Sn1R × · · · × SnkR of spheres, then the real polynomials F ′ and F ′′ vanish on this
product as well. By means of [3, Proposition 1.4] polynomials F ′ and F ′′ are in
the ideal (X201 + · · · +X2n11 − 1, . . . , X20k + · · · +X2nkk − 1) of the ring R[X01, . . . ,
Xn11, . . . , X0k, . . . , Xnkk].Hence,F isintheideal(X201 + · · · +X2n11 − 1, . . . , X20k +
· · · +X2nkk − 1) of the ring C[X01, . . . , Xn11, . . . , X0k, . . . , Xnkk]. Consequently,
the product Sn1C × · · · × SnkC is the Zariski closure of the product Sn1R × · · · × SnkR
in the affine space Cn1+···+nk+k and all the hypotheses of Proposition 3.3 are satisfied.
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