Cauchy codes are a class of maximum distance separable codes that include Reed-Solomon codes, singly-and doubly-extended Reed-Solomon codes, and reversible BCH over GF(2m) of length 2" + 1. The decoding problem for Cauchy codes is studied by using an analogue of the classical theory of apolarity of binary forms, and Berlekamp's decoding algorithm for Reed-Solomon codes is extended to Cauchy codes. The covering radius of a Cauchy code over GF(q) of length n and minimum distance d is shown to be either d -2 or d -1, and the exact value is determined unless n = q + 1 and q/2 + 3 < d < q. If n = q + 1 and d = q is even, the covering radius is q -1, and the determination of all cosets with leaders of weight q -1 is equivalent to the determination of all ovals with q + 2 points in the projective plane.
Introduction
In this paper we study the decoding of Cauchy codes and determine the covering radius for most of these codes. Cauchy codes are a class of maximum distance separable codes which have been introduced in [8] and include generalized Reed-Solomon codes [7] and generalized doubly-extended ReedSolomon codes [21, 17, 19] .
In Section 2 we formulate the decoding problem for Cauchy codes in terms of binary forms. In Section 3 we develop an analogue of the classical theory of apolarity of binary forms [ll, ch .XI] which provides the algebraic background for our discussion of the decoding problem. The results of this section are then applied to Cauchy codes in Section 4.
We present a general decoding algorithm for Cauchy codes which decodes up to the packing radius of the code and is based on Berlekamp [20] and [4] .
Furthermore, our algorithm always produces a candidate for the error locator polynomial of degree less than or equal to the packing radius of the code, and thus avoids one failure mode of Berlekamp's algorithm.
Finally, we prove that the covering radius of a Cauchy code over GF(q) of length II and minimum distance d is either d -1 or d -2, and we determine the exact value unless n=q+l and q/2+3<d<q. If n=q+l and d=q is even, the covering radius is d -1 and the determination of all deep holes of the sphere packing in Hamming space defined by the code is equivalent to the determination of all ovals with q + 2 points in the projective plane, which is known to be a difficult problem of finite geometry [12, sec. 8.41.
Syndromes of Cauchy codes
We first introduce some notation.
Let K be a field. Let K* = K \ (0) denote the group of nonzero elements of K, let Z? = K U (00) denote the projective line over K, and let K[X, YIK denote the vector space of binary forms over K of degree K.
For P E K[X, YIK, P = Cr=,, u~X~Y~-~, we set P(z): = P(z, 1) if z E K, and P(z): = P(l, 0) if z = 03.
We next recall the definition of a Cauchy code from [8] . Our general reference for coding terminology is [ 151. 3. An analogue of the theory of apolarity of binary forms
In the classical theory of invariants of binary forms with coefficients in the complex numbers, the concept of apolarity can be used to solve the following problem:
Given a binary form P = CTzo u~X~Y~-~, find the minimum number Y such that P can be written as a sum of Y Kth powers of linear forms ("Waring's problem for binary forms").
A first step to the solution of this problem is the following result.
The binary form P is the sum of p or fewer Kth powers of linear forms if and only if there exists a binary form Q = C&o bjX'Y"-' without repeated roots in c such that the apolar covariant {P, Q} vanishes. Written out, {P, Q} = 0 says that J$, (-l)P-juj+,bM_j/(j: ;) = 0 for i = 0, 1, . . . , K -p.
See, e.g., [ll, p. 2131, [14, p. 601, and [13] . In this section, we study an analogue of the theory of apolarity of binary forms where the ground field K is arbitrary and powers of linear forms are replaced by scalar multiples of the geometric series (z), z E K. If K has characteristic 2 and K = 2' -1 for some e 2 0, the analogue is very similar to the theory of apolarity because in that case the binomial coefficients (T), 0 c i 6 K, are all equal to 1 and, for every z E K, (z ) is the power of a linear form. Proof. Let P = c;=O a,X'Yr-t. For ,u S K, these exists a nonzero form Q of degree p with {P, Q} =0 if and only if the matrix (ai+j;O~i6K-,u,0~j~u) has rank at most p. Hence, in case (i), there always exists a nonzero form Q of degree t with {P, Q} = 0, and Lemma 4 implies the result. In case (ii), the matrix (ai+;; 0 s i < t -1,0 =%j s t + 1) has rank t because c(P) # 0. q Let F be the algebraic closure of K, and let Gal(F/K) be the Galois group of F over K. Then a modification of Problem 1 is the following problem. In Theorem 3 we shall describe an algorithm that computes a Gal(F/K)-invariant solution of Problem 2. As a preparation, we next show how a Gal(F/K)-invariant representation can be specified by two binary forms over K. 2. Set r+O. 3. Set 6 + C,'=o AiS,_i. Zf 6 = 0 go to 9.
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Set T(Y)+A(Y) -sYB(Y) and V(Y)tQ(Y) -&D(Y). Zf 2y s r set B(Y) t F'A(Y), D(Y) t 6-'YQ(Y), y+r+l-_y, A(Y)+T(Y), Q(Y)+V(Y), andgo to 10. Set A(Y)+T(Y) and Q(Y)tV(Y). Set B(Y)+YZ?(Y) and D(Y)tYD(Y). Setr+r+l.
Zf r s K go to 3. stop.
Setj+r, p+~+l-j, and Q(Y)+Y%(Y)+6A(Y).
If r 2 K go to 18.
Setrtr+l.
Set 6 t CT=,, A,s,__~ and Q(Y) +-Q(Y) + (6 -52,_,)y'-'A(Y). Go to 14. Set Y t Y + ,u and A(Y) t YPA( Y). stop. In the algorithm, A(Y) = Ciao AiYi and Q(Y) = Ciao QiY' are polynomials in the variable Y, and Y is a natural number, B(Y), D(Y), T(Y), and V(Y) are auxiliary polynomials, and r counts the iterations. When the algorithm stops, A(X, Y) = X"A(Y/X) and Q(X, Y) = Xv-'Q(Y/X).
Remark 1. The core of this algorithm is Berlekamp's algorithm [2, p. 1801 for the decoding of Reed-Solomon codes which consists of the Steps l-4 and 6-12. Our notation is close to that in [5] . In the first case, we assume that, for r = 0, . . . , K, 6(') = 0 or r -v(r -1) < t. The packing radius of the code C is the greatest integer radius such that the spheres around the codewords are disjoint, and is equal to t = ](d -1)/2]. The following theorem extends Berlekamp's decoding algorithm for Reed-Solomon codes to general Cauchy codes, e.g. doubly-extended Reed-Solomon codes. 
Set B(Y) + YR(Y) and D(Y) + YD(Y).
11. Set r +r + 1.
12. If r s K go to 2. All the decoding algorithms discussed so far decode only up to the packing radius of the Cauchy code and announce a decoding failure outside. The covering radius of the code is the least integer radius such that the spheres around the codewords cover the whole space, and specifies the maximum number of errors that a complete decoder has to correct. For a Cauchy code, the covering radius is equal to the greatest possible length of a solution of Problem 1, and hence equal Proof. By [6, Proposition 21 , the covering radius of a maximum distance separable code is less than its minimum distance, which proves pL G d -1. Since L is properly contained in K, it can be mapped into K by some linear fractional transformation.
By In case that L = R, the determination of the covering radius is more difficult, and we shall not give a complete answer. To state our results we introduce the following notation. Remark 4. If q is odd, there exist no ovals with q + 2 points in PG(2, q). If q is even, every oval in PG(2, q) consists of q + 2 points and can be brought into the form of Theorem 7 by a projective transformation (compare [12, p. 1631 ). Therefore, the determination of all syndromes S E K[X, Y],_, with p&S) = q -1 is equivalent to the determination of all ovals in PG(2, q), q even. In addition to the regular ovals that arise from tonics, there also exist irregular ovals for q = 16, 32, and q 3 128. According to [16, p. 2781 , it is unlikely that the determination of all ovals in PG(2, q), q even, will be completed in the near future. For small values of q, we refer to [12, p. 174 
