Abstract. We introduce the concept of weak-localization for generalized frames and use this concept to define a class of weakly localized operators. This class contains many important operators, including: Short Time Fourier Transform multipliers, Calderon-Toeplitz operators, Toeplitz operators on various functions spaces, Anti-Wick operators, and many others. In this paper, we study the boundedness and compactness of weakly localized operators. In particular, we provide a characterization of compactness for weakly localized operators in terms of the behavior of their Berezin transform.
Introduction and Preliminaries
The main goal of this paper is to develop a general setting in which boundedness and compactness of a large class of operators can be determined by their behavior on a very restricted special class of elements in the underlying Hilbert space. The usual setting for this type of questions are the classical function spaces of Bergman type. It is well known that in these spaces the boundedness and compactness of a wide variety of Hankel and Toeplitz operators can be determined solely in terms of their behavior on the reproducing kernels [1, 6, 10, 19-22, 27, 30] . In this paper, we show that results of this kind are not special to Bergman type spaces nor to Toeplitz and Hankel operators. It turns out that such results hold in a much greater generality. Indeed, our only requirement for the underlying Hilbert space is to possess a generalized weakly localized frame whose members are indexed by some locally compact Hausdorff group and whose topology is second countable. We show that on such spaces the norm and the essential norm of any operator which is localized in a certain sense is very much determined by the behavior of the operator on the elements of the generalized frame.
1.1. Frame families. As mentioned above, we assume that the underlying Hilbert space H possesses a generalized frame indexed by a locally compact Hausdorff group G whose topology is second countable (or equivalently first countable and σ-compact). Under these assumptions, by a theorem of Struble [28] , there exists a metric d on G which is left-invariant (d(zx, zy) = d(x, y) for all x, y, z ∈ G), proper, and generates the topology of G. Here by proper we just mean that all the closed balls (with respect to the metric d) are compact. Since all of the left-invariant Haar measures on G are multiples of each other, we will pick and fix one of them and denote it by λ. Finally, we will assume that this measure λ is doubling, i.e., there exists a constant c > 1, so that, for all x ∈ G and r > 0, we have λ(D(x, 2r)) ≤ cλ(D(x, r)). Definition 1.1. Let {f x } x∈G be a family of vectors in a Hilbert space H. We say that {f x } x∈G forms a frame family if the following two properties hold (i) the mapping x → f x is continuous (and hence measurable), (ii) there exist constants c, C > 0 such that for every f ∈ H the following inequalities hold c f 2
Remark 1.2. Most often only weak measurability is required in (i). We impose a stronger condition just to make sure that Lemma 4.1 below holds. In all other places weak measurability is sufficient. This slightly stronger assumption doesn't exclude any of the important examples of frame families.
Notice that for G = Z this definition reduces to the usual definition of frames. As in the classical case we will say that the frame family is a Parseval frame family if c = C = 1. If only the right side of the frame inequality holds then we will say that {f x } x∈G forms a Bessel family.
For a given frame family {f x } x∈G , as usual, we can define the analysis and synthesis operators, and use them to define the frame operator and the dual frame family which we will denote by {f x } x∈G . It is easy to see that in case of Parseval frame families its dual frame family coincides with the original one, i.e., f x =f x .
We will say that the frame family {f x } x∈G is bounded if sup x∈G f x < ∞. Clearly, the frame family {f x } x∈G is bounded if and only if the dual frame family {f x } x∈G is bounded.
Any Hilbert space H equipped with a frame family {f x } x∈G can be embedded into L 2 (G) as a closed subspace with equivalent norm in the following natural way (here and elsewhere L 2 (G) is assumed to be equipped with the left Haar measure λ). To any f ∈ H we associate
This is clearly an embedding. The frame family condition implies that the norms on L 2 (G) and H are equivalent, and in the case of Parseval frame families they are equal. In the later case the orthogonal projection is given by the formula
Our continuity assumption on x → f x also implies that for any f ∈ H the function F (x) = f,f x is continuous. In the case of a bounded frame family we moreover have that such a function F is in C 0 (G).
1.2.
Weakly localized frames. Let F = {f x } x∈G and G = {g x } x∈G be two families of vectors in H indexed by the group G.
The pair (F , G) is said to be localized (or
for all x, y ∈ G. This concept was essentially introduced by Gröchenig [14] for special (but important) class of functions a. In the general form as above it was studied by Balan et al [2, 3] and Futamura [12] . In this paper we introduce a slightly weaker notion which allows us to treat yet another important function space, the Bergman space. Definition 1.3. Given a positive measurable function p : G → (0, ∞) we say that the pair (F , G) is p-weakly localized if
and
Notice that this definition is symmetric in the sense that (F , G) is p-weakly localized if and only if (G, F ) is p-weakly localized. We will say that a frame family {f x } x∈G is p-weakly localized if the pair (F, F ) is p-weakly localized, whereF = {f x } x∈G is the dual frame family of F .
The term localized is related to the equalities (1.2). To measure this localization more precisely we use the following function ρ(ǫ) := inf R > 0 :
(1.3) Clearly, if the pair (F , G) is p-weakly localized, then ρ is a decreasing function such that ρ(ǫ) < ∞ for all ǫ > 0. We are mostly interested in the behavior of this function near 0, i.e., when ǫ > 0 is small. For well localized frames ρ(ǫ) decays faster as ǫ grows away from 0. We will use this function to estimate the norm and the essential norm of weakly localized operators.
1.3.
Weakly localized operators. Let T : H → H be a linear operator. We will say that the operator T is p-weakly localized with respect to the pair (F , G) if the pair (T , G) is p-weakly localized, where T = {T f x } x∈G . Notice that p-weak localization with respect to (F , G) is in general different from p-weak localization with respect to (G, F ). In Section 2 we will prove that the class of p-weak localized operators forms an algebra which can be viewed as an analog of the result of Futamura [12] in a more general situation.
The most important subclass of the class of p-weakly localized operators is the class of so called multipliers [4, 5] . They are defined in the following way. Let F = {f x } x∈G and G = {g x } x∈G be two Bessel families in H such that the pair (F , G) is p-weakly localized. For every u ∈ L ∞ (G) let T u : H → H be the linear operator defined by
For obvious reasons, we will call all such operators multiplier operators or just multipliers. This class includes Short Time Fourier Transform (STFT) multipliers, Toeplitz operators on various functions spaces, and many others (more details are given in Section 5). The results in this paper provide norm and essential norm estimates for general p-weakly localized operators. In particular, we give a characterization of compactness for p-weakly localized operators solely in terms of their behavior on the frame family F and/or its dual. The techniques that we use are in essence similar to the ones used in [20] . However, in this level of generality our results show that the results that were seemingly very much special to the class of Toeplitz operators acting on Bergman-type spaces can actually be extended to a much bigger class of seemingly unrelated operators. The paper is organized as follows. In the next section we give some simple preliminary results regarding the class of p-weakly localized operators. The main results are proved in Sections 3 and 4. In the last section we give some concrete examples where our results can be applied.
We estimate each of the last two integrals separately. For the first integral, notice first that for every x ∈ D(y, R/2) we have
Since the pair (F 2 , G 2 ) is weakly localized, we have that C 1 (r) → 0 as r → ∞. Therefore,
The other integral is even easier to estimate. Indeed,
where similarly as before
For a given frame family {f x } x∈G , as mentioned above, it was essentially proved in [12] that the collection of all L 1 localized operators with respect to (F , F ) forms an algebra. We prove that a similar result holds for p-weakly localized operators. Proposition 2.2. Let p : G → (0, ∞) be a positive measurable function and let {f x } x∈G be a p-weakly localized frame family in H. Let L be the collection of all p-weakly localized operators with respect to (F, F ). Then L forms an algebra. Moreover, if F is a Parseval frame family, then L is a * -algebra.
Proof. It is easy to see that L is closed under addition and scalar multiplication. Let A, B ∈ L. Using the expansion formula for frame families we obtain
Therefore, by Lemma 2.1 we obtain that AB ∈ L.
The next proposition shows that every multiplier operator is p-weakly localized.
Proposition 2.3. Let F = {f x } x∈G and G = {g x } x∈G be two Bessel families in H such that the pair (F , G) is p-weakly localized. Then for every u ∈ L ∞ (G), the multiplier operator T u is p-weakly localized with respect to (F , G).
Proof. First, notice that since F and G are Bessel families, the operator T u is well defined for all u ∈ L ∞ (G). We need to prove that the pair (T , G) is weakly localized, where as before T = {T f x } x∈G . This is a simple consequence of Lemma 2.1 due to
Norm estimates of weakly localized operators
It is clear that each p-weakly localized operator T must be bounded. In this section we provide norm estimates for such operators T in terms of the size of sup x∈G T f x . To do this we will exploit our assumption that our Haar measure λ is doubling. The only reason that we imposed this condition was to have the following useful covering lemma.
Lemma 3.1. There exists an integer N > 0 (depending only on the doubling constant of the measure λ) such that for any r > 0 there is a covering D r = {F j } of G by disjoint Borel sets satisfying (1) every point of G belongs to at most N of the sets
The proof of this result can be found in [21] . Let F = {f x } x∈G be a fixed frame family and let T be a p-weakly localized operator with respect to the pair (F , F ). We next show that each decomposition D r = {F j } of G defines a sequence of operators {T j } that, loosely speaking, gives an approximate decomposition of the operator T . These operators T j : H → H are given by
If the operator T satisfies (1.1) with respect to the pair (F, F ), then the corresponding series ∞ j=1 T j converges in the strong operator topology. Proof. Let f ∈ H. It is enough to show that the partial sums S n f = n j=1 T j f form a Cauchy sequence. By the frame condition onF we first have
Using the fact that T satisfies (1.1), the classical Schur test applied to the integral operator
The last term converges to 0 as m, n → ∞ since
Define A := ∞ j=1 T j , where the series is taken in the strong operator topology (the convergence is established in the previous proposition). Notice that since all of the operators T j depend on the decomposition D r , the operator A also depends on D r . We next show that T can be approximated arbitrarily well by the operator A with an appropriate choice of D r . How large this r > 0 should be chosen depends on the localization function ρ(ǫ) introduced in (1.3). Proposition 3.3. Let F be a frame and let T be a p-weakly localized operator with respect to the pair (F , F ). For any ǫ > 0 and any r > ρ(ǫ) the operator A induced by the corresponding decomposition D r satisfies T − A < ǫ.
By definition of F j and G j we have that K j (x, y) = 0 unless d(x, y) ≥ r. Using the fact that T is a p-weakly localized we have that ρ(ǫ) < ∞. Let r > ρ(ǫ). By the classical Schur test the integral operator R j induced by the corresponding decomposition D r has norm no greater than ǫ (as an operator from L 2 (G) into itself).
Consider now the operator A induced by this decomposition D r . Observe that for any f ∈ H we have
We then have
where C > 0 is the upper frame constant. Using the uniform norm estimate for the integral operator R j , we obtain
The following results provide operator norm estimates of weakly localized operators in terms of their behavior on the frame family F and its dual.
Theorem 3.4. Let F be a frame family and T be a weakly localized operator with respect to the pair (F , F ). Then for any 0 < ǫ < 1 and r > ρ(ǫ T ) we have the following estimate
, where e ∈ G denotes the identity element and N is the covering constant from Lemma 3.1.
Proof. If T = 0 there is nothing to prove. Otherwise, let 0 < ǫ < 1 and r > ρ(ǫ T ). Consider the operator A defined in Proposition 3.3 that corresponds to this r. We have T ≤ T − A + A < ǫ T + A , and hence T ≤ 1 1−ǫ A . We next estimate the norm of A. First, observe that
where C > 0 is the upper frame constant and
By Lemma 3.1 and the invariance of the Haar measure λ we have λ(F j ) ≤ λ(D(e, 4r)), and hence
Therefore,
The finite overlap property of {G j } implies that
where N is the constant from Lemma 3.1.
As a simple consequence of Theorem 3.4 we obtain the following corollary.
Corollary 3.5. Let F be a frame family and T be a weakly localized operator with respect to the pair (F, F ). Then for any 0 < ǫ < 1 and r > ρ(ǫ T ) we have the following estimate
where N is the constant from Lemma 3.1. Moreover, if F is a Parseval frame family, then
Compactness of weakly localized operators
In this section we provide several criteria for compactness of weakly localized operators. Again, a crucial role will be played by the operators T j defined in (3.1). We will need the following crucial property of these operators. Proof. Notice that since the metric d is proper, by Lemma 3.1, we have that the closure F j is compact. To any element h ∈ H, we associate a function a ∈ C(F j ) defined by
Let {h n } be a sequence in H bounded by 1, and let {a n } be the corresponding sequence of functions in C(F j ). It is easy to see that |a n (y)| f y and |a n (y) − a n (z)| f y − f z with implied constants independent of h n . These inequalities imply, by the Arzela-Ascoli criterion, that {a n } has a convergent subsequence {a n k }. We need to show that for the corresponding subsequence {h n k } in H we have that {T j h n k } converges. But this is clear since for every g ∈ H with g ≤ 1 we have
Again, let A = ∞ j=1 T j , where the series is taken in the strong operator topology. Notice that even though all the partial sums in this series are compact the whole series, i.e., A may not be compact.
To prove our characterization of compactness we first estimate the essential norm of weakly localized operators. Theorem 4.2. Let F be a frame family and T be a weakly localized operator with respect to the pair (F , F ). Then for r > 0 large enough we have the following estimate
Proof. If T ess = 0 there is nothing to prove. Otherwise, let 0 < ǫ < 1 and r > ρ(ǫ T ess ). Consider the operator A from Proposition 3.3 that corresponds to this r. For every n ∈ N, we have
where A n = ∞ j=n+1 T j with the limit in the sum taken in the strong operator topology. Therefore, for every n ∈ N, we have T ess ≤ 1 1−ǫ A n . We next estimate the norm of the tails A n .
First observe that for all j. Therefore,
where the constant N is the one from Lemma 3.1. By taking the infimum on both sides we obtain the desired estimate.
. Corollary 4.3. Let F be a bounded frame family and T be a weakly localized operator with respect to the pair (F, F ). Then T is compact if and only if
Proof. The only if part is easy and it doesn't even require T to be a weakly localized operator. Namely, since F is a bounded frame family we have f x → 0 weakly as d(x, e) → ∞. Therefore T * f x → 0 as d(x, e) → ∞ since T * is compact. The other direction is a trivial consequence of the estimate in the previous theorem. T f x = 0.
Proof. As above, the only if part is a general statement valid for all bounded operators T . For the other direction, notice that since F is a Parseval frame family we have that T * is weakly localized as well. Therefore, by the previous corollary, we have that T * is compact which implies that T is compact.
Berezin transform and compactness.
In what follows we will finally exploit the group structure of G. From now on, besides assuming that the mapping x → f x is continuous, we also assume the following invariance of the inner product:
This invariance assumption allows us to introduce the following interesting class of "translation" operators. For each y ∈ G we define U y : H → H by
The frame condition of F = {f x } x∈G assures that the integral converges and U y ≃ 1 with the implied constants only depending on the frame constants. The left invariance of λ implies that U y f z = f yz for all z ∈ G. In addition, it is easy to see that the adjoint U * y is given by
For U * y we have similar formulas U * yf x =f y −1 x and U * y ≃ 1 with the implied constants independent of y ∈ G.
Let F = {f x } x∈G be a bounded frame family in H. For a given linear operator T : H → H we define the Berezin transform of T to be the function B(T ) : G → C given by B(T )(x) = Tf x , f x . It is clear that B : B(H) → C(G) is linear and bounded. Our next result shows that under the assumption that B is injective we have that the Berezin transform B restricted on the class of (F, F ) weakly localized operators maps the class of compact operators into the class C 0 (G). 
To prove the only if part, seeking contradiction, assume that B(T ) ∈ C 0 (G) but T is not compact. In this case, by Theorem 4.3 there exists r > 0 large enough such that
There exist a sequence {y n } ⊆ G with d(y n , e) → ∞ such that for all n 1 D(yn,3r)
Changing variables we obtain
Since U * yn T U * y
} has a subsequence which converges in the weak operator topology. To avoid cumbersome notation we will keep denoting this subsequence by {U * yn T U * y −1 n }. Denote the limit of this subsequence by T 0 . Using the fact that the frame family F is bounded and the dominated convergence theorem we obtain D(e,3r)
On the other hand, for every x ∈ G we have
The last equality is due to the fact that d(y n x, e) = d(x, y −1 n ) → ∞, which follows from d(e, y −1 n ) = d(y n , e) → ∞ by triangle inequality. Now, since the Berezin transform is injective by assumption we obtain that T 0 is a zero operator which obviously contradicts (4.1). This finishes the proof.
Remark 4.6. It should be mentioned that our norm and essential norm estimates show that all of the results above hold true not just for p-weakly localized operators but also for operators belonging in the (operator norm) closure of the algebra of p-weakly localized operators.
Examples
We give several examples where our results apply. A more thorough treatment of these examples from a point of view which is more or less similar to ours can be found in [11, 16, 17] .
To avoid confusion we specify the notation for the basic unitary operators on L 2 (R):
), a > 0.
5.1. Time-frequency (Gabor) frame families. In this case the group is G = R × R with the addition, and equipped with the usual R 2 -topology. The corresponding Haar measure is just the Lebesgue measure on R 2 and the corresponding invariant metric is the Euclidian metric on R 2 . The Hilbert space H is L 2 (R) (for simplicity we give the example with R instead of R n ). For arbitrary fixed ψ ∈ L 2 (R) with norm 1 (usually referred to as the window function) and x = (a, b) ∈ R × R define f x = M a T b ψ. It is well known that this family forms a Parseval frame family in the sense of Definition 1.1. In this case the frame coefficient f, M a T b ψ defines the so called the short-time Fourier transform of f ∈ L 2 (R) with respect to the window ψ. The most classical window function is the normalized Gaussian ψ(x) = 1 √ π e −x 2 /2 in which case the corresponding frame family is just the Gabor frame family. The multiplier operators in this case correspond to the family of so called time-frequency localization operators. They are closely related to the class of pseudo-differential operators (see [15] ). Their properties have been thoroughly studied (see for example [8, 9, 29] and the references therein). When the window function ψ is sufficiently localized, the corresponding frame family is localized in which case our results provide estimates for the norm and the essential norm of the corresponding time-frequency localization operators.
5.2.
Wavelet (Caledron) frame families. In this case the group is the "ax+b"-group G = R + × R equipped with the operation ( 
The well known Calderon reproducing formula shows that this family forms a Parseval frame family. In this case the frame coefficient f, D a T b ψ defines the so called continuous wavelet transform of f ∈ L 2 (R). The multiplier operators in this case correspond to the family of Calderon-Toeplitz operators. Their properties have been studied in [18, 23, 25] for example. When the wavelet function ψ is sufficiently localized, the corresponding wavelet frame family is localized and our results provide estimates for the norm and the essential norm of the corresponding Calderon-Toeplitz operators.
5.3.
Bergman space frame families. In this case the group G is the unit disc D equipped with the operation z * w = [1, 20, 27] . It is important to note that the Parseval frame family {k z } is p-weakly localized with respect to the weight p(z) = (1 − |z| 2 ) a for any a < 0 (but it isn't L 1 -localized). Therefore, our results apply in this case.
5.4. Bargmann-Fock space frame families. In this case the group is G = C equipped with addition. The corresponding Haar measure is the Lebesgue (area measure) on C, and the induced invariant metric d is the Euclidean metric. The Hilbert space H is the BargmannFock space F 2 (C). For x ∈ C define f x = k z , where k z is the normalized reproducing kernel in the Bargmann-Fock space. The usual reproducing formula shows that this family forms a Parseval frame family. Note that there is a well-known 1-1 unitary correspondence (Bargmann correspondence) between these frame families and the Gabor frame families. It is important to note that this Parseval frame family {k z } is weakly-localized with respect to the weight p(z) ≡ 1 (it is even L 1 -localized). The multiplier operators in this case correspond to the family of Toeplitz operators. Their properties have been studied in [6, 20, 30] . It is easy to see that the Parseval frame family {k z } in this space is L 1 localized. Therefore, all our results apply in this case. 5.5. de Branges space frame families. In this case the group is G = R equipped with addition. The corresponding Haar measure is the Lebesgue measure on R, and the induced invariant metric d is the Euclidean metric. The Hilbert space H is the de Branges space B E . For x ∈ R define f x = k E x , where k E x is the normalized reproducing kernel in B E . In the case when the phase function φ satisfies 0 < c < φ ′ (x) < C < ∞ we have that this family forms a frame family. The most classical space among de Branges spaces is the Paley-Wiener space. Unfortunately, the normalized reproducing kernels in the Paley-Wiener space are not weakly localized no matter which weight p we choose. Compactness of Toeplitz operators on Paley-Wiener spaces was studied in [24, 26] . 5.6. Model spaces frame families. In this case the group is again G = R equipped with addition. The corresponding Haar measure is the Lebesgue measure on R, and the induced invariant metric d is the Euclidean metric. The Hilbert space H is the model space K Θ , where Θ is a meromorphic inner function. For x ∈ R define f x = k Θ x , where k Θ x is the normalized reproducing kernel in K Θ . In the case when 0 < c < |Θ ′ (x)| < C < ∞ this family forms a Parseval frame family in the sense of Definition 1.1.
The multiplier operators in this case correspond to the family of truncated Toeplitz operators. Some of their properties, including boundedness and compactness, have been studied in [7] for example (see also [13] ).
5.7.
Hardy space frame families. The group G = R + × R is again is the "ax + b"-group but now usually viewed as the upper half-plane C + . The underlying Hilbert space is H is the classical Hardy space H 2 (C + ) and the wavelet function is ψ(x) = (z−w) 2 . Notice that in this case {f w } w∈C + do not correspond to normalized reproducing kernels of the Hardy space. The frame coefficient f, f w is equal to 2πi(ℑw) 3/2 f ′ (w).
