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Sommaire 
Ce travail est consacre a l'etude de l'existence et de l'unicite des solutions, d'abord 
periodiques pour une equation periodique de premier degre avec retard et impulsions, 
ensuite presque periodiques pour l'equation de Duffing avec retard et impulsions. 
Le premier chapitre est consacre aux preliminaires. Dans le deuxieme chapitre, a 
l'aide du theoreme du point fixe de Banach et du principe d'approximation successive, on 
montre l'existence et l'unicite des solutions periodiques a variation bornee de l'equation 
periodique du premier degre avec retard et impulsions dans le cas ou les impulsions 
dependent de l'etat et dans le cas ou les impulsions ne dependent pas de l'etat. Dans le 
chapitre trois, on montre l'existence et l'unicite des solutions presque periodiques pour 
l'equation de Duffing avec retard et impulsions dependant de la moyenne de l'etat. A 
la fin de ces deux chapitres, on montre l'existence des bornes a priori comme condition 
supplementaire d'existence de ces memes solutions. 
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Introduction 
Les processus devolution sous impulsions, comme rencontres dans la theorie du 
controle et la dynamique de la population, provoquent souvent une equation avec re-
tard de la forme 
00 
x'{t) + g(t - T, x{t - T)) = f(t) + Y, aj(x)6ti{x)(t) (1) 
On peut trouver quelques resultats recents sur l'existence et la stabilite des solutions 
de cette equation dans [4] et [11,13], [17] et [28] dans le cas ou les moments d'impulsions 
tj(x) sont independants de l'etat x, tandis que dans [1] et [18], les resultats sont obtenus 
pour le cas ou les impulsions dependent de l'etat. Les processus soumis aux influences T-
periodiques pour T > 0 ont aussi ete etudies dans le cas ou les tj (re) sont independants de 
l'etat. Par exemple le comportement global d'un systeme logistique periodique avec des 
perturbations impulsives periodiques est analyse dans [19], tandis que dans [20] l'equation 
(1) est etudiee dans le contexte de conditions aux bornes periodiques. 
Dans le premier chapitre, nous donnons dans la premiere partie des preliminaires sur 
l'equation periodique du premier degre avec retard et impulsions dependant de l'etat. 
Dans la seconde partie, nous commengons l'etude de l'equation de Duffing avec retard et 
impulsions dependant de la moyenne de l'etat. 
Dans le second chapitre, nous montrons que sous certaines conditions, il existe une 
solution generalisee T-periodique de l'equation (1) et elle est a variation bornee sur [0, T]. 
L'equation logistique avec abattage periodique est donnee comme exemple. L'equation (1) 
peut etre exprimee sans l'addition des impulsions pourvu que nous ajoutions la condition 
que la solution subit un saut d'amplitude a,j(x) a l'instant tj(x) pour tout j . Cette 
notation alternative est souvent la plus utilisee dans la litterature et peut etre trouvee 
dans [1] et [4]. Notre notation, qui est inspiree de celle trouvee dans [11], nous permet de 
manipuler (1) de fagon plus concise par le biais des fonctions generalisees. 
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Dans le chapitre trois, nous obtenons, pour une constante c ^ 0 donnee, les conditions 
suffisantes pour l'existence d'une solution presque periodique x : M. —> R (avec une valeur 
moyenne x = lim -jp J*_r / ) de l'equation de Duffing : 
oo 
x" (t) + lex' (t) + g(x(t-r)) = f (t) + J2 *j (x) Stj{w).Tj (t) (2) 
i=i 
avec retard r € R et impulsions aux instants tj (x)+kTj (k S Z) pour T^ - > 0 (j = 1,2,3,...) 
d'amplitudes a, (a;) G l e t dependantes de la moyenne de l'etat. C'est un important 
exemple, qui comprend le cas du pendule force, de processus dynamique soumis a un 
forcing impulsionnel presque periodique dependant de l'etat x. 
Dans [2] et [23,29], on peut trouver des resultats recents sur l'existence de solutions 
presque periodiques de reseaux de neurones et des systemes d'equations differentielles 
impulsionnelles. Des resultats sur l'existence de solutions d'equations differentielles im-
pliquant une infinite d'impulsions dependant de l'etat peuvent etre trouves dans [11,13] 
par exemple. Ici, (2) implique nombreuses impulsions periodiques qui dependent de l'etat. 
La somme de ces impulsions donnent des impulsions presque periodiques tout comme la 
somme des fonctions periodiques qui ne sont pas necessairement de la meme periode est 
presque periodique. La propriete la plus utile d'une fonction presque periodique est sans 
doute sa valeur moyenne. Ainsi, nous allons nous limiter a la situation ou les impul-
sions dependent seulement de la valeur moyenne de l'etat. En consequence, il ne sera 
pas necessaire d'imposer des conditions de Lipschitz sur les fonctions a,j et tj comme 
cela semble necessaire dans le cas plus general ou les impulsions dependent de l'etat. Ces 
conditions ont ete imposees dans [11,13], dans [7] pour l'equation de Duffing periodique 
impulsionnelle, dans [8] pour l'equation de Lienard periodique impulsionnelle et dans [5] 
pour l'equation logistique impulsionnelle periodique. 
2 
Chapitre 1 
Preliminaires 
Dans ce chapitre, nous ferons l'inventaire de quelques resultats elementaires qui nous 
seront utiles dans les chapitres suivants. 
1.1 Generalites 
On notera LX(T) pour designer l'ensemble des fonctions reelles x : R —• R a valeurs 
reelles, integrables au sens de Lebesgue et telles que x(t + T) = x(t) presque partout sur 
R. Ll (T) sera muni de la norme 
i rT 
Iklli = f I \x{s)\ds 
et la moyenne x de x € Ll(T) s'ecrira 
1 fT x =
 f x{s)ds. 
Une fonction x G Ll(T) peut etre identifiee a sa serie de Fourier 
x(t) = ^jx{n)einjjt 
avec w = Y", i = \f-l et 
1 fT 
x(n) = - x(t)e-inu}tdt. 
T Jo 
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Ainsi x(0) = x et puisque x est a valeurs reelles, x(—n) est le conjugue complexe de x(ri). 
Deux fonctions T-periodiques sont egales au sens des fonctions generalisees si leurs 
series de Fourier ont des coefficients identiques. De plus, la moyenne x d'une fonction 
generalisee T-periodique x est definie comme etant le terme constant dans sa serie de 
Fourier et on ecrit x = x — x. En particulier, la serie de Fourier de la fonction delta de 
Dirac T-periodique Sto associee aux impulsions arrivant aux instants {to + kT : k G Z} 
pour t0 e [0,T] et u = ^ s'ecrit 
neZ 
et done Sto = 1 et 
n€Z\{0} 
Une fonction est dite solution generalisee d'une equation differentielle si en substituant 
cette fonction dans l'equation, nous avons egalite au sens des fonctions generalisees. Ainsi, 
au sens des fonctions generalisees, 8to est la derivee de la fonction A io T-periodique definie 
par 
jtm "*" 1° sit = ioou( = «„ + r. 
L'ensemble des fonctions x G L}{T) a variation totale var(x) < oo sur [0,T] et 
normalisees dans le sens que 
pour tout t E R, est note NBV(T). D'apres un resultat bien connu de Lebesgue (voir 
par exemple [15]), toute fonction x G NBV{T) admet, presque partout, une derivee 
x' G Ll{T). On ecrit C(M2) pour noter l'ensemble de toutes les fonctions reelles conti-
nues definies sur R2. 
Pour un ensemble quelconque S C Ll(T), on note par S le sous ensemble de LX(T) 
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donne par S = {x — x : x G S}. Tout x G NBV(T) admet, presque partout, une derivee 
x' G L}(T) telle que inujx{n) = x'(n) pour tout n G Z. Muni de la variation totale var(a;), 
NBV(T) est un espace de Banach et tout £ G NBV(T) satisfait l'inegalite 
.„ . .. .^ var(x) .„ . 
W»)l < - ^ (1.2) 
pour tout n G Z\{0}. (Voir par exemple [16].) 
Remarque 1. Pour tout x G NBV(T), nous avons pour tout t, 
\x(t)\ < var(x) . (1.3) 
Pour montrer ceci, il suffit de considerer le cas oil t G [0,T]. Puisque x = 0, il existe 
t' G [0, T] tel que x(t') a un signe oppose de x(t) et done 
\x (t) | < \x (t) - x (t') | < var (x). 
En general, on a 
/ \x' (s)| ds < var (x) 
Jo 
pour tout x G NBV(T). 
Soit AC(T) la classe des fonctions absolument continues sur [0, T]. Une fonction x 
appartient a AC(T) ( et done a NBV(T)) si et seulement si elle est l'unique primitive 
de moyenne nulle sur [0,T] de sa derivee x', et dans ce cas, on a 
[T\x'(s)\ 
Jo 
ds = var (x) 
(Voir par exemple [22] ou [3]). En particulier, si J y(s)ds designe l'unique primitive de 
moyenne nulle de toute fonction y G Ll(T) alors 
/ \y(s)\ ds = var ( y(s) ds) . (1.4) 
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II suit alors que pour la fonction / G Ll(T) dans (1), 
ip = J J(s)dseAC(T). 
Si on note L2(T) l'ensemble des fonctions de LX(T) telles que 
I N I 2 = if J x2(s)dsj < o o 
alors on a i V W (T) C L2 (T) puisque par (1.2), 
MI2 = E i-(-)i2 ^ E 
n£Z\{0} neZ\{0} 
var (x) 
2im 
var2 (ar) 
1 2 -
(1.5) 
pour tout x G NBV(T). 
1.2 Preliminaires sur l'equation periodique de pre-
mier degre avec retard et impulsions 
Nous considerons l'equation avec retard et impulsions 
0 0 
x' (t) + ^ (t _
 r , x (t - r)) = / (t) + E ai (x) Stj (*) (1-6) 
Au sens des fonctions generalises, J2JLiaj{x)$tj admet une unique primitive dans 
NBV(T) donnee par 5Z?li aj(x)^tj pour A^ comme dans (1.1), avec tj a la place de to-
Ainsi, pour obtenir une solution generalisee de (1.6) dans NBV(T), il suffit de considerer, 
pour tous n € Z \ {0}, r G R et x G ~NBV(T) l'equation 
* (n) = - 9 - ^ ^ + V (n) + E %> M ^ (*) 
avec la condition 
.. 0 0 
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ou nous avons les notations abregees suivantes 
9T,T [X] (t) = g(t-r,r + x(t- r)) 
et 
aj,r [x] = aj (r + X) . 
Pour alleger les notations, nous introduisons aussi la fonction suivante Jr>r sur NBV(T) 
definie par 
JTr(x)(t) = - Y ^ M M e ^ . (1.7) 
,, , inu nez\{o} 
II est clair que 
Jr,r (x) = - A 0 * gT,r [x] (1.8) 
ou la convolution * est definie par 
1 fT (h * h2) (*) = - / hi (s) h (t - s) ds 
pour toutes fonctions h\, h% € L1 (T). 
1.3 Preliminaires sur l'equation de DufRng presque 
periodique avec retard et impulsions dependant 
de la moyenne de Pet at 
Soit AP (R, R) la classe des fonctions reelles continues sur R presque periodiques au 
sens de Bohr [10]. Nous allons etudier (2) sous les hypotheses suivantes : 
Hi : g (u) est une fonction reelle continue sur R satisfaisant la condition de Lipschitz 
\g (u2) - g (ui)\ < 7 \u2 - ui\ (1.9) 
pour un 7 e [0, oo[ fixe et pour tous ui,u2 € R. 
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#2 : / £ -AP (R> K) de moyenne / est telle que l'equation 
<p" + 2af/ = f - f (1.10) 
admet une solution <p £ A P (R, R) presque periodique, deux fois continument 
differentiate et de moyenne Tp = 0. 
H$ : Pour chaque j = 1,2,3,... la fonction a,- est continue sur R et prend ses valeurs 
dans le segment [—Q.j,a.j] ou <%J > 0 et tel que 
oo 
£)<*,•< 00. (1-11) 
i?4 : Pour chaque j = 1,2,3,... la fonction tj est continue sur R et prend ses valeurs 
dans l'intervalle [0,7}[ ou Tj > 0 et tel que 
oo 
E a ^ 2 < o ° - (L12) 
/is : Pour chaque j — 1,2,3,..., ^3-(r);Tj l a fonction de Dirac Tj-periodique associee 
aux impulsions Tj-periodiques d'amplitudes dj (r) arrivant aux instants tj (r) + kTj 
pour tous r £ R et A; £ Z. 
Les propietes des fonctions presque periodiques peuvent etre trouvees dans la plupart 
des livres d'analyse harmonique (tels que [16], [14] ou [9]). Par la caracterisation de Bohr 
des fonctions presque periodiques [10], une fonction h : R —• R est dans ^4P(R,R) si, 
pour tout e > 0, il existe N (e, h) > 0 tel que tout intervalle de longueur N (e, h) dans R 
contient une e-presque periode de h. Rappelons qu'une e-presque periode de h consiste 
en un nombre reel ue > 0 tel que 
sup \h (t — as) — h (t)\ < e. 
teM. 
En vertu de (1.9) nous avons 
goheAP(R,R) (1.13) 
pour tout h £ AP (R, R ) . Toute fonction h £ AP (R, R) peut etre identified a une unique 
serie de Fourier 
h(t) = ^h(s)ei 
seM. 
oil i — y/—l, 
h(s)= Yim±-fh{t)e-istdt 
T—>oo Al J _rp 
~ 2 ^ ^ 
et X s^eM ^ (s) < °°- De plus, /t (—s) est le complexe conjugue de h (s) en vertu du fait 
que h est une valeur reelle. 
Un polynome trigonometrique reel p : R —> R est une fonction de la forme 
p(t) = J2Hs)el 
ou p (s) = 0 sauf pour un nombre fini de s € R et p(—s) est le complexe conjugue de 
p (s). Par rapport a la norme uniforme H^H^ = sup t e E \x (t)\, la classe de tels polynomes 
est dense dans AP(R ,R) . En outre, AP(R, R) est complet par rapport a cette norme. 
Une fonction generalised reelle presque periodique q dans R peut etre vue ici comme 
une serie de Fourier J2seM^(s)e%st t e u e < l u e # (s) e s t ^e complexe conjugue de q(—s). La 
classe des fonctions generalisees reelles presque periodiques contient clairement AP (R, R). 
Deux fonctions generalisees reelles presque periodiques q\ et q-i sont egales si 
^2(<h(s)-qi(s))p(s) = 0 
pour tout polynome trigonometrique p £ AP (R, R). Ceci est clairement equivalent a 
dire que q\ et qi admettent le meme developpement en serie de Fourier. La moyenne q 
d'une fonction generalised reelle presque periodique q est le terme constant q~(0) dans son 
developpement en serie de Fourier et on ecrit 
q(t) = q(t)-q. (1.14) 
Clairement nous avons 
1 fT 
Q = lim — / q (t) dt 
T—>00 Al J_rp 
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lorsque q e AP(M.,M). Pour tout r 6 1 , le developpement en serie de Fourier de la 
fonction de Dirac delta 5tj(r);Tj associee aux impulsions arrivant aux instants tj (r) + kTj 
ou k € Z pour tj (r) € [0,Tj[, est donne par 
n€Z 
OU 
^ = ^/Tj. 
Ainsi nous avons 5tj(r);Tj = 1 et 
n £ Z \ { 0 } 
Comme pour une fonction generalised reelle periodique, une fonction generalisee reelle 
presque periodique est une solution generalisee d'une equation differentielle si en substi-
tuant cette fonction dans l'equation, nous avons egalite au sens des fonctions generalises. 
Ainsi, au sens des fonctions generalisees, ^ ( r ) ; ^ est la derivee de la fonction A^.^)^- Tj-
periodique definie par 
n€Zx{0} J 
ce qui est equivalent a 
Atj(r-);T,- (*) = < 
[Tj - 2 (t - tj (r))] /2 si tj (r)<t< tj (r) + Tj 
0 si t = tj (r) ou t = tj (r) + Tj. 
A son tour, Atj(r);^. est la derivee generalisee de la fonction D^^T, '• 
7)-periodique donnee par 
_ _ ^
 einuj{t-tj(.r)) 
Dtj{ry,Tj(t) = - ^ n2w2 
nGZ\{0} •> 
et done 
,.. 6Tj(t-tj(r))-6(t-tj(r))2-T? 
Aj(r)31 (*) = j ^ 
_Z1 IL 
2 ' 2 
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pour tout t € [tj (r),tj (r) +Tj[. 
Soit Etj(rytTj : R —> R la fonction continue Tj-periodique donnee par 
^(r);!} (*) = ^2 
' ' i N j ' W ) 
raeZ\{0} mwj (inwj + 2c) 
qui peu t s'ecrire aussi 
I? n\ - I Tje-W-W) n (t-ts(r)) Tj 
^
 W _
 V2c(e-^-i) + i^J Yc + Tc 
pour tout t € [£,- ( r ) , £,- (r) + 7}[. Nous avons 
l^w(*)IL<2T^5:i=ii<00-4TT2 ^ n 2 12 
rc=l 
De (1.12) et (1.16) il suit que 
^2aj{r)Eti{r),Ti (t) 
3=1 3=1 3=1 
et done 
lim 
k—»oo 
J]%(r)^. ( r ) ; r .(i) 1 2 fc 
i=fc 
Si E't,ryT. designe la fonction Tj-periodique definie par 
^(rJjT, (0 = Yl 
n e Z \ { 0 } 
ginWjCt-tjCr)) 
(inuj + 2c) 
qui est equivalente a 
^(r);2) (*) = { 
Se ( * - * j W ) 
(i-e-acfj) ~ £ sitj(r)<t<tj(r)+Tj 
Ti{l
^!\-h sii = i,-(r) out = ti(r) + Ti ^ 2 ( l - e -
9 c I i ) 
alors E't.,s.T. est la derivee generalisee de E^y^ et satisfait 
^,(r);T, (*) + 2 c £ ^ ( r W (t) = fl^ (t) 
(1 
(1 
oo
 1 oo 
< j ]
 aj \\Etj{r);Tj (i) IL < ^ E «^ 2 < °° c1 
1 oo 
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ponctulellement pour tout t ^ tj (r) 4- nTj (n 6 Z). Ainsi en differenciant les deux cotes 
de l'egalite precedente, nous obtenons 
^ ( r ) ; T , + 2cE'ti{r);Tj = ^ ( r ) ; ^ 
au sens des fonctions generalisees. 
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Chapitre 2 
Equation periodique de premier 
degre avec retard et impulsions 
dependant de l'etat 
Dans ce chapitre nous montrons que sous certaines conditions, il existe une unique 
solution generalised T-periodique de l'equation (1) et elle est a variation bornee sur [0,T] 
dans le cas ou les impulsions ne dependent pas de l'etat et dans le cas ou les impulsions 
dependent de l'etat. Les resultats de ce chapitre sont parus dans [5]. 
2.1 Cas ou les instants d'impulsions ne dependent 
pas de l'etat 
Si les instants d'impulsions dans l'equation (1) ne dependent pas de l'etat, nous avons 
le theoreme suivant. 
Theoreme 2. Soient T > 0 et g : R2 —»• M. une fonction telle que g(t, x) est T-periodique 
par rapport a t pour tout x EM. et satisfait 
\g{t,x2)-g(t,x1)\<A\x2-x1\ (2.1) 
pour un A>0 et tons t, Xi,x2 £ M. On suppose que f G Ll{T) et soient aj : NBV(T) —* 
R telles que Yl'jLi \aj(xo)\ < °° Pour un xo ^ NBV(T) et satisfont pour tons j = 1,2,3... 
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et tous Xj,x2 £ NBV(T), la condition 
\aj (x2) ~ dj (xi)\ < Xj [\x2 -xi\+ var (x2 - Xi)] (2.2) 
ou Xj > 0 sont des constantes telles que A = Yl'jLi ^j < °°-
Si a < 1 ou 
a = T ( - £ = + 2A) (2.3) 
12 
alors, pour une suite donnee {tj}™ C [0,T[, il existe pour tous r,r € M, une constante 
kTir et une unique fonction yr,r E NBV(T)de moyenne y^ = r, telle que x — yTjT est 
une solution generalisee de Vequation avec retard 
oo 
x'(t) + g(t-T,x(t-T)) = f(t) + J2aJ (x)Sti (0 + Kr (2-4) 
. 7 = 1 
Avant de donner la demonstration de ce theoreme qui commence a partir du lemme 5, 
nous discutons le cas ou les fonctions a,j satisfont la condition de Lipshitz (2.2), puis nous 
donnons un exemple dans le cas ou la fonction g ne satisfait pas la condition de Lipshitz 
(2.1). 
Discussion autour du theoreme 2 
Trouver des fonctions a,j qui satisfont (2.2) est facile comme nous allons montrer 
maintenant. Pour tous j = 1,2,3... et tous r\,r2 £ K, soient des fonctions bj : R —> K 
qui satisfont la condition de Lipshitz 
\bj (r2) - fy (ri)\ < Xj\r2-ri\ 
ou A = ^Zjlx Aj < oo• Soit une suite {tj}f C [0,T[, et definissons les fonctionnelles 
a,j : NBV(T) —• M par a,j(x) = bj{x(tj)). Alors nous avons 
\aj (x2) - aj (xi)\ = \bj (x2 (tj)) - bj (xx (*,-)) I 
< Xj [\x^ -x~i\ + \x2 (tj) - x~i (tj)\) 
< Xj [\x~2~ — x~i\ + var (x2 — xx)] 
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ou la derniere inegalite vient de 
\x2(tj) — %i(tj)\ < var{x2 — x\) = var(x2 — Xi) 
d'apres la remarque 1. 
Habituellement, la fonction g dans (1) ne satisfait pas la condition de Lipshitz (2.1), 
mais dans le contexte de solutions periodiques, elle peut souvent etre modifiee de maniere 
a satisfaire (2.1) sans changer le probleme. 
Exemple 3. Soit a > 0 une constante, et considerons I'equation logistique 
x'(t) = (p(t)-ax(t))x(t) (2.5) 
avec un taux de croissance intrinseque p (t) > 0, T-periodique et continue . 
L'equation (2.5) est un cas particulier de (1) pour r = 0, / = 0, a,j = 0 (j = 1,2,3...) et 
g (t, x) = — (p (t) — ax) x. 
Par le theoreme de la valeur moyenne, nous avons 
g(t,x2) -g(t,xi) =gx{t,0(t))(x2-x1) xux2eR 
pour un 6 (t) entre x\ et x2, et done 
\g (t, x2) - g (t, Xl)\ = \P (t) - 2a6 (t)\ \x2 - xx\. (2.6) 
Soient p m a x et pm{n les valeurs maximale et minimale de p (t) respectivement. Les equations 
y'(t) = (Pmax ~ ay (t)) y (t) 
et 
y'(*) = (Pmin-ay (0 )y ( t ) (2.7) 
admettent, respectivement, les solutions 
ymax (y) -^max 
ymax \J) ymax (0) + (Kmax - ymax (0)) 6-"* 
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et 
M ymin (0) Kn 
ymin (*) - ymin (0) + (Kmin - ymin (0)) e-*^ 
J 1max 
et 
i^ min = ^ > 0. (2.8) 
a 
Mais I'inegalite 
(Pmin - az) z < (p (t) - az) z < (pmax -az)z V2 > 0 
(04vec Ze fait que ymax (t) —> i^max et ymin (t) —>• -K'min lorsque t —» 00 independamment de 
ymax(0) > 0 et de ymin (0) > 0) implique que toute solution T-periodique x(t) de (2.5) 
doit satisfaire 
KmiQ<x(t)<Kmax V t > 0 . (2.9) 
Ainsi, si nous cherchons une solution T-periodique non triviale de (2.5), alors nous 
devons juste etudier le cas 
g(t,x) = < 
qui par (2.6), satisfait (2.1) pour 
~ (P (*) - Oifmin) Kmia Six < K, 
(p (i) — ax) x si Km{n <x<Kx 
k - (P (*) - fl^max) #max si X > K, 
mm 
*- IS 
max 
A — opmax. 
Nous allons poursuivre cet exemple plus loin. 
Si g satisfait 
\g (t2,x2) - g (tux{)\ < A \x2 - Xl\ + B\t2-tx\ (2.10) 
pour des constantes A > 0, B > 0 et tous (t2, x2), (ti,xi) € K2 alors 
var (g (t - r, yT,r (t - r))) < Avar (j/T>r) + B T < 00. 
Ainsi sous la condition (2.10) et en vertu de l'equation (2.4), y'Tr € Ll(T) peut etre 
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exprimee comme somme de trois fonctions, la premiere / , la deuxieme une fonction de 
NBV(T) donnee par —g(t — T,yTyT(t — r )) et la troisieme de la forme Y^jLi cj,T,rb~tj ou 
CjiTir = aj(yT>r) pour tous j = 1,2,3.... Nous avons automatiquement (2.10) si simul-
tanement g(t, x) = g(x) et (2.1) est satisfaite pour un A > 0 et pour tous t, X\,X2 G HL 
Si Y^?=i laj'(xo)| < oo pour un Xo 6 NBV(T) et si la condition de Lipshitz (2.2) est 
verifiee pour des constantes Xj > 0 telles que A = YlJLi -\J < °°) alors par l'inegalite du 
triangle, Y^=\ \aAx)\ < °° pour tout x €E NBV{T). De plus, la constante kT>r definie en 
(2.4), est donnee par 
K,r = ^ J g(t, Vr,r (*)) dt - ^ J f (t) dt - J^ "j (S/r,r) (2 .11) 
ou x = yTtT. est une solution generalised de 
OO 
x'{t) + g(t - r, x(t - r)) = f(t) + J2 a-jiri&ti (*)• 
3 = 1 
Pour r 6 i , nous pouvons eliminer fcT>r dans (2.4) et obtenir la solution de (1.6) s'il existe 
un rT E R tel que 
OO 
9 (t, yT,rT ( * ) ) = / (t) + Y^ aJ (Vr,rr) Stj (*) 
3=1 
(c-a-d tel que kTtTT = 0). Nous montrerons un peu plus loin que g~(t,yTtr(t)) e t o>j {VT,T) 
sont continues en r, et done par le theoreme des valeurs intermediaries, une condition 
necessaire et suffisante pour que pour r = rr £ M est d'avoir / bornee comme 
suit 
inf 7^(i,y r, r (t)) < / < SUPTV (t,yT,r (i)) (2.12) 
ou pour tout x € JV£V(T), 
OO 
TT (t, x (t)) = g(t-T,x(t-r))-^2 aj (x). (2.13) 
3=1 
Ceci mene au resultat suivant. 
Corollaire 4. Si dans le contexte du theoreme 2, f est bornee comme dans (2.12) oil 
7T est donnee par (2.13), alors I'equation (1.6) avec retard r € M admet une solution 
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generalisee yT £ NBV(T). 
Si l'inegalite (2.10) est satisfaite pour des constantes A > 0, B > 0 et tous (t\,x{), (t2, x2) G 
M2, alors y'T £ L?-{T) peut etre exprimee comme somme de trois fonctions, la premiere / , 
la deuxieme une fonction de NBV(T) donnee par — g(t — r, yT(t — T ) ) et la troisieme une 
fonction de la forme YlJLi Cj.r^ ou CjtT = cij(yT) pour tous j = 1,2,3.... 
Dans ce qui suit, nous allons donner la demonstration du theoreme 2. 
L e m m e 5. Si g G C(M2) est T-periodique en t pour tout x et satisfait la condition de 
Lipshitz (2.1), alors JT>r est une application de NBV(T) dans AC(T). 
Preuve. Pour tout x £ NBV(T), nous avons par (1.8) 
var (JT>r (x)) = var (A0 * gT,r [x]) < — j r ^ ~ / l ^ NI = 2 / \9r,r [x]\ • 
Par (2.1) et le fait que gT<r [0] £ L1 (T), nous avons 
r-X
 rT 
f \9r,r [X]\< f (\gT,r N ~ 9r,r [0] | + \gT,r [0] |) 
Jo Jo 
<A Ix-Ol+TWg^lO]^ < o o . 
Jo 
II suit alors que — gT,r[x\ £ LX(T) et done, var(JT>r(x)) < oo (c-a-d. JT,r(x) £ NBV(T)). 
Mais par (1.7), nous avons 
J'Tir(x) = -g^&] (2.14) 
au sens des fonctions generalises. (C-a-d. JT,r(x) est l'unique primitive de moyenne nulle 
de —gT,r\x\) et done JT>r (x) £ AC (T) . • 
L e m m e 6. Si g £ C(1R2) est T-periodique en t pour tout x et satisfait la condition de 
Lipshitz (2.1), alors 
AT 
var (JT>r (y) - JT,r (x)) < —= var (y - x) (2.15) 
viz 
pour tous x, y £ NBV(T). 
Preuve. Par (1.4),(2.14) et l'inegalite de Holder, nous avons pour tous x,y £ NBV(T), 
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var ds (Jr,r (y) - Jr,r (X)) = / gr,r \y\ ( s ) - 0T , r [x] (s) 
JO 
<T\\gT,r[y\ -9r,r[x\\\2 
<AT\\y-x\\2 
et ainsi, a partir de (1.5) nous avons le resultat. • 
2.1.1 Principe de contraction sur NBV(T) 
Soit Gr,r definie dans 'NBV (T) par 
oo 
GT,r (x) (t) = JT,r (x) {t) + (p(t) + J2 ajtr [x] Atj (t). (2.16) 
Proposition 7. Dans le contexte du theoreme 2, si a < 1 ou a est donne par (2.3), 
alors GTtr est une contraction de NBV (T) dans lui mime. 
P r e u v e . Pour tous x,y £ NBV(T), nous avons 
var (GT,r (y) - GT>r (x)) < var (JT<r (y) - Jr>r (x)) 
+var ( Y l (a^> ^  - a^> N ) At> (*)) 
ou par (2.2), 
var I ] P (ai,r [v] ~ Hr M) ^tj J < 2TA var (y - x). 
II suit de cette inegalite et de (2.15) que 
var (GV,r (y) - GT<r (x)) < a var (y - x) (2.17) 
avec a donne par (2.3). Ainsi GTtr est une contraction de NBV(T) si a < 1. • 
Le principe de contraction fournit l'existence d'un unique point fixe xTir G NBV(T) de 
GT>r si a < 1. Maintenant, nous avons le theoreme 2 en prenant yr,r = r + xTtT G NBV(T) 
et &;T]r comme dans (2.11) cqfd. 
Lemme 8. Pour tout r G R, on a var(yT<r — yr>p) —> 0 quand r —»• p. 
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Preuve. Nous avons 
var (yr>r - yTtP) = var (GT,r (yT,r) - GT,P (yT,p)) 
< var (JT,r (yT>r) - JT)P (yTiP)) 
+ v a r ( E (ai<r ^ ~ ai>P W ) A*i (*) ) • 
En repetant les etapes de la preuve du lemme 6 pour y = yTjr et x = yTtP nous obtenons 
AT 
var (JT>r (yT,r) - JT,P (yT,p)) < AT (r - p) + — = var (yr,r - yT>p) 
et 
var f ^ K\r [yr,r] ~ Oj,p ford) Atj (*) J 
oo 
< 2TJ2 K> [VrA ~ ajtP [yT,p}\ 
3=1 
< 2TA \r-p\ + 2TA var (yT)P - yT,p). 
Ainsi, nous avons 
var (yT)P - yT)P) < a var (yT,r - yT)P) + (AT + 2TA) \r - p\ 
pour a donne par (2.3). D'ou le resultat si a < 1. • 
Par (2.2) et le lemme precedent aj>r [yT,r] e s t continue en r. II suit de (1.3) et du 
lemme ci-dessus que yTiT —> yTtP uniformement si r —> p. Pour r 6 K et z 6 NBV(T), 
la substitusion de r + ip + 2 a la place de a; dans (1.6) fournit l'equation equivalente 
suivante : 
oo 
z'(t) +g(t-T,r + (p(t -r) + z(t-T))=J + J2 aj(r + V + *)M*)-
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Pour resoudre cette equation, il suffit de resoudre simultanement les equations 
z'(t) + gTtr[<p + z](t) = ^2 ajA<P + z]sh (*)• (2.18) 
et 
9r,r[P + Z\ = f + ^2 a ^ + Zl (2.19) 
D'apres ce qui precede, z = zTtT ou zT>r = yr>r — tp — r est l'unique solution de (2.18) 
et zT?r —» zTjP uniformement quand r —> p. Puisque g G C(M2) alors ~g^\p + zT)7.] — 
^ J0 flV.rtvM+^r.r^)] ^ e s t continue en r € R. Par le theoreme des valeurs intermediaries, 
il est necessaire et suffisant que (2.12) soit verifiee pour qu'il existe r G R tel que zT>r est 
aussi solution de (2.19). Ce qui complete la demonstration du theoreme 2. 
2.1 .2 B o r n e s a priori p o u r / 
Les bornes en (2.12) sont difficiles a calculer, il est utile d'avoir des bornes a priori 
plus pratiques qui impliquent celles de (2.12). Nous avons le theoreme suivant. 
Theoreme 9. SoientT > 0 etg : R2 —> R une fonctionT-periodique en t pour tout x G R 
qui satisfait la condition de Lipshitz (2.1) pour un certain A > 0 et pour tous t,xi,x2 G R. 
On suppose que f G Ll(T) et soient a,j : NBV(T) —> R telles que Y^jLi \aj(xo)\ < °° 
pour un x0 € NBV(T) et satisfont pour tous j = 1,2,3... et tous X\,x2 G NBV(T), la 
condition de Lipshitz (2.2) avec A = Y^jLi -\? < oo-
Si a < I ou a est donnee par (2.3) et si 
infreR 
<7 
Tr(t,r + <p) + 2T(££)YZMr + tt 
< supreffi TAt,r + <p)-2T(^)j:~=1\aj(r)\ 
-n 
(2.20) 
ou ip G NBV(T) est l'unique primitive de ( / — / ) de moyenne zero, /yT est donnee par 
(2.13) etQ, par 
A _l_ A 
(2.21) tt = a(- )var(tp), 
a 
alors I 'equation (1.6) avec retard r G R admet une solution generalisee yT G NBV(T). 
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Preuve. Soit HTiT la fonctionnelle definie sur NBV (T) par 
HT,r (z) = GT>r {<p + z ) ~ </>. (2.22) 
Nous avons par (2.17), 
var (HT,r (z) - HT,r (y)) < a var (z - y) (2.23) 
pour tous y,z € NBV(T) et par suite si a < 1, alors i7T)r est une contraction sur 
NBV (T) avec un point fixe unique zT<r donne par les iterations de Banach-Picard : 
oo 
zT, = lim H?ir (z) = £ (HZ+1 (z) - H™r (*)) + H?, (z) (2.24) 
n—»oo ' *—' ' ' ' 
pour tout z € iVBF (T) et tout n € N. Ainsi, 
oo 
var (zrtr) < £ v a r (HZ+1 (*) " # £ (*)) + var (fl£ r (z)) 
m=n 
et done par (2.23) 
oo 
var (zT>r) < ^ a m var (HT,r (z) - z) + var (H™r (z)) 
var (#T>r. (z) -z)+ var (#£ p (z)) . 
m=n 
Ainsi, par (2.1) et (1.3), 
9^ [<P + 2r,r] < S ^ [<f] + ^ var (zr>r) 
<9^[<P] + A Y ^ v a r ( ^ (*) ~ ^ + ^ v a r ( ^ ^ ) 
<^7 [^ + Zr)P] > <&7 [y] - -4 var (zT,r) 
>W7r[p\- A Y ^ V a r ( ^ ^ ~ Z) ~ ^ V a r ( ^ ^ ) ) 
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et par (2.2) 
-a,jir [<p + zT>r] < —a,j>r [<p] + Xj var (zr,r) 
< -a^r [(f\ + Xj- var(#r>r (z) - z) + Xj var (if " r (z)) 
-a,jjr [p + zr>r] > — a,j,r [ip] — Xj var (zTtr) 
> - a . Hr M - xjYZ~^ var(Hr,r (z) -z)- Xj var(#£ r (z)) 
amsi 
et 
ou 
ainsi, si 
9r,r [<P + zT<r] - Y^ aj,r [p + zT,r] < gT,r [p] - ] P aj<r [<p] + Qn,r (z) 
3=1 3=1 
oo oo 
g^[(p + ZTtT] - ^2 ajjr [if + ZTtT] > g~^ [ip] - ^ a3,r [<fi] ~ &n,r (z) 
3=1 3=1 
Qn,r (z) = (A + A) a 1-a var (HTtr (z) -z)+ var (#™r (z)) 
infr€R 
<7 
< sup, 
9r,r [<p] - E f e l Hr M + Vn,r (z) 
eM 9r,r [<p] ~ J2?=l ahr [<f] ~ ^n , r (z) 
pour un z e NBV(T) et un n € N alors (2.12) est satisfaite. Puisque HT>r ( 
YlJLi aj,r [0] Atj., alors Qn>r (2) devient pour z = —<p and n = 1, 
fti i,r (-V) = (^ + A) ^ - - ^ var I <p + J ^ ojlP [0] A; 
V 3=1 
+ (A + A)var f JTa i i r[0]A t , ) 
< (A + A) 1 — a var (<p) 
+ 2T(A + A ) ( ^ ) f > J i r [ 0 ] | . 
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Ainsi (2.12) est satisfaite si nous avons (2.20) avec O donne par (2.21). 
2.1.3 Application 
Dans le contexte de l'equation logistique, nous avons ce qui suit. 
Exemple 10. Soit a > 0 une constante. Considerons Vequation logistique 
oo 
x' (t) = (p (t) - ax (*)) x(t) + J2 aJ (x) &t, (t) (2.25) 
regissant une population avec un taux de croissance intrinseque p(t) > 0 continue et 
T-periodique, et des abattages T-periodiques aux instants tj € ]0, T[ (tj < tk si j < k) 
d 'amplitudes aj (x) dependant de I'etat definies par 
"i ix) = ~x3 \x ih-) ~ ^mi„]+ Vx e NBV (T) (2.26) 
pour des tj € ]0,T[ fixes et Xj € [0,1[. De Vexemple 3 et par (2.26), il suit que toute 
solution x(t) de (2.25) T-periodique satisfait (2.9) et par suite, puisque nous voulons 
r = x(t), il suffit de considerer Km\B <r< Kmax dans (2.20). De plus, (2.2) est satisfaite 
d'apres la remarque 1, A = X ^ l i A; aue nous supposons finies, a = T(2A + A/\/l2), 
T = 0, x0 = Kmin, A = 3pmax et puisque f = 0, nous avons f = 0, Q = 0, et 
TV (t, r + if) = - (p - ar) r + Ar - AKmin = - [(p - A) - ar] r - AR^ 
pour tout r € [-f^ mim •ft'max]- Ainsi 
:(t>r + p) + 2 r ( ^ ) f > ( r ) | 
\ / j=i 
[(p _
 A ) _ ar] r + 2T ( 3 P ""^ A ) Ar 
inf IT + n 
< inf 
•Kmin<r-<.Kii vmin_i' ^ n m a x 
- AKmin 1 + 2T 
inf 
AKmin (l + TT 
A + A 
l - a r r 
p_ U
 + 2T^f^-^\ A) -ar 
A + A 
1-a 
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inf 
reffi 
et done, puisque 0 < aKm^ — pm i n < p < pm a x = aKma,x, nous avons : 
( A A \ °° 
' 3=1 
si A est assez petit. De meme 
-ft sup 
e£ dlonc 
> sup 
- Aifmin ( 1 - 2T 
sup 
A + A 
1 — a 
1 — 2i — A — ar 
1-a 
^(t,r + ip)-Zr(^)f^\aj(r)\ 
^ ' . 7 = 1 
+ ft >0 
sz A esi assez petit. Puisque f = 0, il suit que si a < 1 et si A esi assez petti afors 
I'equation logistique (2.25) admet une solution generalisee T-periodique dans NBV(T). 
2.2 Cas ou les instants d'impulsions dependent de 
l'etat 
On considere maintenant le cas le plus difficile ou, pour tout j , les instants d'impul-
sions sont fonctions de l'etat x. Des resultats similaires a ceux ci-dessous sont obtenus en 
cherchant des solutions non dans NBV(T) mais dans Ll(T). 
Theoreme 11. Soient T > 0 et g : R2 —* R une fonction continue telle que g(t,x) est 
T-periodique par rapport a t pour tout x € R et telle que la condition de Lipschitz (2.1) 
est satisfaite pour un certain A > 0 et pour tous t,X\,x?, € R. On suppose que / € -^1(T) 
etpourtousj = 1,2,3..., soient les fonctionnelles aj : Ll(T) —* [—Aj,Aj] pour un certain 
Aj > 0 tel que Y^TLi A/ < °° e^ tj '• Ll(T) —> [0, T[ sont telles que 
\aj(y) -aj(x)\ <H\\V-X IK (2.27) 
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et 
\tj{y)-tj{x)\<Uj\\y-x\\l (2.28) 
pour tous x,y E LX(T) et des constantes /ij, Vj E [0, oo[. 
Si A' < oo et a' < 1 ow 
A' = E ( ^ f + 2 ^ ) (2.29) 
ei 
a ' = ^ - + A' (2.30) 
alors il existe pour tous r, r E R, wne constante kT<r et une unique fonction yr%r E NBV(T) 
de moyenne yTtr = r, telle que x = yT>r est une solution pour Vequation avec retard 
oo 
x'(t)+g(t - r,x(t - r)) = f(t) + J2aj(x)6tj(x)(t) + kT,r (2.31) 
P r e u v e . Nous supposons que les fonctionnelles a,j : L1 (T) —> [—Aj,Aj] pour un A,- > 0 
tel que Yl'jLi -*4j < oo et tj : L1 (T) —> [0,T[ satisfont les conditions de Lipschitz (2.27) et 
(2.28) pour tous x,y E L1 (T) et des constantes y,j,Vj E [0,oo[ telles que Y^Lx^i < °° 
et Yl'jLi AjVj < oo. Alors 
hi (V) A%(y) - aJ (x) Atj(x) \l < A; \\y - x\\x (2.32) 
pour tous x,y E NBV (T) et A^- > 0 tel que A' = Ylf=i ty < °°> comme nous allons 
montrer. 
Sans perte de generality, nous supposons que 0 < tj (x) < tj (y) < T. Puisque JA .^ < 
T/2, nous avons (par l'inegalite du triangle) 
1% (y) At,(3/) - aj (x) A*3(*)| < AJT 
et done 
rhiv) 
/ K (y) Ati(tf) (s) - aj (x) Atj{x) (s) I ds < AjT \tj (y) - tj (x)\ 
Jtj{x) 
< AjVjT \\y — x | | : . 
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De plus, sur ]tj (y), tj (x) + T[ nous avons par (1.1) 
\ai (v) ^(v)-aj (x) Ati(x)\ 
< \(aj (y)- aj (x))Atj(y)\ + \aj (x) (Atj{y) - Atj{x))\ 
< fij \\y - arllj |A t . ( y ) | + Aj \tj (y) - tj (x)\ 
^ (»j \Atj(y)\ + AjVj) lly-a^llj 
ainsi, puisque 
nous avons 
rtj(x)+T 
f tj(x)+T j>2 
tj{x) 
\\{x)\ = -J 
fj(x) i (p-T \ 
/ K (V) A*;fe) (5) _ ai (x) Ah(*) (s)\ds<T[^— + AjUj \\y - x^ 
Ainsi 
\\aj (y) Atj^-aj (x) At^Wi 
<7f \aj (y) AtM (s) - % (ar) Atj{x] (s) \ ds 
1
 Jtj{x) 
+ 7f \aj (y) At3-(w) (s) - ai (x) \(x) (s)\ds 
'tj(y) 
<(^f + 2AJuiy\y-x\\1 
et nous avons (2.32) pour 
Pour finir la preuve du theoreme 11, nous avons besoin du principe de contraction 
pour montrer l'existence d'un point fixe de HT;T. 
2.2.1 Principe de contraction sur Ll(T) 
Proposition 12. HT>r est une fonctionnelle de L1 (T) dans lui mime et telle que 
\\HT,r (y) - Hr,r (x)!!, < a' \\y - x\\x (2.33) 
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pour a' donne par (2.30) et tous x,y € L1 (T). 
Preuve. La substitution de tous x,y € L1 (T) dans (2.16) donne pour HT<r donnee par 
(2.22) 
\\HT,r (V) ~ HTir (x)^ < \\JTtr (if + y) - JT<r (if + x)^ 
oo 
+ £ IK> \fP + V\ AtjA<P+y] - Hr [<P + A \JAV+X} ||i 
ou tj<r [z] — tj (r + z) pour tous z E L1 (T). Nous avons par (1.1) et (2.1), 
\\Jr,r (<P + V)- Jr,r (<-P + x)^ = | | A 0 * (flfT,r [if + y] ~ gT,r Vp + x\)\\x 
< l ^ o l l i ||flV,r \V + V\- ffr.r [<P + x]\\x 
T 
= J \\9r,r [<P + V\- 9r,r [<f + s ] Hi 
AT .. 
<-f\\v-x\\i 
et cette inegalite en conjonction avec (2.32) fournit (2.33) pour a' donne par (2.30). II 
en decoule que une application de L1 (T) dans lui meme. 
Si nous avons a' < 1 alors (2.33) implique que HT>r est une contraction sur Lx (T) elle 
admet un point fixe unique zT>r G L1 (T). Ainsi, nous avons le theoreme 11 en prenant 
yTr = r + ip + zTt1. et kT<r comme dans (2.11), et en observant qu'a partir du (2.16) (avec in-
dependent de l'etat) nous avons yT>r = GT>r (yT,r) G NBV (T) et par suite y'rr G L1 (T). 
Ce qui complete la preuve du theoreme 11. 
Remarque 13. Dans le contexte du theoreme 11, la derivee generalisee y'Tr peut etre 
exprimee comme somme de fonctions dans L1 (T) donne.es par f (t) — g (t — r, yr>r (t—r)) 
et en terme de Yl<jLicj,r,r^tjTr + kT,r ou cj,r,r = aj (yr,r) et tj,r,r — tj {VT,T) pour tous 
j = 1,2,3, • • •. Encore fcr>r de (2.31) est donnee par (2.11) et YlJLi \CJ,T,A < oo. 
Par un argument similaire a celui ci-dessus, nous obtenons le resultat suivant. 
Corollaire 14. Si dans le contexte du theoreme 11, I'inegalite (2.12) est verifiee avec7^ 
donne par (2.13), alors I'equation (1) avec retard r € R admet une solution generalisee 
yTENBV(T). 
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La derivee generalisee y'Tr dans le corollaire ci-dessus peut etre exprimee comme 
somme de fonctions dans L1 (T) donnees par / (t) — g(t — T, yT (t — T)) et en terme de 
Z)j l i cj,r^T ou cj>T = a,j (yT) et tjtT = tj (yT) pour tous j = 1,2,3, • • •. 
2.2.2 Bornes a priori pour / 
L'evalution des bornes dans (2.12) etant en general tres difficle, nous pouvons obtenir 
des bornes a priori pour / qui impliquent la condition (2.12). Nous avons le theoreme 
suivant comme resultat. 
Theoreme 15. Soient T > 0 et g : M2 —> R, telle que g (t, x) est une fonction continue 
T-periodique en t pour tout x 6 M et telle que la condition de Lischitz (2.1) est satisfaite 
pour un A > 0 et tous t, Xi,x2 G M. On suppose que f € L1 (T) et, pour j = 1,2,3, • • •, 
soient les fonctionnelles a,j : L1 (T) —> [—Aj,Aj] pour un Aj > 0 tel que Yl'jLi ^-i < °°-> 
et tj : L1 (T) -» [0,T[ satisfont les conditions (2.27) et (2.28) pour tous x,y e L1 (T) et 
des constantes ^j > 0 et Uj > 0. Si A' < oo et a' < 1 cm A' ei a ' sont donnes par (2.29) 
et (2.31) et si 
inL 7r(t .r + ¥0 + ? ( r £ ) £ £ i M r ) l 
< / > (2-34) 
< sup. 
'r£]R ^^r + ^ )-f(^)Er=iK'(^ 
ou y est Vunique primitive de ( / — / ) de moyenne nulle, j T est donnee par (2.13), V par 
oo 
r = J > i (2-35) 
3=1 
tf^i^llMli. (2-36) 
ei f2' par 
jfA + T 
I-a' 
alors I 'equation (1) avec retard r € M. admet une solution generalisee yT € NBV (T). 
Pour la preuve, nous avons besoin du lemme suivant : 
Lemme 16. Si a' < 1 alors, pour tout T G K , \\zT,r — <zT,p|li - > 0 lorsque r —> p. 
Preuve. En procedant de la meme maniere que dans la preuve de la Proposition 12, 
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nous avons pour <p + zT>p = xTtP 
\\Zr,r ^T,p\\i | |^r , r \%r,r) ^T,p \ZT,P)\\I 
< ||A0 * (gr,r [XrA - 9r,p [Xr,p])\\l 
oo 
+
 Z ^ I K > [XTA ^tj,r[XrA ~ HP lXr,p] AtjiP[xT,p] ^ 
< a'\\{r + xTir) - (p + Xr^ 
< a' \\zT>r - ZrJIj + a'\r- p\ 
et par suite \\zTir — zr,p\\i —* 0 quand r —> p si a ' < 1. • 
Par le lemme 16 et (2.1), si a' < 1 alors g~^~r [(p + zTt1] est continue en r 6 R. Ainsi, 
par le theoreme des valeurs intermedaires, il faut et il suffit que (2.12) soit verifiee pour 
qu'il existe r E M. tel que z = zr>r est aussi une solution de (2.19). 
Nous remplagons maintenant les bornes en (2.12) (avec r + <p + zT,r a la place de yTi7.) 
par des bornes a priori plus pratiques. 
Si nous supposons que a' < 1 alors HTtT est une contraction sur L1 (T) avec un point 
fixe unique zT>r donne par les iterations de Banach-Picard (2.24) pour tout z € L1 (T) et 
tout n € N. Ainsi, 
pT.r Hi — J2 {H?;1 (*) - H™ (*)) + Kr (*) 
m=n 
< E WH™r+1 (*) - HZ (z)l + \\H»r (z)l 
et done par (2.33) 
M l ! < J2 ^ H ,^r (Z) - Z\\, + \\H?, (Z)^ 
m=n 
a'
n 
1 — a' 
-\\HT,r{z)-z\\l + \\Hlr{z)\\l. 
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Alors par (2.1), 
9r,r [<P + Zr,r] < gT,r [f] + A H^rlli 
<9^[^]+AT-^\\HTAz)-z\\1+A\\H-r(z)\\1 
9r,r [<P + ZT,r] > 9r,r [p\ ~ A | |Zr,r|li 
^ 3 ^ M - A r ^ i \\Hr,r(z) - Z\\, - A \\H-r (z)^ 
et par (2.27) 
-aj<r [if + ZT>r] < -ai<r [ifi] + jJLj | |2T,r|li 
< -Hr [<p] + I*JY^ \\HT,r (z) - z\\x + Hj \\H^r (z)\\t 
Ainsi 
et 
ou 
'Hr VP + zr,r] > ~Hr [fi] ~ Vj \\Zr,r\\l 
a 
> -ajtr [if] - /^Y3^7 H^V (*) _ ZWl ~ H \\HT,V ( ^ H x 
9r,r [<P + ZT,r] ~ Yl Hr W + zT,r] < 9r,r M ~ ^ Hr I?] + ^'n,r (z) 
oo oo 
Wr7 [<P + ZT,r] ~ Yl Hr [<P + ZT,r] > 9l~r W\ ~ ^ Hr fa) ~ K,r (z) 
i = i j = i 
avec T donne par (2.35). Ainsi, si 
a" 
I-a' 
-\\\HTAz)-z\\1 + \\Hlr{z)\\l 
infr(£R 
<7 
< sup, 
9r,r fa] ~ Y%Ll Hr M + K,r (*) 
VeR 9T,V [f] - Ej°ll Hr M - K,r (z) 
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pour un z € NBV (T) et un n € N alors (2.12) (avec r + <p + zT)r a la place de yT,r et 
tj dependent de l'etat) est satisfaite. Puisque HT>r (—</?) = $Zaj> [0] At.r[0], alors f^r (2) 
devient, pour 2 = — tp et n = 1, 
+ (A + r ) 
V + S ^ M ^ r M 
< a ' 
S%,r[0]A t.,r[o] 
l - a ' | ¥> I 
+ (rr5)Ei^[°]iKr[oilli 
et done puisque 11 Atj.jr[0] 11 x = T/4, 
ff
* <-*>) - «' ( r ^ J IMI. +1 (1^7 J E ^ i°n • 
Alors (2.12) est satisfaite si nous avons (2.34) avec QI donne par (2.36). Ce qui demontre 
le theoreme 15. 
2.2.3 Application 
Exemple 17. Soient a > 0 une constante et x £ NBV (T) une solution periodique de 
(2.5), la solution de (2.7) avec la condition initiale 
ymin (0) = X 
est donnee par 
et puisque 
ymin (t) = — 
xKn 
x + (Kmin - x) e-*^in 
ymin(2T)<x(t) W > 0 . 
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(par le fait que x (t) va prendre des valeurs plus grandes que x en certains points sur 
[0,T]) et 
#min < 2/min (2T) < X (t) 
nous obtenons par (2.8) 
0 < #mi„ < _ ^ " <
 x{t) Vt > 0. 
X + (ifmin - X) e-2TPmm 
Ainsi, si a I'instant t\ (x) la population subit un abattage d'amplitude 
rK • 
•''J1 mm 
a\ (x) = -fi 
X + (i^min - X) e - 2 7>m i" 
K„ 
pour un /J, € ]0,1[ alors, puisque la nouvelle solution x E NBV (T) T-periodique doit 
encore satisfaire 
Krmn < 2/min (*) < X (t) < ym a x (*) < ^max t > h (x) 
pour ymax et ymin tels que 
ymax (*1 (ar) + ) = ymin (*1 (x) +) = X (*i (z) - ) - Oi (x) , 
nous obtenons que toute solution T-periodique de 
x' (t) = (p (t) - ax (t)) x (t) +
 ai (x) 8tl(x) (t) (2.37) 
satisfait (2.9). Nous notons que dans (2.37) nous avons f = 0 et done ip = 0. Si nous 
definissons ii (x) la fonctionnelle sur L1 (T) donnee par 
tx{x) = - T ( l - i / s i n £ ) 
pour un v G ]0,1[ alors pour tous Xi,x2 € NBV (T) nous avons 
\h {x2) - h (ari)| < — \x2 - £i | < — ||x2 - x ^ . 
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Nous avons aussi, si x\ et x2 satisfont (2.9), 
|ai (x2) - «i (x i ) | < / /e 2 T p m i n \x2 - rci| < /xe2Tpmin ||a72 - XxHj 
par suite les conditions (2.27) et (2.28) sont satisfaites pour Hi = //e2Tpmin, v\ = vT/2, 
A\ = /J, (Kmax — i^min) et T = fij = Uj = Aj = 0 pour tous j — 2,3,4,.... De plus, nous 
avons <p = 0, Q' = 0, 
7T (t, r + <p) = — (p — ar) r + // 
= — p — ( ar + 
r i f • 
' -
£vmin 
r + (iTmin - r) e - 2 7 1^'" m m 
MiC„ 
r + ( i r m i n - r ) e - 2 ^ n r-fJtKn 
pour Kmin < r < Kmax, 
et 
II i T
 ; , 7 > 2 T p m i n 
A' = ^ _ + 2AM = ^ + ^ T ( # m M - i ^ ) 
^ T 3 7 7 w / / T e ^ ' -
« = - ^ - + A = — 1 - h fiuT (Amax - Kmin). 
Ainsi, nous obtenons pour Kmin < r < Kmax et F donnee par (2.35), 
rr(t,r +
 (p) + -(Y—-)Y^\aj(r)\ 
3 = 
/^ • ' • •min 
et 
r + (Kmin — r) e~2TP™™ 
ar + 
fxKn 
r + (Kmin - r) e-2TP« 
r-fj,Kn 
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et par suite, puisque Kmin < p/a < KmsK, nous obtenons (2.34) Pour t°ut A4 assez petit, 
et par consequent I'existence d'une solution T-periodique a variation bornee de (2.37). 
35 
Chapitre 3 
Equations de Duffing avec retard et 
impulsions dependant de la moyenne 
de l'etat 
Dans ce chapitre, nous obtenons pour une constante c / 0 donnee des conditions 
suffisantes pour l'existence et l'unicite d'une solution presque periodique x : R —• R de 
l'equation de Duffing (2) avec retard et impulsions dependant de la moyenne de l'etat. 
3.1 Un espace de Hilbert avec une inegalite de type 
Sobolev 
Dans [6], les espaces de Hilbert introduits etaient utiles pour justifier l'existence de 
solutions presque periodiques de l'equation Josephson sous des conditions naturelles. 
Dans cette section, nous construirons un espace de Hilbert, qui contient ceux trouves 
dans [6], pour demontrer l'existence de solutions presque periodiques de l'equation de 
Duffing presque periodique (2). L'approche trouvee ici est plus intuitive que celle donnee 
dans [6]. 
Une classe de fonctions utiles dans la theorie des equations differentielles ordinaires 
est l'espace de Hilbert 1? (R, R) de fonctions a valeurs reelles et de carre integrables au 
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dt 
dt (3-1) 
sens Lebesgue sur R avec le produit scalaire 
/
oo 
x (t) y (t) 
-oo 
et la norme associee 
" /-OO 
INI2= / *2(*) 
_J — oo 
C (R, R) designe la classe de toute les fonctions reelles continues sur R et C 1 (M, R) la 
classe de toutes les fonctions continument differentiables dans C(R, R). Sur l'ensemble 
S (R ,R) = j x G C ^ R ) :x,x'eL2(R,R), lim x(t) = o l 
I t—»±oo J 
nous introduisons, pour c € R\ {0} donne, le produit scalaire 
(x, y)e = (x' + ex, y' + cy)2 = (x1, y')2 + c2 (x, y)2 
et la norme associee 
m\e = IF +cxh — y\\
x
' 
/ l | 2 , o n | |2 
' II _|_ ^ T* 
2 ' ° ll-1'!^-
L'inegalite de type Sobolev 
1 
r < x 
est verifiee dans S (R, R). En effet, pour tout t G R nous avons 
e|cl*x (*)| 
7—oo 
/ eicls (|c| a; (s) + x' (s)) ds 
J —OO 
J. 
) 
oo 
e 2 ^ dsY ( f (|c| x (s) + a;' (s))2 ds 
e 2 | c | t \ 2 
'II2 i 2 II | | 2 \ 2 
" 2 +
C
 IWI2 
(3.2) 
(3-3) 
(3-4) 
d'oii (3.4). 
Pour une fonction x e L2 (R,R), s'il existe y G L2 (R, R) tel que (x,z')2 — — {y,z)2 
pour tout z G S (R, R), alors y est la derivee faille de x dans L2 (R, R) et notee par x'. 
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Puisque l'ensemble S (R, R) est dense dans I? (R, R), la derivee faible de la fonction dans 
L2 (R, R) est necessairement unique. 
Lemme 18. Si une suite {xn} C L2 (R, R) avec une derivee faible {x'n} C L2 (M, R) est 
telle que xn —> x et x'n^> y faiblement dans I? (R,R) ; alors y est la derivee faible de x 
dans L 2 (R ,R) . 
Preuve. Pour tout z E S (M, R) nous avons 
{x,z')2 = lim (xn,z')2 = - lim (x'n,z}2 = - {y,z)2 
n—>oo n—too 
et done nous obtenons le resultat. • 
Soit H (R,R) la completion de S (R,R) par rapport a la norme (3.3). (II est clair que 
H (R,R) est independent de c ^ 0.) 
Proposition 19. Tout x E H (R,R) est une fonction continue bornee dans L2(R, R) et 
admet une derivee faible unique x' € L2 (R, R) et satisfait 
lim x (t) = 0. 
t—>±oo 
Preuve. Puisque i? (R,R) est la completion de ^ (R , R) par rapport a la norme (3.3), 
tout element de H (R, R) peut etre vu comme une suite de Cauchy {xn} C S (R, R) par 
rapport a la meme norme. Par (3.4) nous avons 
\\T — 7* <T \\T — T 
V2ICI 
pour tous m,n. Ainsi, {xn} converge uniformement vers une fonction continue bornee 
x : R —> R. Puisque l im^ioo xn (t) = 0 pour tout n, l'uniforme convergence de la suite 
donne lim^-too x (t) — 0. Nous avons aussi \c\ \\xn — xm\\2 < \\xn — xm\\c pour tous m, n et 
done {xn} est une suite de Cauchy dans L2 (R,K) qui converge necessairement fortement 
(et done faiblement) vers une fonction unique z € L2 (R, R). Mais, il existe une sous suite 
{xnj} C {xn} qui converge presque partout vers z. (Voir, par exemple [21].) Ainsi x — z 
presque partout et done x € I? (R,R). De plus, nous avons ||a4 — a4J|2 < \xn — xm | | c 
pour tous m,n et done la suite {x'n} converge fortement (et done faiblement) dans 
L 2 (R,R) vers une fonction y. Par le lemme precedent, nous obtenons x' = y dans 
L 2 (R,R) . • 
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Nous utilisons les memes notations que (3.2) et (3.3) pour designer le prolonge-
ment continu du produit scalaire et de la norme de 5 ( E , E ) a H(R,R). La proposition 
precedente nous donne le resultat suivant. 
Corollaire 20. L'ensemble H (R,R) muni du produit scalaire (3.2) (et la norme (3.3)) 
est un espace de Hilbert dans lequel I'inegalite (3.4) est verifiee. 
Une fonction presque periodique est entierement determined par ses valeurs dans 
les intervalles ]—oo,l] et [l,oo[ pour tout I G E. Ce fait que nous n'allons pas utiliser, 
neanmoins motive la discussion qui va suivre. On note la classe des fonctions deux fois 
continument differentiables sur E par C2 (E, E). Pour tout I G E et c G E \ {0}, nous 
choisissons une fonction positive arbitraire ei G C2 (E, E) telle que ei,e[ G L2 ( E , E ) , 
lim ei(t)= lim e\ (t) = 0 
t—»±oo t—>±oo 
et ei = ect pour tout t < I lorsque c > 0, ou pour tout t > I lorsque c < 0. Soient 
AP^R) = {heAP(E,E) : h = 0} , 
Si (E,E) = ieih : h E AP0JCE)} 
(qui est contenu dans S (E, E)) et soient Hi (E, E) la completion de Si (E, E) par rapport 
(3.3) et Lf (M,E) celle par rapport a la norme (3.1). Clairement, nous avons 
Hi (M, M) C L2 (M, E) c L2 (E, E ) . 
Nous avons aussi 
Hi (E, R)cH (E, E) C L2 (E, E) 
de laquelle nous obtenons la conseqence immediate du corollaire precedent. 
Corollaire 21. L'ensemble Hi (E,E) avec le produit scalaire (3.2) est un espace de Hil-
bert dans lequel I'inegalite de Sobolev (3.4) est verifiee. 
Si z G Hi (E,E) , alors il existe une suite de Cauchy {zn} C Si (E,E) qui converge 
vers z par rapport a la norme (3.3). En vertu de (1.9) nous avons pour tout r G E fixe, 
\\si9 (r + Zm/ei) - etg (r + ^/e;)lloo ^ 7 \\zm - ^nlL 
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et done il suit par (3.4) que eig (t, r + zn/e{) converge (uniformement sur R) lorsque 
n —> oo vers une fonction notee par eig (r + z/e{). Cette fonction est bien definie dans le 
sens qu'elle est independante de la suite {zn} C 5/ (R,R) qui converge vers z par rapport 
a la norme (3.3). Ainsi, nous avons etendu g(r + z/ei) pour z £ Si (R,R), au cas ou 
z G Hi (R, R). De plus, nous avons 
etg(r + z/ei) EL2 (R,R) V z G i ^ ( R , R ) . 
Ceci suit de 
\\ei9 (r + z/ei)\\2 < \\etg (r + z/et) - eig (r)| |2 + \\etg (r)| |2 
<7 lk l l 2 + l l ^ ( r ) | | 2 
ou la seconde inegalite est une consequence de (1.9). Notons que \\eig (r)\\2 < oo puisque 
g (r) est constante dans t. 
3.2 Reformulation du probleme 
L'existence d'une solution x E AP (R, R) de (2) est trivialement equivalente a l'exis-
tence d'une constante r e l e t d'une fonction x € AP (R, R) telles que 
oo 
x" (t) + 2cx' (t) +gT[r + x] (t) = / (*) + £ % (r) 5tj{ry,Tj (t) (3.5) 
ou 
gT[r + x](t)=g{r + x(t-T)). (3.6) 
Puisque ip est l'unique solution dans A P ( R , R ) de (1.10), la fonction 
oo 
rp [r] (t) = ip (t) + J2 «i (r) ^ ( r ) ; r , (t) (3.7) 
i=i 
est l'unique element de A P ( R , R ) (par (1.17) et (1.18)) qui satisfait 
oo 
r [r] (t) + 2ci>' [r] (t) = f(t) + J ] aj (r) 6t .(r);T. (t) 
3=1 
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au sens des fonctions generalises. 
L e m m e 22. La limite 
l im |h / ; [ r ] -^ [p] 11^ = 0 (3.8) 
r—>p 
est verifiee pour tout p 6 R. 
P r e u v e . Par (1.18) nous pouvons rendre 
( fc fc \ 
V a, (r) Etj{r).Tj - V a3- (p) Et{p),T I - (ip [r] - $ \p\) 
i=i 3=1 J 
arbitrairement petit en choisissant fc € N arbitrairement grand. De plus, par (1.15) nous 
avons 
lim 11
 aj (r) Et.(r);T. - a.j (p) Etj{p).Tj ^ = 0 
pour tous j = 1,..., k et done nous avons le resultat. • 
L'equation (3.5) peut etre ecrite comme 
oo 
(x-if> [r])" + 2c(x - $ [r])' + gT [r + x] = J + J^a3 (r) 
3=1 
et par suite, en substituant y = x — ip [r], (3.5) devient 
oo 
y" + 2cy' + gT[r + y + i> [r]] = / + J^ f l j- (r) 
3=1 
qui est equivalente a 
oo 
/ + Icy' + gT[r + y + *p[r]] +g7[r + y + ip[r}} =J + ^2^ (r) 
3=1 
pour tous r € R e t j / £ i P ( I , R) puisque gT[r + y + tp [r]] G AP (R, R) (voir (1.13)), ce 
qui nous permet d'ecrire 
grlr + V + iJ) [r]] =gT[r + y + il> [r]] +gT[r + y + i/j [r}\ 
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Ainsi, il suffit de trouver yr E AP (R, R) (pour tout r £ R ) tel que y — yr est une solution 
de 
y" + 2cy' + gT[r + y + iP[r}} = 0 (3.9) 
et apres trouver r E R tel que 
oo 
g^[r + Vr + ^[r]]=7+^2aj(r). (3.10) 
3=1 
3.3 Principaux result at s 
Pour le moment, nous fixons y E AP(R ,R) . Si nous multiplions (3.9) par ei nous 
obtenons 
(eiy)" - c2 (sty) + elgT[r + y + ip [r]] = 0 
sur ]—oo, I] lorsque c > 0 et sur [I, oo[ lorsque c < 0. Cette equation est un cas particulier 
de 
{z" - c2z + eigT [r + y + ^ [r]], v)2 = 0 (3.11) 
pour u n z g 5j(M,M) et tout v E H (R, M). Pour etablir nos resultats, nous utilisons 
l'inegalite de Cauchy-Schwarz 
<«,v>2 < M\2 \M2 < 7/=f Ph \\v\\c (3-12) 
pour tous v,zEH(R,R). L'equation (3.11) pour tout 2 G S , (R,R) et tout v e H(R,R) 
est equivalente a 
(z' + cz, v' + cv}2 = (eigT [r + y + ip [r]], v)2 . 
Soient r eR,y E AP (R, R) et Atr [y] la fonction dans L2 (R, R) definie par 
Mr [y] =elgr[r + y + i/) [r]]. 
Nous introduisons la fonctionnelle lineaire A(r [y] (v) sur I? (R, R) donnee par 
A/r [y] (v) = (Air [y], v)2 
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(pour tout v E L2 (R,R)). Par (3.12) nous avons 
\{Alr [y},v)2\ < \\Alr [y]\\2 \\v\\2 < -= | |A, r [y]\\2 \\v\ 
c
2 
pour tout v E H (R, R), ce que implique que A;r [y] (v) est une fonctionnelle lineaire 
bornee sur i J (R ,R) . Done par le theoreme de Riesz-Frechet, pour tout y E AP(R, R) 
donne, il existe un unique wir [y] E H (R, R) tel que 
{wir[y],v)c=(Air[y],v)2 (3.13) 
pour tout v E H (R,R). II suit maintenant de (3.13) que 
(w'lr [V] > v')2 = <A(r [y] - C2Wir [y] , v)2 
pour tout v dans H (R,R) (qui est dense dans L2 (R,R)), et done —A;r [y] + (?w\r [y] G 
L2 (R, R) est la derivee faible de w'lr [y] dans L2 (R,R) notee w"r [y], et par suite 
wl[y} = c2wlr{y]-Alr[y}. (3.14) 
dansL 2 (R ,R) . 
Remarque 23. La seule solution dans i J (R ,R) de I'equation homogene z" — c2z = 0 
est la solution triviale z — 0. Pour cette raison wir [y] est unique dans H (R,R). De plus, 
pour tout y G AP (R,R) donne, et I, I' G R ; nous avons u>ir [y] = wyr [y] sur ]—oo,l A /'] 
lorsque c > 0, comme suit a partir de (3.13) en prenant des fonctions arbitraires v dans 
H (R, R) avec support dans]—oo, I A I'] en conjonction avec le fait que Ei (t) — sp (t) = ect 
dans ]—oo, I A / ' ] . De mime, nous avons ww [y] = Wi>r [y] dans [I V I', oof lorsque c < 0. 
Ce qui nous permet de definir, pour tout y G AP (R, R), la fonction 
wr [y] (t) 
limwir [y] (t)/ei (t) lorsque c> 0 
l—>oo 
lim wir [y] (t) I ei (t) lorsque c < 0 
l—>—oo 
puisque, d'apres ce que nous venons de demontrer, la limite existe pour tout t e l . 
Proposition 24. Pour tout r G R, wr [y] G AP (R,R) pour tout y G AP (R,R) (et par 
suite ufr : AP (R, R) -> AP (I 
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P r e u v e . Sans perte de generality, nous donnons la preuve dans le cas ou c > 0. Pour 
tous l,cr,r £ M nous avons 
e
d\wr[y](l-a)-wr[y](l)\ 
= |eC(^_CT (I - a) wr [y] (I - a) - et (I) wr [y] (l)\ 
= \ecaw{i_a)r [y] (I-a)- wir [y] (l)\ 
ce qui par (3.4) donne 
ed\wr[y](l-a)-wr[y](l)\ 
< -7= ||ec<T^(/-a)r [y] (t-a)- wlr [y] (t)\\c 
< —Fr= sup (e^wy-ay [y] (t-a)- wir [y] (t), v) V 2c||«|| <i 
veH 
et done, par (3.13), 
e
cl\wr[y](l-a)-wr[y](l)\ 
< - = sup (ecaA{l.a)r [y] (t-a)- Alr [y] (t), v) V2c M c <i 
L'inegalite du triangle, (3.12), (1.14) et (1.11) donnent maintenant 
e
cl
 \wr[y](l - a) - wr[y](l)\ 
1 
v2c||«|i <i < - = = sup (e
ca
 (ei-agT [r + y + tP [r]]) (t-a)- (e^T [r + y + ifi [r]]) (t), v)2 
veH 
< - L = We™ (e^gr [r + y + if; [r]]) (t-a)- (£lgT [r + y + iP [r]]) (t)\\2 
cV2c 
+ ^-\\(ec°el-CT(t-a)-el(t))\\2\g;lr + y + *P[r}]\. 
cy2c 
Les fonctions ej_ff et £; peuvent etre choisies telles que les integrates J;°° e\_a (t — a) dt 
et J;°° ej (t) dt soient arbitrairement petites et done 
\\ec°el-a(t-a)-el(t)\\2 
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peut etre rendue arbitrairement petite et 
||eCCT (e^gr [r + y + </> [r]]) (t - a) - (ElgT [r + y + ^J [r]]) (t)||s 
peut etre rendue arbitrairement proche de 
i 
e
2ct
 {gT[r + y + ip [r]] (t - a) - gT[r + y + ^ [r]] (t)f dt 
-00 
qui a son tour est bornee par 
-j= \\9T [r + V + ip [r]] (t-a)-gr[r + y + il> [r]} (OIL 
Par (1.9) et (3.6), nous avons 
||flfT [r + y + i> [r}\ (t - a) - gT[r + y + ^ [r]] (*)IL 
< 7 | | ( y + ^ [ r ] ) ( i - a - r ) - ( y + ^ [ r ] ) ( i - r ) | L 
et done 
\wr[y](l-a)-wr[y](l)\ 
< ^ H ( y + ^ M ) ( * - ^ - r ) - ( y + ^[rD(i-r)iL 
pour tout I G R, ce qui donne 
\\wr[y}(t-a)-wr[y}(t)\\oo (3-15) 
< ^ l l ( y + ^ M ) ( * - ^ - T ) - ( y + ^[r])( i-r) |L. 
Mais la fonction y + ip[r] est presque periodique par rapport a t. Ainsi, pour tout e > 0, 
il existe N (e,y + tp[r\) > 0 tel que tout intervalle de longueur N (e, y + ipT [r]) contient 
un point ae pour lequel 
||(y + ^ [r]) (i - ae - r ) - (y + ^ [r]) (t - r ) | L < e. 
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Ceci implique, si nous avions pris a = as pour commencer, nous aurions 
I K [y] (t - cr£) - wr [y] (OIL < T^e 
pour le point a£ dans l'intervalle de longueur N (e,y + if)T [r]), ce qui prouve que wr [y] E 
AP (R, R). Ainsi uTr [y] e AP (R, R) pour tout y G AP (R, R). • 
Soient y € AP (R,R), I G R et c > 0, nous avons par (3.14) 
(ecV[y])" = cW[y]-A/r[y] , -oo < t < l (3.16) 
et done w = w^.[y] est l'unique solution dans AP (R, R) de l'equation 
w" + 2cw' = -gT[r + y + ip [r]} (3.17) 
sur ]—oo,/]. Le terme a droite de (3.16) est continu et done (ectuv [y])" est continue sur 
]—oo, I]. Puisque wr [y] € AP (R, R) implique que wr [y] est bornee, nous pouvons prendre 
( e c V [y] (t))' = f {c2eawr [y] - Alr [y]) 
pour tout t < I, ce qui rend w'r [y] (et done w" [y] par (3.17)) continue sur ]—oo,/], et 
done sur tout R (puisque / est arbitraire. Ce qui prouve le resultat suivant. 
Corollaire 25. Pour tons y € T 4 F ( R , R) et r € R, la fonction w = ufT [y] est l'unique 
solution deux fois continument differentiable dans AP(R, R) de (3.17), ou gT est definie 
par (3.6). 
Lemme 26. Pour tout r G R, I'inegalite 
IK [ifc] - wr N I L < J \\v2 - yilloo 
esi verifiee pour tous yi, 2/2 £ AP (R,R). 
Preuve. Sans perte de generality, nous considerons le cas ou c > 0. En procedant 
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comme dans la preuve de la proposition precedente, nous avons pour tous yi,j/2 € 
APQECR), 
< —= sup (Air [y2] - Air [yi], v)2 
e
d\wr[y2](l)-wr[yi}(l)\ 
V2c||«||c<i 
1 
— sup (etgT [r + y2 +V> [r]] - etgT [r + yx + ip [r]], v)2 y/2c\M „<i 
v€H 
1 
< —7= \\ei9r [r + 2/2 + ip [r]] - £igT [r + yi + $ [r]] ||2 
cv2c 
1 
< —/== IN | 2 II& [r + V2 + */> [r]] -9r{r + yi + ^ [r]]\ 
cy2c 
ou 
\\9T [r + yi + -0 [r]] - ^ [r + yi + 0^ [r]]|L 
< ||5r [r + y2 + ^ [r]] - gT [r + yx + V MHL 
+ \W [r + y2 + i> [r}\ - ~& [r + Vi + i> H] | 
< 2 7 | b - l / i | L 
et e; peut etre choisi tel que ||ej||2 est arbitrairement proche de sa borne inferieure 
inf {||e;||2 : tous les e.\ admissibles pour I donne} = e d / \ /2c . 
Ainsi, nous avons 
cl 
e
d
 \wr [y2] (I) - wr [yi] (01 < ^ - ||y2 - yilL 
pour tout I G l e t done 
K b] - wr N I L < ^ H2/2 - ml 
qui est le resultat desire. • 
Remarque 27. Supposons que g satisfait aussi 
| s ( u ) | < 7 o | « | (3-18) 
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pour un 7o > 0 et tout u £ R . Si dans la preuve de la proposition precedente, nous com-
mengons avec ecl \wr [y] (l)\ a la place de ecl \wr [y] (I — a) — wr [y] (Z)| alors nous finirons 
avec 
\\™Ay]\L<^\\y + i>lr}\L 
a la place de (3.15). Ainsi, en vertu de 
l l « V [ y ] | l o o = I I M v l - t l v f e / l l l o o ^ l l ^ r MHoo + l l«V [S/llloo 
nous obtenons 
IISv MHoo < ^ llv + V- Mlloo (3-!9) 
pour tout y e AP (E ,E) . 
Dans la section suivante, nous allons montrer le resultat suivant. 
T h e o r e m e 28. Nous supposons que suppose les hypotheses Hi — H& et la condition 
0 < A < 1 oil 
X = | . (3.20) 
sont verifiees. Alors pour tout r € l donne, il existe une unique fonction reelle yr presque 
periodique, deux fois continument differentiable et de moyenne nulle telle que y = yr est 
une solution de (8.9). De plus, si les deux inegalites 
i n f { s ( x r ( £ - T ) ) - f > ( r ) l < 7 (3.21) 
k 3=1 
et 
sont verifiees, ou 
sup I g (xr (t -r))-J2 ", (?) \ > / (3.22) 
reR ^
 j=l 
xr = r + yr + (p + ^2aj (r)Etj{r).Tj (3.23) 
pourp definie dans H2, OLJ dans H3, tj etTj dans H^ et E^^y^ est donne par (1.15) avec 
ujj = 2ir/Tj, alors il existe r o € l tel que yr est une solution reelle presque periodique de 
(3.10) pourr = r0. 
Comme consequence du theoreme 28, nous avons ce qui suit. 
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Corollaire 29. Dans le contexte du theoreme 28, une solution generalisee 
presque periodique de (2). 
3.3.1 Principe de contraction sur AP(R, R) 
Nous procedons maintenant a la demonstration du theoreme. En vertu du lemme 
precedent, nous avons 
||«V [2/2] - UV [yi]!^ < ||u;r [y2] - wr [s/x]!!«> + I^ V fete] - «V H I 
< 2 | K [ y 2 ] -Wr[l/i]||oo 
et par suite, lorsque 0 < A < 1, le principe de contraction de Banach implique l'existence 
d'un point fixe yr = u% [yr] G AP (R,R) pour tout r € R. Maintenant, nous introduisons 
la fonction reelle 
0 0 
r ( r ) = ^ [ r + y r ] - / - 5 > j ( r ) . 
J=I 
Le resultat suivant est la premiere etape pour montrer que T est continue sur R. 
Lemme 30. Pour tout p € R, 
l i m | K [ y ] - wp[y]\\oo = 0 
r—*p 
est verifiee pour tout y G AP (R, R). 
Preuve. Sans perte de generality, nous considerons le cas ou c > 0. En procedant encore 
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comme dans la preuve de la proposition precedente, pour tout y € AP (R, E) nous avons 
e
d\wr[y](l)-wp[y](l)\ 
< —= sup (Alr [y] - Alp [y], v) 
v2c||«||c<i 
veH 
sup {eigT [r + y + ip [r]] -£igT[p + y + ^ [p\], v)2 
ou, par (1.9), 
< — 7 = 
cV2c 
< ' 
cV2c 
v2c||«||e<i 
veH 
"£i9r [r + y + tp [r]] - zxgr [p + y + ip [p]]\\2 
N l 2 \\9T [r + y + i> [r\] -gr[p + y + i> [p\]||c 
\\9r [r + y + ^p [r]] -gT[p + y + ip [PWW^ 
< I k [ r + y + ^P[r]] -gT[p + y + ^H1IL 
+ \~97 [r + y + tp[r]] -g7[p + y + tp[p}}\ 
< 2 \\gT [r + y + j> [r]] - gT [p + y + i> [p]]|L 
<21(\r-p\ + \\^[r}-i>[p)\\J 
et £i peut etre choisi tel que ||e/||2 est arbitrairement proche de ed/\^2c. Ainsi 
e
d
 \wr [y] (I) - wp [y] (l)\ < ^ (|r -p\ + U [r] - ^ [p}\\J c2 
est verifiee pour i e l e t done, nous avons 
I K [y] - *>„ M L < J (l(r - P)I +II W> M - </> [ P D I I J • 
Le resultat suit maintenant par (3.8). • 
Maintenant, nous allons exploiter ce lemme pour etablir le resultat suivant. 
Proposition 31. Si 0 < A < 1 alors pour tout p E l , I'egalite 
lim \\yr - yp\\ = 0 
r—>p 
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est verifiee et done T est continue sur M. 
Preuve. Par l'inegalite du triangle et la preuve du lemme precedent, nous avons 
\vr-yP\\00 = I K for] -wP[yl PJIloo 
< \\wr [yr] - wr [yplW^ + \\wr [yp] - wp [y^H^ 
< ^ I k - yP\L + I K [yP] - wp [y^ 
et done 
0 < ( l - J ) Jim \\yr - y j ^ < lim \\wr [yp] - wp [yJH^ . 
Le resultat suit maintenant du lemme precedent. • 
Par le theoreme des valeurs intermediates, si 
infT(r) < 0 < s u p T ( r ) 
alors il existe ro G M. tel que 
r ( r o ) = 0. 
Ainsi l'equation 
oo 
y" + 2cy' + gT[r0 + y + ip [r0]} = ~Tr [r0 + y +1\> [rQ]] +J+ J2ai (r°) (3-24) 
admet une solution generalised y = yro si (3.21) et (3.22) sont verifiees. De plus, puisque 
(e^yro)" = c2 (ec*yro) - eagr [r0 + y0] 
et puisque les fonctions presque periodiques yro et gT \TQ + yo] sont necessairement bornees, 
alors en supposant que c > 0, nous avons 
(ectyro (<))' = / [c2 {ectyro) - e*gr [r0 + yro}) 
J—oo 
ce qui implique que (ectyro (t)) est continue, et done y'ro (t) est necessairement conti-
nue aussi. Par (3.24), il suit maintenant que y"0 (t) est continue. Nous avons la meme 
conclusions si c < 0. Ce qui complete la preuve du theoreme. 
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3.3.2 Bornes a priori pour / 
Dans cette section nous obtenons des bornes a priori pour / qui sont relativement 
faciles a verifier et impliquent les inegalites (3.21) et (3.22). Si nous ecrivons 
Ih [r + yT + if) [r]] = Ifr [r + i> [r]] + {lh [r + Vv + i> [r]] -g^[r + ip [r]]) 
alors 
in| <9T [r + yr + ^  M] - Yl ai (r) reR 
J = l 
+ sup |<fr [r + yr + 4> [r]] -g^[r + i> [r] 
r e R 
- reR | 9T Ir + ^  Ml - S aJ ^ f + 7 SUPHyrlloo 
reR 
ou, pour tout y E AP (K, M), nous avons par le principe de contraction 
lyrlloo ^ l i m HVfe/]! 
= lim 
n—»oo 
00 
n - 1 
10, [y] + ] C (^ f c+1 \y\ ~ wrk fed) 
fc=i 
oo 
<\\^r[y]\\x + Yt\\^k+1[y\-^rk[y] 
A 
00
 ' 1 - A 
— iii7rr-);in -i mill 
oo 
< I K M I L + 1 — r I K [y] - y\ oo 
et done (3.21) est verifiee si 
7 7A inf ^ [ r + ^ M l - ^ ^ - W +-^ - sup | | S ; [y ] | | 0 O + T ^ - | | y | | 0 O < / (3.25) 
r e R ^—;f 1 — A
 rpffi 1 — A J'=l 
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est verifiee pour un y G AP (R, R). De meme, (3.22) a lieu si 
sup | ^ [ r + V [ r ] ] - ^ a , - ( r ) U — y — s u p \ \ Z T r [ y } \ \ 0 Q - ^ - \ \ y \ \ 0 O > J (3.26) 
reM. [ ~^ \ I — A
 r € K 1 — A 
est verifie pour un y € AP (R,R). Le theoreme precedent fournit le resultat suivant. 
Theoreme 32. Supposons que les hypotheses Hi — H5 sont verifiees et que 0 < A < 1 
oil A est donnee par (3.20). Encore, pour tout r G R, soit yr Vunique solution reelle 
deux fois continument differentiable presque periodique, de moyenne nulle de (3.9) avec 
ip [r] donnee par (3.7). Si (3.25) est verifiee pour un y E AP (R,R) et si (3.26) est aussi 
verifiee pour uny € AP (R, R) alors, il existe r0 G R tel que xro derivee de yro par (3.23) 
est une solution generalisee reelle presque periodique de (2). 
Si nous prenons y — —ip [r] (qui est dans AP(R, R) par (1.15) ), alors 
gT [r + y + ip [r]} = gT [r] = g (r) = 0 
et done ufr [y] = 0 puisque w = ufr [y] est l'unique solution de (3.17) dans AP (R,R). De 
plus, par (1.17) et (3.7) nous obtenons 
1 oo 
l|ylL<IML + ^E^T:/2-
Ainsi (3.25) et (3.26) sont verifiees lorsque 
12 
. 7 = 1 
inf < a-r j^tr + ^ Hl-E^wj + ^ ^ I L + ^ f : ^ </ (3.27) 
et 
s u p l ^ t r + ^ M l - ^ a . w j - ^ h l ^ + l f ^ ^ 2 ) > / (3.28) 
reR
 ' j=l ) ~ ~ \ "j=l 
(respectivement). Ceci montre le resultat suivant. 
Corollaire 33. Supposons que les hypotheses Hi — H5 sont verifiees et que 0 < A < 
1 ou A est donnee par (3.20). Pour tout r € R, soit yr l'unique solution reelle deux 
fois continument differientiable presque periodique de moyenne nulle de (3.9) avec ip [r] 
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donnee par (3.7). Si (3.27) et (3.28) sont verifies, alors il existe r0 € M tel que xro derive 
de yro par (3.23) est une solution generalisee presque periodique de (2). 
3.3.3 Application 
Exemple 34. Soient A, 61,62 € K des constantes. Nous considerons Vequation du pen-
dule force 
x" (t) + 2cx' (t) + Asm (x (t - r ) ) = 0i sin (x) Si
 s in2 (5) ;1 (t) (3.29) 
+ 62cos(x)5icos2{ls).2„(t) 
avec retard r > 0 et impulsions dependant de la moyenne de I'etat et d'amplitudes 
61 sin (x) et 62 cos (x) en tous instants \ sin2 (x) + k et \ cos2 (x) + 2nk respectivement 
(k € Z ) . (Ici, les impulsions periodiques sont respectivement de periode 1 et 2ir et done 
les impulsions resultantes de la somme dans le terme a doite de (3.29) ne sont pas 
periodiques puisque 27rZnZ = {0}-) 
Nous avons 
g{x) = A sin (a; (t — r)) 
(et done 7 = 1^ 4^ , / (x) — 0 (et done / = 0 et f — 0), 7\ = 1, et T2 = 27r. De plus, pour 
tout r e E , nous avons t\ (r) = \ sin2 r, t2 (r) = \ cos2 r, ai (r) = #i sin r, a2 (r) = 02 cos r 
ei A = 2A/c2. L'unique solution presque periodique de (1-10) de moyenne nulle est donnee 
par 
<p(t) = 0 (3.30) 
et done par (3.7) nous obtenons 
il> [r] (t) = 0i (sin r) £ t l ( r ) ; 1 (t) + 62 (cos r) Et2{r).2w {t) (3.31) 
pour iouf r ER, ou par (1.15), 
e*2n7r(t-isin2r) em(t-± cos2 r) 
Etl(ry,i(t)= J2 i2nir(i2mt + 2Cy ^ r ^ ( t ) = 2-, i n (<n + 2 c) 
n€Z\{0} V ' neZ\{0} v ' 
et done 
EU)a (0 *£<r);*r (*) = 0 V ^ ^> * k G N" (3"32) 
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En outre 
oo
 1 
cos (</> [r] (t)) = £ ^ 2 f c [r] (t) 
fc=0 
oo 
£ ?9tV ^ S i n r j B t iW;1 + $2 COSrEt2(r);2ir] 2k 
fc=0 (2*)! 
et done par (3.32) nous avons 
cos (^ [r] (i)) = V —— (Ot s in r£ t l ( r ) ; 1 ) 2 + (02 cosrEt2{r),2lT) 
k=o ^K>- l 
=
 Yl 7^A\ \(01 s i n rE0;ifk + (°2 cos rEo&) 
fc=o {ZK)-
oo .. 
=
 £ TOTAI P1 sin r£'0;1 + ^ cos rEw*]2k 
k=0 (2fc)I 
= cos (#! sin rE0 ;i + 92 cos rE0.2n). 
De meme, nous avons 
sin (^ [r] (£)) = sin (#i sin rE0]i + 92 cos rE0-2n) 
Nous avons egalement 
gT[r + I(J [r]] = Asin (r + ijj [r]) 
= A (sin r) cos^ [r] + A (cos r) sin0 [r] 
et done 
~g^[r + ip [r]] = A (sin r) cos {0\ sin rE^i + #2 cos rE0.>2v) 
+ A (cos r) sin (#1 sin rE^i + #2 cos rS0;2w) 
= Asin (r + #1 sin ri?o;i + #2 cos rJE?o;27r) 
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oil par (1.16), |-Eb;i| ei |i£o;2ir| sont uniformement bornees par 1/12 e£7r2/3 respectivement. 
A partir de 
~cfc[r + ip [r]] - 6>i sinr - 92 cosr < 37[r +1/) [r]] + |6>x| + \92\ 
nous obtenons 
inf {#7 [r + -0 [r]] - 0 : sinr - 02 cosr} < inf {& [r + xjj [r]]} + | ^ | + \92\ 
ei done 
inf {97 [r + ^ [r]] - 0 l S in r - #2cosr} < - \A\ + | ^ | + |02 | . (3.33) 
De mime, nous avons 
sup {gr [r + ip [r]] — #1 sinr — 92 cosr} > sup {gT [r + tp [r]]} — |0i| — |^ 21 
et done 
sup {^r [r + ^ [ r ] ] - 0 i s i n r - 0 2 c o s r } > \A\ - |0i| - |02| • (3.34) 
Par suite maintenant (3.27) et (3.28) sont verifiees si 
Done, si2\A\ < c2 et si9\ et 92 sont suffisamment petites pour que (3.35) soit verifiee, 
alors, il existe une solution generalisee reelle presque periodique de (3.29). 
3.3.4 Cas particulier 
Pour y = 0, (3.17) devient 
w" (t) + 2cw' (t) = -g(r + tp [r] (t - T)) (3.36) 
et son unique solution dans AP(R, K) est donnee par w = uTr [0]. Dans ce cas (3.25) et 
(3.26) deviennent 
i n f { ^ [ r + V [ r ] ] - f ; a j ( r ) } + - ^ - s u p | | S v [ 0 ] | | o o < 7 (3.37) 
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et 
sup | Tr [r + 4 [r]] - JT aj (r) I - - 1 - sup \\uTr [0] ^ > / (3.38) 
reK I ~ ^ J i — A
 r6K 
(respectivement) et done nous avons montre le resultat suivant. 
Corollaire 35. Supposons que (3.37) et (3.38) sont verifies ou ufT [0] est I'unique solution 
reelle presque periodique de moyenne nulle de (3.36) avec ip [r] donnee par (3.7). Alors, 
sous les hypotheses Hi~H5 et la condition 0 < A < 1 ou A est donnee par (3.20), il existe 
pour un ro G R une unique fonction reelle yro deux fois continument differentiate presque 
periodique de moyenne nulle telle que xro derivee de yro par (3.23) est une solution reelle 
presque periodique de (2) au sens des fonctions generalisees. 
Quand g satisfait aussi (3.18) pour un 70 > 0, alors par (3.19) nous avons 
ll^toilL^lll^HIL^lLlL + ^ E ^ 2 ) -
II suit maintenant par (3.37) et (3.38) que (3.25) et (3.26) sont verifiees si nous avons 
inf 
r-eR | ^ [ r + ^ [ r ] ] - E ^ w } + ( T Z ^ ( l l ^ o o + ^ E ^ 2 ) <f <3-39) 
et 
^\r + *n-t^)}-j^R(l^^t'^f) >7 (3.40) 
Exemple 36. Considerons {'equation (3.29). Alors 70 = \A\ et nous avons (3.30), (3.31), 
(3.33), (3.34) et done, pour y = 0, (3.39) et (3.40) sont satisfaites si 
C'est une amelioration par rapport a (3.35). 
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Conclusion 
Cette these a porte sur l'etude de l'existence de solutions de deux types d'equations 
differentielles. La premiere une equation de premier degre periodique avec retard et impul-
sions. La seconde est l'equation de Duffing avec retard et impulsions presque periodiques 
dependant de la moyenne de l'etat. 
On a montre a l'aide du theoreme du point fixe de Banach, du principe d'approxima-
tion successive et du theoreme des valeurs intermediaries, que la solution est a variation 
bornee dans le cas de l'equation du premier degre avec retard et impulsions dependent 
de l'etat et integrable au sens de Lebesgue pour la raeme equation mais dans le cas ou 
les impulsions ne dependent pas de l'etat. 
Pour l'equation de Duffing avec retard et impulsions presque periodiques dependant 
de la moyenne de l'etat, on a construit un espace de Hilbert qui nous a permis d'obtenir 
des conditions suffisantes pour l'existence d'une solution presque periodique. Pour toutes 
ces solutions on a montre l'existence de bornes a priori comme condition supplementaire 
d'existence des solutions. 
Les resultats de cette these sont nouveaux et originaux. L'existence de solutions 
presque periodiques dans le cas de l'equation du premier degre avec retard et impul-
sions, et presque periodique dans le cas de l'equation de Duffing avec retard et impul-
sions presque periodiques dans le cas general (cas ou les impulsions ne dependent pas 
necessairement de la moyenne de l'etat ), reste un probleme ouvert. 
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