We recently developed a theory for the rates of protein-protein association. The theory is based on the concept of a transition state, which separates the bound state, with numerous shortrange interactions but restricted translational and rotational freedom, and the unbound state, with, at most, a small number of interactions but expanded configurational freedom. When not accompanied by large-scale conformational changes, protein-protein association becomes diffusion limited. The association rate is then predicted as k a = k 0 a expðÀDG z el =k B TÞ; where DG z el is the electrostatic interaction free energy in the transition state, k 0 a is the rate in the absence of electrostatic interactions, and k B T is thermal energy. Here, this transition-state theory is used to predict the association rates of four protein complexes. The predictions for the wild-type complexes and 23 mutants are found to agree closely with experimental data over wide ranges of ionic strength.
INTRODUCTION
Rapid association between proteins is crucial in a wide array of biological processes such as the utilization of and self-defense against toxins (Wallis et al., 1995; Jucovic and Hartley, 1996; Schreiber and Fersht, 1996; Terlau et al., 1996; Radic et al., 1997) , receptor activation by growth hormones and cytokines (Shen et al., 1996; Wells, 1996; Darling et al., 2002) , and regulation of actin polymerization (Marchand et al., 2001; Hemsath et al., 2005) . In contrast to the study of protein folding kinetics, in which theoretical developments (Bryngelson and Wolynes, 1987; Dill and Chan, 1997; Munoz et al., 1997; Onuchic et al., 1997; Baker, 2000) and molecular dynamics simulations (Daggett and Levitt, 1993; Duan and Kollman, 1998; Garcia and Sanbonmatsu, 2001; Simmerling et al., 2002; Snow et al., 2002; Mayor et al., 2003; Huang and Zhou, 2006) have worked in concert to elucidate mechanisms, modeling efforts of protein association kinetics have mostly focused on Brownian dynamics simulations (Northrup and Erickson, 1992; Zhou, 1993; Wade, 1997, 2001; Elcock et al., 1999; Zou and Skeel, 2003; Lin and Beratan, 2005; Haddadian and Gross, 2006; Spaar et al., 2006) . Recently, we developed a theory for the rates of protein-protein association (Alsallaq and Zhou, 2007) . Here, we extensively test this theory against experimental data for 4 protein-protein complexes and 23 of their mutants over wide ranges of ionic strength.
The theory is based on the concept of a transition state for protein-protein association. The notion of a transition state has been invoked in previous studies of proteinprotein association Wade, 1997, 2001; Vijayakumar et al., 1998; Elcock et al., 1999; Frisch et al., 2001; Zhou, 2001 Zhou, , 2003 Miyashita et al., 2004; Schlosshauer and Baker, 2004; Spaar et al., 2006) . In our recent theory, this concept is fully developed. As illustrated in Figure 1A , the bound state of two associating proteins is defined by a deep well of the interaction energy. The transition state is located at the outer boundary of the bound state and marks the end point of the sharp increase in interaction energy. It also marks the starting point of increased freedom in relative translation and rotation between the two proteins.
The rate of association can be approximated by k a k + / (k + + k À ), where k a is the diffusion-limited rate for reaching the transition state, k + is the rate of forming the stereospecific complex from the transition state through conformational rearrangement, and k À is the rate of dissociation from the transition state . If no large-scale conformational changes are involved, then one expects k + >> k À , and the rate of association approaches k a . For an intermolecular force to affect k a , it must be present in the diffusion process that leads to the transition state and thus must be long ranged. Electrostatic interactions between associating proteins provide the dominant longrange force and can significantly increase the magnitude of k a . In theoretical studies, it has been shown that the electrostatic rate enhancement can be accurately predicted by a transition-state theory formula (Zhou, 1996 (Zhou, , 1997 :
where k 0 a is the basal rate, i.e., the rate in the absence of electrostatic interactions, DG z el is the electrostatic interaction free energy in the transition state, and k B T is thermal energy. Note that though Equation 1 formally resembles a transition-state theory, its derivation was actually not trivial at all. It is an approximation that is valid only when the complex formed is stereospecific and the intermolecular force is long ranged, conditions that are fortuitously fulfilled for protein-protein association under the influence of electrostatic interactions. Implementation of Equation 1 entails generating configurations in the transition state and calculating the electrostatic interaction energies over these configurations.
Considerations based on orientational constraints for protein association have suggested that the basal rate lies in the range of 10 5 -10 6 M À1 s À1 (Northrup and Erickson, 1992; Zhou, 1997; Schlosshauer and Baker, 2004) .
Experimental results typically extrapolate to this range at high ionic strengths, which screen electrostatic interactions between proteins. Rates over this range then indicate electrostatic enhancement. As noted previously (Zhou, 2001 (Zhou, , 2003 , the presence of electrostatic rate enhancement is accompanied by a telltale sign, in the form of disparate ionic strength effects on the association and dissociation rates. For the association of proteins in which electrostatic rate enhancement is implicated, it is widely observed that the association rate shows large variations with ionic strength, while the dissociation rate (k d ) is modestly affected by ionic strength. The transition-state theory provides a simple, qualitative explanation for the disparate ionic strength effects. As the transition state is located at Figure 1 . Illustration of the Energy Landscape for Protein-Protein Association (A) The bound state is located in a deep well of the interaction energy. The transition state, indicated by a green ring, marks the end of the sharp increase in interaction energy and the start of the increase in translational and rotation freedom.
(B) The six degrees of relative translational and rotational freedom between two associating proteins. One protein, shown in blue, was fixed in space; the other, shown in red, was allowed to translate and rotate. The three translational degrees of freedom were represented by the displacement vector, r, between the centers of the binding sites on the two proteins. Of the three rotational degrees of freedom, two were a unit vector, e, attached to the moving protein, and the remaining one was the rotational angle, c, around the unit vector. In the X-ray structure of the bound complex, the relative separation, r, is 0, and the rotation angle, c, is 0 .
(C) Transition of the standard deviation of c, s c , from the bound state (with high contact levels) to the unbound state (with low contact levels). The start of the sharp increase in s c marks the transition state, which was uniquely determined by a maximum of X. Actual data for the IL4-IL4BP complex are shown for illustration (with N the outer boundary of the bound state and, hence, is close to it, ionic strength is expected to screen electrostatic interactions in the two states to nearly the same extent. Hence, the effect of ionic strength on the binding affinity (i.e., k a /k d ) will be almost solely confined to the association rate. In this sense, ionic strength in protein association is analogous to a mutation with a F value of 1 in protein folding. Like a native contact that is present in the transition state for protein folding, electrostatic interactions are almost fully formed in the transition state for protein association.
In this paper, we go beyond qualitative explanation and aim for a quantitative account of effects of ionic strength and mutations on the association rates of four protein complexes. These are formed by barnase (Bn) and barstar (Bs), DNase E9 and its cognate immunity protein Im9, interlukin-4 (IL4) and interlukin-4-binding protein (IL4BP), and fasciculin 2 (Fas) and acetylcholinesterase (AChE). They represent a broad structural and functional spectrum. Bn is a ribonuclease produced by Bacillus amyloliquefaciens and is excreted as a weapon against predators or competitors. Binding of the inhibitor Bs protects the host cell from the potentially lethal ribonuclease activity of the enzyme. The binding of Im9 to E9 plays an analogous role in Escherichia coli. Binding of the IL4 cytokine to IL4BP, the extracellular domain of the IL4 receptor a chain, is a critical event in the regulation of immune responses. Fas is a snake toxin from the venom of the green mamba that inhibits the enzyme, AChE, responsible for the breakdown of the neural transmitter acetylcholine.
Effects of mutations and ionic strength on the binding affinities of these complexes have been studied recently (Dong et al., 2003; Dong and Zhou, 2006 ). An initial test of the transition-state theory on the ionic strength dependence of the association rate of the Bn-Bs complex appeared promising (Alsallaq and Zhou, 2007) . To our knowledge, the study presented here, covering all 4 of the complexes and 23 of their mutants over wide ranges of ionic strength, is the most comprehensive theoretical investigation of protein-protein association rates. The overall good agreement with experimental data, obtained without human intervention, indicates that the transitionstate theory holds truly predictive power.
RESULTS
The transition state for protein-protein association separates the bound state, with numerous short-range interactions but restricted translational and rotational freedom, and the unbound state, with, at most, a small number of interactions but expanded configurational freedom. Specifically, it is located at the outer boundary of the bound state and is uniquely identified by the onset of a sharp increase in translational and rotational freedom. In particular, the sampling range of the rotational angle, c ( Figure 1B) , experiences a sharp increase as the two proteins move out of the bound state. This increase is reflected by the magnitude of s c , the standard deviation of c sampled at a given level of interaction energy ( Figure 1C ). The interaction energy was actually mimicked by N c , the total number of native and nonnative contacts. The transition state was identified by the level of N c that maximized
which represents the difference between the standard deviation of c at contact level N c and the average for all lower contact levels. The transition-state contact level is denoted as N z c ( Figure 1C ). The number of contacts, N c , was 38, 42, 35, and 52, respectively, in the X-ray structures of the Bn-Bs, E9-Im9, IL4-IL4BP, and Fas-AChE complexes. The corresponding transition-state contact level, N z c , was 14, 24, 16, and 23. Among the transition-state ensembles of the four complexes, the relative separation, r, averaged 4.9, 3.9, 4.2, and 5.1 Å , respectively, with standard deviations all at 0.5 Å . The relative rotation angle, c, distributed around 0 with standard deviations at 18 , 9 , 11 , and 6 , respectively. In each of the four protein complexes, the two subunits have opposite net charges. As shown in Figure 2 , the electrostatic surfaces are highly complementary. The complementarity underlies the electrostatic rate enhancement observed on these complexes (Wallis et al., 1995; Schreiber and Fersht, 1996; Shen et al., 1996; Radic et al., 1997) .
Using 100 representative configurations of the transition-state ensemble, the electrostatic interaction free energy was calculated by solving the linearized PoissonBoltzmann (PB) equation. In Figure 3 , association rates predicted by Equation 1 are compared with experimental results for the four complexes (Wallis et al., 1995; Schreiber and Fersht, 1996; Shen et al., 1996; Radic et al., 1997 ) (data listed in Table S1 ; see the Supplemental Data available with this article online). In this comparison, the basal association rate, k , respectively, for Bn-Bs, E9-Im9, IL4-IL4BP, and Fas-AChE, the ionic-strength (I) dependences of k a for the complexes are well predicted overall by the theory. The sharp decreases of k a with increasing ionic strength are in line with electrostatic rate enhancement for these complexes.
For three of the four complexes (Bn-Bs being the exception), the predictions overestimated the rates of association at the lowest ionic strengths. To investigate possible reasons for the overestimation, we also calculated the electrostatic interaction free energy by solving the nonlinear PB equation. The magnitudes of DG z el were found to be reduced upon using the nonlinear PB equation at the lowest ionic strengths. Specifically, DG z el changed from À3.55 to À3.30 kcal/mol at I = 13 mM for Bn-Bs, but from À6.77 to À5.85 kcal/mol at I = 25 mM for E9-Im9, from À4.31 to À3.66 kcal/mol at I = 150 mM for IL4-IL4BP, and from À4.93 to À3.80 kcal/mol at I = 50 mM for Fas-AChE. The differences in DG Structure strengths. The values changed from À0.87 to À0.82 kcal/ mol at I = 2000 mM for Bn-Bs, from À2.74 to À2.43 kcal/ mol at I = 275 mM for E9-Im9, from À2.19 to À1.94 kcal/mol at I = 1000 mM for IL4-IL4BP, and from À1.66 to À1.42 kcal/mol at I = 500 mM for Fas-AChE. If the nonlinear PB equation was used instead of the linearized PB equation, the predicted rate of association for Bn-Bs would be almost unchanged, but would be reduced by 5-, 3-, and 7-fold, respectively, for E9-Im9, IL4-IL4BP, and FasAChE at the lowest ionic strengths. These reductions would bring predictions into much closer agreement with experimental data.
The values of k 0 a obtained from the ionic strength dependences of k a nearly fall in the expected range of 10 5 -10 6 M À1 s À1 (Northrup and Erickson, 1992; Zhou, 1997; Schlosshauer and Baker, 2004) . These were used below for the mutants of the respective complexes without further adjustments. We also obtained values for k 0 a by Brownian dynamics simulations, and these were 1.8 3 10 5 , 3.4 3 10 4 , 4.2 3 10 4 , and 3.6 3 10 4 M À1 s À1 . The values required for optimal reproduction of the ionic strength effects on k a were all underestimated by the Brownian dynamics simulation results. The underestimation is not unexpected, since in the Brownian dynamics simulations the proteins were treated as rigid, which could lead to an underestimate of the volume of the bound state and hence the basal association rate. Interestingly, in both sets of results, the basal rate for the Bn-Bs complex is roughly an order of magnitude higher than those of the other three complexes. Association rates for 23 mutants of the 4 complexes were calculated because of availability of experimental data (Schreiber and Fersht, 1993 , 1995 Shen et al., 1996; Radic et al., 1997; Wallis et al., 1998; Frisch et al., 2001 ). There were 12 mutant Bn-Bs complexes (mutations before and after the hyphen refer to those on Bn and Bs, respectively): K27A-Bs, R59A-Bs, E60A-Bs, R83Q-Bs, R87A-Bs, Bn-D35A, Bn-D39A, Bn-E76A, K27A-D39A, R59A-D35A, R83Q-D39A, and R87A-D39A. The E9-Im9 complex had five mutants (all on the Im9 subunit): E9-E30A, E9-E41A, E9-S50A, E9-D51A, and E9-Y55A. Two IL4-IL4BP mutants were E9Q-IL4BP and R88A-IL4BP, and four Fas-AChE mutants were Fas-D74N, Fas-E202Q, Fas-D280V, and Fas-D283Q. The mutated residues are shown in Figures 2A-2D . Except for the E202Q-Fas mutant, all mutations were in or around the interfaces of the complexes. Most of the mutations reduced the net charges of the wild-type proteins, but two actually increased the net charges (E60A-Bs and E9Q-IL4BP). Figure 4 shows the comparison of predicted and experimental results on k a for the 23 mutants of the 4 complexes. The mutants were studied over different ionic strengths. In all, there are 81 data points in the comparison. Over four orders of magnitude, the predictions closely track the experimental results. However, for some of the Bn-Bs mutants, the rate of association was underestimated. Possible explanations for the underestimation will be discussed in the next section.
The sensitivity of the predicted rate of association to the choice of the transition-state contact level was examined by calculating DG 
DISCUSSION
We have shown that the transition-state theory predicts well association rates for diverse protein-protein complexes and a large number of their mutants over wide ranges of ionic strength. These results suggest that the theory will have wide applicability.
For three of the complexes studied, i.e., Bn-Bs, E9-Im9, and Fas-AChE, the need for electrostatic rate enhancement is clear, as the association occurs in situations in which speed is of the essence (Zhou, 2005a) . Indeed, for Bn-Bs, rapid association is such a priority that the inhibitor Bs has a cluster of acidic residues that facilitate association with the nuclease Bs, even though the clustered charges reduce folding stability . Speed is also required in the blocking of ion channels by toxins (Terlau et al., 1996) and along the signaling pathway leading to the stimulation of actin polymerization. As actin polymerization is a nucleated event, the speed of upstream signaling has a critical impact on the rate of polymer formation. It is thus not surprising that high association rates have been observed between many partners along the signaling pathway, such as between Cdc42 and the Wiskott-Aldrich syndrome protein (WASp)-leading to the latter's activation-and between activated WASp and actin (Marchand et al., 2001; Hemsath et al., 2005) . The high association rate between Cdc42 and WASp has been found to be essential for the latter to stimulate actin polymerization, as another Rho GTPase sharing 70% sequence identity, TC10, with an identical dissociation rate but a 1000-fold lower association rate, failed to stimulate actin polymerization (Hemsath et al., 2005) . In all of these examples, the transition-state theory may be used to gain insight into the biological roles of protein association rates.
Several other compelling arguments can be made for the requirement of rapid protein association. First, high binding affinity is often achieved through slow dissociation. However, for proteins involved in signaling, slow dissociation is not an option, since a long-lasting bound state effectively corresponds to a permanent off-or on-switch. Therefore, even if not for a direct reason (such as in nucleation of actin polymerization), the affinity requirement alone calls for fast association. This may partly explain why the association between IL4 and IL4BP is electrostatically enhanced. Second, enzyme-substrate binding is a determining factor for the overall turnover rate and becomes the rate-limiting step for catalytically perfect enzymes. Third, when several proteins compete for the same receptor or when one protein is faced with alternative pathways, kinetic control, not thermodynamic control, dominates for much of the time; this is especially true when dissociation is slow. For example, newly synthesized proteins potentially face aggregation if not isolated by a chaperonin. From the point of view of kinetic control, it is easy to see why rapid binding of denatured proteins to GroEL has been observed (Perrett et al., 1997) . Fourth, related proteins, such as Cdc42 and TC10, can have significantly different association rates, suggesting that association rate may serve as an additional mechanism for specificity. Much of the focus of studies on protein association has been on the binding affinity. The examples presented here suggest that binding rate deserves as much attention as binding affinity.
Electrostatic rate enhancement requires complementary charge distributions on the two associating molecules. For some proteins, there are obvious reasons to take up positive or negative charges. For example, proteins targeting nucleic acids generally have enriched distributions of positively charged residues on the nucleic acid-binding sites (Luscombe et al., 2001; Tjong and Zhou, 2007) . The positive charges on the nucleic acid-binding sites can be easily exploited by inhibitors (like Bs): fast inhibition can be achieved through a concentration of negatively charged residues on the latter molecules. Toxins blocking the Shaker potassium channel apparently follow a similar strategy (Huang et al., 2005) . Apparently, for facilitating the conduction of the positively charged potassium ion, the mouth of the channel pore is lined with two rings of negative charge (Doyle et al., 1998) . To complement the resulting negative electrostatic surface, channel toxins have excess positively charged residues. The charge-complementarity argument can also be made to rationalize the excess positive charges on Fas, which targets AChE. The latter uses a negative electrostatic surface around the entrance to the active site gorge for the fast binding of its positively charged substrate (Radic et al., 1997; Zhou et al., 1998) . In other cases, such as in complexes formed by WASp and Cdc42 (Abdul-Manan et al., 1999) and by IL4 and its receptor (Hage et al., 1999) , the reasons for a particular subunit to take up either positive or negative charges are not obvious. That they nonetheless show charge complementarity highlights the biological roles of their fast association.
The transition-state theory offers important advantages over Brownian dynamics simulations. First, the transition state is uniquely specified, so the theory holds truly predictive power. Second, the theory is rigorous and yet fast to implement. The need for expensive simulations of translational and rotational diffusion in the presence of intermolecular forces is eliminated.
Schreiber and coworkers have used Equation 1, but they calculated DG z el from an empirical energy function on the bound state, thus avoiding the specification of the transition state (Shaul and Schreiber, 2005) . Though they seem to have had some success with the simplified approach, an approach with theoretical rigor is still more desirable. As we have shown here, the rigorous transition-state theory makes accurate predictions for the association rate.
Based on an expression similar to Equation 1, Miyashita et al. (2004) have used experimental data to derive the transition state for the association of cytochrome c2 with bacterial reaction center. Their experiment-based transition state appears to be similar to the transition states that we have determined from theory for the four complexes. In particular, the standard deviation of the rotation angle, c, in their transition-state ensemble was 9 , which falls within the range of corresponding values that we found. Based on experimental results for mutational effects on association rates, we and others (Vijayakumar et al., 1998; Frisch et al., 2001) have suggested a transition state in which the two proteins are prealigned and solvent separated. The transition states determined here conform to this description.
Mechanistically, long-range electrostatic interactions bias configurational sampling around the transition state.
Once reaching this state, the two proteins will undergo further conformational rearrangements to achieve stereospecific fit. Molecular dynamics simulations have shown that the formation of native contacts between two proteins is a very cooperative event (Huang et al., 2005) , much like what is seen with protein folding.
The rates of association are predicted well for most of the 23 mutants studied here, but the rates for Bn-Bs mutations involving K27, R59, R83, and R87 of Bn and D39 of Bs are systematically underpredicted. These residues form an ion cluster across the interface (see Figure 2A) . In the present study, modeling of mutation was restricted to the mutated residue. In reality, neighboring residues will respond to the mutation by conformational rearrangement. Such rearrangement will optimize interactions. For example, upon mutating the bulky side chain of K27 to Ala, neighboring R83 and R87 may adjust to make better contacts with D39 and D35 across the interface. The neglect of conformational rearrangement of neighboring residues in the present study appears to be the most likely reason for the underprediction of the Bn-Bs mutants. Conformational rearrangement can be modeled by molecular dynamics simulations (Huang et al., 2005) and will be considered in the future.
Like in earlier Brownian dynamics studies Wade, 1997, 2001; Elcock et al., 1999) , we have modeled the effects of salts totally in terms of the ionic strength, which appears in the Debye-Hü ckel screening parameter in the linearized PB equation. The effects of salts on biomolecular interactions are actually very complex. Broadly speaking, salt ions can exert influences by specifically binding to the biomolecules and by indirect means. We have no way of ruling out specific ion binding in the four protein complexes studied, but there is no particular reason to suspect that it plays a significant role either. One indirect means is through the redistribution around the proteins throughout the association process. The redistribution was modeled by the PB equation in the present study. Another indirect means gives rise to the Hofmeister effect, which itself is not well understood. According to an electrostatic theory (Kirkwood, 1943; Zhou, 2005b) , the origin of the Hofmeister effect is the tendency of ions to stay away from protein surfaces in order to optimize hydration. Since the two proteins are solvent separated in our model for the transition state, we may expect the differential Hofmeister effect between the transition state and the unbound state not to be significant. The overall good agreement between the predicted and experimental dependences of the rate of association on salt concentration suggests that the (nonlinear) PB equation captures the bulk of salt effects on protein-protein association rates.
It is now increasingly recognized that proteins function in the context of multicomponent complexes. Binding rate likely plays as important roles as binding affinity in the proper functioning. The transition-state theory presents new opportunities for uncovering molecular bases of variations in binding rates among proteins and for designing proteins with desired binding rates.
THEORY AND IMPLEMENTATION

Specification of the Transition State
Both the theoretical basis and the explicit procedure for specifying the transition state have been presented in a recent paper (Alsallaq and Zhou, 2007) . Here, we outline this procedure.
The transition state was determined by sampling configurations. The proteins were treated as rigid; therefore, there were only six relevant degrees of freedom: three for relative translation and three for relative rotation ( Figure 1B) . Configurations in the bound state and the transition region to the unbound state were sampled by randomly generating coordinates for the six degrees of freedom; the only restriction was that the separation, r, be within 6 Å . Configurations that did not involve steric collision between the two proteins were saved, and the contact number was then calculated (described below). For the purpose of detecting collision, atoms were classified into three types: hydrogen, polar (nitrogen and oxygen), and nonpolar (carbon and others). The collision distance within one type or between two types of atoms was set to the minimum distance of such contacts in the X-ray structure of the bound complex. The resulting values were 2.5-2.7 Å between polar atoms, 3.2-3.5 Å between nonpolar atoms, 2.8-3.1 Å between polar and nonpolar pairs, 1.6-2.1 Å between hydrogens, 1.6-1.7 Å between polar and hydrogen atoms, and 2.5 Å between nonpolar and hydrogen atoms.
Contacts, native or nonnative, were formed between interaction locus atoms. The latter were a representative set of interface atoms, which, in turn, were heavy atoms making crossinterface contacts below 5 Å in the X-ray structure of the complex. All crossinterface contacts were sorted in ascending order of contact distances. If a contact-forming atom was within 3.5 Å of an atom on the same protein that formed a shorter contact, the longer contact was eliminated from the list. The final remaining list constituted the cognate pairs of interaction locus atoms; the contact radius of each interaction locus atom was assigned to be half of the contact distance. When configurations of the proteins were sampled, a native contact was formed when an interaction locus atom was separated from its cognate partner by a distance that was not longer by 3.5 Å than the corresponding value in the X-ray structure. A nonnative contact was formed when a noncognate pair of interaction locus atoms were within a distance that was not longer by 2.5 Å than the sum of their contact radii. For configurations at each contact level, N c , the standard deviation in the rotation angle, c, was calculated ( Figure 1C ). The transition state was specified by the contact level at which the function X(N c ) given in Equation 2 was a maximum.
The bound structures of the four protein complexes were from the following Protein Data Bank entries: BnBs, 1brs ; E9-Im9, 1emv (Kuhlmann et al., 2000) ; IL4-IL4BP, 1iar (Hage et al., 1999) ; and FasAChE, 1mah (Bourne et al., 1995) . Hydrogens were added and were energy minimized.
Calculation of the Electrostatic Interaction Free Energy
For each complex, the transition-state ensemble was represented by 100 configurations with the contact level at N z c . For each configuration, the electrostatic interaction energy was calculated as U el = U el ðABÞ À U el ðAÞ À U el ðBÞ:
The three terms on the right-hand side of the equation represent the electrostatic energies of the complex and each of the two proteins by itself, respectively. Electrostatic energies were calculated by the UHBD program (Madura et al., 1995) ; the boundary between the protein low dielectric and the solvent high dielectric was specified by the protein van der Waals surface. Other details of the electrostatic interactions can be found in a recent study of the effects of mutations and ionic strength on the binding affinities of the four protein complexes (Dong et al., 2003; Dong and Zhou, 2006) . Unless otherwise indicated, electrostatic energies were calculated by solving the linearized PB equation. For comparison, the nonlinear PB equation was also solved (by adding the option ''full'' in the input script for the UHBD program).
The electrostatic interaction free energy, DG were treated like reflecting boundary conditions. While in the bound state, the proteins could form a complex with finite reactivity, k. All trajectories were either terminated due to reaction or stopped after reaching a cutoff time.
The lengths of the trajectories were converted to the survival probability, S(t), which equals the time-dependent rate, k(t), scaled by the initial value k(0) = V b k. Extrapolation of k(t) to infinite time gave the association rate, k(N), obtained with finite reactivity. The diffusion-limited associate rate, k 0 a , was obtained with the formula (Zhou and Szabo, 1996) 1 k 0 a = 1 kð0Þ + 1 kðNÞ :
