We discuss algorithm recognition (AR) and present a method for recognizing algorithms automatically from Java source code. The method consists of two phases. In the first phase, the recognizable algorithms are converted into the vectors of characteristics, which are computed based on static analysis of program code, including various statistics of language constructs and analysis of Roles of Variables in the target program. In the second phase, the algorithms are classified based on these vectors using the C4.5 decision tree classifier. We demonstrate the performance of the method by applying it to sorting algorithms. Using leave-one-out cross-validation technique, we have conducted an experimental evaluation of the classification performance showing that the average classification accuracy is 98.1% (the data set consisted of five different types of sorting algorithms). The results show the applicability and usefulness of roles of variables in AR, and illustrate that the C4.5 algorithm is a suitable decision tree classifier for our purpose. The limitations of the method are also discussed.
INTRODUCTION
Algorithm recognition (AR) can be defined as understanding algorithms through their identification and classification from source code. By recognizing pieces of source code as particular algorithms and viewing these pieces as a whole, we can acquire partial understanding of the meaning of the code. The aim is to abstract the purpose of the code and recognize, for example, those parts that have potential for improvement. The goal of our research is to develop methods for automatic AR.
AR method can be used in automatic assessment tools to provide feedback for student about the algorithm they have used and to help teachers with their workload in grading student submissions in large programming courses. Specifically, the contribution of AR in this field would be to confirm that students have used the required algorithm. The existing automatic assessment tools, such as Boss [1] , CourseMarker [2] and WebCAT [3] , are capable of carrying out various useful functionalities and analyzing many different aspects of the target program, including program correctness, programming style, program structure, use of specific language construct and even run time efficiency (for an overview of the field, see [4] ). However, none of them is able to analyze how the problem has been solved in terms of the used algorithms. It is difficult to automatically check a programming assignment such as 'Write a program that sorts an array using Quicksort that switches to Insertion sort when the sorted area is less than 10 items'. The final output of the program is a sorted array and gives no clue as to what algorithm has been used in reality. A simple approach would be to check some intermediate states, but this is clumsy and unreliable as students may very well implement the basic algorithm in slightly different ways, for example, by taking the pivot item from the left or right end in Quicksort. This problem can be solved using AR, which provides methods to automatically recognize algorithms from source code. Despite 1846 A. Taherkhani the extensive work already done, there still seems to be a lack of an adequate and efficient technique that is able to solve this problem. This is the main application and purpose of our research.
Another application of AR is in computer programming contests. 1 In these contests, the contestants are required to implement various algorithms. AR can be used to automatically check the implemented algorithms and give feedback to the contestants. AR would also be a valuable tool to help the jury in their evaluation task.
Moreover, AR can also be potentially used in source code optimization, that is, tuning existing algorithms or replacing them with more efficient ones. This is a key problem in developing compilers for parallel processing machines: how to identify algorithms that can be parallelized and how to replace them with new parallel algorithms that compute the same results. Metzger and Wen present an overview of this topic in [5] .
In addition, AR techniques can also be utilized in sourceto-source translations, specifically, in the well-known method program translation via abstraction and reimplementation [6] , which was introduced to address the weaknesses of the previous method, source-to-source translation by transliteration and refinement. In this approach, first an abstract understanding of the original source code is achieved, and then the code is reimplemented in the target language. A slightly similar problem is locating undesirable code segments from the source code. Especially legacy systems may include code segments that do not serve their original purpose anymore and thus should be removed, or may use inefficient algorithms that should be replaced with more efficient ones. AR can potentially be used to automatically detect these kinds of code segments/algorithms, which are commonly referred to as anti-patterns (see, e.g. [7] ).
The contributions of this paper
Our long-term plan is to tackle the AR problem by combining several approaches, as we believe that this will produce the best result. The most interesting approaches that we will use are as follows (from these approaches the first is presented in this work and the two others are left for future work).
(i) Machine learning techniques: we apply machine learning techniques to recognize algorithms. We explain this dimension in this paper. We discuss how decision tree classifiers can be used in the recognition process. (ii) Identifying algorithm-specific code: the second approach involves identifying algorithm-specific code from non-relevant application data processing code. We will define each supported algorithm (algorithms which the tool will be able to recognize) as schemas/plans, and identify the relationships between the schemas in each algorithm; that is, how the schemas of each algorithm are connected to each other to constitute the algorithm. We will discuss the methods we aim to use in Section 2 in connection with the related work. (iii) Dynamic analysis: the third perspective includes executing the identified algorithm-specific code and analyzing the dynamically generated trace in order to verify its correctness and obtain other useful information.
In this paper, we present a method for automatic AR. The method is based on the static analysis of program code, including various statistics of language constructs and roles of variables. The method consists of two phases. The first phase includes converting algorithms into characteristic vectors. In the second phase, these vectors are used to build a decision tree classifier for recognizing algorithms using the C4.5 algorithm. We have discussed the first phase of the method in more detail in [8] [9] [10] . The method presented in these earlier papers, however, uses a manually constructed decision tree for classifying algorithms. In [10] , an experiment on sorting algorithms was conducted to test the performance of the method and to evaluate the accuracy of the manually constructed decision tree. In that study, 70 implementations of sorting algorithms of five types (Selection sort, Insertion sort, Bubble sort, Quicksort and Mergesort) were collected as the learning data; the implementation codes were run through an Analyzer, which computed the characteristics used in the recognition process and stored the resulted characteristic vectors in the database. On the basis of the algorithms of the learning data represented as characteristic vectors, a decision tree was manually constructed to guide the recognition process. After this, a total of 217 algorithms, including the same five types of aforementioned sorting algorithms (but different samples), other types of sorting algorithms as well as algorithms from other fields, were collected as the testing data in a separate data collection process. The algorithms of the testing data were then converted into characteristic vectors by the Analyzer and tested using the manual decision tree.
In this paper, the decision tree is constructed automatically using the C4.5 decision tree classifier algorithm. This is the main contribution of this paper: applying machine learning methods in source code analysis to automatize the construction of a decision tree that can be used in recognizing algorithms. In the experiment presented in this paper, a total of 209 samples of the implementations of the aforementioned five types of sorting algorithms were given to the C4.5 algorithm, which builds a decision tree that is used for recognizing algorithms. The average classification accuracy was also evaluated using leave-one-out cross-validation technique. The results presented in Section 6 show that using the instances of the data set, the Using Decision Tree Classifiers to Recognize Algorithms 1847 leave-one-out cross-validation accuracy was 98.1%. Moreover, the decision tree that the C4.5 algorithm builds on the training data are much more optimal, simpler and understandable than the manually constructed decision tree presented in [8] [9] [10] .
To limit the scope of this work, we applied the method to the same type sorting algorithms as presented in [10] . Focussing on the same type algorithms and data set allows us to contrast this work with the previous one and see how using machinelearning techniques improves the quality of the decision tree. However, since the method presented in this paper and the method discussed in [10] use different recognition mechanism (in [10] , a filtering system is used to reject those algorithms that have less or more numerical characteristics than the minimum or maximum value of the numerical characteristics of the implementations of the algorithms of the learning data), data set (in [10] , in addition to the five aforementioned sorting algorithms, the data set includes other algorithms as well) and evaluation method (in [10] , holdout method [11] is used to divide the data set into the learning and testing data), direct comparison between the results of these two studies is not reasonable. As we will discuss later in the paper, we removed the non-sorting algorithms (which are called the 'Other' algorithms in [10] ) from the testing data used in the experiment conducted in [10] and re-evaluated the performance of the decision tree presented therein. This provides a better basis to contrast the results presented in this paper with those obtained in [10] .
Note that in this paper, we do not focus on dealing with algorithms that do not belong to the target set of the five aforementioned types of sorting algorithms. This issue was considered in the experiment presented in our previous study [10] . In that study, we used the numerical characteristics (see Section 4) to filter out the implementations of these non-sorting algorithms. The results of that study showed that the number of the algorithms that are not a member of the target set but are falsely recognized as such is very small. These cases occurred in less that one percent of the testing data, and thus are not a big problem. Therefore, the experiment presented in this study continues the previous one by focussing on the data set consisting of the implementations of the same types of the sorting algorithms as were used as a part of the data of that experiment, and by evaluating the performance of the proposed method on distinguishing the sorting algorithms from each other. The proposed method recognizes algorithms by applying machine-learning methods and by constructing an automatic decision tree using the C4.5 algorithm.
In future work, when we extend our method to cover other fields of algorithms, constructing manual decision trees would become more and more clumsy, difficult, inaccurate and perhaps impossible for considerably larger sets of target algorithms. Hence, the other contribution of this work is that it demonstrates that machine-learning methods, and specifically the C4.5 algorithm, can be used to handle construction of decision trees for AR purposes.
The second phase of the method, mainly the process of the automatic generation of the decision tree, is briefly outlined in a short paper earlier [12] . The present paper elaborates on the process of the construction of the decision tree, explains the recognition process based on the tree and presents a detailed discussion on the evaluation process. The necessary background information is also presented in this paper, and the application of the method to sorting algorithms as well as the applicability of the C4.5 algorithm as a machine-learning method in building an accurate decision tree classifier for recognizing algorithms is discussed in detail. In addition, the experiment conducted in the paper along with the results of evaluating the decision tree using leave-one-out cross-validation technique is discussed in detail and various metrics indicating the average classification accuracy are computed and explained. This paper also discusses the differences between the decision tree used in the experiment presented in this paper, and the manual decision tree used in the experiment conducted in [10] .
It should be noted that our method is developed mainly with the educational application in mind. Therefore, as described in Section 6, the data set used in the process is collected from textbooks, student submissions, etc., so that it represents educational materials. Extending the method to cover other fields of algorithms and further developing it to deal with reallife systems remains for future work.
We start by discussing the AR problem in Section 2, where we also present some related work briefly. Section 3 discusses decision tree classifiers in general, and the C4.5 algorithm in particular, and gives a brief overview on the important related issues. Section 4 includes the description of the method, and in Section 5, we explain an experiment where the method has been applied in recognizing sorting algorithms. The results of the evaluation of the classification accuracy are presented in Section 6. Finally, Section 7 presents some discussion and conclusions, and gives some directions for future work. The limitations of the work are also discussed in this section. Note that as the first phase of the method as well as the process of data collection and preparation are presented in [10] in more detail, we discuss these issues very briefly in this paper.
AR AND RELATED WORK
In AR, the task is to recognize and classify algorithms. Recognizing algorithms covers identifying different types of algorithms that carry out the same task (e.g. sorting), as well as algorithms that perform different tasks.
There exist different algorithms that perform the same computational task, such as sorting an array or finding the minimum spanning tree of a graph. For example, the sorting problem can be solved by using Bubble sort, but also by Quicksort, Mergesort or Insertion sort, among many others. However, the problem of recognizing the applied algorithm has several complications. First, while essentially being the 1848 A. Taherkhani same algorithm, Quicksort, as an example, can be implemented in several considerably different ways. Each implementation, however, matches the same basic idea (partition of an array of values followed by the recursive execution of the algorithm for both partitions), but they differ in lower level details (such as partitioning, pivot item selection method and so forth). Moreover, each of these variants can be coded in several different ways, for instance, using different loops, initializations, conditional expressions and so on.
In addition to the aforementioned variations that make AR a difficult and challenging task, there are also other issues that contribute to its complexity: in real-world programs, algorithms are not 'pure algorithm code' as in textbook examples. They include calls to other functions, processing of application data and other activities related to the domain, which greatly increases the complexity of the recognition process. The implementation may include calls to other methods or the other functionalities may be inlined within the code.
There are also computational complexity issues related to AR. From this perspective, AR can be considered as similar to the problem of deciding the equivalency of syntactical definitions of programming languages (which is also known as the equivalency problem of context-free grammars), and, as described in [13] , is proved undecidable by Bar-Hillel et al. [14] . This problem is undecidable because there exists no algorithm that can show in a finite amount of time, whether two given input set of syntactic rules are equivalent; that is, whether they define the same language. On the other hand, the problem of AR can be regarded to be a problem of deciding whether two given algorithms are equivalent, that is, whether they perform the same task or solve the same problem. In order to be able to decide whether two algorithms solve the same problem, the functionality of those algorithms must be understood first. This means that being able to tell whether two algorithms solve the same problem can be regarded equal to being able to tell what problem those two algorithms solve. Thus, AR and syntactical equivalence problem can be regarded to belong to the same category, and this implies that AR problem can also be considered as an undecidable problem. We approach the problem by converting it into the problem of extracting the characteristics of algorithms and examining algorithms as characteristic vectors (see Section 4). Furthermore, we limit the scope of our work to include a particular group of algorithms. In addition, we are not looking for a perfect matching, but aim at developing a method that provides statistically reasonable matching results.
Related work
We present a brief overview of previous work related to AR. See [9] for a more comprehensive survey. This discussion does not cover the works on decision tree classifiers or other subfields of machine learning. AR problem can be viewed from different perspectives and in connection with different approaches. In the following, we give a brief overview of some of these approaches. The method that we discuss in this paper is based on machine-learning techniques and thus differs from the approaches presented in this Section.
Clone detection research is close to our research, identifying implementations of some predefined set of algorithms for human inspection that would support understanding the purpose of the code. However, some clone-detection techniques may find some identifiers, such as variable names or comments, beneficial when trying to find similarities between code fragments, while these identifiers are not highly valuable in AR problem. Our method, as an example, does not make use of comments at all.
The following approaches in clone detection techniques can be discerned (see, e.g. [15] and [16] for more information): textual approach (text-based comparison between code fragments), lexical approach (the sourced code is transformed into a sequence of tokens and these are compared), metrics-based approaches (the comparison is based on the metrics collected from source code), tree-based approaches (clones are found by comparing the subtrees of the abstract syntax tree of a program) and program dependency graphs (the program is represented as program dependency graphs and isomorphic subgraphs are reported as clones).
As we discussed in Section 1, one direction of our future work pertains to identifying algorithm-specific code from the non-relevant application data processing code. We will define the supported algorithms (which exist in the knowledge-base of the system) as schemas and the relations between schemas. By matching the target algorithm against these schemas and by using the corresponding relations, we will identify the algorithm-specific code from the application-specific code. The recognized algorithm-specific code can then be displayed to the user to help him/her locate the algorithm within the source code. We will use Knowledge-based program understanding techniques in our future work to deal with this issue. In knowledge-based program understanding techniques, programs are understood by comparing the target program with the plans stored in the knowledge base of the system. Since the functionality of the plans in the knowledge base is known, the functionality of the target program can be discovered, if there is a match (see, e.g. [17] ).
Program similarity evaluation techniques, i.e. plagiarism detection techniques are used to find the degree of similarity between programs. On the basis of how programs are analyzed, these techniques can be divided into two categories: attributecounting techniques (where the similarity between programs is evaluated based on some characteristics; see, for example, [18, 19] ) and structure-based techniques (structure of programs are analyzed to find their similarities; see, e.g. [20, 21] ). Since the focus of the program similarity evaluation techniques is on the style and structure of a program rather than recognizing algorithms, these techniques are not highly relevant to AR as such. However, as we will discuss in Section 4 when presenting our method, we use software metrics that are widely used in these techniques.
DECISION TREE CLASSIFIERS AND C4.5 ALGORITHM
In this section, we briefly discuss decision tree classifiers and the C4.5 algorithm. For more information about decision tree classifiers in general and the C4.5 algorithm in particular, see, for example, [22] and [23] , respectively. Decision tree classifiers use classification to divide different instances of a set into appropriate classes. Classification belongs to supervised learning, where first a set of known instances, called training set, is introduced to a system. The system classifies each instance of the set, associates each class with the attributes of each instance and learns to what class each instance belongs. On the basis of what the trained system has learned in the learning phase, it is able to classify instances of a previously unseen set.
There are several issues related to decision trees, such as how to deal with missing attributes, how to measure the quality of decision trees, etc. In the following, we briefly discuss two most important issues and explain how they have been dealt with in the C4.5 algorithm. The C4.5 algorithm is a widely used and the most well-known algorithm for building decision tree classifiers and has a good combination of error rate and speed [24] . Using the techniques presented in the following, the C4.5 algorithm provides an accurate, readable and comprehensible model about the structure of the data and the relationship between the attributes and this structure. Therefore, we chose the C4.5 algorithm to build the decision tree in our research.
Finding the best attribute
It is important to select attributes that can discriminate between different classes of data in the best possible way. The attribute that best divides the training data will be located in the root of the tree [24] . To find such an attribute, all the attributes are examined using some goodness measure [22, 24] . The earlier version of the C4.5 algorithm used information gain to evaluate the tests and find the best split. Information gain is based on entropy, a measure used in information theory. Entropy indicates the average information needed to identify instances of a set. Later, Quinlan (the developer of the C4.5 algorithm) noticed that information gain favors the tests that result in many outcomes. This causes problems when the outcomes of this kind of tests have no value with regard to the classification, for example, because of the small number of the instances associated with each outcome. Therefore, he introduced information gain ratio to fix this problem through adjusting the gain of these kinds of tests. The information gain ratio is the ratio of the information gain to the split information. It gives the information that is obtained by the ratio of the information relevant to the classification produced by the split, to the information that is provided by the split itself.
Finding the right size
When constructed, decision trees are often unnecessarily complex and need to be simplified. Complexity is associated with overfitting, which in turn causes generalization problem. It has been claimed that the quality of a decision tree depends more on the right size than the right split [22] . There can be many different sizes of a decision tree that are correct over the same training set, but the smaller size is preferred. A simpler decision tree is more likely to correctly recognize more instances of a testing set, because it can capture the structure of the problem and the relationship between the class of an instance and its attributes more effectively [25] . In addition to higher accuracy, smaller trees are more comprehensible as well [26] . Choosing the best discriminating attributes helps keep the size of a tree small. Because the problem of finding the smallest decision tree that is consistent with the training set is NP-complete [23, 24] , selecting the right tests is very important in generating near-optimal trees. In his survey on automatic construction of decision trees, Murthy [22] lists several methods for obtaining right-sized trees. The most widely used method is pruning, where first the complete tree is built. Here, the complete tree means the tree where no splitting will improve the accuracy of the tree on the training data. In the next step, those subtrees with only little impact on the accuracy of the tree are removed. This is how this issue is handled in the C4.5 algorithm as well.Although this approach includes an extra computation for building the parts of the tree that will be eliminated later in the pruning phase, it is justified by the more accurate and reliable final result [23] .
GENERAL METHOD
In this section, we discuss our method for recognizing algorithms. The method is based on static analysis of source code, including various statistics of the language. The method consists of two consecutive phases. In the first phase, we compute the distinguishing characteristics of implementations of algorithms and convert the implementations of algorithms into the characteristic vectors. In the second phase, we use these vectors to recognize and classify the algorithms using the decision tree classifier algorithm. The first phase is described in detail in our previous paper [10] as a part of the method used in that work and therefore, we only discuss it very briefly here and encourage the reader to see that paper for more information with regard to the first phase. The focus of this paper is on the second phase, which is discussed in the next section in connection with the application of the method on sorting algorithms.
The simplified model of Fig. 1 shows the two phases of the method described in this paper. Comparing this figure with Fig. 2 , which illustrates the method described in our previous 1850 A. Taherkhani FIGURE 1. A simplified model of analyzing and recognizing algorithms using an automatic decision tree constructed by the C4.5 algorithm, and evaluating the accuracy of the classification using leaveone-out cross-validation technique. Rectangles illustrate the processes, and ellipses illustrate the inputs and outputs.
FIGURE 2.
A simplified model of the method described in [10] . Algorithms are recognized using a manual decision tree, which is constructed based on the manual analysis of the implementations of the algorithms of the learning data. The performance of the method is evaluated using the implementations of the algorithms of the testing data.
paper [10] , helps understand the differences between the two methods and the focus of this paper. As can be seen from the figures, the first phase (that is, converting implementations of algorithms to characteristic vectors) is the same in the two methods and the differences pertain to the second phase. In [10] , a decision tree is constructed manually based on the implementations of the algorithms of the learning data, and its evaluation is performed using the implementations of the algorithms of the testing data. In this paper, the data set is given to the C4.5 algorithms as an input, a decision tree is constructed automatically, and the average classification accuracy is evaluated using leave-one-out cross-validation technique. Table 1 shows the characteristics that we use in recognizing algorithms. We analyzed a number of algorithms and posited a hypothesis that the characteristics depicted in the table can be used to recognize different algorithms. We developed a prototype Analyzer that can automatically compute all the characteristics shown in Table 1 (as we will discuss in the following, for detecting roles of variables, we used the tool described in [27] ). Application of these characteristics to sorting algorithms showed that they are sufficient to distinguish between these algorithms with high accuracy (see Sections 5 and 6) . Recognizing other fields of algorithms may require more characteristics.
As shown in Table 1 , we divided the characteristics of programs into the numerical and descriptive characteristics. The numerical characteristics are those that can be expressed as positive integers, whereas the descriptive characteristics describe some properties of the algorithm in question and are not expressed as numbers. In addition, other characteristics related to the numerical and descriptive characteristics are computed (see the last three characteristics in Table 1 ). The abbreviations in the table are used to refer to the corresponding characteristics in Tables 3 and 4 , as well as in the other sections of the paper. Among the other numerical characteristics, we used the Halstead metrics [29] , which are the characteristics abbreviated as N 1 , N 2 , n 1 , n 2 , N and n in Table 1 . These metrics are originally used to evaluate the complexity of programs. They are also widely applied in the program similarity evaluation techniques discussed in Section 2.
The Other characteristics showed in Table 1 (i.e. Block/loop information, Loop counter information and Dependency information) can be used to identify different patterns that can facilitate the recognition process. We will discuss this in the next section. In the following, we give a brief overview on Roles of Variables.
All the computed characteristics are stored in the database. In order to use the computed descriptive characteristics, they are assigned an appropriate numerical value. For example, the characteristic 'Recursive' is represented by 1 in all the recursive algorithms and by 0 in all the non-recursive algorithms.
After converting an algorithm into a set of characteristics, it can be represented as an n-dimensional characteristic vector, where n is the number of the characteristics. Thus, the task ofAR is converted into the task of building a decision tree classifier based on the characteristics of the algorithms and using this classifier to identify the algorithms based on the characteristic vectors that represent them.
Roles of variables
Roles of variables have a significant contribution in the process of recognizing and classifying algorithms. The idea behind roles of variables is that each variable used in a program plays a particular role that is related to the way it is used. Roles of variables are specific patterns how variables are used in source code and how their values are updated. Currently, there are 11 roles recognized that cover all variables used in novice-level programs. We present the definition of the two roles that are among the characteristics presented in Table 2 in Section 5. See [30] Total number of operators in the algorithm N 2 Total number of operands in the algorithm n 1 Number of unique operators in the algorithm n 2 Number of unique operands in the algorithm the context of our method, see [10] .
(i) Most-wanted holder (MWH): A variable that holds a most desirable value that is found so far from a succession of values. (ii) Temporary (TEMP): A variable that holds a value for a short period of time.
The tool for detecting roles of variables
A tool developed by Bishop and Johnson [27] for automatic detection of roles of variables is integrated into the Analyzer. The tool detects roles using program analysis techniques, particularly program slicing and data flow analysis. First, all occurrences of each variable in the program are captured. The outcome of this analysis is the program slice for each variable. This is followed by data flow analysis for each program slice.
On the basis of the initial analysis of the example programs, the tool associates each role with a set of assignments and usage conditions. To detect roles of variables, the tool compares the assignments and usage conditions of each variable of the target program with these predefined sets. If the user has provided a role for a variable, the tool checks whether all corresponding conditions for the provided role are met by the variable in question. If the conditions are not met, the tool prints the role it believes to be correct and justifies its decision by giving an appropriate message. If there is no role suggested by the user, the tool simply prints the role for the variable in question. More detailed description of the assignments, usage conditions and how the role detector works is beyond the scope of this paper. For more information, see [27] . Bishop and Johnson have developed their role detector for educational purposes. Therefore, the tool allows users to provide a role for a variable. Although providing an actual role for a variable is optional, special tags along with the name of the variable and some string (whatever) as the role must be provided for each variable; otherwise the tool will ignore the variable. The tool can be further developed so that for each variable appearing in the program, the required tags, the name of the variable and the required string that must be given as the role are provided automatically. When preparing the data for our experiment, we also assigned a role to all the variables to be able to detect the possible differences between the roles generated by the tool and those that we believed to be correct. All the roles, however, were detected automatically. Before using the role detector, we tuned it up a little bit in order to improve its performance. As an example, a temporary role typically appears in swap operations, which in turn is commonly used in sorting algorithms. In programs where a swap operation was performed in a separate method, the temporary role was sometimes falsely recognized as a fixed value by the role detector. To solve the problem, we automatically removed the method calls to swap operations in a preprocessing step, and inlined the corresponding swap method bodies in the target programs. As the result, temporary roles were detected much more accurately.
CLASSIFYING SORTING ALGORITHMS
We applied our method to five different types of commonly used sorting algorithms: Quicksort, Mergesort, Insertion sort, Selection sort and Bubble sort. In this section, we describe how the method has been applied to the sorting algorithms emphasizing the second phase of the method, which is the classification and recognition part. Hence, the focus of this section is on describing the process of constructing the decision tree and analyzing its structure. We present an empirical evaluation of the performance and accuracy of the classification over the data set in the next section.
Sorting algorithms are very suitable for demonstrating the feasibility of the method due to the fact that there are different types of sorting algorithms that carry out the same computational task. Some of these algorithms are very similar (for example, Insertion sort and Bubble sort algorithms), while the others are clearly different (e.g. Quicksort and Bubble sort algorithms). These features make the task of recognizing different types of these sorting algorithms challenging and provide a suitable basis to evaluate the performance of the method properly. Note that our method performs static analysis and deals with the source code lexically, syntactically and semantically. Hence, the 'similarities' and 'differences' between algorithms in the context of our method means the similarities or differences from the point of view of the analyzed characteristics, which the method uses, and not from other points of view.
In addition to the characteristics discussed in the previous section, we computed the descriptive characteristics of Table 2 , which can be used in the process of recognizing sorting algorithms. These characteristics can be easily computed based on those shown in Table 1 . OIID (Outer loop Incrementing Inner Decrementing) and IITO (Inner loop counter Initialized To Outer loop counter) are computed using the characteristics NoNL, Loop counter information and Dependency information. In addition, if an implementation of a sorting algorithm does not use an Auxiliary array (the characteristics presented in Table 1 ), we can conclude that the corresponding sorting algorithm is an in-place algorithm; that is, it does not need extra memory to carry out the sorting. Finally, by examining the roles of the variables in the target algorithm detected by the role analyzer, the existence of MWH (most-wanted holder role) and TEMP (temporary role) can easily be found out.
In the following, we describe how the sorting algorithms are converted into the vectors of characteristics and how these vectors are used in building a decision tree classifier.
Creating characteristic vectors
We collected a total of 209 sorting algorithms of the five aforementioned types as the learning data (the data set was part of the data used in our previous work [10] ). We developed a prototype Analyzer that computes all the characteristics automatically. The Analyzer is implemented in Java and the current version is able to process source code written in Java. It parses the code, computes its numerical and descriptive characteristics and analyzes all the related characteristics shown in Tables 1 and 2 . This information is stored in a database consisting of four tables: Algorithm, Block, Variable and Dependency. As this is the learning data, the correctness of the type of each algorithm is verified in the database. We also integrated a tool [27] into the Analyzer for automatic detection of roles of variables. This tool was described in Section 4.
TABLE 3.
The minimum and maximum of the numerical characteristics of the five types of the sorting algorithms in the data set (see Table 1 The percentages of the distribution of the descriptive characteristics of the five types of the sorting algorithms in the data set (see Table 1 and 2 for the explanation of the abbreviations. The numerical and descriptive characteristics of each type of the analyzed sorting algorithms are shown in Tables 3 and 4 , respectively. For the numerical characteristics shown in Table 3 , the first number indicates the minimum and the second number the maximum value of the corresponding characteristic.
As discussed above, in order to use the descriptive characteristics in building the decision tree, we converted them into binary values, 1 indicating the presence of the corresponding characteristic and 0 indicating its absence. A quick glance to the descriptive characteristics in Table 4 reveals how distinguishing attributes these characteristics are, especially Recursive, Tail_recursive and MWH. The characteristic Recursive can perfectly discriminate all the instances of the Insertion sort, Selection sort and Bubble sort algorithms from the Quicksort and Mergesort algorithms in the data set. 2 Tail recursion, on the other hand, completely distinguishes the Quicksort algorithms from the Mergesort algorithms. Also the existence of MWH in a sorting algorithm is an excellent classifier, which differentiates between the Selection sort algorithms and the other sorting algorithms. As we will see, the decision tree that the C4.5 algorithm builds over the learning data set makes use of these exact characteristics. As illustrated in Table 4 , the characteristics OIID and IITO (see Table 2 ) are not counted for the Quicksort and Mergesort algorithms. This is because either the implementations of these algorithms do not have two nested loops, or they are not good classifiers in these cases. However, as we will explain later, IITO is an important classifier for separating the Insertion sort algorithms from the Bubble sort algorithms. Note that since swap operations are commonly used in the implementations of the three non-recursive sorting algorithms, all the implementations of these algorithms include a temporary role. The percentages of the characteristic TEMP illustrated in Table 4 reflect the fact that the role detector we used failed to detect all the temporary roles correctly. Figure 3 shows the classification tree generated by the C4.5 algorithm over all the instances of the data set and from the previously discussed characteristics. 3 In the picture, the internal nodes are illustrated as ellipses and include the tests based on which the splits are performed. There are four internal nodes (including the root), and thus, the values of four characteristics are used for the tests. The tree includes five leaves, which correspond to the number of classes, that is, the types of the sorting algorithms. Each leaf is labeled with the associated type. The arcs in Fig. 3 are labeled with either 0 or 1 from each internal node to its children. These values indicate the outcome of the test performed in each corresponding internal node. For example, from the internal node labeled with Tail_recursive, the 1854 A. Taherkhani Table 1 for the explanation of the abbreviations).
The C4.5 classification tree
arc that goes to the left is labeled with 1, and the arc that goes to the right is labeled with 0. The former arc indicates that those algorithms that are tail recursive belong to the leaf labeled with 'Quick', and the latter means that those algorithms that are not tail recursive belong to the leaf labeled with 'Merge'.
The characteristics that are used in the classification tree are Recursive, Tail_recursive, MWH (most-wanted holder role) and IITO (Inner loop counter Initialized To Outer loop counter).
The characteristic that appears in the root node (i.e. Recursive) is the best classifier. It divides the sorting algorithms into two groups, recursive sorting algorithms (Quicksort and Mergesort) and non-recursive sorting algorithms (Insertion sort, Bubble sort and Selection sort). The next classifiers are the two children of the root, Tail_recursive and MWH, which are located at depth 2. Tail_recursive separates Quicksorts from Mergesorts. In the case of the three non-recursive algorithms, MWH separates the Selection sorts from the Insertion and Bubble sorts, since only the Selection sort algorithms include a MWH variable. The Insertion and Bubble sort algorithms do not include selection of a min (or max) element and therefore have no variable appearing in MWH role (see the definition of MWH variable in Section 4). Finally, IITO separates the Insertion sorts from the Bubble sorts.
Not all the analyzed characteristics are used in the decision tree. The C4.5 algorithm tries to minimize the depth of the tree. It classifies the instances using the minimum number of characteristics that give the best result. As the task here is to classify the five types of the sorting algorithms, the decision tree is not so complicated and thus, many characteristics remain unused. If there were more algorithm fields to be classified, more characteristics would presumably be used in the process.
By analyzing the characteristics presented in Tables 3 and 4 , it becomes evident why the aforementioned four characteristics are used as the classifiers in the tree. The numerical characteristics of the algorithms, although clearly different, are not the most useful characteristics in discriminating between the algorithms, when compared with the four used characteristics. Similarly, from the descriptive characteristics, In-place, TEMP and OIID have less discriminating value than the used ones.
It should be noted that the purpose of constructing the decision tree of Fig. 3 has been to investigate how an automatic decision tree distinguishes between the five aforementioned sorting algorithms. Thus, the decision tree of Fig. 3 only demonstrates how the five sorting algorithms can be recognized and distinguished from each other. The tree is not capable of classifying other fields of algorithms. When we extend our method to cover other algorithms in future work, the tree will have a mechanism to distinguish, as an example, between tail-recursive algorithms (as opposed to the decision tree of Fig. 3 , which classifies any given tail-recursive program as a Quicksort). In a more complex decision tree built for classifying a more comprehensive field of algorithms, the numerical characteristics, for example, can be used to distinguish between different types of algorithms that share other common characteristics with each other (e.g. characteristic such as being tail-recursive). Figure 4 shows the manual decision tree constructed in our previous work [10] based on the analysis of the implementations of the algorithms of the learning data. As can be seen from the figure, we used the numerical characteristics in that work to filter out those algorithms that have less or more numerical characteristics than the minimum or maximum value of the numerical characteristics of the implementations of the five sorting algorithms of the learning data. This mechanism detects those algorithms that are not a member of the target set of the five sorting algorithms, and prevents them from being further processed (these algorithms are called 'Other' algorithms in [10] ). As can be seen from the Figs 3 and 4 , the C4.5 algorithm builds a more optimal and simpler tree, with the maximum depth of three. The maximum depth of the manually constructed decision tree is four. In addition to the four characteristics used in the automatic decision tree, the manual decision tree uses also characteristics the TEMP (temporary role), In-place (using extra memory or not) and OIID (Outer loop Incrementing Inner Decrementing).
Decision trees can be converted into sets of rules, where each path in the tree from the root to a leaf is presented as a set of rules [23] . Although it is easy to understand decision trees, rules are even easier to understand [26] . Since the paths of our decision tree are based on the characteristics, the rules also consist of these characteristics. The definitions of the sorting As can be seen, the shorter the path from the root to a leaf is, the shorter the definition of the corresponding algorithm as rules gets. The rules presented above are indeed very simple, like the decision tree. Covering more algorithms in the classification task will result in a more complicated set of rules. It takes only a quick glance to the definitions above to define the algorithms as the rules. For example, an instance of the Selection sort algorithm is not recursive and includes a MWH role.
EVALUATION RESULTS
The classification performance of a classifier should be evaluated by empirical tests. In this section, we discuss the experiment conducted to carry out this evaluation and present the results.
Data set
Since the goal of this study is to use the C4.5 algorithm to automatically construct a decision tree to recognize sorting algorithms, the data set used as the learning data in this study consists of only sorting algorithms. We used this data set to estimate the accuracy of the classification using leave-one-out cross-validation technique. The implementations of the sorting algorithms of the data set used in this experiment are the same as those used in the experiment presented in [10] . The approach presented in [10] is more general. It identifies nonsorting algorithms and filters them out so that they are not processed any further. Hence, the data set used in the experiment presented in [10] includes other types of algorithms in addition to the sorting algorithms used in the experiment presented in this paper. We discuss the process of data collection and preparation very briefly in the following. For more information, see [10] .
We collected a total of 209 sorting algorithms of the five aforementioned types without any preference for particular sources. These algorithms were gathered from various textbooks on data structures and algorithms, as well as from course materials available on the Web. Some of the Insertion sort and Quicksort algorithms were from authentic student work. The distribution of the algorithms in the data set, both in numbers We verified the type and correctness of the algorithms both by investigating the source code and by running them and examining the outputs. If an algorithm of the data set included extra code (i.e. printing statements, code related to interface, etc.), we removed it, since the method is not able to process application code at its current state. However, the implementation of the algorithm itself was left untouched.
Evaluation of the classification accuracy
There are various techniques to evaluate the classification accuracy and their applicability depends mainly on the data set. Cross-validation is a widely used technique, where the data set is divided into N subsets, which include both the training and test set. N different decision trees are constructed. Every time a decision tree is constructed, N − 1 subsets are used as the training set and one subset is used as the test set to estimate the accuracy of the constructed tree. Thus, all of the subsets are used as the test set, and each of them exactly once. Cross-validation has two important advantages. First, it makes the best use of the available data (compared with holdout technique where the data set is divided into mutually independent training and test set). Second, since all the subsets take part in both the training and test set, the instances of the data set are distributed uniformly to the training and test sets. This eliminates the risk of getting a poor accuracy value for a decision tree just because of the unseen instances of the test set happen to vary largely from the instances of the training set [23] .
Leave-one-out cross-validation is a special case of crossvalidation, where N is equal to the number of the instances in the data set. This makes even better use of the data set when the available data are not large. Clearly, the disadvantage of leave-one-out cross-validation is that it can be computationally expensive for large data sets. As described, our data set is relatively small and therefore, we decided to use this technique to estimate the classification performance. With the 209 algorithms of our data set, we get the training-test subsets created 209 times, that is, leave-one-out cross-validation generates 209 decision trees, each time using 208 algorithms as the training data and one algorithm as the testing data. Thus, the result of the evaluation indicates the average accuracy of the generated trees.
We discuss the results in terms of True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) metrics. TP indicates the case where the decision tree correctly recognizes an algorithm that belongs to one of the members of the target set, that is, one of the five types of the sorting algorithms. TN correspondingly indicates rejecting an algorithm, which does not belong to any member of the target set. FP denotes that an algorithm not belonging to the members of the target set is incorrectly recognized as one of the five types of the sorting algorithms, FN correspondingly an algorithm belonging to a member of the target set, which is recognized as another member of the target set. TP and TN cases indicate algorithms that are successfully recognized by the tree, whereas FP and FN cases mean failure in recognizing the algorithms correctly.
Moreover, based on the values discussed above, the following metrics can also be calculated [11] for further discussing the results. True positive rate (TPR), also called sensitivity, is the proportion of the positive case algorithms that are correctly captured by the decision tree: TPR = TP/(TP + FN). True negative rate (TNR), also known as specificity, is the proportion of the negative case algorithms that are correctly predicted: TNR = TN/(TN + FP). False positive rate (FPR) is the proportion of the negative case algorithms that are incorrectly labeled as a positive case: FPR = FP/(TN + FP). Finally, false negative rate (FNR) is the proportion of the positive case algorithms that are incorrectly labeled as a negative case:
Performed on the data set described earlier, the average classification accuracy of the leave-one-out cross-validation is 98.1%. In other words, from the 209 algorithms of the data set, a total of 205 algorithms are classified correctly, and four of them (1.9%) are misclassified. Table 5 shows the overall results.
The column 'Total' shows the total number of the algorithms for each algorithm class, the column 'Correct' shows the number of correctly classified algorithms of each class, the column 'False' depicts the number of misclassified algorithms of each class and the column 'Correct%' illustrates the correctly classified algorithms of each class in percent. Table 6 shows the results in more detail, where the values of the aforementioned metrics are presented for each type of the sorting algorithms. In the table, the first and the second columns show the class and the total number of each sorting algorithm, respectively. The rest of the columns show the values of the metrics in the same order as they are defined earlier.
As Tables 5 and 6 show, all the misclassified algorithms are the implementations of the Insertion sort algorithms. We use the confusion matrix to discuss the misclassified algorithms in more detail. The confusion matrix is an N × N matrix, where each instance I ij indicates the instance that belongs to class I i , but is classified as class I j [11] . The instances located on the diagonal are classified correctly. We have five classes of algorithms, thus 5×5 confusion matrix, as shown in Table 7 . As can be seen from the table, all the four misclassified Insertion sorts are labeled as a Bubble sort. All the instances of the four other classes are classified correctly. Note that in a production environment, where the previously unseen algorithms are classified using the decision tree depicted in Fig. 3 , the classified algorithms are stored in a database along with their characteristics. Therefore, a user can always manually verify the results and make sure that the algorithms are classified correctly. For example, when the method is applied in programming education, a teacher can examine the students' submissions that are classified as negatives, and evaluate their correctness. If a submission is correct and is implemented according to the instructions, but is misclassified due to any reason, its type can be manually corrected in the database. Since the teacher does not need to examine the true positive cases, using the Analyzer as an assessment tool reduces the teacher's workload considerably, as he or she does not need to evaluate all the submissions manually.
We consider the average classification accuracy of 98.1% obtained by the leave-one-out cross-validation to be a satisfactory result. The results also demonstrate that the computed characteristics are sufficient to discriminate between the five types of the sorting algorithms. Although the decision tree classifier of Fig. 3 does not use many characteristics at this stage, we believe that they will be helpful when other fields of algorithms are taken into the process. However, it is well possible that we will have to use some other characteristics in order to recognize other fields of algorithms, and/or drop some of the current characteristics as redundant.
The automatic and manual decision trees
Contrasting the automatic decision tree constructed by the C4.5 algorithm with the manual decision tree presented in our previous work [8] [9] [10] helps us understand the applicability and suitability of machine learning methods and particularly the C4.5 algorithm in producing decision trees for classifying and recognizing algorithms. This discussion also provides a clearer perspective to see our research in general and to position the work presented in this paper within our overall research.
The results of the experiment conducted in our previous work [10] showed that the manual decision tree used in that work was able to recognize 86% of the implementations of the algorithms of the testing data correctly (the true positive and true negative cases), and it misclassified 14% of the implementations of the algorithms of the testing data (the false positive and false negative cases).
The accuracy of the manual decision tree cannot be directly compared with the average classification accuracy obtained by the leave-one-out cross-validation technique presented in this work. This is because the classification mechanism, the evaluation method and the data set used in these two studies are different. For constructing and evaluating the manual decision tree presented in [10] , we used the holdout method [11] , where the data set is divided into the learning and testing data. On the basis of the manual analysis of the characteristics of the algorithms of the learning data, we built a manual decision tree and used the algorithms of the testing data to evaluate the accuracy of the tree. The learning data (70 instances) consisted of only the implementations of the five types of sorting algorithms discussed earlier in this paper, but the testing data (217 instances), in addition to the five types of the sorting algorithms, included other fields of algorithms as well (these algorithms are referred to as 'Other' in [10] ). Furthermore, the manual decision tree uses the numerical characteristics presented in Table 3 to filter out the Other algorithms of the testing data. However, as discussed before, since the aim of this study has been to investigate the applicability of machinelearning methods in building a decision tree classifier for classifying sorting algorithms and see how the C4.5 algorithm distinguishes between the five types of the sorting algorithms, the data set in this study includes only algorithms belonging to the five types of the sorting algorithms, and therefore, there is no mechanism for filtering out non-sorting algorithms. Moreover, in this study, the average classification accuracy is evaluated using the leave-one-out cross-validation as opposed to the holdout method used in [10] .
To provide a better basis that allows us to contrast the automatic decision tree with the manual decision tree, we removed the Other algorithms from the testing data of the manual decision tree experiment presented in [10] and re-evaluated the accuracy of that tree using only the five aforementioned types of the sorting algorithms, as is the case in the experiment presented in this work. This change does not make the two decision trees and their evaluations directly comparable yet, but 1858 A. Taherkhani it gives us more reasonable conditions to compare and contrast them. Note that there are 78 Other algorithms used in the testing data in [10] , and removing them will result in a testing data consisting of 139 sorting algorithms. Using 139 sorting algorithms of the aforementioned five types as the testing data, the accuracy of the manual decision tree is 79%; that is, 110 of the algorithms of the testing data are recognized correctly (the true positive cases), and the rest 29 algorithms (i.e. 21%) are recognized incorrectly (the false negative cases). These data provide a more reasonable foundation to cautiously compare the accuracy of the manual decision tree (79%), with the average classification accuracy achieved in this study (i.e. 98.1%).
Although constructing a manual decision tree for recognizing the five types of the sorting algorithms is a feasible task, the C4.5 classifier constructs a much more optimal, logical and understandable decision tree. Automating the process of constructing a decision tree for recognizing a more extensive set of algorithms will be inevitable, because constructing the decision tree manually will become more inaccurate and unreliable as the number of different types of algorithms increases.
Note that, as can be seen in Table 6 , since all the algorithms of the data set used in the experiment are a member of the target set (i.e. they belong to a class of the five aforementioned types of the sorting algorithms), TN cases do not occur in the experience. In other words, there is no algorithm within the data set that is not a member of the target set, and is correctly recognized as a negative case (i.e. is correctly rejected). Furthermore, FP cases do not occur in the experiment for the same reason. That is, there is no algorithm within the data set that is not a member of the target set, but is falsely recognized as a sorting algorithm that belongs to one of the five types of the sorting algorithms in the target set.
The results of the experiment conducted to evaluate the accuracy of the manual decision tree used in [10] (which has a mechanism for dealing with the algorithms that are not a member of the target set, as shown in Fig. 4) showed that among the 217 implementations codes of the testing data, there were only two implementations of the Other algorithms that were falsely recognized as a sorting algorithm of the target set. This makes less than one percent of the testing data, which means that FP cases should not be a big problem.
DISCUSSION, CONCLUSION AND FUTURE WORK
We have discussed a method for recognizing algorithms and illustrated its performance by applying it to sorting algorithms. The method converts algorithms into characteristic vectors and classifies them based on these vectors. We have also discussed the decision tree built by the C4.5 algorithm and evaluated the average classification accuracy using leave-one-out evaluation technique.
Promising results of applying the method to sorting algorithms (the average classification accuracy of 98.1%) suggest the feasibility of the method. It also shows that in this case, the characteristics extracted from the algorithms can distinctly and adequately describe them. Applying the C4.5 algorithm showed that from the characteristics depicted in Tables 3 and 4 , only four characteristics are sufficient for classifying the five types of the sorting algorithms with a high level of average accuracy. As we extend our method to cover other algorithms, however, considerably more of these characteristics would presumably be used in the classification. The characteristics used in this study are based on analyzing the instances of the data set and positing a hypothesis that they can differentiate between algorithms. This hypothesis is backed by the results of this study in the case of the five aforementioned sorting algorithms. However, there well might be other distinguishing characteristics that are not included in Tables 3  and 4 . We should investigate other possible characteristics and show their usefulness by empirical tests. It should also be noted that for some characteristics, the strategy based on which they are computed might have an effect on the accuracy of the method. As an example, the Halstead metrics could be counted using different strategies resulting in different values.
In this work, we have focused on the sorting algorithms. Limiting the scope of the work and focussing on the limited types of algorithms make it possible to discuss the issues in an appropriate level of detail. Focussing on the sorting algorithms also allows us to contrast this work with our previous work [10] and understand the improvements that using machine-learning methods and particularly the C4.5 algorithm brings to our method. In our previous work [10] , we manually constructed a decision tree to classify the same types of sorting algorithms as in this work. In addition to the four characteristics used in this work, the characteristics TEMP (temporary role), In-place (using extra memory) and OIID (Outer loop Incrementing Inner Decrementing) were also used in that tree. The C4.5 algorithm successfully classifies the algorithms using only four characteristics. This results in a tree with the maximum depth of three, whereas the maximum depth of the manually constructed decision tree was four. In other words, the decision tree constructed by the C4.5 algorithm is simpler and smaller in size. As was discussed in Section 3 in connection with the discussion on decision tree classifiers and the C4.5 algorithm, simpler decision trees are more accurate [25] . Moreover, the fact that the same four characteristics were used in both trees confirms that these characteristics are good classifiers. Indeed, as we cover more fields of algorithms in our future works, constructing proper and accurate manual decision trees will become very difficult and almost impossible. Therefore, machine-learning methods should be used to automatize the process. Although drawing conclusions about the applicability of machine-learning methods on other fields of algorithms should be based on the appropriate empirical experiments, the results of this work strongly suggest that machine-learning methods are highly suitable for recognizing algorithms. Particularly, based on the results presented in this work, the C4.5 classifier has proven itself as a suitable algorithm for automating the process of building decision trees in AR.
Roles of variables turned out to be distinctive factors. The MWH provides a very good discriminator to distinguish the implementations of the Selection sort algorithms from the implementations of the Insertion and Bubble sort algorithms (see the decision tree depicted in Fig. 3 ). Initial manual inspection revealed that there is no other single characteristic within the computed characteristics that can do this. It is interesting to investigate in future work, how roles preserve their value as good discriminators when other fields of algorithms are taken into the process and the number of target algorithms is very much larger or the target program is much larger and includes irrelevant application data processing code. Larger number of algorithms means the existence of more variables that appear in both different and the same roles. Will roles of variables be as useful as they are in recognizing sorting algorithms, if there appear many similar roles in the target algorithms? Clearly, existence of, for example, MWH role in some algorithms other than Selection sort algorithms will result in its importance to be reduced as a good distinguishing attribute. This potential problem can be dealt with using a multi-level recognition process, where the target algorithms are first separated by other factors and roles are applied in a lower level to recognize the algorithms more precisely.
Another issue with using roles of variables as distinctive factors in AR is the accuracy of an automatic role detector. This is one of the main concerns of our research: how accurately an automatic role detector can detect a wide set of roles that presumably appear in other fields of algorithms? The role detector we used in this study performed reasonably and we are looking for even better tools to use in our future studies.
We recognize that our method is statistical by nature and therefore, we cannot claim that it could ever achieve 100% accuracy in the recognition problem. For example, even though did not happen in our data, the target algorithm may be a non-recursive Quicksort or a recursive Insertion sort and thus not classified correctly by the decision tree. Furthermore, at its current state, the method is sensitive to 'noises' around the target algorithms, especially with regard to the numerical characteristics. Simple additions of application-specific code within the algorithm-specific code results in difference in the numerical characteristics. This will cause problem in future work when the numerical characteristics will presumably be used to distinguish between larger numbers of different algorithms. We need to address this problem by applying techniques from knowledge-based program understanding. Identifying algorithmic schemas from the source code and using them in the recognition process will enhance the method considerably. These schemas help us to differentiate between algorithm-specific code and application data processing code in larger systems and select the algorithm-specific code from the source code for further processing. Algorithmic schemas also help us to recognize different algorithms having similar values in the characteristics. As we discussed at the beginning of this paper, this is the approach we will adopt in our future work.
The choice of the training data is crucial in our research, like in all machine-learning techniques. When we take other fields of algorithms into the process in future work, the algorithms of the training data should be chosen carefully so that the classification would be based on the common representations of the target algorithms. Bad and non-representative training data is a threat to the validity of our research.
It should be noted that the current system assumes that the algorithms work correctly. Recognizing incorrect algorithms is out of the scope of this paper. Dynamic analysis methods, such that are applied in automatic assessment tools, could be used for that. As discussed before, we will extend our method in future work to cover this perspective as well.
As already stated, we need to further develop the method to cover other fields of algorithms. The results presented in this work provide encouragement and motivation to do so.
