Many machine learning problems, especially multi-modal learning problems, have two sets of distinct features (e.g., image and text features in news story classification, or neuroimaging data and neurocognitive data in cognitive science research). This paper addresses the joint dimensionality reduction of two feature vectors in supervised learning problems. In particular, we assume a discriminative model where low-dimensional linear embeddings of the two feature vectors are sufficient statistics for predicting a dependent variable. We show that a simple algorithm involving singular value decomposition can accurately estimate the embeddings provided that certain sample complexities are satisfied, without specifying the nonlinear link function (regressor or classifier). The main results establish sample complexities under multiple settings. Sample complexities for different link functions only differ by constant factors.
Introduction
Dimensionality reduction (also known as low-dimensional embedding) is used in machine learning to select and extract features from high dimensional data. Unsupervised learning techniques aim to embed high-dimensional data into low-dimensional features that most accurately represent the original data. The literature on this topic is vast, from classical methods, such as principal component analysis (PCA) and multidimensional scaling (MDS), to more recent approaches, such as Isomap and locally-linear embedding [1, 2] . On the other hand, supervised learning techniques -a long line of work including linear discriminant analysis (LDA) and canonical correlation analysis (CCA) -extract features from one set of variables that are most relevant to another set of variables. A related problem is variable selection (also known as feature selection), which selects a subset of active predictors that are relevant to the task.
In many real-world machine learning problems, there exist two sets of features with distinct characteristics. For example, while intuitively widely different, both text and images are critical features in machine learning tasks related to news articles [3] . As another example, cognitive science research heavily relies on both neurocognitive data and neuroimaging data, which again are widely different [4] . This paper studies joint dimensionality reduction of such feature vectors in supervised learning, where an unknown discriminative model p(y|a, b) has two feature vectors a and b. We extract two sets of low-dimensional features that are linear combinations of entries in a and b, respectively. The linear mappings from a or b to the corresponding features are called linear embeddings, which are essentially captured by two subspaces that we call dimensionality reduction subspaces. The two embeddings recovered simultaneously do not mix the information from a and b, leading to more interpretable features crucial to data mining tasks [5] . We use a very simple algorithm that involves singular value decomposition (SVD) to estimate the two low-dimensional linear embeddings from i.i.d. samples of the independent variables a, b and the dependent variable y. This algorithm does not require any knowledge of underlying model p(y|a, b). Our main results establish the sample complexities under which the embeddings can be accurately estimated. Assume that the ambient dimension of the original data (i.i.d. samples of a and b) are n 1 and n 2 , respectively, and we hope to extract r features from each. Then, the sampling complexities for our dimensionality reduction algorithms are as follows:
1. In the simple setting where the embeddings are unstructured, O(n 1 n 2 ) samples are sufficient to estimate the r-dimensional embeddings accurately (Section 2).
2.
If s 1 (resp. s 2 ) variables are selected from n 1 (resp. n 2 ) variables, and are in turn reduced to r features each, then the required sample complexity is O(s 1 s 2 log n 1 log n 2 ) (Section 3).
3. If the dependent variable y is a light-tailed random variable, O((n 1 + n 2 ) log 6 (n 1 + n 2 )) samples are sufficient (Section 4).
These sample complexity results hold under mild conditions. Here, we assume that r = O(1) for simplicity, so that the explicit dependencies of the sample complexities on r are hidden. As an example, we derive such explicit dependencies for the bilinear link function in Section 5.2.
The estimators in this paper can serve several practical purposes. First, the linear embeddings extract features that best explain the dependent variable, which is of interest to many data mining problems. Secondly, by reducing the number of variables, low-dimensional embeddings challenge the curse of dimensionality and enable faster and more robust training in subsequent stages. Lastly, even if the embedding estimates are error-prone due to lack of a sufficient number of samples, they can be used to initialize more sophisticated training algorithms. For example, in a neural network setting, the embeddings in this paper are estimates of weights in the first layer of the network, which is a method of pre-training [6] . Then the weights can be fine-tuned using back propagation.
There has been a long line of research in supervised dimensionality reduction, to name a few examples, sliced inverse regression (SIR) [7] , principal Hessian direction (pHd) [8] , sliced average variance estimation (SAVE) [9] , and minimum average variance estimation (MAVE) [10] . However, none of these approaches studies the joint dimensionality reduction of two feature vectors. When the link function is odd in both variables (e.g., a bilinear function), SIR, pHd, and SAVE cannot recover the embeddings. MAVE is based on local linear approximations, hence it is not applicable to non-smooth link functions. Recently, Plan et al. [11] studied the generalized linear model, which corresponds to extracting one feature from one vector. We extend their analysis to jointly extracting multiple features from two vectors. Our approach is a new member in the family of supervised dimensionality reduction algorithms, which applies to multi-modal learning problems and overcomes the drawbacks of previous approaches in this setting.
Linear Estimator for Bilinear Regression
As a warmup, we review an interesting result for bilinear regression. Suppose random variable y ∈ R satisfies y = ab T , X = a T Xb, where random variables a ∈ R n1 and b ∈ R n2 are independent, following probability distributions that satisfy isotropy: E[a i a
, and
is an unbiased linear estimator of X:
In some applications, we have prior knowledge of the matrix X -it belongs to a subset Ω of R n1×n2 , for example, X has at most rank r, or has at most s 1 nonzero rows and at most s 2 nonzero columns. Then one can project the linear estimator onto the subset, obtaining a nonlinear estimator X = P Ω X lin . This estimator is used to initialize algorithms for matrix recovery with rank-1 measurement matrices (e.g., phase retrieval and blind deconvolution via lifting [12, 13] ).
Learning with Two Feature Vectors
Suppose random variable y depends on a and b only through U T a and V T b, i.e. we have the following Markov chain:
where U ∈ R n1×r and V ∈ R n2×r are unknown tall matrices. In machine learning, p (y|a, b) = p y U T a, V T b corresponds to the discriminative model. In communication, it corresponds to a multiple-inputs-single-output (MISO) channel with inputs U T a, V T b and output y. Clearly, there exists a deterministic bivariate functional
, and the randomness of µ comes from U T a and V T b. Moreover, assume that
where σ 2 y|a,b is a constant upper bound for the conditional variance.
, the above nonlinear regression reduces to the bilinear regression in Section 1.1, for which X = U V T .
In a special case, y depends on a and b only through µ (rather than through U T a and
We give two examples of the conditional distribution p(y|µ):
. This corresponds to additive Gaussian noise in the observation, and the tightest bound is σ 
Hence σ 2 y|a,b = max
. The conditional mean in this model can take many forms, two of which are:
• Indicator-type function
, where 1 (·) denotes the indicator function, and ǫ denotes noise in the labels. When ǫ = 0, µ is either 1 or 0, and all samples are correctly labeled. When ǫ ∈ (0, 1 2 ), µ is either 1 − ǫ or ǫ, and every sample is mislabeled with probability ǫ.
In the rest of the paper, we assume only (1) and (2) in our analysis. The sole purpose of the special case (3) is to demonstrate the connections of our model with various machine learning models. Estimation of U and V corresponds to joint dimensionality reduction of two feature vectors, which plays an important role in machine learning with high-dimensional multi-modal data. Once we estimate U and V , the number of input random variables are reduced from n 1 + n 2 to 2r.
Dimensionality Reduction
Suppose a ∈ R n1 and b ∈ R n2 follow Gaussian distributions N (0, I n1 ) and N (0, I n2 ), respectively. We establish the following interesting result: given i.i.d. observations
, we can estimate the subspaces encoded by U and V , even if the nonlinear functional f (·, ·) is unspecified or nonparametric.
Without loss of generality, we assume that U and V have orthonormal columns. Let U ∈ R n1×(n1−r) and V ∈ R n2×(n2−r) be matrices of orthonormal columns that satisfy U T U = 0, V T V = 0, i.e., the columns of U and V span the orthogonal complements of the subspaces spanned by the columns of U and V .
From now on, we assume f (·, ·) is such that the following quantities are finite:
By Lemma 1,ā 1 ∼ N (0, I r ) andb 1 ∼ N (0, I r ) are independent Gaussian random variables. Therefore, Q, σ, τ 0 , τ 1 , τ 2 are constants that only depend on f (·, ·) and r, and not on n 1 , n 2 , and m.
Theorem 1 shows that
is an unbiased linear estimator of X = U QV T .
Theorem 1.
The linear estimator X lin in (5) satisfies:
Let U Σ V T be the best rank-r approximation of X lin , containing the first r singular values and singular vectors. If Q is nonsingular, then U , V can be used to estimate U, V up to rotation ambiguity. 1 We denote the smallest singular value of Q by σ r . If f (·, ·) is the inner product, then σ r = 1. In general, if Q is nonsingular, σ r is a positive constant. We can bound the subspace estimation errors, defined by 2 We have the following corollary:
By Corollary 1, we need m = O(n 1 n 2 ) measurements to produce an accurate estimate, which is not efficient when n 1 , n 2 are large. We present solutions to this in the next two sections.
Variable Selection
When the data dimension is large, to reduce redundancy, and to improve robustness and efficiency, it is common to select a smaller number of variables for regression. For the problem described in Section 1.2, the output variable y depends on the input variable a, b only through U T a, V T b. We now assume that there are no more than s 1 (resp. s 2 ) nonzero rows in U (resp. V ), where r < s 1 < n 1 and r < s 2 < n 2 . Therefore, only s 1 variables in a and s 2 variables in b are active, and they are each reduced to r variables in U T a and V T b, respectively. As far as we know, previous supervised dimensionality reduction approaches with variable selection use LASSO-type solvers, and have no guarantees for exact recovery or only partial guarantees [14, 15] .
Let · 0 denote the number of nonzero entries in a vector or a matrix, and let · 0,r and · 0,c denote the numbers of nonzero rows and nonzero columns, respectively. Let P Ω Y := arg min X∈Ω X − Y F denote the projection of matrix Y onto set Ω. Define a few sets: 1 There exist orthogonal matrices Q1, Q2 ∈ R r×r such that U − U Q1 F and V − V Q2 F are bounded. Rotation ambiguity does not pose any problems, since the subspaces encoded by U, V are invariant to rotations. 2 The subspace estimation error U T U F = U − PU U F evaluates the residual of U when projected onto the subspace encoded by U . Clearly, the estimation error is between 0 and √ r, attaining 0 when U and U span the same subspace, and attaining √ r when the two subspaces are orthogonal.
• The set of matrices that have at most s 1 nonzero entries in each column:
• The set of matrices with at most s 2 nonzero columns:
• The set of matrices with at most s 1 nonzero rows:
• The set of matrices of at most rank-r: Ω r := {X ∈ R n1×n2 : rank(X) ≤ r}.
We use the following three-step procedure to estimate U and V .
Step 1. Compute the linear estimate X lin in (5).
Step 2. Compute an (s 1 , s 2 )-sparse approximation, i.e., one that has s 1 nonzero rows and s 2 nonzero columns. We are not aware of a computationally tractable algorithm that finds the best (s 1 , s 2 )-sparse approximation of X lin . Therefore, we consider a suboptimal but efficient approximation, first proposed by Lee et al. [16] for sparse rank-1 matrix recovery:
2.1. Compute X 1 := P Ω1 X lin by setting to zero all but the s 1 largest entries in each column of X lin (in terms of absolute value).
2.2.
Compute X 2 := P Ω2 X 1 by setting to zero all but the s 2 largest columns in X 1 (in terms of ℓ 2 norm).
2.3.
Compute X 3 := P Ω3 X 2 by setting to zero all but the s 1 largest rows in X 2 (in terms of ℓ 2 norm).
Step 3. Compute a rank-r approximation. By taking the SVD and keeping the r largest singular values and singular vectors, we find the best rank-r approximation U ′ Σ ′ V ′T = P Ωr X 3 . Note that X 3 only has s 1 nonzero rows and s 2 nonzero columns, hence computing its SVD is much cheaper than computing the SVD of dense matrix X lin .
This estimator is a sequential projection:
Next, we bound the error of this estimator. In particular, we show that the nonlinear estimator X 2 has a much smaller error than the linear estimator X lin (Theorem 2), and U ′ Σ ′ V ′T is almost as good as X 2 (Corollary 2).
Theorem 2. For n 1 , n 2 ≥ 8,
Corollary 2 yields a sample complexity m = O(s 1 s 2 log n 1 log n 2 ) that is much less demanding than the one without variable selection.
Optimal Sample Complexity
Careful readers may have noticed that the number of degrees of freedom of U, V in Section 2 is O(n 1 + n 2 ). Hence the sample complexity O(n 1 n 2 ) is suboptimal. In this section, we show that near optimal sample complexity (sample complexity that is optimal up to constants and log factors) can be achieved when {y i } m i are i.i.d. light-tailed random variables, i.e., there exists global constants c, C > 0, s.t.
We call this mild condition the light-tailed measurement condition. Please refer to Section 5.4 for examples that satisfy the light-tailed measurement condition.
In Section 2, inequality (12) shows that U Σ V T = P Ωr X lin , as the best rank-r approximation of X lin , is almost as good as X lin . Next, Theorem 3 shows that, under the light-tailed measurement condition, U Σ V T is significantly better than X lin . 
Under the light-tailed measurement condition, projection onto the set of rank-r matrices significantly reduces the error in the linear estimator X lin . In this case, we only need m = O((n 1 + n 2 ) log 6 (n 1 + n 2 )) samples to obtain an accurate estimate, as opposed to m = O(n 1 n 2 ).
Discussions and Experiments

Generalization of the Model
Throughout Sections 2 -4, we assume that: 1)
are independent random vectors, following Gaussian distributions N (0, I n1 ) and N (0, I n2 ), respectively; 2) U and V have orthonormal columns. These assumptions can be easily relaxed. Suppose U ∈ R n1×r and V ∈ R n2×r are tall matrices of full column rank, but may not have orthonormal columns. Suppose
are independent random vectors, following Gaussian distributions N (µ 1 , Σ 1 ) and N (µ 2 , Σ 2 ), respectively, and µ 1 , µ 2 , Σ 1 , Σ 2 are known, or can be estimated before hand. Let
denote the Cholesky decompositions of the covariance matrices. Then by a simple change of variables a
, and y i are orthogonal bases for the column spaces of C T 1 U and C T 2 V . If U (resp. V ) has s 1 (resp. s 2 ) nonzero rows, then the columns of U ′ (resp. V ′ ) are jointly s 1 (resp. s 2 ) sparse over "dictionary" C T 1 (resp. C T 2 ). Provided that the condition numbers of C 1 , C 2 (or Σ 1 , Σ 2 ) are bounded by a constant independent of n 1 and n 2 , the previous analysis translates to this scenario with virtually no change.
When the means and variance matrices of a and b are unknown, sample means and sample covariance matrices can be used in practice. Numerical experiments in Section 5.4 show that using sample means and covariances causes no significant change in estimation accuracy. Instead of the explicit error bounds in Sections 2 -4, one can show asymptotic bounds, where the penalty for using sample means and covariance matrices estimated from m samples is an extra term of O(1/ √ m) in the error bounds.
The Gaussianity and independence assumptions are crucial to the theoretical analysis of our joint dimensionality reduction approach. However, numerical experiments in Section 5.4 confirm that our approach can estimate the embeddings accurately when the distributions are non-Gaussian (e.g., uniform, Poisson) or there are weak dependencies between a and b. Previous supervised dimensionality reduction approaches (SIR, pHd, SAVE) can be extended to non-Gaussian distributions that satisfy certain properties (linear conditional mean, constant conditional variance, etc.). We conjecture that the same extension applies also to our approach.
Bivariate Nonlinear Functional
The
, and O (n1+n2) log 2 m log 4 (n1+n2) m , respectively. Therefore, for bilinear regression model with reasonable signal to noise ratio, the aforementioned sample complexities hold for r = O(min{log n 1 , log n 2 }), as opposed to just r = O(1).
In general, the nonlinear functional f (·, ·) can take many forms (e.g., Mercer kernels, neural networks with two inputs), and can be unknown beforehand. However, we do need
to be nonsingular. Clearly, our approach fails when f (ā 1 ,b 1 ) is even inā 1 or b 1 . This is an intrinsic limitation of supervised dimension reduction. In fact, SIR, pHd, and SAVE all require similar assumptions, and they fail when f (·, ·) is odd in both variables. In this sense, our approach complements the previous supervised dimensionality reduction approaches. In Section 5.4, we present examples for which pHd fails and our approach succeeds, and vice versa.
Estimation of Rank and Sparsity
Throughout the paper, we assume that the rank r and sparsity levels s 1 , s 2 are known. In practice, these parameters often need to be estimated from data. We give a partial solution in this section.
If the sample complexity satisfies m = Ω(n 1 n 2 ), then r, s 1 , s 2 can be estimated from X lin as follows. Let (J, K) and (J, K) c denote the support of X = U QV T (the set of indices where X is nonzero) and its complement. Let σ i (·) denote the i-th singular value of a matrix. Suppose for some η > 0, min
By Theorem 1, we can achieve X lin − X F ≤ 1 3 η with m = Ω(n 1 n 2 ) samples. Then
Therefore, an entry is nonzero in X if and only if the absolute value of the corresponding entry in X lin is greater than 1 2 η. We can determine s 1 and s 2 by counting the number of such entries. Similarly, the rank r of matrix X can be determined by counting the number of singular values of X lin greater than 1 2 η. In practice, such a threshold η is generally unavailable. However, by gathering a sufficiently large number of samples, the entries and singular values of X lin will vanish if the corresponding entries and singular values in X are zero.
Li [7, 8] derived χ 2 tests to assess the true dimension r of the embedding in SIR and pHd. We expect similar tests can be derived for our approach.
Experiments
In this section, we verify our theoretical analysis with some numerical experiments. Here, the normalized subspace estimation error (NSEE) is defined by max
First, we test the estimators U , V (Sections 2 and 4) and U ′ , V ′ (Section 3) on two different models, dubbed BILINEAR and BINARY, both of which satisfy the light-tailed measurement condition:
• Bilinear regression with additive Gaussian noise. Let
. Gaussian random variables N (0, 1).
• Logistic-type binary classification. Let
, and y i ∼ Ber(µ i ) is a Bernoulli random variable with mean µ i .
Let n 1 = n 2 = n and s 1 = s 2 = s. For each model, we conduct four experiments. Without variable selection, we fix n (resp. m) and study how error varies with m (resp. n). With variable selection, we fix n, s (resp. n, m) and study how error varies with m (resp. s). We repeat every experiments 100 times, and show in Figure 1 the log-log plot of the mean error versus m, n or s. The results for the two models are roughly the same, which verifies that our algorithm and theory apply to different regression problems. Nonlinearity in the model determines only the constants in the error bounds. The slopes of the plots in the first and third columns are roughly −0.5, which verifies the term O(1/ √ m) in the error bounds. The slopes of the plots in the second column are roughly 0.5, which verifies the term O( In the last experiment (see Figure 3) , we compare our approach with principal Hessian direction (pHd) for two link functions:
i , which is odd inā i ,b i , and 2)
, which is even inā i ,b i . For the odd function, our approach succeeds, but pHd fails. For the even function, our approach fails, but pHd succeeds. 
Proofs
Proof of Lemma 1
Obviously, these vectors are all zero mean Gaussian random vectors. Independence follows from two facts:
Covariance matrices are easy to compute. For example, Cov(
Proof of Theorem 1
We start by proving some useful lemmas. When y i is a continuous random variable, the contraction property can be proved as follows:
Equation (7) follows from the conditional independence of y i and (ã i ,b i ) given (ā i ,b i ). Equation (8) follows from the independence between (ã i ,b i ) and (ā i ,b i ).
Proof. We prove the equality using the tower property of conditional expectation:
For the first inequality, note that
Hence we have
The other inequalities can be proved similarly.
Next, we prove Theorem 1.
Proof of Theorem 1. Since
we have
The second line follows from independence of y i ,ã i ,b i (see Lemma 2) . Note that
where the first equation follows from Pythagorean theorem, the second line follows from U ΣV T F = Σ F for matrices U, V of orthonormal columns, and the third line follows from ab
By (10) and (11), and the independence between {a i y i b
, we have
m .
Proof of Corollary 1
Lemma 4.
Proof of Lemma 4. We only prove the bound for U T U
F
. The bound for V T V F can be proved similarly. Let U ∈ R n1×(n1−r) denote a matrix of orthonormal columns that satisfies U T U = 0, then
Here, the first equation is due to the following two identities:
Proof of Corollary 1. Obviously,
which follows from triangle inequality, and the fact that U Σ V T is the best rank-r approximation of X lin . Hence, by Lemma 4 and Jensen's inequality,
Clearly, σ r , σ y|a,b , σ, τ 0 , τ 1 , τ 2 are all independent of n 1 , n 2 , and m. Since r = O(1), we complete the proof by applying the mean squared error bound in Theorem 1.
Proof of Theorem 2
First, we establish some useful lemmas. Define
Here, ∆
• is the polar set of ∆. Lemma 5 follows from the properties of polar sets. 
cY
∆ • = |c| · Y ∆ • . 3. Y 1 + Y 2 ∆ • ≤ Y 1 ∆ • + Y 2 ∆ • .
Properties 2 and 3 imply that
If Ω is a cone, then
Since Ω is a cone, we have (Ω − Ω) tB n1×n2 = t∆ for t > 0. Moreover,
By [11, Corollary 8.3] , for every t > 0 we have
Lemma 6 follows from letting t go to 0.
The next lemma follows trivially from the definitions of Ω 1 and Ω 2 .
Lemma 7.
Suppose
.
Proof. By Cauchy-Schwarz inequality,
Since
By Hölder's inequality,
The lemma follows from (13) and (14) .
Lemma 9.
Suppose u ∼ N (0, I n ),ũ ∼ N (0, P ) and P ∈ R n×n is a projection matrix. Then for a convex function g(·), we have
Proof. Letū ∼ N (0, I − P ) be independent fromũ, thenũ +ū have the same distribution as u.
where the inequality follows from Jensen's inequality.
Therefore,
It is easy to verify that
Next, we prove Theorem 2.
Proof of Theorem 2. By (9) and triangle inequality,
Next, we bound the expectation of the four terms. For T 1 , we use (13):
, and Lemma 9 and (14) ,
Conditioned on
). By Lemma 10,
The second line follows from n 1 ≥ 8. Conditioned on {y i } m i=1 alone, apply Lemma 10 one more time,
By (17),
The bounds on the expectations of T 3 and T 4 can be derived similarly.
By Lemma 6 and (15), we have
Proof of Corollary 2
Since X 3 = P Ω3 X 2 , and X ∈ Ω 3 , we have
Similarly, U ′ Σ ′ V ′T = P Ωr X 3 , and X ∈ Ω r , hence
Corollary 2 follows from Theorem 2, and the fact that r, σ y|a,b , σ, τ 0 , τ 1 , τ 2 are all independent of n 1 , n 2 , and m.
Proof of Theorem 3
We need the following lemmas for the proof of Theorem 3.
Proof. By an argument similar to that in (13) , We need the following matrix Bernstein inequality.
Lemma 13. [17, Theorem 6.2] Suppose
are n×n symmetric independent random matrices,
Then for all t ≥ 0, we have
Next, we prove Theorem 3. It is easy to obtain bounds on the expectations of T 3 and T 4 .
By Lemma 6 and (18), we have
≤ 2 r 2 σ 2 y|a,b + σ 2 m + 512 √ 2(C + 2) (n 1 + n 2 )r log 2 m log 4 (n 1 + n 2 ) m + 2 n 2 (rσ 2 y|a,b + τ 2 1 ) m + 2 n 1 (rσ 2 y|a,b + τ 2 2 ) m .
Mildness of the Light-tailed Measurement Condition
In this section, we demonstrate that this condition holds under reasonably mild assumptions on f (·, ·) and y − µ. To this end, we review a known fact: a probability distribution is light-tailed if its moment generating function is finite at some point. This is made more precise in Proposition 1, which follows trivially from Chernoff bound.
Proposition 1. Let M y (t) = E [e ty ] denote the moment generating function of a random variable y. Then y is a light-tailed random variable, if
• there exist t 1 > 0 and t 2 < 0 such that M y (t 1 ) < ∞ and M y (t 2 ) < ∞.
• y ≥ 0 almost surely, and there exists t 1 > 0 such that M y (t 1 ) < ∞.
• y ≤ 0 almost surely, and there exists t 2 < 0 such that M y (t 2 ) < ∞.
In the context of this paper, we have the following corollary: . By Proposition 1, µ is light-tailed. Thus the proof is complete.
