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THE HEAT EQUATION WITH ROUGH BOUNDARY
CONDITIONS AND HOLOMORPHIC FUNCTIONAL CALCULUS
NICK LINDEMULDER AND MARK VERAAR
Abstract. In this paper we consider the Laplace operator with Dirichlet
boundary conditions on a smooth domain. We prove that it has a bounded
H∞-calculus on weighted Lp-spaces for power weights which fall outside the
classical class of Ap-weights. Furthermore, we characterize the domain of the
operator and derive several consequences on elliptic and parabolic regularity.
In particular, we obtain a new maximal regularity result for the heat equation
with rough inhomogeneous boundary data.
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1. Introduction
Often solutions to PDEs can have blow-up behavior near the boundary of an
underlying domain O ⊆ Rd. Using weighted spaces with weights of the form
wOγ (x) := dist(x, ∂O)
γ for appropriate values of γ, one can create additional flex-
ibility and even obtain well-posedness for problems which appear ill-posed at first
sight. PDEs in weighted spaces have been considered by many authors (see e.g.
[24, 42, 45, 46]). Moreover, the H∞-functional calculus properties of differential
operators on weighted space have been treated in several papers as well (see e.g.
[6, 10, 11, 51, 60].
The development of the H∞-calculus was motivated by the Kato square root
problem (see [61] for a survey) which was eventually solved in [9]. An H∞-calculus
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approach to the solution was obtained later in [13]. Since the work [39] it has turned
out that the H∞-calculus is an extremely efficient tool in the Lp-theory of partial
differential equations (see the monographs [22, 69] and references therein).
In this paper we study the boundedness of the H∞-calculus of the Laplace op-
erator with Dirichlet boundary conditions ∆Dir for bounded C
2-domains O. This
operator and its generalizations have been studied in many papers (see [19, 20, 50].
Our contribution is that we study ∆Dir and its functional calculus on weighted
spaces which do not fall into the classical setting, but which are useful for certain
partial differential equations. In particular, we prove the following result.
Theorem 1.1. Let O be a bounded C2-domain. Let p ∈ (1,∞), γ ∈ (−1, 2p− 1) \
{p−1} and set wOγ (x) = dist(x, ∂O)
γ . Then the operator −∆Dir on L
p(O, wOγ ) with
D(∆Dir) = W
2,p
Dir(O, w
O
γ ), has a bounded H
∞-calculus of angle zero. In particular,
∆Dir generates an analytic C0-semigroup on L
p(O, wOγ ).
A similar result holds on the half space Rd+ or small deformations of the half
space. The range γ ∈ (p − 1, 2p − 1) falls outside the classical Ap-setting and
Theorem 1.1 is new in this range. The range γ ∈ (−1, p − 1) can be treated by
classical methods, and it can be derived from the general Ap-case which will be
considered in Section 4.
The boundedness of the H∞-calculus has many interesting consequences for
the operator ∆Dir on L
p(O, wOγ ). Loosely speaking, the boundedness of the H
∞-
calculus can be used as a black box to ensure existence of certain singular integrals.
In particular, the boundedness of the H∞-calculus implies:
• Continuous and discrete square function estimates (see [37, Theorems 10.4.4
& 10.4.23]), which are closely related to the classical Littlewood–Paley in-
equalities.
• Well-posedness and maximal regularity of the Laplace equation and the
heat equation on Lp(O, wOγ ) (see Corollaries 5.8, 5.10, 6.3).
• Maximal regularity for the stochastic heat equation on Lp(O, wOγ ) (see [66,
Theorem 1.1]).
On bounded domains we analyse the spectrum of ∆Dir and in particular we show
that the analytic semigroup generated by ∆Dir is exponentially stable. Addition-
ally we use the functional calculus to characterize several of the fractional domain
spaces.
The main difficulty in the proof of Theorem 1.1 in the non-Ap setting is that
standard tools from harmonic analysis are not available. For instance, the bound-
edness of the Hilbert transform, the boundedness of the Hardy-Littlewood maximal
function operator, and the Littlewood–Paley decomposition all hold on Lp(Rd, wOγ )
if and only if γ ∈ (−1, p− 1) (see [32, Chapter 9] and [75]). Here one also needs to
use the fact that the Ap-condition holds if and only if γ ∈ (−1, p − 1). As a con-
sequence, we have to find a new approach to obtain the domain characterizations,
sectoriality estimates and the boundedness of the functional calculus.
We have already mentioned that Theorem 1.1 implies maximal regularity results.
As a further application we will derive a maximal regularity result for the heat
equation on weighted spaces with rough inhomogeneous boundary conditions. The
main reason we can allow much rougher boundary data than in previous works
is that we allow γ ∈ (p − 1, 2p − 1). Maximal regularity results can be used to
study nonlinear equations in an effective way (see e.g. [70] and references therein).
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The result below is a special case of Theorem 7.16. In order to make the result
transparent without losing the main innovative part of the result, we state the result
in the special case u0 = 0, f = 0 and p = q and without weights in time.
Theorem 1.2. Let O be a bounded C2-domain. Let λ ≥ 0. Let p ∈ (1,∞) and
γ ∈ (−1, 2p− 1) \ {p− 1, 2p− 3} and set δ = 1− 1+γ2p . Assume
g ∈ Bδp,p(R+;L
p(∂O)) ∩ Lp(R+;B2δp,p(∂O)),
with g(0, ·) = 0 in the case γ ∈ (−1, 2p − 3). Then there exists a unique u ∈
W 1,p(R+;Lp(O, wOγ )) ∩ L
p(R+;W 2,p(O, wOγ )) such that
u′ + (λ−∆)u = 0, on R+ × O,
Tr∂Ou = g, on R+ × ∂O,
u(0) = 0, on O.
Conversely, the conditions on g are necessary in order for u to be in the intersec-
tion space. Note that δ ∈ (0, 1) can be taken arbitrarily close to zero by taking γ
arbitrarily close to 2p− 1. Moreover, if γ ∈ (2p− 3, 2p− 1) then the compatibility
condition g(0, ·) = 0 also vanishes.
Theorem 1.2 was proved in [21] and [80] for γ = 0, and in this case the smoothness
parameter equals δ = 1 − 12p . In [21] actually the general setting of higher order
operators A with boundary conditions of Lopatinskii-Shapiro was consider. In
[53] the first author extended the latter result to the weighted situation with γ ∈
(−1, p − 1), in which case δ ∈ (12 , 1) can only be taken arbitrarily close to
1
2 by
taking γ close to p − 1. It would be interesting to investigate if one can extend
special cases of [53] to other values of γ. In ours proofs the main technical reason
that we can extend the range of γ’s in the Dirichlet setting is that the heat kernel
on a half space has a zero of order one at the boundary. The heat kernel in the
case of Neumann boundary conditions does not have this property. Moreover, the
Neumann trace operator is not well-defined for γ ∈ (p − 1, 2p− 1). It is a natural
question to ask for which kernels associated to higher order elliptic operators with
different boundary conditions one has similar behavior at the boundary. In such
cases one might be able to allow for rougher boundary data as well.
There exist several theories of elliptic and parabolic boundary value problems
on other classes of function spaces than the Lq(Lp)-framework of the above. The
case that Lp is replaced by a weighted Besov or Triebel-Lizorkin space is considered
by the first named author in [54] in the elliptic setting and in [55] in the parabolic
setting. The advantage in that setting is that one can use Fourier multiplier the-
orems for A∞-weights. The results in [54, 55] are independent from the results
presented here since in the non-Ap setting Triebel-Lizorkin spaces do not coincide
with Sobolev spaces. For results in the framework of tent spaces have been obtained
in [4, 12, 7] for elliptic equations and in [8] for parabolic equations. Here in some
cases the boundary data is allowed to be in Lp or L2.
The paper is organized as follows. In Section 3 we present some results on traces,
Hardy inequalities and interpolation inequalities which will be needed. In Section
4 we consider the half space case with Ap-weights. In Section 5 we consider the
half space case for non-Ap-weights. We extend the results to bounded domains
in Section 6, where Theorem 1.1 can be derived from Corollary 6.2. In Section 7
we consider the heat equation with inhomogeneous boundary conditions and, in
particular, we will derive Theorem 1.2. In many of our considerations we consider
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the vector-valued situation. This is mainly because it can be convenient to write
Sobolev spaces as the intersection of several simpler vector-valued Sobolev spaces.
Acknowledgment. The authors would like to thank Dorothee Frey and Bas Nieraeth
for helpful discussions on Section 5.4.
Notation. Rd+ = (0,∞) × R
d−1 denotes the half space. We write x = (x1, x˜) ∈
Rd with x1 ∈ R and x˜ ∈ Rd−1. The following shorthand notation will be used
throughout the paper
wγ(x) = |x1|
γ and wOγ (x) = dist(x, ∂O)
γ .
For two topological vector spaces X and Y (usually Banach spaces), L(X,Y )
denotes the space of continuous linear operators. We write A .p B whenever
A ≤ CpB where Cp is a constant which depends on the parameter p. Similarly, we
write A hp B if A .p B and B .p A. Unless stated otherwise in the rest of the
paper X is assumed to be a Banach space.
2. Preliminaries
2.1. Function spaces and weights. Let X be a Banach space. For an open set
O ⊆ Rd let D(O;X) denote the space of compactly supported smooth functions
from O into X equipped with its usual inductive limit topology. Let D′(O;X) =
L(D(O), X) be the space of X-valued distributions. Let C∞c (O;X) be the space
of infinite differentiable functions which vanish outside a compact set K ⊆ O.
Furthermore, S(Rd;X) denotes the space of Schwartz functions and S ′(Rd;X) =
L(S(Rd), X) is the space of X-valued tempered distributions. We refer to [2, 3] for
introductions to the theory of vector-valued distribution.
A locally integrable function w : O → (0,∞) is called a weight. A weight w will
be called even if w(−x1, x˜) = w(x1, x˜) for x1 > 0 and x˜ ∈ Rd−1.
Although we will be mainly interested in a special class of weights, it will be
natural to formulate some of the result for the class of Muckenhoupt Ap-weights.
For p ∈ (1,∞) and a weight w : Rd → (0,∞), we say that w ∈ Ap if
[w]Ap = sup
Q
1
|Q|
∫
Q
w(x) dx ·
( 1
|Q|
∫
Q
w(x)−
1
p−1 dx
)p−1
<∞.
Here the supremum is taken over all cubes Q ⊆ Rd with sides parallel to the
coordinate axes. For p ∈ (1,∞) and a weight w : Rd → (0,∞) one has w ∈ Ap
if and only the Hardy–Littlewood maximal function is bounded on Lp(Rd, w). We
refer the reader to [32, Chapter 9] for standard properties of Ap-weights. For a
fixed p and a weight w ∈ Ap, the weight w
′ = w−1/(p−1) ∈ Ap′ is the p-dual
weight. Define A∞ =
⋃
p>1Ap. Recall that wγ(x) := |x1|
γ is in Ap if and only if
γ ∈ (−1, p− 1).
For a weight w : O → (0,∞) and p ∈ [1,∞), Let Lp(O, w;X) denote the Bochner
space of all strongly measurable functions f : O → X such that
‖f‖Lp(O,w;X) =
( ∫
O
|f(x)|pw(x)dx
)1/p
<∞.
For a set Ω ⊆ Rd with nonempty interior and w : Ω → (0,∞) let L1loc(Ω;X)
denote the set of all functions such that for all bounded open sets Ω0 ⊆ Ω, we
have f |Ω0 ∈ L
1(Ω0, w;X). In this case f is called locally integrable on Ω. If the
THE HEAT EQUATION AND FUNCTIONAL CALCULUS 5
p-dual weight w′ = w−1/(p−1) (w′ = 1 when p = 1) is locally integrable on O, then
Lp(O, w;X) →֒ D′(O;X).
For p ∈ (1,∞), an integer k ≥ 0 and a weight w with w′ = w−1/(p−1) ∈ L1loc(O),
let W k,p(O, w;X) ⊆ D′(O;X) be the Sobolev space of all f ∈ Lp(O, w;X) with
Dαf ∈ Lp(O, w;X) for all |α| ≤ k and set
‖f‖Wk,p(O,w;X) =
∑
|α|≤k
‖Dαf‖Lp(O,w;X),
[f ]Wk,p(O,w;X) =
∑
|α|=k
‖Dαf‖Lp(O,w;X).
W k,p(O, w;X) is a Banach space. We refer to [48, 49] for a detailed study of
weighted Sobolev spaces. Finally, for a set Ω ⊆ Rd with nonempty interior we let
W k,1loc (Ω, w;X) denote the space of functions such that D
αf ∈ L1loc(Ω, w;X) for all
|α| ≤ k.
Let us mention that density of C∞c (O;X) inW
1,p(O, w;X) is not true in general,
not even for w ∈ A∞. A sufficient condition class is w ∈ Ap (see [78, Corollary
2.1.6]). Further examples and counterexamples can be found in [48, Chapter 7 &
11] and [81].
We further would like to point out that in general W k,p(O, w) does not coincide
with a Triebel-Lizorkin space F kp,2(O, w) if w /∈ Ap. Moreover, in the X-valued
setting this is even wrong for w = 1 unless X is isomorphic to a Hilbert space (see
[35]).
2.2. Localization and Ck-domains.
Definition 2.1. Let O ⊂ Rd be a domain and let k ∈ N0 ∪ {∞}. Then O is called
a special Ck-domain when, after rotation and translation, it is of the form
(2.1) O = {x = (y, x′) ∈ Rd : y > h(x′)}
for some Ck-function h : Rd−1 −→ R. If h can be chosen with compact support,
then O is called a special Ckc -domain.
For later it will be convenient to define, given a special Ckc -domainO with k ∈ N0,
the numbers
(2.2) [O]Ck := inf
h
||h||Ck
b
(Rd−1)
where the infimum is taken over all h ∈ Ckc (R
d−1;R) for which O, after rotation
and translation, can be represented as (2.1).
Definition 2.2. Let k ∈ N0 ∪ {∞}. A domain O ⊂ Rd is said to be a Ck-domain
when every boundary point x ∈ ∂O admits an open neighborhood V with the property
that
O ∩ V =W ∩ V and ∂O ∩ V = ∂W ∩ V
for some special Ck-domain W ⊂ Rd.
Note that, in the above definition, V may be replaced by any smaller open
neighborhood of x. Hence, we may without loss of generality assume that W is a
Ckc -domain. Moreover, if k ∈ N0 then for any ǫ > 0 we can arrange that [W ]Ck < ǫ.
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If U, V ⊆ Rd are open and Φ : U → V is a C1-diffeomorphism, then we define
Φ∗ : L
1
loc(U)→ L
1
loc(V ) by
〈Φ∗f, g〉 := 〈f, jΦg ◦ Φ〉, f ∈ L
1
loc(U), g ∈ Cc(V ),
where jΦ = det(∇Φ) denotes the Jacobian. In this way Φ∗f = f ◦ Φ
−1.
Now assume h ∈ Ckc (R
d−1) with k ≥ 1 and
(2.3) O = {(x1, x˜) : x˜ ∈ Rd−1, x1 > h(x˜)}.
Define a Ck-diffeomorphism Φ : O → Rd+ by
Φ(x) = (x1 − h(x˜), x˜).(2.4)
Obviously, det(∇Φ) = 1. For a weight w : Rd → (0,∞), let wΦ : O → (0,∞) be
defined by wΦ(x) = w(Φ(x)). In the important case that w(x) = |x1|
γ , we have
wΦ(x) = |x1 − h(x˜)|
γ h dist(x, ∂O)γ , x ∈ O.
In this way for k ∈ N0, the mapping Φ∗ defines a bounded isomorphism
Φ∗ :W
k,p(O, wΦ)→W
k,p(Rd+, wγ)
with inverse (Φ−1)∗.
In the paper we will often use a standard localization procedure. We will usually
leave out the details as they are standard. In the localization argument for the
functional calculus (see Theorem 6.1) we do give the full details as a precise reference
with weighted spaces seems unavailable.
Given a bounded Ck-domain O with k ≥ 1, then we can find η0 ∈ C
∞
c (O)
and {ηn}
N
n=1 ⊂ C
∞
c (R
d) such that supp (ηn) ⊂ Vn for each n ∈ {1, . . . , N} and∑N
n=0 η
2
n = 1 (see [47, Ch.8, Section 4]). These functions can be used to decompose
the space Ek :=W
k,p(O, wOγ ;X) as
Fk :=W
k,p(Rd;X)⊕
N⊕
n=1
W k,p(On, w
On
γ ;X)
The mappings I : Ek −→ Fk and P : Fk −→ Ek given by
(2.5) If = (ηnf)
N
n=0 and P(fn)
N
n=0 =
N∑
n=0
ηnfn.
satisfy PI = I, thus P is a retraction with coretraction I.
2.3. Functional calculus. Let Σϕ = {z ∈ C : | arg(z)| < ϕ}. We say that an
unbounded operator A on a Banach space X is a sectorial operator if A is injective,
closed, has dense range and there exists a ϕ ∈ (0, π) such that σ(A) ⊆ Σϕ and
sup
λ∈C\Σφ
‖λR(λ,A)‖ <∞.
The infimum over all possible ϕ is called the angle of sectoriality and denoted by
ω(A). In this case we also say that A is sectorial of angle ω(A). The condition that
A has dense range is automatically fulfilled if X is reflexive (see [37, Proposition
10.1.9]).
Let H∞(Σω) denote the space of all bounded holomorphic functions f : Σω → C
and let ‖f‖H∞(Σω) = supz∈Σω |f(z)|. Let H
∞
0 (Σω) ⊆ H
∞(Σω) be the set of all f
for which there exists an ε > 0 and C > 0 such that |f(z)| ≤ C |z|
ε
1+|z|2ε .
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If A is sectorial, ω(A) < ν < ω, and f ∈ H∞0 (Σω) we let
f(A) =
1
2πi
∫
∂Σν
f(λ)R(λ,A) dλ,
where the spectrum is assumed to be on the right of the integration path. The
operator A is said to have a bounded H∞(Σω)-calculus if there exists a constant C
such that for all f ∈ H∞0 (Σω)
‖f(A)‖ ≤ C‖f‖H∞(Σω).
The infimum over all possible ω > ω(A) is called the angle of the H∞-calculus and
is denoted by ωH∞(A). In this case we also say that A has a bounded H
∞-calculus
of angle ωH∞(A).
For details on the H∞-functional calculus we refer the reader to [33] and [37].
The following well-known result on the domains of fractional powers and complex
interpolation will be used frequently. For the definitions of the powers Aα with
α ∈ C we refer to [33, Chapter 3]. For details on complex interpolation we refer to
[14, 36, 77].
We say that A has BIP (bounded imaginary powers) if for every s ∈ R, Ais
extends to a bounded operator on X . In this case one can show that there exists
M,σ ≥ 0 such that (see [33, Corollary 3.5.7])
(2.6) ‖Ais‖ ≤Meσs, s ∈ R.
Let ωBIP(A) = inf{ω ∈ R : ∃M > 0 such that for all s ∈ R ‖Ais‖ ≤ Meω|s|}. One
can easily check that ωBIP(A) ≤ ωH∞(A).
The next result can be found in [33, Theorem 6.6.9] and [77, Theorem 1.15.3].
Proposition 2.3. Assume A is a sectorial operator such that A has BIP. Then
for all θ ∈ (0, 1) and 0 ≤ α < β we have
[D(Aα), D(Aβ)]θ = D(A
(1−θ)α+θβ),
where the constant in the norm equivalence depends α, β, θ, the sectoriality constants
and on the constant M and σ in (2.6).
For two closed operators (A,D(A)) and (B,D(A)) on X we define D(A+B) :=
D(A)∩D(B) and (A+B)u = Au+Bu. Often it is a difficult to determine whether
A+ B with the above domain is a closed operator. Sufficient conditions are given
in the following theorem which will be used several times throughout this paper
(see [25, 71]).
Theorem 2.4 (Dore–Venni). Let X be a UMD space. Assume A and B are sec-
torial operators on X with commuting resolvents and assume A and B both have
BIP with ωBIP(A) + ωBIP(B) < π. Then the following assertions hold:
(1) A+B is a closed sectorial operator with with ω(A+B) ≤ max{ωBIP(A), ωBIP(B)}
(2) There exists a constant C ≥ 0 such that for all x ∈ D(A) ∩D(B),
‖Ax‖+ ‖Bx‖ ≤ C‖Ax+Bx‖,
and if 0 ∈ ρ(A) or 0 ∈ ρ(B), then 0 ∈ ρ(A+B).
The following can be used to obtain boundedness of the H∞-calculus for trans-
lated operators ((1) is straightforward and (2) follows from [38, Proposition 6.10]):
Remark 2.5. Let σ ∈ (0, π) and assume A is a sectorial operator of angle ≤ σ
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(1) If A has a bounded H∞-calculus of angle ≤ σ, then for all λ ≥ 0, A+ λ has a
bounded H∞-calculus of angle ≤ σ.
(2) If there exists a λ˜ > 0 such that A + λ˜ has a bounded H∞-calculus of angle
≤ σ, then for all λ > 0, A+ λ has a bounded H∞-calculus of angle ≤ σ.
2.4. UMD spaces and Fourier multipliers. Below the geometric condition
UMD will often be needed for X . UMD stands for unconditional martingale dif-
ferences. One can show that a Banach space X is a UMD space if and only the
Hilbert transform is bounded if and only if the vector-valued analogue of the Mihlin
multiplier theorem holds. For details we refer to [36, Chapter 5]. Here we recall
the important examples for our considerations.
• Every Hilbert space is a UMD space;
• If X is a UMD space, (S,Σ, µ) is σ-finite and p ∈ (1,∞), then Lp(S;X) is
a UMD space.
• UMD spaces are reflexive.
For m ∈ L∞(Rd) define
Tm : S(Rd;X)→ S ′(Rd;X), Tmf = F−1(mf̂).
For p ∈ [1,∞) and w ∈ A∞ the Schwartz class S(Rd;X) is dense in Lp(Rd, w;X)
(see Lemma 3.5).
The following is a weighted version of Mihlin’s type multiplier theorem and can
be found in [65, Proposition 3.1]
Proposition 2.6. Let X be a UMD space, p ∈ (1,∞) and w ∈ Ap. Assume that
m ∈ Cd+2(Rd \ {0}) satisfies
(2.7) Cm = sup
|α|≤d+2
sup
ξ 6=0
|ξ||α||Dαm(ξ)| <∞.
Then Tm extends to a bounded operator on L
p(Rd, w;X), and its operator norm
only depends on d, X, p, w and Cm.
Proposition 2.7. Let X be a UMD space. Let q ∈ (1,∞) and v ∈ Aq(R). Then
the following assertions hold:
(1) The operator ddt with D(
d
dt) = W
1,q(R, v;X) has a bounded H∞-calculus
with ωH∞(
d
dt ) ≤
π
2 .
(2) The operator ddt with D(
d
dt) = W
1,q
0 (R+, v;X) has a bounded H
∞-calculus
with ωH∞(
d
dt ) ≤
π
2 .
Here W 1,q0 (R+, v;X) denotes the closed subspace of W
1,q(R+, v;X) of functions
which are zero at t = 0.
Proof. (1) follows from Proposition 2.6 and [37, Theorem 10.2.25]. (2) can be
derived as a consequence by repeating part of the proof of [56, Theorem 6.8] where
the case v(t) = |t|γ was considered. 
For p ∈ (1,∞), w ∈ Ap and s ∈ R, we define the Bessel potential space
Hs,p(Rd, w;X) as the space of all f ∈ S ′(Rd;X) for which F−1[(1 + | · |2)s/2f̂ ∈
Lp(Rd, w;X). This is a Banach space when equipped with the norm
‖f‖Hs,p(Rd,w;X) = ‖F
−1[(1 + | · |2)s/2f̂ ]‖Lp(Rd,w;X).
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For an open subset O ⊆ Rd the space Hs,p(O, w;X) is defined as all restriction f |O
where f ∈ Hs,p(O, w;X). This is a Banach space when equipped with the norm
‖f‖Hs,p(O,w;X) = inf{‖g‖Hs,p(Rd,w;X) : g|O = f}.
The next result can be found in [65, Propositions 3.2 & 3.5].
Proposition 2.8. Let X be a UMD space, p ∈ (1,∞) and w ∈ Ap. Then
Hm,p(Rd, w;X) =Wm,p(Rd, w;X) for all m ∈ N0.
Moreover, for all s ∈ R, one has [Hs,p(Rd, w;X)]∗ = H−s,p
′
(Rd, w′;X∗).
The UMD condition is also necessary in the above result (see [36, Theorem
5.6.12]).
Proposition 2.9 (Intersection representation). Let d, d1, d2, n ≥ 1 be integers such
that d1 + d2 = d. Let w ∈ Ap(Rd1). Then
Wn,p(Rd, w;X) =Wn,p(Rd1 , w;Lp(Rd2 ;X)) ∩ Lp(Rd1 , w;Wn,p(Rd2 ;X)).
In the above we use the convention that w is extended in a constant way in the
remaining d2 coordinates. In this way w ∈ Ap(Rd) as well.
Proof. →֒ is obvious. To prove the converse Let α be a multiindex with k := |α| ≤ n.
It suffices to prove ‖Dαu‖Lp(w;X) ≤ C(‖u‖Lp(w;X) +
∑d
j=1 ‖D
k
j u‖Lp(w;X)). This
follows by using the Fourier multiplier m:
m(ξ) =
(2πξ)α
1 +
∑d
j=1(2πρ(ξj)ξj)
k
.
Here ρ ∈ C∞(R) is an odd function with ρ = 0 on [0, 1/2] and ρ = 1 on [1,∞]. Now
using Proposition 2.6 one can argue in a similar way as in [36, Theorem 5.6.11]. 
3. Hardy’s inequality, traces, density and interpolation
In this section we will prove some elementary estimates of Hardy and Sobolev
type and obtain some density and interpolation results. We will present the results
in the X-valued setting, and later on apply this in the special case X = Lp(Rd−1)
to obtain extensions to higher dimensions in Theorem 5.7.
Details on traces in weighted Sobolev spaces can be found in [40] and [53]. We
will need some simple existence results in one dimension.
3.1. Hardy’s inequality and related results.
Lemma 3.1. Let p ∈ [1,∞) and let w be a weight such that ‖w−
1
p−1 ‖L1(0,t) <
∞ for all t ∈ (0,∞). Then W 1,p(R+, w;X) →֒ C([0,∞);X) and for all u ∈
W 1,p(R+, w;X),
sup
x∈[0,t]
‖u(x)‖ ≤ Ct,p,w‖u‖W 1,p(R+,w;X), t ∈ [0,∞)
Moreover, the following results hold in the special case that w(x) = wγ(x) = |x1|
γ :
(1) If γ ∈ [0, p− 1), then u(x)→ 0 as x→∞ and for all u ∈ W 1,p(R+, wγ ;X),
sup
x≥0
‖u(x)‖ ≤ Cp,γ‖u‖W 1,p(R+,wγ ;X).
(2) If γ < −1, then for all u ∈ Lp(R+, wγ ;X) ∩ C([0,∞);X), u(0) = 0.
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Note that the local L1-condition on w holds in particular for w ∈ Ap.
Proof. Let u ∈ W 1,p)R+, w;X). By Ho¨lder’s inequality and the assumption on w
we have Lp((0, t), w;X) →֒ L1(0, t;X). In particular u and u′ are locally integrable
on [0,∞). Let
v(s) =
∫ s
0
u′(x) dx, s ∈ (0, t).
Then v is continuous on [0, t] and moreover v′ = u′ on (0, t) (see [36, Lemma 2.5.8]).
It follows that there is a z ∈ X such that u = z + v for all s ∈ (0, t). In particular,
u has a continuous extension u to [0, t] given by u = z + v.
To prove the required estimates we just write u instead of u. Let x ∈ [0,∞).
Define ζ as ζ(x) = 1 − x for x ∈ [0, 1] and ζ = 0 on [1,∞). Then for x ∈ [0, t], we
have
u(x) =
∫ 1
0
d
ds
(u(s+ x)ζ(s)) ds =
∫ 1
0
u′(s+ x)ζ(s) ds︸ ︷︷ ︸
T1
+
∫ 1
0
u(s+ x)ζ′(s) ds︸ ︷︷ ︸
T2
Then by Ho¨lder’s inequality
‖T1‖ ≤
( ∫ 1
0
‖u′(s+ x)‖pw(s+ x) ds
)1/p
‖s 7→ w(s + x)−1/(p−1)‖
1/p′
L1(0,1)
≤ Cw,t,p‖u
′‖Lp(R+,w;X),
whereCp
′
w,t,p = ‖w
−1/(p−1)‖L1(0,t+1). Similarly, ‖T2‖ ≤ Cw,t,p‖u‖Lp(R+,w;X). There-
fore, the required estimate for supx∈[0,t] ‖u(x)‖ follows.
The estimate in (1) follows from∫ 1
0
wγ(s+ x)
−1/(p−1) ds ≤
∫ 1
0
wγ(s)
−1/(p−1) ds =: Cp,γ .
Moreover,u(x)→ 0 as x→∞ because
∫ 1
0
wγ(s+ x)
−1/(p−1) ds→ 0 as x→∞.
To prove (2) note that
‖u(0)‖ = lim
t→∞
1
t
∫ t
0
‖u(s)‖ ds.
Now by Ho¨lder’s inequality we have
1
t
∫ t
0
‖u(s)‖ ds ≤
1
t
‖u‖Lp(R+,wγ)
(∫ t
0
s−γp
′
ds
)1/p′
≤ C‖u‖Lp(R+,wγ)t
− γ+1
p
and the latter tends to zero as t→ 0. 
Next we state two well-known consequences of Hardy’s inequality (see [31, The-
orem 10.3.1] and [48, Section 5]).
Lemma 3.2. Assume p ∈ [1,∞). Let u ∈W 1,p(R+, wγ ;X). Then
‖u‖Lp(R+,wγ−p;X) ≤ Cp,γ‖u
′‖Lp(R+,wγ ;X).
if (γ < p− 1 and u(0) = 0) or γ > p− 1.
In the above result, by Lemma 3.1, u ∈ C([0,∞);X) if γ < p− 1.
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Proof. First consider γ < p− 1. Writing u(t) =
∫ t
0
u′(s)ds, it follows that
‖u(t)‖X ≤
∫ t
0
‖u′(s)‖Xds.
Now the result follows from Hardy’s inequality (see [31, Theorem 10.3.1]). The case
γ > p− 1 follows similarly by writing u(t) =
∫∞
t u
′(s)ds. Here we use the fact that,
by approximation, it suffices to consider the case where u = 0 on [n,∞). 
For other exponents γ than the ones considered in Lemma 3.1 another embedding
result follows. Note that this falls outside the class of Ap-weights.
Lemma 3.3. Let p ∈ [1,∞) and γ ∈ (p − 1, 2p − 1). Then W 2,p(R+, wγ ;X) →֒
Cb([0,∞);X) and for all u ∈W
2,p(R+, wγ ;X), u(x)→ 0 as x→∞ and
sup
x≥0
‖u(x)‖ ≤ Ct,p,γ‖u‖W 2,p(R+,wγ ;X).
Proof. By Lemma 3.2 ‖u(k)‖Lp(R+,wγ−p;X) ≤ Cp,γ‖u
(k+1)‖W 2,p(R+,wγ ;X) for k ∈
{0, 1}. Therefore, u ∈ W 1,p(R+, wγ−p;X). Now the required continuity and esti-
mate of ‖u(x)‖ for x ∈ [0, 1] follows from Lemma 3.1. To prove the estimate for
x ∈ [1,∞), we can repeat the argument used in Lemma 3.1 (1). Indeed, for x ≥ 1,∫ 1
0
wγ(s+ x)
−1/(p−1) ds ≤
∫ 1
0
wγ(s+ 1)
−1/(p−1) ds =: Cp,γ . 
3.2. Traces and Sobolev embedding. For u ∈W 1,1loc (R
d
+;X) we say that Tr(u) =
0 if Tr(ϕu) = 0 for every ϕ ∈ C∞ with bounded support in Rd+. Note that ϕu ∈
W 1,1([0,∞);L1(Rd−1;X)) whenever, u ∈ W 1,p(Rd+, w;X). Thus the existence of
the trace of ϕu follows from Lemma 3.1.
For integers k ∈ N0, p ∈ (1,∞) and w ∈ Ap, we let
W k,pDir (R
d
+, w;X) = {u ∈ W
k,p(Rd+, w;X) : Tr(u) = 0},(3.1)
W k,p0 (R
d
+, w;X) = {u ∈ W
k,p(Rd+, w;X) : Tr(D
αu) = 0 for all |α| < k}.
The traces in the above formulas exists since W k,p(Rd+, w;X) →֒W
k,1
loc (R
d
+;X).
We extend the definitions of the above spaces to the non-Ap-setting. For p ∈
[1,∞), γ ∈ (p− 1, 2p− 1) and k ∈ N0 let
W k,pDir (R
d
+, wγ ;X) =
{
u ∈W k,p(Rd+, wγ ;X) : Tr(u) = 0 if k >
γ + 1
p
}
.
W k,p0 (R
d
+, wγ ;X) =
{
u ∈W k,p(Rd+, w;X) : Tr(D
αu) = 0 if k − |α| >
γ + 1
p
}
.
Here the trace exists if j := k−α > γ+1p since then j ≥ 2 and, by Lemmas 3.1 and
3.3,
W j,p(Rd+, wγ ;X) →֒W
j,p(R+, wγ ;Lp(Rd−1;X)) →֒ C([0,∞);Lp(Rd−1;X)).
For γ ∈ (−∞,−1) and k ∈ N0 we further let
W k,pDir (R
d
+, wγ ;X) =W
k,p
0 (R
d
+, wγ ;X) =W
k,p(Rd+, wγ ;X).
This notation is suitable since for k ∈ N1, by Lemma 3.1,
W k,p(Rd+, wγ ;X) →֒W
k,p(R+, wγ ;Lp(Rd−1;X))
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⊆ {u ∈ C([0,∞;X);Lp(Rd−1)) : u(0) = 0}.
Using the Ck-diffeomorphisms Φ of Subsection 2.2 and localization one can ex-
tend the definitions of the traces and function spacesW k,pDir (O, wΦ;X) andW
k,p
0 (O, wΦ;X)
to special Ckc -domains O and bounded C
k-domains.
The following Sobolev embeddings are a direct consequence of Lemma 3.2 and
a localization argument (also see [48, Theorem 8.2 & 8.4]).
Corollary 3.4. Let p ∈ [1,∞), k ∈ N1 and γ ∈ R. Let O be a bounded Ck-domain
or a special Ckc -domain. Then
W k,p0 (O, w
O
γ ;X) →֒W
k−1,p(O, wOγ−p;X), if γ < p− 1,
W k,p(O, wOγ ;X) →֒W
k−1,p(O, wOγ−p;X), if γ > p− 1,
W k,p0 (O, w
O
γ ;X) →֒W
k−1,p
0 (O, w
O
γ−p;X), if γ /∈ {jp− 1 : j ∈ N1}.
3.3. Density results.
Lemma 3.5. Let w ∈ A∞ and p ∈ [1,∞). Let O be an open subset of Rd. Then
C∞c (O)⊗X is dense in L
p(O, w;X).
Proof. Since Lp(O, w) ⊗X is dense in Lp(O, w;X) it suffices to setting the scalar
setting. We claim that it furthermore suffices to approximate functions which are
compactly supported in O.
To prove the claim, let f ∈ Lp(O, w) and let (Kn)n∈N be an exhaustion by
compact sets of O. Observe that f1Kn → f by the dominated convergence theorem.
Therefore, it suffices to consider functions f with compact support in O. Extending
such functions f by zero to Rd, the claim follows.
Let q ∈ (p,∞) be such that w ∈ Aq. Then for all functions f ∈ L
p(Rd, w) with
compact support K ⊆ O, by Ho¨lder’s inequality one has
‖f‖Lp(Rd,w) ≤ ‖f‖Lq(Rd,w)w(K)
q−p
q .
Therefore, it suffices to approximate such functions f in the Lq(Rd, w) norm. To
do so one can use a standard argument (see [56, Lemma 2.2]) by using a mollifier
with compact support. 
Lemma 3.6. Let p ∈ (1,∞), w ∈ Ap and k ∈ N0. Let O = Rd or a bounded
Ck-domain or a special Ckc -domain with k ∈ N0 ∪ {∞}. Then C
k
c (O)⊗X is dense
in W k,p(O, w;X).
Proof. The case O = Rd follows from [56, Lemma 3.5]. In all other situations, by
localization, it suffices to consider O = Rd+. This case can be proved by combining
the argument of [56, Lemma 3.5] with [47, Theorem 1.8.5]. 
The density result [48, Theorem 7.2] can be extended to the vector-valued setting:
Lemma 3.7. Let p ∈ (1,∞) and γ ≥ 0. Let O be a bounded C0-domain or a
special C0c -domain. Then C
∞
c (O;X) is dense in W
k,p(O, wOγ ;X).
Next we will prove a density result for power weights of arbitrary order using
functions with compact support in Ω.
Proposition 3.8. Let γ ∈ R\{jp−1 : j ∈ N1}. Let O be a bounded Ck-domain or a
special Ckc -domain with k ∈ N0∪{∞}. Then C
k
c (O;X) is dense in W
k,p
0 (O, wγ ;X).
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Proof. By a standard localization argument it suffices to consider O = Rd+. Let
u ∈ W k,p0 (R
d
+, wγ ;X). By a simple truncation argument we may assume that u is
compactly supported on Rd+. To prove the required result we will truncate u near
the plane x1 = 0. For this let φ ∈ C
∞([0,∞)) be such that φ = 0 on [0, 1/2] and
φ = 1 on [1,∞). Let φn(x1) = φ(nx1) and define un(x) = φn(x1)u(x). We claim
that un → u in W
k,p(Rd+, wγ ;X). This will be proved below. Using the claim the
proof can be finished as follows. It remains to show that each u ∈ W k,p(Rd+, wγ ;X)
with compact support can be approximated by functions in C∞c (R
d
+;X). For each
v ∈W k,p(Rd+, wγ ;X) with compact support K it holds that
‖v‖Wk,p(Rd+,wγ ;X) hK,γ ‖v‖Wk,p(Rd+;X).(3.2)
Therefore, it suffices to approximate u in the W k,p(Rd+;X)-norm. This can be done
by extension by zero on Rd− followed by a standard mollifier argument (see [56,
Lemma 2.2]).
To prove the claim for convenience we will only consider d = 1. Since φn does
not depend on x˜ the general case is similar. Fix m ∈ {0, . . . , k}. By Leibniz formula
one has (φnu)
(m) =
∑m
i=0 ci,mφ
(m−i)
n u(i). By the dominated convergence theorem
φnu
(m) → u(m) in Lp(Rd+, wγ ;X). It remains to prove that φ
(m−i)
n u(i) → 0 for
i ∈ {0, . . . ,m− 1}. By Corollary 3.4
u(i) ∈Wm−i,p0 (R+, wγ ;X) →֒ L
p(R+, wγ−(m−i)p;X).
Now we find
‖φ(m−i)n u
(i)‖Lp(R+,wγ ;X) =
∫ 1/n
0
np(m−i)|φ(m−i)(nx)|p‖u(i)(x)‖p|x|γ dx
≤ ‖φ(m−i)‖p∞
∫ 1/n
0
‖u(i)(x)‖p|x|γ−(m−i)p dx.
The latter tends to zero as n→∞ by the dominated convergence theorem. 
In the next result we prove a density result in real and complex interpolation
spaces. It will be used as a technical ingredient in the proofs of Lemma 3.14 and
Proposition 3.17.
Lemma 3.9. Let p ∈ (1,∞), γ ∈ R \ {jp− 1 : j ∈ N0}, q ∈ [1,∞) and k ∈ N \ {0}.
Let O be a bounded Ck-domain or a special Ckc -domain with integer k ≥ 2 or k =∞
and let ℓ ∈ {0, . . . , k}. If θ ∈ (0, 1) satisfies kθ < γ+1p then the space C
k
c (O;X) is
dense in (Lp(O, wγ ;X),W
ℓ,p(O, wγ ;X))θ,q and [L
p(O, wγ ;X),W
ℓ,p(O, wγ ;X)]θ.
Proof. First consider the real interpolation space. In the case γ < −1 the result
follows from W ℓ,p(O, wγ ;X) = W
ℓ,p
0 (O, wγ ;X), Proposition 3.8 and [77, Theorem
1.6.2].
In the case γ ∈ R \ {jp − 1 : j ∈ N0}, it suffices to consider O = Rd+ by
a localization argument. Write Yj = W
j,p(Rd+, wγ ;X) for j ∈ N0. Since Yℓ
d
→֒
(Y0, Yℓ)θ,q (see [77, Theorem 1.6.2]), by Lemma’s 3.6 and 3.7 it suffices to consider
u ∈ C∞c (R
d
+;X) and to approximate it by functions in C
∞
c (R
d
+;X) in the (Y0, Yℓ)θ,q-
norm. Moreover, note that
‖v‖(Y0,Yℓ)θ,q ≤ C‖v‖
1−θ
Y0
‖v‖θYℓ
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for all v ∈ Yℓ (see [77, Theorem 1.3.3]). Therefore, it suffices to construct vn ∈
C∞c (R
d
+;X) such that ‖vn−u‖
1−θ
Y0
‖vn−u‖
θ
Yℓ
→ 0 as n→∞. As in Proposition 3.8,
letting un = φnu, it suffices to show that ‖un − u‖
1−θ
Y0
‖un − u‖
θ
Yℓ
→ 0 as n → ∞.
Note that, for example in the case d = 1, for one of the terms
‖(φn − 1)u‖Lp(R+,wγ ;X) ≤ ‖φ‖∞‖u‖∞
(∫ 1/n
0
|x|γ dx
)1/p
≤ ‖φ‖∞Cγ,pn
−γ+1
p
and similarly,
‖φ(ℓ)n u‖Lp(Rd+,wγ ;X) ≤ n
ℓ−γ+1
p ‖φ′′‖∞‖u‖∞.
Now we obtain that there is a constant C independent of n such that
‖(φn − 1)u‖
1−θ
Lp(R+,wγ ;X)
‖φ(ℓ)n u‖
θ
Lp(Rd+,wγ ;X)
≤ Cn−
γ+1
p
+ℓθ.
The latter tends to zero by the assumptions. The other terms can be treated with
similar arguments. Finally one can approximate each un by using (3.2) and the
arguments given there.
The density in the complex case follows from
(Lp(O, wγ ;X),W
ℓ,p(O, wγ ;X))θ,1
d
→֒ [Lp(O, wγ ;X),W
ℓ,p(O, wγ ;X)]θ
(see [77, Theorems 1.9.3 (c) & 1.10.3]). 
The next standard lemma gives a sufficient condition for a function to be in
W 1,1loc (R
d;X) when it consists of two W 1,1loc -functions which are glued together. To
prove the result one can reduce to the one-dimensional setting and use the formula
u(t)− u(0) =
∫ t
0
u(s) ds. We leave the details to the reader.
Lemma 3.10. Let u ∈ L1loc(R
d;X) be such that u+ := u|Rd+ ∈ W
1,1
loc (R
d
+;X) and
u− := u|Rd− ∈W
1,1
loc (R
d
−;X). If Tr(u+) = Tr(u−). Then u ∈W
1,1
loc (R
d;X) and
Dju =
{
Dj(u+), on Rd+;
Dj(u−), on Rd−;
Finally we will need the following simple density result in the Ap-case.
Lemma 3.11. Let O be a bounded Ck-domain or a special Ckc -domain with k ∈
N0 ∪ {∞}. If p ∈ (1,∞), w ∈ Ap and k ∈ N0, then E0 : W
k,p
0 (O, w;X) →
W k,p(Rd, w;X) given by the extension by zero defines a bounded linear operator.
Moreover, W k,p0 (O, w;X) = C
k
c (O;X).
Proof. By localization it suffices to consider O = Rd+. If u ∈ W
k,p
0 (R
d
+, w;X), then,
by Lemma 3.10, E0u ∈W
k,1
loc (R
d
+;X) and
DαE0u = E0D
αu, |α| ≤ k.
In particular, this shows that E0 is bounded.
For the final assertion let u ∈ W k,p0 (R
d
+, w). By a truncation we may assume
u has bounded support. Take ζ ∈ C∞c (R
d
−) such that
∫
ζ dx = 1 and set ζn(x) =
ndζ(nx). Then ζn ∗ E0u → E0u in W
k,p(Rd, w;X) (see [56, Lemma 2.2]). Since
ζn ∗ E0u ∈ C
∞
c (R
d
+;X), the result follows. 
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3.4. Interpolation. We continue with two interpolation inequalities. The first one
is [56, Lemma 5.8].
Lemma 3.12. Let p ∈ (1,∞) and let w ∈ Ap be even. Let O = Rd or O = Rd+.
Then for every k ∈ N \ {0, 1}, j ∈ {1, . . . , k − 1} and u ∈W k,p(O, w;X) we have
[u]W j,p(O,w;X) ≤ Cp,[w]Ap‖u‖
1− j
k
Lp(O,w;X)[u]
j
k
Wk,p(O,w;X)
.
The above result holds on smooth domains as well provided we replace the homo-
geneous norms [·]Wk,p by ‖ · ‖Wk,p . In order to extend this interpolation inequality
to a class of non-Ap-weights, we will use the following pointwise multiplication
mappings M and M−1.
Let M : C∞c (R
d
+;X) → C
∞
c (R
d
+;X) be given by Mu(x) = x1u(x). By duality
we obtain a mapping M : D′(Rd+;X) → D
′(Rd+;X) as well. Similarly, we define
M−1 on C∞c (R
d
+;X) and D
′(Rd+;X).
Lemma 3.13. Let p ∈ (1,∞), γ ∈ (−1, 2p − 1) and k ∈ {0, 1, 2}. Then M :
W k,p(Rd+, wγ ;X)→W
k,p(Rd+, wγ−p;X) is bounded. Moreover, M : W
k,p
0 (R
d
+, wγ ;X)→
W k,p0 (R
d
+, wγ−p;X) is an isomorphism.
Proof. Since the derivatives with respect to xi with i 6= 1 commute with M , we
only prove the result in the case d = 1. Observe that ‖Mu‖Lp(R+,wγ−p;X) =
‖u‖Lp(Rd+,wγ ;X). Moreover, by the product rule, we have (Mu)
(j) = ju(j−1)+Mu(j)
for j ∈ {0, 1, 2}. Therefore,
‖Mu‖Wk,p(R+,wγ−p;X) = ‖Mu‖Lp(R+,wγ−p;X) +
k∑
j=1
‖(Mu)(j)‖Lp(R+,wγ−p;X)
≤ ‖u‖Lp(R+,wγ ;X) +
k∑
j=1
‖ju(j−1)‖Lp(R+,wγ−p;X) + ‖Mu
(j)‖Lp(R+,wγ−p;X)
≤ ‖u‖Lp(R+,wγ ;X) + C
k∑
j=1
‖u(j)‖Lp(R+,wγ ;X)
≤ (C + 1)‖u‖Wk,p(R+,wγ ;X),
where we applied Lemma 3.2. This proves the required boundedness of M .
By density of C∞c (R+;X) in W
k,p
0 (R+, wγ ;X) (see Proposition 3.8 and Lemma
3.11) it follows that M : W k,p0 (R+, wγ ;X) → W
k,p
0 (R+, wγ−p;X) is bounded. It
remains to prove boundedness of M−1 : W k,p0 (R+, wγ−p;X) → W
k,p
0 (R+, wγ ;X).
By Proposition 3.8 and Lemma 3.11 it suffices to prove the required estimate for
u ∈ C∞c (R+;X). By the product rule, we have (M
−1u)(j) =
∑j
i=0 ci,jM
−1+i−ju(i).
Therefore,
‖M−1u‖Wk,p(R+,wγ ;X) =
k∑
j=0
‖(M−1u)(j)‖Lp(R+,wγ ;X)
≤ C
k∑
j=0
j∑
i=0
‖M−1−iu(j−i)‖Lp(R+,wγ ;X)
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≤ C‖u‖Wk,p(R+,wγ−p;X) +
k∑
j=0
j∑
i=1
‖u(j−i)‖Lp(R+,wγ−(i+1)p;X).
Now it remains to observe that by Lemma 3.2 (applied i times)
‖u(j−i)‖Lp(R+,wγ−(i+1)p;X) ≤ C‖u
(j)‖Lp(R+,wγ−p;X) ≤ C‖u‖Wk,p(R+,wγ−p;X).

Lemma 3.14. Let p ∈ (1,∞) and γ ∈ (−p − 1, 2p − 1) \ {−1, p − 1}. Then for
every k ∈ N \ {0, 1}, j ∈ {1, . . . , k − 1} and u ∈W k,p(Rd+, wγ ;X) we have
[u]W j,p(Rd+,wγ ;X) ≤ Cγ,p,k‖u‖
1− j
k
Lp(Rd+,wγ ;X)
[u]
j
k
Wk,p(Rd+,wγ ;X)
.
Proof. By an iteration argument as in [47, Exercise 1.5.6], it suffices to consider
k = 2 and j = 1. Moreover, by a scaling involving u(λ·) it suffices to show that
‖u‖W 1,p(Rd+,wγ ;X) ≤ Cγ,p‖u‖
1/2
Lp(Rd+,wγ ;X)
‖u‖
1/2
W 2,p(Rd+,wγ ;X)
.(3.3)
The case γ ∈ (−1, p− 1) is contained in Lemma 3.12, where we actually do not
need to proceed through (3.3). So it remains to treat the case γ ∈ (−p− 1,−1) ∪
(p− 1, 2p− 1). By standard arguments (see e.g. [77, Lemma 1.10.1]), it suffices to
show that
(Lp(Rd+, wγ ;X),W
2,p(Rd+, wγ ;X)) 12 ,1 →֒ W
1,p(Rd+, wγ ;X).
We first assume that γ ∈ (p−1, 2p−1). Using Lemma 3.13 and real interpolation
of operators, we see that M is bounded as an operator
(Lp(Rd+, wγ ;X),W
2,p(Rd+, wγ ;X)) 12 ,1 −→ (L
p(Rd+, wγ−p;X),W
2,p(Rd+, wγ−p;X)) 12 ,1.
By a combination of [77, Lemma 1.10.1] and (3.3) for the case γ ∈ (−1, p− 1), the
space on the right hand side is continuously embedded into W 1,p(Rd+, wγ−p;X).
Therefore, M is a bounded operator
M : (Lp(Rd+, wγ ;X),W
2,p(Rd+, wγ ;X)) 12 ,1 −→W
1,p(Rd+, wγ−p;X).(3.4)
From Lemma 3.9 and the fact thatMC∞c (R
d
+;X) ⊂ C
∞
c (R
d
+;X) ⊂W
1,p
0 (R
d
+, wγ−p;X),
it follows that M is a bounded operator
M : (Lp(Rd+, wγ ;X),W
2,p(Rd+, wγ ;X)) 12 ,1 −→W
1,p
0 (R
d
+, wγ−p;X).
Combining this with Lemma 3.13 we obtain (3.3).
Next we assume γ ∈ (−p − 1,−1). As (3.4) in the previous case, M−1 is a
bounded operator
M−1 : (Lp(Rd+, wγ ;X),W
2,p
0 (R
d
+, wγ ;X)) 12 ,1 −→W
1,p
0 (R
d
+, wγ+p;X).
Combining this withWn,p(Rd+, wγ ;X) =W
n,p
0 (R
d
+, wγ ;X) (n ∈ N) and Lemma 3.13
we obtain (3.3). 
Proposition 3.15. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (−1, p − 1). Let
O be a bounded Ck-domain or a special Ckc -domain with k ∈ N0 ∪ {∞}. Then for
every j ∈ {0, . . . , k} the following holds:
[Lp(O, wOγ ;X),W
k,p
0 (O, w
O
γ ;X)] j
k
=W j,p0 (O, w
O
γ ;X).
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Proof. By a localization argument it suffices to consider the case O = Rd+. The
operator ∂1 on L
p(Rd+, wγ ;X) with domain D(∂1) = W
1,p
0 (R+, wγ ;L
p(Rd−1;X))
has a bounded H∞-calculus with ωH∞(∂1) =
π
2 by [56, Theorem 6.8]. Moreover,
D((∂1)
n) = Wn,p0 (R+, wγ ;L
p(Rd−1;X)) for all n ∈ N. For the operator ∆d−1 on
Lp(Rd+, wγ ;L
p(Rd−1;X)), defined by
D(∆d−1) := L
p(R+, wγ ,W 2,p(Rd−1;X)), ∆d−1u :=
d∑
k=2
∂2ku,
it holds that −∆d−1 a bounded H
∞-calculus with ωH∞(−∆d−1) = 0. More-
over, D((−∆d−1)
n/2) = Lp(R+, wγ ;Wn,p(Rd−1;X)) for all n ∈ N. It follows that
(1 + ∂t)
k with D((1 + ∂1)
k) = W k,p0 (R+, wγ ;X) is sectorial having bounded imag-
inary powers with angle ≤ π/2 and that (1 −∆d−1)
k/2 with D((1 −∆d−1)
k/2) =
Lp(R+, wγ ;W k,p(Rd−1;X)) is sectorial having bounded imaginary powers with an-
gle 0. By a combination of Proposition 2.3 and [28, Lemma 9.5],
[Lp(Rd+, wγ ;X),W
k,p
0 (R+, wγ ;L
p(Rd−1;X)) ∩ Lp(R+, wγ ;W k,p(Rd−1;X))] j
k
= [Lp(Rd+, wγ ;X), D((1 + ∂1)
k) ∩D((1−∆d−1)
k/2)] j
k
= D((1 + ∂1)
j) ∩D((1 −∆d−1)
j/2)
=W j,p0 (R+, wγ ;L
p(Rd−1;X)) ∩ Lp(R+, wγ ;W j,p(Rd−1;X)).
Now the result follows from the following intersection representation for n ∈ N:
Wn,p0 (R
d
+, wγ ;X) =W
n,p
0 (R+, wγ ;L
p(Rd−1;X)) ∩ Lp(R+, wγ ;Wn,p(Rd−1;X)).
Here →֒ is clear. To prove the converse let u be in the intersection space. We first
claim that u ∈ Wn,p(Rd+, wγ ;X). Using a suitable extension operator it suffices to
show the result with R+ and Rd+ replaced by R and R
d respectively. Now the claim
follows from Proposition 2.9. To prove u ∈ Wn,p0 (R
d
+, wγ ;X) let |α| ≤ n − 1 and
write α = (α1, α˜). It remains to show Tr(D
αu) = 0. By assumption and the claim
Dα1u ∈ W 1,p0 (R+, wγ ;L
p(Rd−1;X)) and Dα1u ∈ W 1,p(R+, wγ ;Wn−1−α1(Rd−1)).
It follows that Dα1u ∈ W 1,p0 (R+, wγ ;W
n−1−α1(Rd−1)) and therefore, we obtain
Dαu ∈W 1,p0 (R+;L
p(Rd−1)) as required. 
Now we extend the last identity to the non-Ap setting for j = 1 and k = 2.
Proposition 3.16. Let X be a UMD space, p ∈ (1,∞) γ ∈ (−p − 1, 2p − 1) \
{−1, p − 1}. Let O be a bounded C2-domain or a special C2c -domain. Then the
complex interpolation space satisfies
[Lp(O, wγ ;X),W
2,p
0 (O, wγ ;X)] 12 =W
1,p
0 (O, wγ ;X).
Proof. The case γ ∈ (−1, p − 1) is contained in Proposition 3.15. For the case
γ ∈ (jp− 1, (j + 1)p− 1) with j = 1 or j = −1 we reduce to the previous case. By
a localization argument it suffices to consider O = Rd+. By Lemma 3.13 and since
the complex interpolation method is exact we deduce
[Lp(Rd+, wγ ;X),W
2,p
0 (R
d
+, wγ ;X)] 12
= [M−jLp(Rd+, wγ−jp;X),M
−jW 2,p0 (R
d
+, wγ−jp;X)] 12
=M−j [Lp(Rd+, wγ−jp;X),W
2,p
0 (R
d
+, wγ−jp;X)] 12
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=M−jW 1,p0 (R
d
+, wγ−jp;X) =W
1,p
0 (R
d
+, wγ ;X). 
Next we prove a version of Proposition 3.16 without boundary conditions by
reducing to the case with boundary conditions.
Proposition 3.17. Let X be a UMD space, p ∈ (1,∞), γ ∈ (−p − 1, 2p − 1) \
{−1, p − 1}. Let O be bounded C2-domain or a special C2c -domain. Then the
complex interpolation space satisfies
[Lp(O, wγ ;X),W
2,p(O, wγ ;X)] 1
2
=W 1,p(O, wγ ;X).
Proof. By a localization argument it suffices to consider O = Rd+. The case γ ∈
(−1, p− 1) follows from [56, Propositions 5.5 & 5.6] and the case γ ∈ (−p− 1,−1)
follows from Proposition 3.16.
It remains to establish the case γ ∈ (p − 1, 2p − 1). The inclusion ←֓ follows
from Proposition 3.16 and W 1,p0 (R
d
+, wγ ;X) = W
1,p(Rd+, wγ ;X). To prove →֒, by
Lemma 3.9 it suffices to show that
‖u‖W 1,p(Rd+,wγ ;X) ≤ C‖u‖[Lp(Rd+,wγ ;X),W 2,p(Rd+,wγ ;X)] 1
2
, u ∈ C∞c (R
d
+;X).
Since W 1,p0 (R
d
+, wγ ;X) =W
1,p(Rd+, wγ ;X), using Lemma 3.13 twice and the result
for the Ap-case already proved, we obtain
‖u‖W 1,p(Rd+,wγ ;X) . ‖Mu‖W 1,p(Rd+,wγ−p;X) . ‖Mu‖[Lp(Rd+,wγ−p;X),W 2,p(Rd+,wγ−p;X)] 1
2
. ‖u‖[Lp(Rd+,wγ ;X),W 2,p(Rd+,wγ ;X)] 1
2
.

Next we turn to a different type of interpolation result. It unifies and extends
several existing results in the literature. The case p0 = p1 and w0 = w1 can be
found in [65, Proposition 3.7].
Theorem 3.18. Let Xj be a UMD space, pj ∈ (1,∞), wj ∈ Apj and sj ∈ R for j ∈
{0, 1}. Let θ ∈ (0, 1) and set Xθ = [X0, X1]θ,
1
p =
1−θ
p0
+ θp1 , w = w
(1−θ)p/p0
0 w
θp/p1
1
and s = (1 − θ)s0 + θs1. Then
[Hs0,p0(Rd, w0;X0), Hs1,p1(Rd, w1;X1)]θ = Hs,p(Rd, w;Xθ).
Observe that w ∈ Ap by [32, Exercise 9.1.5]. The proof of the theorem will be
given below.
As a corollary of Proposition 3.17 and Theorem 3.18 we obtain (using the iden-
tification from Proposition 2.8) the following mixed-derivative theorem:
Corollary 3.19. Let X be a UMD space, p ∈ (1,∞), γ ∈ (−p−1, 2p−1)\{−1, p−1}
and d ≥ 2. Then
W 2,p(Rd−1;Lp(R+, wγ ;X)) ∩ Lp(Rd−1;W 2,p(R+, wγ ;X))
→֒W 1,p(Rd−1,W 1,p(R+, wγ ;X)).
Proof. By Proposition 2.8, Theorem 3.18, and Proposition 3.17,
Lp(Rd−1;W 2,p(R+, wγ ;X)) ∩W 2,p(Rd−1;Lp(R+, wγ ;X))
= H0,p(Rd−1;W 2,p(R+, wγ ;X)) ∩H2,p(Rd−1;Lp(R+, wγ ;X))
→֒ [H0,p(Rd−1;W 2,p(R+, wγ ;X)), H2,p(Rd−1;Lp(R+, wγ ;X))] 1
2
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= H1,p(Rd−1; [W 2,p(R+, wγ ;X), Lp(R+, wγ ;X)] 1
2
)
=W 1,p(Rd−1;W 1,p(R+, wγ ;X)). 
For the proof of Theorem 3.18 we need two preliminary results. The first result
follows as in [77, Theorems 1.18.4 & 1.18.5].
Proposition 3.20. Let (A,A , µ) be a measure space. Let Xj be a Banach space,
pj ∈ (1,∞) and wj : S → (0,∞) measurable for j ∈ {0, 1}. Let θ ∈ (0, 1) and set
Xθ = [X0, X1]θ,
1
p =
1−θ
p0
+ θp1 , w = w
(1−θ)p/p0
0 w
θp/p1
1 and s = (1−θ)s0+θs1. Then
[Lp0(A,w0;X0), L
p1(A,w1;X1)]θ = L
p(Rd, w;Xθ).
For the next result we need to introduce some notation. Let (εk)k≥0 be a
Rademacher sequence on a probability space Ω. Let σ : N → (0,∞) be a weight
function, p ∈ (1,∞) and let Radσ,p(X) denote the space of all sequences (xk)k≥0
in X for which∥∥(xk)k≥0∥∥Radσ,p(X) := sup
n≥1
∥∥∥ n∑
k=0
εkσ(k)xk
∥∥∥
Lp(Ω;X)
<∞.
The above space is p-independent and the norms for different values of p are equiv-
alent (see [37, Proposition 6.3.1]). If σ ≡ 1, we write Radp(X) := Radσ,p(X).
Clearly (xk)k≥0 7→ (σ(k)xk)k≥0 defines an isometric isomorphism from Rad
σ,p(X)
onto Radp(X). By [37, Corollary 6.4.12], if X does not contain a copy isomorphic
to c0 (which is the case for UMD spaces), then (xk)k≥0 in Rad
σ,p(X) implies that∑
k≥0 εkσ(k)xk converges in L
p(Ω;X) and in this case∥∥(xk)k≥0∥∥Radσ,p(X) = ∥∥∥∑
k≥0
εkσ(k)xk
∥∥∥
Lp(Ω;X)
.
Interpolation of the unweighted spaces
(3.5) [Radp0(X0),Rad
p1(X1)]θ = Rad
p(Xθ)
holds if X0 and X1 are K-convex spaces (see [37, Theorem 7.4.16] for details). In
particular, UMD spaces are K-convex (see [36, Proposition 4.3.10]). We need the
following weighted version of complex interpolation of Rad-spaces.
Proposition 3.21. Let Xj be a K-convex space, σj : N → (0,∞) and let pj ∈
(1,∞) for j ∈ {0, 1}. Let θ ∈ (0, 1) and set Xθ = [X0, X1]θ,
1
p =
1−θ
p0
+ θp1 and
σ = σ1−θ0 σ
θ
1 . Then
[Radσ0,p0(X0),Rad
σ1,p1(X1)]θ = Rad
σ,p(Xθ).
Proof. We use the same method as in [77, 1.18.5]. Let
T : F−(Rad
σ0,p0(X0),Rad
σ1,p1(X1), 0)→ F−(Rad
p0(X0),Rad
p1(X1), 0)
be defined by
Tf(k, z) = σ0(k)
1−zσ1(k)
zf(k, z).
Then f 7→ Tf(·, θ) is an isomorphism from [Radσ0,p0(X0),Rad
σ1,p1(X1)]θ onto
[Radp0(X0),Rad
p1(X1)]θ = Rad
p(Xθ), where we used (3.5) in the last step. 
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Proof of Theorem 3.18. Set Yj = L
pj (Rd, wj , Xj)) for j ∈ {0, 1} and let Yθ =
Lp(Rd, w,Xθ)). Then by Proposition 3.20 Yθ = [Y0, Y1]θ. Let σj(n) = 2sjn and let
(ϕk)k≥0 be a smooth Littlewood-Paley sequence as in [65, Section 2.2] and let φ−1 =
0. By [65, Proposition 3.2] and [37, Theorem 6.2.4] we have f ∈ Hsj ,pj (Rd, wj ;Xj)
if and only if (ϕk ∗ f)k≥0 ∈ Rad
σj ,pj (Yj) and in this case
‖(ϕk ∗ f)k≥0‖Radσj,pj (Yj) h ‖f‖Hsj,pj (Rd,wj ;Xj)(3.6)
with implicit constants only depending on pj, Xj , sj , [wj ]Apj . Now to reduce the
statement to Proposition 3.21 we use a retraction-coretraction argument (see [77,
Theorem 1.2.4] and [56, Lemma 5.3]). Let ψn =
∑n+1
k=n−1 φk for n ≥ 0, and let
ψ−1 = 0. Then ψ̂k = 1 on supp (φ̂k) for all k ≥ 0, and supp (ψ̂0) ⊆ {ξ : |ξ| ≤ 2}
and supp (ψ̂k) ⊆ {ξ : 2
k−2 ≤ |ξ| ≤ 2k+1} for k ≥ 1. Let R : Radσj ,pj (Yj) →
Hsj ,pj (Rd, wj ;Xj) be defined byR(fℓ)ℓ≥0 =
∑
ℓ≥0 ψℓ∗fℓ and let S : H
sj ,pj (Rd, wj ;Xj)→
Radpj ,σj (Yj) be given by Sf = (ϕk ∗ f)k≥0. The boundedness of S follows from
(3.6). We claim that R is bounded and this will be explained below. By the special
choice of ψk we have RS = I. Therefore, the retraction-coretraction argument
applies and the interpolation result follows.
To prove claim let Ej = L
pj (Ω;Yj)). Due to (3.6) and by density it suffices to
show that, for all finitely-nonzero sequences (fℓ)ℓ≥0 in Yj and all n ≥ 0,
(3.7)
∥∥∥ n∑
k=0
εk2
sjkϕk ∗
∑
ℓ≥0
ψℓ ∗ fℓ
∥∥∥
Ej
≤ C
∥∥∥∑
k≥0
εk2
sjkfk
∥∥∥
Ej
.
Below, for convenience of notation, we view sequences on N as sequences on Z
through extension by zero. Under this convention, by the Fourier support properties
of (ϕk)k and the R-boundedness of {ϕk∗ : k ≥ 0} (see [65, Lemma 4.1]) and the
implied R-boundedness of {ψk∗ : k ≥ 0}, we have∥∥∥ n∑
k=0
εk2
sjkϕk ∗
∑
ℓ≥0
ψℓ ∗ fℓ
∥∥∥
Ej
≤
2∑
j=−2
∥∥∥ n∑
k=0
εk2
sjkϕk ∗ ψk+j ∗ fk+j
∥∥∥
Ej
.
2∑
j=−2
∥∥∥ n∑
k=0
εk2
sjkfk+j
∥∥∥
Ej
.
∥∥∥∑
k≥0
εk2
sjkfk
∥∥∥
Ej
,
where in the last step we used the contraction principle (see [36, Proposition 3.24]).

4. ∆Dir on Rd+ in the Ap-setting
Let p ∈ (1,∞) and w ∈ Ap(Rd). We consider the Dirichlet Laplacian ∆Dir on
Lp(Rd+, w;X), defined by
D(∆Dir) :=W
2,p
Dir(R
d
+, w;X), ∆Diru :=
d∑
j=1
∂2j u.
Let Gz : Rd → R denote the standard heat kernel on Rd:
Gz(x) =
1
(4πz)d/2
e−|x|
2/(4z), z ∈ C+.
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It is well-known that |Gz ∗ f | ≤ cos
−d/2(arg(z))Mf , where M denotes the Hardy-
Littlewood maximal function (see [37, Section 8.2]). Therefore, f 7→ Gz ∗ f is
bounded on Lp(Rd, w;X) for any w ∈ Ap.
Define T (z) : Lp(Rd+, w;X)→ L
p(Rd+, w;X) by
T (z)f(x) := Hz ∗ f(x) :=
∫
Rd+
Hz(x, y)f(y) dy =
∫
Rd
Gz(x− y)f(y) dy, z ∈ C+,
(4.1)
with f(y) = sign(y1)f(|y1|, y˜) and
Hz(x, y) = Gz(x1 − y1, x˜− y˜)−Gz(x1 + y1, x˜− y˜), x, y ∈ Rd+.(4.2)
By the properties of Gz , the operator T (z) is bounded on L
p(Rd+, w;X) for any
w ∈ Ap with ‖T (z)‖ ≤ ‖M‖B(Lp(w))cos
−d/2(arg(z)). In Theorem 4.1 we will show
that T (z) is an analytic C0-semigroup with generator ∆Dir. Moreover, in case X is
a UMD space we characterize D(∆Dir) and prove that ∆Dir is a sectorial operator
with a bounded H∞-calculus of angle zero.
Recall that a weight w is called even if w(−x1, x˜) = w(x1, x˜) for x1 > 0 and
x˜ ∈ Rd−1.
The next result is the main result of this section on the functional calculus of
−∆Dir on L
p-spaces with Ap-weights. The result on the whole of Rd is well-known
to experts, but seems not to have appeared anywhere. By a standard reflection
argument we deduce the result on Rd+. It can be seen as a warm-up for Theorem
5.7 where weights outside the Ap-class are considered.
Theorem 4.1. Let X be a UMD space. Let p ∈ (1,∞) and let w ∈ Ap be even.
Then the following assertions hold:
(1) −∆Dir is a sectorial operator with ω(−∆Dir) = 0, D(∆Dir) = W
2,p
Dir(R
d
+, w;X)
with equivalent norms, the analytic C0-semigroup (e
z∆Dir)z∈C+ is uniformly
bounded on any sector Σω with ω ∈ (0, π/2) and
ez∆Dirf = T (z)f, z ∈ C+.
(2) For all λ ≥ 0, λ−∆Dir has a bounded H
∞-calculus with ωH∞(λ −∆Dir) = 0.
Moreover, all the implicit constants only depend on X, p, d and [w]Ap .
For the proof we use a simple lemma on odd extensions. For u ∈ Lp(Rd, w;X),
the functions u and Eoddu denote the odd extension of u:
u(−x1, x˜) = Eoddu(−x1, x˜) = −u(x1, x˜) for x1 > 0 and x˜ ∈ Rd−1.
For k ∈ N0 let W
k,p
odd(R
d, w;X) denote the closed subspace of all even functions in
W k,p(Rd, w;X).
Lemma 4.2. Let p ∈ (1,∞) and let w ∈ Ap be even. Let k ∈ {0, 1, 2}. Then
Eodd :W
k,p
Dir (R
d
+, w;X)→W
k,p
odd(R
d, w;X) is an isomorphism and
‖u‖Wk,p(Rd,w;X) ≤ ‖Eoddu‖Wk,p(Rd,w;X) ≤ 2
1/p‖u‖Wk,p(Rd,w;X).
Moreover, {u ∈ C∞c (R
d
+) : u(0, ·) = 0} ⊗X is dense in W
k,p
Dir (R
d
+, w;X).
Proof. The case k = 0 is easy, so let us assume k ∈ {1, 2}. For u ∈W k,pDir (R
d
+, w;X)
one has
(4.3) Dαu(x) = (sign(x1))
|α1|+1(Dαu)(|x1|, x˜), |α| ≤ k.
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Indeed, this follows from Lemmas 3.10 and 3.1.
From (4.3) we find that u ∈W 2,p(Rd, w;X) and that the stated estimates hold.
If u ∈ W k,p(Rd, w), then by Lemma 3.6 we can find un ∈ C∞c (R
d) ⊗ X such
that un → u in W
2,p(Rd, w;X). Then also un(−·, ·) → u in W 2,p(Rd, w;X). Now
vn := (un + un(−·, ·))/2 satisfies vn ∈ C
∞
c (R
d;X) and vn(0, ·) = 0 and vn → u in
W 2,p(Rd+, w;X). Since Tr(vn) = 0 the continuity of the trace implies Tr(u) = 0 as
well. This part of the prove also implies the desired density result. 
Proof of Theorem 4.1. Let us first consider the result on Rd. Then −∆ with
D(∆) =W 2,p(Rd, w;X) is a closed operator which is sectorial of angle zero (see [30,
Theorem 5.1] and Proposition 2.6). Moreover, by Proposition 2.6 and [37, Theorem
10.2.25]), one can has that −∆ has a bounded H∞-calculus with ωH∞(−∆) = 0.
Moreover, by Remark 2.5 the same holds for λ−∆. Now the half space case follows
by a well-known reflection argument, which we partly include here for completeness.
Since Eodd(∆Dirf) = (∆Eoddf), Eodd : W
2,p
Dir(R
d
+, w;X) → W
2,p
odd(R
d, w;X) is
an isomorphism (see Lemma 4.2), ∆ : W 2,podd(R
d, w;X) → Lpodd(R
d, w;X), and
D(∆|Lpodd(Rd,w;X)) =W
2,p
odd(R
d, w;X), one has
ρ(∆) ⊆ ρ(∆Dir), R(λ,∆Dir)f = (R(λ,∆)Eoddf)|Rd+ and D(∆Dir) =W
2,p
Dir(R
d
+, w;X).
All the statements now follow. 
Corollary 4.3 (Laplace equation). Let X be a UMD space. Let p ∈ (1,∞) and let
w ∈ Ap be even. For all u ∈ W
2,p
Dir(R
d
+, w;X) there holds the estimates
[u]W 2,p(Rd+,w;X) hX,p,d,w ‖∆u‖Lp(Rd+,w;X).(4.4)
Furthermore, for every f ∈ Lp(Rd+, w;X) and λ > 0 there exists a unique u ∈
W 2,pDir(R
d
+, w;X) such that λu −∆Diru = f and∑
|α|≤2
|λ|1−
1
2 |α|‖Dαu‖Lp(Rd+,w;X) .X,p,d,w ‖f‖Lp(Rd+,w;X).(4.5)
Proof. We first prove (4.4). Let u ∈ W 2,pDir(R
d
+, w;X). For r > 0 we put ur := u(r · )
and wr := w(r · ). Then wr ∈ Ap with [wr]Ap = [w]Ap . So we can apply Theorem 4.1
with wr instead of w to obtain∑
|α|≤2
r|α|−
d
p ‖∂αu‖Lp(Rd+,w;X) = ‖ur‖W 2,p(Rd+,wr ;X)
hX,p,d,w ‖ur‖Lp(Rd+,wr ;X) + ‖∆ur‖Lp(Rd+,wr ;X)
= r−
d
p ‖u‖Lp(Rd+,w;X) + r
2− d
p ‖∆u‖W 2,p(Rd+,wr;X).
Dividing by r2−
d
p and taking the limit r →∞ gives (4.4).
The existence and uniqueness in the second claim follow from the sectoriality in
Theorem 4.1. Moreover, together with (4.4), the sectoriality yields the estimates
for |α| = 0 and |α| = 2 in (4.5). The case |α| = 1 subsequently follows from
Lemma 3.12. 
Corollary 4.4 (Heat equation). Let X be a UMD space. Let p, q ∈ (1,∞), v ∈
Aq(R), w ∈ Ap(Rd) and assume w is even. Let J ∈ {R,R+}. Then the following
assertions hold: For all λ > 0 and f ∈ Lq(J, v;Lp(Rd+, w;X)) there exists a unique
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u ∈ W 1,q(J, v;Lp(Rd+, w;X))∩L
q(J, v;W 2,pDir(R
d
+, w;X)) such that u
′+(λ−∆Dir)u =
f , u(0) = 0 in case J = R+. Moreover, the following estimate holds
‖u′‖Lq(J,v;Lp(Rd+,w;X)) +
∑
|α|≤2
λ1−
1
2 |α|‖Dαu‖Lq(J,v;Lp(Rd+,w;X))
.p,q,v,w,d ‖f‖Lq(J,v;Lp(Rd+,w;X)).
Proof. Since Lp(Rd+, w;X) is a UMD space, by Proposition 2.7, d/dt had a bounded
H∞-calculus on Lq(J, v;Lp(Rd+, w;X)). Therefore, from Theorem 4.1, Remark 2.5
(1), and Theorem 2.4
‖u′‖Lq(J,v;Lp(Rd+,w;X))+‖(λ−∆)u‖Lq(J,v;Lp(Rd+,w;X)) .p,q,v,w,d ‖f‖Lq(J,v;Lp(Rd+,w;X)).
Now the result follows from Corollary 4.3 applied pointwise in t. 
Remark 4.5.
(i) The same result as in Corollary 4.4 holds for ∆ on the whole of Rd. For
results on elliptic and parabolic equations with Ap-weights in space we refer
to [34].
(ii) Due to Caldero´n-Zygmund extrapolation theory one can add Aq-weights in
time after considering the unweighted case (see [17]).
(iii) It would be interesting to extend Corollary 4.4 to spaces of the form Lp(R×
Rd+, w;X) where w depends on time and space. For some result in this direc-
tion concerning the maximal regularity estimate we refer to [23].
(iv) The estimate in Corollaries 4.3 and 4.4 also hold for λ = 0. However, solv-
ability does not hold for general f .
5. ∆Dir on Rd+ in the non-Ap-setting
In this section we will extend the results of Section 4 to weighted Lp-spaces with
wγ(x) = |x1|
γ where γ ∈ (p− 1, 2p− 1). This case is not included in the Ap-weight
and is therefore not accessible through classical harmonic analysis. The reflection
argument cannot be applied since the weight is not locally integrable in Rd.
5.1. The heat semigroup. Let T (z) : Lp(Rd+;X) → L
p(Rd+;X) be defined by
(4.1). We first show that T (z) is also bounded on Lp(Rd+, wγ) with wγ(x) = |x1|
γ
for γ ∈ (−p− 1, 2p− 1) and that this range is optimal. Note that wγ ∈ Ap(Rd) if
and only if γ ∈ (−1, p− 1).
Proposition 5.1. Let p ∈ [1,∞) and γ ∈ (−1 − p, 2p− 1). For every |φ| < π/2,
(T (z))z∈Σφ defines a bounded analytic C0-semigroup on L
p(Rd+, wγ ;X).
Proof. First we consider p ∈ (1,∞). The result for γ ∈ (−1, p − 1) follows from
Theorem 4.1. In the remaining cases by duality it suffices to consider γ ∈ [p −
1, 2p− 1).
Let |δ| < φ and write z = teiδ for t > 0.
Step 1: Reduction to an estimate in the case X = C. In this step we show that
it is enough to prove the estimate
‖|Hz| ∗ ‖f‖‖Lp(Rd+,wγ) .φ,γ,p ‖f‖Lp(Rd+,wγ)(5.1)
for all f ∈ Cc(Rd+). Having this estimate, we get
‖T (z)f‖Lp(Rd+,wγ ;X) ≤ ‖|Hz| ∗ ‖f‖X‖Lp(Rd+,wγ) ≤ Cφ,γ,p‖f‖Lp(Rd+,wγ ;X)
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for all f ∈ Cc(Rd+) ⊗ X , from which the analyticity and strong continuity follow.
Indeed, note that for g ∈ Cc(R+) ⊗ X , z 7→ 〈T (z)f, g〉 is analytic on Σφ and
continuous on Σφ by Theorem 4.1 with w = 1. Therefore, in case X = C, the
weak continuity of T on Σφ follows by density in the case p ∈ (1,∞) and by weak
∗-
sequential density of Cc in L
∞ in case p = 1 (see [72, Corollary 2.24]). This in turn
implies strong continuity by [27, Theorem I.5.8]. For general X , the continuity of
T (z)f for f ∈ Cc(Rd+)⊗X is clear from the scalar case, yielding the case of general
f ∈ Lp(Rd+;X) by density. The analyticity of T on Σφ follows from [5, Theorem
A.7].
Step 2: Reduction to the case d = 1. Writing H1z for the kernel of T (z) in case
d = 1 and Gd−1z for the standard heat kernel in dimension d− 1, we have
|Hz| ∗ |f |(x1, x˜) =
∫ ∞
0
|H1z (x1, y1)|
∫
Rd−1
Gd−1z (x˜− y˜)|f(y1, y˜)|dy˜dy1.
Taking Lp(Rd−1)-norms for fixed x1 ∈ R+, and using Minkowski’s inequality and
Young’s inequality, we obtain
‖|Hz| ∗ |f |(x1, ·)‖Lp(Rd−1)
≤
∫ ∞
0
|H1z (x1, y1)|
∥∥∥x˜ 7→ ∫
Rd−1
Gd−1z (x˜− y˜)|f(y1, y˜)|dy˜
∥∥∥
Lp(Rd−1)
dy1
≤ Cφ
∫ ∞
0
|H1z (x1, y1)|‖f(y1, ·)‖Lp(Rd−1)dy1,
where Cφ = supz∈Σφ ‖G
d−1
z ‖L1(Rd) < ∞. Therefore, it remains to prove (5.1) in
the case d = 1.
Step 3: The case d = 1. Setting g(x) := x
γ+1
p |f(x)|, kz(s, y) := y(x/y)
γ+1
p |Hz(x, y)|
and
hz(x) :=
∫ ∞
0
kz(x, y)g(y)
dy
y
,
we see that (5.1) holds if and only if ‖hz‖Lp(R+, dxx )
.φ ‖g‖Lp(R+, dxx )
. To prove this,
by Schur’s test (see [31, Theorem 5.9.2]) it is enough to show
sup
x>0
∫ ∞
0
kz(x, y)
dy
y
≤ A,(5.2)
sup
y>0
∫ ∞
0
kz(x, y)
dx
x
≤ B.(5.3)
In order to prove these estimates, observe that with z = teiδ,
(5.4)
(4πt)1/2|Hz(x, y)| =
∣∣e−|x−y|2e−iδ4t − e−|x+y|2e−iδ4t ∣∣
= e
−|x−y|2 cos(δ)
4t
∣∣1− e− xye−iδt ∣∣
≤ e
−|x−y|2 cos(δ)
4t
∫ xy/t
0
e−s cos(δ) ds
= (4πt)1/2 cos(δ)−1Ht cos(δ)(x, y).
Therefore, by replacing x and y by (4t/ cos(δ))1/2x and (4t/ cos(δ))1/2y, respec-
tively, in (5.2) and (5.3) it suffices to consider t = 1/4 and δ = 0.
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From now on we write
k(x, y) := y(x/y)
γ+1
p (e−|x−y|
2
− e−|x+y|
2
) = y(x/y)
γ+1
p e|x−y|
2∣∣1− e−4xy∣∣.
One can check that |1− e−4xy| ≤ min{1, 4xy}. Therefore, k satisfies
k(x, y) ≤ y(x/y)
γ+1
p e−|x−y|
2
min{1, 4xy}
It follows that∫ ∞
0
k(x, y)
dy
y
≤
∫ ∞
0
(x/y)
γ+1
p e−|x−y|
2
min{1, 4xy}dy
≤
∫ x/2
0
(x/y)
γ+1
p e−|x−y|
2
4xydy +
∫ ∞
x/2
(x/y)
γ+1
p e−|x−y|
2
dy
= T1 + T2.
The first term satisfies
T1 ≤ 4
∫ x/2
0
x
γ+1
p
+1y1−
γ+1
p e−x
2/4dy = C1x
3e−x
2/4 ≤ A1,
where we used 1− γ+1p > −1. Since γ > −1, the second term satisfies
T2 ≤ C2
∫ ∞
−∞
e−|x−y|
2
dy = C2
∫ ∞
−∞
e−|y|
2
dy = A2
Next we estimate the integral over the x-variable. For y ∈ (0, 1), we can write∫ ∞
0
k(x, y)
dx
x
≤
∫ ∞
0
(x/y)
γ+1
p
−1e−|x−y|
2
4xydx
≤ 4
∫ ∞
0
x
γ+1
p y2−
γ+1
p e−|x−y|
2
dx
=
∫ ∞
−y
(x+ y)
γ+1
p y2−
γ+1
p e−|x|
2
dx
=
∫ ∞
−∞
(x+ 1)
γ+1
p e−|x|
2
dx ≤ B1,
where we used 2− γ+1p ≥ 0 and γ + 1 ≥ 0. For y ≥ 1, since
γ+1
p ≥ 1 we have∫ ∞
0
k(x, y)
dx
x
≤
∫ ∞
0
(x/y)
γ+1
p
−1e−|x−y|
2
dx
=
∫ ∞
−y
(
x
y + 1
)γ+1
p
−1
e−x
2
dx
≤
∫ ∞
−∞
(
|x|+ 1
)γ+1
p
−1
e−x
2
dx ≤ B2.
Step 4: The case p = 1: One can still reduce to the case d = 1 by Fubini’s
theorem. Moreover, instead of using Schur’s lemma, by Fubini’s theorem it suffices
to show that
sup
y>0
∫ ∞
0
k(x, y)
dx
x
<∞.
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The case γ ∈ [0, 1) can be treated in the same way as in the above proof. In case
γ ∈ (−2, 0) we argue as follows:∫ ∞
y/2
k(x, y)
dx
x
≤
∫ ∞
y/2
(x/y)γe−|x−y|
2
dx ≤ 2γ
∫ ∞
−∞
e−|x−y|
2
dx = C.
On the other hand, since γ + 2 > 0, we have∫ y/2
0
k(x, y)
dx
x
≤
∫ y/2
0
(x/y)γe−|x−y|
2
4xy
≤ 4e−y
2/4y−γ+1
∫ y/2
0
xγ+1dx = 4ye−y
2/4. 
In the next example we show that the range for γ in Proposition 5.1 is optimal.
Example 5.2. Let p ∈ (1,∞) and γ /∈ (−p − 1, 2p − 1). We give an example of a
function f ∈ Lp(Rd+, wγ) such that for all t > 0, T (t)f /∈ L
p(Rd+, wγ). Here T (t)f is
defined by (4.1). By duality we only need to consider γ ≥ 2p− 1. Let β ∈ (1/p, 1)
and set f(x) = x−21 | log(x1)|
−β1Q(x), where Q = [0, 1]
d. Then, on the one hand,
f ∈ Lp(Rd+;wγ). On the other hand, for x ∈ Q
d,
T (t)f(x) = ct,d
∫
Q
e−
|x−y|2
4t [1− e−
−x1y1
t ]y−21 | log(y1)|
−β dy
= c˜t,d
∫ 1
0
y−11 | log(y1)|
−β dy1 =∞;
in particular, T (t)f /∈ Lp(Rd+, wγ).
Let −A denote the generator of the semigroup (T (z))z of Proposition 5.1. Then
by standard results of analytic semigroups we see that A is sectorial with ω(A) = 0.
In the case of a X is a UMD space, −A even has a bounded H∞-calculus:
Proposition 5.3. Let X be a UMD space. Let −A be the generator of the heat
semigroup on Lp(Rd+, wγ ;X) given in Proposition 5.1 with p ∈ (1,∞) and γ ∈
(−1− p, 2p− 1). Then A has a bounded H∞-calculus with ωH∞(A) = 0.
Proof. The case γ ∈ (−1, p− 1) follows from Theorem 4.1. For the other values of
γ we use a classical perturbation argument (see [44]).
Step 1: Let 0 < σ < ω < π/2 Let φ ∈ H∞0 (Σω) with ω ∈ (0, π/2) satisfy
‖φ‖∞ ≤ 1 and let Γ = ∂Σσ. By definition we have
φ(A) =
1
2πi
∫
Γ
φ(λ)R(λ,A)dλ =
1
2πi
∫
Γ+∪Γ−
φ(λ)R(λ,A)dλ,(5.5)
where Γ± = {te
±σi : t ∈ (0,∞)}.
Fix f ∈ Cc(Rd+;X)) and let g = w
1
p
γ f and ψ(x, y) =
(
w
1
p
γ (x1)
w
1
p
γ (y1)
− 1
)
. Then for
x ∈ Rd+
φ(A)f(x) = w
− 1
p
γ (x1)φ(A)(w
1
p
γ f)(x) + w
− 1
p
γ (x1)φ(A)
(
w
1
p
γ (x1)− w
1
p
γ )f
)
(x)
= w
− 1
p
γ (x1)φ(A)(g)(x) + w
− 1
p
γ (x1)φ(A)(ψ(x, ·)g)(x).
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Therefore,
‖φ(A)f‖Lp(R+,wγ ;X) ≤ ‖φ(A)g‖Lp(R+;X) + ‖x 7→ φ(A)(ψ(x, ·)g)(x)‖Lp(R+;X).
The first term on the right-hand side can be estimated by the boundedness of the
H∞-calculus in the unweighted case (see Theorem 4.1):
‖φ(A)g‖Lp(R+;X) ≤ C‖g‖Lp(R+;X) = C‖f‖Lp(R+,wγ ;X).
Therefore, it remains to show
(5.6)
∥∥∥x 7→ φ(A)(ψ(x, ·)g)(x)∥∥∥
Lp(R+;X)
≤ C‖g‖Lp(R+;X) = C‖f‖Lp(R+,wγ ;X).
Step 2: To prove (5.6) we estimate the integrals over Γ± in (5.5) separately. By
symmetry it suffices to consider Γ+. Let δ = (π − σ)/2. For λ = re
iσ with r > 0
and h ∈ Lp(R+, wγ ;X), we have the following Laplace transform representation for
the resolvent (see [27]):
R(λ,A)h = (λ−A)−1h = −(rei(σ−π) +A)−1h
= −eiδ(re−iδ + eiδA)−1h = eiδ
∫ ∞
0
e−tre
−iδ
e−te
iδAh dt.
Observe that by (5.4) we can write∥∥∥ ∫
Γ+
φ(λ)R(λ,A)(ψ(x, ·)g)(x)dλ
∥∥∥
X
≤
∫ ∞
0
‖R(reiσ, A)(ψ(x, ·)g)(x)‖dr
≤
∫ ∞
0
∫ ∞
0
‖e−te
iδAe−tre
−iδ
(ψ(x, ·)g)(x)‖Xdtdr
≤
1
cos(δ)
∫ ∞
0
∫ ∞
0
e−t cos(δ)A‖ψ(x, ·)g‖(x)e−tr cos(δ)dtdr
=
1
cos2(δ)
∫ ∞
0
e−t cos(δ)A‖ψ(x, ·)g‖(x)
dt
t
.
Below we will write x = (x1, x˜) and y = (y1, y˜). Using the kernel representation of
the semigroup we can write∫ ∞
0
e−t cos(δ)A‖ψ(x, ·)g‖(x)
dt
t
=
∫ ∞
0
e−tA‖ψ(x, ·)g‖(x)
dt
t
=
∫ ∞
0
∫
Rd+
(Gt(x1 − y1, x˜− y˜)−Gt(x1 + y1, x˜− y˜))|ψ(x, y)| ‖g(y)‖dy
dt
t
=
∫
Rd+
∫ ∞
0
(Gt(x1 − y1, y˜)−Gt(x1 + y1, y˜))
dt
t
|ψ(x1, y1)| ‖g(y1, x˜− y˜)‖dy
= C1
∫
Rd+
( 1
|(x1/y1 − 1, y˜/y1)|d
−
1
|(x1/y1 + 1, y˜/y1)|d
)
|(x1/y1)
γ
p − 1
∣∣∣‖g(y)‖ dy
yd1
=: C1
∫
Rd+
ℓ(x1/y1, y˜/y1) ‖g(y1, x˜− y˜)‖
dy
yd1
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= C1
∫
Rd+
ℓ(x1/y1, y˜) ‖g(y1, x˜− y1y˜)‖
dy
y1
,
where we used∫ ∞
0
Gt(x)
dt
t
=
∫ ∞
0
(4πt)−d/2e−
|x|2
4t
dt
t
=
∫ ∞
0
(4π)−d/2sd/2e−
s
4
ds
s
|x|−d = C1|x|
−d.
Now,∥∥∥x 7→ ∫
Rd+
ℓ(x1/y1, y˜) ‖g(y1, x˜− y1y˜)‖
dy
y1
∥∥∥
Lp(Rd+)
≤
∥∥∥x1 7→ ∫
Rd+
ℓ(x1/y1, y˜) ‖g(y1, · − y1y˜)‖Lp(Rd−1;X)
dy
y1
∥∥∥
Lp(R+)
=
∥∥∥x1 7→ ∫
Rd−1
∫ ∞
0
ℓ(x1/y1, y˜) ‖g(y1, · )‖Lp(Rd−1;X)
dy1
y1
dy˜
∥∥∥
Lp(R+)
=
∥∥∥x1 7→ ∫
Rd−1
∫ ∞
0
ℓ(y1, y˜) ‖g(x1/y1, · )‖Lp(Rd−1;X)
dy1
y1
dy˜
∥∥∥
Lp(R+)
=
∥∥∥x1 7→ ∫
Rd−1
∫ ∞
0
ℓ(y1, y˜)y
p
1(x1/y1)
p ‖g(x1/y1, · )‖Lp(Rd−1;X)
dy1
y1
dy˜
∥∥∥
Lp(R+,
dx1
x1
)
≤
∫
Rd−1
∫ ∞
0
ℓ(y1, y˜)y
p
1
∥∥∥x1 7→ (x1/y1)p‖g(x1/y1, · )‖Lp(Rd−1;X)∥∥∥
Lp(R+,
dx1
x1
)
dy1
y1
dy˜
=
∫
Rd−1
∫ ∞
0
ℓ(y1, y˜)y
p
1
∥∥∥x1 7→ xp1‖g(x1, · )‖Lp(Rd−1;X)∥∥∥
Lp(R+,
dx1
x1
)
dy1
y1
dy˜
= C2‖g‖Lp(Rd+;X).
Here we use −1− p < γ < 2p− 1 to obtain
C2 :=
∫
Rd−1
∫ ∞
0
ℓ(y1, y˜)y
p
1
dy1
y1
dy˜
=
∫ ∞
0
∫
Rd−1
( 1
|(y1 − 1, y˜)|d
−
1
|(y1 + 1, y˜)|d
)
dy˜|y
γ
p
1 − 1|y
p
1
dy1
y1
= C3
∫ ∞
0
( 1
|y1 − 1|
−
1
|y1 + 1|
)
|y
γ
p
1 − 1|y
p
1
dy1
y1
<∞,
where C3 =
∫
Rd−1
(1 + |y˜|)−d dy˜ if d ≥ 2 and C3 = 1 otherwise. Combining the
above estimates we obtain the required estimate∥∥∥x 7→ ∫
Γ+
φ(λ)R(λ,A)(ψ(x, ·)g)(x)dλ
∥∥∥
Lp(R+;X)
≤
C‖g‖Lp(R+;X)
cos2(δ)
.

5.2. The Dirichlet Laplacian on R+.
Proposition 5.4. Let p ∈ (1,∞) and γ ∈ (p− 1, 2p− 1). Then ∆Dir, defined as
D(∆Dir) :=W
2,p
Dir(R+, wγ ;X), ∆Diru := u
′′,
is the generator of the heat semigroup on Lp(R+, wγ ;X) given in Proposition 5.1.
For the case γ ∈ (−p− 1,−1) we refer the reader to Section 5.5.
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Proof. Let −A denote the generator of the heat semigroup T of Proposition 5.1.
We first show that ∆Dir ⊆ −A, that is, W
2,p
Dir(R+, wγ ;X) ⊆ D(A) and for u ∈
W 2,pDir(R+, wγ ;X) one has −Au = ∆Diru. From Theorem 4.1 we see that for u ∈
C∞c (R+;X),
T (t)u− u =
∫ t
0
T (s)∆Diruds.
Therefore, 1t (T (t)u−u)→ ∆Diru in L
p(R+, wγ ;X) by strong continuity of (T (s))s≥0.
Therefore, u ∈ D(A) with −Au = ∆Diru. Now for u ∈ W
2,p
Dir(R+, wγ ;X), using
Proposition 3.8, we can find a sequence (un)n≥1 in C
∞
c (R+;X) such that un → u
in W 2,pDir(R+, wγ ;X). Then −Aun = ∆Dirun → ∆Diru in L
p(R+, w;X). Therefore,
the closedness of A yields that u ∈ D(A) and −Au = ∆Diru.
Next we show −A ⊆ ∆Dir. Using ∆Dir ⊆ −A, for this it is enough that 1 + A
is injective and 1 −∆Dir is surjective. Being the generator of a bounded analytic
semigroup (see Proposition 5.1), A is sectorial, implying that 1 + A is injective.
For the surjectivity of 1 −∆Dir we consider the equation u − ∆Diru = f , for f ∈
Lp(Rd+, wγ ;X).
Let us first consider f ∈ C∞c (R+;X). Let f denote the odd extension of f .
Clearly, f ∈ C∞c (R;X) ⊂ S(R;X). So we can define u ∈ S(R;X) by u := F
−1[ξ 7→
Ff(ξ)
1+ξ2 ], yielding a solution of the equation u − u
′′ = f . Since u is odd, it also
satisfies the Dirichlet condition u(0) = 0. By restriction to R+ we obtain a solution
u := u|R+ ∈ W
2,p
Dir(R+, wγ ;X) of the equation (1−∆Dir)u = f . As W
2,p
Dir(R
d, wγ ;X)
is complete and C∞c (R+;X) is dense in L
p(Rd+, wγ ;X) (see Proposition 3.8), it
suffices to prove the estimate ‖u‖W 2,p(Rd,wγ ;X) . ‖f‖Lp(Rd+,wγ ;X).
To finish, we prove this estimate. As ∆Dir ⊂ A, we have u ∈ D(A) with (1 −
A)u = f , so u = R(1, A)f . It follows that ‖u‖Lp(R+,wγ ;X) . ‖f‖Lp(R+,wγ ;X). Since
u′′ = u − f we find that ‖u′′‖Lp(R+,wγ ;X) . ‖f‖Lp(R+,wγ ;X). By interpolation the
same estimate holds for u′ (see Lemma 3.14). 
Corollary 5.5. Let p ∈ (1,∞) and γ ∈ (p − 1, 2p − 1). For all λ > 0 and
f ∈ Lp(R+;wγ ;X) there exists a unique u ∈W
2,p
Dir(R+, wγ ;X) such that λu−u
′′ = f
and
(5.7)
2∑
j=0
|λ|1−
j
2 ‖Dju‖Lp(R+,wγ ;X) .p,γ ‖f‖Lp(R+;wγ ;X).
Proof. This can be done in the same way as the second statement in Corollary 4.3.

Combining Propositions and 5.4 and 5.3, we find the following result in the
one-dimensional case:
Corollary 5.6. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (p− 1, 2p− 1). Then
−∆Dir has a bounded H
∞-calculus on Lp(R+, wγ ;X) with ωH∞(−∆Dir) = 0.
5.3. The Dirichlet Laplacian on Rd+. The main result of this section is the
following theorem. Note that the case γ ∈ (−1, p − 1) was already considered in
Theorem 4.1. See Section 5.5 for the case γ ∈ (−p− 1,−1).
Before we state the theorem, let us first define the Dirichlet Laplacian ∆Dir on
Lp(Rd+, wγ ;X) with p ∈ (1,∞) and γ ∈ (p− 1, 2p− 1):
D(∆Dir) :=W
2,p
Dir(R
d
+, wγ ;X), ∆Diru := ∆u.
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Theorem 5.7. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (p − 1, 2p− 1). Then
the following assertions hold:
(1) ∆Dir is the generator of the heat semigroup from Proposition 5.1.
(2) ∆Dir is a closed and densely defined linear operator on L
p(Rd+, wγ ;X) with
D(∆Dir) =W
2,p
Dir(R
d
+, wγ ;X)
=W 2,pDir(R+, wγ ;L
p(Rd−1;X)) ∩ Lp(R+, wγ ;W 2,p(Rd−1;X))
with an equivalence of norms only depending on X, p, d, γ.
(3) For all λ ≥ 0, λ−∆Dir has a bounded H
∞-calculus with ωH∞(−∆Dir) = 0.
Proof. Note that (3) follows from (1) by Proposition 5.3 and Remark 2.5. So we
only need to prove (1) and (2).
Below we will frequently use and Fubini’s theorem in the form of the identification
Lp(Rd+, wγ ;X) = L
p(R+, wγ ;Lp(Rd−1;X)) = Lp(Rd−1;Lp(R+, wγ ;X)),
and that UMD-valued Lp-spaces have UMD again. By Corollary 5.6, for the oper-
ator ∆1,Dir on L
p(Rd+, wγ ;X), defined by
D(∆1,Dir) :=W
2,p
Dir(R+, wγ ;L
p(Rd−1;X))), ∆1,Diru := ∂21u,
it holds that −∆1,Dir a bounded H
∞-calculus with ωH∞(−∆1,Dir) = 0. By [37,
Theorem 10.2.25], for the operator ∆d−1 on L
p(Rd+, wγ ;X), defined by
D(∆d−1) := L
p(R+, wγ ,W 2,p(Rd−1;X)), ∆d−1u :=
d∑
k=2
∂2ku,
it holds that−∆d−1 a boundedH
∞-calculus with ωH∞(−∆d−1) = 0. The operators
∆1,Dir and D(∆d−1) are clearly resolvent commuting. Therefore, by Theorem 2.4
for the operator sum ∆ΣDir := ∆1,Dir +∆d−1 with D(∆
Σ
Dir) = D(∆1,Dir) ∩D(∆d−1)
it holds that −∆ΣDir is a sectorial operator with angle ω(−∆
Σ
Dir) = 0. Moreover,
(5.8) et∆
Σ
Dir = et∆1,Diret∆d−1, t ≥ 0.
Writing H1t for the kernel in (4.2) in dimension 1 and G
d−1
t for the standard heat
kernel in dimension d− 1, (5.8) and Proposition 5.4 give
[et∆
Σ
Dirf ](x) =
∫ ∞
0
H1t (x1, y1)
∫
Rd−1
Gd−1t (x˜− y˜)f(y1, y˜)dy˜dy1
=
∫
Rd+
Ht(x, y)f(y)dy
for all f ∈ Lp(Rd+, wγ ;X). Therefore, ∆
Σ
Dir is the generator of the heat semigroup
from Proposition 5.1.
We now show that
D(∆ΣDir) =W
2,p
Dir(R+, wγ ;L
p(Rd−1;X)) ∩ Lp(R+, wγ ;W 2,p(Rd−1;X))
=W 2,pDir(R
d
+, wγ ;X)
with an equivalence of norms. Note that then ∆Dir = ∆
Σ
Dir and the assertions (1),
(2) follow. Since ∆ΣDir = ∆1,Dir +∆d−1 with D(∆
Σ
Dir) = D(∆1,Dir) ∩D(∆d−1), the
first identity follows from the domain descriptions of ∆1,Dir and ∆d−1. The second
identity follows from Corollary 3.19. 
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Corollary 5.8. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (p − 1, 2p − 1). For
all u ∈W 2,pDir(R
d
+, wγ ;X) there holds the estimates
[u]W 2,p(Rd+,wγ ;X) hX,p,d,γ ‖∆u‖Lp(Rd+,wγ ;X).(5.9)
Furthermore, for every f ∈ Lp(Rd+, wγ ;X) and λ > 0 there exists a unique u ∈
W 2,pDir(R
d
+, wγ ;X) such that λu−∆Diru = f and∑
|α|≤2
|λ|1−
1
2 |α|‖Dαu‖Lp(Rd+,wγ ;X) .X,p,d,γ ‖f‖Lp(Rd+,wγ ;X).(5.10)
Proof. This can be done in the same way as Corollary 4.3, now using the explicit
formula wγ(r · ) = r
γwγ in the scaling argument. 
Remark 5.9. The second statement in Corollary 5.8 also follows from [45, Theorem
4.1 & Remark 4.2]. In our setting it follows from operator sum methods involving
bounded imaginary powers (obtained through the H∞-calculus).
Now using Theorem 5.7, as in Corollary 4.4 we obtain the following maximal
regularity result for the weights wγ with γ ∈ (p−1, 2p−1). The case γ ∈ (−1, p−1)
was already considered in Corollary 4.4.
Corollary 5.10 (Heat equation). Let X be a UMD space. Let p, q ∈ (1,∞),
v ∈ Aq(R), γ ∈ (p − 1, 2p − 1). Let J ∈ {R+,R}. Then the following assertions
hold:
(1) ddt −∆Dir is a closed sectorial operator on L
q(J, v;Lp(Rd+, wγ ;X)) which has a
bounded H∞-calculus with ωH∞(
d
dt −∆Dir) ≤
π
2 .
(2) For all λ > 0 and f ∈ Lq(J, v;Lp(Rd+, wγ ;X)) there exists a unique u ∈
W 1,q(J, v;Lp(Rd+, wγ ;X))∩L
q(J, v;W 2,pDir(R
d
+, wγ ;X)) such that u
′+(λ−∆Dir)u =
f , u(0) = 0 in case J = R+. Moreover, the following estimate holds
‖u′‖Lq(J,v;Lp(Rd+,wγ ;X)) +
∑
|α|≤2
λ1−
1
2 |α|‖Dαu‖Lq(J,v;Lp(Rd+,wγ ;X))
.p,q,v,γ,d ‖f‖Lq(J,v;Lp(Rd+,wγ ;X)).
Remark 5.11. In the case v = 1, Corollary 5.10 (2) reduces to [46, Theorem 0.1],
where it was deduced using completely different methods. Let us mention here that
in [46, Theorem 0.1] and [24, Theorem 2.1] more general elliptic operators with time
and space-dependent coefficients have been considered.
Problem 5.12. Let p ∈ (1,∞).
(1) Characterize those weights w for which et∆Dir extends to a bounded analytic
semigroup on Lp(Rd+, w).
(2) Characterize those weights w for which ∆Dir has a bounded H
∞-calculus
on Lp(Rd+, w).
(3) Characterize those weights w for which ∆Dir on L
p(Rd+, w) is a closed op-
erator with D(∆Dir) =W
2,p
Dir(R
d
+, w).
Given the results of Sections 4 and 5 it would be natural to conjecture that all
weights of the form w(x) = v0(x) + x1v1(x) with v0, v1 ∈ Ap are included.
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5.4. Extrapolation of functional calculus. As soon as one knows the bounded-
ness of the functional calculus of a generator on a space L2(Rd+, dµ) for some dou-
bling measure µ, then, if the heat kernel satisfies Gaussian estimates with respect to
µ, one can extrapolate the boundedness of the functional calculus to Lp(Rd+, wdµ)
for p ∈ (1,∞) and w ∈ Ap(µ). Here Ap(µ) is the weight class associated to the
measure µ on Rd+. The above is presented in the setting of homogeneous spaces
in [26] in the unweighted setting and in [60, Theorem 7.3] in the weighted setting.
Extension to the setting without kernel bounds can be found in [11, 15].
In order to apply [60, Theorem 7.3] to our setting, we set dµ(x) = x1 dx. The
reason to take this measure is that the kernel Hz(x, y) as defined in (4.1) has a zero
of order one at x1 = 0. Then µ is doubling and one can check that wα(x) := x
α
1
is in Ap(µ) if and only if α ∈ (−2, 2p − 2). From Theorem 5.7 we know that on
L2(Rd+, µ) one has −∆Dir ∈ H
∞ with ωH∞(−∆Dir) = 0. So in order to extrapolate
the latter to Lp(Rd+, wdµ) for p ∈ (1,∞) and w ∈ Ap(µ) it suffices to check the
kernel condition of [60, Theorem 7.3]. For this (due to (5.4)) it suffices to show
that there exist constant C, c > 0 such that
(5.11)
Ht(x, y)
x1
≤
Ce−c|x−y|
2/t
µ(B(x, t1/2))
, x, y ∈ Rd+, t > 0.
Here the nominator x1 is due to the choice of the measure µ. First consider x1 >
t1/2. After renormalization the condition (5.11) is equivalent to
e−|x1−y1|
2
− e−|x1+y1|
2
x1
e−|x˜−y˜|
2
≤ Ce−c|x−y|
2
.
Since 1−e
−4x1y1
x1
≤ min{1, 4y1}, we find
e−|x1−y1|
2
− e−|x1+y1|
2
x1
e−|x˜−y˜|
2
= e−|x−y|
2 1− e−4xy
x
≤ e−|x−y|
2
as required. The case x1 ∈ (0, t
1/2) can be proved by similar argument. As a
consequence we obtain the following result.
Theorem 5.13. Let dµ = x1 dx, p ∈ (1,∞) and w ∈ Ap(µ). Then the heat
semigroup given by (4.1) extends to an analytic semigroup on Lp(Rd+, w) and its
generator −A has the property that A has a bounded H∞-calculus with ωH∞(A) = 0.
Note that this does not directly imply the same for −∆Dir because it is unclear
whether A = −∆Dir in the above setting, because we do not know whether the
domains coincide. Note that the approach presented in Theorem 5.7 also works for
weights of the form w(x) := xγ1v(x˜) with v ∈ Ap.
Instead of applying Theorem 5.7 in the above situation one could also apply the
simpler Theorem 4.1 with dµ(x) = xβ1 dx with β ∈ (0, 1). Indeed, then wα ∈ Ap(µ)
if and only if −1 < α + β < βp + p − 1. Again one can check condition (5.11)
with left-hand side 1
xβ1
|Hz(x, y)| and for the new measure µ. Therefore, choosing β
arbitrary close to 1, we obtain −∆Dir ∈ H
∞ on Lp(Rd+, wγ) for γ ∈ (−1, 2p − 1).
Finally, let us remark that some work needs to be done in order to obtain Theorem
5.13 in the vector-valued setting using the above approach.
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5.5. Some comments on the case γ ∈ (−p− 1,−1). In Theorem 4.1, Proposi-
tion 5.4 and Theorem 5.7 we have characterized the generator of the heat semigroup
from Proposition 5.1 for the case γ ∈ (−1, p− 1) ∪ (p − 1, 2p− 1) as the Dirichlet
Laplacian ∆Dir with domain D(∆Dir) = W
2,p
Dir(R
d
+, wγ ;X). In this subsection we
will discuss the failure of this domain description for the case γ ∈ (−p− 1,−1).
Let us start with the one-dimensional case. The point where the proof of
Proposition 5.4 does not work for the case γ ∈ (−p − 1,−1) is the fact that
Sodd(R+;X) * W 2,p(R+, wγ ;X) in that case, which is illustrated by the follow-
ing example.
Example 5.14. Let p ∈ [1,∞) and γ ∈ (−p−1,−1). Suppose u ∈ S(R+;X) satisfies
u(0) = u′′(0) = 0. Then u, u′′ ∈ Lp(R+, wγ ;X), but
u ∈ W 2,p(R+, wγ ;X) ⇐⇒ u′(0) = 0.
Proof. Note that u, u′′ ∈ W 1,p0 (R+, wγ+p;X). So u, u
′′ ∈ Lp(R+, wγ ;X) by Lemma 3.2
(or Corollary 3.4). In the same way, u′ ∈ Lp(R+, wγ ;X) if u′(0) = 0. On the other
hand, u′ ∈ Lp(R+, wγ ;X) only if u′(0) = 0 by (the proof of) Lemma 3.1 (2). 
As a consequence of the above example,
(5.12) W 2,p(R+, wγ ;X) $ {u ∈ Lp(R+, wγ ;X) : u′′ ∈ Lp(R+, wγ ;X)}
for p ∈ [1,∞) and γ ∈ (−p − 1,−1), despite of the interpolation inequality from
Lemma 3.14. Note that here W 2,p(R+, wγ ;X) =W
2,p
Dir(R+, wγ ;X).
A duality argument yields that the right-hand side space in (5.12) actually is
the ”correct” the domain for the Dirichlet Laplacian ∆Dir on L
p(R+, wγ ;X) when
γ ∈ (−p− 1,−1):
Proposition 5.15. Let p ∈ (1,∞) and γ ∈ (−p− 1,−1). Then ∆Dir, defined as
D(∆Dir) := {u ∈ L
p(R+, wγ ;X) : u′′ ∈ Lp(R+, wγ ;X)}, ∆Diru := u′′,
is the generator of the heat semigroup on Lp(R+, wγ ;X) given in Proposition 5.1.
Proof. Let γ′ = −γp−1 ∈ (p
′ − 1, 2p′− 1) be the p-dual exponent of γ and let ∆′Dir be
the Dirichlet Laplacian on Lp
′
(R+, wγ′ ;X∗):
D(∆′Dir) :=W
2,p′
Dir (R+, wγ′ ;X
∗), ∆′Diru := u
′′.
Then, viewing Lp(R+, wγ ;X) as closed subspace of [Lp
′
(R+, wγ′ ;X∗)]∗, we have
that ∆Dir coincides with the realization of [∆
′
Dir]
∗ in Lp(R+, wγ ;X). To see this,
denote the latter operator by A. Given v ∈ D(∆Dir), we have, for all u in the dense
subspace C∞c (R+) ⊗ X
∗ of D(∆′Dir) = W
2,p′
Dir (R+, wγ′ ;X
∗) = W 2,p
′
0 (R+, wγ′ ;X
∗)
(see Proposition 3.8),
〈∆′Diru, v〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉 = 〈u
′′, v〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉
= 〈u′′, v〉〈D(R+;X∗),D′(R+;X)〉
= 〈u, v′′〉〈D(R+;X∗),D′(R+;X)〉
= 〈u, v′′〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉,
showing that ∆Dir ⊂ [∆
′
Dir]
∗, and hence ∆Dir ⊂ A. Given v ∈ D(A), we have, for
all u ∈ C∞c (R+)⊗X
∗ ⊂ D(∆′Dir),
〈u,Av〉〈D(R+;X∗),D′(R+;X)〉 = 〈u,Av〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉
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= 〈∆′Diru, v〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉
= 〈u′′, v〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉
= 〈u′′, v〉〈D(R+;X∗),D′(R+;X)〉
= 〈u, v′′〉〈D(R+;X∗),D′(R+;X)〉,
and thusAv = v′′, showing thatA ⊂ ∆Dir. Since the heat semigroup on L
p(R+, wγ ;X)
from Proposition 5.1 is the restriction to Lp(R+, wγ ;X) of the strongly continuous
adjoint (in the sense of [79, page 6]) of the heat semigroup on Lp
′
(R+, wγ′ ;X∗)
from Proposition 5.1, the required result follows Proposition 5.4 and [79, Theo-
rem 1.3.3]. 
Let us next turn to the d-dimensional case.
Proposition 5.16. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (−p−1,−1). Then
∆Dir, defined as
D(∆Dir) := {u ∈ L
p(Rd+, wγ ;X) : ∆u ∈ L
p(Rd+, wγ ;X)}, ∆Diru := ∆u,
is the generator of the heat semigroup on Lp(Rd+, wγ ;X) given in Proposition 5.1.
Moreover,
D(∆Dir) =
{
u ∈ Lp(R+, wγ ;W 2,p(Rd−1;X)) : ∂21u ∈ L
p(Rd+, wγ ;X)
}
.
with an equivalence of norms only depending on X, p, d, γ.
Proof. The first statement can be proved in the same way as Proposition 5.15, using
Theorem 5.7 (1) instead of Proposition 5.4. The second statement can be proved
using the operator sum method as in Theorem 5.7, using Proposition 5.15 instead
of Proposition 5.4. 
6. ∆Dir on bounded domains
In this section we will use standard localization arguments to obtain versions of
Theorems 4.1 and 5.7 for bounded C2-domains O ⊆ Rd. In particular it will be
shown that the Dirichlet Laplacian ∆Dir on L
p(O, wγ) with domain W
2,p
Dir(O, wγ) is
a closed and densely defined linear operator for which −∆Dir has a bounded H
∞-
calculus of angle zero. Moreover, (ez∆Dir)z∈C+ is an exponentially stable analytic
C0-semigroup.
6.1. Main results. Let the Dirichlet Laplacian ∆Dir on L
p(O, wOγ ;X) be defined
by
D(∆Dir) :=W
2,p
Dir(O, w
O
γ ;X), ∆Diru := ∆u.
Here, wOγ (x) = dist(x, ∂O)
γ .
The main result of this section is the following version of Theorems 4.1 and 5.7
for bounded C2-domains.
Theorem 6.1. Let O be a bounded C2-domain, X a UMD space, p ∈ (1,∞) and
γ ∈ (−1, 2p− 1) \ {p− 1}. Then
(1) ∆Dir is the generator of an analytic C0-semigroup on L
p(O, wOγ ;X).
(2) ∆Dir is a closed and densely defined linear operator on L
p(O, wOγ ;X) with
D(∆Dir) =W
2,p
Dir(O, w
O
γ ;X)
with an equivalence of norms only depending on X, p, d, γ and O.
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(3) For every ϕ > 0 there exists a λ˜ ∈ R such that for all λ ≥ λ˜ the operator
λ−∆Dir has a bounded H
∞-calculus with ωH∞(λ−∆Dir) ≤ ϕ.
In the scalar case Theorem 6.1 implies the following result where we obtain
additional information on the value of λ˜.
Corollary 6.2. Let O be a bounded C2-domain, p ∈ (1,∞) and γ ∈ (−1, 2p− 1) \
{p− 1}. Then the following assertions hold:
(1) σ(−∆Dir) = {λi : i ∈ N0}, where δO > 0 and λi ≥ δO are not depending on
p ∈ (1,∞) and γ ∈ (−1, 2p− 1) \ {p− 1} .
(2) For all λ > −δO, λ−∆Dir has a bounded H
∞-calculus of angle zero.
(3) ∆Dir is a closed and densely defined operator on L
p(Rd+, w
O
γ ) for which there
is an equivalence of norms in D(∆Dir) = W
2,p
Dir(O, w
O) and ∆Dir generates an
exponentially stable analytic C0-semigroup on L
p(O, wOγ ).
(4) For every λ ≥ 0 and f ∈ Lp(O, wOγ ) there exists a unique u ∈ W
2,p
Dir(O, w
O
γ )
such that λu−∆Diru = f , and there exists a constant Cp,γ,O such that∑
|α|≤2
(λ + 1)1−
1
2 |α|‖Dαu‖Lp(O,wOγ ) ≤ Cp,γ,O‖f‖Lp(O,wOγ ).
Proof. (3): All assertions follow from Theorem 6.1 except the exponential stability.
The latter will follow from (2).
(2): Fix φ > 0. Then, by Theorem 6.1, for λ > 0 large enough, λ − ∆ ∈ H∞
with ωH∞(λ −∆) ≤ φ. Next we will show that this holds for small values of λ as
well. For this we first prove (1). Note that
D(∆Dir) =W
2,p
Dir(O, w
O
γ ) →֒W
1,p(O, wOγ )
compact
→֒ Lp(O, wOγ ),
where the compactness follows from [67, Theorem 8.8]. We obtain that (λ−∆Dir)
−1
is compact for λ ∈ ρ(∆Dir). By Riesz’ theory of compact operators (see [73, Chapter
4]), we obtain that (λ − ∆Dir)
−1 has a discrete countable spectrum {µi : i ≥ 0}
and for every µi 6= 0, µi is an eigenvalue of (λ − ∆Dir)
−1. Moreover, 0 is in the
spectrum of (λ−∆Dir)
−1 and is the only accumulation point of the spectrum. We
find that σ(−∆Dir) = {µ
−1
i − λ : i ≥ 0 with µi 6= 0}. In the case p = 2 and γ = 0,
it is standard that the spectrum has the required form as stated in (1) (see e.g. [29,
Theorem 6.5.1]). Now arguing as in [18, Corollary 1.6.2] one sees that the spectrum
is independent of γ ∈ (−1, 2p− 1) \ {p− 1} and p ∈ (1,∞).
By the analyticity of z 7→ (z − ∆)−1 for Re (z) > −δO and the sectoriality of
µ−∆ with angle ≤ φ, it follows that for any λ > −δO , λ −∆ is sectorial of angle
≤ 2φ. Therefore, Remark 2.5 implies that for any λ > −δO , λ − ∆ ∈ H
∞ with
ωH∞(λ−∆) ≤ 2φ. Finally, since φ is arbitrary (2) follows.
(4): By the sectoriality of − 12δO −∆Dir, we have
(λ+ 12δO)‖u‖Lp(O,wOγ ) ≤ C‖f‖Lp(O,wOγ )
for all λ ≥ 0. On the other hand,
‖∆Diru‖Lp(O,wOγ ) ≤ (C + 1)‖f‖Lp(O,wOγ ).
Therefore, since D(∆Dir) =W
2,p
Dir(O, w
O
γ ) and ∆Dir is invertible we can deduce
‖u‖W 2,pDir (O,wOγ )
. ‖f‖Lp(O,wOγ ).
Finally, the estimates for the first order terms follow from Lemma 6.10 below. 
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As in Corollaries 4.4 and 5.10, Corollary 6.2 has the following consequence. This
time we can allow λ = 0 since the semigroup is exponentially stable. A similar
maximal regularity consequence can be deduced from Theorem 6.1 in the X-valued
case, but this time with additional conditions on λ.
Corollary 6.3 (Heat equation). Let p, q ∈ (1,∞), v ∈ Aq(R) and let γ ∈ (−1, 2p−
1) \ {p − 1}. Let J ∈ {R+,R}. Then for all λ ≥ 0 and f ∈ Lq(J, v;Lp(O, wOγ ))
there exists a unique u ∈ W 1,q(J, v;Lp(O, wOγ )) ∩ L
q(J, v;W 2,pDir(O, wγ)) such that
u′ + (λ − ∆Dir)u = f , u(0) = 0 in the case J = R+. Moreover, the following
estimates hold
‖u‖W 1,q(J,v;Lp(O,wOγ )) + ‖u‖Lq(J,v;W 2,pDir (O,wOγ ))
.p,q,v,γ,d,X ‖f‖Lq(J,v;Lp(O,wOγ )),
and ∑
|α|≤1
(λ+ 1)1−
1
2 |α|‖Dαu‖Lq(J,v;Lp(O,wOγ )) .p,q,v,γ,d,X ‖f‖Lq(J,v;Lp(O,wOγ )).
Remark 6.4. Maximal regularity results have been obtained in [43, Theorem 2.10],
[42] and [41, Theorem 3.13] for the case γ ∈ (p − 1, 2p − 1) for very general el-
liptic operators A with time-dependent coefficient on bounded C1-domains. The
boundedness of the H∞-calculus in the weighted case seems to be new for all
γ ∈ (−1, 2p− 1).
6.2. The adjoint operator [∆Dir]
∗. Recall that every UMD space is reflexive.
Let X be a reflexive Banach space, p ∈ (1,∞) and γ ∈ R. Then Lp(O, wγ ;X) is a
reflexive Banach space with [Lp(O, wγ ;X)]
∗ = Lp
′
(O, wγ′ ;X
∗) (see [36, Corollary
1.3.22]). Here γ′ = −γp−1 and we use the unweighted pairing
〈f, g〉 =
∫
O
〈f(x), g(x)〉 dx.
Proposition 6.5. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (−1, p−1). Let ∆Dir
be the Dirichlet Laplacian on Lp(O, wγ ;X) and let ∆
′
Dir be the Dirichlet Laplacian
on Lp
′
(O, wγ′ ;X
∗). Then [∆Dir]
∗ = ∆′Dir.
Proof. Integration by parts yields that
〈∆′Diru, v〉〈Lp′(R+,wγ′ ;X∗),Lp(R+,wγ ;X)〉 = 〈u,∆v〉〈Lp
′(R+,wγ′ ;X
∗),Lp(R+,wγ ;X)〉
for all u ∈ D(∆′Dir) and v ∈ D(∆Dir), showing that ∆Dir ⊂ [∆
′
Dir]
∗ and ∆′Dir ⊂
[∆Dir]
∗. The first inclusion gives ∆′Dir = [∆
′
Dir]
∗∗ ⊂ [∆Dir]
∗. Hence, [∆Dir]
∗ =
∆′Dir. 
Proposition 6.6. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (p− 1, 2p− 1). Let
∆Dir be the Dirichlet Laplacian on L
p(O, wγ ;X). Then
D([∆Dir]
∗) =
{
u ∈ Lp
′
(O, wγ′ ;X
∗) : ∆u ∈ Lp
′
(O, wγ′ ;X
∗)
}
, [∆Dir]
∗u = ∆u.
Proof. This can be shown in the same way as in the proof of Proposition 5.15. 
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6.3. Intermezzo: identification of D((−∆Dir)
k
2 ). In order to transfer the results
of the previous sections to smooth domains (and in particular to prove Theorem 6.1)
we will use standard argument. However, in order to use perturbation arguments
we need to identify several fractional domain spaces and interpolation spaces. In
principle this topic is covered by the literature as well. However, the weighted
setting is not available for the class of weights we consider and requires additional
arguments.
We start with a simple interpolation result for general Ap-weights. In the next
result we extend the definition of (3.1) to all k ∈ N0 in the following way
W k,p(∆,Dir)(R
d
+, w;X) = {u ∈W
k,p(Rd+, w;X) : Tr(∆
ju) = 0 ∀j < k/2}.
Proposition 6.7. Let X be a UMD space. Let p ∈ (1,∞) and let w ∈ Ap be even.
Then for any k ∈ N1 and j ∈ {0, . . . , k} the following holds:
[Lp(Rd+, w;X),W
k,p
(∆,Dir)(R
d
+, w;X)] j
k
=W j,p(∆,Dir)(R
d
+, w;X).
In particular, for any k ∈ N0, D((−∆Dir)k/2) =W
k,p
(∆,Dir)(R
d
+, w;X).
Proof. To identity the complex interpolation spaces recall from Lemma 4.2 that
Eodd : W
k,p
(∆,Dir)(R
d
+, w;X) → W
k,p
odd(R
d, w;X) is an isomorphism for k ∈ {0, 1, 2}.
Moreover, from (4.3) we see that ∆Dir commutes with Eodd. Therefore, the above
isomorphism extends to all k ∈ N0.
Therefore, by a standard retraction-coretraction argument (see [77, Theorem
1.2.4] and see [56, Lemma 5.3] for explicit estimates), it is sufficient to prove
[Lpodd(R
d, w;X),W k,podd(R
d, w;X)] j
k
=W j,podd(R
d, w;X).
Define R :Wm,p(Rd, w;X)→Wm,podd (R
d, w;X) by Rf(x) = (f(x1, x˜)−f(−x1, x˜))/2
and let S : Wm,podd (R
d, w;X) → Wm,p(Rd, w;X) denote the injection. By the sym-
metry of w, R is bounded. Moreover, RS equals the identity operator, and since
by Proposition 2.8 and Theorem 3.18 we have [Lp(Rd, w;X),W k,p(Rd, w;X)] j
k
=
W j,p(Rd, w;X), the required identity follows from the retraction-coretraction argu-
ment again.
The final assertion is clear for even k. For odd k = 2ℓ + 1 with ℓ ∈ N0 by
Proposition 2.3, Theorem 4.1 and the result in the even case we can write
D((−∆Dir)
k/2) = [Lp(Rd+, w;X), D((−∆Dir)
ℓ)] k
2ℓ
= [Lp(Rd+, w;X),W
2ℓ,p
(∆,Dir)(R
d
+, w;X)] k
2ℓ
=W k,p(∆,Dir)(R
d
+, w;X).

We can now prove the two main results of this section.
Theorem 6.8. Let X be a UMD space. Let p ∈ (1,∞) and γ ∈ (p − 1, 2p − 1).
Then
D((−∆Dir)
1/2) = [Lp(Rd+, wγ ;X), D(∆Dir)] 12 =W
1,p(Rd+, wγ ;X).
D((−∆
3/2
Dir )) = [L
p(Rd+, wγ ;X), D(∆
2
Dir)] 34 = {u ∈W
3,p(Rd+, wγ ;X) : Tr(u) = 0}.
Proof. By Theorem 4.1 −∆Dir has bounded imaginary powers. Therefore, by
Proposition 2.3 D((−∆Dir)
j/k) = [Lp(R+, wγ ;X), D(∆kDir)] j
k
for all integers 0 ≤
j ≤ k. It remains to identity the complex interpolation spaces. For d = 1
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we can use Proposition 3.16 and the fact that W 2,p0 (R
d
+, wγ ;X) = D(∆Dir), and
W 1,p0 (R
d
+, wγ ;X) =W
1,p(Rd+, wγ ;X) for γ > p− 1. For d ≥ 2 we can use the d = 1
case and standard results about ∆d−1 combined with [28, Lemma 9.5] to obtain
D((−∆Dir)
1/2) = D((2 −∆Dir)
1/2) = D((1−∆Dir,1)
1/2) ∩D((1 −∆d−1)
1/2)
=W 1,p(R+, wγ ;Lp(Rd−1;X)) ∩ Lp(R+, wγ ;W 1,p(Rd−1;X))
=W 1,p(Rd+, wγ ;X).
To identity D((−∆Dir)
3/2) in the case γ > p − 1 we first consider d = 1. By
Theorem 5.7 and the previous case one has
D((−∆Dir)
3/2) = {u ∈ D(∆Dir) : ∆Diru ∈ D((−∆Dir)
1/2)}
= {u ∈W 2,pDir(R+, wγ ;X) : Tru = 0, u
′′ ∈ W 1,p(R+, wγ ;X)}
= {u ∈W 3,p(Rd+, wγ ;X) : Tr(u) = 0}.
If d ≥ 2, then
D((−∆Dir)
3/2) = D((1 −∆Dir)
3/2)
= {u ∈ Lp(Rd+, wγ) : (1−∆Dir)u ∈ D((2 −∆Dir)
1/2),Tr(u) = 0}}
= {u ∈ W 2,pDir(R
d
+, wγ ;X) : (1−∆Dir)u ∈ W
1,p(Rd+, γ;X)}}.
Observe that
W 1,p(Rd+, wγ ;X) =W
1,p(R+, wγ ;Lp(Rd−1;X)) ∩ Lp(R+, wγ ;W 1,p(Rd−1;X)).
Thus by the d = 1 case, the boundedness of ∆Dir,1(1−∆Dir)
−1 and ∆d−1(1−∆Dir)
−1
(see Corollary 5.8), we obtain that for u ∈ W 2,pDir(R
d
+, wγ ;X), we have (1−∆Dir)u ∈
W 1,p(Rd+, wγ ;X) if and only if
u ∈W 3,p(R+, wγ ;Lp(Rd−1;X)) ∩W 2,p(R+, wγ ;W 1,p(Rd−1;X))∩
∩ Lp(R+, wγ ;W 3,p(Rd−1;X)) ∩W 1,p(R+, wγ ;W 2
p
(Rd−1;X))
=W 3,p(Rd+, wγ ;X),
with the required norm estimate. Therefore, the required identity forD((−∆Dir)
3/2)
follows. 
6.4. Localization: the proof of Theorem 6.1. As a first step in the localization
we prove the following result for ∆Dir on small deformations of half-spaces.
Lemma 6.9. Let X be a UMD space. Let p ∈ (1,∞) and γ ∈ (−1, 2p−1)\{p−1}.
For all ϕ > 0 there exists an ε > 0 and λ > 0 such that if O is a special C2c -domain
with [O]C1 < ε (see (2.1) and (2.2)), then the following assertions hold for ∆Dir on
Lp(O, wO ;X):
(1) λ−∆Dir has a bounded H
∞-calculus with ωH∞(λ−∆Dir) ≤ ϕ.
(2) ∆Dir is a closed and densely defined operator on L
p(Rd+, w
O
γ ;X) for which there
is an equivalence of norms in D(∆Dir) =W
2,p
Dir(O, w
O ;X).
Proof. Let O be a special C2c -domain with [O]C1 < ε. Then we can choose h ∈
C2c (R
d−1) as in (2.3) with ‖h‖C1
b
(Rd−1) ≤ ε.
Let Φ be as in (2.4). Let ∆Φ :W 2,1loc (R
d
+;X)→ L
2
loc(R
d
+;X) be defined by
∆Φ = Φ∗∆(Φ
−1)∗,
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where Φ is as below (2.3). Let ∆ΦDir denote the restriction of ∆
Φ to D(∆ΦDir) =
W 2,pDir(R
d
+, w
O
γ ;X). By the above transformations, it suffices to prove the result for
∆Φ on Lp(Rd+, w
O
γ ;X). For this we use the perturbation theorem [19, Theorem
3.2].
Without loss of generality we can take ε ∈ (0, 1). A simple calculation shows
that
∆Φ = ∆+ |∇h|2∂21 − 2∂1(∇h · ∇d−1)︸ ︷︷ ︸
=:A
−(∆h)∂1︸ ︷︷ ︸
=:B
(6.1)
We first apply perturbation theory to obtain a bounded H∞-calculus for ∆Dir+A.
By the assumption we have
‖Au‖Lp(Rd+,wOγ ;X) ≤ Cε‖u‖W 2,p(Rd+,wOγ ;X) ≤ C
′ε‖(1−∆)u‖Lp(Rd+,wOγ ;X),
where in the last step we used Corollary 5.8. This proves one of the required
conditions for the perturbation theorem. In particular, this part is enough to obtain
that for any ϕ > 0 and for ε small enough D(∆Dir+A) = D(∆Dir) and 1−∆Dir−A
is sectorial of angle ≤ ϕ (see [58, Proposition 2.4.2]).
In order to apply [19, Theorem 3.2] it remains to show AD((1 − ∆Dir)
1+α) ⊆
D((1−∆Dir)
α) and
(6.2) ‖(1−∆Dir)
αAu‖ ≤ C‖(1−∆Dir)
1+αu‖, u ∈ D((1−∆Dir)
1+α).
for some α ∈ (0, 1). We will check this for α = 1/2. For any u ∈ W 3,pDir(R
d
+, w
O
γ ;X)
we have
‖Au‖W 1,p(Rd+,wOγ ;X) ≤ C‖h‖
2
C2
b
‖u‖W 3,p(Rd+,wOγ ;X).
Therefore, by Proposition 6.7 and Theorem 6.8, condition (6.2) follows. Here we
used the standard fact D((−∆Dir)
α) = D((1 − ∆Dir)
α), which is true for any
sectorial operator and α > 0. We can conclude that for ε ∈ (0, 1) small enough,
1−∆Dir −A has a bounded H
∞-calculus of angle ≤ ϕ.
To obtain the same result for λ−∆Φ for λ > 0 large enough it remains to apply
a lower order perturbation result (see [50, Proposition 13.1]). For this observe
‖Bu‖Lp(Rd+,wOγ ;X) ≤ ‖h‖C2b ‖u‖W 1,p(Rd+,wOγ ;X) ≤ C‖h‖C2b , u ∈W
1,p
Dir(R
d
+, w
O
γ ;X).
The required estimate follows since by Proposition 6.7 and Theorem 6.8,
W 1,pDir(R
d
+, w
O
γ ;X) = [L
p(Rd+, w
O
γ ;X),W
2,p
Dir(R
d
+, w
O
γ ;X)] 12
= [Lp(Rd+, w
O
γ ;X), D(1−∆Dir −A)] 12 = D((1 −∆Dir −A)
1/2),
where in the last step we applied Proposition 2.3.
The two perturbation arguments give λ > 0 such that λ−∆ΦDir) has a bounded
H∞-calculus with ωH∞(λ−∆
Φ
Dir) ≤ φ. Moreover, there is an equivalence of norms
in D(∆ΦDir) = D(∆Dir) =W
2,p(Rd+, wγ ;X). The desired results follow. 
The following lemma follows from Proposition 6.7 and Theorem 6.8 under a
change of coordinates according to the C2-diffeomorphism Φ from (2.4) and a stan-
dard retration-coretraction argument using (2.5).
Lemma 6.10. Let X be a UMD space. Let O be a bounded C2-domain or a special
C2c -domain, p ∈ (1,∞) and γ ∈ (−1, 2p− 1) \ {p− 1}. Then
[Lp(O, wOγ ;X),W
2,p
Dir(O, w
O
γ ;X)] 12 =W
1,p
Dir(O, w
O
γ ;X).
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The next step in the proof of the above theorem is a localization argument. This
localization argument is a modification of the one in [19, Section 8] combined with
the one in [47, Ch. 8, Sections 4 & 5] and results in the next lemma. On an abstract
level the localization argument takes the following form.
Lemma 6.11. Let A be a linear operator on a Banach space X, A˜ a densely
defined closed linear operator on a Banach space Y such that A˜ ∈ H∞. Assume
there exists bounded linear mapping P : Y → X and I : X → Y such that the
following conditions hold:
(1) PI = I.
(2) ID(A) ⊆ D(A˜) and PD(A˜) ⊆ D(A).
(3) B˜ := (IA − A˜I)P : D(A˜) −→ Y and C˜ := I(AP − PA˜) : D(A˜) −→ Y both
extend to bounded linear operators [Y,D(A˜)]θ −→ Y for some θ ∈ (0, 1).
Then A is a closed and densely defined operator and for every φ > ωH∞(A˜) there
exists µ > 0 such that A+ µ ∈ H∞ with ωH∞(A+ µ) ≤ φ.
Proof. Let φ > ωH∞(A˜). By a lower order perturbation result (see [50, Proposition
13.1]), there exist µ˜ > 0 such that A˜ + B˜ + µ˜ ∈ H∞ with ωH∞(A˜ + B˜ + µ˜) ≤ φ.
From the definition of B one sees
IA = (A˜+ B˜)I on D(A).
Since A˜ + B˜ is closed, the injectivity of I implies that A is closed. Since P is
surjective, we have
X = PY = PD(A˜) ⊆ PD(A˜) ⊆ D(A)
Therefore, A is densely defined. Now we will transfer the functional calculus prop-
erties of A˜+ B˜ to A. For this we claim that for µ large enough and λ ∈ C \Σφ we
have λ ∈ ρ(A+ µ) and
R(λ,A+ µ) = PR(λ, A˜+ B˜ + µ)I.
This clearly yields that A+ µ has a bounded H∞-calculus of angle ≤ φ.
In order to prove the claim we first show that given λ ∈ ρ(A˜+ B˜), for u ∈ D(A)
and f ∈ X it holds that
(λ −A)u = f =⇒ u = PR(λ, A˜+ B˜)If.(6.3)
Indeed, if (λ− A)u = f , then since I(λ −A) = (λ − A˜− B˜)I on D(A), we obtain
(λ− A˜− B˜)Iu = If and hence the required identity for u follows. We next prove
that if PR(λ, A˜+B˜)I : X −→ D(A) is injective, then (6.3) becomes an equivalence.
and in this case λ ∈ ρ(A) and
(6.4) R(λ,A) = PR(λ, A˜+ B˜)I
To prove the implication ⇐=, define u = PR(λ, A˜+ B˜)If and g = (λ−A)u. Then
by the implication =⇒ we find u = PR(λ, A˜+ B˜)Ig and thus by injectivity f = g
as required and additionally (6.4) holds.
Next we prove that there exists µ ≥ µ˜ > 0 with the property that for all λ ∈
C \Σφ, PR(λ, A˜+ B˜ + µ)I is injective. Let f ∈ X be such that P u˜ := PR(λ, A˜+
B˜ + µ)If = 0. Observing that B˜ = B˜IP , we get B˜u˜ = 0. So (A˜ + µ − λ)u˜ =
If − B˜u˜ = If , or equivalently, u˜ = R(λ, A˜+ µ)If . It follows that
0 = I(A+ µ− λ)P u˜ = (IP(A˜ + µ− λ) + C˜)R(λ, A˜+ µ)If
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= If + C˜R(λ, A˜+ µ)If.
Estimating
||C˜R(λ, A˜+ µ)If ||Y . ||R(λ, A˜+ µ)If ||[Y,D(A˜)]θ
≤ ||R(λ, A˜+ µ)If ||1−θY ||R(λ, A˜+ µ)If ||
θ
D(A˜)
. |λ− µ|θ−1||If ||Y .φ |µ|
θ−1||If ||Y ,
we see that C˜R(λ, A˜+µ)I is a contraction from X to Y when µ is sufficiently large,
in which case If = −C˜R(λ, A˜ + µ)If implies that If = 0 and hence f = 0. This
yields the required injectivity. 
Proof of Theorem 6.1. In this proof we let A = ∆Dir on O. Let ǫ > 0 be as in
Lemma 6.9. Choose a finite open cover {Vn}
N
n=1 of ∂O together with special C
2
c -
domains {On}
N
n=1 such that
O ∩ Vn = On ∩ Vn and ∂O ∩ Vn = ∂On ∩ Vn, n = 1, . . . , N,
and [On]C2 ≤ ǫ for n = 1, . . . , N . Let {ηn}
N
n=1 ⊂ C
∞
c (R
d), Y , P and I be the
objects associated to the above sets as in Subsection 2.2. Define the linear operator
A˜ : D(A˜) ⊂ Y −→ Y as the direct sum A˜ :=
⊕N
n=0 A˜n, where A˜0 : D(A˜0) ⊂
Lp(Rd;X) −→ Lp(Rd;X) is defined by
D(A˜0) :=W
2,p(Rd) and A˜0u := ∆u
and where, for each n ∈ {1, . . . , N}, A˜n : D(A˜n) ⊂ L
p(On, w
On
γ ;X) −→ L
p(On, w
On
γ ;X)
is defined by
D(A˜n) :=W
2,p
Dir(On, w
On
γ ;X) and A˜nu := ∆u.
Furthermore, we define B : D(A) −→ Y by Bu := ([∆, ηn]u)
N
n=0 and C : D(A˜) −→
X by Cu˜ :=
∑N
n=0[∆, ηn]u˜.
By Lemma 6.9, there exists µ > 0 such that µ−A˜n ∈ H
∞ with ωH∞(µ−A˜n) ≤ φ
for n = 1, . . . , N . Since −A0 ∈ H
∞ with ωH∞(−A˜0) = 0, it follows that A˜−µ ∈ H
∞
with ωH∞(A˜ − µ) ≤ φ (see [50, Example 10.2]). Moreover, by a combination
of Lemmas 6.9 and 6.10, [Lp(On, w
On
γ ;X), D(A˜n)] 12 = W
1,p
Dir(On, w
On
γ ;X). Since
[Lp(Rd;X), D(A˜0)] 1
2
= W 1,p(Rd;X) by [36, Theorems 5.6.9 and 5.6.11], it follows
that
[Y,D(A˜)] 1
2
= [Lp(Rd;X), D(A˜0)] 1
2
⊕
N⊕
n=1
[Lp(On, w
On
γ ;X), D(A˜n)] 12
=W 1,p(Rd;X)⊕
N⊕
n=1
W 1,pDir(On, w
On
γ ;X).(6.5)
Note that I maps D(A) into D(A˜) and that IAu = A˜Iu+Bu for every u ∈ D(A).
Also note that P maps D(A˜) to D(A) and that AP u˜ = PA˜u˜ + Cu˜ for every
u˜ ∈ D(A˜). Since each commutator [∆, ηn] is a first order partial differential operator
with C∞c -coefficients, it follows that IA− A˜I extends to a bounded linear operator
fromW 1,pDir(O, w
O
γ ;X) to Y . Since P is a bounded linear operator from [Y,D(A˜)] 12 to
W 1,pDir(O, w
O
γ ;X) in view of (6.5), it follows that (IA− A˜I)P extends to a bounded
linear operator from [Y,D(A˜)] 1
2
to Y . Similarly we see that I(AP − PA˜) extends
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to a bounded linear operator from [Y,D(A˜)] 1
2
to Y . An application of Lemma 6.11
finishes the proof. 
7. The heat equation with inhomogeneous boundary conditions
In this section we will consider the heat equation on a smooth domain O ⊆ Rd
with inhomogeneous boundary conditions of Dirichlet type. In particular, Theorem
1.2 is a special case of Theorem 7.16 below. The main novelty is that we consider
weights of the form wOγ (x) = dist(x, ∂O)
γ with γ ∈ (p− 1, 2p− 1), which allows us
to treat the heat equation with very rough boundary data.
7.1. Identification of the spatial trace space. We begin with an extension of
a trace result from [53] to the range γ ∈ (p− 1, 2p− 1).
Theorem 7.1 (Spatial trace space). Let O be either Rd+ or a bounded C
k-domain.
Let X be a UMD space, ℓ ∈ N1, k ∈ N2, p, q ∈ (1,∞), v ∈ Aq(R) and γ ∈
(−1, 2p− 1) \ {p− 1}. Put wγ = w
O
γ . Then TrO is a retraction from
W ℓ,q(R, v;Lp(O, wγ ;X)) ∩ Lq(R, v;W k,p(O, wγ ;X))
to
F
ℓ− ℓ
k
1+γ
p
p,q (R, v;Lp(∂O;X)) ∩ Lq(R, v;B
k− 1+γ
p
p,p (∂O;X)).
In order to prove this we need a preliminary result. On the compact C2-boundary
∂O, we define the Besov spaces Bsp,q(∂O;X), p ∈ (1,∞), q ∈ [1,∞] s ∈ (0, 2) \ {1},
by real interpolation:
Bsp,q(∂O;X) := (W
n,p(∂O;X),Wn+1,p(∂O;X))θ,q, s = θ+n, θ ∈ (0, 1), n ∈ {0, 1}.
In the proof of this theorem we use weighted mixed-norm anisotropic Triebel-
Lizorkin spaces as considered in [53, Section 2.4] (see [52] for more details); for
definitions and notations we simply refer the reader to these references.
As in the standard isotropic case (see [54]), we have:
Lemma 7.2. Let ℓ, k ∈ N1, p, q ∈ (1,∞), v ∈ Aq(R) and γ ∈ (−1,∞). Then
F
1,( 1
k
, 1
ℓ
)
(p,q),1,(d,1)(R
d
+ × R, (wγ , v);X)
→֒W l,q(R, v;Lp(Rd+, wγ ;X)) ∩ L
q(R, v;W k,p(Rd+, wγ ;X)).
Proof. We cannot reduce to the Rd-case directly since Lp(Rd, wγ ;X) 6 →֒ L1loc(R
d;X)
for γ ≥ p−1 and therefore cannot be seen as a subspace of the distributions on Rd.
However, we can proceed as follows. An easy direct argument (see [63, Remark 3.13]
or [52, Proposition 5.2.31]) shows that
‖f‖Lq(R,v;Lp(Rd,wγ ;X)) . ‖f‖
F
0,( 1
k
, 1
ℓ
)
(p,q),1,(d,1)
(Rd×R,(wγ ,v);X)
for all f ∈ S(Rd × R;X). Using
Lq(R, v;Lp(Rd+, wγ ;X)) →֒ D
′(Rd+ × R;X)
and using density of S(Rd ×R;X) in F
0,( 1
k
, 1
ℓ
)
(p,q),1,(d,1)(R
d ×R, (wγ , v), we find that the
restriction operator
R : D′(Rd × R;X)→ D′(Rd+ × R;X), f 7→ f|Rd+×R,
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restricts to a bounded linear operator
R : F
0,( 1
k
, 1
ℓ
)
(p,q),1,(d,1)(R
d × R, (wγ , v);X) −→ Lq(R, v;Lp(Rd+, wγ ;X)).
By [53, Section 2.4] (see [52, Proposition 5.2.29]), this implies thatR is also bounded
as an operator
R : F
1,( 1
k
, 1
ℓ
)
(p,q),1,(d,1)(R
d × R, (wγ , v);X)
−→W l,q(R, v;Lp(Rd+, wγ ;X)) ∩ L
q(R, v;W k,p(Rd+, wγ ;X)).
The desired inclusion now follows. 
With a similar argument as in the above proof one can show the following em-
bedding for an arbitrary open set O ⊆ Rd:
(7.1) Bkp,1(O, wγ ;X) →֒ F
k
p,1(O, wγ ;X) →֒ W
k,p(O, wγ ;X),
where for k ∈ N0, γ > −1 and p ∈ [1,∞).
In the proof of Theorem 7.1 we will furthermore use the following Sobolev em-
bedding, which is a partial extension of Corollary 3.4 to the case k = 0, obtained
by dualizing Corollary 3.4.
Proposition 7.3. Let X be a UMD space, p ∈ (1,∞) and γ ∈ (p− 1, 2p− 1). Let
O be a bounded C1-domain or a special C1c -domain. Then
Lp(O, wγ ;X) →֒ H
−1,p(O, wγ−p;X).
To prove this embedding we need a simple lemma.
Lemma 7.4. Let X be a UMD space, p ∈ (1,∞) and let w ∈ Ap be even. Let
O ⊆ Rd be a bounded C1-domain or a special C1c -domain. Then H
−1,p(O, w;X) is
reflexive and
D(O;X)
d
→֒ H−1,p(O, w;X)
d
→֒ D′(O;X),(7.2)
Under the natural pairing, we have
D(O;X∗)
d
→֒ [H−1,p(O, w;X)]∗
d
→֒ D′(O;X∗),(7.3)
[H−1,p(O, w;X)]∗ =W 1,p
′
Dir (O, w
′;X∗).(7.4)
Proof. The reflexivity of H−1,p(O, w;X) follows from Proposition 2.8. The con-
tinuity of the inclusions in (7.2) are obvious. The density in the first embedding
of (7.2) holds because of Lemma 3.5 and Lp(O, w;X)
d
→֒ H−1,p(O, w;X). The
density of the second embedding in (7.2) follows from the density of D(O;X) in
D′(O;X). The dense embeddings (7.3) follow from (7.2), D(O;X)∗ = D′(O;X∗)
and D′(O;X)∗ = D(O;X∗) and the reflexivity of H−1,p(O, w;X). To prove (7.4),
by density (see Lemma 3.11) it suffices to prove
(7.5) ‖f‖[H−1,p(O,w;X)]∗ h ‖f‖W 1,p′(Rd,w′;X∗), f ∈ D(O;X
∗).
Let f ∈ D(O;X∗). Then, by Proposition 2.8, for all g ∈ D(O;X),
|〈f, g〉| ≤ ‖f‖W 1,p′(Rd,w′;X∗)‖g‖H−1,p(Rd,w;X).
Taking the infimum over all such g and using (7.2), the estimate . in (7.5) follows.
For the converse we use Proposition 2.8 to obtain
‖f‖W 1,p′(Rd,w′;X∗) h ‖f‖H1,p′(Rd,w′;X∗) = ‖f‖[H−1,p(Rd,w;X)]∗ .
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For an appropriate g ∈ H−1,p(Rd, w;X) of norm ≤ 1 we obtain
‖f‖W 1,p′(Rd,w′;X∗) . |〈f, g〉| = |〈f, g|R+〉| ≤ ‖f‖[H−1,p(O,w;X)]∗,
where we used ‖g|R+‖H−1,p(O,w;X) ≤ 1. 
Proof of Proposition 7.3. Let us first note that X is reflexive as a UMD space.
Put γ′ := − γp−1 ∈ (−p
′ − 1,−1). Then [wγ ]
′ = wγ′ and [wγ−p]
′ = wγ′+p′ , the
p-duals weights of wγ and wγ−p, respectively. Note that γ − p ∈ (−1, p − 1) and
γ′ + p′ ∈ (−1, p′ − 1), so wγ−p ∈ Ap and wγ′+p′ ∈ Ap′ . By Corollary 3.4 and
Lemma 3.5,
W 1,p
′
Dir (O, wγ′+p′ ;X
∗)
d
→֒ Lp
′
(O, wγ′ ;X
∗).
Therefore, Proposition 2.8s and Lemma 7.4 give that
Lp(O, wγ ;X) = [L
p′(O, wγ′ ;X
∗)]∗ →֒ [W 1,p
′
Dir (O, wγ′+p′ ;X
∗)]∗
= [H−1,p(O, wγ−p;X)]
∗∗ = H−1,p(O, wγ−p;X),
where we again used reflexivity of X . 
Proof of Theorem 7.1. By a standard localization argument it suffices to consider
the case O = Rd+. The case γ ∈ (−1, p−1) is already considered in [53, Theorem 2.1
& Corollary 4.9] (also see [53, Theorem 4.4]), so from now on we will assume
γ ∈ (p− 1, 2p− 1).
Let us write
M :=W ℓ,q(R, v;Lp(Rd+, wγ ;X)) ∩ L
q(R, v;W k,p(Rd+, wγ ;X))
and
B := F
ℓ− ℓ
k
1+γ
p
p,q (R, v;Lp(Rd−1;X)) ∩ Lq(R, v;B
k− 1+γ
p
p,p (Rd−1;X)).
By Theorem 3.18, Proposition 7.3, Corollary 3.4 and [56, Propositions 5.5 & 5.6],
M →֒ Hℓ(1−
1
k
),q(R; v; [Lp(Rd+, wγ ;X),W
k,p(Rd+, wγ ;X)] 1
k
)
→֒ Hℓ(1−
1
k
),q(R; v; [H−1,p(Rd+, wγ−p;X),W
k−1,p(Rd+, wγ−p;X)] 1
k
)
= Hℓ(1−
1
k
),q(R; v;Lp(Rd+, wγ−p;X)).
Therefore, once applying Corollary 3.4,
M →֒ Hℓ(1−
1
k
),q(R; v;Lp(Rd+, wγ−p;X)) ∩ L
q(R, v;W k−1,p(Rd+, wγ−p;X)),(7.6)
which reduces the problem to the Ap-weight setting. By [53, Theorem 2.1 & Corol-
lary 4.9] (also see [53, Theorem 4.4]), Tr∂Rd+ is bounded from the last space to
F
ℓ(1− 1
k
)−
ℓ(1− 1
k
)
k−1
1+γ−p
p
p,q (R, v;Lp(Rd−1;X)) ∩ Lq(R, v;B
k−1− 1+γ−p
p
p,p (Rd−1;X)) = B.
Finally, that there is a coretraction ext∂Rd+ corresponding to Tr∂Rd+ simply follows
from a combination of [53, Theorems 2.1 & 4.6 & Remark 4.7] and Lemma 7.2. 
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7.2. Identification of the temporal trace space. For p ∈ (1,∞), q ∈ [1,∞],
γ ∈ (−1, 2p− 1) and s ∈ (0, 2) we use the following notation:
W sp,q(O, wγ ;X) := (L
p(O, wγ ;X),W
2,p(O, wγ ;X)) s
2
,q.(7.7)
In the case γ ∈ (−1, p− 1) (with general Ap-weight) these spaces can be identified
with Besov spaces (see [63, Proposition 6.1]). In the case γ ∈ (p−1, 2p−1) we only
have embedding result (see Lemma 7.9 below).
In the next result we identity the temporal trace space.
Theorem 7.5 (Temporal trace space). Let O be either Rd+ or a bounded C
2-
domain and let J be either R or (0, T ) with T ∈ (0,∞]. Let X be a UMD space,
p, q ∈ (1,∞), µ ∈ (−1, q − 1) and γ ∈ (−1, 2p− 1) \ {p− 1}. If 1 − 1+µq 6=
1
2
1+γ
p ,
then the temporal trace operator Trt=0 : u 7→ u(0) is a retraction
W 1,q(J, vµ;L
p(O, wγ ;X)) ∩ L
q(J, vµ;W
2,p(O, wγ ;X)) −→ W
2(1− 1+µ
q
)
p,q (O, wγ ;X).
(7.8)
It follows from the trace method (see [59, Section 1.2] or [77, Section 1.8]) that
Trt=0 is a quotient mapping (7.8). The nontrivial fact in the above theorem is to
show that it is a retraction. In order to show this we want to apply [64, Theo-
rem 1.1]/[68, Theorem 3.4.8]. However, these results can only be applied directly
in the special case that the boundary condition vanishes in the real interpolation
space. In the case γ ∈ (−1, p − 1) this difficulty does not arise because by using
a suitable extension operator one can reduce to the case O = Rd. To cover the
remaining cases we have found a workaround which requires some preparations.
The first result is the characterization of the spatial trace of the spaces defined in
(7.7). The result will be proved further below.
Proposition 7.6. Let O be either Rd+ or a bounded C
2-domain. Let X be a UMD
space, p ∈ (1,∞), q ∈ [1,∞), γ ∈ (p − 1, 2p− 1) and s ∈ (0, 2). If s > 1+γp , then
Tr∂O extends to a retraction
W sp,q(O, wγ ;X) −→ B
s− 1+γ
p
p,q (∂O).
In the setting of the above proposition we define, for s ∈ (0, 2) \ { 1+γp },
W sp,q,Dir(O, wγ ;X) :=
{
W sp,q(O, wγ ;X), s <
1+γ
p ,
{u ∈W sp,q(O, wγ ;X) : Tr∂Ou = 0}, s >
1+γ
p .
For these spaces we have the following result which will be proved below as well.
Proposition 7.7. Let O be either Rd+ or a bounded C
2-domain. Let X be a UMD
space, p ∈ (1,∞), q ∈ [1,∞), γ ∈ (p− 1, 2p− 1) and s ∈ (0, 2) \ { 1+γp }. Then
W sp,q,Dir(O, wγ ;X) = (L
p(O, wγ ;X),W
2,p
Dir(O, wγ ;X)) s2 ,q.
From Proposition 3.17 and reiteration (see [77, Theorem 1.10.2]) we immediately
obtain the following.
Lemma 7.8. Let O be either Rd+ or a bounded C
2-domain. Let X be a UMD space,
p ∈ (1,∞), q ∈ [1,∞], γ ∈ (p − 1, 2p − 1) and s ∈ (0, 2) \ {1}. If s = θ + n with
θ ∈ (0, 1) and n ∈ {0, 1}, then
W sp,q(O, wγ ;X) = (W
n,p(O, wγ ;X),W
n+1,p(O, wγ ;X))θ,q.
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Lemma 7.9. Let O be either Rd+ or a bounded C
2-domain. Let p ∈ (1,∞), q ∈
[1,∞], γ ∈ (p− 1, 2p− 1) and s ∈ (0, 2). Then
(7.9) Bsp,q(O, wγ ;X) →֒W
s
p,q(O, wγ ;X).
The inclusion is dense if q <∞.
For γ in the Ap-range (−1, p− 1) it holds that B
s
p,q(O, wγ ;X) =W
s
p,q(O, wγ ;X)
(which can be obtained from [63, Proposition 6.1]). However, the reverse inclusion
to (7.9) does not hold for γ ∈ (p− 1, 2p− 1), see Remark 7.14 below.
Proof. By [16, Theorem 3.5] and a retraction-coretraction argument using Rychkov’s
extension operator (see [54, 74]),
Bsp,q(O, wγ ;X) = (F
0
p,1(O, wγ ;X), F
2
p,1(O, wγ ;X)) s2 ,q;
these references are actually in the scalar-valued setting, but the arguments remain
valid in the vector-valued setting. The inclusion now follows from (7.1). Den-
sity follows from Lemma 3.7, [77, Theorem 1.6.2] and the fact that C∞c (O ;X) ⊂
Bsp,q(O, wγ ;X). 
Lemma 7.10. Let O be either Rd+ or a bounded C
2-domain. Let X be a UMD
space, p ∈ (1,∞), q ∈ [1,∞], γ ∈ (p− 1, 2p− 1) and s ∈ (0, 2). Then
W sp,q(O, wγ ;X) →֒ B
s−1
p,q (O, wγ−p;X).
Proof. By Corollary 3.4 and Proposition 7.3
W sp,q(O, wγ ;X) = ((L
p(O, wγ);X),W
2,p(O, wγ ;X)) s
2
,q
→֒ ((H−1,p(O, wγ−p);X),W
1,p(O, wγ−p;X)) s
2
,q
= Bs−1p,q (O, wγ−p;X),
where the last identity follows from [63, Proposition 6.1] and a retraction-coretraction
argument. 
Before we proceed, we recall some trace theory for weighted B-spaces, for which
we refer to [57]. Let s ∈ R, p ∈ (1,∞), q ∈ [1,∞) and γ ∈ (−1, p − 1). If
s = 1+γp + k + θ with k ∈ N0 and θ ∈ (0, 1), then Trk : u 7→ (Tru, . . . ,Tr∂
k
1u) is
well-defined on Bsp,q(R
d
+, wγ ;X). For such s we put
Bsp,q,0(R
d
+, wγ ;X) := {u ∈ B
s
p,q(R
d
+, wγ ;X) : Trku = 0}.
For s < 1+γp we put B
s
p,q,0(R
d
+, wγ ;X) := B
s
p,q(R
d
+, wγ ;X).
The following result follows from [57].
Lemma 7.11. Let X be a UMD space, p ∈ (1,∞), q ∈ [1,∞] and γ ∈ (−1, p− 1).
Let k ∈ N and θ ∈ (0, 1) be such that kθ /∈ N0 +
1+γ
p . Then
Bkθp,q,0(R
d
+, wγ ;X) = (L
p(Rd+, wγ ;X),W
k,p
0 (R
d
+, wγ ;X))θ,q.
Let 0W
s
p,q(R
d
+, wγ ;X) be defined as the closure of {u ∈ C
∞
c (R
d
+;X) : u|∂Rd+ = 0}
in W sp,q(R
d
+, wγ ;X). The following identities hold for the real interpolation spaces.
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Lemma 7.12. Let X be a UMD space, p ∈ (1,∞), q ∈ [1,∞), γ ∈ (p − 1, 2p− 1)
and s ∈ (0, 2) \ { 1+γp }. Then
0W
s
p,q(R
d
+, wγ ;X) = (L
p(Rd+, wγ ;X),W
2,p
Dir(R
d
+, wγ ;X)) s2 ,q
and the map M , defined above Lemma 3.13, is an isomorphism
M : 0W
s
p,q(R
d
+, wγ ;X) −→ B
s
p,q,0(R
d
+, wγ−p;X).
As a consequence of Lemmas 3.9 and 7.12 for p ∈ (1,∞), γ ∈ (p− 1, 2p− 1) and
s ∈ (0, γ+1p ) we have
(7.10) 0W
s
p,q(R
d
+, wγ ;X) =W
s
p,q(R
d
+, wγ ;X)
Proof. We first show that
(Lp(Rd+, wγ ;X),W
2,p
Dir(R
d
+, wγ ;X)) s2 ,q →֒ 0W
s
p,q(R
d
+, wγ ;X).(7.11)
By Proposition 3.8, C∞c (R
d
+;X)
d
⊂ W 2,pDir(R
d
+, wγ ;X). Therefore, C
∞
c (R
d
+;X) is
dense in (Lp(Rd+, wγ ;X),W
2,p
Dir(R
d
+, wγ ;X)) s2 ,q (see [77, Theorem 1.6.2]). As
(Lp(Rd+, wγ ;X),W
2,p
Dir(R
d
+, wγ ;X)) s2 ,q →֒W
s
p,q(R
d
+, wγ ;X)
clearly holds, (7.11) follows.
Next we show that M is a bounded operator
M : 0W
s
p,q(R
d
+, wγ ;X) −→ B
s
p,q,0(R
d
+, wγ−p;X).(7.12)
Lemma 3.13 and real interpolation yield that M is a bounded operator
M :W sp,q(R
d
+, wγ ;X) −→ B
s
p,q(R
d
+, wγ−p;X).
Since
M{u ∈ C∞c (R
d
+;X) : u|∂Rd+ = 0} ⊂ {u ∈ C
∞
c (R
d
+;X) : u|∂Rd+ = (∂1u)|∂Rd+ = 0}
⊂ Bsp,q,0(R
d
+, wγ−p;X),
(7.12) follows.
From a combination of Lemma 3.13 and Lemma 7.11 it follows that M−1 is a
bounded operator
M−1 : Bsp,q,0(R
d
+, wγ−p;X) −→ (L
p(Rd+, wγ ;X),W
2,p
Dir(R
d
+, wγ ;X)) s2 ,q.
Combining this with (7.11) and (7.12) finishes the proof. 
Lemma 7.13. Let X be a UMD space, p ∈ (1,∞), q ∈ [1,∞), γ ∈ (p − 1, 2p− 1)
and s ∈ (1+γp , 2). Then Tr∂Rd+ extends to a retraction
W sp,q(R
d
+, wγ ;X) −→ B
s− 1+γ
p
p,q (Rd−1;X)
with
0W
s
p,q(R
d
+, wγ ;X) = {u ∈W
s
p,q(R
d
+, wγ ;X) : Tr∂Rd+u = 0}.(7.13)
Moreover, there exists a coretraction E corresponding to Tr∂Rd+ such that
‖u‖W sp,q(Rd+,wγ ;X) h ‖u‖Bsp,q(Rd+,wγ ;X), u ∈ ker(I − E ◦ Tr∂Rd+).(7.14)
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Proof. By trace theory of weighted B-spaces (see [57] and see [53, Section 4.1] for
the anistropic setting) and Lemmas 7.9 and 7.10, there is the commutative diagram
Bsp,q(R
d
+, wγ ;X)
⊂
d
> W sp,q(R
d
+, wγ ;X)
⊂ > Bs−1p,q (R
d
+, wγ−p;X)
B
s− 1+γ
p
p,q (Rd−1;X)
E
<
= B
s−1− 1+γ−p
p
p,q (Rd−1;X)
Tr
∂Rd
+
∨
for some extension operator E. All statements different from (7.13) directly follow
from this. Next we claim that
{u ∈ Bsp,q(R
d
+, wγ ;X) : Tr∂Rd+u = 0}
d
→֒ {u ∈W sp,q(R
d
+, wγ ;X) : Tr∂Rd+u = 0}.
Indeed, if u ∈ W sp,q(R
d
+, wγ ;X) satisfies Tr∂Rd+u = 0, then we can find un ∈
Bsp,q(R
d
+, wγ ;X) such that un → u in W
s
p,q(R
d
+, wγ ;X). Now it remains to set
vn = un − ETr∂Rd+un ∈ B
s
p,q(R
d
+, wγ ;X) and observe that Tr∂Rd+vn = 0 and
ETr∂Rd+un → 0 in W
s
p,q(R
d
+, wγ ;X).
Since {u ∈ C∞c (R
d
+;X) : u∂Rd+ = 0} is dense in the space on the left hand side
by [57], it follows from the claim that it is also dense in the space on the right hand
side. This density implies (7.13). 
Proof of Proposition 7.6. The statement simply follows from Lemma 7.13 by a stan-
dard localization argument. 
Proof of Proposition 7.7. A combination of (7.10) and Lemma 7.13 gives the de-
sired statement for the case O = Rd+, from the general case follows by a standard
localization argument. 
Proof of Theorem 7.5. Let us first establish the asserted boundedness of Trt=0. It
suffices to consider the case J = R+, where the boundedness statement follows from
[59, Proposition 1.2.2] or [77, Section 1.8].
In order to show that there is a coretraction corresponding to Trt=0, it suffices
to consider the case O = Rd+ and J = R. The case γ ∈ (−1, p− 1) follows from [53,
Equation (38)], and therefore it remains to consider γ ∈ (p− 1, 2p− 1).
Let δ = 2(1− 1+µq ). In view of Theorem 5.7, we can apply [64, Theorem 1.1] or
[68, Theorem 3.4.8] to −∆Dir on L
p(Rd+, wγ ;X), which by Proposition 7.7 gives an
extension operator
EDir :W
δ
p,q,Dir(R
d
+, wγ ;X) −→W
1,q(R, vµ;Lp(Rd+, wγ ;X))
∩ Lq(R, vµ;W
2,p
Dir(R
d
+, wγ ;X)).
If δ < 1+γp , thenW
δ
p,q,Dir(R
d
+, wγ ;X) =W
δ
p,q(R
d
+, wγ ;X) and we can simply take
EDir as the required coretraction.
Finally, let us consider the case δ > 1+γp . In the notation of Lemma 7.13, put
π := E ◦ Tr∂Rd+ . Then
W δp,q(R
d
+, wγ ;X) = ker(I − π)⊕W
δ
p,q,Dir(R
d
+, wγ ;X)(7.15)
under the projection π with the norm equivalence (7.14) on ker(I − π). In view of
[54], we can apply [64, Theorem 1.1] or [68, Theorem 3.4.8] to the realization of
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I −∆ in B0p,1(R
d, wγ ;X) with domain B
2
p,1(R
d, wγ ;X), which by real interpolation
of weighted B-spaces (see [16, Theorem 3.5]) gives an extension operator
ERd : B
δ
p,q(R
d, wγ ;X)→W
1,q(R, vµ;B0p,1(R
d, wγ ;X)) ∩ L
q(R, vµ;B2p,1(R
d, wγ ;X)).
By extension (using for instance Rychkov’s extension operator [74]) and restriction
we obtain an extension operator ERd+ which maps B
δ
p,q(R
d
+, wγ ;X) into
W 1,q(R, vµ;B0p,1(R
d
+, wγ ;X)) ∩ L
q(R, vµ;B2p,1(R
d
+, wγ ;X))
→֒W 1,q(R, vµ;Lp(Rd+, wγ ;X)) ∩ L
q(R, vµ;W 2,p(Rd+, wγ ;X)),
where the embedding follows from (7.1). By (7.15) and (7.14), E := ERd+π+EDir(I−
π) defines a coretraction corresponding to Tr∂O . 
Remark 7.14. Let p ∈ (1,∞), q ∈ [1,∞), γ ∈ (−1, 2p − 1) \ {p − 1} and s ∈
(0, 2) \ { 1+γp }. Then
W sp,q(R
d
+, wγ ;X) →֒ B
s
p,∞(R
d
+, wγ ;X) =⇒ γ ∈ (−1, p− 1).
Proof. Assume there is the inclusion W sp,q(R
d
+, wγ ;X) →֒ B
s
p,∞(R
d
+, wγ ;X). Con-
sidering the linear mapping u 7→ u⊗x for some x ∈ X\{0}, we findW sp,q(R
d
+, wγ) →֒
Bsp,∞(R
d
+, wγ). In particular,
(7.16) W sp,q,Dir(R
d
+, wγ) →֒ B
s
p,∞,Dir(R
d
+, wγ).
Consider the interpolation-extrapolation scale {Eη : η ∈ [−1,∞)} generated
by the operator (1 −∆Dir) on L
p(Rd+, wγ) and the complex interpolation functors
[ · , · ]θ, θ ∈ (0, 1), the interpolation-extrapolation scale {Eη,q : η ∈ [−1,∞)} gener-
ated by the operator (1−∆Dir) on L
p(Rd+, wγ) and the real interpolation functors
( · , · )θ,q, θ ∈ (0, 1), and the interpolation-extrapolation scale {Fη,∞ : η ∈ [−1,∞)}
generated by the operator (1−∆Dir) on B
0
p,∞(R
d
+, wγ) and the complex interpola-
tion functors [ · , · ]θ, θ ∈ (0, 1) (see [1, Section V.1.5]); the operator (1 −∆Dir) on
B0p,∞(R
d
+, wγ) is considered in [54]. By Proposition 7.7 and [54],
(7.17) Eη,q =W
2η
p,q,Dir(R
d
+, wγ), η ∈ (0, 1) \
{
1 + γ
2p
}
.
and
(7.18) Fη,∞ = B
2η
p,∞,Dir(R
d
+, wγ), η ∈
(
1 + γ
2p
− 1,
1 + γ
2p
+ 1
)
\
{
1 + γ
2p
}
,
respectively. Now (7.16), (7.17) and (7.18) imply E s
2 ,q
→֒ F s
2 ,∞
and by lifting we
obtain
(7.19) Eη,q →֒ Fη,∞, η ∈
[s
2
+ Z
]
∩ [−1,∞).
By the reiteration property from [1, Theorem V.1.5.4], E0 = [E−1, E1] 1
2
. So, by
[77, Theorem 1.10.3.1],
(7.20) E0 = [E−1, E1] 1
2
→֒ (E−1, E1) 1
2 ,∞
.
Doing a reiteration ([77, Theorem 1.10.2] and [1, Theorem V.1.5.4]), we find
(E−1, E1) 1
2 ,∞
= ((E−1, E1) s4 ,q, (E−1, E1) s4+
1
2 ,q
)1− s2 ,∞
= ((E−1, [E−1, E1] 1
2
) s
2 ,q
, ([E−1, E1] 1
2
, E1) s2 ,q)1−
s
2 ,∞
= ((E−1, E0) s2 ,q, (E0, E1)
s
2 ,q
)1− s2 ,∞
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= (E s
2
−1,q, E s
2
,q)1− s
2
,∞
(7.19)
→֒ (F s
2
−1,∞, F s
2
,∞)1− s
2
,∞
= ([F s
2−1,∞
, F s
2 ,∞
]η0− s2+1, [F
s
2−1
, F s
2
]η1− s2+1)λ,∞
= (Fη0,∞, Fη1,∞)λ,∞(7.21)
for any η0, η1 ∈ R and λ ∈ (0, 1) with s2 − 1 < η0 < η1 <
s
2 and 0 = (1−λ)η0+λη1.
Now pick η0, η1 ∈ R and λ ∈ (0, 1) with s2−1 < η0 < η1 <
s
2 and 0 = (1−λ)η0+λη1
such that η0, η1 ∈ (
1+γ
2p − 1,
1+γ
2p ). Then
(7.22)
(Fη0,∞, Fη1,∞)λ,∞
(7.18)
= (B2η0p,∞(R
d
+, wγ), B
2η1
p,∞(R
d
+, wγ))λ,∞ = B
0
p,∞(R
d
+, wγ)
by real interpolation of weighted B-spaces (see [16, Theorem 3.5]). Combining
(7.20), (7.21) and (7.22) gives
(7.23) Lp(Rd+, wγ) →֒ B
0
p,∞(R
d
+, wγ).
We finally show that the inclusion (7.23) implies γ ∈ (−1, p − 1). Taking odd
extensions in (7.23) (see [54]) gives
(Sodd(Rd), ‖ · ‖Lp(Rd,wγ)) →֒ B
0
p,∞(R
d, wγ).
Now a slight modification of the argument given in [63, Remark 3.13] gives C, c > 0
such that
1
|Q|
∫
Q
wγ(x) dx ·
(
1
|Q|
∫
Q
wγ(x)
− 1
p−1 dx
)p−1
≤ C
for all cubes Q ⊂ Rd+ with |Q| ≤ c. A computation as in [32, Example 9.1.7] shows
that γ ∈ (−1, p− 1). 
7.3. Weighted Lq-Lp-maximal regularity. Let us first introduce some notation.
Let O be a bounded C2-domain. Let p, q ∈ (1,∞), v ∈ Aq(R) and γ ∈ (−1, 2p− 1).
For an interval J ⊂ R we set Dq,pv,γ(J) := L
q(J, v;Lp(O, wOγ )),
Mq,pv,γ(J) :=W
1,q(J, v;Lp(O, wOγ )) ∩ L
q(J, v;W 2,p(O, wγ))
and
Bq,pv,γ(J) := F
1− 12
1+γ
p
q,p (J, v;L
p(∂O)) ∩ Lq(J, v;B
2− 1+γ
p
p,p (∂O)).
For the power weight v = vµ, with µ ∈ (−1, q− 1), we simply replace v by µ in the
subscripts: Dq,pµ,γ(J) := D
q,p
vµ,γ(J), M
q,p
µ,γ(J) :=M
q,p
vµ,γ(J) and B
q,p
µ,γ(J) := B
q,p
vµ,γ(J).
Theorem 7.15 (Heat equation). Let O be a bounded C2-domain. Let p, q ∈ (1,∞),
v ∈ Aq(R) and γ ∈ (−1, 2p − 1) \ {p − 1}. For all λ ≥ 0, u 7→ (u′ + (λ −
∆)u,Tr∂Ou) defines an isomorphism of Banach spaces Mq,pv,γ(R) −→ D
q,p
v,γ(R) ⊕
Bq,pv,γ(R); in particular, for all λ ≥ 0, f ∈ D
q,p
v,γ(R) and g ∈ B
q,p
v,γ(R), there exists a
unique solution u ∈Mq,pv,γ(R) of the parabolic boundary value problem{
u′ + (λ −∆)u = f,
Tr∂Ou = g.
Moreover, there are the estimates
‖u‖Mq,pv,γ(R) hp,q,v,γ,d,λ ‖f‖Dq,pv,γ(R) + ‖g‖Bq,pv,γ(R).
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Proof. The required boundedness of the mapping u 7→ (u′+(λ−∆)u,Tr∂Ou) follows
from Theorem 7.1 while the injectivity follows from Corollary 6.3. So it remains
to be shown that it has a bounded right-inverse, i.e. there is a bounded solution
operator to the associated parabolic boundary value problem. Using Theorem 7.1
we will reduce to the case g = 0. After this reduction, the desired result follows
from Corollary 6.3. Finally, to give the reduction to g = 0, write U = u− ext∂Rd+g,
where ext∂Rd+ : B
q,p
v,γ(R) → M
q,p
v,γ(R) is the coretraction of Tr∂O of Theorem 7.1.
Then U satisfies U ′ + (λ−∆)U = F and Tr∂OU = 0 where
F = f − (
d
dt
+ λ−∆)ext∂Rd+g.
Now Corollary 6.3 gives
‖U‖Mq,pv,γ(R) ≤ C‖F‖Dq,pv,γ(R) ≤ C‖f‖Dq,pv,γ(R) + C˜‖g‖Bq,pv,γ(R).
The corresponding estimate for u follows from this. 
As a consequence of the above theorem we obtain the following corresponding
result on time intervals J = (0, T ) with T ∈ (0,∞] in the case of the power weight
v = vµ (with µ ∈ (−1, q − 1)), where we need to take initial values into account.
For the initial data we need to introduce the space
Iq,pµ,γ :=W
2(1− 1+µ
q
)
p,q (O, wγ)
(7.7)
= (Lp(O, wγ),W
2,p(O, wγ))1− 1+µ
q
,q.
Recall from Lemma 7.9 that Bsp,q(O, wγ ;X) →֒ I
q,p
µ,γ with equality if γ ∈ (−1, p−1).
Concerning the compatability condition in the space of initial-boundary data
IBq,pµ,γ(J) below, let us note the following. Assume 1 −
1+µ
q >
1
2
1+γ
p . Then, on
the one hand, by Proposition 7.6, there is a well-defined trace operator Tr∂O on
Iq,pµ,γ(J); in fact, Tr∂O is a retraction from I
q,p
µ,γ to B
2(1− 1+µ
q
)− 1+γ
p
p,q (∂O;X). On the
other hand, as a consequence of [64, Theorem 1.1], Trt=0 : g 7→ g(0) is a well-defined
retraction from Bq,pµ,γ(J) to B
2(1− 1+µ
q
)− 1+γ
p
p,q (∂O;X). Motivated by this we set
IBq,pµ,γ(J) :=
{
(g, u0) ∈ Bq,pµ,γ(J)⊕ I
q,p
µ,γ : g(0) = Tr∂Ou0 when 1−
1 + µ
q
>
1
2
1 + γ
p
}
.
Now we can state the main result for the initial value problem with inhomoge-
neous boundary condition.
Theorem 7.16 (Heat equation). Let O be a bounded C2-domain and let J = (0, T )
with T ∈ (0,∞]. Let p, q ∈ (1,∞), µ ∈ (−1, q − 1) and γ ∈ (−1, 2p− 1) \ {p− 1}
with 1− 1+µq 6=
1
2
1+γ
p . For all λ ≥ 0,
Mq,pµ,γ(J) −→ D
q,p
µ,γ(J)⊕ IB
q,p
µ,γ(J), u 7→ (u
′ + (λ−∆)u,Tr∂Ou, u(0))
defines an isomorphism of Banach spaces; in particular, for all λ ≥ 0, f ∈ Dq,pµ,γ and
g ∈ Bq,pµ,γ , there exists a unique solution u ∈ M
q,p
µ,γ of the parabolic initial-boundary
value problem 
u′ + (λ−∆)u = f,
Tr∂Ou = g,
u(0) = u0.
Moreover, there are the estimates
‖u‖Mq,pµ,γ(J) hp,q,µ,γ,d,λ ‖f‖Dq,pµ,γ(J) + ‖(g, u0)‖IBq,pµ,γ(J).
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In the proof of the theorem we will use the following notation:
0Bq,pµ,γ(I) :=
{
Bq,pµ,γ(I), 1−
1+µ
q <
1
2
1+γ
p ,
{g ∈ Bq,pµ,γ(I) : g(0) = 0}, 1−
1+µ
q >
1
2
1+γ
p ,
and 0Mq,pµ,γ(I) := {u ∈ M
q,p
µ,γ(I) : u(0) = 0}, where I ∈ {R+,R}. We will further-
more use the following lemma.
Lemma 7.17. Let the notation and assumptions be as in Theorem 7.16. Then
operator E0 of extension by zero from R+ to R is a bounded linear operator from
0Bq,pµ,γ(R+) to B
q,p
µ,γ(R).
Proof. It suffices to show that
E0 ∈ B(0F
1− 12
1+γ
p
q,p (R+, vµ;Lp(∂O)), F
1− 12
1+γ
p
q,p (R, vµ;Lp(∂O))).
Using [65, Theorem 1.3], which says that 1R+ is a pointwise multiplier on F
s
p,q(R, vµ;X)
for s ∈ (1+µq −1,
1+µ
q ) and a Banach spaceX , this can be shown as in [57]. We would
like to remark that this pointwise multiplier result could also be proved through a
difference norm characterization as in [76, Section 2.8.6, Proposition 1], using that
F sq,p(R, vµ;X) →֒ L
q(R, vµ−sq;X) for s ∈ (0,
1+µ
q ) (see [63]). 
Proof of Theorem 7.16. That u 7→ (u′ + (λ−∆)u,Tr∂Ou, u(0)) is a bounded oper-
ator
Mq,pµ,γ(J) −→ D
q,p
µ,γ(J)⊕ B
q,p
µ,γ(J)⊕ I
q,p
µ,γ
follows from a combination of Theorem 7.1 and Theorem 7.5. That it maps to
Dq,pµ,γ ⊕ IB
q,p
µ,γ(J) can be seen as follows. Of course, we only need to show that
Trt=0Tr∂Ou = Tr∂OTrt=0u, u ∈Mq,pµ,γ(J),(7.24)
when 1− 1+µq >
1
2
1+γ
p . So assume 1−
1+µ
q >
1
2
1+γ
p . Now the case γ ∈ (−1, p− 1)
can be found in [53], so it remains to consider γ ∈ (p − 1, 2p − 1). From (7.6) it
follows by a localization argument that
Mq,pµ,γ(J) →֒ H
1
2 ,q(J ; vµ;L
p(O, wγ−p)) ∩ L
q(J, vµ;W
1,p(O, wγ−p)) =: H.
On the one hand, by a combination of [53, Theorem 4.4] and [64, Theorem 1.1],
Trt=0 ◦Tr∂O is a well-defined bounded operator from H to B
2(1− 1+µ
q
)− 1+γ
p
p,q (∂O). On
the other hand, by a combination of [64, Theorem 1.1] (followed by an extension
and restriction argument) and [53, Proposition 4.1], Tr∂O ◦ Trt=0 is a well-defined
bounded operator from H to B
2(1− 1+µ
q
)− 1+γ
p
p,q (∂O). Therefore, for (7.24) it suffices
that C∞(I × O) is dense in H. But, after an extension and restriction argument,
this density simply follows by standard convolution arguments.
Injectivity of u 7→ (u′ + (λ −∆)u,Tr∂Ou, u(0)) follows from the fact that ∆Dir
generates a strongly continuous semigroup (see [27]) by Theorem 6.2. So it re-
mains to be shown that it has a bounded right-inverse, i.e. there is a bounded
solution operator to the associated parabolic initial-boundary value problem. Us-
ing Theorem 7.5 followed by Theorem 7.1 and (7.24), we may restrict ourselves to
the case u0 = 0. Furthermore, by Corollary 6.3 we may restrict ourselves to the
case f = 0. By extension and restriction it is enough to treat the resulting prob-
lem for J = R+. We must show that there is a bounded linear solution operator
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S : 0Bq,pµ,γ(R+)→ 0M
q,p
µ,γ(R+), g 7→ u for the problem
(7.25)
{
u′ + (λ −∆)u = 0,
Tr∂Ou = g.
LetE0 ∈ B(0Bq,pµ,γ(R+),B
q,p
µ,γ(R)) be the operator of extension by zero (see Lemma 7.17)
and let SR : Bq,pµ,γ(R) → M
q,p
µ,γ(R), g 7→ u be the solution operator for the problem
(7.25) on R from Theorem 7.15.
It suffices to show that SR ◦ E0 maps to 0Bq,pµ,γ(R+) to 0M
q,p
µ,γ(R); indeed, in
that case S g := (SE0g)|R+ is as desired. To do so we follow a modification of an
argument given in [62, Lemma 2.2.7].
Let g ∈ 0Bq,pµ,γ(R+) and set u := SRE0g ∈ M
q,p
µ,γ(R). Pick φ ∈ C
∞
c (R+) with∫
R
φ(x) dx = 1 and put φn(x) := n
dφ(nx) for each n ∈ N1. Now consider gn := φn ∗
E0g ∈ Bq,pµ,γ(R) ∩ C
∞(R;Lp(∂O)) and un := φn ∗ u ∈ W∞,q(R, vµ;W 2,p(O, wγ)) ⊂
Mq,pµ,γ(R) ∩C
∞(R;Lp(O, wγ)). Then
(7.26) u = lim
n→∞
un in Mq,pµ,γ(R)
and {
u′n + (λ−∆)un = φn ∗ (u
′ + (λ−∆)u) = 0,
Tr∂Oun = φn ∗ Tr∂Ou = φn ∗ E0g,
so that un = SRgn by uniqueness of solutions. Furthermore, gn(0) = 0, implying
that Tr∂O [un(0)] = [Tr∂Oun](0) = gn(0) = 0, so that un(0) ∈ W
2,p
Dir(O, wγ). Now,
as λ−∆Dir is exponentially stable, we may define vn ∈ 0Mq,pµ,γ(R) by
vn(t) :=
{
un(t)− e
t(λ−∆Dir)un(0), t ≥ 0,
0, t < 0.
But then vn satisfies {
v′n + (λ−∆)vn = 0,
Tr∂Ovn = gn,
so that vn = SRgn = un by uniqueness of solutions. Therefore, un ∈ 0Mq,pµ,γ(R).
We may thus conclude that u ∈ 0Mq,pµ,γ(R) in view of (7.26). 
Remark 7.18. Theorems 7.15 and 7.16 also remain valid in the X-valued setting as
long as X is a UMD space and λ ≥ λ0, where λ0 depends on the geometry of X .
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