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Automorphisms of the Weyl algebra and bispectral operators
Bojko Bakalov, Emil Horozov, and Milen Yakimov
1. Introduction
The present note can be considered as an analytic counterpart of [BHY2].
In [BHY2] we suggested several algebraic methods leading to new (compared to
[DG, W, Z, BHY1, KR, GH1, GH2]) solutions of the bispectral problem in
different versions. Before sketching the main idea of [BHY2], we reformulate the
bispectral problem in a form which can be traced back to [DG] and which was used
explicitly in [BHY2, KR].
Consider two associative algebras B and B′ of differential operators. We denote
the variable in B by x and the one in B′ by z. Let ψ(x, z) be a function such that
for any P ∈ B there exists Q ∈ B′ satisfying
P (x, ∂x)ψ(x, z) = Q(z, ∂z)ψ(x, z),(1.1)
and that for each Q ∈ B′ there exists P ∈ B satisfying (1.1). We will assume that
P (x, ∂x)ψ(x, z) = 0 implies P = 0, and similarly for Q. Then (1.1) defines an
anti-isomorphism
b : B → B′, b(P ) = Q,(1.2)
which depends on ψ.
We assume that both B and B′ contain subalgebras of functions K ⊂ B and
K′ ⊂ B′. Let A = b−1(K′), A′ = b(K). Then a solution to the bispectral problem of
[DG] is a pair of operators of non-zero order L ∈ A, Λ ∈ A′. Indeed, if b(L) = f ∈
K′ and b−1(Λ) = θ ∈ K, then (1.1) implies
L(x, ∂x)ψ(x, z) = f(z)ψ(x, z),(1.3)
Λ(z, ∂z)ψ(x, z) = θ(x)ψ(x, z).(1.4)
In [BHY2] we pointed out that if σ is an automorphism of B, then one can
define a new anti-isomorphism b1 = b ◦ σ : B → B
′. Then if the image b1(K) ⊂ B
′
contains operators of non-zero order, they will be bispectral. Of course, we need to
define the corresponding function ψ1(x, z) which determines b1 via (1.1).
The present note treats in detail the problem of defining ψ1 in the case when
both B and B′ are two copies of the Weyl algebra of regular differential operators
in the complex plane C. This algebra is by now the most tractable example, as all
its automorphisms are known [D]. They are all generated by the ones of the form
ead p(x) or ead q(∂x)
where p and q are arbitrary polynomials (see [D]).
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We start with the obvious anti-isomorphism b0 given by
b0(x) = ∂z, b0(∂x) = z.(1.5)
The corresponding eigenfunction ψ0(x, z) satisfying Pψ0 = b0(P )ψ0, P ∈ B, is e
xz.
Then any automorphism
σ = ead p1(x)ead q1(∂x) · · · ead pm(x)ead qm(∂x)(1.6)
of the Weyl algebra B gives an anti-isomorphism
b = b0 ◦ σ : B → B
′.(1.7)
Our objective is to make sense of the expressions of the type
ψ(x, z) = e−qm(∂x)e−pm(x) · · · e−q1(∂x)e−p1(x)exz(1.8)
which will satisfy (1.1, 1.2) for b. Indeed, we can write ψ(x, z) = gexz with g =
e−qm(∂x) · · · e−p1(x). Then for Q = Q(z, ∂z) ∈ B
′, we have
b−1(Q)ψ = σ−1(b−10 Q)ψ = g (b
−1
0 Q) g
−1 g exz = g (b−10 Q) e
xz = g Q exz = Qψ.
(g and Q commute, since the former acts on x, while the latter on z.)
Our approach, as briefly indicated in [BHY2], is to apply repeatedly Laplace
transformations to the expression (1.8). We will show that for generic polynomials
pj, qj , (1.8) makes sense. Moreover, the corresponding algebras A and A
′ contain
differential operators of non-zero order, for example, L = b−1(z) and Λ = b(x).
They satisfy
L(x, ∂x)ψ(x, z) = zψ(x, z),(1.9)
Λ(z, ∂z)ψ(x, z) = xψ(x, z),(1.10)
hence they solve the bispectral problem. It is easy to see that in this case K = C[x],
K′ = C[z].
The main result of this note is Theorem 3.6 by which we explicitly define ψ(x, z)
as a multiple Laplace integral.
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2. Special cases
2.1. In this section we will consider several special cases of the construction
outlined at the end of the previous section. The purpose of the analysis below is
to exclude from further study the sets of polynomials pj , qj which do not produce
new bispectral operators.
Let us first clarify which bispectral operators will be considered non-trivially
different. (We closely follow [DG, W].) First, by a change of the variable x, we
can always make the leading coefficient of L constant. Then multiplying the eigen-
function ψ by a function depending only on x, we can make the second coefficient
of L zero. This fixes the operator L up to an affine change x 7→ ax + b. In the
same manner, we fix Λ. As proved in [DG, W], in this case both operators L and
Λ have rational coefficients.
Thus, we will consider only bispectral operators with constant leading coeffi-
cients and vanishing second ones; any such operator defined up to affine changes
of variables. Nevertheless, in some of the intermediate steps we may use operators
which differ by the above mentioned trivial transformations.
2.2. First, it is easy to see that all polynomials pj , qj should have positive
degrees. Otherwise, using the above transformations, one can reduce ψ from (1.8)
to a function of this kind but with smaller m.
Indeed, this is obvious for q1, p2, . . . , qm−1, pm, qm. Suppose that deg p1 = 0.
Then we can exchange the roles of x and z, considering
ψ˜(x, z) := ψ(z, x) = e−p1(∂x)e−q1(x) · · · e−pm(∂x)e−qm(x)exz.
2.3. If deg p1 = 1, this amounts to an affine change of the variable x (cf.
(1.8)). Exchanging the roles of x and z, as above, we can exclude the case when
deg q1 = 1. The same argument can be used to eliminate any polynomial pj or qj of
degree 1. (This amounts to affine changes of the variables uj , vj from (3.3) below.)
Therefore, from now on we will consider only polynomials pj , qj of degree at
least 2.
Example 2.4. Let σ = ead p(x) ead q(∂x). Then, as computed in [BHY2], we
have
b(x) = b0σ(x) = ∂z + q
′(z − p′(∂z)),
b(∂x) = b0σ(∂x) = z − p
′(∂z).
We will prove in the next section that the function ψ(x, z) = e−q(∂x)e−p(x)exz exists.
Thus we find the bispectral operators
L(x, ∂x) = b
−1(z) = ∂x + p
′(x− q′(∂x)),(2.1)
Λ(z, ∂z) = b(x) = ∂z + q
′(z − p′(∂z)),(2.2)
satisfying (1.9, 1.10).
Suppose that deg p = 2, i.e. that p(x) = ax2 + bx. Then
L(x, ∂x) = ∂x − 2aq
′(∂x) + 2ax+ b,
Λ(z, ∂z) = ∂z + q
′(z − 2a∂z − b).
By affine changes of the variables x and z and a multiplication of ψ(x, z) by ep(x), it
is easy to see that L and Λ are the (generalized) Airy operators (see [BHY1, KR])
provided that deg q ≥ 3. The same result holds if deg p ≥ 3, deg q = 2.
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If both deg p ≥ 3, deg q ≥ 3, we obtain a new bispectral pair of operators L, Λ,
as explained in [BHY2].
The case when deg p = 2, deg q = 2 is trivial and is treated in the next subsec-
tion.
2.5. Now suppose that all polynomials pj, qj have degree 2. Then one easily
gets (by induction) that
b(x) = b0σ(x) = a11z + a12∂z,
b(∂x) = b0σ(∂x) = a21z + a22∂z
for some non-degenerate matrix aij .
If a12 = 0, then the image of C[x] under b is C[z], i.e. b does not produce
bispectral operators. In the case when a12 6= 0, b gives bispectral operators of rank
1. (For the notion of rank, cf. [DG, W, BHY1]).
3. The existence of joint eigenfunctions
3.1. In this section we will demonstrate the existence of a common eigen-
function ψ(x, z) of (1.9, 1.10). We will construct the function ψ(x, z) by a repeated
application of Laplace transformation on (1.8) and induction on m. According to
Sect. 2, it suffices to consider polynomials pj , qj of degree at least 2, with one of
them of degree greater than 2.
3.2. Our starting point is the function ψ0(x, z) = e
xz. The crucial step is to
define ψ1(x, z) = e
−q1(∂x)e−p1(x)exz. Let us first explain the idea of the construction
as it will be applied later for any m. For simplicity, we will drop the subscripts 1.
Supposing that ψ(x, z) exists, we can perform a Laplace transformation on it
with respect to x:
(Lψ)(v, z) =
∫
Γ′
ψ(u, z)e−uv du
=
∫
Γ′
(
e−q(∂u)e−p(u)euz
)
e−uv du = e−q(v)
∫
Γ′
e−p(u)+uz−uv du.
We choose the contour Γ′ so that the last integral makes sense. This can be done,
for example, as follows.
Let n = deg p ≥ 2 and fix an n-th root α of the leading coefficient of p. Let
ω1, ω2 be two different n-th roots of unity. Define the contour Γ
′ to be the union
of two rays
Γ′ = {α−1ω1t | t ∈ (∞, 0]} ∪ {α
−1ω2t | t ∈ [0,∞)}.(3.1)
Then the Laplace transformation
(Lψ)(v, z) = e−q(v)α−1ω1
∫
∞
0
e−t
n+···e(z−v)α
−1ω1t dt
+ e−q(v)α−1ω2
∫
∞
0
e−t
n+···e(z−v)α
−1ω2t dt
is well defined, i.e. the integrals are convergent, because the leading terms in the
exponentials are negative.
In the same manner, we can find the inverse Laplace transformation of (Lψ)(v, z),
i.e. to define ψ(x, z). Below, for simplicity, we drop the inessential factors of the
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type 2pi. We define a contour Γ′′ using the above recipe for the polynomial q(v).
Then we define
ψ(x, z) =
∫
Γ′′
(Lψ)(v, z)exv dv =
∫
Γ′
∫
Γ′′
e−p(u)−q(v)−uv+xv+uz du dv.(3.2)
Proposition 3.3. Let p and q be polynomials of degree at least 2. Define the
contours Γ′ and Γ′′ by (3.1) for p and q, respectively. Then, provided that one of
the polynomials p, q has degree at least 3, the function ψ(x, z) from (3.2) is well
defined and satisfies (1.9, 1.10) for the operators L and Λ from (2.1, 2.2).
Proof. (i) Let us first prove (1.9, 1.10), assuming that all integrals are abso-
lutely convergent. For brevity, denote the integrand of (3.2) by exp. By differenti-
ating under the integral, we obtain
∂xψ(x, z) =
∫∫
v exp du dv,
∂zψ(x, z) =
∫∫
u exp du dv.
Integration by parts gives
0 =
∫∫
∂u(exp) du dv =
∫∫ (
−p′(u)− v + z
)
exp du dv,
0 =
∫∫
∂v(exp) du dv =
∫∫ (
−q′(v) − u+ x
)
exp du dv.
Then
zψ(x, z) =
∫∫ (
p′(u) + v
)
exp du dv =
∫∫ (
p′
(
x− q′(v)
)
+ v
)
exp du dv
=
∫∫ (
p′
(
x− q′(∂x)
)
+ ∂x
)
exp du dv =
(
p′
(
x− q′(∂x)
)
+ ∂x
)
ψ(x, z).
The equation (1.10) is proved similarly.
(ii) We have already explained that the integrals are convergent when deg p ≥ 3,
deg q ≥ 3. If one of the polynomials, say p, has degree 2, then by an affine change
u 7→ u+ cv (c ∈ C) one can bring −p(u)− uv to the form αu2 + µv2. Then on the
integration domain the leading terms in the exponential in (3.2) are negative. This
proves the absolute convergence of the integrals.
Remark 3.4. If both polynomials p, q were of degree 2, their quadratic part
might have rank 1, i.e. it might be a perfect square. Then ψ(x, z) would be diver-
gent; in fact, it would be of a δ-function type.
3.5. The general case is treated in the same manner. We are looking for an
eigenfunction ψ(x, z) of the form
(3.3) ψm(x, z) =
∫
Γ′
1
∫
Γ′′
1
· · ·
∫
Γ′
m
∫
Γ′′
m
exp
(
m∑
s=0
(us+1 − us)vs − ps(us)− qs(vs)
)
du1 dv1 · · · dum dvm,
where um+1 := x, q0 = p0 = u0 := 0, v0 := z.
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When all polynomials p1, q1, . . . , pm, qm have degrees greater than 3, the above
explained choice of the contours Γ′1,Γ
′′
1 , . . . ,Γ
′
m,Γ
′′
m will automatically make the in-
tegral convergent. The difficulties start when some of the polynomials have degrees
equal to 2. The same argument as above works when in the sequence of polynomials
p1, q1, . . . , pm, qm there are no two consecutive polynomials of degree 2.
1
Theorem 3.6. Under the above assumptions, the integral (3.3) is convergent
absolutely and uniformly in any compact. It satisfies (1.1, 1.2) with b given by
(1.6, 1.7). In particular, it solves the bispectral problem (1.9, 1.10) for L = b−1(z),
Λ = b(x).
Proof. is very similar to that of Proposition 3.3 and is by induction on m.
Let us first introduce a shorthand notation:
Lm := b
−1
m (z), Dm := b
−1
m (∂z), Λm := bm(x), ∆m := bm(∂x).
We rewrite (3.3) as
ψm(x, z) =
∫
Γ′
m
∫
Γ′′
m
e(x−um)vm−pm(um)−qm(vm) ψm−1(um, z) dum dvm,(3.4)
or shortly
ψm(x, z) =
∫∫
emψm−1.
By differentiating under the integral, we have
∂xψm(x, z) =
∫∫
vmemψm−1.(3.5)
By the inductive assumption
Λm−1(z, ∂z)ψm(x, z) =
∫∫
umemψm−1.(3.6)
Integration by parts in (3.4) gives
0 =
∫∫
em
(
−p′m(um)− vm +∆m−1
)
ψm−1,(3.7)
0 =
∫∫
em
(
−q′m(vm)− um + x
)
ψm−1.(3.8)
(In (3.7) we again used the inductive assumption.) For later use, we note that (3.8)
remains valid if we replace ψm−1 with any other function independent of vm.
Now we have
(3.9) ∂xψm(x, z) =
∫∫
vmemψm−1
=
∫∫
em
(
−p′m(um)+∆m−1
)
ψm−1 =
(
∆m−1(z, ∂z)−p
′
m
(
Λm−1(z, ∂z)
))
ψm(x, z),
1 One can prove the convergence under weaker assumptions; this is more complicated and
will be done elsewhere.
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and similarly,
(3.10) xψm(x, z) =
∫∫
em
(
q′m(vm) + um
)
ψm−1
=
(
q′m(∂x) + Λm−1(z, ∂z)
)
ψm(x, z)
=
(
q′m
(
∆m−1(z, ∂z)− p
′
m
(
Λm−1(z, ∂z)
))
+ Λm−1(z, ∂z)
)
ψm(x, z).
To show that the operator in the last equality of (3.9) is exactly ∆m, we note that
∆m = bm(∂x) = bm−1(σm(∂x)) = bm−1
(
∂x − p
′
m(x)
)
= ∆m−1 − p
′
m(Λm−1).
Here σm := e
ad pm(x) ead qm(∂x), cf. Example 2.4. In the same way, (3.10) implies
xψm = bm(x)ψm.
Using the inductive assumption, (3.8) and integration by parts, we compute
zψm(x, z) =
∫∫
emLm−1(um, ∂um)ψm−1
=
∫∫
emLm−1
(
x−q′m(vm), ∂um
)
ψm−1 =
∫∫ (
Lm−1
(
x−q′m(vm),−∂um
)
em
)
ψm−1
=
∫∫
Lm−1
(
x− q′m(vm), p
′
m(um) + vm
)
em ψm−1
= Lm−1
(
x− q′m(∂x), p
′
m
(
x− q′m(∂x)
)
+ ∂x
)
ψm(x, z).
The last operator is exactly
Lm−1
(
σ−1m (x), σ
−1
m (∂x)
)
= σ−1m
(
Lm−1(x, ∂x)
)
= σ−1m b
−1
m−1(z) = b
−1
m (z).
The proof that ∂zψm(x, z) = Dm(x, ∂x)ψm(x, z) is similar and is left to the
reader.
3.7. Here we will present some peculiar properties of the above solutions,
discovered by F. A. Gru¨nbaum [G], which show that some “obvious” conjectures
concerning the bispectral problem, one is tempted to pose, are not true.
Let m = 1, p1(x) = q1(x) = x
3/3 and define contours
Γk = R+ ∪ {e
2piik/3t | t ∈ [0,∞)}, k = 1, 2
with arbitrary directions.
Then, by Proposition 3.3, the functions
ψkl(x, z) =
∫
Γk
∫
Γl
e−u
3/3−v3/3−uv+xv+uz du dv
satisfy the equations
xψkl(x, z) =
(
∂z +
(
z − ∂2z
)2)
ψkl(x, z),
zψkl(x, z) =
(
∂x +
(
x− ∂2x
)2)
ψkl(x, z).
Note that the operators on the right hand sides are identical (with x and z
switched). As it is well known, in the Bessel case or Airy case all joint eigenfunctions
are symmetric with respect to x and z (see [DG, BHY1, KR]). But as it was
noticed by F. A. Gru¨nbaum [G], here the situation is different. For example ψ11
and ψ22 are obviously symmetric, but ψ12 and ψ21 are not. Only their sum is a
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symmetric function. In this way we give another proof of Gru¨nbaum’s result that
the space of symmetric eigenfunctions is only 3-dimensional.
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