I. INTRODUCTION
In the past decade, the microphone array based speech enhancement, speech separation, sound source localization and speaker tracking techniques have developed rapidly, and have been widely applied to video conference systems, human-machine interface, digital entertainment, robotics and other fields [1] [2] [3] [4] [5] . But for the conventional microphone array, the array's geometry information should be known in advance and a regular structure usually is necessary, which results in that changing or moving such an array is difficult. These restrictions lead to great limitations in many applications. To address these problems, the distributed microphone array is developed. Distributed microphone array, also called ad hoc microphone array, is usually a set of microphones which can be arbitrarily placed. According to the recent research work [6, 7] , a distributed microphone array has the following advantages: the array is easy to establish, with less or even no need for the consideration of its geometry and location information; it has a certain fault tolerance, i.e. the failure of the individual microphone will not lead to the paralysis of the entire array. In recent years, the distributed microphone array gradually becomes a hot topic in the speech processing field.
The speech processing technology based on distributed microphone array is first considered by Aarabi in 2001, and he gives a sound source localization method based on time delay [8, 9] . Chen et al present a model of noise and observation error in log domain, and estimates the microphones' and the speaker's positions based on energybased optimization criterion and the maximum likelihood method [10] . Elahi uses two methods to estimate the sound source location in a distributed microphone array. One method is based on spatial likelihood function and maximum likelihood criteria, and the other method is based on a priori information and the maximum a posteriori criteria [11] . In the applications of microphone array based source localization and speech enhancement, time delay estimation (TDE) is one of the basic problems. The adaptive time delay estimation [12] and the generalized crosscorrelation method [13] are two classic time delay estimation methods. For distributed microphone array, most of the current time delay estimation methods are the improved versions of the above two methods. For instance, the method to estimate the time delay in [11, 14] is the steered response power with phase transform filter (SRP-PHAT). Ono et al optimize an objective function by minimizing the square errors, in which the iterative update rules are derived by an auxiliary function [15] . Because of the short pitch period of speech signal and the long distance between microphones in a distributed microphone array, the space sampling theorem [16] cannot be met. So the direct application of classic time delay estimation methods will cause the periodic ambiguity [17] in the estimation result. In order to meet the space sampling theorem and overcome the problem of periodic ambiguity, a low frequency component of the speech signal should be used for time delay estimation. Obviously, the speech envelope is a time-domain signal whose frequency is low enough and it also contains some speech features. So in this paper, the speech envelope is extracted to estimate a coarse time delay first, and then the accurate time delay is searched for within a certain range near the coarse delay. Hilbert transform is often used to extract the signal envelope, but it can only apply to the narrow band random signal [18, 19] . For shortterm stationary and non-narrow band speech signal, a new solution must be found. The wavelet transform is suitable for non-stationary random signal analysis and without any specific requirement for signal bandwidth, so it can be used for speech envelope estimation. And referring to the envelope definition in Hilbert-Huang transform [20] , in this paper the speech envelope is extracted by modulus maxima interpolation approach approximately. Therefore, a method based on wavelet transform and modulus maxima interpolation is used to extract the speech envelope for The paper is organized as follows. Section II is a brief introduction of wavelet transform and its fast algorithms. The detail of the proposed method is described in Section III. In Section IV, simulation results are discussed. And Section V provides some conclusions.
II. WAVELET TRANSFORM
The wavelet transform decomposes signals over dilated and translated wavelets to analyze signal structures of very different sizes [21] . It is a very flexible and common tool for the local time-frequency analysis.
If ψ(t) is the basic wavelet, the continuous wavelet is
where a is the dilation factor, and b is the translation factor.
Let ψ * (t) be the complex conjugate of ψ(t), then the continuous wavelet transform of the signal s(t) can be defined as
Restricting parameters a and b of continuous wavelet transform to only discrete values, and taking ,
So the discrete wavelet transform is defined as
Usually take a 0 =2, b 0 =1, then the discrete wavelet transform is called dyadic wavelet transform. The dyadic wavelet is expressed as
For dyadic wavelet transform, Mallat algorithm [22] can be used for fast calculation, and the expression is
where c j (k) is the smooth signal of the original signal, d j (k) is the detail signal of the original signal, g(n) is the unit impulse response of a bandpass filter related to the wavelet function, and h(n) is the unit impulse response of a lowpass filter related to the scale function. Figure. 1 The 3-level wavelet transform using Mallat algorithm It is noteworthy that in Mallat algorithm, the output of the filter should be twice extracted, and then the next level wavelet transform is conducted to the remaining data, as shown in Fig.1 (taking 3-level wavelet transform as an example). So according to the data form of the output, the signal sequences will have the same number of points before and after wavelet transform.
If the extraction is not conducted in the calculation process, the algorithm converts into à trous wavelet transform [23] , as shown in Fig.2 . According to à trous algorithm, to ensure the correct result in multi-level wavelet transform without extraction, some adjustments for the filter coefficients are needed before each level wavelet transform. The two sets of filter coefficients for the j-level wavelet transform are Figure. 2 The 3-level wavelet transform using à trous algorithm In addition, it also ensures that the output signal without extraction has the consistent power with the original signal, thus all the filter coefficients are required to be divided by 2 before the first level wavelet transform.
III. A SPEECH ENVELOPE BASED TIME DELAY ESTIMATION METHOD
In order to meet the space sampling theorem and overcome the periodic ambiguity problem in time delay estimation, the speech envelope, a low frequency signal, is used to calculate the cross-correlation function. So to estimate an accurate time delay of speech signals in a distributed microphone array, the following steps are required. First, the speech signals are processed with multilevel discrete wavelet transform, then the modulus maxima connecting lines of the transformed signals are extracted to calculate a coarse time delay, and at last the accurate delay is searched for within a speech signal period near the coarse delay.
In the proposed method, only the low frequency signal after wavelet transform is required for speech envelope estimation, and there is no need for data extraction after each level transform, so the à trous wavelet transform method is adopted. By equations (6), (7) and (8) 
After J-level discrete wavelet transform, the transformed signal is still a real signal, so the modulus value of each sampling point is also its absolute value. Search for the modulus maxima of s l (n) in the time-amplitude plane, then two connecting lines constituted respectively by the maxima and the minima of the signal can be obtained by interpolation method, which can be regard as an envelope approximation of s l (n), as shown in Fig.3 , in which the solid line represents the speech signal and the dotted lines represent signal envelopes. Though there are many interpolation methods, in this paper, linear interpolation [24] is adopted for its less computational complexity. For example, when the upper envelope p(n) of signal s l (n) is extracted, if two adjacent maxima appear respectively in the n 1 -th and the n 2 -th sampling point, with the corresponding maximum value p(n 1 ) and p(n 2 ), and the integer n meets the condition of n 1 <n<n 2, representing a sampling point between n 1 and n 2 , then the value of envelope p(n) corresponding to the n-th sampling point is obtained approximately as
In the next step, the cross-correlation function of the upper envelopes (or the lower envelopes) of the two speech signals is calculated, and a coarse delay of signals can be obtained according to the positions of the maximum value. Define the upper envelopes of the two speech signals s 1 (n) and s 2 (n) are p 1 (n) and p 2 (n) respectively, and their corresponding discrete Fourier transform (DFT) are P 1 (k) and P 2 (k), i.e. (10) where N is the length of the envelope, also the length of the speech signal.
Thus, the cross-correlation function of and can be calculated by their cross-power spectrum [25] , i.e. 
After the coarse time delay, i.e., the lag of relative to is calculated as equations (11) and (12) 
where m′ is the lag of s 1 (n) relative to s 2 (n), and N is the length of the speech signal.
To sum up, the calculation process of the proposed method can be summarized as shown in Fig.4 .
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Cross-correlation calculation in time domain In these simulations, the 7-level discrete wavelet transform is adopted to filter out the high components of the speech signal and obtain a signal with low frequency. The obtained signal is equivalent to a signal getting through a system formed by seven cascaded lowpass filters, and the total amplitude-frequency response of the cascaded lowpass filters is shown in Fig.5 . (15) In this simulation, we regard the AM signal s(n) as the received signal of the first microphone (i.e. reference signal), and the delayed signal s(n-1440) as the received signal of the second microphone, where 1440 samples correspond to 30ms delay or 10.2m distance between two microphones. To exatrct the upper envelope and the lower envelope of each transformed signal, the 7-level discrete wavelet transform is performed on the reference signal and the delayed signal respectively, and then the crosscorrelation function of the corresponding envelopes with enough points is calculated to estimate the coarse delay. In general, in order to estimate the delay of the signal correctly, the number of the points required to calculate the crosscorrelation function should be at least equivalent to five times of the sampling points of the delay time. For this simulation, taking into account the calculation accuracy of cross-correlation function and that the number of sampling points used for time to frequency transform by fast Fourier transform(FFT) must be an integer power of 2, the data involved in cross-correlation calculation should not be less than 8192 points. After the coarse time delay is obtained, consider the coarse time delay as a center point and search the accurate time delay within a period of carrier wave, i.e. 1.25ms corresponding to the carrier frequency of 800Hz. Table I shows the estimation results of the coarse delay and the accurate delay of the signals in the cases of different point numbers involved in cross-correlation calculation. It can be seen from Table I that when 4096 or 8192 point data are used to calculate the cross-correlation function, the delay estimation error occur in some frames, but the error frames are fewer when point number is 8192 than that when 4096 points are used. When the point number increases to 16384 or more, time delay of AM signals can be accurately estimated by the proposed method without any periodic ambiguity problem in simulation results. 
B. Time delay estimation of clean speech signal
Select a segment of clean male speech as the received signal of the first microphone (i.e. reference signal), and the speech delayed with 30ms as the received signal of the second microphone. Since common pitch frequency ranges from 50 to 500Hz, 2ms, equivalent to 96 sampling points, is taken as the search range of accurate delay.
The schematic diagrams of the reference signal and the delayed signal, the corresponding transformed signals of them after 7-level wavelet transform, and the extracted upper and lower envelopes of the two signals in this simulation are shown in Fig.6 . Table II gives the estimation results of the coarse delay and the accurate delay of the clean speech signals with different point numbers in crosscorrelation calcultion. As shown in Table II , when 16384 point data are used to calculate the cross-correlation function in frequecny domain, there are still some estimation error occuring in some frames, but the total number of the error frames is few. And accurate delay estimation result can be obtained when the 32768 sampling points are used to calculate the cross-correlation function. 
C. Time delay estimation of noisy speech signal
Add white noises, which are irrelevant to each other and irrelevant to each speech signal, respectively, to the reference signal and the delayed signal used in simulation B, meeting the condition of SNR = 10dB. Then take them as the received signals of the two microphones. Process the two signals with 7-level wavelet transform and estimate the coarse delay using the extracted envelopes. The range for accurate delay searching is also 2ms (equivalent to 96 sampling points).
The schematic diagrams of the reference signal and the delayed signal, the corresponding transformed signals of them after 7-level wavelet transform, and the extracted upper and lower envelopes of the two signals in this simulation are shown in Fig.7 . Table III shows The existing noise in speech signal further increases the difficulty of time delay estimation. Data in Table III show that the accurate estimation results could not be obtained until 65536 or more sampling points are used for crosscorrelation calculation. Comparing Table III with Table II , it can be seen that to achieve substantially the same accuracy, there are more sampling points needed to calculate the cross-correlation function of noisy specch siganls than that as for clean speech signals. Despite the influence of noise, the more sampling points are used, the more accurate result of time delay estimation is obtained.
V. CONCLUSIONS
A time delay estimation method based on wavelet transform and speech envelope for distributed microphone array is proposed in this paper. This method first processes the signals with multi-level discrete wavelet transform and extracts the speech envelopes by modulus maxima interpolation. Next, a coarse time delay is estimated using the speech envelopes, and then the accurate time delay is searched within a certain range near the coarse time delay. The proposed method can avoid the periodic ambiguity problem in time delay estimation for distributed microphone arrays. And with the increase of the points involved in crosscorrelation calculation, the estimated coarse time delay is more and more accurate, so that it is easier to search the accurate delay. However, no extraction operation is conducted after wavelet transform in this method, so there are still some redundant data in transformed signal which can be eliminated or utilized in further study.
