Introduction.
This paper is part of an ongoing study of the structure and analysis of multivariate normal statistical models defined by algebraic conditions on the means and/or covariances.
Because conditional independence (CI) plays an increasingly important role in statistical model building, it is of interest to study CI models with tractable statistical properties and to develop methods for testing one such model against another. Andersson 
f(
where f(X2ixI) and f(X3lxd are ordinary normal linear regression models. from which the NILE's of the /C-parameters in (1. easily can be derived.
In Lastly, in applications one may be presented with a collection of nonnested, possibly dependent normal linear regression models that determine a subspace U of M(I x N). In Section 6 we show how to determine the minimal lattice K( U) such that these regression models can be combined into
The procedure is similar to that in [AP] (1991) , where it is shown how a nonnested missing data pattern determines a minimal LeI model such that the likelihood function factors into a product of linear regression models. For
Factorization of the likelihood function under the LeI model N(K).
where c indicates strict inclusion, so that K is the disjoint union
The poset J( K) of join-irreducible elements of K is then defined as follows:
Then every set K E K may be decomposed as the disjoint union (2.2)
Thus, each matrix Y E M(I x may be uniquely partitioned according to (2.3) as 
For E E pel), the family of matrices (2.8) is the family of IC-parameters of E. By Theorem 2.2 of lAP] (1993a) the mapping
is a bijection, hence represents the parameter space P(IC) as a product of the spaces of the ICparameters. Thus, every E E P(IC) is uniquely determined by its IC-parameters. 
Note that the K-th factor in this product is for the conditional distribution of Y [K] given Y<K>, which is that of a standard normal linear regression model. Furthermore, the parameter space P(K) has the factorization (2.9). It follows that the MLE t(y) exists and is unique for a.e. y iff (2.13)
where IKI denotes the number of elements in K. In this case the K-para.meters of t(y) are determined explicitly from the usual formulas for regression estimators ([AP] (1993a), §3.1), then t(y)
itself may be reconstructed from these K-parameters by the algorithm in [AP] (1993a), §2.7.
3 Generalized block-triangular matrices with lattice structure. 
Furthermore, it follows from (iii) that the linear mapping (3.5)
is a bijection. 
U[K] {Y[K]IY E U}~M([I(} x N),
Thus we have the natural linear embedding (4.4) 
is a bijection;
Remark 4.3. By (2.2) with K replaced by <J(>, conditions equivalent to conditions (i) and (iv): (ii}' \:IK E J(K) there exists a finite index set TK and a fixed design matrix 
is a bijection, hence represents the parameter space U X P(K) of the K-linear model N(U, K) as a product of the spaces of the K-parameters. Thus, every pair (p., 
=tr(A~NY[J(]pJ( -~[K] R[[(>y<!(>PK)(" .)t)
+tr ( 
Finally, (P, I;) itself may be reconstructed from these K-parameters by the algorithm given in
[AP] (1991), §3.3.
In general, the MLE (/1" I;) is not a sufficient statistic for the model N( U, K), which is a curved exponential family. Nevertheless, it will be shown elsewhere that for two K-subspaces U o~U , the LR statistic Q for testing I1 0 : JL E U o vs. II: Jt E U has a simple expression, its exact central distribution can be obtained in terms of its moments, and the asymptotic central distribution of -2logQ as n -i' 00 is X 2 with dim(U) dim(U o) degrees of freedom. classical MANOVA testing problem is obtained when K = {.;b, I}, while the GMANOVA testing problem is obtained
6 Construction of a K-linear regression model. imposes a minimal set of conditional independence restrictions on the covariance structure.
As above, let Y E M(I X N) be a matrix of observations, where I and N are finite index sets.
Suppose that we are given a decomposition 
Y3
Assume that the columns of yare independent and normally distributed with common unknown covariance matrix 1; E P(I). 
)
In order to combine the three (dependent) regression models (6.12)-(6.
into a single K-linear model by imposing a minimal set of LCI restrictions on apply (6 .. 5) and (6.11) to find (6.18)
Thus {J(sIS E S} is a chain, so K(U) = {J(sIS E S} U {4>} (see Remark 6.1), which is also a chain.
It is easy to apply Theorem 4.2 and Remark 4.4 to verify that U is a K(U)-subspace. 
