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SADRZˇAJ 1
Popis engleskog nazivlja iz SAS tablica
-2LogL (-2LogLikelihood) - -2Log(vjerodostojnost)
Distribution-distribucija
Estimated Probability - procijenjena vjerojatnost
Intercept - ili β0, ocˇekivana vrijednost zavisne varijable kada su vrijednosti nezavisnih va-
rijabli jednake 0
Intercept and Covariates - misli se na puni, satuirani model
Maximum - najvec´a vrijednost
Median-medijan
Mean-ocˇekivanje
Minimum - najmanja vrijednost
Likelihood Ratio (χ2) - omjer vjerodostojnosti χ2 testa da je barem jedan od parametara u
regresijskom modelu razlicˇiti od 0
OR (odds ratio) - omjer sˇansi
ROC curve - ROC krivulja
Sensitivity-osjetljivost
Specificity-specificˇnost
Std Dev - standardna devijacija
Tolerance - tolerancija
Variance Inflation - inflacija varijance
Wald χ2 - vrijednost testne statistike za hipotezu da je vrijednost procijenjenog parametra
0 ako su ostale varijable u modelu
Uvod
Rak dojke je najcˇesˇc´a zloc´udna bolest zˇena u razvijenom svijetu, iako, vrlo rijetko, od raka
dojke mogu oboljeti i musˇkarci. Manifestira se pojavom nove tvorbe u podrucˇju dojke.
Skoro polovica zˇena koje obole od raka dojke razvije metastatsku bolest. Oko trec´inu svih
malignih tumora kod zˇena cˇini upravo rak dojke. U Hrvatskoj je stopa incidencije (broj no-
vooboljelih na 100 000 stanovnika) visˇa nego u Europi i ima trend rasta. Takoder, rak dojke
je visoko zastupljen medu uzrocima smrti kod zˇena. To je postao javnozdravstveni problem
i veliki se napori ulazˇu kako u ranom otkrivanju te bolesti, tako i u njenom lijecˇenju. Rak
dojke je najcˇesˇc´a zloc´udna (maligna) bolest u zˇena. U oko 80% novih slucˇajeva bolest
bude otkrivena u fazi ranog raka, a oko 20% u trenutku postavljanja dijagnoze bolest vec´
bude u uznapredovaloj fazi. Prema podacima Registra za rak, Zavoda za javno zdravs-
tvo Republike Hrvatske godisˇnje od raka dojke oboli preko 2500 zˇena. Prema posljednim
dostupnim epidemiolosˇkim podacima rak dojke je trec´i uzrok smrti u zˇenskoj populaciji
u 2012. (iza ishemijske bolesti srca i cerebrovaskularne bolesti). Stopa smrtnosti od raka
dojke u Hrvatskoj je medu najvisˇima u Europi. 2012 godine preko 1000 zˇena umrlo je od
raka dojke.[9]
U ovom radu c´emo koristec´i model logisticˇke regresije napraviti prediktivni model ma-
lignosti tumora dojke koristec´i podatke ”Breast Cancer Wisconsin (Diagnostic) Data Set“.
Podatke je prikupio dr. William H. Wolber (University of Wisconsin Hospitals, Madi-
son). Podatci sadrzˇe 699 opservacija i 11 varijabli, odnosno atributa, a to su: Identifikacij-
ski broj uzorka, Debljina grumena, Uniformnost velicˇine stanice, Uniformnost stanicˇnog
oblika, Marginalna adhezija, Velicˇina epitelne stanice, Gole jezgre, Normalan kromatin,
Normalne jezgrice, Mitoza i Razred. Atributi su dobiveni iz digitalizirane slike tkiva uze-
tog pri punkcijsko-aspiracijskoj biopsiji. [7]
Podatke c´emo obradivati u statististicˇkom programu SAS.
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Poglavlje 1
Logisticˇka regresija
1.1 Regresijska analiza
Regresijska analiza je metoda ispitivanja ovisnosti jedne (zavisne) varijable o jednoj ili visˇe
drugih (nezavisnih) varijabli. Jedan od rezultata regresijske analize jest regresijski model.
Regresijski model je matematicˇka jednadzˇba koja kvantificira povezanost izmedu zavisne
i nezavisne, odnosno zavisne i nezavisnih varijabli. Varijablu odaziva ili zavisnu varijablu
oznacˇavamo s y, dok varijablu poticaja ili nezavisnu varijablu oznacˇavamo s x.
Povezanost izmedu zavisne i nezavisne varijable mozˇe biti linearna i u tom slucˇaju
govorimo o linearnoj regresiji.[5]
Slika 1.1: Primjer linearne regresije
izvor:http://www.biostathandbook.com/linearregression.html,2017
3
POGLAVLJE 1. LOGISTICˇKA REGRESIJA 4
1.2 Linearna regresija
Kod linearne regresije povezanost izmedu zavisne i nezavisne varijable opisana je jed-
nadzˇbom pravca. Pravac koji najbolje opisuje povezanost tih dviju varijabli odredimo tako
da iz skupa svih pravaca odaberemo pravac cˇija je suma odstupanja svake tocˇke od pravca
najmanja (metoda najmanjih kvadrata).
Promotrimo jednodimenzionalni linearni model
y = β0 +
p∑
k=1
βkxk + ε
gdje su:
• x1, x2, ..., xp- varijable poticaja ili nezavisne varijable
• ε - slucˇajna gresˇka
• y - varijabla odaziva ili zavisna varijabla
• β0, β1, ..., βp- parametri modela
Linearan model u kojemu je p=1 zovemo univarijatna linearna regresija, dok se model u
kojemu je p >1 naziva multivarijatna linearna regresija.
U primjeni imamo visˇe opazˇanja pa to zapisujemo:
y = β0 +
p∑
k=1
βkxki + εi, i = 1, 2, ..., n
gdje pretpostavljamo da su gresˇke ε1, ..., εn nezavisne s distribucijom N(0,σ2).
Krac´e to zapisujemo u matricˇnom obliku
Y = Xb + ε
Pritom je:
• Y = (y1, ..., yn)T
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• ε = (ε1, ..., εn)T ∼ N(0, σ2II)
• b = (β0, ..., βp)T
• X =

1 x11 . . . x1p
1 x21 . . . x2p
. . . . . .
. . . . . .
. . . . . .
1 xn1 . . . xnp

Ako zˇelimo minimizirati
‖ε‖2 = ‖Y − Xb‖2
po b dobivamo da je najbolja ocjena za b
bˆ = (XT X)−1XT Y
(uz uvjet da je XT X regularna)
Procijenjene vrijednosti tada su jednake
Yˆ = Xbˆ = X(XT X)−1XT Y
gdje je H = X(XT X)−1XT
a ostaci
ε = Y − Yˆ(II −H)Y
Glavne pretpostavke koje opravdavaju korisˇtenje linearnog regresijskog modela u svrhu
analize podataka i predvidanja su:
• linearni odnos izmedu varijabli poticaja i odaziva
• nekoreliranost varijable poticaja i gresˇke
• nezavisnost gresˇaka (nekoreliranost povlacˇi nezavisnost)
• homogenost gresˇaka
• normalna distribuiranost gresˇaka
Ukoliko neka od pretpostavki nije opravdana, nasˇa previdanja mogu biti nevaljana.[5],[6]
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1.3 Linearna regresija i dihotomna zavisna varijabla
Kao sˇto je vec´ navedeno, pretpostavke linearne regresije su:
1. yi = β0 + β1xi + εi
2. E(εi) = 0
3. var(εi) = σ2
4. cov(εi, ε j) = 0
5. εi ∼ N(0, σ2)
Radi jednostavnosti pokazati c´emo za jednu nezavisnu varijablu x za koju pretpostav-
ljamo da je fiksna. Indeksi ı predstavljaju razlicˇite cˇlanove uzorka. Pretpostavke 2, 3 i 4
poznate su i kao Gauss-Markovljevi uvjeti.
Pretpostavka 1 kazˇe da je y linearna funkcija od x plus slucˇajna gresˇka (sˇum) ε za sve
cˇlanove uzorka. Sve ostale pretpostavke govore nesˇto o distribuciji slucˇajne gresˇke ε .
Pretpostavka 2 kazˇe da E(εi) ne ovisi o xi sˇto implicira da su xi i εi nekorelirane za svaki ı.
Pretpostavka 3, znana i kao homoskedasticˇnost (postojanost varijance), kazˇe da je varijanca
od ε jednaka za sve obzervacije.
Pretpostavka 4 kazˇe da su slucˇajne gresˇke razlicˇitih obzervacija medusobno nekorelirane.
Konacˇno, pretpostavka 5 kazˇe da su slucˇajne gresˇke normalno distribuirane.
Ako su pretpostavke zadovoljene procijenitelji od β0 i β1 su nepristrani i imaju minimalnu
varijabilnost kroz ponavljanje uzorka.
Sada pretpostavimo da je y dihotomna varijabla s moguc´im vrijednostima 0 i 1. I dalje je
razumno tvrditi da pretpostavke 1, 2 i 4 vrijede. No ako su 1 i 2 vrijede, tada 3 i 5 nuzˇno
ne vrijede.
Prvo promotrimo pretpostavku 5.
Pretpostavimo da je yi = 1. Tada pretpostavka 1 implicira da je
εi = 1 − β0 − β1x1
Obrnuto, ako je yi = 0 tada je
εi = −β0 − β1x1
Buduc´i da εi poprima samo 2 vrijednosti nemoguc´e je da ima normalnu razdiobu (nor-
malna razdioba ima kontinuirane vrijednosti bez donje i gornje granice). Pa slijedi da
pretpostavku 5 moramo odbaciti.
Promotrimo sada pretpostavku 3. Ocˇekivanje od yi je po definiciji
E(yi) = 1 × P(yi = 1) + 0 × P(yi = 0)
Ako definiramo pi = P(yi = 1) slijedi da je E(yi) = pi
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(Generalno, za sve pomoc´ne (engl. dummy) varijable, njihova ocˇekivana vrijednost
jednaka je vjerojatnosti da su jednake 1)
Pretpostavke 1 i 2 takoder impliciraju
E(yi) = E
[
β0 + β1x]
= E
[
β0
]
+ E
[
β1xi
]
+ E [εi]
= β0 + β1xi
Pa slijedi da je piβ0 + β1xi + εi.
Ovaj izraz se ponekad naziva linearni vjerojatnosni model, odnosno vjerojatnost da je y = 1
je linearna funkcija od x.
Promotrimo sada varijancu od εi. Buduc´i da x tretiramo kao fiksnu varijablu, varijanca od
εi je jednaka varijanci od yi. (Generalno varijanca pomoc´ne varijable je pi(1 − pi). Slijedi:
var(εi) = pi(1 − pi) = (β0 + β1xi)(1 − β0 − β1xi)
Ocˇito, varijanca od εi mora biti razlicˇita za razlicˇite obzervacije i uglavnom varira kao
funkcija od x.
Pokazali smo da dihotomna zavisna varijabla u linearnoj regresiji krsˇi pretpostavke ho-
moskedasticˇnosti i normalnosti gresˇke. Koje su posljedice toga? I nisu tako ozbiljne.
1. Nisu nam potrebne sve pretpostavke kako bismo dobili nepristrane procjenitelje.
Ako su zadovoljene samo pretpostavke 1 i 2 metodom najmanjih kvadrata c´emo dobiti ne-
pristrane procjenitelje za β0 i β1
2. Uvjet normalnosti nije potreban ako je uzorak relativno velik. Centralni granicˇni
teorem osigurava da procijenjeni parametri imaju distribuciju koja je aproksimativno nor-
malna ikao slucˇajna gresˇka nije normalno distribuirana. To znacˇi da josˇ uvijek mozˇemo
koristiti tablicu normalne razdiobe za racˇunanje p-vrijednosti i pouzdanih intervala. No
ako je uzorak malen dobivene vrijednosti mogu biti losˇe.
Krsˇenje homoskedasticˇnosti ima 2 nezˇeljene posljedice. Prvo, procijenjeni parametri
nisu visˇe dovoljno dobri, odnosno postoje alternativne metode procjene paramaetara s ma-
njom standardnom devijacijom. Drugo i ozbiljnije, procjene standardne devijacije nisu visˇe
konzistentni procjenitelji prave standardne devijacije. To znacˇi da procjena standardne de-
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vijacije mozˇe biti pristrana, a buduc´i da standardnu devijaciju koristimo u racˇunanju testne
statistike, testna statistika takoder mozˇe biti pristrana.
Kao dodatak ovim tehnicˇkim problemima postoji jedan fundamentalniji problem s pret-
postavkama linearnog modela. Pokazali smo da za dihotomnu zavisnu varijablu pretpos-
tavke 1 i 2 impliciraju linearan vjerojatnosni model
pi = β0 + β1xi
Iako nema nisˇta krivo u ovom modelu, on je nerealan, pogotovo ako je x kontinuirana
varijabla. Ako x nema gornju ili donju granicu tada za bilo koju vrijednost od β postoje
vrijednosti od x za koje je pi ili vec´e od 1 ili manje od 0 sˇto je nemoguc´e buduc´i da je pi
vjerojatnost.
Zbog ovakvih problema s linearnom regresijom statisticˇari su razvili alternativne pris-
tupe koji konceptualno imaju visˇe smisla i imaju bolja statisticˇka svojstva. Najpopularnij
pristup je logisticˇka regresija u kojoj se procjene rade metodom maksimalne vjerodostoj-
nosti (engl. maximum likelihood).[3]
1.4 Logisticˇka regresija - osnovni pojmovi
Logisticˇka regresija je u osnovi regrsijski model cˇija zavisna varijabla je kategorijska. U
njegovoj najrasˇirenijoj primjeni, zavisna varijabla je jednostavna dihotomna, dok neza-
visne varijable mogu biti ili kvantitativne ili kategorijske. Logisticˇka regresija se mozˇe
generalizirati i primjenjivati za zavisne varijable koje imaju visˇe od dvije kategorije, bile
one poredane ili neporedane.
Logisticˇka funkcija definirana je sa
p(x) =
1
1 + e−x
(1.1)
gdje je x ∈ 〈−∞,∞〉 , a p(x) ∈ 〈0, 1〉 .
Logit funkcija je funkcija inverzna logisticˇkoj. Odnosno:
logit(p(x)) = log
[
p(x)
1 − p(x)
]
= log(p(x)) − log(1 − p(x)) (1.2)
gdje je p ∈ 〈0, 1〉, a logit(p) ∈ 〈−∞,∞〉. [5]
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1.5 Sˇansa i logit transformacija
Sˇansa (engl. odds) nekog dogadaja je omjer ocˇekivanog broja puta kada c´e se dogadaj do-
goditi naspram ocˇekivanog broja puta kada se dogadaj nec´e dogoditi. Postoji jednostavna
veza izmedu vjerojatnosti i sˇanse. Ako je p(x) vjerojatnost nekog dogadaja i odds sˇansa
dogadaja tada je
odds =
p(x)
1 − p(x) =
vjerojatnost da se dogadaj dogodio
vjerojatnost da se dogadaj nije dogodio
p(x) =
odds
1 + oods
Tablica 1.1: Odnos izmedu vjerojatnosti i sˇanse
Primijetimo da sˇansa manja od 1 odgovara vjerojatnosti manjoj od 0.5, dok sˇansa vec´a
od 1 odgovara vjerojatnosti vec´oj od 0.5. Kao i vjerojatnost, sˇansa ima donju granicu 0 ali
nema gornju granicu.
Kod linearnog vjerojatnosnog modela vjerojatnost je ogranicˇena s 0 i 1. Zato ju tran-
sformiramo kako bismo maknuli granice. Transformiranjem vjerojatnosti u sˇansu micˇemo
gornju granicu, a logaritmiranjem donju.
Ako govorimo o univarijatnom logisticˇkom modelu slijedi da je
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log(odds) = log
[
p(x)
1 − p(x)
]
= logit(p(x)) = β0 + β1x (1.3)
Slika 1.2: Logit transformacija
Sada imamo da je ocˇekivanje od y uz uvjet x jednako E[ y | x] = β0 + β1x . No, buduc´i
da je y dihotomna varijabla vrijedi E[ y | x] = p(x), sˇto povlacˇi
eβ0+β1 x
1 + eβ0+β1 x
= p(x) =
1
1 + e−(β0+β1 x)
(1.4)
logit(p(x)) = ln
[
p(x)
1 − p(x)
]
= β0 + β1x (1.5)
p(x)
1 − p(x) = e
β0+β1 x (1.6)
p(x) =
eβ0+β1 x
1 + eβ0+β1 x
(1.7)
Analogno vrijedi i za multivarijatni logisticˇki model. Tada je
logit(p(x)) = log
[
p(x1, x2, ..., xk)
1 − p(x1, x2, ..., xk)
]
= β0 + β1x1 + β2x2 + ... + βkxk (1.8)
gdje je k broj nezavisnih varijabli u modelu.
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p(x1, x2, ..., xk) =
eβ0+β1 x1+β2 x2+...+βk xk
1 + eβ0+β1 x1+β2 x2+...+βk xk
=
1
1 + e−(β0+β1 x1+β2 x2+...+βk xk)
(1.9)
[5]
1.6 Testiranje adekvatnosti modela (engl. Goodness of fit)
Za razliku od linearne regresije gdje metodom najmanjih kvadrata minimiziramo kva-
drirane reziduale, kod logisticˇke regresije koristimo metodu maksimalne vjerodostojnosti
(oznaka ML). Kod ML metode trazˇimo najmanje moguc´e odstupanje (engl. Deviance)
(oznaka D) izmedu opazˇenih vrijednosti y i prediktivnih vrijednosti yˆ koristec´i iterativne
racˇunalne metode sve dok ne dobijemo najmanje moguc´e odstupanje. Jednom kada se nade
najbolje rjesˇenje to odstupanje zovemo Deviance ili -2LogLikelihood ili Likelihood ratio
Oznacˇimo sa yˆ ML procjenu od y, a sa pˆ(x) procjenu od p(x). Takoder, neka je β =
(β0, β1), pri cˇemu su β0 i β1 parametri univarijatnog logisticˇkog modela. Sa L oznacˇimo
vjerodostojnost (engl. Likelihood).
L(β) =
n∏
i=1
[
p(xi)yi(1 − p(xi))1−yi
]
(1.10)
pri cˇemu su (xi, yi), ı = 1, . . . ,n promatrane vrijednosti. Princip ML metode jest da pro-
cjena parametara β maksimizira izraz L(β). Oznacˇimo sa LL Log-likelihood, tj log(L(β)).
LL(β) =
n∑
i=1
[
yiln(p(xi)) + (1 − yi)ln(1 − p(xi))] (1.11)
Maksimiziramo tako da p(x), koja je definirana sa β0 i β1 parcijalno deriviramo po β0 i
β1.
n∑
i=1
[
yi − p(xi)] = 0
n∑
i=1
xi
[
yi − p(xi)] = 0
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Slijedi
D = −2ln
[
Likelihood modela
Likelihood satuiranog modela
]
= −2
n∑
i=1
[
yiln
( pˆ(xi)
yi
)
+ (1 − yi)ln
(1 − pˆ(xi)
1 − yi
)]
= χ2
Saturirani model je model koji sadrzˇi onoliko parametara koliko ima podataka.
Kada zˇelimo testirati razliku modela sa i bez varijabli (prediktora) koristimo G statis-
tiku. To je slicˇo kao i R2 kod linearne regresije samo sˇto tamo dodavanjem nove varijable
koja pospjesˇuje model povec´avamo R2, dok ovdje ocˇekujemo da se Deviance smanji.
G = D(model bez varijabli) − D(model sa k varijabli)
= −2LL(0) − (−2LL(k))
= −2ln
[
L(0)
L(k)
]
≈ χ2(k)
1.7 Interpretacija parametara
g(x) = logit(p(x)) = ln
[
p(x)
1 − p(x)
]
= β0 + β1x (1.12)
g(x + 1) = β0 + β1(x + 1) (1.13)
g(x + 1) − g(x) = β1 (1.14)
logit(p(x + 1)) − logit(p(x)) = β1 (1.15)
log(odds(p(x + 1))) − log(odds(p(x))) = β1 (1.16)
log
(odds(p(x + 1))
odds(p(x))
)
= β1 (1.17)
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Uzmimo za primjer logisticˇku regresiju s dihotomnom zavisnom i nezavisnom varija-
blom. Sada je
x = 1 odds =
p(1)
1 − p(1)
x = 0 odds =
p(0)
1 − p(0)
g(1) − g(0) = ln
[
odds(p(1))
odds(p(0))
]
= ln
 p(1)1−p(1)p(0)
1−p(0)

= ln(OR) = β1 ⇒ OR = eβ1
Pritom oznakom OR oznacˇavamo omjer sˇansi (engl. odds ratio).
Za kontinuirane nezavisne varijable
g(x + 1) − g(x) = β1
β1 pokazuje promjenu u log oddsu za pomak nezavisne varijable x za 1. Analogno tome,
pomak u log oddsu za pomak nezavisne varijable x za konstantu c jednak je
g(x + c) − g(c) = cβ1
OR(c) = OR(x + c, x) = ecβ1
β0 ili intercept je ocˇekivana vrijednost zavisne varijable y kada je x=0. [5]
1.8 Testiranje znacˇajnosti parametara
Kod univarijatnog logisticˇkog modela testiramo hipoteze:
H0 : β1 = 0
H1 : β1 , 0
Za parametar β1 kazˇemo da je statisticˇki znacˇajan ako se on statisticˇki znacˇajno razli-
kuje od 0. Ako je on priblizˇno jednak nuli, tada nezavisna varijabla nije statisticˇki znacˇajna
i njezin utjecaj na zavisnu varijablu je zanemariv.
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Kod multivarijatnog logisticˇkog modela testiramo hipoteze:
H0 : β1 = β2 = ... = βk = 0
H1 : bar jedan βi , 0, ı = 1, 2, ...k
Slicˇno kao i kod univarijatnog logisticˇkog modela, za parametare β1, β2, ..., βk multiva-
rijatnog logisticˇkog modela kazˇemo da su statisticˇki znacˇajni ako se statisticˇki znacˇajno
razlikuju od 0.
Najcˇesˇc´e korisˇtena razina znacˇajnosti za odredivanje statisticˇke znacˇajnosti parametara
je α = 5%. I to je upravo razina znacˇajnosti koju c´emo koristiti prilikom obrade podataka.
Ako je p-vrijednost < α, tada odbacujemo H0 u korist alternative H1 te kazˇemo da je
nezavisna varijabla statisticˇki znacˇajna na razini znacˇajnosti α. Ako je p-vrijednost > α,
tada ne mozˇemo odbaciti H0 u korist alternative H1 te kazˇemo da nezavisna varijabla nije
statisticˇki znacˇajna na razini znacˇajnosti α. [5]
1.9 Konvergencija i separabilnost
Kao sˇto je vec´ recˇeno procjena ML metodom je iterativni proces uspjesˇnih aproksimacija.
Kada je promjena u procjenama parametara izmedu 2 iteracije dovoljno malena iteracije
prestaju i kazˇemo da je algoritam iskonvergirao. Uglavnom ovaj proces prolazi relativno
glatko, no ponekad procedura ne konvergira. Razlog tome mogu biti potpuna separabilnost
i kvazi-potpuna separabilnost. [3] [8]
Potpuna separabilnost
Potpuna separacija dogada se kada zavisna varijabla savrsˇeno odvaja nezavisnu varijablu
ili kombinaciju nezavisnih varijabli. Albert i Anderson (1984) definirali su to kao ”postoji
vektor koji tocˇno alocira sve opservacije njihovoj grupi”. Pogledajmo na primjeru
y x1 x2
0 1 3
0 2 2
0 3 -1
0 3 -1
1 5 2
1 6 4
1 10 1
1 11 0
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U gornjoj tablici y je zavisna varijabla, a x1i x2 nezavisne. Vidimo da opservacije kod
kojih je y=0 sve imaju vrijednosti x1 ≤ 3, dok opservacije kod kojih je y = 1 sve imaju
vrijednosti x1 > 3. Drugim rijecˇima y savrsˇeno razdvaja x1. Kada pokusˇamo koristiti lo-
gisticˇku regresiju na takvim podatcima, ML za β1 (koeficijent uz x1) ne postoji. Preciznije,
sˇto je β1 vec´i, vec´i je i likelihood, odnosno β1 c´e biti∞. [8]
Kvazi-potpuna separabilnost
Kvazi-potpuna separabilnost dogada se kada zavisna varijabla razdvaja nezavisnu varijablu
ili kombinaciju nezavisnih varijabli do odredene razine.
y x1 x2
0 1 3
0 2 0
0 3 -1
0 3 4
1 3 1
1 4 0
1 5 2
1 6 7
1 10 3
1 11 4
Zavisna varijabla y odvaja nezavisnu varijablu x1 poprilicˇno dobro, osim kada je x1 = 3.
Kao i kod potpune separabilnosti, kada koristimo logisticˇku regresiju na takvim podacima
ML od β1 ne postoji. [8]
1.10 SAS procedure
Backward, Forwar i Stepwise
Postupno ukljucˇivanje (engl. Forward)
Metoda pocˇinje samo sa interceptom, i zatim u svakom koraku dodaje varijablu koja naj-
bolje maksimizira fit modela. Proces zavrsˇava kada se visˇe ne mozˇe postic´i znacˇajno po-
boljsˇanje dodavanjem varijable.
Postupno iskljucˇivanje (engl. Backward)
Metoda pocˇinje s punim modelom koji ukljucˇuje sve nezavisne varijable. Zatim eliminira
iz modela varijablu po varijablu koja ima najmanji doprinos adekvatnosti modela.
Postupno ukljucˇivanje i iskljucˇivanje (engl. Stepwise)
Ova metoda je kombinacija postupnog ukljucˇivanja i postupnog iskljucˇivanja. Pocˇinje kao
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metoda postupnog ukljucˇivanja, samo sˇto varijabla koja je bila u modelu ne mora tamo i
ostati.[5]
ROC krivulja
Definirajmo da se dogadaj dogodio s 1, a da se nije dogodio s 0. Za par opservacija s
razlicˇitim odgovorima, kazˇemo da su uskladene (engl. concordant) ako opservacija koja
ima visˇe rangirani odgovor (npr. 2 ”dogadaj se ne dogodi”), ima nizˇu prediktivnu vjerojat-
nost da se dogadaj dogodi od opservacije s nizˇe rangiranim odgovorom (npr. 1 ”dogadaj se
dogodi”). Za par opservacija s razlicˇtim odgovorima, kazˇemo da su neuskladene (engl. dis-
cordant) ako opservacija koja ima visˇe rangirani odgovor, ima visˇu prediktivnu vjerojatnost
da se dogadaj dogodi od opservacije s nizˇe rangiranim odgovorom. Ako par opservacija
nije ni uskladen ni neuskladen, kazˇemo da imaju jednak odgovor (engl. tie).
c =
nc + 0.5(t − nc − nd)
t
gdje je t broj parova s razlicˇitim vrijednostima odgovora, nc broj concordant parova, a
nd broj discordant parova. c zapravo predstavlja povrsˇinu ispod ROC krivulje (povrsˇinu
ispod ROC krivulje ponekad nazivamo i c-statistika). ROC krivulja (engl. receiver opera-
ting charasteristic curve) je cˇesto korisˇtena metoda za ispitivanje valjanosti dijagnosticˇkog
testa. Valjanost dijagnosticˇkog testa je slozˇeni pokazatelj i ima dvije komponente: osjet-
ljivost i specificˇnost. Osjetljivost testa je proporcija dobro detektiranih bolesnih osoba od
sveukupnog broja bolesnih, a specificˇnost testa je proporcija zdravih osoba koje su dobro
detektirane kao zdrave, od ukupnog broja zdravih osoba. ROC krivulja prikazuje odnos
proporcija lazˇno pozitivnih (1-specificˇnost) i stvarno pozitivnih (osjetljivost). Povrsˇina is-
pod ROC krivulje (odnosno c) je mjera tocˇnosti testa.
Npr, ako u proceduri dobijemo da je c=0.897, to tumacˇimo da je 89.7% bolesti objasˇnjeno
modelom.[5], [4]
Poglavlje 2
Modeliranje malignosti tumora dojke
logisticˇkom regresijom
2.1 Opis podataka
Termin tumor odnosi se na grupu bolesti kod kojih stanice abnormalno rastu. Takoder
tumor mozˇemo definirati kao ”maligna neoplazma”. Neoplazma znacˇi novi rast. Masa
tkiva koja se formira kao rezultat abnormalnog, pretjeranog, nekordiniranog, autonom-
nog i besmislenog povec´anja broja stanica naziva se tumor. Grana znanosti koja se bavi
proucˇavanjem tumora naziva se onkologija (lat. oncos=tumor, logos=ucˇenje). Tumori
mogu biti benigni ili maligni. Benigni tumori ne napadaju i ne sˇire se na druge dijelove ti-
jela, niti unisˇtavaju tkivo unutar kojeg se stvaraju. Maligni tumori su suprotno od benignih.
Oni se sˇire na druge dijelove tijela, te napadaju i unisˇtavaju tkivo koje ih okruzˇuje. Podatci
koje c´emo obraditi sastoje se od 699 biopsijskih uzoraka tumora dojke. Podatci su preuzeti
sa stranice https ://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin + (Diagnos-
tic), 2017. godine, a prikupio ih je Dr. William H. Wolberg (University of Wisconsin
Hospitals, Madison, USA). Dobiveni su iz digitalizirane slike tkiva uzetog pri punkcijsko-
aspiracijskoj biopsiji dojke. Prikupljani su u razdoblju od 1989-1991. godine u nekoliko
faza.
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Slika 2.1: Prikaz tkiva uzetog pri punkcijsko-aspiracijskoj biopsiji
Svaki uzorak sastoji se od 11 varijabli. A to su : Identifikacijski broj uzorka (engl.
Sample code number), Debljina grumena (engl. Clump Thickness ), Uniformnost velicˇine
stanice (engl. Uniformity of Cell Size), Uniformnost stanicˇnog oblika (engl. Uniformity
of Cell Shape), Marginalna adhezija (engl. Marginal Adhesion), Velicˇina epitelne stanice
(engl. Single Epithelial Cell Size), Gole jezgre (engl. Bare Nuclei), Normalan kromatin
(engl. Bland Chromatin), Normalne jezgrice (engl. Normal Nucleoli), Mitoza (engl. Mito-
ses) i Razred (engl. Class).
• Identifikacijski broj uzorka: oznaka uzorka pomoc´u koje raspoznajemo o kojem se
uzorku radi
• Debljina grumena: Benigne stanice se uglavnom grupiraju u jednom sloju, dok se
maligne stanice cˇesto grupiraju u visˇe slojeva.
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• Uniformnost velicˇine stanice/Uniformnost stanicˇnog oblika: Stanice raka imaju ten-
denciju da variraju u velicˇini i obliku. Iz tog razloga su svojstva velicˇine i oblika
stanice vazˇna u determiniranju malignosti.
• Marginalna adhezija: Normalne stanice se drzˇe skupa, dok stanice raka gube tu spo-
sobnost. Iz tog razloga je gubitak adhezije znak malignosti.
• Velicˇina epitelne stanice: Povec´ane epitelne stanice mogu biti znak malignosti.
• Gole jezgre: Termin koji se koristi za jezgre koje nisu okruzˇene citoplazmom (osta-
tak stanice). Uglavnom ih vidamo kod benignih tumora.
• Normalan kromatin: Opisuje uniformnu teksturu jezgre koju cˇesto vidamo kod be-
nignih stanica. Kromatin je uglavnom povec´an kod malignih stanica.
• Normalne jezgrice: Jezgrice su malene strukture koje se nalaze u jezgri. Kod normal-
nih stanica jezgrice su uglavnom vrlo malene, ako su uopc´e vidljive. Kod malignih
stanica jezgrice su istaknutije.
• Mitoza- dijeljenje jezgre: Proces se naziva podjela stanice i sastoji se od 4 faze. To
su: profaza, prometafaza, metafaza, anafaza i telofaza. Abnormalno velika podjela
stanica je cˇesto znak malignosti.
• Varijabla Razred ima 2 vrijednosti i govori nam je li uzorak maligni (1) ili benigni
(0).
Ukupno imamo 458 (65.5%) benignih i 241 (34.5%) malignih uzoraka. Na temelju
misˇljenja citologa svakoj od varijabli dodijeljena je vrijednost od 1-10. Da bi bilo jasnije
prikazati c´emo to u tablici.
Identifikacijski broj uzorka identifikacijski broj
Debljina grumena 1-10
Uniformnost velicˇine stanice 1-10
Uniformnost stanicˇnog oblika 1-10
Marginalna adhezija 1-10
Velicˇina epitelne stanice 1-10
Gole jezgre 1-10
Normalan kromatin 1-10
Normalne jezgrive 1-10
Mitoza 1-10
Razred 0-benigni, 1-maligni
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Tablica 2.1: Deskriptivna statistika za analizu varijabli (ispis iz SASa)
Slika 2.2: Distribucija logaritmiranih podataka za Debljinu grumena (ispis iz SASa)
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Slika 2.3: Distribucija logaritmiranih podataka za Uniformnost velicˇine stanice (ispis iz
SASa)
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Slika 2.4: Distribucija logaritmiranih podataka za Uniformnost stanicˇnog oblika (ispis iz
SASa)
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Slika 2.5: Distribucija logaritmiranih podataka za Marginalnu adheziju (ispis iz SASa)
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Slika 2.6: Distribucija logaritmiranih podataka za Velicˇinu epitelne stanice (ispis iz SASa)
POGLAVLJE 2. MODELIRANJE MALIGNOSTI TUMORA DOJKE LOGISTICˇKOM
REGRESIJOM 25
Slika 2.7: Distribucija logaritmiranih podataka za Gole jezgre (ispis iz SASa)
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Slika 2.8: Distribucija logaritmiranih podataka za Normalan kromatin (ispis iz SASa)
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Slika 2.9: Distribucija logaritmiranih podataka za Normalne jezgrice (ispis iz SASa)
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Slika 2.10: Distribucija logaritmiranih podataka za Mitozu (ispis iz SASa)
Prema slikama 2.2 do 2.10 vidimo da podatci nisu normalno distribuirani. Takoder vi-
dimo da se distribucija malignih i benignih tumora znacˇajno razlikuje za sve varijable.[7],[1],[2]
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2.2 Univarijatna logisticˇka regresija
Za svaku od nezavisnih varijabli c´emo provesti univarijatnu logisticˇku regresiju. Na taj
nacˇin c´emo odrediti statisticˇku znacˇajnost svake varijable zasebno.
Procedura je iskonvergirala za sve varijable. Osnovne dobivene vrijednosti prikazane
su na donjim tablicama.
Tablica 2.2: Rezultati analize univarijatnih logisticˇkih modela (ispis iz SASa)
Kriterij konvergencije je zadovoljen za sve varijable. Iz tablice 2.2 vidimo da su dobi-
veni modeli statisticˇki znacˇajni, buduc´i da je χ2 ≥ 169, 446 za sve varijable, i p-vrijednost
<0,0001 za sve varijable.
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Tablica 2.3: Rezultati ML procjene parametara za univarijatne logisticˇke modele (ispis iz
SASa)
Iz tablice 2.3 vidimo da je p-vrijednost <0,0001 za sve varijable, pa mozˇemo zakljucˇiti
da su sve varijable statisticˇki znacˇajne na razini znacˇajnosti 5%.
Takoder, iz tablice 2.3 vidimo da jednadzˇbe dobivenih modela glase:
Za Debljinu grumena:
logit(p) = −5, 1602 + 0, 9355 · Debljina grumena
Za Uniformnost velicˇine stanice:
logit(p) = −4, 9602 + 1, 4887 · Uniformnost velicˇine stanice
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Za Uniformnost stanicˇnog oblika:
logit(p) = −5, 0618 + 1, 4068 · Uniformnost stanicˇnog oblika
Za Velicˇinu epitelne stanice:
logit(p) = −4, 7725 + 1, 3594 · Velicˇina epitelne stanice
Za Gole jezgre:
logit(p) = −3, 5221 + 0, 8593 · Gole jezgre
Za Normalan kromatin:
logit(p) = −5, 1932 + 1, 3228 · Normalan kromatin
Za Normalne jezgrice:
logit(p) = −2, 8853 + 0, 8592 · Normalne jezgrice
Za Mitozu:
logit(p) = −2, 4656 + 1, 349 ·Mitoza
Tablica 2.4: Procjene omjera sˇansi za univarijatne logisticˇke modele (ispis iz SASa)
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Josˇ jedan nacˇin na koji mozˇemo vidjeti koje varijable su statisticˇki znacˇajne je putem
95% pouzdanih intervala. Ako interval sadrzˇi jedinicu, varijabla nije statisticˇki znacˇajna.
Iz tablice 2.4 vidimo da niti jedan interval ne sadrzˇi jedinicu, pa zakljucˇujemo da su sve
varijable statisticˇki znacˇajne.
Vrijednosti u tablici 2.4 pod ”Procjena OR” predstavljaju omjer sˇanse prelaska tumora
iz benignog u maligni, uz prelazak nezavisne varijable iz nizˇe u visˇu kategoriju. Te vri-
jednosti dobivene su relacijom OR(x + 1, x) = eβ, gdje je β parametar modela. Stupac
”Procjena OR” u tablici 2.4 tumacˇimo na sljedec´i nacˇin:
• Povec´anje Debljine grumena za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 2,548 puta.
• Povec´anje Uniformnosti velicˇine stanice za 1 povec´ava omjer sˇanse za prelazak tu-
mora iz benignog u maligni za 4,431 puta.
• Povec´anje Uniformnosti oblika stanice za 1 povec´ava omjer sˇanse za prelazak tumora
iz benignog u maligni za 4,083 puta.
• Povec´anje Marginalne adhezije za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 2,627 puta.
• Povec´anje Velicˇine epitelne stanice za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 3,894 puta.
• Povec´anje Gole jezgre za 1 povec´ava omjer sˇanse za prelazak tumora iz benignog u
maligni za 2,362 puta.
• Povec´anje Normalnog kromatina za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 3,754 puta.
• Povec´anje Normalne jezgrice za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 2,361 puta.
• Povec´anje Mitoze za 1 povec´ava omjer sˇanse za prelazak tumora iz benignog u ma-
ligni za 3,854 puta.
Takoder, znacˇajnost varijable mozˇemo promotriti i crtanjem vjerojatnosti. To nam
omoguc´ava da jasnije vidimo koliko promjena u varijabli utjecˇe na malignost.
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Slika 2.11: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Debljinu grumena
(ispis iz SASa)
POGLAVLJE 2. MODELIRANJE MALIGNOSTI TUMORA DOJKE LOGISTICˇKOM
REGRESIJOM 34
Slika 2.12: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Uniformnost
velicˇine stanice (ispis iz SASa)
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Slika 2.13: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Uniformnost
stanicˇnog oblika (ispis iz SASa)
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Slika 2.14: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Marginalnu
adheziju (ispis iz SASa)
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Slika 2.15: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Velicˇinu epitelne
stanice (ispis iz SASa)
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Slika 2.16: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Gole jezgre (ispis
iz SASa)
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Slika 2.17: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Normalan
kromatin (ispis iz SASa)
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Slika 2.18: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Normalne
jezgrice (ispis iz SASa)
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Slika 2.19: Graficˇki prikaz vjerojatnosti pojavnosti malignog tumora za Mitozu (ispis iz
SASa)
Iz gornjih prikaza (slika 2.11 - slika 2.19) vidimo kako se povec´anjem nezavisne vari-
jable povec´ava vjerojatnost malignog tumora. Prema slici 2.19 vidimo da je najvec´i rast za
varijablu Mitoza.
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Pogledajmo sada ROC krivulje za univarijatne logisticˇke modele.
Slika 2.20: ROC krivulja za Debljinu grumena (ispis iz SASa)
c=0,9098, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 90,98%.
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Slika 2.21: ROC krivulja za Uniformnost velicˇine stanice (ispis iz SASa)
c=0,974, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 97,4%.
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Slika 2.22: ROC krivulja za Uniformnost stanicˇnog oblika (ispis iz SASa)
c=0,9735, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 97,35%.
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Slika 2.23: ROC krivulja za Marginalnu adheziju (ispis iz SASa)
c=0,8957, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 89,57%.
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Slika 2.24: ROC krivulja za Velicˇinu epitelne stanice (ispis iz SASa)
c=0,9219, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 92,19%.
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Slika 2.25: ROC krivulja za Normalan kromatin (ispis iz SASa)
c=0,9409, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 94,09%.
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Slika 2.26: ROC krivulja za Golu jezgru (ispis iz SASa)
c=0,949, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 94,9%.
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Slika 2.27: ROC krivulja za Normalne jezgrice (ispis iz SASa)
c=0,8897, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 88,97%.
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Slika 2.28: ROC krivulja za Mitozu (ispis iz SASa)
c=0,710, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 71%.
Prema slikama 2.20 do 2.28 vidimo da sve varijable imaju jako dobru prediktivnu
snagu za odredivanje malignosti tumora dojke. Najvec´u ima Uniformnost velicˇine stanice
(0,974), dok najmanju ima Mitoza (0,71).
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2.3 Multivarijatna logisticˇka regresija
U ovom poglavlju c´emo za sve nezavisne varijable iz baze provesti multivarijatnu lo-
gisticˇku regresiju. Na taj nacˇin c´emo odrediti statisticˇku znacˇajnost varijabli, tj. sta-
tisticˇku znacˇajnost pripadnih (procijenjenih) parametara. Kod multivarijatnog modela ko-
ristiti c´emo svih 9 varijabli. Podatci koji nas zanimaju prikazani su u tablicama ispod.
Tablica 2.5: Rezultati analize multivarijatnog logisticˇkog modela (ispis iz SASa)
Kriterij konvergencije je zadovoljen. Iz tablice 2.5 vidimo da je dobiveni model sta-
tisticˇki znacˇajan, buduc´i da je χ2 = 781, 4620) i p-vrijednost <0,0001.
Tablica 2.6: Rezultati ML procjene parametara za multivarijatni logisticˇki model (ispis iz
SASa)
Iz tablice 2.6 vidimo da je jednadzˇba dobivenog modela:
logit(p) = −10, 1037 + 0, 535 · Debljina grumena − 0, 00628 · Uniformnost velicˇine stanice
+ 0, 3227 · Uniformnost stanicˇnog oblika + 0, 3306 ·Marginalna adhezija
+ 0, 0966 · Velicˇina epitelne stanice + 0, 383 · Gole jezgre
+ 0, 4472 · Normalan kromatin + 0, 213 · Normale jezgrice
+ 0, 5348 ·Mitoza
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Varijable koje su statisticˇki znacˇajne na razini znacˇajnosti od 5% su varijable kojima je
p-vrijednost manja od 0.05. Iz tablice 2.6 vidimo da su to Debljina grumena, Marginalna
adhezija, Gole jezgre i Normalan kromatin.
Tablica 2.7: Procjene omjera sˇansi za multivarijatni logisticˇki model (ispis iz SASa)
Iz tablice 2.7 vidimo da su 95% pouzdani intervali koji ne sadrzˇe jedinicu intervali
vezani uz varijable Debljina grumena, Marginalna adhezija, Gole jezgre i Normalan kro-
matin. Pa zakljucˇujemo da su navedene varijable statisticˇki znacˇajne.
”Procjenu OR” za statisticˇki znacˇajne varijable iz tablice 2.7 tumacˇimo na sljedec´i
nacˇin:
• Povec´anje Debljine grumena za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 1,707 puta.
• Povec´anje Marginalne adhezija za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,392 puta.
• Povec´anje Gole jezgre za 1 povec´ava omjer sˇanse za prelazak tumora iz benignog u
maligni za 1,467 puta.
• Povec´anje Normalnog kromatina za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,564 puta.
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Slika 2.29: ROC krivulja za multivarijatni logisticˇki model
c=0,9963, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 99,63%.
2.4 Stepwise procedura
Podatke c´emo prikazati onim redoslijedom kojim su ulazili u model.
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Tablica 2.8: Rezultati analize stepwise procedure (ispis iz SASa)
Kriterij konvergencije je zadovoljen. Iz tablice 2.8 vidimo da je dobiveni model sta-
tisticˇki znacˇajan, buduc´i da je χ2 > 107, 144) za sve varijable i p-vrijednost <0.0001 za sve
varijable.
Tablica 2.9: Rezultati ML procjene parametara za stepwise proceduru (ispis iz SASa)
Iz tablice 2.10 vidimo da jednadzˇba dobivenog modela glasi:
logit(p) = −9, 767 + 0, 6225 · Debljina grumena + 0, 3495 · Uniformnost stanicˇnog oblika
+ 0, 3375 ·Marginalna adhezija + 0, 3785 · Gole jezgre
+ 0, 4713 · Normalan kromatin + 0, 2432 · Normalne jezgrice
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Tablica 2.10: Procjene omjera sˇansi za stepwise proceduru (ispis iz SASa)
Iz tablice 2.10 (stupac ”Procjena OR”) slijedi:
• Povec´anje Debljine grumena za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 1,864 puta.
• Povec´anje Uniformnosti stanicˇnog oblika za 1 povec´ava omjer sˇanse za prelazak
tumora iz benignog u maligni za 1,418 puta.
• Povec´anje Marginalne adhezije za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,401 puta.
• Povec´anje Gole jezgre za 1 povec´ava omjer sˇanse za prelazak tumora iz benignog u
maligni za 1,46 puta.
• Povec´anje Normalnog kromatina za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,602 puta.
• Povec´anje Normalne jezgrice za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 1,275 puta.
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Slika 2.30: ROC krivulja za stepwise proceduru
c=0,9959, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 99,59%.
2.5 Multikolinearnost
Buduc´i da se multivarijatni logisticˇki model i stepwise procedura razlikuju bilo bi zgodno
pogledati ima li koreliranosti medu varijablama. Ako su dvije ili visˇe varijabli medusobno
jako korelirane tesˇko je dobiti dobru procjenu njihovog utjecaja na zavisnu varijablu.
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Tablica 2.11: Multikolinearnost (ispis iz SASa)
Tolerancija se racˇuna tako da se radi regresijski model svake nezavisne varijable na sve
ostale nezavisne varijable, pritom racˇunajuc´i R2 i zatim se R2 oduzima od 1. Prema tome,
niska tolerancija odgovara visokoj multikolinearnosti. Iako ne postoji neko striktno pravilo
za toleranciju, sve znacˇajno manje od 0,3 trebalo bi biti zabrinjavajuc´e. Isto tako visoka
inflacija varijance (engl. variance inflation) odgovara viskoj multikolinearnosti. Inflacija
varijance je zapravo reciprocˇna vrijednost tolerancije. Govori nam koliko c´e se varijanca
koeficijenta ”napuhati” u odnosu na to kakva bi bila kada varijabla ne bi bila korelirana s
drugim varijablama. Slicˇno kao kod tolerancije, vrijednosti inflacije varijance vec´e od 4
trebale bi biti zabrinjavajuc´e. [3]
Prema tablici 2.11 vidimo da varijable Uniformnost velicˇine stanice i Uniformnost
stanicˇnog oblika imaju jako malenu toleranciju, pa mozˇemo zakljucˇiti da su te varijable
korelirane s nekim drugim varijablama.
Iako je uocˇiti multikolinearnost relativno lako, mnogo vec´i problem je sˇta ucˇiniti nakon
toga. Jedno od moguc´ih rjesˇenja je iskljucˇiti iz modela varijable koje najvisˇe doprinose
multikolinearnosti. No to ne znacˇi nuzˇno da c´e tada model biti dobar. No pogledajmo sˇto
c´emo dobiti u tom postupku.
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Tablica 2.12: Multikolinearnost nakon sˇto smo izbacili Uniformnost velicˇine stanice i Uni-
formnost stanicˇnog oblika iz modela (ispis iz SASa)
Prema tablici 2.12 vidimo da nakon izbacivanja Uniformnosti velicˇine stanice i Unifor-
mnosti stanicˇnog oblika iz modela visˇe nemamo multikolinearnosti.
Pogledajmo sada kako c´e izgledati multivarijatni logisticˇki model i stepwise procedura
nakon sˇto Uniformnost velicˇine stanice i Uniformnost stanicˇnog oblika izbacimo iz modela.
Multivarijatni model
Tablica 2.13: Rezultati analize multivarijatnog logisticˇkog modela (ispis iz SASa)
Kriterij konvergencije je zadovoljen. Iz tablice 2.13 vidimo da je dobiveni model statisticˇki
znacˇajan, buduc´i da je χ2 = 777, 687 i p-vrijednost <0,0001
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Tablica 2.14: Rezultati ML procjene parametara za multivarijatni logisticˇki model (ispis iz
SASa)
Prema tablici 2.14 jednadzˇba modela glasi:
logit(p) = −10, 5815 + 0, 6396 · Debljina grumena + 0, 3743 ·Marginalna adhezija
+ 0, 1684 · Velicˇina epitelne stanice + 0, 4342 · Gole jezgre
+ 0, 5237 · Normalan kromatin + 0, 2726 · Normale jezgrice
+ 0, 574 ·Mitoza
Takoder iz tablice 2.14 vidimo da su varijable koje su statisticˇki znacˇajne za nasˇ mo-
del: Debljina grumena, Marginalna adhezija, Gole jezgre, Normalan kromatin i Normalne
jezgrice.
Tablica 2.15: Procjena omjera sˇansi za multivarijatni logisticˇki model (ispis iz SASa)
95% pouzdani intervali koji ne sadrzˇe jedinicu, prema tablici 2.15 su intervali vezani
uz varijable: Debljina grumena, Marginalna adhezija, Gole jezgre, Normalan kromatin
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i Normalne jezgrice, pa opet zakljucˇujemo da su te varijable statisticˇki znacˇajne za nasˇ
model.
Iz tablice 2.15 (stupac ”Procjena OR”) za statisticˇki znacˇajne varijable slijedi:
• Povec´anje Debljine grumena za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 1,896 puta.
• Povec´anje Marginalne adhezije za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,454 puta.
• Povec´anje Gole jezgre za 1 povec´ava omjer sˇanse za prelazak tumora iz benignog u
maligni za 1,544 puta.
• Povec´anje Normalnog kromatina za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,688 puta.
• Povec´anje Normalne jezgrice za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 1,313 puta.
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Slika 2.31: ROC krivulja za multivarijatni logisticˇki model
c=0,9958, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 99,58%.
Stepwise model
Tablica 2.16: Rezultati analize stepwise procedure (ispis iz SASa)
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U tablici 2.16 varijable smo prikazali onim redoslijedom kojim su ulazile u model. Do-
biveni model je statisticˇki znacˇajan, buduc´i da je χ2 ≥ 543, 7224 za sve varijable i p-
vrijednost <0,0001 za sve varijable
Tablica 2.17: Rezultati ML procjene parametara za stepwise proceduru (ispis iz SASa)
Prema tablici 2.17 jednadzˇba modela glasi:
logit(p) = −10, 13065 + 0, 7413 · Debljina grumena + 0, 3952 ·Marginalna adhezija
+ 0, 4473 · Gole jezgre + 0, 5529 · Normalan kromatin
+ 0, 3342 · Normale jezgrice
Tablica 2.18: Procjena omjera sˇansi za stepwise proceduru (ispis iz SASa)
Iz tablice 2.18 (stupac ”Procjena OR”) slijedi:
• Povec´anje Debljine grumena za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 2,099 puta.
• Povec´anje Marginalne adhezije za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,485 puta.
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• Povec´anje Gole jezgre za 1 povec´ava omjer sˇanse za prelazak tumora iz benignog u
maligni za 1,564 puta.
• Povec´anje Normalnog kromatina za 1 povec´ava omjer sˇanse za prelazak tumora iz
benignog u maligni za 1,738 puta.
• Povec´anje Normalne jezgrice za 1 povec´ava omjer sˇanse za prelazak tumora iz be-
nignog u maligni za 1,397 puta.
Slika 2.32: ROC krivulja za stepwise proceduru
c=0,9955, dakle prediktivna snaga malignosti tumora ovim modelom iznosi 99,55%.
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2.6 Zakljucˇak
Iako smo putem univarijatnog logisticˇkog modela dobili da su sve varijable statisticˇki
znacˇajne, multivarijatni logisticˇki model i stepwise procedura pokazali su da to nije tako.
Unutar multivarijatnog logisticˇkog modela i stepwise procedure smo primijetili malene
razlike u varijablama koje smo dobili kao znacˇajne. Proucˇavajuc´i razlog toga zakljucˇili
smo da postoji koreliranost medu varijablama. Nakon sˇto smo uklonili korelirane varijable
iz modela, multivarijatni logisticˇki model i stepwise procedura dali su isti rezultat. Kod
multivarijatnog logisticˇkog modela (nakon uklanjanja koreliranih varijabli) varijabla Mi-
toza je na granici da bi usˇla u model. P-vrijednost joj je 0,073, a 95% pouzdani interval
skoro pa ne sadrzˇi jedinicu ([0,948, 3,325]). Kada bismo promatrali na razini znacˇajnosti
od 10% varijabla Mitoza bi sigurno usˇla u model. Varijable koje su statisticˇki znacˇajne
na razini znacˇajnosti 5% i koje ulaze u model su: Debljina grumena, Marginalna adhezija,
Gole jezgre, Normalan kromatin i Normalne jezgrice.
Poglavlje 3
Dodatak
3.1 SAS kod
/* Generated Code (IMPORT) */
/* Source File: pod.xlsx */
/* Source Path: /folders/myfolders/Zadace */
/* Code generated on: 8/30/17, 12:15 PM */
%web drop table(WORK.IMPORT);
FILENAME REFFILE ’/folders/myfolders/Zadace/pod.xlsx’;
PROC IMPORT DATAFILE=REFFILE
DBMS=XLSX
OUT=WORK.IMPORT;
GETNAMES=YES;
RUN;
PROC CONTENTS DATA=WORK.IMPORT; RUN;
%web open table(WORK.IMPORT);
data nova; set WORK.IMPORT;
if Class=4 then do; Class=1;end;
if Class=2 then do; Class=0;end;
run;
proc print data=nova;
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run;
data nova1;
set nova;
Debljina grumena = log( Debljina grumena );
Uniformnost velicine stanice = log(Uniformnost velicine stanice );
Uniformnost stanicnog oblika = log( Uniformnost stanicnog oblika );
Marginalna adhezija = log( Marginalna adhezija );
Velicina epitelne stanice = log( Velicina epitelne stanice );
Gole jezgre = log( Gole jezgre );
Normalan kromatin = log( Normalan kromatin );
Normalne jezgrice = log( Normalne jezgrice );
Mitoza = log( Mitoza );
run;
proc print data=nova1;
run;
proc ttest data=nova1;
class Class;
var Debljina grumena Uniformnost velicine stanice Uniformnost stanicnog oblika
Marginalna adhezija Velicina epitelne stanice Gole jezgre Normalan kromatin Normalne
jezgrice Mitoza;
run;
PROC MEANS DATA=nova n mean median std min max;
var Debljina grumena Uniformnost velicine stanice Uniformnost stanicnog oblika
Marginalna adhezija Velicina epitelne stanice Gole jezgre Normalan kromatin Normalne
jezgrice Mitoza;
run;
/*1*/
title” Univarijatna logisticka regresija-Clump Thickness”;
proc logistic data=nova descending;
model Class=Debljina grumena /lackfit rsq outroc=rocgraf;
run;
/*2*/
title” Univarijatna logisticka regresija-Uniformity of Cell Size”;
proc logistic data=nova descending;
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model Class=Uniformnost velicine stanice /lackfit rsq outroc=rocgraf;
run;
/*3*/
title” Univarijatna logisticka regresija-Uniformity of Cell Shape”;
proc logistic data=nova descending;
model Class=Uniformnost stanicnog oblika /lackfit rsq outroc=rocgraf;
run;
/*4*/
title” Univarijatna logisticka regresija-Marginal Adhesion”;
proc logistic data=nova descending;
model Class=Marginalna adhezija /lackfit rsq outroc=rocgraf;
run;
/*5*/
title” Univarijatna logisticka regresija-Single Epithelial Cell Size”;
proc logistic data=nova descending;
model Class=Velicina epitelne stanice /lackfit rsq outroc=rocgraf;
run;
/*6*/
title” Univarijatna logisticka regresija-Bare Nuclei”;
proc logistic data=nova descending;
model Class=Gole jezgre /lackfit rsq outroc=rocgraf;
run;
/*7*/
title” Univarijatna logisticka regresija-Bland Chromatin”;
proc logistic data=nova descending;
model Class=Normalan kromatin /lackfit rsq outroc=rocgraf;
run;
/*8*/
title” Univarijatna logisticka regresija-Normal Nucleoli”;
proc logistic data=nova descending;
model Class=Normalne jezgrice /lackfit rsq outroc=rocgraf;
run;
/*9*/
title” Univarijatna logisticka regresija-Mitoses”;
proc logistic data=nova descending;
model Class=Mitoza /lackfit rsq outroc=rocgraf;
run;
title”Multivarijatna logisticka regresija”;
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proc logistic data=nova descending;
model Class=Debljina grumena Uniformnost velicine stanice Uniformnost stanicnog oblika
Marginalna adhezija Velicina epitelne stanice Gole jezgre
Normalan kromatin Normalne jezgrice Mitoza/lackfit rsq
outroc=rocgraf;
run;
title”Stepwise”; proc logistic data=nova descending;
model Class=Debljina grumena Uniformnost velicine stanice Uniformnost stanicnog oblika
Marginalna adhezija Velicina epitelne stanice Gole jezgre
Normalan kromatin Normalne jezgrice Mitoza/ selection=stepwise;
run;
title”Stepwise ROC krivulja”;
proc logistic data=nova descending;
model Class=Debljina grumena Uniformnost stanicnog oblika
Marginalna adhezija Gole jezgre Normalan kromatin
Normalne jezgrice /lackfit rsq outroc=rocgraf;
run;
/*korelacija sve*/
proc reg data=nova;
model Class=Debljina grumena Uniformnost velicine stanice Uniformnost stanicnog oblika
Marginalna adhezija Velicina epitelne stanice Gole jezgre
Normalan kromatin Normalne jezgrice Mitoza / vif tol;
run;
/*korelacija bez size i shape*/
proc reg data=nova;
model Class=Debljina grumena Marginalna adhezija Velicina epitelne stanice
Gole jezgre Normalan kromatin Normalne jezgrice Mitoza / vif
tol;
run;
title”Multivarijatna logisticka regresija”;
proc logistic data=nova descending;
model Class=Debljina grumena Marginalna adhezija Velicina epitelne stanice
Gole jezgre Normalan kromatin Normalne jezgrice Mitoza/lackfit rsq outroc=rocgraf;
run;
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title”Stepwise”;
proc logistic data=nova descending;
model Class=Debljina grumena Marginalna adhezija Velicina epitelne stanice
Gole jezgre Normalan kromatin Normalne jezgrice Mitoza/ selection=stepwise;
run;
title”Multivarijatna logisticka regresija”;
proc logistic data=nova descending;
model Class=Debljina grumena Marginalna adhezija
Gole jezgre Normalan kromatin Normalne jezgrice /lackfit rsq outroc=rocgraf;
run;
/*CRTANJE*/
/*1*/
title”crtanje”;
proc logistic data=nova descending;
model Class= Debljina grumena;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P za Debljinu grumena”;
proc sgplot data=crtanje;
scatter x=Debljina grumena y=prob;
run;
/*2*/
proc logistic data=nova descending;
model Class= Uniformnost velicine stanice;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P za Uniformnost velicine stanice”;
proc sgplot data=crtanje;
scatter x=Uniformnost velicine stanice y=prob;
run;
/*3*/
proc logistic data=nova descending;
model Class= Uniformnost stanicnog oblika;
output out=crtanje predicted=prob xbeta=logit;
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run;
title”graficki prikaz P za Uniformnost stanicnog oblika”;
proc sgplot data=crtanje;
scatter x=Uniformnost stanicnog oblika y=prob;
run;
/*4*/
proc logistic data=nova descending;
model Class= Marginalna adhezija;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P Marginalnu adheziju”;
proc sgplot data=crtanje;
scatter x=Marginalna adhezija y=prob;
run;
/*5*/
proc logistic data=nova descending;
model Class= Velicina epitelne stanice;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P Velicinu epitelne stanice”;
proc sgplot data=crtanje;
scatter x=Velicina epitelne stanice y=prob;
run;
/*6*/
proc logistic data=nova descending;
model Class= Gole jezgre;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P za Gole jezgre ”;
proc sgplot data=crtanje;
scatter x=Gole jezgre y=prob;
run;
/*7*/
proc logistic data=nova descending;
model Class= Normalan kromatin;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P Normalan kromatin”;
proc sgplot data=crtanje;
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scatter x=Normalan kromatin y=prob;
run;
/*8*/
proc logistic data=nova descending;
model Class= Normalne jezgrice;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P za Normalne jezgrice ”;
proc sgplot data=crtanje;
scatter x=Normalne jezgrice y=prob;
run;
/*9*/
proc logistic data=nova descending;
model Class= Mitoza;
output out=crtanje predicted=prob xbeta=logit;
run;
title”graficki prikaz P za Mitozu”;
proc sgplot data=crtanje;
scatter x= Mitoza y=prob;
run;
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Sazˇetak
U ovom radu napravili smo model predikcije malignosti tumora dojke. Tumor dojke je
zloc´udna bolest koja napadna sve visˇe i visˇe zˇena, ali i musˇkaraca. Oko trec´inu svih malig-
nih tumora u zˇena cˇini upravo tumor dojke. Takoder tumor dojke je visko zastupljen medu
uzrocima smrti zˇena. U radu smo koristili podatke ”Breast Cancer Wisconsin (Diagnostic)
Data Set“ koje je prikupio dr. William H. Wolber (University of Wisconsin Hospitals, Ma-
dison). Podaci sadrzˇe 699 opservacija i 11 varijabli, odnosno atributa. Pri obradi podataka
koristili smo metodu logisticˇke regresije i statisticˇki program SAS. Nakon provedenih ana-
liza dosˇli smo do zakljucˇka da su varijable: Debljina grumena, Marginalna adhezija, Gole
jezgre, Normalan kromatin i Normalne jezgrice statisticˇki znacˇajne za model predikcije
malignosti tumora dojke.
Summary
In this paper, we have made a model for prediction of breast tumor malignancy. Breast
cancer is a malignant disease that attacks more and more women, but also men. About a
third of all malignant tumors in women are breast tumors. Also, breast cancer is highly
represented among the causes of the death of a woman. In this paper we used the data
”Breast Cancer Wisconsin (Diagnostic) Data Set” collected by Dr. William H. Wolber
(University of Wisconsin Hospitals, Madison). The data contains 699 observations and 11
variables, respectively attributes. When processing the data we have used the method of
logistic regression and the statistical program SAS. After the analysis we have come to the
conclusion that the variables : Clump Thickness, Marginal Adhesion, Bare Nuclei, Bland
Chromatin and Normal Nucleoli are statistically significant for the model of prediction of
breast tumor malignancy.
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