This paper presents a new type of nonlinear function for in dependent component analysis to process complex-valued signals, which is used in frequency-domain blind source separation. The new function is based on the polar coor dinates of a complex number, whereas the conventional one is based on the Cartesian coordinates. The new function is derived from the probability density function of frequency domain signals that are assumed to be independent of the phase. We show that the difference between the two types of functions is in the assumed densities of independent com ponents. Experimental results for separating speech signals show that the new nonlinear function behaves better than the conventional one.
I. INTRODUCTION Blind source separation (BSS) is a technique to estimate
Original source signals using only sensor observations that are mixtures of the original signals. Independent component analysis (ICA) [1] [2] [3] works well for BSS, if the mixture is instantaneous (non-convolutive). In a real room environ ment, however, sounds are mixed in a convolutive manner with reverberations, and long reverberations make the prob lem difficult. One of the major methods to cope with rever berations is frequency-domain BSS [4] [5] [6] [7] . In this approach, a convolutive mixture in the time domain is converted into multiple instantaneous mixtures in the frequency domain, and ICA is applied to the instantaneous mixture in every frequency bin.
In frequency-domain BSS based on ICA, we have to deal with complex-valued signals. An extension of an ICA algorithm to process complex numbers was proposed [4] , where the nonlinear function was based on the Cartesian co ordinates ofa complex number: nonlinearities are applied to the real and imaginary parts separately. This nonlinear func tion actually works and widely used by other researchers [5] [6] [7] . However, there has been presented no appropriate interpretation of this function. Moreover, it imposes an ad ditional constraint that prevents a learning algorithm from converging unless a non-holonomic algorithm [8] is em ployed.
In this paper, we propose a new type of nonlinear turc tion for an leA algorithm to process complex numbers. It is derived from the probability density function of frequency domain signals that are assumed to be independent of the phase. As a result, the new function turns out to be ba � ed on the polar coordinates of a complex number. We also give an interpretation of the Cartesian coordinate based function. With experimental results for separating speech signals in a reverberant environment, we compare the behaviors of these two types of nonlinear functions, and discuss the differences between them.
FREQUENCY-DOMAIN BSS BASED ON ICA
Suppose that there are N source signals 8i(t) that are mu tually independent, and these signals are observed at M microphones Xk(t) = E!l hlci(t) * 8i(t), w�ere h: lci(t) rep resents the impulse response from source z to microphone k, and * denotes the convolution operator. The goal ofBSS is to separate observed signals Xk(t) into N unmixed sig nals Yi(t) that are mutually independent. The separation has to be done without knowing impulse responses hki(t) nor original source signals Si(t).
To cope with convolutive mixtures, time-domain sig na l s Xk(t) are converted into frequency-domain time-series signals X,,(w, m) by a T-point windowed DFT (discrete In this formula, p. is a step size parameter that has an ef fect on the speed of convergence, (-) denotes the averaging operator, and tp ( .) is a nonlinear function defined as: (2) where p( Y; ) is the probability density function (pdf) of Y;. If 
Equation (5) imposes the additional constraint that re (Yj) and im(Yi) should be mutually independent. This constraint is too strong, and there are cases where a W does not con verge well because of this. We show such a case in Sec. 5.
Ifwe use non-holonomic algorithm [8] :
we can avoid constraint (5). Researchers [5, 6] 
This shows that a Cartesian coordinate based function as sumes that the pdf p(Y) can be factorized into the product of p(YR) and p(YI), and therefore YR and YI are mutually independent. We can notice that the additional constraint (5) is satisfied if this assumption is met. By this theorem, the assumed density in the nonlinearity (3) turns out to be
EXPERIMENTS AND DISCUSSIONS
To compare the two types of nonlinear functions, we con ducted experiments to separate speech signals. Actually, we used the following two nonlinear functions:
and the following two gradients of W
The other conditions are summarized in Tab le I.
The experiments were performed for 48 combinations (2 nonlinear functions, 2 gradients, and 12 pairs of speech sig nals). Figure I shows the overall results. The measurement is the average of two output SNRs (signal-to-noise ratios) in In order to compare the results as correctly as possible, we avoided the influence of the permutation problem [5] [6] [7] of frequency-domain BSS. We selected the best permuta tion by actually calculating the SNR in each frequency bin.
Therefore, the results in Fig. I are ideal ones under the con dition that the permutation problem is perfectly solved. Be fore applying ICA, we whitened obsetved signals X to be uncorrelated and to have unit variances. This pre-process was very important to make the ICA algorithm stable es pecially for the Diag cases, where equation (4) is not con cerned. Without this process, the Diag cases could have exhibited irregular convergence speeds among the different frequency bins.
We can see that the result of Polar is better than that of Cartesian in most cases. At first, we discuss the additional constraint (5) imposed in the Cartesian-I case . Figure 2 shows the values of [I -(<IJ(y)yH)] at some frequency bin. The horizontal axis corresponds to the number of it erations. The first graph shows the absolute values of each element for the Cartesian-I case. We see oscillations that hinder convergence. They come from the imaginary parts of the diagonals as shown in the second graph. If we use a polar coordinate based function, we can eliminate such os cillations as discussed in Sec. 3. The third graph shows the Polar-I case. We can see a smooth convergence. Clearly, the mutual information among Y is well minimized in this case unlike in the Cartesian-I case.
Ifwe use Diag as the calculation of tJ. W, we can elimi nate the additional constraint (5) even in the Cartesian case. Accordingly, by investigating the results of Diag, we can see the differences that purely come from the difference 1-1003 of the nonlinearities between Polar and Cartesian. In fact, we found another convergence problem in a Cartesian-Diag casco Figure 3 shows the trajectory of element W11 ofW at some frequency bin. We see that the direction of the move ment changes gradually in Polar-Diag, whereas it changes sharply and frequently in Cartesian-Diag. The difference comes from the assumed densities, as discussed in Sec. 3 and Sec. 4 . Figure 4 shows the contour and gradient of 
