where a0, ax,a2 € C[0, t] , c¿o + &\ # 0, and (3q + ß2 =£ 0. The purpose of this paper is to study closed form polynomial approximations to solutions of (1.1). In particular, we focus on a method which uses a uniform type norm as opposed to L2 type norms used in other methods. Condition (I) is equivalent to (1.1) having a unique solution y G C'[0, t] (see [7] ). In this paper, we consider a MAS as an approximation to y.
If ( This differs from the Rayleigh-Ritz approximates as the latter are best approximations to y with respect to a similarly defined ¿2 type norm (see [6] ). In this light, a MAS differs from Galerkin or collocation approximates as a MAS results from a best uniform type norm approximation rather than an orthogonalization or a curve fitting process.
In the case of nonhomogeneous boundary conditions, a MAS results from a best approximation as follows: Fix p* G Pfe and let Pk = {q: q is a polynomial of degree k or less, N0 [q] = NT[q] = 0}. Then any MAS pk can be written pk = qk 4-p*, where For each k > 3, we select a MAS pk of (1.1) from Pfc. In this paper, we show that Pk, p'k, and p"k converge uniformly to y, y', and y", respectively. In fact, our analysis will yield corresponding orders of these convergences depending on smoothness properties of the coefficient functions aQ, ax, and a2 in (1.1). As computer computation of a MAS necessitates a discretization of the interval [0, t] , we analyze discrete minimax approximate solutions of (1.1) and show that they possess some rather pleasing convergence properties. This is followed by some examples of MAS's and comparison to actual solutions of (1.1). This work extends the ideas of [1] , [3] , [4] to boundary value problems.
2. Convergence and Orders of the Error. In this section, we show that if for each k> 3, a MAS pk G ?k of (1.1) is fixed, then the sequences {pj^}^ converge uniformly to y('\ i = 0, 1,2, where y is the unique solution of (1.1). In addition, we estimate the orders of these convergences. It should be noted that condition (I) is assumed; and thus, a unique solution y G C'[0, r] of (1.1) exists. For reference on Green's functions, see [7] . Let the sequence {wk}k=x be given by given by
Thus, wk is a polynomial of degree k + 2 or less. it-* 00
Proof. Let for all p G Pk. It is clear that 5k x < 5fc. Let pk x be a discrete MAS of (1.1)
from Pk corresponding to a closed subset X of [0, t] with d(X) < 5. Then
The proof of Theorem 4 is complete.
The following corollary to the proof of Theorem 4 indicates that any discrete MAS is nearly a MAS whenever X is sufficiently dense in [0, t] . The proof is contained in (3.3). Thus, pk satisfies (1.2). 4 . Examples. In this section, we report the results of five computer examples of minimax approximate solutions of boundary value problems. Two algorithms have been employed. In Examples 1, 2, 4, and 5, the first two coefficients of a MAS can be expressed in terms of the remaining coefficients, and finding a MAS becomes a linear best uniform approximation problem. In these cases, the second algorithm of Remes [2] was used. In the discrete case, a MAS can be expressed as a solution of a linear programming problem. The linear programming algorithm was used in all cases with the interval discretized with 21 evenly spaced points. In Examples 1, 2, 4, and 5, there are only slight differences in the MAS's and in the maximum errors computed over 21 evenly spaced points in the interval using both algorithms. In these examples, the Remes algorithm provided somewhat smaller errors, and we report these results. In Example 3, the first two coefficients of a MAS cannot be expressed in terms of the remaining coefficients, and it is not expedient to use the Remes algorithm. The results In either case, the maximum error is not as dramatically small as in Examples 1-4; however, the relative errors are quite small.
We conclude this section with some remarks of the two algorithms used. Although the Remes algorithm is not guaranteed to work in the absence of the Haar condition, no failures were encountered with this algorithm. In Examples 1, 2, 4 and 5, the Remes algorithm produced virtually the same results as those of the linear programming algorithms. The Remes algorithm appears to be considerably faster than the linear programming algorithm. In Examples 1, 2, 4, and 5, the Remes algorithm required between 3 and 4 seconds of computer processing unit (CPU) time and the linear programming algorithm required between 8 and 10 seconds of CPU times.
5. Conclusions. Approximation theory techniques have been used to provide approximate solutions of boundary value problems. Convergence is guaranteed under rather general conditions and appropriate orders on the uniform error are obtained.
