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Abstract
We study the “periodic homogenization” for a class of nonlocal partial differential
equations of parabolic-type with rapidly oscillating coefficients, related to stochastic
differential equations driven by multiplicative isotropic α-stable Le´vy noise (1 < α < 2)
which is nonlinear in the noise component. Our homogenization method is probabilis-
tic. It turns out that, under suitable regularity assumptions, the limit of the solutions
satisfies a nonlocal partial differential equation with constant coefficients, which are
associated to a symmetric α-stable Le´vy process.
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1 Introduction
In the study of porous media, composite materials and other physical and engineering
systems, one is led to the initial or boundary value problems with periodic structures (see,
e.g., [1, 10, 28]). The process of passing from a microscopic description to a macroscopic
description of the behaviors of such systems is called homogenization. At present, numerous
publications can be found on the mathematical aspects of the homogenization theory (see
[3, 6, 25]).
The goal of this paper is to use a probabilistic approach to study the limit behavior, as
 → 0, of the solution u : Rd → R of the following nonlocal partial differential equation
(PDE) of parabolic-type with rapidly oscillating periodic and singular coefficients,{
∂u
∂t
(t, x) = Lα u(t, x) +
(
1
α−1 e
(
x

)
+ g
(
x

))
u(t, x), t > 0, x ∈ Rd,
u(0, x) = u0(x), x ∈ Rd,
(1.1)
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where 1 < α < 2 and the linear operator Lα is a nonlocal integro-differential operator of
Le´vy-type given by
Lα f(x) :=
∫
Rd\{0}
[
f
(
x+ σ
(x

, y
))
− f(x)− σi
(x

, y
)
∂if(x)1B(y)
]
να(dy)
+
[
1
α−1
bi
(x

)
+ ci
(x

)]
∂if(x), x ∈ Rd.
Here B is the unit open ball in Rd centering at the origin, and να(dy) := dy|y|d+α is the isotropy
α-stable Le´vy measure. In this paper, we use Einstein’s convention that the repeated indices
in a product will be summed automatically.
For notational simplicity, we introduce the linear operator Aσ,α defined by
Aσ,ναf(x) :=
∫
Rd\{0}
[
f(x+ σ(x, y))− f(x)− σi(x, y)∂if(x)1B(y)
]
να(dy), x ∈ Rd. (1.2)
For a function f on Rd (or F on Rd×Rd), we denote f(x) := f
(
x

)
(or F(x, y) := F
(
x

, y
)
).
Then
Lα = Aσ,ν
α
+
(
1
α−1
b + c
)
· ∇. (1.3)
The main result of this paper is the following theorem. Assumptions H1–H6 are made
for the coefficients and will be listed in the sequel. We will prove it at the end of Section 5.
Theorem 1.1. Under Assumptions H1–H6, the nonlocal PDE (1.1) has a unique mild so-
lution u for each  > 0. Moreover, for each t ≥ 0, x ∈ Rd,
u(t, x)→ u(t, x), → 0, (1.4)
where u satisfies the limit nonlocal PDE,{
∂u
∂t
(t, x) = AIdy ,Πu(t, x) + C¯ · ∇u(t, x) + E¯u(t, x), t > 0, x ∈ Rd,
u(0, x) = u0(x), x ∈ Rd,
where
AIdy ,Πf(x) :=
∫
Rd\{0}
[
f(x+ y)− f(x)− yi∂if(x)1B(y)
]
Π(dy),
and the constant coefficients C¯, E¯ and measure Π are given by (5.4), (5.9) and (5.5) respec-
tively. The solution is given by
u(t, x) = E[u0(x+ C¯t+ Lt)]e
E¯t,
where {Lt}t≥0 is a symmetric α-stable Le´vy processes with jump intensity measure Π.
The original probabilistic approach to the homogenization of local linear second order
parabolic partial differential operators is presented in [8, Chapter 3], which is based on the
ergodic theorem, the Feynman-Kac formula and the functional central limit theorem. By
now, there are lots of literature concerning the homogenization of second order local PDEs,
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i.e., the case of replacing the operator Aσ,να in (1.3) by a second order partial differential
operator with singular coefficients. Two different scales of spatial variables involved in the
coefficients have been considered in [7], by using the nonlinear Feynman-Kac formula in the
context of backward stochastic differential equations (SDEs). In [30], the authors allowed the
singular coefficients to be time-dependent and rapidly oscillating in time with a different scale
in contrast to the spatial variable. The paper [16] dealt with the case when the second order
coefficient matrix can be degenerate, using the existence of a spectral gap and Malliavin’s
calculus.
There are also some literature for the homogenization of nonlocal PDEs or SDEs with
jumps involved. We refer the reader to [33, 40] for the periodic homogenization results of
some kinds of nonlocal operators involving stable-like terms or convolution type kernels. The
methods used in these papers are all analytic. The probabilistic study of homogenization of
periodic stable-like processes in pure jump or jump-diffusion case can be found in [13, 38].
The homogenization in random medium is slightly different from the periodic case, referring
to [36] for related results for jump-diffusion processes in random medium.
The homogenization of a kind of one-dimensional pure jump Markov processes with the
following form of generators has been investigated in the paper [17],
Af(x) =
∫
R\{0}
[f(x+ z)− f(x)− zf ′(x)] a
(x

,
z

) dz
|z|1+α +
1
α−1
b
(x

)
f ′(x).
See [41] for a generalization for multi-dimensional case and with diffusion terms involved. In
their context, the jump function h is oscillating both in the spatial variable x and in the noise
variable y, and they are in the same scale. This means the noise comes from the underlying
space of periodic medium. But when we do homogenization for systems with fluctuations,
the noise usually comes from the external environment, so that the jump function is no
longer oscillating in the noise variable, and there happens to be two different scales. As we
will see in Section 2, the change of variables allows us to write
Lα f(x) :=
∫
Rd\{0}
[
f(x+ z)− f(x)− zi∂if(x)1B(y)
]
h
(x

, z
) dz
|z|d+α
+
[
1
α−1
bi
(x

)
+ ci
(x

)]
∂if(x),
for some function h. Note that the main difference is that we do not involve oscillations for
h in its noise variable, while [17, 41] involve. Meanwhile, the coefficients of drift and the
zeroth order term b, c, e, g has two different scales.
In paper [14], the author considered the homogenization of SDEs driven by multiplicative
stable processes, where the noise intensity coefficient σ is linear in the noise variable in the
sense that σ(x, y) = σ0(x)y, with σ0 three-times continuously differentiable. In the present
paper, we generalize his results to the general multiplicative case. That is, the intensity
function σ need not to be linear for the noise component. This is also more realistic in
applications (see, e.g., [37, 9]). For some typical forms of σ that are nonlinear in y, see
Example 2.3. In addition, the coefficients only need to possess some Ho¨lder or Lipschitz
continuity in our context (see Remark 2.2 for the comparison of the regularity assumptions
for σ). This will give rise to several difficulties both in analytic and probabilistic aspects.
3
We also use the homogenization results of SDEs to study the homogenization of the nonlocal
PDEs with singular coefficients involved, by utilizing Feynman-Kac formula. The trick we
use to remove the singular drift in (1.1) is now known as Zvonkin’s transform, which appeared
originally in [43].
The work in this paper is highly motivated by these two considerations. That is, the
noise in our homogenization problem comes from the external environment instead of the
underlying periodic medium, and is not necessarily linear. Both are more suitable from the
practical point of view than in earlier papers. Under these considerations, we further weaken
the regularity assumptions for all coefficients in a compatible way.
We denote by Ck (Ckb ) with integer k ≥ 0 the space of (bounded) continuous functions
possessing (bounded) derivatives of orders not greater than k. We shall explicitly write
out the domain if necessary. Denote by Cb(Rd) := C0b (Rd), it is a Banach space with the
supremum norm ‖f‖0 = supx∈Rd |f(x)|. The space Ckb (Rd) is a Banach space endowed with
the norm ‖f‖k = ‖f‖0 +
∑k
j=1 ‖∇⊗jf‖. We also denote by C1− the class of all Lipschitz
continuous functions. For a non-integer γ > 0, the Ho¨lder spaces Cγ (Cγb ) are defined as the
subspaces of Cbγc (Cbγcb ) consisting of functions whose bγc-th order partial derivatives are
locally Ho¨lder continuous (uniformly Ho¨lder continuous) with exponent γ − bγc. These two
spaces Cγ and Cγb obviously coincide when the underlying domain is compact. The space
Cγb (Rd) is a Banach space endowed with the norm ‖f‖γ = ‖f‖bγc + [∇bγcf ]γ−bγc, where the
seminorm [·]γ′ with 0 < γ′ < 1 is defined as [f ]γ′ := supx,y∈Rd,x 6=y |f(x)−f(y)||x−y|γ′ . In the sequel,
the torus Td := Rd/Zd will be used frequently. Denote by D := D(R+;Td) the space of all
Td-valued ca`dla`g functions on R+, equipped with the Skorokhod topology. We shall always
identify the periodic function on Rd of period 1 with its restriction on the torus Td = Rd/Zd.
This allows us to regard the space Ck(Td) (Cγ(Td)) as a sub-Banach space of Ckb (Rd) (Cγb (Rd)).
ByBr we means the open ball in Rd centering at the origin with radius r > 0, we shall omit
the subscript when the radius is one. The capital letter C denotes a finite positive constant
whose value may vary from line to line. We also use the notation C(· · · ) to emphasize the
dependence on the quantities appearing in the parentheses.
The remainder of the paper is organized as follows. In Section 2, we present some general
assumptions and preliminary results. In Section 3, we study the well-posedness of the nonlo-
cal Poisson equation and the Feller properties of the semigroup associated with Lα. Section
4 is devoted to the strong well-posedness and exponential ergodicity of the Le´vy driven SDE
with generator Lα. As a consequence, we obtained the Feynman-Kac representation for the
nonlocal PDE (1.1). Lastly, Section 5 contains the homogenization results of SDEs and
nonlocal PDEs, utilizing the ergodicity and the Feynman-Kac representation.
2 Preliminaries and general assumptions
Let (Ω,F ,P, {Ft}t≥0) be a filtered probability space endowed with a Poisson random
measureNα on (Rd\{0})×R+ with jump intensity measure να(dy) = dy|y|d+α , where 1 < α < 2.
Denote by N˜ the associated compensated Poisson random measure, that is, N˜α(dy, ds) :=
Nα(dy, ds)− να(dy)ds. We assume that the filtration {Ft}t≥0 satisfies the usual conditions.
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Let Lα = {Lαt }t≥0 be a d-dimensional isotropic α-stable Le´vy process given by
Lαt =
∫ t
0
∫
B\{0}
yN˜α(dy, ds) +
∫ t
0
∫
Bc
yNα(dy, ds).
Given  > 0, x ∈ Rd, consider the following:
dXx,t =
(
1
α−1
b
(
Xx,t

)
+ c
(
Xx,t

))
dt+ σ
(
Xx,t−

, dLαt
)
, Xx,0 = x, (2.1)
or more precisely,
Xx,t = x+
∫ t
0
(
1
α−1
b
(
Xx,s

)
+ c
(
Xx,s

))
ds
+
∫ t
0
∫
B\{0}
σ
(
Xx,s−

, y
)
N˜α(dy, ds) +
∫ t
0
∫
Bc
σ
(
Xx,s−

, y
)
Nα(dy, ds),
where the coefficients b, c, σ(·, y) are periodic, for each y ∈ Rd, of periodic one in each
component. The shorthand notation for the stochastic differential term in (2.1) is due to
[26].
Define X˜x,t :=
1

Xx,αt. It is easy to check that
dX˜x,t =
(
b(X˜x,t ) + 
α−1c(X˜x,t )
)
dt+
1

σ
(
X˜x,t− , dL˜
α
t
)
, X˜x,0 =
x

, (2.2)
where {L˜αt } := {1Lααt}
d
= {Lαt } by virtue of the selfsimilarity. We shall also consider the
“limit” equation, namely
dX˜xt = b(X˜
x
t )dt+ σ
(
X˜xt−, dL˜
α
t
)
, X˜x0 = x. (2.3)
For notational simplicity, we shall allow the parameter  to be zero in X˜x, to include X˜x,
i.e., X˜x,0 := X˜x.
In the sequel, we will regard the solutions X˜x,, X˜x of (2.2) and (2.3) as Td-valued pro-
cesses, by mapping all trajectories of the processes on Rd to the torus Td, via the canonical
quotient map pi : Rd → Rd/Zd. Then the periodicity of the coefficients implies that X˜x, and
X˜ are well-defined stochastic processes on Td (cf. [8, Section 3.3.2]).
Now we list some general assumptions for the nonlocal PDE (1.1) and the SDE (2.1).
All these assumptions are assumed to hold in the sequel unless otherwise specified.
Assumption H1. The functions b, c, e, g, u0 are all periodic of period 1 in each component.
For every y ∈ Rd, the function x→ σ(x, y) is periodic of period 1 in each component.
Assumption H2. The functions b, c, e are of class Cβb with exponent β satisfying
1− α
2
< β < 1.
The functions g and u0 are both continuous.
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Assumption H3. The function σ : Rd × Rd → Rd satisfies the following conditions.
(1). Regularity. For every x ∈ Rd, the function y → σ(x, y) is of class C2. There exists a
constant C > 0, such that for any x1, x2, y ∈ Rd,
|σ(x1, y)− σ(x2, y)| ≤ C|x1 − x2||y|.
(2). Oddness. For all x, y ∈ Rd, σ(x,−y) = −σ(x, y).
(3). Bounded inverse Jacobian. The Jacobian matrix with respect to the second variable
∇yσ(x, y) is non-degenerate for all x, y ∈ Rd, and there exists a constant C > 0 such that
|(∇yσ(x, y))−1| ≤ C for all x, y ∈ Rd, where | · | is the operator norm on L (Rd,Rd).
(4). Growth condition. There exists a positive bounded measurable function φ : Rd →
R+, such that for all x, y ∈ Rd,
φ(x)−1|y| ≤ |σ(x, y)| ≤ φ(x)|y|.
Remark 2.1. Some comments on our assumptions will be helpful:
(1). As mentioned in the end of the introduction, b, c, e, g, u0 and the function x →
σ(x, y), for every y ∈ Rd, can be regarded as functions on Td, and we have b, c, e ∈ Cβ(Td),
g, u0 ∈ C(Td), under Assumptions H1 and H2.
(2). Both the oddness and the growth condition in Assumption H3 imply that σ(·, 0) ≡ 0.
(3). The bounded inverse Jacobian condition implies that |∇yσ| ≥ C−1. Since by
Hadamard’s inequality (see, for instance, [39]),
|(∇yσ)−1| ≤ C ⇒ | det((∇yσ)−1)| ≤ Cd ⇔ | det(∇yσ)| ≥ C−d ⇒ |∇yσ| ≥ C−1. (2.4)
(4). The growth condition implies that for any γ > α, we have
sup
x∈Rd
∫
B\{0}
|σ(x, y)|γνα(dy) <∞. (2.5)
This ensures that we can apply Itoˆ’s formula to f(X˜xt ) (or f(X˜
x,
t ), f(X
x,
t )), for any f ∈
Cγb (Rd) with γ > α (cf. [34, Lemma 4.2]).
(5). By virtue of the oddness condition in Assumption H3 and the symmetry of the jump
intensity measure να, for any x ∈ Rd,
P.V.
∫
σ(x,·)−1B\B
σi(x, y)να(dy) = P.V.
∫
B\σ(x,·)−1B
σi(x, y)να(dy) = 0. (2.6)
Consequently we can rewrite the operator Aσ,να in (1.2) as
Aσ,ναf(x) =
∫
Rd\{0}
[
f(x+ z)− f(x)− zi∂if(x)1B(z)
]
νσ,α(x, dz), (2.7)
where the kernel {νσ,α(x, ·)|x ∈ Rd} is given by
νσ,α(x,A) :=
∫
Rd\{0}
1A(σ(x, y))ν
α(dy), A ∈ B(Rd \ {0}). (2.8)
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Moreover, for any γ > α, the growth condition in Assumption H3 implies that
sup
x∈Rd
∫
Rd\{0}
(|z|γ ∧ 1)νσ,α(x, dz) = sup
x∈Rd
∫
Rd\{0}
(|σ(x, y)|γ ∧ 1)να(dy)
≤ sup
x∈Rd
(∫
|y|≤φ(x)
(φ(x)|y|)γνα(dy) +
∫
|y|≥φ(x)−1
να(dy)
)
≤ 1
γ − α‖φ‖
2γ−α
L∞ +
1
α
‖φ‖αL∞ <∞.
(2.9)
Remark 2.2. The special case σ(x, y) = σ0(x)y with certain σ0 is considered in [14], where
the author assumed the function σ0 : Rd → GL(Rd) is periodic and of class C3. In our
context, Assumption H3 amounts to saying that
σ0 : Rd → GL(Rd) is periodic and Lipschitz. (2.10)
Since these imply the regularity condition immediately, the bounded inverse Jacobian and
growth conditions are fulfilled by continuity and periodicity, together with the observation
supx∈Rd ‖σ0(x)‖ ∨ ‖σ0(x)−1‖ <∞. The oddness condition is trivial in this case.
In practice, the noise is not always linear. Here we give some nontrivial examples for σ,
that is, nonlinear in y.
Example 2.3. Suppose σ0 to satisfy (2.10).
(i). The dependence of the noise is a small perturbation of the linear case, namely,
σ(x, y) = σ0(x)y + δ(x, y), where the function δ satisfies the same properties as σ but has
much smaller scale than σ.
(ii). Another case is that the function σ is separable but not linear in y. To be precise,
let η : Rd → Rd be an odd function of class C2, satisfying that ∇η(y) is non-degenerate
for all y ∈ Rd, and there exist some constants C1, C2 > 0, such that |∇η| ≥ C1 and
C−12 |y| ≤ |η(y)| ≤ C2|y|. Now let σ(x, y) = σ0(x)η(y). Then σ satisfies Assumption H3.
(iii). Combining the above two example together, one can obtain a more general example,
that is, σ(x, y) = σ0(x)η(y) + δ(x, y).
We will need some regularities for the ’partial’ inverse of σ. For a function F : Rd×Rd 3
(x, y) → F (x, y) ∈ R, we say F ∈ L∞2 (Rd; C1−1 (Rd;Rd)), if there exists a constant C > 0
such that for all x, y ∈ Rd, |F (x, y)| ≤ C, and for all x1, x2, y ∈ Rd, |F (x1, y) − F (x2, y)| ≤
C|x1 − x2|. Then the regularity and growth conditions in Assumption H3 imply that the
function (x, y)→ σ(x, y)/|y| is of class L∞2 (Rd; C1−1 (Rd;Rd)).
Lemma 2.4. Under Assumption H3, for every x ∈ Rd, the function y → σ(x, y) is a C2-
diffeomorphism. Denote the inverse by τ(x, z) := σ(x, ·)−1(z), then for every z ∈ Rd, the
function x → τ(x, z) is periodic of period one in each component. Moreover, the function
(x, z)→ τ(x, z)/|z| is of class L∞2 (Rd; C1−1 (Rd;Rd)).
Proof. Fix x ∈ Rd. Since the function y → σ(x, y) is of class C2, by the bounded inverse
Jacobian condition in Assumption H3, together with Hadamard’s global inverse function
theorem (see [23, Theorem 6.2.4]), σ(x, ·) is a C2-diffeomorphism. The periodicity is obvious.
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Now using the bounded inverse Jacobian condition, the Jacobian matrix of τ(x, z) with
respect to z satisfies |∇zτ(x, z)| ≤ C, for all x, z ∈ Rd. Then by the growth condition and
regularity condition, the second assertion follows from the following derivation,
sup
z
|τ(x, z)|
|z| ≤ φ(x),
sup
z
|τ(x1, z)− τ(x2, z)|
|z| = supy
|τ(x1, σ(x1, y))− τ(x2, σ(x1, y))|
|σ(x1, y)|
= sup
y
|τ(x2, σ(x2, y))− τ(x2, σ(x1, y))|
|σ(x1, y)| ≤ ‖φ‖L
∞‖∇zτ‖L∞ sup
y
|σ(x2, y)− σ(x1, y)|
|y|
≤ C‖φ‖L∞‖∇zτ‖L∞ |x1 − x2|.
Assumption H4. det(∇zτ) ∈ L∞2 (Rd; C1−1 (Rd;R)).
This assumption is rather mild, as shown in the following remark.
Remark 2.5. In the case σ(x, y) = σ0(x)y, the Jacobian of τ(x, z) with respect to z is
∇zτ(x, z) ≡ σ0(x)−1. Then Assumption H4 reduces to that the function det(σ0)−1 : Rd → R
is Lipschitz, which is a direct consequence of (2.10). When σ(x, y) = σ0(x)η(y) as in Example
2.3, τ(x, z) = η−1(σ0(x)−1z). Then it is easy to deduce that Assumption H4 is implied by
the bounded inverse Jacobian condition in Assumption H3, using a similar argument as
(2.4).
If we let
h(x, z) = | det∇zτ(x, z)| |z|
d+α
|τ(x, z)|d+α , (2.11)
then by (2.8), νσ,α(x, dz) = h(x, z) dz|z|d+α . Using the growth condition, we also find that for
all x, z ∈ Rd,
‖φ‖−1L∞ ≤
|τ(x, z)|
|z| ≤ ‖φ‖L∞ . (2.12)
Combining (2.11), (2.12), Lemma 2.4 and Assumption H4, together with the fact that if
f, g ∈ Cγ and inf |g| > 0, then f/g ∈ Cγ, we conclude that
Lemma 2.6. Under Assumptions H3 and H4, h ∈ L∞2 (Rd; C1−1 (Rd;Rd)), namely, there exists
a constant h0 > 0 such that |h(x1, z)−h(x2, z)| ≤ h0|x1−x2| for all x1, x2, z ∈ Rd. Moreover,
there also exists a constant h1 > 1 such that h
−1
1 ≤ h(x, z) ≤ h1 for all x, z ∈ Rd.
In particular, the kernel νσ,α is comparable to the jump intensity measure of an isotropic
α-stable process.
Remark 2.7. Thanks to Lemma 2.6, the general assumptions in [5, 21] are satisfied. Thus,
the regularity results and heat kernel estimates therein are available in our context. Actually,
these two papers only need that h ∈ L∞2 (Rd; Cγ1 (Rd;Rd)) for some 0 < γ < 1, this is the case
by virtue of the natural embedding C1− ⊂ Cγ. Note that [5] also needs α + β not to be an
integer, this can be fulfilled by choosing an appropriate β.
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3 Nonlocal Poisson equation with zeroth-order term
As mentioned in the introduction, we will apply Zvonkin’s transform to study the ho-
mogenization of SDEs and nonlocal PDEs. Before that, we shall investigate the strong
well-posedness of the SDEs presented in the previous section, and Zvonkin’s transform will
also play an important role in this step (see next section). The key is to consider the following
nonlocal Poisson equation with zeroth-order term,
κu− Lαu = f, (3.1)
where κ > 0, and Lα is the linear integro-partial differential operator given by
Lα := Aσ,να + b · ∇, (3.2)
which may be regarded as the infinitesimal generator of the solution process X˜ of (2.3) once
we prove its well-posedness in the next section.
3.1 Well-posedness of nonlocal Possoin equation
We first revisit the maximum principle and the solvability of Poisson equations with
zeroth-order term studied in [34]. In this subsection we always assume that Assumptions
H2, H3 and H4 are in force.
Lemma 3.1. If u ∈ C1+γb (Rd), 1 + γ > α, is a solution to κu − Lαu = f with κ > 0 and
f ∈ Cb(Rd), then
κ‖u‖0 ≤ ‖f‖0.
Proof. Note that the nonlocal operator Aσ,να can be rewritten in the form (2.7). For u ∈
C1+γb (Rd), we have
|u(x+ z)− u(x)− z · ∇u(x)| ≤ |z|
∫ 1
0
|∇u(x+ rz)−∇u(x)|dr ≤ [∇u]γ
1 + γ
|z|1+γ. (3.3)
Then by (2.9), there exists a constant C > 0 such that
|Lαu(x)| ≤
∫
B\{0}
|u(x+ z)− u(x)− z · ∇u(x)|νσ,α(x, dz)
+
∫
Bc
|u(x+ z)− u(x)|νσ,α(x, dz) + |b(x) · ∇u(x)|
≤ 2‖u‖1+γ
(∫
Rd\{0}
(|z|1+γ ∧ 1)νσ,α(x, dz) + ‖b‖0
)
≤ C‖u‖1+γ.
Based on this estimate, the rest of the proof is exactly the same as that of [34, Proposition
3.2], even though it is set up with σ(·, y) ≡ y there.
Now we investigate the solvability of the Poisson equation with a zeroth-order term
involved. The results generalize the Schauder estimates in [34] to the anisotropic nonlocal
case.
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Proposition 3.2. For any κ > 0 and f ∈ Cβb (Rd), where β is the exponent in Assumptions
H2, the nonlocal Poisson equation (3.1) has a unique solution u = uκ ∈ Cα+βb (Rd). In
addition, there exists a positive constant C = C(κ, ‖b‖β) such that
‖uκ‖α+β ≤ C(‖uκ‖0 + ‖f‖β). (3.4)
Proof. The a priori estimate (3.4) is from [5, Theorem 7.1, Theorem 7.2]. We thus need to
show that the equation (3.1) has a unique solution uκ ∈ Cα+βb (Rd).
Now we prove the existence and uniqueness of solution in Cα+βb (Rd). It is shown in
[34, Theorem 3.4] that when σ(·, y) ≡ Idy(y) := y, the existence and uniqueness hold in
Cα+βb (Rd). For the general σ, we apply the method of continuity (see [15, Section 5.2]).
Define a family of linear operators by Lθ := θAσ,να + (1− θ)AIdy ,να + b · ∇. We consider
the family of equations:
κu− Lθu = f. (3.5)
We can also rewrite the nonlocal term in Lθ into the form (2.7), with the kernel given by
νθ := θν
σ,α + (1− θ)να. Then the a priori estimate (3.4) also holds for uθ (cf. Remark 2.7).
As a result, the operator Lθ can be considered as a bounded linear operator from the Banach
space Cα+βb (Rd) into the Banach space Cβb (Rd).
Note that L0 = AIdy ,να + b · ∇, which is the case considered in [34], and L1 = Lα. The
solvability of the equation (3.1) for any f ∈ Cβb (Rd) is then equivalent to the invertibility
of the operator Lθ. We can see from the proof of Lemma 3.1 that ‖uθ‖0 ≤ C‖f‖0. Then
together with the estimate (3.4) for uθ, we have the bound
‖uθ‖α+β ≤ C‖f‖β,
with the constant C independent of θ. Since, as discussed in [34], the operator L0 = AIdy ,να+
b · ∇ maps Cα+βb (Rd) onto Cβb (Rd), the method of continuity is applicable and the result
follows.
Remark 3.3. If we take the periodicity assumption H1 into account, then we can slightly
strengthen the conclusions in Proposition 3.2. That is, if f ∈ Cβ(Td), then the unique
solution of (3.1) is of class Cα+β(Td).
3.2 Feller property
In this subsection, we will study further the operator Lα. It turns out that it is the gen-
erator of a Feller semigroup. As a corollary, the solution of equation (3.1) can be represented
in terms of a semigroup, and satisfies a finer estimate. All these results will be used in the
next section.
Lemma 3.4. The linear operator (Lα, D(Lα)), D(Lα) = Cα+β(Td), defined on the Banach
space (C(Td), ‖ · ‖0), is closable and dissipative, its closure generates a Feller semigroup
{Pt}t≥0 on C(Td).
Proof. Using (3.3) with γ = α + β − 1, one can find that for u ∈ Cα+β(Td),∣∣u(x+ σ(x, y))− u(x)− σ(x, y) · ∇u(x)∣∣ ≤ [∇u]α+β−1
α + β
|σ(x, y)|α+β.
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Combining this with (2.5), a straightforward application of the dominated convergence the-
orem yields that limy→x Lαu(y) = Lαu(x) for any u ∈ Cα+β(Td) and x ∈ Td. This amounts
to saying that Lα(Cα+β(Td)) ⊂ C(Td). Therefore, the operator
Lα : C(Td) ⊃ Cα+β(Td)→ C(Td)
is a densely defined unbounded operator on C(Td).
Now Lemma 3.1 implies that for any κ > 0 and u ∈ Cα+β(Td), ‖(κ − Lα)u‖0 ≥ κ‖u‖0,
that is, Lα is dissipative. By Proposition 3.2, we have Cβ(Td) ⊂ (κ − Lα)(Cα+β(Td)) for
any κ > 0, which yields that the operator κ − Lα has dense range in C(Td). In addition,
Lα satisfies the positive maximum principle, due to the equivalent form (2.7) of Aσ,να and
Courre`ge’s theorem (see [19, Corollary 4.5.14]). Now the final assertion follows form the
celebrate Hille-Yosida-Ray Theorem (see, for instance, [12, Theorem 4.2.2]).
Let us recall the notion of martingale problem (see [12, Section 4.3]). First recall that
D = D(R+;Td) is the space of all Td-valued ca`dla`g functions on R+, equipped with the
Skorokhod topology. Let wt(ω) = ω(t), ω ∈ D, be the coordinate process on (D,B(D)), and
{Fwt }t≥0 := σ(ws : 0 ≤ s ≤ t) be the canonical filtration. Given a probability measure ν
on Td, we say that a probability measure Pν on (D,B(D)) is a solution of the martingale
problem for (Lα, ν), if Pν ◦ w−10 = ν and the process
M f (t) := f(wt)− f(w0)−
∫ t
0
Lαf(ws)ds
is a (D,B(D), {Fwt }t≥0,Pν)-martingale, for any f ∈ D(Lα) = Cα+β(Td). We denote by δx
the Dirac measure, or equivalently, the Dirac function as distribution, focusing on x ∈ Rd.
Lemma 3.5. For every x ∈ Td, the martingale problem for (Lα, δx) has a unique solution
Px. Moreover, the coordinate process {wt}t≥0 is a Feller process with generator the closure
of (Lα, Cα+β(Td)), and has a jointly continuous transition probability density p(t;x, y), i.e.,
Px(wt ∈ A) =
∫
A
p(t;x, y)dy, A ∈ B(Td), which satisfies for each T > 0,
C−11
∑
j∈Zd
(
t
|x− y + j|d+α ∧ t
− d
α
)
≤ p(t;x, y) ≤ C1
∑
j∈Zd
(
t
|x− y + j|d+α ∧ t
− d
α
)
,
|∇xp(t;x, y)| ≤ C2t− 1α
∑
j∈Zd
(
t
|x− y + j|d+α ∧ t
− d
α
)
,
for all x, y ∈ Rd and t ∈ (0, T ], where C1 > 1, C2 > 0 are two constants depending on
d, α, ‖b‖0, h0, h1. The constants h0, h1 are related to the function h as in Lemma 2.6.
Proof. The existence of solution of the martingale problem is in [27, Proposition 3]. Taking
Lemma 3.4 into account, the uniqueness and the Feller property follow from [12, Theorem
4.4.1]. The existence of transition density and the two estimates can be found in [21, Theorem
1.4].
11
Remark 3.6. (1). Combining Lemma 3.4 and Lemma 3.5, we see that the Feller semigroup
{Pt}t≥0 generated by the closure of Lα has the representation
Ptf(x) =
∫
Td
f(y)p(t;x, y)dy, f ∈ C(Td),
and the following gradient estimate holds
|∇Ptf(x)| ≤ C2‖f‖0t− 1α
∫
Td
∑
j∈Zd
(
t
|y + j|d+α ∧ t
− d
α
)
dy
= C2‖f‖0t− 1α
∫
Rd
(
t
|y|d+α ∧ t
− d
α
)
dy
≤ C2
(
1 +
1
α
)
‖f‖0t− 1α .
(3.6)
(2). Denote the formal generator of X˜x, by L˜α , i.e.,
L˜α f(x) :=
∫
Rd\{0}
[
f
(
x+
1

σ (x, y)
)
− f(x)− 1

σi (x, y) ∂if(x)1B(y)
]
να(dy)
+
[
bi (x) + α−1ci (x)
]
∂if(x), x ∈ Rd.
Then Lemma 3.4 and 3.5 still hold true with L˜α in place of Lα.
Corollary 3.7. For any κ > 0 and f ∈ Cβ(Td), the unique solution uκ of equation (3.1)
admits the representation
uκ(x) =
∫ ∞
0
e−κtPtf(x)dt, (3.7)
where {Pt}t≥0 is the Feller semigroup generated by the closure of Lα, and the integral on the
right hand side converges. Moreover, there exists a constant C > 0 independent of u, f, b, κ
such that
κ‖uκ‖0 + κ
α+β−1
α ‖∇uκ‖0 + [∇uκ]α+β−1 ≤ C‖f‖β. (3.8)
Proof. Proposition 3.2 tells that the interval (0,+∞) is contained in the resolvent set of Lα.
Then by the integral representation of the resolvent (see [11, Theorem II.1.10.(ii)]), we arrive
at
uκ = (κ− Lα)−1f = lim
t→∞
∫ t
0
e−κsPsfds,
where the limit is taken in (C(Td), ‖ · ‖0). The representation (3.7) then follows. Now thanks
to the gradient estimate (3.6) and representation (3.7), the estimate (3.8) is then obtained
by the same argument as the proof of [34, Theorem 3.3, Part I].
In the next section, we will remove the large jumps from the SDEs and study their well-
posedness by Zvonkin’s transform. Thus we consider the following operator, which is a “flat”
version of Lα:
Lα,[f(x) =
∫
B\{0}
[
f(x+ σ(x, y))− f(x)− σi(x, y)∂if(x)
]
να(dy) + bi(x)∂if(x). (3.9)
We have the following regularity result for Lα,[.
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Corollary 3.8. There exists a constant κ∗ > 0 such that for any κ > κ∗ and f ∈ Cβ(Td),
there exists a unique solution u = u[κ ∈ Cα+β(Td) to the equation
κu− Lα,[u = f. (3.10)
In addition, there exists a constant C > 0 independent of u, f, b, κ, such that for any κ > κ∗,
(κ− κ∗)‖u[κ‖0 + (κ− κ∗)
α+β−1
α ‖∇u[κ‖0 + [∇u[κ]α+β−1 ≤ C‖f‖β. (3.11)
Proof. To obtain the a priori estimate (3.11), we rewrite the equation (3.10) in the form
κu− Lαu = f −
∫
Bc
[u(x+ σ(x, y))− u(x)]να(dy).
The estimate (3.8) implies that
κ‖u‖0 + κ
α+β−1
α ‖∇u‖0 + [∇u]α+β−1 ≤ C(‖f‖β + 2να(Bc)‖u‖β).
It is easy to see that there exists δ > 0 such that
sup
|x−y|<δ
|u(x)− u(y)|
|x− y| ≤ 2‖∇u‖0,
and then
‖u‖β ≤ sup
|x−y|<δ
|u(x)− u(y)|
|x− y| |x− y|
1−β + sup
|x−y|≥δ
|u(x)− u(y)|
|x− y|β ≤ 2δ
1−β‖∇u‖0 + 2δ−β‖u‖0.
Combining these together, we get(
κ− 4Cδ−βνα(Bc))‖u‖0 + (κα+β−1α − 4Cδ1−βνα(Bc))‖∇u‖0 + [∇u]α+β−1 ≤ C‖f‖β.
Then (3.11) follows by choosing κ∗ = 4Cδ−βνα(Bc) ∨
(
4Cδ1−βνα(Bc)
) α
α+β−1 .
Now define a family of operators by
L[θ = Lα,[ + θ
∫
Bc
[u(x+ σ(x, y))− u(x)]να(dy).
Then L[1 = Lα,L[0 = Lα,[. The well-posedness of equation (3.10) follows from the method of
continuity and the a priori estimate (3.11), just as in the proof of Proposition 3.2.
4 SDEs with multiplicative stable Le´vy noise
The goal of this section is to study the strong well-posedness of SDEs (2.2) and (2.3), as
well as the ergodic properties of the solution processes X˜x, for each  > 0. As corollaries, we
also obtain the Feynman-Kac formula and the well-posedness of nonlocal Poisson equation
without zeroth-order term, which will be used to study homogenization in the next two
sections.
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4.1 Strong well-posedness of SDEs
We only consider the strong well-posedness for SDE (2.3) since (2.2) has the same form.
As we have seen in Lemma 3.5, the existence and uniqueness hold for the martingale problem
for (Lα, δx). Meanwhile, it is known that the martingale solution for (Lα, δx) is equivalent
to the weak solution of SDE (2.3), see [24, Theorem 2.3, Corollary 2.5]. Thus, the existence
and uniqueness of weak solution hold for SDE (2.3).
Moreover, utilizing the fact shown in [4, Theorem 1.2] that the weak existence and path-
wise uniqueness for SDE (2.3) imply strong existence, we only need to prove the pathwise
uniqueness. The key is to reduce the SDE (2.3), whose coefficients have low regularity, to
an SDE with Lipschitz coefficients by using Zvonkin’s transform.
For κ > κ∗, let bˆκ ∈ Cα+β(Td) be the solution of
κbˆκ − Lα,[bˆκ = b,
where Lα,[ is the operator in (3.9). The existence and uniqueness of solution bˆκ is ensured
by Corollary 3.8. Define a map Φκ : Rd → Rd by
Φκ(x) = x+ bˆκ(x).
Then Φκ is of class Cα+β. Moreover, we have
Lemma 4.1. For κ > 0 large enough, the map Φκ : Rd → Rd is a C1-diffeomorphism and
its inverse Φ−1κ is also of class Cα+β.
Proof. By the estimate in Corollary 3.8, we have
κ
α+β−1
α ‖∇bˆκ‖0 ≤ C‖b‖β, κ > κ∗.
Now by choosing κ > κ∗ ∨ (2C‖b‖β)
α
α+β−1 , we get that ‖∇bˆκ‖0 ≤ 12 . Thus
1
2
|x1 − x2| ≤
∣∣Φκ(x1)− Φκ(x2)∣∣ ≤ 3
2
|x1 − x2|,
i.e., Φκ is bi-Lipschitz. In particular, Φκ is a C1-diffeomorphism. Moreover,
∇(Φ−1κ ) = Inv ◦ ∇Φκ ◦ Φ−1κ ,
where the matrix inverse map Inv : GL(Rd) → GL(Rd) is of class C∞. Note that ∇Φκ is of
class Cα+β−1, Φ−1κ is of class C1. It is easy to see that ∇(Φ−1κ ) is of class Cα+β−1. The second
conclusion of the lemma follows.
To solve SDE (2.3), by a standard interlacing technique (cf. [2, Section 6.5] or [18,
Theorem IV. 9.1]), it suffices to solve the following SDE with no jumps greater than one:
X˜x,[t = x+
∫ t
0
b(X˜x,[s )ds+
∫ t
0
∫
B
σ(X˜x,[s− , y)N˜
α(dy, ds).
Now fix κ > 0 large enough such that the conclusions in Lemma 4.1 hold. We introduce
Zvonkin’s transform
X˜∗t = Φκ(X˜
x,[
t ).
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Then by applying Itoˆ’s formula, we have
X˜∗t = Φκ(x) +
∫ t
0
b∗(X˜∗s )ds+
∫ t
0
∫
B
σ∗(X˜∗s−, y)N˜
α(dy, ds), (4.1)
where
b∗(x) = κbˆκ(Φ−1κ (x)),
σ∗(x, y) = bˆκ(Φ−1κ (x) + σ(Φ
−1
κ (x), y))− bˆκ(Φ−1κ (x)) + σ(Φ−1κ (x), y).
Proposition 4.2. For each x ∈ Rd, there is a unique strong solution X˜x = {X˜xt }t≥0 to SDE
(2.3).
Proof. By the above argument, we only need to prove the pathwise uniqueness for SDE (4.1).
First of all, we have, for any x, x1, x2 ∈ Rd,∣∣b∗(x1)− b∗(x2)∣∣ ≤ C(‖bˆκ‖1, ‖Φ−1κ ‖1)|x1 − x2|, (4.2)
Note that for γ ∈ (0, 1), f ∈ C1+γb (Rd), x, u, v ∈ Rd, there exists a constant C > 0 such that
|f(u+ x)− f(u)− f(v + x)− f(v)| ≤ C‖f‖1+γ|u− v||x|γ,
the proof can be found in [5, Theorem 5.1.(c)]. Then for any x1, x2,
|σ∗(x1, y)− σ∗(x2, y)|
≤ ∣∣bˆκ(Φ−1κ (x1) + σ(Φ−1κ (x1), y))− bκ(Φ−1κ (x1))
− bˆκ(Φ−1κ (x2) + σ(Φ−1κ (x1), y)) + bκ(Φ−1κ (x2))
∣∣
+
∣∣bˆκ(Φ−1κ (x2) + σ(Φ−1κ (x1), y))− bˆκ(Φ−1κ (x2) + σ(Φ−1κ (x2), y))∣∣
+
∣∣σ(Φ−1κ (x1), y)− σ(Φ−1κ (x2), y)∣∣
≤ C‖bˆκ‖α+β
∣∣Φ−1κ (x1)− Φ−1κ (x2)∣∣ ∣∣σ(Φ−1κ (x1), y)∣∣α+β−1
+ (‖∇bˆκ‖0 + 1)
∣∣σ(Φ−1κ (x1), y)− σ(Φ−1κ (x2), y)∣∣
≤ C
(
‖bˆκ‖α+β, ‖Φ−1κ ‖1, ‖φ‖L∞
)
|x1 − x2|(|y|α+β−1 + |y|).
(4.3)
where we have used the regularity condition for σ in Assumption H3, and φ is the positive
bounded function in the growth condition in that assumption. Noting that 2(α+β− 1) > α
by Assumption H2, we arrive at∫
B
|σ∗(x1, y)− σ∗(x2, y)|2 να(dy) ≤ C
(
‖bˆκ‖α+β, ‖Φ−1κ ‖1, ‖φ‖L∞
)
|x1 − x2|2. (4.4)
The pathwise uniqueness of SDE (4.1) follows from (4.2), (4.4) and the classical result [18,
Theorem 4.9.1]. The proof is complete.
Corollary 4.3. The solution process X˜x is a Feller process with generator the closure of
(Lα, Cα+β(Td)). In particular, X˜x is a strong Markov process.
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Proof. By applying Itoˆ’s formula, it is easy to see that for any f ∈ D(Lα) = Cα+β(Td), the
following process is a (Ω,F ,P, {Ft}t≥0)-martingale
M˜ f (t) := f(X˜xt )− f(X˜x0 )−
∫ t
0
Lαf(X˜xs )ds.
It is easy to see that X˜x has ca`dla`g paths almost surely. Let PX˜x := P ◦ X˜x be the
pushforward probability measure of X˜x on (D,B(D)), then PX˜x is a solution of martingale
problem for (Lα, δx). By the uniqueness of solutions to the martingale problem obtained in
Lemma 3.5, we find that PX˜x = P
x, the Feller property follows. The strong Markov property
follows from [35, Theorem III.3.1].
Remark 4.4. The Feller semigroup {Pt}t≥0 in Lemma 3.4 is the semigroup associated with
the solution process X˜x, that is,
Ptf(x) = E(f(X˜
x
t )), f ∈ C(Td).
As a consequence of the Feller property, we can obtain the well-posedness of the parabolic
nonlocal PDE and the corresponding Feynman-Kac representation. See [31] for the classical
version for second order PDE.
Proposition 4.5. The parabolic nonlocal PDE{
∂u
∂t
(t, x) = Lαu(t, x) + g(x)u(t, x), t > 0, x ∈ Rd,
u(0, x) = u0(x), x ∈ Rd,
admits a unique mild solution in the sense that
∫ t
0
u(s)ds ∈ D(Lα) for all t ≥ 0 and
u(t) = u0 + Lα
∫ t
0
u(s)ds+ g
∫ t
0
u(s)ds.
Moreover, the unique solution has the following Feynman-Kac representation
u(t, x) = E
[
u0(X˜
x
t ) exp
(∫ t
0
g(X˜xs )ds
)]
.
Proof. Choose G > 0 large enough such that ‖g‖0 < G. Define
P gt f(x) = E
[
f(X˜xt ) exp
(∫ t
0
g(X˜xs )ds−Gt
)]
, f ∈ C(Td).
Then by an argument similar to that used in [2, Section 6.7.2], one can show that {P gt }t≥0
is a Feller semigroup with generator the closure of (Lα + g −G, Cα+β(Td)). This yields that
{eGtP gt }t≥0 is a C0-semigroup on C(Td) with generator the closure of (Lα + g, Cα+β(Td)).
Note that u0 ∈ C(Td). Now applying the classic result [11, Proposition II.6.4] in the theory
of C0-semigroups, we conclude that the parabolic nonlocal PDE admits a unique mild solu-
tion, which can be given by the orbit map u(t) = eGtP gt u0. The desired conclusions follow
immediately.
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4.2 Ergodicity
Now we deal with the ergodicity of SDEs. To this end, we need the following scaling
assumption for the coefficient σ.
Assumption H5. σ(x, ry) = rσ(x, y) for all r > 0 and x, y ∈ Rd.
Remark 4.6. In the case σ(x, y) = σ0(x)η(y), this assumption reduces to η(ry) = rη(y) for
all r > 0 and y ∈ Rd. That is, the function η is positively homogeneous of degree 1. In
particular, if σ(x, y) = σ0(x)y, then this assumption holds automatically.
By the discussion in previous subsection, for every  > 0, SDE (2.2) also admits a unique
strong solution X˜x, which is a Td-valued Feller process. Denote by p(t;x, y) the transition
probability density of X˜x,, by {P t }t≥0 the associated Feller semigroup. Note that under
Assumption H5, SDE (2.2) becomes
dX˜x,t =
(
b(X˜x,t ) + 
α−1c(X˜x,t )
)
dt+ σ
(
X˜x,t− , dL˜
α
t
)
, X˜x,0 =
x

.
The associated generator is L˜α = Aσ,να + (b+ α−1c) · ∇.
Lemma 4.7. For each 0 ≤  ≤ 1, the process X˜x, possesses a unique invariant distri-
bution µ on Td. Moreover, there exist positive constants C and ρ, depending only on
d, α, ‖b‖0, ‖c‖0, h0, h1, such that for any periodic bounded Borel function f on Rd (i.e., f
is Borel bounded on Td),
sup
x∈Td
∣∣∣∣P t f(x)− ∫
Td
f(y)µ(dy)
∣∣∣∣ ≤ C‖f‖0e−ρt
for every t ≥ 0.
Proof. One can find a version of Doeblin-type result in [8, Theorem 3.3.1, 3.3.2], which
states that for a Markov process with transition probability densities bounded from below
by a positive constant, it has a unique invariant probability measure and the associated
semigroup converges exponentially fast. Therefore, it is enough to ensure that the transition
probability density p(1;x, y) is bounded from below by a positive constant, which follows
immediately from the density estimates in Lemma 3.5. Moreover, the two constants C and
ρ are related to the lower bound of p(1;x, y). Since the generator of each semigroup {P t }
is L˜α = Aσ,να + (b + α−1c) · ∇, the constant C1 associated to p(t;x, y) in Lemma 3.5 are
related to d, α, ‖b+ α−1c‖0, h0, h1. Hence, for  ∈ [0, 1], constants C and ρ can be chosen to
depend only on d, α, ‖b‖0, ‖c‖0, h0, h1.
Denote by µ = µ0 the unique invariant probability measure for the limit process X˜
x
t in
(2.3). Then we can prove the following lemma.
Lemma 4.8. As → 0, we have µ → µ weakly.
Proof. Using the same argument as the proof of [16, Lemma 2.4], and noting that the
tightness of the family {µ}>0 is automatic due to the compactness of Td, it suffices to
prove that P t f → Ptf in C(Td) as  → 0 for any f ∈ C(Td) and t ≥ 0. By Lemma 3.5 and
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Remark 3.6.(2), we know that Cα+β(Td) is a core for Lα and each L˜α ,  > 0. Fix an arbitrary
f ∈ Cα+β(Td),
|L˜α f(x)− Lα(x)| ≤ α−1 |c(x) · ∇f(x)| ≤ α−1‖c‖0‖f‖1,
it converges to zero as → 0, uniformly in x, by the dominated convergence and Assumption
H5. Using the Trotter-Kato approximation theorem (see [11, Theorem III.4.8]), P t f → Ptf
in C(Td) as → 0 for all f ∈ C(Td), uniformly for t in compact intervals.
Now we combine Lemma 4.7 and Lemma 4.8 to get the following ergodic theorem.
Proposition 4.9. Let f be a bounded Borel function on Td. Then for any t > 0,∫ t
0
∣∣∣∣f (Xx,s
)
−
∫
Td
f(x)µ(dx)
∣∣∣∣ ds→ 0 (4.5)
in probability, as → 0.
Proof. We follow the lines of [29, Proposition 2.4]. For  > 0, 0 ≤ s < t, let f¯ be a bounded
measurable function on Td satisfying
∫
Td f¯(x)µ(dx) = 0. By Lemma 4.8, it suffices to prove
that
∫ t
0
|f¯(Xs/)|ds→ 0 in L2(Ω,P). Using Lemma 4.7, we have
E
[
|f¯(X˜x,t )|
∣∣∣X˜x,s ] = ∫
Td
|f¯(y)|
[
p(t− s, X˜x,s , y)dy − µ(dy)
]
≤ C‖f¯‖0e−ρ(t−s).
By the Markov property,
E|f¯(X˜s)f¯(X˜t )| = E
[
|f¯(X˜s)|E
(
|f¯(X˜t )|
∣∣∣X˜s)] ≤ C‖f¯‖20e−ρ(t−s).
Hence,
E
[(∫ t
0
|f¯(Xs/)|ds
)2]
= 2α
∫ −αt
0
∫ r
0
E|f¯(X˜s)f¯(X˜r)|dsdr
≤ 2C2α‖f‖20
∫ −αt
0
∫ r
0
e−ρ(r−s)dsdr
= 2C2α‖f‖20ρ−2(−1 + ρ−αt+ e−ρ
−αt)
→ 0,
as → 0. The results follow.
For every γ > 0, denote by Cγµ(Td) the class of all f ∈ Cγ(Td) which are centered with
respect to the invariant measure µ in the sense that
∫
Td f(x)µ(dx) = 0. It is easy to check
that Cγµ(Td) is closed, and hence a sub-Banach space of Cγ(Td) under the norm ‖ · ‖γ.
Thanks to Proposition 3.2 and Lemma 4.7, we can use the Fredholm alternative to obtain
the solvability of the following Poisson equation without zeroth-order term in the smaller
space Cα+βµ (Td),
Lαu+ f = 0, (4.6)
for f ∈ Cβµ(Td). Before that, we need some lemmas.
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Lemma 4.10. The restrictions {P µt := Pt|Cµ(Td)}t≥0 form a C0-semigroup on the Banach
space (Cµ(Td), ‖ · ‖0), with generator given by Lαµf := Lαf , D(Lαµ) := Cα+βµ (Td).
Proof. Since µ is invariant with respect to {Pt}t≥0, for any f ∈ Cµ(Td) and t ≥ 0, we have∫
Td
Ptf(x)µ(dx) =
∫
Td
f(x)µ(dx) = 0.
That is, Cµ(Td) is {Pt}t≥0-invariant, in the sense that Pt(Cµ(Td)) ⊂ Cµ(Td) for all t ≥ 0. The
lemma then follows from the corollary in [11, Subsection II.2.3].
Lemma 4.11. If f ∈ Cβµ(Td), then the unique solution uκ of (3.1) is of class Cα+βµ (Td), for
any κ > 0.
Proof. Since f is centered with respect to µ, by Lemma 4.7 we have
‖Ptf‖0 ≤ C‖f‖0e−ρt. (4.7)
Note the fact that µ is invariant with respect to {Pt}t≥0. Then combining (4.7) and the
representation (3.7), a straightforward application of Fubini’s theorem implies that∫
Td
uκ(x)µ(dx) =
∫
Td
∫ ∞
0
e−κtPtf(x)dtµ(dx) =
∫ ∞
0
e−κt
(∫
Td
Ptf(x)µ(dx)
)
dt
=
∫ ∞
0
e−κt
(∫
Td
f(x)µ(dx)
)
dt = 0.
That is, uκ is also centered with respect to µ.
The following theorem will solve the well-posedness of equation (4.6), which is more
general than the results in [14, Proposition 3]. We formulate it as follows, referring to [32,
Theorem 1] for the classical version for second order partial differential operators.
Proposition 4.12. For any f ∈ Cβµ(Td), there exists a unique solution in Cα+βµ (Td) to the
equation (4.6), which satisfies the estimate
‖u‖α+β ≤ C(‖u‖0 + ‖f‖β), (4.8)
where C = C(‖b‖β) is a positive constant. Moreover, the unique solution admits the repre-
sentation
u(x) =
∫ ∞
0
Ptf(x)dt. (4.9)
Proof. The a priori estimate (4.8) is also from [5, Theorem 7.1].
First, we show that if the equation has a solution u ∈ Cµ(Td) for f ∈ Cβµ(Td), then u
must have the representation (4.9), this also implies the uniqueness. By the exponential
ergodicity result in Lemma 4.7, we have ‖P µt f‖0 ≤ C‖f‖0e−ρt for any f ∈ Cµ(Td) and t ≥ 0.
This yields that, using [11, Theorem II.1.10.(ii)] as in the proof of Corollary 3.7, the set
{z ∈ C|Rez > −ρ} is contained in the resolvent set of Lαµ. Noting that u = (0−Lαµ)−1f , the
representation and uniqueness follow.
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Now we prove the existence. Let κ0 be a fixed positive constant. Thanks to Lemma 4.11,
the linear map κ0−Lα : Cα+βµ (Td)→ Cβµ(Td) is invertible. Furthermore, by virtue of Lemma
3.1 and the energy estimate (3.4), together with the compact embedding Cα+βµ (Td) ⊂ Cβµ(Td)
(see, for instance, [15, Lemma 6.36]), the resolvent Rκ0 := (κ0 − Lα)−1 is compact from
Cβµ(Td) to Cβµ(Td). Consider then the equation
u− κ0Rκ0u = Rκ0f, f ∈ Cβµ(Td), (4.10)
Then the Fredholm alternative (see [15, Section 5.3]) implies that the equation (4.10) always
has a unique solution u ∈ Cβµ(Td) provided the homogeneous equation u − κ0Rκ0u = 0 has
only the trivial solution u = 0.
To rephrase these statements in terms of the Poisson equation (4.6), we observe first that
since Rκ0 maps Cβµ(Td) onto Cα+βµ (Td), any solution u ∈ Cβµ(Td) of (4.10) must also belong
to Cα+βµ (Td). Hence, operating on (4.10) with κ0 − Lα we obtain
−Lαu = (κ0 − Lα)(u− κ0Rκ0u) = f.
Thus, the solutions of (4.10) are in one-to-one correspondence with the solutions of the
Poisson equation (4.6). Consequently, (4.10) has a unique solution in Cα+βµ (Td) if we can
show that the homogeneous equation Lαu = 0 has only the zero solution, while the latter
follows from the representation (4.9).
Remark 4.13. The assumption that f is centered with respect to µ in Proposition 4.12 is
necessary. To see this informally, let’s recall the Riesz-Schauder theory for compact operators
(cf. [42, Theorem X.5.3]). The equation (4.10) admits a solution u ∈ C(Td) if and only if
Rκf ∈ Ker(I∗ − κR∗κ)⊥, where the superscript ∗ denotes the adjoint of operators. This
is equivalent to say that the equation (4.6) admits a solution u ∈ C(Td) if and only if
f ∈ Ker(Lα,∗)⊥. On the other hand, we have µ ∈ Ker(Lα,∗) since µ is the invariant measure
with respect to {Pt}t≥0. Thus a necessary condition for the existence of (4.6) is 〈µ, f〉 = 0,
regarding µ as an element in the dual space of C(Td).
5 Homogenization results
5.1 Homogenization of SDEs
The aim of this subsection is to show the homogenization result of the solutions Xx, of
SDEs (2.1). It is quite natural to get rid of the drift term involving 1
α−1 in (2.1). For this
purpose, we again use Zvonkin’s transform,
Xˆx,t := X
x,
t + 
(
bˆ
(
Xx,t

)
− bˆ
(x

))
, (5.1)
where bˆ is the solution of the Poisson equation
Lαbˆ+ b = 0, (5.2)
with the linear operator Lα given by (3.2). Note that the transform here is slightly different
from that used in Section 4. Due to Proposition 4.12, bˆ ∈ Cα+βµ (Td) is uniquely determined
under the following assumption.
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Assumption H6. The functions b and e satisfy the centering condition,∫
Td
b(x)µ(dx) = 0,
∫
Td
e(x)µ(dx) = 0.
Note that this assumption is quite natural in the homogenization problems and the
reader can also find it in [8, 16, 29]. We will let Assumptions H5 and H6 hold true in this
and next subsection. Now we are in a position to study the homogenization of SDEs with
multiplicative stable noise.
Proposition 5.1. In the sense of weak convergence on the space D, we have that,
Xx, ⇒ Xx, where Xxt := x+ C¯t+ Lt, (5.3)
as → 0. The homogenized coefficient C¯ is given by
C¯ =
∫
Td
(I +∇bˆ)c(x)µ(dx), (5.4)
and {Lt}t≥0 is a symmetric α-stable Le´vy processes with jump intensity measure
Π(A) =
∫
Rd\{0}
∫
Td
1A(σ(x, y))µ(dx)ν
α(dy), A ∈ B(Rd \ {0}). (5.5)
Proof. Since bˆ is bounded, the theorem will follow if we prove that Xˆx, ⇒ Xx, as  → 0.
Note that να(A) = −ανα(A), A ∈ B(Rd \ {0}). By Assumption H5 the oddness condition
in Assumption H3,
1
α−1
Aσ,να bˆ
(x

)
=
∫
Rd\{0}

[
bˆ
(x

+ σ
(x

,
y

))
− bˆ
(x

)
− σi
(x

,
y

)
∂ibˆ
(x

)
1B(y)
]
να(dy)
= Aσ,να bˆ(x).
(5.6)
Then by applying Itoˆ’s formula, and note that bˆ ∈ Cα+β(Td) is the solution of Poisson
equation (5.2),
Xˆx,t = x+
∫ t
0
(I +∇bˆ)c
(
Xx,s

)
ds+
∫ t
0
∫
Rd\{0}

[
bˆ (X
x,
s− + σ (X
x,
s− , y))− bˆ (Xx,s− )
]
N˜α(dy, ds)
+
∫ t
0
∫
B\{0}
σ (X
x,
s− , y) N˜
α(dy, ds) +
∫ t
0
∫
Bc
σ (X
x,
s− , y)N
α(dy, ds)
=: x+ Λ1(c)t + Λ

2(bˆ, N˜
α)t + Λ

3(σ, N˜
α)t + Λ

4(σ,N
α)t.
where bˆ(x) := bˆ
(
x

)
, σ(x, y) := σ
(
x

, y
)
.
For the last three stochastic integral terms, we figure out the characteristics of them
as semimartingales (cf. [20, Proposition IX.5.3]). Choose the truncation function h1(x) =
x1B(x). Denote by Ξ
(s, y) := [bˆ(X
x,
s− + σ(X
x,
s− , y))− bˆ(Xx,s− )]. Note that Ξ(·, 0) ≡ 0 by
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virtue of σ(·, 0) ≡ 0 as mentioned in Remark 2.1 (2). Then the characteristics of Λ2(bˆ, N˜α)
associated with h1 is given by
B2(t) = −
∫ t
0
∫
Rd\{0}
Ξ(s, y)1Bc(Ξ
(s, y))να(dy)ds,
C2 ≡ 0,
ν2(A× [0, t]) =
∫ t
0
∫
Rd\{0}
1A(Ξ
(s, y))να(dy)ds, A ∈ B(Rd \ {0}).
The characteristics of Λ3(σ, N˜
α) + Λ4(σ,N
α) is given by
B3+4(t) =
∫ t
0
∫
Rd\{0}
σ (X
x,
s− , y) [1B (σ (X
x,
s− , y))− 1B(y)] να(dy)ds,
C3+4 ≡ 0,
ν3+4(A× [0, t]) =
∫ t
0
∫
Rd\{0}
1A (σ (X
x,
s− , y)) ν
α(dy)ds, A ∈ B(Rd \ {0}).
By the same argument as in (2.6), we have B3+4 ≡ 0.
Then the theorem is a consequence of the functional central limit theorem in [20, Theorem
VIII.2.17] and the following lemma.
Lemma 5.2. For any t ∈ R+, and any bounded continuous function f : Rd → R which
vanishes in a neighbourhood of the origin, the following convergences hold in probability P
when → 0:
(i) sup0≤s≤t
∣∣Λ1(c)s − C¯s∣∣→ 0;
(ii) sup0≤s≤t |B2(s)| → 0;
(iii)
∫ t
0
∫
Rd\{0} f(x)ν

2(dx, ds)→ 0;
(iv)
∫ t
0
∫
Rd\{0} f(x)ν

3+4(dx, ds)→ t
∫
Rd\{0} f(x)Π(dx);
where C¯ and Π are defined in (5.4) and (5.5), respectively.
Proof. (i). By Proposition 4.9, the convergence in probability of the first integral is imme-
diate,
sup
0≤s≤t
∣∣Λ1(c)s − C¯s∣∣ ≤ ∫ t
0
∣∣∣∣(I +∇bˆ)c(Xx,s
)
− C¯
∣∣∣∣ ds→ 0, → 0.
(ii) and (iii). Since Ξ is integrable with respect to N˜α, the third characteristic of Λ2
satisfies that
∫ t
0
∫
Rd\{0}(|x|2∧1)ν2(dx, ds) <∞ for each  > 0 and t ∈ R+ (cf. [20, Proposition
II.2.9]). By the hypothesis, there exist ρ > 0 and M > 0 such that |f | ≤M on Bcρ and f = 0
on Bρ. Then for any t ∈ R+,∫ t
0
∫
Rd\{0}
f(x)ν2(dx, ds) ≤M
∫ t
0
∫
Rd\{0}
1Bcρ(x)ν

2(dx, ds),
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which goes to zero almost surely as → 0 by the boundness of bˆ and the dominated conver-
gence theorem, and (iv) follows.
For B2, we have the estimate
sup
0≤s≤t
|B2(s)| ≤
[∫ t
0
∫
Rd\{0}
|x|2ν2(dx, ds)
] 1
2
[∫ t
0
∫
Rd\{0}
1Bc(x)ν

2(dx, ds)
] 1
2
=:
√
J 1 ·
√
J 2.
By (iv) and a usual approximation procedure, J 2 goes to zero surely as → 0. For J 1,
J 1 =
∫ t
0
∫
Rd\{0}
∣∣∣ [bˆ (Xx,s− + σ (Xx,s− , y))− bˆ (Xx,s− )]∣∣∣2 να(dy)ds
=
∫ t
0
(∫
Bc
+
∫
B\{0}
)
| · · · |2να(dy)ds
≤ 4t‖bˆ‖
2
0λ(Sd−1)
α
2−α + ‖bˆ‖21
∫
B\{0}
∫ t
0
∣∣∣∣σ(Xs− , y
)∣∣∣∣2 dsνα(dy).
By the growth condition in Assumption H3,∫
B\{0}
∫ t
0
∣∣∣∣σ(Xs− , y
)∣∣∣∣2 dsνα(dy) ≤ tλ(Sd−1)2−α2− α
∫ t
0
∣∣∣∣φ(Xs−
)∣∣∣∣2 ds.
Then (iii) follows from these estimates and Proposition 4.9.
(iv). It follows from Proposition 4.9 that,∫ t
0
∫
Rd\{0}
f(y)ν3+4 (dy, ds) =
∫
Rd\{0}
∫ t
0
f
(
σ
(
Xx,s−

, y
))
dsνα(dy)
→ t
∫
Rd\{0}
∫
Td
f(σ(x, y))µ(dx)να(dy)
= t
∫
Rd\{0}
f(y)Π(dy), → 0,
where the convergence is in probability.
5.2 Homogenization of linear nonlocal PDEs
Define
Y t :=
∫ t
0
(
1
α−1
e
(
Xx,s

)
+ g
(
Xx,s

))
ds. (5.7)
Thanks to Proposition 4.5, the nonlocal PDE (1.1) has a unique mild solution, which is given
by the Feynman-Kac formula,
u(t, x) = E [u0(X
x,
t ) exp(Y

t )] . (5.8)
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Similar to Xˆx,, we define
Yˆ t := Y

t + 
(
eˆ
(
Y t

)
− eˆ
(x

))
.
Here eˆ ∈ Cα+βµ (Td), thanks to Proposition 4.12 and Assumption H6, is the unique solution
of the Poisson equation
Lαeˆ+ e = 0,
with Lα given by (3.2). In a similar fashion as (5.6), we know that 1
α−1Aσ,ν
α
eˆ
(
x

)
=
Aσ,να eˆ(x). Again using Itoˆ’s formula,
Yˆ t =
∫ t
0
(g +∇eˆc)
(
Xx,s

)
ds+
∫ t
0
∫
Rd\{0}
 [eˆ (X
x,
s− + σ (X
x,
s− , y))− eˆ (Xx,s− )] N˜α(dy, ds)
=: Λ1(c, g)t + Λ

2(eˆ, N˜
α)t.
Then in the same way as the proof of Proposition 5.1, we have the convergence of Y .
Lemma 5.3. In the sense of weak convergence on the space D, both Y  and Yˆ  converge in
distribution to a deterministic path y(t) = E¯t as → 0, where the homogenized coefficient E¯
is given by
E¯ :=
∫
Td
(g +∇eˆc)(x)µ(dx). (5.9)
Now we are in the position to prove the main result of this section. Since bˆ and eˆ are
bounded on Rd, u has the same limit behavior as
uˆ(t, x) := E[u0(X
x,
t ) exp(Yˆ

t )] (5.10)
as → 0.
Proof of Themrem 1.1. We only need to show uˆ(t, x) → u(t, x),  → 0 for any t ≥ 0, x ∈
Rd. For the convenience of notation, we shall write Λ1(c, g)t, Λ2(eˆ, N˜α)t as Λ1(t), Λ2(t),
respectively. We fix a t ∈ R+.
Firstly, we prove the uniform integrability of the set {eΛ2(t)|0 <  ≤ 1} for each t ∈ R+.
This follows by proving that it is uniformly bounded in L2(Ω,P). Denoting the integrand
in Λ2(eˆ, N˜
α) by
Γ(s, y) :=  [eˆ (X
x,
s− + σ (X
x,
s− , y))− eˆ (Xx,s− )] .
Then by Itoˆ’s formula,
e2Λ

2(t) = 1−
∫ t
0
∫
Bc
2e2Λ

2(s−)Γ(s, y)να(dy)ds
+
∫ t
0
∫
B\{0}
e2Λ

2(s−)
(
e2Γ
(s,y) − 1) N˜α(dy, ds)
+
∫ t
0
∫
Bc
e2Λ

2(s−)
(
e2Γ
(s,y) − 1)Nα(dy, ds)
+
∫ t
0
∫
B\{0}
e2Λ

2(s−)
[
e2Γ
(s,y) − 1− 2Γ(s, y)] να(dy)ds.
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Since eˆ is bounded, Γ has a uniform bound for all  > 0. Then there exists a large constant
C > 0 such that for each  > 0 and t ∈ R+,
E
∫ t
0
∫
Bc
∣∣e2Λ2(s−) (e2Γ(s,y) − 1− 2Γ(s, y))∣∣2 να(dy)ds ≤ Cνα(Bc)E ∫ t
0
e2Λ

2(s−)ds <∞.
Hence combining these, there exists θ ∈ (0, 1) such that
Ee2Λ

2(t) = 1 + E
∫ t
0
∫
B\{0}
e2Λ

2(s−)
[
e2Γ
(s,y) − 1− 2Γ(s, y)] να(dy)ds
≤ 1 + E
∫ t
0
e2Λ

2(s−)
∫
B\{0}
2e2θΓ
(s,y)|Γ(s, y)|2να(dy)ds
≤ 1 + C(‖eˆ‖0)E
∫ t
0
e2Λ

2(s−)
∫
B\{0}
|Γ(s, y)|2να(dy)ds.
As shown in the proof of part (iii) and (iv) in Lemma 5.2,∫
B\{0}
|Γ(s, y)|2να(dy) ≤ 2‖eˆ‖21
∫
B\{0}
|σ(Xs−, y)|2να(dy) ≤ λ(S
d−1)
2− α 
2‖eˆ‖21|ψ(Xs−)|2.
Thus,
Ee2Λ

2(t) ≤ 1 + 2C(α, λ(Sd−1), ‖eˆ‖1, ‖ψ‖L∞)
∫ t
0
Ee2Λ

2(s−)ds.
By Gro¨nwall’s inequality, the uniform boundness of {eΛ2(t)|0 <  ≤ 1} in L2(Ω,P) follows.
Secondly, the set {Λ1(t)|0 <  ≤ 1} is bounded by virtue of the boundness of c, g and
eˆ. Also since u0 is periodic and continuous, {u0(Xt )|0 <  ≤ 1} is bounded. Thus, the set
{u0(Xx,t ) exp(Yˆ t )|0 <  ≤ 1} is uniformly integrable.
Finally, we pass to the limit. It is easy to see that eYˆ

t → ey(t) in probability as  → 0.
Then for any subsequence {n} → 0, there exists a subsubsequence {nk} → 0 such that
eYˆ
nk
t → ey(t) almost uniformly (cf. [22, Lemma 4.2]). That is, for any ρ > 0, there exists a
set N ∈ F with P(N) ≤ ρ, such that∥∥∥eYˆ nkt − ey(t)∥∥∥
L∞(Nc,P)
→ 0, k →∞. (5.11)
By the boundness of u0, we know the set {u0(Xx,t )[exp(Yˆ t ) − exp(y(t))]|0 <  ≤ 1} is also
uniformly integrable. Then for any δ > 0, there exist ρ0 > 0 and N0 ∈ F with P(N0) ≤ ρ0,
such that
E
∣∣∣u0(Xt )(eYˆ t − ey(t))1N0∣∣∣ < δ. (5.12)
Now along the sequence {nk}, we combining (5.11) with (5.12) to get
E
∣∣∣u0(Xnkt )(eYˆ nkt − ey(t))∣∣∣ ≤ E |· · ·1N0|+ E ∣∣· · ·1Nc0 ∣∣
≤ δ + ‖u0‖L∞P(N c0)
∥∥∥eYˆ nkt − ey(t)∥∥∥
L∞(Nc,P)
≤ 2δ.
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To summarize these together, for any subsequence {n} → 0, there exists a subsubsequence
{nk} → 0 such that
E
∣∣∣u0(Xnkt )(eYˆ nkt − ey(t))∣∣∣→ 0, k →∞,
which implies that the convergence holds on the whole line 0 <  ≤ 1. On the other hand,
by Proposition 5.1, we know that E|u0(Xt )−u0(Xt)| → 0 as → 0. The result (1.4) follows
immediately.
Remark 5.4. We close this section by some comments for the proof of Theorem 1.1. In [29],
the author applied Girsanov’s transform to get rid of the stochastic integral term involved in
Yˆ , since this term may not possess the uniformly integrability. While in our case, since the
stochastic integral term in Y t has an infinitesimal integrand Γ
(s, y), the uniform integrability
of {exp(Yˆ t )|0 <  ≤ 1} is easier to treat.
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