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Let R be a Euclidean domain with quotient ﬁeld F of characteristic
not equaling 2. Jacobi showed that every symmetric R-matrix is
congruent over R to a matrix in triple diagonal form. Since it is
generally not possible to fully diagonalize these matrices, it is of
importance to gain as much control as possible of this triple di-
agonal form. Two different reﬁnements have since been made to
Jacobi’s triple diagonal form. This paper works toward combining
these reﬁnements.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let R be a principal ideal domain of characteristic not equaling 2. Recall that two matrices A, C ∈
Mn(R) are said to be congruent if C = tTAT for some T ∈ GLn(R). Work by Jacobi [3, Theorem 6.20] has
shown that a symmetric matrix A ∈ Mn(R) is congruent to a matrix in triple diagonal form. This form
was strengthened in [7] and again in [9] in different ways. In this paper we work towards combining
these two reﬁnements. More speciﬁcally, we shall prove that:
Main Theorem 1. Let R be a Euclidean domain of characteristic not equaling 2, and let A be a symmetric
matrix in Mn(R) such that d = det A /= 0. Then A is congruent to either a triple diagonal matrix:
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⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠
,
where
(i) |d1| |d2| · · · |dn−1|, and
(ii) di|d for i n − 4
or a block diagonal matrix with each block satisfying this condition.
2. Background
In a method similar to that done in [9] we will ﬁrst explore the background material from a matrix
theoretic viewpoint. Afterwards we shall switch to looking at the situation via quadratic spaces and
lattice theory as the proof will follow from that avenue.
2.1. Matrix viewpoint
It is worth mentioning that since the theorems discussed in this section will be used at various
stages for the proof forMain Theorem 1, therewill be a brief comment on some of the key components
associated with the algorithm/proof for each theorem.
In [4], Jacobi showed that a symmetric matrix in Mn(R) is congruent to a triple diagonal matrix.
More explicitly:
Theorem 2.1 [3, Theorem 6.20]. Let R be a principal ideal domain of characteristic not 2, and let A be a
symmetric matrix in Mn(R). Then A is congruent to a triple diagonal matrix
⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠
.
Key component/idea: Suppose A is given by A = (aij). If a1j /= 0 for some j 3 then let δ = gcd(a12,
a13, . . . , a1n).UsinganappropriatematrixT—described in [3, Theorem6.20]—weget thatA is congruent
to the matrix given by:
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a11 δ 0 · · · 0
δ b22 b23 · · · b2n
0 b23
. . .
. . .
...
...
...
. . .
0 b2n · · · bnn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
The procedure is then iterated on the sub-matrix B = (bij), ultimately leading to a triple diagonal
matrix.
Unfortunately this triple diagonal form has not yet led to a full classiﬁcation of these symmetric
matrices. Hence Newman reﬁned the triple diagonal form to the following:
Theorem 2.2 [7]. Let R be a principal ideal domain, and let A be a symmetric matrix in Mn(R) such that
det A = d /= 0. Then A is congruent to a triple diagonal matrix:
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⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠
,
where di|d, 1 i n − 2.
Key component/idea: Suppose A is given by A = (aij) and is in triple diagonal form. If a12d, then let
Δ = gcd(an−1,n, ann). Since Δ divides all the terms in the nth column of A, it must divide d. Now by
using a suitable matrix U as described in [7], and Jacobi’s algorithm to return to triple diagonal form,
we get that A is congruent to
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
c1 d1
d1 b22 b23
b23
. . .
. . .
. . . bn−1,n
bn−1,n bn,n
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where d1|d. The procedure is then iterated on the sub-matrix B = (bij), ultimately terminating when
the desired form is reached.
Another reﬁnement was made to the triple diagonal form in [9]. This again had the objective of
controlling the off diagonal elements, however did so in another way.
Theorem 2.3 [9]. Let R be a Euclidean domain of characteristic not equaling 2, and let A be a symmetric
matrix in Mn(R) such that det A /= 0. Then A is congruent to either a triple diagonal matrix:
⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠
,
where |d1| |d2| · · · |dn−1|, or a block diagonal matrix with each block satisfying this condition.
Key component/idea: We again let A = (aij). The key component in the algorithm for this proof
relates to the termination of the algorithm. Speciﬁcally, a pass through the algorithm to adjust the
(i, i + 1) term leaves the upper left i × i sub-matrix unchanged, (with the exception of the aii term).
Hence, once the ﬁrst s off-diagonal elements (namely a12, . . . , as,s+1), achieve their lowest possible
norm, then the as+1,s+2 position can be the “problem spot" at most |as+1,s+2| times. This leads to the
algorithm terminating.
These theorems and their key components will be used in the proof of Main Theorem 1.
2.2. Lattice viewpoint
We now brieﬂy transition to thinking about things via quadratic spaces and lattice theory; as
such we will adopt a lot of the terminology and notation from O’Meara’s book [8] and Gerstein’s
book [3].
The general setting is as follows: Let R be a principal ideal domain with characteristic not equal
to 2 and let F be its associated quotient ﬁeld. Let V be a ﬁnite dimensional vector space over F
with B a symmetric bilinear form on V . Let Q denote the quadratic form associated to B deﬁned by
Q(x) = B(x, x). An R-lattice L on V is a free R-module spanning V . That is, L = Rv1 ⊕ · · · ⊕ Rvn where{v1, . . . , vn} is a basis for V . The Gram matrix associated to L with respect to the basis {v1, . . . , vn}
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is the matrix A = (aij) = B(vi, vj); and we write L∼= A if L has Gram matrix A with respect to some
basis.
Since B is symmetric, we see that the associated Gram matrix is symmetric, and therefore results
for congruence of symmetric matrices are equivalent to results for these R-lattices. Hence we are able
to work in the two settings interchangeably. We are now ready to prove Main Theorem 1.
3. Combining triple diagonal forms
For this section k can be any ﬁeld of characteristic not equaling 2 and we shall assume that the
quadratic space is nonsingular. Let us begin by restating and proving Main Theorem 1 from the view
of quadratic spaces.
Main Theorem 1. Let L be an n-dimensional R-lattice where R is a Euclidean domain of characteristic /=2.
Then either there is an orthogonal splitting L = L1 ⊥ L2, or L has a triple diagonal Gram matrix A = (aij)
in which both the following hold:
(i) entries on the off-diagonal have non-decreasing norm, i.e., |a12| |a23| · · · |an−1,n| and
(ii) ai,i+1|d for i n − 4 where d = det A /= 0.
Proof. Without loss of generality (scale if necessary) we may assume that aij ∈ R for all i, j. Assume
(via Theorem 2.3) that L∼= A = (aij) is in triple diagonal form with the norm condition satisﬁed on
the off diagonal elements, however not yet in the desired form. If at any time in the process a splitting
becomes apparent, then we are done.
Since A is not in the desired form there is some i n − 4 such that ai,i+1d. Fix the smallest such i.
We now call upon part of the method outlined by Newman. Let Δ = gcd(an−1,n, ann); hence Δ|d and
there exist x, y ∈ R such that Δ = xan−1,n + yan,n.
Let v′i = vi + xvn−1 + yvn. We see that
B(vm, v
′
i) = B(vm, vi + xvn−1 + yvn)
= B(vm, vi) + xB(vm, vn−1) + yB(vm, vn). (3.1)
Form < i, Eq. (3.1) gives:
B
(
vm, v
′
i
)
= B(vm, vi) = am,i.
Form = i + 1 Eq. (3.1) gives:
B
(
vm, v
′
i
)
= B(vi+1, vi) = ai+1,i.
[Note: It is at this point in the calculation of B(vi+1, vi) where the restriction on i is required,
speciﬁcally the fact that i n − 4. This can be seen sincewewill need the last two terms from Eq. (3.1),
namely xB(vm, vn−1) + yB(vm, vn), to equal 0. Asweare looking atm = i + 1,weneedB(vi+1, vn−1) =
0, which is ensured only when (n − 1) − (i + 1) 2, or equivalently i n − 4.]
For i + 1 < m < n let bmi = B(vm, v′i).
Finally form = n, Eq. (3.1) gives:
B(vm, v
′
i) = B(vn, vi) + xB(vn, vn−1) + yB(vn, vn)
= 0 + xan,n−1 + yann (3.2)
= Δ.
Hence with respect to the basis {v1, . . . , vi−1, v′i , vi+1, . . . , vn} we have
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L∼=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a12
a12
. . .
ai−1,i−1 ai−1,i
ai−1,i Q(v′i) ai+1,i bi+2,i · · · bn−1,i Δ
ai+1,i ai+1,i+1 ai+1,i+2
bi+2,i ai+1,i+2
. . .
. . .
...
. . .
bn−1,i an−1,n
Δ an−1,n ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We now re-triple diagonalize via Jacobi. It is important that this process requires changing only
{vi+1, . . . , vn}. Letting δ = gcd(ai+1,i , bi+2,i , . . . , bn−1,i ,Δ), and using the fact Δ|d we see that after
using Jacobi’s algorithm the new (i, i + 1) term—namely δ—has norm less than or equal to the norm of
ai+1,i while also dividingΔ, hence dividing d. Thus, the new (i, i + 1) term has norm less than or equal
to that which was in that position at the beginning of the pass through this case, and now divides d.
Now that it is back in triple diagonal form, we use the algorithm from Theorem 2.3 to return back
to the starting form, namely being in triple diagonal form while satisfying the non-decreasing norm
requirement.
To complete the proof we need to be sure that this process terminates. Similar to the proof of The-
orem 2.3, this follows from the fact that once the ﬁrst s off-diagonal elements (namely a12, . . . , as,s+1),
achieve their lowest possible normwhile still dividing d, then the as+1,s+2 position canbe the “problem
spot" atmost |as+1,s+2| times. Alternatively, one can think in terms of once the {a12, a23, . . . , an−4,n−3}
terms reach their lowest normwhile still dividing d, we need only return to the starting form to ﬁnish
the algorithm. 
This improved triple diagonal form can now be achieved for any R-lattice where R is a Euclidean
domain of characteristic not equaling 2; in particular Z-lattices can now be put into this form as well.
One thing to note is that there are situations where Newman’s form may be more “useful" than
the combined form. For example, if A is a unimodular matrix and if A is in Newman’s form, then
it is already in this combined form. Moreover the combined form can lose control of some of the
off-diagonal elements. This can be seen more precisely in the following example.
Example 3.3. Suppose A is a unimodular matrix with Gram matrix given by
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
−2 1 0 0 0 0
1 −3 1 0 0 0
0 1 −1 1 0 0
0 0 1 −2 2 0
0 0 0 2 −2 3
0 0 0 0 3 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
This form agrees with that of Main Theorem 1. However by using Newman’s algorithm we see A is
congruent to C by noticing that C = tTAT where
C =
⎛
⎜⎜⎜⎜⎜⎜⎝
−2 1 0 0 0 0
1 −3 1 0 0 0
0 1 −1 1 0 0
0 0 1 −8 1 0
0 0 0 1 1 9
0 0 0 0 9 70
⎞
⎟⎟⎟⎟⎟⎟⎠
, T =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 1 0 1
0 0 0 −2 1 6
⎞
⎟⎟⎟⎟⎟⎟⎠
.
If onewere instead using the ringR = k[x] thenMain Theorem1 can also be applied to k[x]-lattices.
In particular,Fq[x]-lattices can nowbe put into this form. This is of particular interest in the attempt to
further the classiﬁcation of these lattices, speciﬁcally in the indeﬁnite case. A theorem of G. Harder has
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solved the classiﬁcation of unimodular Fq[x] lattices (see [5]; [6, pp. 180–187]; [10, Chapter 6, Section
3] or [1, Theorem 3.1]), and in [2] Gerstein solves the classiﬁcation problem for deﬁnite Fq[x]-lattices.
However since the indeﬁnite case remains unsolved, this combined form may be useful in furthering
the classiﬁcation of these lattices.
4. Future improvements
As discussed above and displayed in Example 3.3, this combined form is not as strong as onewould
hope. More speciﬁcally, this combined form only has di|d for i n − 4 whereas Newman’s form has
di|d for i n − 2. Hence we are unable to guarantee this division requirement for dn−3 and dn−2. It is
possible that this can be done via other methods, however the method in this paper does not seem to
lend itself to forcing the division requirement for those last two terms.
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