Abstract. In this work, we investigate a novel setting of Markovian loop measures and introduce a new class of loop measures called Bosonic loop measures. Namely, we consider loop soups with varying intensity µ ≤ 0 (chemical potential in physics terms), and secondly, we study Markovian loop measures on graphs with an additional "time" dimension leading to so-called space-time random walks and their loop measures and Poisson point loop processes. Interesting phenomena appear when the additional coordinate of the space-time process is on a discrete torus with non-symmetric jump rates. The projection of these space-time random walk loop measures onto the space dimensions are loop measures on the spatial graph, and in the scaling limit of the discrete torus, these loop measures converge to the so-called Bosonic loop measures. This provides a natural probabilistic definition of Bosonic loop measures. These novel loop measures have similarities with the standard Markovian loop measures only that they give weights to loops of certain lengths, namely any length which is multiple of a given length β > 0 which serves as an additional parameter. We complement our study with generalised versions of Dynkin's isomorphism theorem (including a version for the whole complex field) as well as Symanzik's moment formulae for complex Gaussian measures. Due to the lacking symmetry of our space-time random walks, the distributions of the occupation time fields are given in terms of complex Gaussian measures over complex-valued random fields ([B92, BIS09]. Our space-time setting allows obtaining quantum correlation functions as torus limits of space-time correlation functions.
Introduction
Recently Markovian Loop measures have become an active field in probability theory with its origin going back to Symanzik [Sym69] . Our focus in this work is Markovian loop measures on graphs with an additional "time" dimension leading to so-called space-time random walks and their loop measures and Poisson point loop processes. Interesting phenomena appear when the additional coordinate of the space-time process is on a discrete torus with non-symmetric jump rates. The projection of these space-time random walk loop measures onto the space dimensions are loop measures on the spatial graph, and in the scaling limit of the discrete torus, these loop measures converge to the Bosonic loop measures which are a new class of loop measures. These have different properties than the Markovian loop measures some of which we study in this work. The Bosonic loop measures not only have the probabilistic derivation as torus limits of space-time Markovian loop measures, a second major interest in these objects stems from the fact that the total weight of the Bosonic loop measure for a finite graph is exactly the logarithm of the grand-canonical partition function of non-interacting Bose gas on a finite graph in thermodynamic equilibrium at an inverse temperature β > 0 and chemical potential µ ≤ 0. The study on Markovian loop measures have been outlined in the lecture notes [LJ11] and [Szn] with more recent developments in [FR14] .
1.1. Notation and set up. We begin with the definition of loop measures for processes with discrete state space. Let G be a finite set. We will later specify our choice of graph G. Let W = (w(x, y)) x,y∈G be an irreducible matrix with non-negative entries indexed by G. We say that x, y ∈ G are connected (denoted by x ∼ y) if w(x, y) > 0, and we put w(x, x) = 0 by default. Let κ = (κ(x)) x∈G be a vector with non-negative entries. We often refer to κ as killing if κ(x) > 0 for some x ∈ G. Denote the normalising constant λ(x) = κ(x) + y∼x w(x, y). Clearly P = (p(x, y)) x,y∈G defined by p(x, y) = w(x,y) λ(x) induces (sub-) Markovian transition probabilities on G via the generator matrix Q = (q(x, y)) x,y∈G given by Q = λ(P − I). Its transition densities are given by p t (x, y) = e tQ (x, y) x, y ∈ G.
(1.1)
Here, λ = diag(λ) is the matrix with (λ(x)) x∈G on the diagonal and all other entries set to zero.
The transition densities define a continuous time Markov process on the Skorohod space of càdlàg paths from [0, ∞) → G when adding a cemetery state (necessary if κ = 0). For x ∈ G, P x denotes the distribution of that Markov process with initial condition x, i.e., P x (X 0 = x) = 1. We call X = (X t ) t≥0 the random walk process on the graph G with killing κ. When G is a finite connected subset of Z d we write G = Λ Z d , and we will sometimes consider killing upon reaching the boundary, i.e., κ(x) = y∈Z d \Λ 1l{x ∼ y}, x ∈ Λ.
The random walk process defines different measures on the space of loops. For any t > 0 let Γ t be the space of càdlàg functions ω : [0, t] → G with the same value in 0 and t. We denote by X s , 0 ≤ s ≤ t, the canonical coordinates, and we extend them to be equal to a "graveyard" state for s > t, so that X s (ω) is well-defined for any s ∈ R. Note that the spaces Γ t are pairwise disjoint, as t varies over (0, ∞), and define
(1.2)
For each ω ∈ Γ we denote the time horizon or the length of the loop ω by (ω) being the unique t > 0 such that ω ∈ Γ t . The σ-algebra G is obtained from the bijection Γ 1 × (0, ∞) → Γ defined as
where we endow Γ 1 × (0, ∞) with the canonical product σ-algebra (and Γ 1 is endowed with the σ-algebra generated by X t , 0 ≤ t ≤ 1). The σ-algebra G on Γ is the image of the σ-algebra on Γ 1 ×(0, ∞). We define for x, y ∈ G, t > 0, the measure P (t)
x,y as the image on Γ t of 1l{X t = y}P x under the map (X s ) 0≤s≤t from D G ∩ {X t = y} into Γ t , where D G is the Skorohod space over G with time horizon [0, ∞). We study the following new loop measures which are related to the well-known Markovian loop measures (see e.g. [LJ11] for an overview on Markovian loop measures). x,x (C) dt = x,x (C) .
(1.4)
The Markovian loop measure M G,µ with chemical potential is a generalisation of the standard Markovian loop measure due to the term e µt which, as µ ≤ 0, puts lower weight on loops with larger time horizons.
1.2. Overview. The main focus in this work is the Bosonic loop measure M B G,µ,β which is defined in similar way to the Markovian loop measure ( [LJ11] ) but differs in having support only on loops with time horizons being a multiples of the given parameter β. The Bosonic loop measures for simple random walks are linked to equilibrium quantum statistical mechanics, see Section 3 for details. The main idea and novelty of our study is to view these measures as natural Markovian loop measures in a space-time structure where we add an additional "time" torus to the given graph. After providing technical tools and different classes of space-time random walks in Section 2.1, we prove the first main result about the torus limit approximation of the Bosonic loop measure in Theorem 2.3. In Theorem 2.6 we deliver the corresponding torus limit for the distribution of the occupation time field of the underlying Poisson loop processes, where we in particular we distinguish between real torus jumps and solely spatial jumps. We finish Section 2.1 with various examples for our three different classes of space-time random walks, and we finally show in Theorem 2.9 that certain space-time random walk loop measures have support which equal the ones of the Bosonic loop measures.
Our main results concern isomorphism theorems (Theorem 2.14) for the square of the complex field as well the complex field and generalised Symnazik's type formulae for moments of the occupation time fields, see Theorem 2.16 and Theorem 2.18. Taking the so-called torus limit, Theorem 2.18 allows to represent quantum correlation functions as space-time Green functions of the corresponding complex Gaussian measure. Thus we deliver a purely probabilistic derivation of Bosonic loop measures and quantum correlation functions. We think to analyse these complex measures in greater detail in the future to study Bose-Einstein condensation phenomena and their possible connection to random interlacements ( [Szn] ) and to general permanental processes ( [FR14] ). In Section 3.1 we give a review about Boson systems and prove Poisson loop process representations of the partition function and the quantum correlation functions. The Bosonic loop measure and its Poisson loop process is a natural extension of random walk loop soups ( [LP15, LF07] ), and it seems feasible to define Bosonic loop measures and soups also over the continuum space R d , e.g., see [LW04] . In Section 2.3 we briefly outline which of our results hold in the so-called thermodynamic limit Λ ↑ Z d when G = Λ Z d .
Results
We state properties of our loop measures in a finite graph setting in Section 2.1 and then show that the space-time Markovian loop measures converge to the Bosonic ones in the torus limit. In Section 2.2, we study so-called isomorphism theorems for finite graphs and extend them to non-symmetric settings which arise naturally for our space-time loop measures. This allows us to obtain moments formulae for perturbed complex Gaussian measures as well as space-time loop representations of quantum correlation functions. In Section 2.3 we briefly discuss taking limits towards countable infinite graphs.
2.1. Markovian and Bosonic loop measures. We collect some basic results about the Markovian loop measures and the Bosonic loop measure.
Proposition 2.1 (Properties). Let µ ≤ 0 and β > 0. For the Bosonic loop measure the finitedimensional distributions for 0 < t 1 < t 2 < · · · < t k < ∞, k ∈ N, and A ⊂ (0, ∞) measurable with
The finite-dimensional distributions for the Markovian loop measures are similar by just replacing the sum in equation (2.1) by the integral such that the support of the Markovian loop measure is Γ instead of the union
Assume that κ(x) − µ > 0 for at least one x ∈ G. The mass of the event there is at least one jump reads as
for the Bosonic loop measure and as
for the Markovian one. Here, D is the diagonal part of the generator matrix Q. The total mass of the Bosonic loop measure is given by We now fix the graph G to be either a finite connected subset of the integer lattice, G = Λ Z d , or be a finite connected subset Λ Z d times the discrete torus of length N , denoted by Λ × T N . In the latter case, we will refer to all objects as space-time, e.g., M Λ×T N ,µ is called the space-time Markovian loop measure with chemical potential µ.
Definition 2.2 (Independent space-time random walk). Let Λ Z d be finite, µ ≤ 0, β > 0, fix a set of weights (w(x, y)) x,y∈Λ and killing (κ(x)) x∈Λ , or, equivalently, a generator Q. We will refer to the space-time random walk on Λ × T N with generator Q N = Q ⊕ N β −1 (Σ − I) as the independent case. Here ⊕ refers to the Kronecker plus and Σ is the right-shift by one on the torus, i.e.,
Its weights are defined as
otherwise.
(2.7)
In Figure 1 we sketch the independent space-time random walk. The graphical representation of an independent space-time random walk; horizontal arrows refer to the random walk on the spatial graph Λ whereas the vertical arrows indicate the walk along the "time"-torus upwards with both walks being independent of each other.
For the following results we need to discriminate between different classes of space-time random walks which all include the independent space-time random walk.
Strongly asymptotically independent space-time random walks.
Let G N = Q N + E N be the generator of a space-time random walk on Λ × T N with Q N being the generator of the independent space-time random walk and where the perturbation E N satisfies
with · 1 being the matrix norm given by the sum of the absolute values of all matrix entries. A spacetime random walk with generator G N satisfying (2.8) is called strongly asymptotically independent space-time random walk.
In the second class the decay of the perturbation is relaxed. Weakly asymptotically independent space-time random walks.
Let G N = Q N + E N be the generator of a space-time random walk on Λ × T N with Q N being the generator of the independent space-time random walk. Suppose the perturbation E N satisfies
We call the space-time random walk with generator G N satisfying (2.9) weakly asymptotically independent space-time random walk.
We will later define a more general class of space-time random walks, see Theorem 2.9. We now prove the convergence of the projected space-time Markovian loop measure
Λ,µ,β in the torus limit N → ∞, where π Λ denotes the projection onto the spatial lattice component of the trajectory. This is defined for any path
Denote Γ the space of space-time loops, then π Λ : Γ → Γ, and for a measurable set G ⊂ Γ we thus have
Theorem 2.3. Let µ ≤ 0 and β > 0. Assume that M N is induced by a strongly asymptotically independent space-time random walk with κ(x) − µ > 0 for at least one x ∈ Λ. For k ∈ N, let x 1 , . . . , x k ∈ Λ and 0 < t 1 < · · · < t k < ∞ and A ⊂ (t k , ∞) measurable with βj ∩ ∂A = ∅ for all j ∈ N. We write p (k) := k−1 j=1 p t j+1 −t j (x j , x j+1 ) for the jump probabilities. Then
(2.11)
Moreover, the sequence of measures is tight and we have that M N converges weakly to M B Λ,µ,β on all loops whose lengths are bounded away from zero.
Remark 2.4. The condition that βj ∩ ∂A = ∅ for all j ∈ N can be seen as an analogue to the condition in Portmanteau's theorem: Given we know ν N → N →∞ ν weakly, if ν N (A) → ν(A), we need ν(∂A) = 0. The requirement that A it is bounded away from 0 stems from the fact that a loop of zero length induces a singularity in the Markovian loop measure that makes it impossible to define finite dimensional distributions.
Remark 2.5 (Temperature limit of the Bosonic loop measure). We consider the infinite temperature limit of the Bosonic loop measure with µ ≤ 0 and β > 0, that is, we replace the inverse temperature β by β N = 1 N . By the definition of the Riemann integral, it follows that lim
x,x (G) is Riemann-integrable at βN . This allows us to interpret the Bosonic loop measure as a finite temperature version of the Markovian one.
The following theorem is an extension of Theorem 2.3 by considering now the distribution of the local time and of the occupation field. In addition we consider Poisson gases of loops defined by our Markovian and Bosonic loop measures. The local time of a given loop ω at a point z ∈ Λ is given by
The local time over the space-time graph
We introduce the set-up for Poisson point measures on the set Γ of (rooted) loops with σ-algebra G. A pure point measure η on (Γ, G) is a σ-finite measure of the form η = i∈I δ ω i , where (ω i ) i∈I is an at most countable collection of loops such that η(A) < ∞ for all A = {ω ∈ Γ : a ≤ (ω) ≤ b}, 0 < a < b < ∞, where η(A) = #{i ∈ I : ω i ∈ A}, A ∈ G.
We let Ω be the set of pure point measures on (Γ, G), and endow Ω with the the σ-algebra A generated by all evaluation maps η ∈ Ω → η(A) ∈ N ∪ {∞} (for details see [Szn, LJ11] ). Any σ-finite measure on (Γ, G) defines a probability measure on (Ω, A), called the Poisson point measure, e.g., we denote by P G,µ , P N and P B G,µ,β respectively the Poisson point measures with intensity M G,µ , M N , and M B G,µ,β , and we write E G,µ , E N and E B G,µ,β for their expectations. Finally, for η ∈ Ω, x ∈ G, we define the occupation field of η at x via:
We write L = (L x ) x∈Λ for the field associated to L, respectively for the space-time version we write L. The following theorem characterises the torus limit (N → ∞) of the projected space-time loop measure and thus provides a probabilistic derivation of the Bosonic loop measure. 
If the Markovian loop measure is induced by the independent space-time random walk we can split the local time,
where the subscript means a jump on this space and the superscript implies no jump. Then, 
with the results from (2.16) carrying over to the occupation field. Here, the constant occupation field β represents the mean time it takes for a space-time random walk to wind around the torus once.
The splitting of the local times can be analysed for any graph G as well. We call loops with no jumps (loops are not leaving their origin) on G point loops and denote their corresponding local time vector by L G and their occupation field by L G whereas L G and L G are the corresponding functionals for genuine loops. 
The following example shows that considering a symmetric random walk on the torus direction one looses the ability to generate Bosonic loops. Example 2.8. We consider the"symmetrisation" of the torus walk of the space-time random walk described above (see Figure 2 ). We go up or down on the tours independently with rate β −1 N and obtain the space-time ratesw
This space-time random walk has a symmetric generator but Theorems 2.3 and 2.6 fail to hold. The proof is given in the Section 4. ♣ Figure 3 : A space-time random walk where torus and lattice jumps are correlated Finally, the third class is related to Bosonic loops and is not defined via perturbations of the independent space-time random walk.
Bosonic Random Walk.
Let (G N ) N ∈N be a family of generators on Λ × T N with weights (w N (v, u)) v,u∈Λ×T N and κ N (u) − µ uniformly (in N ) bounded away from 0 for at least one u ∈ Λ × T N . Let z = (z 1 , . . . , z n ) ∈ (Λ × T N ) n be a path. The coordinate projections for
∈ T N respectively. For any such path z, denote wind(z) = #{i > 1 : z
1 } the torus winding number for the given path. If z 1 = (x, τ ) and z n = (y, σ) write z : (x, τ ) → (y, σ). For such a path z denote
the product of the jump probabilities, and denote W (z) the random waiting time which is distributed as the sum 20) and
If all the above conditions are satisfied we say that the space-time random walk with generator G N is a Bosonic random walk. Note that (2.21) ensures that in the torus limit the turnaround time for the torus is precisely β.
We will show that the length of any loop of the Bosonic random walk converges to a multiple of β in a suitable way, that is, the spatial projections of their loop measures have restricted support, namely they are supported on the Bosonic time horizons.
Theorem 2.9. Convergence of the support. For any N ∈ N let G N , be the generator of a Bosonic random walk, and denote M N the spatial projection of the loop measure onto Λ. Let A ⊂ (0, ∞) be measurable, bounded away from zero and bounded from above. Then 22) and lim
Furthermore, all weakly and strongly asymptotically independent space-time random walks with spatial killing such that κ(x) − µ > 0 for at least for one x ∈ Λ, are Bosonic random walks.
The following example of a Bosonic walk shows an interesting phenomenon when we mix the spatial component with the torus component of the space-time random walk, see Figure 3 . Here, by x ∼ y we mean that x i − y i = 0 for all but one i ∈ {1, . . . , d}, and for this specific one, say i 0 , we have
. . , k, be given and let
where π is the stationary distribution associated to the jump-chain on Λ M with weight w(x, y) = 1l{x ∼ y}. Then, the finite dimensional distributions from Theorem 2.3 converge as follows. 
, where (φ x ) is the real and (φ x ) is the imaginary part of φ x .
For the convenience of the reader we cite the following theorem in [BIS09] .
Theorem 2.11 (Complex Gaussian, [BIS09] ). Let C ∈ C G×G be a matrix with positive definite Hermitian part, i.e., φ, (C + C * )φ = x,y φ x (C(x, y) + C(y, x))φ y > 0 for all nonzero φ ∈ C G , and inverse A = C −1 . Then we define the complex Gaussian measure µ A on C G with covariance C, namely
and normalisation
We write E A for the expectation with respect to the measure µ A in the following.
Theorem 2.12 (Dynkin's Isomorphism, [Dyn84] , [B92] ). For any bounded measurable F :
x,y is expectation with respect to P 0,1
xy dt and φ 2 = (φ x φ x ) x∈G .
As observed by Le Jan [LJ11] , there is a relation between the field of occupation times for the Poisson loop process with Poisson measure P G,µ≡0 and intensity measure M G,µ≡0 and the Gaussian measure.
Theorem 2.13 (Le Jan's Isomorphism, [LJ11] ). Let the generator Q on the finite graph G be symmetric and A = −Q, and denote µ A the unique Gaussian measure whose covariance is the corresponding Green function and whose Dirichlet form is given as φ, Aφ . Then (L x ) x∈G under P G,µ≡0 , has the same law as (φ 2 x ) x∈G under µ A .
Isomorphism theorems.
We shall study not only the square of the field, but also the full field in its generality. This is an important extension, but we need another input, namely to consider non-symmetric generator matrices ( [LJ07] ) as the generators of our space-time random walks are non-symmetric. We are interested in deriving corresponding isomorphism theorems, first for our Markov loop measures having chemical potential µ ≤ 0, and then secondly for the Bosonic loop measures with β > 0, µ ≤ 0. The distribution of the occupation field for Bosonic loop measures is not given by a Gaussian measure -in fact they are related to Permanental processes (cf. [FR14] ).
The next theorem is a natural extension of Le Jan's loop soup version of Dynkin's Isomorphism theorem (see [LJ07] , [B92] ).
Theorem 2.14 (Isomorphism theorems). Let A = −(Q + µ1l), where Q is the generator on the finite graph G such that κ(x) − µ > 0 for at least one x ∈ G for µ ≤ 0. Denote µ A the complex Gaussian measure defined in Section 2.2.1. We write E G,µ for the expectation with respect to the Poisson process with intensity measure being the Markovian loop measure M G,µ . Then the following holds. (a) The measure µ A evaluated on the squares φ 2 = (φ x φ x ) x∈G of the random field is a probability measure. Furthermore, for every bounded and continuous function F :
(2.26) (b) Denote E G,µ the expectation with respect to the Poisson process with intensity measure being the Markovian loop measure for the random walk with the symmetrised generator Q := 1 2 (Q + Q T ). Then, for every F : C G → C bounded and continuous,
where
det(A) with A = −( Q + µ1l) being the Hermitian part of A. The measure dS G is defined as the product of the uniform measure on {z ∈ C : |z| = 1} over all x ∈ G.
(c) For every F : C G → C bounded and continuous,
Remark 2.15. The first identity is more surprising than it may seem. Since A may not be a symmetric matrix, it is a priori not clear that the complex-valued distribution of φ x φ x does in fact only takes positive values. This has been remarked by [LJ07] , however in the context of an isomorphism theorem of the local time vector. In [LJ11] a similar identity to part (a) is mentioned in the context of symmetric processes. The second statement is motivated by recent studies in [Cam15] on symmetric generators. The last identity is new, to the best of our knowledge.
We now state and prove a generalised version Symanzik's moment representation formula. It expresses the moments of certain interacting fields in terms of a Poisson gas of loops and a collection of paths interacting with the loops. In a way this formula embodies one of the starting points for the various developments in mathematical physics as well in probability theory. In Section 2.2.3 below we apply that representation to our space-time random walk stetting. In what follows µ A denotes the Gaussian measure with A = −(Q + µI) defined in Section 2.2.1. We define a class of perturbed Gaussian measures. Let J : [0, ∞) G → R be bounded and continuous function of
holds. The perturbed Gaussian measure µ A,J is defined as
Expectation with respect to µ A,J is denoted E A,J . Furthermore, for any β > 0 and µ ≤ 0, define
The following is a generalisation of Symanzik's formula (see [Szn] for the standard version for realvalued Gaussian Free Fields).
Theorem 2.16 (Moments of perturbed Gaussian). Let J be bounded and continuous satisfying (2.29), and β > 0 and µ ≤ 0, and assume that κ(x) − µ > 0 for at least one x ∈ G. Then
xy and L ∼ P G,µ . Higher even moments can be obtained analoguously, see [Szn] .
Remark 2.17. This is a generalisation of Symanzik's formula in [Szn] where J is chosen to be of the form
Of interest are certainly φ 4 -perturbations which we are going to study in the future.
2.2.3.
Moments for space-time random walks. We return to the space-time setting with G = Λ × T N and the non-symmetric generator Q N of the space-time random walk. Let A N = −(Q N + µI) and A = −(Q + µI). We aim to apply formula (2.32) with the non-symmetric matrix A N and to perform the torus-limit N → ∞ for spatial projections. It will turn out that the right hand side of (2.32) for spatial projections converges to the one -particle reduced density matrix (quantum correlation function) represented in Theorem 3.1). We define spatial projections of perturbed complex Gaussian measures µ A N ,J ∈ M 1 (C Λ×T N ) and interaction functionals suitable for Boson particle systems (see Section 3). Suppose that V : [0, ∞) Λ×T N → R is continuous such that J := e −V is bounded, continuous and satisfies condition (2.29) to ensure that the measure µ A N ,J is well-defined, and in addition we assume that the spatial projections, denoted V and J, satisfy equivalent conditions. That is, let
Λ is well-defined as well. The choice of our interaction functional V is due to our occupation field distribution in Theorem 2.16 and comprises many mean-field models for systems of Bosons, see Section 3 and (3.10). In Theorem 3.1 we demonstrate that on the Poisson process level one can incorporate typical particle interaction functionals studied in physics (e.g. (3.4)). Having set the stage for space-time versions of the right hand side of (2.32) in Theorem 2.16, we only need to address the spatial projection of the path measure (see (2.31)),
which is given for any event G of the spatial path x −→ y as In what follows only the spatial path x −→ y appears in the spatial projection which amounts to summing over all τ and σ. However, as we aim to obtain the quantum correlation function in the torus limit, we consider only the case that τ = σ. This is due to the standard loop representation of quantum correlation functions (see [BR97] ), where the open spatial path x −→ y originates from breaking any possible loop. Therefore, the condition τ = σ ensures that the spatial path x −→ y comes from a cycle in the space-time setting. We aim to study the other case in the future. To summarise, we shall take the torus limit of the spatial projections of
is still a Gaussian measure and the left hand side in (2.36) is the second Gaussian moment which equals the Green function G N (x, τ ; y, τ ). In what follows we consider Λ Z d and the simple random walk on Z d , i.e., the generator Q is the discrete Laplacian in Λ with Dirichlet boundary conditions. The following results are also true in more general cases but our choice allows for interpreting our results in Section 3. The crucial step is that the projected path measure (2.35) converges to the Bosonic path measure,
Theorem 2.18 (Space-time loop-representation of the correlation function). Suppose β > 0 and µ ≤ 0. Let A N = −(Q N + µI) with Q N being the generator of the weakly asymptotically independent space-time random walk.
(a) (i) For any continuous bounded
where ρ
Λ,V β (x, y) is the one-particle reduced density matrix (correlation function) for a system of Bosons in Λ with interaction V β in thermodynamic equilibrium at inverse temperature β and chemical potential µ (see Theorem (3.1), Section 3).
The torus limit of the sum of space-time Green functions is
(2.39)
Remark 2.19.
(i) The constant background field β in (2.38) is due to the torus point loops, and thus they are an artefact of our method. We can obtain the limit without the constant field by restricting to genuine torus loops.
(ii) One can consider genuine path interaction instead of the particle interaction in (3.4), naemly,
where (ω (i) ) is the length of loop ω (i) . If we restrict our loop measure to loops whose lengths are bounded away from zero and if we consider this path interaction, we obtain limits like in (2.38) but without the constant background field β. On the other hand, genuine path interactions (e.g., Polaron type interactions in [DV83, ABK06a, ABK06b]) are not derived from quantum systems via the Feynman-Kac formula (see Section 3).
(iii) Item (b) in Theorem 2.18 demonstrates that quantum correlation functions can be obtained as limits of space-time Gaussian moments as long as the interaction functional is linear. More general interactions would require computing non-Gaussian moments followed by taking the torus limit. If one puts v ≡ 0, then one can consider the so-called thermodynamic limit Λ ↑ Z d to obtain the one-particle reduced density matrix (correlation function) in (3.11), see Section 3.2.
2.3. The infinite volume Limit. We now extend our study to countable graphs, and for ease of notation we consider the integer lattice Z d and the simple random walk for ease of notation. We are interested which of our previous results carry over taking limits Λ ↑ Z d . An application driven motivation is to study the Bosonic loop measure in the so-called thermodynamic limit Λ ↑ Z d , see Section 3.1. We list some aspects of taking the limit to Z d and leave a thorough study for future work.
Many of our results involve Laplace transforms and thus determinants of finite-dimensional matrices, which in the thermodynamic limit pose technical challenges as e.g. the generator Q of the simple random walk on Z d fails to be trace-class. On the other hand, we can expect that some of the results continue to hold. We summarise which of our previous results continue to hold in thermodynamic limit. (d) Theorem 2.7: All statements continue to hold for the independent space-time random walk in the thermodynamic limit.
(e) Theorem 2.14: The statements continue to hold in the thermodynamic limit when either d ≥ 1 and µ < 0, or when d ≥ 3 and µ ≤ 0.
The physical background of the Bosonic loop measure
We outline the physical background of the Bosonic loop measure. We fix our graph G = Λ Z d to be a connected finite subset of Z d and consider the simple random walk in Λ with Dirichlet boundary conditions, that is, with killing upon hitting the boundary of Λ, see Section 1. In Section 3.1 we outline the connection between the Bosonic loop measure and the grand canonical partition function for systems of Bosons at thermodynamic equilibrium, whereas in Section 3.2 we discuss the onset of Bose-Einstein condensation as a quantum phase transition.
3.1. Systems of Bosons in thermodynamic equilibrium. In quantum mechanics particles can either be Bosons or Fermions. We will now describe the distinguishing feature of Bosons. We consider a system of interacting Bosons on the lattice Λ. That is, the one-particle Hilbert space is H Λ = {φ : Λ → R}, and the N -particle Hilbert space is just the tensor product. The energy is given by the Hamilton operator for N particles
is the discrete Laplacian operator in Λ with Dirichlet boundary conditions giving the kinetic energy for particle i, and the interaction potential function v : R → R depends on the mutual lattice distance of particle i at x (i) ∈ Λ and particle j at x (j) ∈ Λ. If the particle number is not known exactly, the thermodynamic equilibrium is described by the grand canonical ensemble where the Hilbert space is the direct sum 
where H is the Hamilton operator having projection H N on the sector H ⊗N Λ and where N is the number operator in Λ taking the value N on the sector H ⊗N Λ . It is the trace operation on the right hand side of (3.1) which turns the problem of calculating the partition function into a classical probability question. Using the Feynman-Kac formula for traces, we derive the following representation of the grand canonical partition function,
where S N is the set of all permutations of N elements, and the right hand side can be interpreted as a system of N random walks (X (i) (see [AD08] for details). Following [Gin71, BR97] and [ACK11] we employ a cycle-expansion using the definition of the Bosonic loop measure to obtain
where the interaction energy of N loops is the functional 
This shows that the total mass of the Bosonic loop measure equals the logarithm of the grand canonical partition function for a system of non-interacting identical Bosons at thermodynamic equilibrium.
The connection goes further as we can represent (quantum) correlation functions as well. Quantum correlations are given as reduced traces of the equilibrium state. We focus solely on the first correlation function, called the one-particle reduced density matrix ρ
Λ,Φ , which is given by the partial trace after integrating out all but one of the particles,
With (3.3) and [BR97] we obtain a representation for the kernel of the trace class operator ρ
The term over N is an expectation with respect to N independent loops ω (1) , . . . , ω (N ) chosen according to the Bosonic loop measure M B Λ,β,µ , whilst the expectation is with respect to a single random walk path from x to y, whose length (time horizon) is determined according to the weighted sum j≥1 e βµj P (jβ)
x,y . The sum over N ≥ 0 is none other than the Poisson point process with intensity measure M B Λ,µ,β . Henceforth, we obtain a representation via an expectation of the Poisson loop process with intensity measure M B Λ,µ,β . Recall that for any counting measure η ∈ Ω we write the interaction functional as
Theorem 3.1. The grand-canonical partition function and the kernel of the one-particle reduced density matrix are given by the following functionals of the Bosonic loop process P B Λ,µ,β
x, y ∈ Λ, (3.8)
where E µ,β
x,y,B is the expectation with respect to the measure in (2.37).
Proof. The proof follows easily from (3.3), (3.5) and (3.7) by noting that
To compute M B Λ,µ,β (Γ) one uses the identity Tr log(A) = log det(A) to show that
where (q(x)) x∈Λ are the eigenvalues of Q. The left hand side has been calculated by Einstein and Bose as the grand canonical partition function.
In Theorem 2.18 we need to restrict our interaction to be a functional of the occupation field, that is, there is some functional v : [0, ∞) Λ → R such that
with L x (η) = i∈I L(ω (i) ) for η = i∈I δ ω (i) . We can compute the spatial mean of the occupation time in Λ for the Bosonic Poisson process with expectation E B Λ,µ,β ,
where ρ Λ (β, µ) is the expected particle density in Λ, which is known in physics to be the partial derivative of the logarithm of the partition function.
3.2. Bose-Einstein condensation -relevance and discussion. We outline the original calculations by Bose and Einstein 1925 in our occupation field setting. Sűtő [Sűt02] has derived a criterion for the onset of Bose-Einstein condensation in terms of loosing probability mass on the distribution of loops of any finite lengths. We are not repeating his arguments here but consider the following approach. The first observation concerns the thermodynamic limit
which holds in the ideal Bose gas ([Sűt02, LSSY05]) for β > 0 and µ < 0. For given β > 0 we look for solutions such that the following holds.
It turns out that a solution exists only for
For dimensions d ≥ 3 and any particle density ρ > ρ c (β), the excess particle mass density ρ − ρ c (β) is interpreted as the density of the Bose-Einstein condensate. One of the most prominent open problems in mathematical physics is the understanding of Bose-Einstein condensation (BEC) for interacting Bosons. This phase transition is characterised by the fact that a macroscopic part of the system condenses to a state which is highly correlated and coherent. Only partial successes in proving BEC have been achieved, like the description of the free energy of the ideal, i.e., non-interacting, system (already contained in Bose's and Einstein's seminal paper in 1925) or the analysis of mean-field models (e.g. [AD18] ) or the analysis of dilute systems at vanishing temperature [LSSY05] or the proof of BEC in lattice systems with half-filling [LSSY05] . In [ACK11] the authors provide a formula for the limiting free energy in the so-called canonical ensemble where the particle density is fixed. It turns out that the formula is difficult to analyse, and it is one of the main aims of the current work to provide an alternative approach in terms of space-time Green functions.
A definition for BEC for interacting gases was first provided by Onsager and Penrose [OP56] , who studied quantum correlations given by the 1-particle reduced density matrix. The phase transition is signalled by the occurrence of off-diagonal long range order, meaning that the kernel ρ
Λ,V (x, y) of the one-particle reduced density matrix in the thermodynamic limit Λ ↑ Z d has non-vanishing off-diagonal entries
This has been proved for the ideal Bose gas (v ≡ 0). The representation of the one-particle reduced density kernel in Theorem 3.1 for v ≡ 0 allows to perform the thermodynamic limit,
The probabilistic loop expansion of ρ (1) (x, y) allows a justification of the off-diagonal long range order only with an additional assumption. Namely, one has to add the information that for large particle densities the excess particle mass is carried in cycles of "infinite" length. In the future we aim to identify these "infinitely" long cycles in our space-time setting, either as unbounded winding numbers around the "time" torus, or as Bosonic interlacements.
Proofs
This section contains all remaining proofs. In Subsection 4.1 we collect all proofs for Section 2.1 on all properties of our loop measures and their space time versions and torus limits, whereas Subsection 4.2 provides all proofs for the isomorphism theorems and moment formulae. 4.1. Loop measure properties. Proof of Proposition 2.1. For any k ∈ N, let 0 ≤ t 1 < t 2 < · · · < t k and let A ⊂ (0, ∞) be measurable such that inf(A) > t k . We need inf(A) > t k because we cannot specify distributions at times which are not defined (larger than the lengths of each loop with ∈ A). Thus
We have used the definition of the loop measure in the first, the Markov property in the second and the Chapman-Kolmogrov equations in the last step. The proof of the result for the Markovian loop measure follows similarly, see details in [LJ11] .
To calculate the mass of all loops with at least one jump, we note that
where we used
We denote q(x) the x-th eigenvalue of the generator Q and d(x) the x-th eigenvalue of the diagonal part D of the matrix Q. In the Bosonic case we proceed similar 1 − e β(q(x)+µ) = log det(I − e β(D+µI) ) det(I − e β(Q+µI) ) .
(4.4)
Calculating the mass is easier. We expand
e µβj j e βjQ (x, x) = −Tr log I − e β(Q+µI) = − log det I − e β(Q+µI)
. (4.5)
We need κ(x) − µ > 0 for at least one x ∈ G as otherwise 0 is an element of the spectrum of (Q + µ) and the associated sums are infinite. We have shown that both sides of the equation are equal and thus verified the claim. The claim for the mass of the Markovian loop measure follows with [LJ11] .
Proof of Theorem 2.3. We first prove the statement for the independent space-time random walk. Let us first examine the case with k = 1 as it is different from the cases with k > 1. By using the independence of the space and the time coordinates, the Markov property, the formula for the finite dimensional distributions in Proposition 2.1 and the translation invariance on the torus T N , we can rewrite the left hand side of (2.11) as
e Xµ X , (4.6) since the independence of torus and spatial component implies
N,τ,τ , where P t . The distribution of the torus component is invariant under torus translations, implying
The expectation E jN +1,N β −1 is with respect to a Gamma distributed random variable X with shape parameter (jN + 1) and rate N β −1 . Since κ(x) − µ > 0 for at least one x ∈ Λ, note that p t (x, y)e tµ decays exponentially in t (in case µ = 0 the decay comes from the killing term, see [Szn] ). We use that inf(A) > t 1 > 0 to bound the denominator with some C > 0, and for any α > 0,
and, as the bound is independent of N and decays exponentially in j, the series converges absolutely uniformly in N . Thus we can approximate the series with a finite sum in (4.6), or, equivalently, can commute the summation with differentiating the expectation value for every j ∈ N. For any j ∈ N, one then expands the integrand around
e tµ t , which is differentiable infinitely often as inf A > 0, one gets
The variance is 
Note that the requirement βN ∩ ∂A = ∅ was necessary for us to expand around jN +1 N β −1 (for N large enough) as otherwise the function g(t) has a jump at jβ, j ∈ N, and thus would not be differentiable.
We turn to the case k ≥ 2 and introduce some notation. Denote p (k) the product of the jump probabilities,
Write the left hand side of (2.11) using Chapman Kolmogorov again as
N,0,0 e tµ t dt (4.11)
As in the case k = 1 we obtain absolute uniform convergence of the series. Similar to the case k = 1 we now perform a second order Taylor expansion of g(t) around t = jN +1 N β −1 . We obtain that the left hand side of (2.11) converges, as N → ∞, to
(4.12)
We now turn to case of an strongly asymptotically independent space-time random walk with generator G N = Q N + E N and probability P (x,τ ) . Denote M N the projected space-time loop measure induced by G N . We shall estimate the difference between M N and M N , where M N is the projected loop measure for the independent space-time random walk with generator Q N . Similar to the previous part of the proof, we can find for any > 0 a parameter M > 0 such that, independent of N , we obtain
Abbreviate for m = 1, . . . , k − 1, x m , x m+1 ∈ Λ, τ m , τ m+1 ∈ T N and t m < t m+1 ,
and g(k) analogously. We estimate
(4.15)
Here, P x 1 ,τ is the distribution of the strongly asymptotically independent space-time random walk with initial state (x 1 , τ ). We have also used the notation e tQ (x, y) for the T N × T N matrix e tQ (x, y)(τ, σ) = e tQ (x, τ, y, σ) for τ, σ ∈ T N . To bound the difference of the two matrix exponentials we use the basic inequality e X − e
for two matrices X and Y . In fact, this inequality holds for every sub-multiplicative matrix norm. A bound for norm of the T N × T N matrix Q N (x, y) is given by
(4.17)
Combining the above bounds with equation (4.15) and (2.8) we conclude with the statement. We turn to the proof of the convergence of the projected loop measure towards the Bosonic loop measure in the limit N → ∞. The strategy here is to consider loops whose length is bounded away from zero such that the loop measure becomes a finite measure (see [Szn] ) as our graph is finite and the integral is bounded as well, e.g., for γ > 0,
We are left to show tightness for the sequences M N and M N . To start with M N , fix a sequence (r m ) m∈N of positive numbers with r m ↑ +∞ as m → ∞ with r m = βn for all n ∈ N. According to [Bl68] it suffices to show that for all > 0 and all m ∈ N we have
and where {t i } = 0 = t 0 < · · · < t ν = r m ; |t i − t i−1 | > δ > 0; ν ∈ N is the collection of all ordered finite subsets of (0, ∞). The spatial jump rates λ x are finite, bounded from below and above, and thus (4.18) holds for the projected loop measure M N of the independent space-time random walk as the jumps on the torus are disregarded because of the projection. For M N we note that there are three types of jumps on the space-time graph: jumps (x, τ ) → (x, τ + 1) with rate N β −1 + o(e −N 2 ), jumps (x, τ ) → (y, τ ) with rate O(1) + o(e −N 2 ) and all other jumps with rate o(e −N 2 ). The first type of jumps can be neglected for our purpose as they cannot be detected under the projection. For all the remaining possible jumps, we can estimate their jump rates by |Λ|O(1) + |Λ|(N + 1)o(e −N 2 ). Therefore, all rates remain bounded for M N as well, and thus the tightness continues to hold in that case.
Proof of Theorem 2.6. As in the previous proof, we begin by showing the statement for the independent space-time random walk first. Using the independence of the spatial coordinate X
t and the torus coordinate X (2) t , it is straightforward to verify that
where the random variable wind is the winding number of the torus coordinate X
t , i.e., the number of times that X (2) t surrounds the torus, and where P (t) N,0 is the probability with respect to the torus coordinate X (2) t with start at 0 ∈ T N . The right hand side of (4.20) can be split into the term with j = 0, which means that there is no torus jump, and the term with the sum over all j ≥ 1. We first show that the latter term converges to the Bosonic loop measure. This can be seen as follows.
N,0,0 (wind = j) can be rewritten as the density of a Gamma distributed random variable X with mean jN +1 N β −1 , analogous to the proof of Theorem 2.3. Hence, for each x ∈ Λ and every j ∈ N 0 , we write the integral with respect to t as
Since the variance of X converges to zero, we have that X → βj as N → ∞ in L 2 , which in turn implies that the Gamma distribution converges (in distribution) to the delta measure δ jβ . Using our arguments for the convergence of the series in the proof of Theorem 2.3 above, we conclude with the statement.
For the term with j = 0, for each x ∈ Λ denote t x = tδ x , i.e., the vector with t on the x-th position. Also, recall that (d x ) x∈Λ are the diagonal elements of the spatial generator matrix Q. Then, for each x ∈ Λ, we have (using the assumptions on F ),
For the last step we use the fact that (β −1 N )e −tβ −1 N is the density of an exponentially distributed random variable X N with expectation β/N . As its variance is (β/N ) 2 is converging to zero for N → ∞, we get that X N → δ 0 as N → ∞. We conclude with statement (a) for the independent space-time random walk. We show (a) for the other cases below after showing (b) and (c).
(b) For the independent space-time random walk we can insert indicators in (4.20) and (4.21) to obtain the limits (2.16) for the splitting of the local times. In (4.20), for the part with wind ≥ 1, we insert an indicator for the spatial component to be genuine loop or point loop. As wind ≥ 1, we only have genuine torus jumps as to get around the torus once requires N jumps. In (4.21) it follows easily that no torus jump but a jump on Λ has no local time. The derivative term appears for the remaining case as shown above.
(c) We prove the convergence of the occupation field in law by comparing Laplace transforms and using the previous result. We have by Campbell's formula
and using (a) with
(4.23) we conclude with (c) for the independent space-time random walk. We now prove that all statements hold for weakly asymptotically independent space-time random walks with generators G N = Q N + E N . We begin with the occupation field L to prove (c) first and compute Laplace transforms. We then rewrite for v ∈ [0, ∞) Λ (denoting E N the Poisson process with intensity measure M N given by the space-time random walk with generator G N ),
where g v N (x, τ ) (respectively g N (x, τ )) is the eigenvalue indexed by (x, τ ) of the matrix G N + V N (respectively, G N ) with V N being the matrix with v N on the diagonal. The last step in the equation above follows analogously to the proof of the second half of Proposition 2.1. We shall use the following well known perturbative bound ([IR08] ) for matrices A, E ∈ R m×m
where for σ 1 ≥ . . . ≥ σ m ≥ 0 being the singular values of the matrix A we define 27) and s 0 = 1. We used E 2 to denote the largest singular value of E or equivalently the largest eigenvalue of √ EE * . One can now bound, setting m = |Λ|N ,
Using the Gershgorin circle theorem, we can estimate
where λ := max x∈Λ λ x . Thus
We thus conclude that if the norm E N 2 satisfies the following estimate for all α > 0,
(4.31)
By the bound (4.31) for all weakly asymptotically independent space-time random walks with (2.9), using the Gershgorin circle theorem, we obtain that
Note that we used the bound E 2 ≤ E 1 . The convergence of the determinants implies the convergence of the Laplace transforms of the space-time Poisson processes to the Poisson process with intensity measure M B Λ,µ,β . This shows (c) for the weakly asymptotically independent space-time random walk.
Using the convergence of the Laplace transforms of the Poisson process, the convergence of the local distributions under M N can be seen as follows. As the intensity measure M N is not finite it is difficult to relate the occupation field and the local time vector, i.e., to benefit from the convergence in (c). Our strategy here is to discriminate between genuine and point loops followed by an extension to complex-valued functions taking advantage of analyticity properties. Let J be the number of jumps within a loop, i.e., J(X) := #{t :
The loop measure for at least one jump is
Let us thus first consider the distribution of
Similar to the above, we can show again with (4.31) that the distribution of the occupation field
under the Poisson process P Λ×T N , µ with intensity measure M >0,N : converges,
For z ∈ C consider now the "complexified" measure Poisson point process with expectation E z 
Now what remains is to show that for the measure
we have that for every F differentiable at 0 and
This can be shown as follows. Denote d(x, τ ) the diagonal elements of the generator G N . We compute
We obtain the statement by the similar reasoning as in equation (4.21) for the independent space-time random walk.
Proof of Theorem 2.7. We only sketch the proof of the Markovian case, the Bosonic one follows analogously. The independence follows from Campbell's formula: Since the Laplace transform of the sum of the two Poisson point processes is the exponential of the sum of two integrals with respect to the intensity measures, the result can be factorised. To calculate the distribution of the point loops one makes the observation
(4.41) From then on, one can proceed as in Lemma 4.1.
Proof of Example 2.8. We show that our convergence results in the torus limit N → ∞ fail to hold (Theorem 2.3 and Theorem 2.6) when the space-time random walk has equal rates for going up or down along the "time" torus T N . An easy computation shows that symmetric rates along the torus imply that in (4.6) the factor P N,0,0 → 0 is uniform in t at least of order square-root in N . Actually, for finite t the term vanishes exponentially in N . Therefore all finite dimensional distributions vanish in the torus limit and thus the limiting procedure does not establish a loop measure for the projected space-time process.
Proof of Theorem 2.9. The spatial projection of the given Bosonic walk is denoted M N . W abbreviate f (t) = 1l A (t). In the definition of the projected loop measure M N , we replace e µt /t by f (t) (and we can later employ an approximation scheme) as that factor does not change the support property of the loop measure in the torus limit. We only need to consider paths which wind around the torus once as all other paths can be written as a concatenation of such paths. Thus we shall estimate that such loops have length in the given A. We denote d(x, τ ) the diagonal elements of the the generator G N . We expand
where E z denotes the expectation for the random waiting time W (z) of the given path = z.
denotes the expectation with respect to an exponential distribution with parameter d(x, τ ) for the random time P. Firstly, assume that β ∈ (R \ A) • . Then, for some > 0 it holds that
Expanding the square and calculating the expectations, and writing
which was the claim. If β ∈ A • , we simply use 45) and the apply the same reasoning as above to obtain
One can now approximate e µt /t by step functions to conclude the argument.
We now prove the last statement, namely that all weakly and strongly asymptotically independent space-time random walks are Bosonic random walks. Note, all strongly asymptotically independent space-time random walks are also weakly asymptotically independent. The difficulty to establish that weakly asymptotically independent random walks belong to the Bosonic loop walk class comes from the fact that the jump rates on Λ are not uniform. We first show (2.20) and (2.21) for the independent space-time random walk with uniform jump rates. To establish (2.20) we can use the independence to obtain,
(4.47)
Thus, we write
which obviously has a well defined limit
To check the second condition (2.21), we rewrite it as
which converges to zero since P k (x, y) decays exponentially in k. If the jump rates are not uniform consider a path as above. Then
where the sum is over all paths on the space-time graph which have jumps x = x 0 → x 1 → . . . x k−1 → x k = y on the lattice. As we now sum over all the different x 1 , . . . , x k , we get
where we have used a combinatorial reference from [C11] . If not all λ x i 's are distinct, the above formulae hold in their canonical extension. Similarly, we show that the second condition is satisfied, i.e., the analogue of equation (4.49) converges to zero. To conclude the proof, we show that every path generated by weights which are zero for the independent case but that do not vanish for the perturbed case have exponentially small contributions. Fix some > 0. In the expression (2.20) paths can, a priori, have a length of N + k with k ≥ −N . As we assume that κ(x) − µ > 0 for at least one x ∈ Λ, we can choose some M ∈ N such that paths with length greater than N + M have weight less than . We thus restrict ourselves to paths of length smaller than N + M . Given a path of length A + B ≤ N + M , we can decompose it into A jumps along edges (z i , z i+1 ) for which Q N (z i , z i+1 ) > 0 and B jumps for which the Q N entries are zero. Fixing the A part of the path, there are less than (|Λ|N ) AB ≤ (|Λ|N ) N B+M B paths with B jumps. Each of these paths has a weight dominated by N −2N |Λ|B . Summing over all B, we can see that the contribution from all perturbed paths vanishes. Similarly, given a path for which B = 0, we write the weight of each jump as Q N + O(N −2|Λ|N ). Expanding the product, we again see that the contributions are negligible. As was arbitrary, the result follows.
Proof of Example 2.10. The probability density of the space-time random walk with periodic boundary conditions is
(4.52) x, y ∈ Λ M , τ ∈ T N , where S N is Poisson distributed with parameter β −1 N . Furthermore,
The assumptions for the spatial component ensure that there is a c > 0 such that for all x, y and N large enough,
From then on, the result follows repeating the steps in the proof of Theorem 2.3.
Isomorphism theorems.
The key identity to the proof of Theorem 2.14 is stated as a separate lemma due to its importance.
Lemma 4.1. Assume that κ(x) − µ > 0 for at least one
where V = diag (v) denotes the diagonal matrix with v on the diagonal.
Proof of Lemma 4.1. We use Campbell's formula to rewrite the left-hand side of (4.55) as
With the help of the Feynman-Kac formula one can now write where q(x) is the x'th eigenvector of Q, analogously q v (x) for Q − V . Hence, using again a version (4.3),
The Laplace transform of the Bosonic Loop measure is computed as follows.
Proof. One expands the expectation analogously to the Markovian case and uses the Campbells formula again to calculate the expectation. Using the Feynman-Kac formula one calculates the expectation of the local time and then uses the series expansion of log(1 − x) to conclude the result.
We now turn to the proof of the Isomorphism theorems.
Proof of Theorem 2.14. (a) Our assumptions ensure that C = A −1 and thus A has a positive Hermitian part, henceforth µ A is the complex Gaussian measure on C G . We shall compute Laplace transforms separately on both sides of equation (2.26) , that is, for the measure µ A and for the Poisson measure P G,µ . For that, let
where V = diag (v) denotes the diagonal matrix with entries v and where we order the fields component-wise. Gaussian calculus thus ensure that the Laplace transform for the measure µ a is given
In fact, we can set v 0 ≡ 0 here as the occupation field assumes only positive values. The Laplacetransform for the Poisson measure P G,µ has been calculated in Lemma 4.1,
Hence, the Laplace transforms for both measures agree. The family of functions t → e − v,t for v ∈ [0, ∞) Λ is a point separating family. Having shown that for such functions, the expectation of the the square of the field equals the expectation of the occupation field, the two measures agree. As the Poisson point measure is a probability measure, the square of the complex Gaussian field is governed by a probability measure as well.
(b) We now prove the second identity of Theorem 2.14. Define the complex"density" f C (RadonNikodym derivative) by
where A S is the skew Hermitian part of A and
Note that as A is Hermitian, the resulting measure µ A on C G is a probability measure. This allows, for any sub-σ algebra F on C G to define the "conditional expectation"
(4.63)
Note that this implies the tower property for the conditional expectation. Using that conditional expectation is integration with respect to the regular conditional probability, we can apply this to the sigma algebra F | generated by φ → |φ| to get
denotes the regular conditional probability kernel associated to F | . We can compute µ A [φ ∈ dφ||φ| =φ], since, by parametrising C G , the joint density of (θ, |φ|) is given by
for some event A, where d|φ(x)| is integration with respect to the Lebesgue measure on [0, ∞) and ω x is the surface measure on the unit sphere S = {z ∈ C : |z| = 1}. By Bayes Theorem, the density of the conditional probability is
, where we have implicitly identified φ = θφ. We now apply (a) to the square φ 2 = ( φ
(c) To prove the identity for non-symmetric matrices A let us split A into its symmetric (or Hermitian) A H and skew-symmetric (skew Hermitian) part A S , namely define
Our goal is to show that the identity (4.65) holds for z = 1. From the previous computation we know (4.65) holds for z = 0. We shall show the identity (4.65) for purely imaginary z = ri with 0 < r < for some > 0 sufficiently small. However, for such z's the generator would be Hermitian but also complex valued. We thus need to examine whether the previous results carry over to the complex case. We use the same notation as in the non-complex case.
One can define the complex valued measure P x and its associated semigroup S(t) through its transition density 66) and expanding this to all cylinder sets on the Skorohod space D G and using this density to obtain a measure on the full space D G . Note that this is no longer a Markov-semigroup (as positivity preservation is lost) but for sufficiently small it still establishes an uniformly continuous C 0 semigroup. In particular ∂ t S(t) = −A(z)S(t) = −S(t)A(z).
To show that the distribution of (φ x φ x ) x∈G agrees with the one of (L x ) x∈G we only used two probabilistic tools: Campbell's formula and the Feynman-Kac formula. As the proof of Campbell's formula does not use the fact that the intensity measure is positive, one can transfer it to the complex setting.
For v ∈ C G with v (V = diag (v) denotes the diagonal matrix with entries v) sufficiently small, the Feynman-Kac formula allows to define the Feynman-Kac semi-group FK V (t) as FK V (t)f (x) = E x f (X t )e Using that both sides are meromorphic in z (this is due to the definition of the determinants), one can extend the result to the whole complex plane. Note that for z having positive imaginary part, both sides are probability measures, despite the matrix A(z) being complex, this is due to the fact that A(z) is Hermitian. For probability measures one can uses the standard theory of conditional expectations to verify the isomorphism equation in (b) above. Then one chooses a point separating family over C G to show analyticity in z. Here, the polynomials P (φ) = ( i φ(x i )) j φ(y i ) are suitable, and their analyticity follows from the calculations performed in [BIS09] . Via the given density we extend the result to all F measurable and bounded, i.e.,
As a by-product of this proof, we get that the previous identities hold for complex weighted loops in the above fashion.
Proof of Theorem 2.16. We set β = 1, as the other values of β can be handled by change of variables, and let µ ≤ 0. Note that by combining Dynkin's Isomorphism theorem and Le Jan's Isomorphism (Theorem 2.14) we have the new isomorphism theorem We can now equate
(4.73)
The denominator is computed analogously. For higher moments, one notes that Dynkin's Isomorphism theorem holds not only for two point correlations but can be extended to arbitrary k-point correlations.
Proof of Theorem 2.18. (a) (i) This can actually be done similarly to the proof of Theorem 2.6. However, there is one difference: we cease to have the factor 1 t in the definition of the bridge measure which causes a divergence at zero. We obtain as in (4.20), and it is straightforward to see that the part with winding numbers wind ≥ 1 does converge to the Bosonic path measure (in fact due to the missing singularity the proof here is easier than the one in Theorem 2.6). The term with wind = 0 follows as and continue this component wise to functions from [0, ∞) Z d , given the limit is well defined. By the Stone-Weierstrass theorem, it suffices to check that all Laplace transforms, i.e. expectations of (f v ) for any v ∈ c 0 (Z d ), of two measures agree to conclude that they coincide. We compute (recall that A Λ = −Q Λ with Q Λ − µ1l Λ being the generator of the random walk on Λ and that V is the diagonal matrix with entries v(x))
where the Green function is defined as For d ≥ 1 and µ < 0, or for d ≥ 3 and µ ≤ 0, the Green function is finite (transient). Therefore the limit of the determinants exists as a Fredholm determinant, and using (4.1) implies
and thus both distributions agree. We are using that the distribution P Λ,µ • L −1 converges to the distribution P Z d ,µ • L −1 with respect to the topology of local convergence, which can be obtain from the convergence of the intensity measure M Λ,µ . Note that we did not introduce a different notation for the infinite vector v when restricted to a finite Λ.
