Abstract-This letter presents a novel steganography scheme capable of concealing a piece of critical information in a host message which is a binary image (e.g., a facsimile). A binary matrix and a weight matrix are used as secret keys to protect the hidden information. Given a host image of size , the proposed scheme can conceal as many as log 2 ( + 1) bits of data in the image by changing, at most, two bits in the host image. This scheme can provide a higher security, embed more information, and maintain a higher quality of the host image than available schemes.
I. INTRODUCTION
T HE increasing popularity of digital media has ushered in concern over security-related issues. The confidentiality of a document is typically achieved by encryption. However, as an encrypted message normally reveals the importance of its content, the ciphertext also attracts the interest of cryptanalysts. Steganography differs from encryption, in that it embeds critical information in a noncritical host message (e.g., webpages and advertisements) to distract opponents' attention [8] , [13] . Therefore, steganography is also known as data/information hiding.
The study of steganography can be traced to [10] , in which the Prisoners' Problem was proposed. In this scenario, Alice and Bob were in jail, and attempted an escape plan. However, all their communications must go through the warden, Willie. If detecting any encrypted messages, Willie would frustrate their plan by putting them into solitary confinement. Therefore, Alice and Bob must find a way to conceal their secret in an innocuouslooking covertext. The history and bandwidth concerns of the subliminal channel are discussed in [11] , [12] .
Data hiding is typically achieved by altering some nonessential information in the host message. For example, given a color image, the least-significant bit (LSB) of each pixel can be changed to embed the hidden secret [14] . A hiding scheme based on the conventional keystream generator is proposed in [5] . Information hiding for security documents (e.g., currency) is discussed in [6] . References [1] and [2] consider how to apply public-key cryptography to steganography. Reviews of steganography are in [2] , [3] , and [7] . Hiding data in a binary image is a more challenging task, since changing any pixel can be easily detected. References [16] and [17] address this subject. The quality of the image, once data are concealed in it, is further considered in [15] . Watermarking on binary images is discussed in [9] . To improve the image hiding quality and hiding capacity, this letter presents a novel scheme capable of hiding a large amount of data by changing a small number of bits in the original binary image. Specifically, given an image block, the proposed scheme can conceal as many as bits of data in the block by changing, at most, two bits in the block. This approach is much more efficient than available schemes [15] - [17] , which can hide, at most, one bit in each block by changing, at most, one bit in the block.
Three aspects of the advantages of the proposed scheme should be considered. First, let us assume that the maximum number of pixels that can be modified in the binary image is fixed. We can consider an image block of size . The proposed scheme can hide bits by changing, at most, two bits in the image. In contrast, available schemes can partition the image into two blocks, each of size . Then, at most, two bits in the image can be modified to conceal two bits of data. Thus, the proposed scheme offers a data-hiding ratio that is times that of available schemes. Second, if, on the contrary, equalizing the amount of embedded data is desired, the image quality after modification will be significantly improved, since fewer pixels are altered. Third, due to the above reasons, the proposed scheme is more secure than available ones because the existence of hidden data is less detectable.
The rest of this letter is organized as follows. Section II presents our data-hiding scheme. Section III discusses our experimental results. Finally, conclusions are drawn in Section IV.
II. PROPOSED DATA-HIDING SCHEME FOR BINARY IMAGES
The proposed scheme uses a binary matrix and an integer weight matrix as secret keys. The operator XOR is adopted so that the keys can not be compromised easily. Another important function of the weight matrix is to increase the data-hiding capacity. The inputs to our scheme are as follows.
1)
is a host binary image (i.e., bitmap), which is to be modified to embed data. Here, is partitioned into blocks of size . For simplicity, we assume that the size of is a multiple of . 2) is a secret key shared by the sender and the receiver. It is a randomly selected bitmap of size . 3) is a secret-weight matrix shared by the sender and the receiver. It is an integer matrix of size whose content satisfies some requirements (to be stated later). 4) is the number of bits to be embedded in each block of . The value of satisfies . 5) is critical information consisting of bits to be embedded in , where is the number of blocks in .
A. Weight Management
The proposed scheme uses the weight matrix to represent the embedded data. This section presents an illustrative example to demonstrate how to manage weights. Section II-B presents the complete scheme.
Assume that the size of and is 3 3. Below, we consider a 3 3 image block , which is a part of the host image . The purpose is to show how to embed bits of data in . Let us assume the following inputs:
First, a bitwise exclusive-OR on and is performed.
Next, let be the componentwise multiplication operator on two equal-size integer matrices. The following computation is conducted:
Summing all elements in the rightmost matrix yields . Next, two data bits, denoted as , are to be embedded into . Assume that is transformed into . Regarding as a binary number, the proposed scheme will ensure the validity of the following invariant:
With this invariant, the receiver can derive by computing mod 4. Next, modifying to ensure is demonstrated. The goal is to change as few bits in as possible. Since , if, fortunately, , then does not need to be changed. Otherwise, some bit(s) must be modified. Observe that if we complement bit , then will be complemented. If is swapped from 0 to 1, then the modular sum will be increased by ; otherwise, the sum will be decreased by . For instance, if we swap , the sum will be decreased by , and if we swap , the sum will be increased by . In this example, it is not hard to verify that we only need to complement one bit in to increase or decrease the sum by 1, 2, or 3. How to ensure the success of the swapping process will be discussed later. Below, the embedding scheme is derived in four steps.
B. Hiding Steps

1)
Compute .
2)
3)
From the matrix , compute for each the following set:
Intuitively, represents the set containing each matrix index , such that complementing would increase the sum in step 2 by . Two possibilities to achieve this are if and , then complementing will increase the weight by ; and if and , then complementing will decrease the weight by , or, equivalently, increase the sum by (under mod ).
The following lemmas indicate some important properties of these sets. (Detailed proofs can be found in [4] .)
Lemma 1: For each , such that , the following statement is true:
Define a weight difference as
The sum in step 2 must be increased by to satisfy I2. If does not need to be changed. Otherwise, the following steps are executed to transform into Intuitively, to increase the sum by , two nonempty sets and can be selected. This is possible since these sets indicate the locations where can be complemented to increase the weights by and , respectively. Consequently, a total increase of the weight by is obtained. However, the above steps are logically flawed, which was not mentioned intentionally for ease of presentation. In fact, the set (and similarly , etc.)
is not yet defined. Similar to other s, can be regarded as the set of indices such that complementing these locations in will result in an increase of the weight by 0. Since this can be achieved by changing nothing on can be regarded as a nonempty set. Whenever the statement "complement the bit " is encountered, this step is simply omitted. This amendment makes step 4 logically correct.
Finally, whether step 4 is successful depends on the success of step a) to identify a qualified . This is proved below.
Lemma 3:
Step 4 always succeeds, and, at most, two bits of are modified to embed bits of data. The following example demonstrates how our scheme works. Let the host image be , secret key be , and weight matrix be , as shown in Fig. 1 . First, is partitioned into four 4 4 blocks . Let , so we can embed 12 bits, say , into . The XOR result of each with is in Fig. 2(a) . For . Since the embedded data is 001, the weight must be increased by 1. Since and , we can complement . For . Since the embedded data is 010, does not need to be modified. For . Since the embedded data is 000, the weight must be increased by 6, which can be done by complementing . For . Since the embedded data is 001, the weight must be increased by 5. There is no single point in which can accomplish this task. Therefore, two bits in must be changed. One possibility is and . In this example, we choose to complement and . Fig. 2(b) displays the final modified image.
III. EXPERIMENTAL RESULTS
Herein, Wu and Lee's (WL) scheme [16] and the proposed scheme are implemented to visualize the data-hiding effect. Two host images were tested, as shown in Figs. 3(a) and 4(a) . Also, the image quality after data embedding is taken into account by making two slight enhancements. First, pixels around black-and-white margins are altered with a higher priority. Second, if a block is completely black or white, no data will be concealed in it because changing any bit in is easily visible. To avoid confusion resulting from this enhancement, a block which is not completely black or white, but which will become completely black or white when being hidden with data, is not used for concealing data. However, this block is still converted into a completely black or white block to be transmitted (based on our scheme, 2 bits, at most, of will be modified). Consequently, when the receiver receives a completely black or white block, this block is regarded as containing no hidden data. Our simulation experience indicates that the data-hiding ratio is only slightly affected by these enhancements, because many choices are typically available to modify a block.
We conclude our comparisons and observations in the following.
1)
Equal Block Size: We use the same block size and compare images' quality after data hiding. The results are in parts (b) and (c) of Figs. 3 and 4 , where the block size is 8 8. Our results are noisier, since as many as 2 bits in each block are modified, compared to 1 bit of the WL's. In this case, image quality is traded for a higher data-hiding ratio. In general, our scheme can conceal about four-to-ten times more data than that of WL's.
2)
Equal Image Quality: This experiment attempts to equalize the image quality by adjusting the block size. The WL scheme will modify, on average, 0.5 bit in each block hidden with data. The same image quality can be maintained by using a block size that is four times larger than that used in the WL scheme. Thus, in the worst case, 2 bits are modified in each of our blocks, or equivalently bit in each of the WL blocks. Based on this assumption, the experimental results are summarized in parts (d) and (e) of Figs. 3 and 4 , where the block size is 16 16 for WL's scheme and 32 32 for our scheme. In this case, the WL scheme can embed, at most, 1 bit in each 16 16 block, and ours bits in each 32 32 block. Our data-hiding ratio is at least 2.5 higher than that of WL.
3)
Equal Amount of Embedded Data: Here, the amount of embedded data is further equalized by adjusting the block sizes to compare the image quality after data hiding in the WL scheme and the proposed scheme. These results are summarized in parts (f) and (g) of Figs. 3 and 4. Notably, since the hiding ratio of the WL scheme depends on the nature of the host image, we have to adjust the block sizes in order to embed approximately the same amount of hidden data for a fair comparison. Specifically, the block sizes used in Figs. 3(f), 3(g), 4(f), and 4(g) are 28 28, 8 8, 32 32, and 8 8, respectively. In this case, our scheme delivers a better image quality than the WL scheme.
IV. CONCLUSION
This letter has presented a novel steganography scheme capable of concealing a large amount of data in a binary image. The proposed scheme has the following features: it uses a secret key and a weight matrix to protect the hidden data, it uses a weight matrix to increase the data-hiding ratio, and it uses an XOR operator to increase the security. One future research direction is to account for human visual effects during the data embedding process.
