A new cascade passivity-based control scheme for tracking purposes is proposed in this paper. The proposed scheme is valid for a certain class of nonlinear systems even with unstable zero dynamic, and it is also useful for regulation and stabilization purposes. The cases where all system parameters are assumed to be known ͑nonadaptive case͒ and also the case when they are unknown ͑adaptive case͒ are considered. Some simulation examples are studied to analyze the behavior of the proposed scheme.
Introduction
Passivity-based control ͑PBC͒ is an important methodology for feedback stabilization of nonlinear systems ͓1͔ that has been widely studied in the last three decades ͓2-5͔. The main advantage of the PBC over other nonlinear control techniques is that the control is designed taking into account the energy of the system and then variables have a clear physical meaning. Besides, this technique is less complex than backstepping control algorithms, which require several steps to design the controller, or linearization techniques where the diffeomorphism is difficult to define and knowledge of the plant parameters is involved.
A synthesis of concepts and conditions for nonadaptive PBC are presented in ͓5͔, where the proposed scheme is valid for stabilization purposes, and assumes all system parameters to be known.
Later, adaptive PBC was proposed in ͓6-9͔. The techniques proposed there are also applicable for stabilization but assume all system parameters to be unknown.
Based on the equivalence between model reference adaptive control ͑MRAC͒ ͓10͔ and adaptive PBC established in ͓11͔, a generalized PBC scheme for tracking purposes was proposed very recently in ͓12͔.
In the context of cascade systems, work has been done in order to determine the passivity properties for stabilization of cascade nonlinear system ͓13͔ for the case when the plant parameters are known. Recently, an L ϱ approach has been proposed in ͓14͔ for bounded robust control of nonlinear cascade systems with disturbances.
The results presented in this paper are based on the previous work presented in ͓5-9͔ and it considers a certain class of nonlinear system in cascade, with a known structure and known state variables. The results obtained constitute a new control scheme for tracking purposes that considers the nonadaptive case, where all the system pa-*Author to whom all correspondence should be addressed. E-mail address: mduartem@cec.uchile.cl rameters are assumed to be known, but also considers the adaptive case to study the case when all system parameters are unknown. The methodology is applicable to systems with unstable zero dynamics, so that the assumption that the system is locally nonminimum phase is not needed.
Compared with the conventional PID industrial controller designed for regulation purposes, used for instance in CA and CC electrical motor drives to control speed and torque, the adaptive PBC scheme proposed here uses a simple proportional controller. Therefore, a much simpler tuning and a more robust and better behavior for tracking applications is expected with this scheme if used instead of a PID controller.
The paper is organized as follows. The concepts of nonadaptive and adaptive PBC for stabilization of nonlinear systems are briefly addressed in Section 2. In Section 3, a general cascade PBC scheme for the nonadaptive and adaptive cases is proposed. Two examples are studied by simulation and the results are presented in Section 5. Finally, in Section 5, some conclusions are drawn.
PBC related concepts
Let us consider a nonlinear system of the form
with state space X = R n , a set of input values U = R m , and a set of output values Y = R m . The set U of admissible inputs consists of all piecewise continuous functions R → U = R m . Besides, f R n , the m columns of g R nϫm and h R m are smooth vector fields ͑i.e., f , g , h C ϱ ͒. It is supposed that the vector field f has at least one equilibrium point, and without loss of generality, after possibly a coordinates shift, it is possible to write that f͑0͒ =0 and h͑0͒ =0.
Next, for completeness we recall some definitions and concepts from ͓5͔, for the particular case of systems of the form ͑2.1͒. 
for all z in the neighborhood of z͑t͒ =0. छ Definition 2. 3 [5] : A system of the form ͑2.1͒ is said to be C r -passive if there exists a C r nonnegative function V : R n → R, called storage function, with V͑0͒ =0, such that for all u U, for all x͑0͒ = x 0 X and t ജ 0, it is satisfied,
V is a continuous storage function with continuous r-order derivatives ͑V C r ͒. Condition ͑2.5͒ can also be expressed as V ഛ y͑t͒ T u͑t͒. छ The system is said to be lossless for the case when V = y͑t͒ T u͑t͒. Passivity is a property that some physical systems possess and it is related to the input-output stability concept. A dynamical system is passive if the amount of energy stored by the system is lesser than the energy supplied to the system, i.e., the system internally does not generate energy but it dissipates some energy. Typical examples of practical passive systems are electrical circuits with passive elements ͑resistances, inductances, and capacitors͒ ͓15͔, an induction motor ͓16͔, etc.
Definition 2. 4 [5] : A system of the form ͑2.1͒ is locally zero-state detectable if there exists a neighborhood N of 0 such that for all x 0 N we have
where ⌽͑t , x 0 ,0͒ denotes the state response at time t for zero input u, starting at the initial state
The system ͑2.1͒ is said to be locally equivalent via feedback to a C r -passive system if there exists a state feedback u͑t͒ such that the resulting closed-loop system is passive with a C r -storage function V. छ The conditions under which a system is locally equivalent via feedback to a passive system are given in ͓5͔. They are relative degree ͕1,1,1,¼,1͖ and locally weakly minimum phase.
Theorem 2.1 [5] : Let us consider a passive system of the form ͑2.1͒ with a C r ͑r ജ 1͒ storage function V, which is positive definite. Suppose the system is locally zero-state detectable. Then the control law
with K R mϫm a positive definite matrix, asymptotically stabilizes the system around the equilibrium point x =0. Moreover, if V is proper, then the control law ͑2.7͒ globally asymptotically stabilizes the equilibrium x =0. छ For a system of the form ͑2.2͒, being locally weakly minimum phase, the PBC proposed in ͓5͔ for stabilization purposes is shown in Fig. 1 . This scheme is discussed in detail in Section 2.1.
This control scheme considers the application of a feedback to the system in order to obtain a passive equivalent system between the new input u p ͑t͒ and the output y͑t͒, and then uses the results of Theorem 2.1, which uses a simple proportional controller. In this paper, to simplify the exposition, a proportional controller will be used throughout all the developments. However, a more complex controller of the form u p ͑t͒ =−͑y͒, with T ͑y͒y Ͼ 0 and ͑0͒ =0 ͑similar to that used in ͓5͔͒, can also be used and all the results presented here are still valid.
This type of strategy, in which a nonpassive system ͑or even a passive system but with some undesired characteristics͒ is made passive by a feedback, is quite common and has been used in many types of practical systems such as position control of levitation systems ͓17,18͔ and speed and torque control of induction motors ͓19͔. Another example where this kind of technique can be successfully used is in the control of a tank-truck half full of liquid. When the truck enters in a highway curve at high speed, we will have an undesired out of control behavior because of the liquid wave inside the tank, which is considered an active load. In order to control the tank vertical position, the system can be first turned passive via a state feedback and the controlled.
Non-adaptive and adaptive passivity feedback
We will first assume that all plant parameters are known.
Definition 2.6 [5]:
The system ͑2.2͒ is said to be C r -passive equivalent via feedback to a lossless system if there exists a state feedback of the form
͑2.8͒
where a͑A , y , z͒ R m and b͑B , y , z͒ R mϫm are smooth functions defined either locally near x =0 or globally and b͑B , y , z͒ is invertible for all y͑t͒ , z͑t͒, such that for the closed-loop system the following is satisfied: 
where V is a C r -storage function and u p ͑t͒ R m is the new control input. छ Adaptive feedback passivity can be studied for a class of nonlinear system of the form ͑2.2͒ with linear explicit parametric dependence of the form
, and bЈ͑y , z͒ is invertible for all ͑y , z͒ around ͑0,0͒ ͓6,7͔. For the system ͑2.10͒, we use the following adaptive passivity control law.
Definition 2.7 [6, 7] : The system ͑2.10͒ is said to be C r -passive equivalent via feedback to a lossless system, if there exists a state feedback of the form
where 1 ͑t͒ R mϫm and 2 ͑t͒ R mϫm are adaptive parameters updated according to ͑2.12͒.
For notation purposes, given a matrix M we will denote sgn͑M͒ as a matrix containing the sign of each element m ij of matrix M. bЈ͑y , z͒ is assumed to be invertible for all x, such that for the closed-loop system the following is satisfied:
where V is a C r -storage function and u p ͑t͒ R m is the new control input. छ The system made equivalent via the feedback according to Definition 2.7 is zero-state detectable according to Definition 2.3. Then, the control law given in ͑2.6͒ globally asymptotically stabilizes the system around the equilibrium point x =0.
Cascade PBC for tracking purposes
In this section a PBC scheme for cascade systems, which is valid for tracking control purposes, is shown. The scheme is shown in Fig. 2 and it is also valid for regulation and stabilization purposes. The general cascade PBC scheme is valid for nonadaptive and adaptive passivity feedback and will be discussed in Sections 3.1 and 3.2, respectively.
In the case of the tank truck mentioned in Section 2, the implementation of a speed controller could be designed for regulation purposes. The design of a route controller could also be used for tracking purposes.
The following assumptions are first introduced on the system to be considered.
Assumption 1: Let us assume that system ͑2.1͒ has relative degree {1, 1, 1,¼.,1} at x =0, according to Definition 2.1.
Assumption 2: Let us assume that the distribution spanned by vector fields g 1 ͑x͒ ,¯, g m ͑x͒ of system ͑2.1͒ is involutive ͓15͔.
Assumption 3: Let us assume that the inner loop ͓from u p ͑t͒ to z͑t͔͒ in the scheme of Fig. 2 is faster ͑two or three times faster at least͒ than the outer loop ͓from z p ͑t͒ to z͑t͔͒.
Nonadaptive cascade PBC
In this section we will present a PBC scheme for tracking purposes to control a cascade system of the form ͑2.3͒. It is important to note that we are not imposing that the system ͑2.3͒ be of minimum phase ͓that is to say that the zero dynamics ż͑t͒ = f 0 ͑C , z͒ be asymptotically stable͔.
Theorem 3.1: Let us consider the system ͑2.3͒ under the Assumptions 1 to 3. Let us also assume that p͑D , y , z͒ R mxm is an invertible matrix for all ͑y , z͒ around ͑0,0͒. If we choose the following feedback:
͑3.1͒
and
͑3.2͒
where z * ͑t͒ is any smooth desired trajectory, and 
Integrating both sides of the previous equations, we obtain
which can be written as छ Remark 3.1: Notice that after applying passivity feedbacks ͑3.1͒ and ͑3.2͒ to system ͑2.3͒ and considering y͑t͒ = y * ͑t͒ as the input to z͑t͒ equation ͑since the inner loop is faster than the outer loop͒, we obtain ỹ͑t͒ = u p ͑t͒,
which is a passive equivalent system.
Adaptive cascade PBC
We will now consider the case when the plant parameters of system ͑2.3͒ are unknown. We will consider the class of systems for which we assume that there exists a linear explicit parametric dependence of the form ẏ͑t͒ = AaЈ͑y,z͒ + BbЈ͑y,z͒u͑t͒,
In what follows, to simplify the developments, it will be assumed that matrices B and D are diagonal. When B and D are positive definite matrices or more than that, they are just general matrices and can be studied using the same ideas presented in ͓6,7͔. So in this paper only the case of diagonal matrices will be considered.
Again it is important to note that it is not assumed that the system ͑2.3͒ is of minimum phase. We can now state a similar theorem to Theorem 3.1 but for the adaptive case.
Theorem 3.2: Let us consider the system of the form ͑3.7͒ under Assumptions 1 to 3, with pЈ͑y , z͒ an invertible matrix for all ͑y , z͒ around ͑0,0͒. If we choose the following feedback u͑t͒ = bЈ͑y,z͒ −1 y ͑t͒ T y ͑t͒
͑3.8͒
͑3.9͒
with adaptive laws defined as 
are the ideal parameters of the passivator. This guarantees that y͑t͒ → y * ͑t͒ even if y͑t͒ * is a time varying signal. Then y͑t͒ can track the trajectory defined by ͑3.9͒ and ͑3.11͒. Finally, after applying the outer controller defined by ͑3.9͒, ͑3.11͒, and ͑3.13͒ and considering that the inner loop is faster than the outer loop, we can write
where z ͑t͒ = z ͑t͒ − z * R n−mϫ2͑n−m͒ , and y
−m͒ are the ideal parameters of the passivator.
For notation purposes, given a matrix M we will denote abs͑M͒ as a matrix containing the absolute value of each element m ij of matrix M.
Eq. ͑3.14͒ has associated positive definite storage functions
͑3.15͒
Substituting ͑3.14͒ in ͑3.15͒, considering the vector property a T b = b T a =tr͑ba T ͒ =tr͑ab T ͒ and regrouping terms, we have 
Integrating both sides of the previous equations, we get
which can be expressed as
͑3.16͒
Since V y , V z are positive definite and its derivatives V y , V z are negative definite, the left-hand sides of ͑3.16͒ are finite, therefore ỹ͑t͒ l 2 , z͑t͒ l 2 . From the system Eqs. ͑3.6͒ we can conclude that ỹ͑t͒ l ϱ , ż͑t͒ l ϱ . Using the Barbalat Lemma ͓10͔, ỹ͑t͒ l 2 , z͑t͒ l 2 and ỹ͑t͒ l ϱ , ż͑t͒ l ϱ Þ lim t→ϱ ỹ͑t͒ =0, lim t→ϱ z͑t͒ =0. छ Remark 3.2: Notice that after applying the passivity feedbacks ͑3.8͒ and ͑3.9͒ to system ͑3.7͒, and considering y͑t͒ = y * ͑t͒ as the input to equation z͑t͒ ͑since the inner loop is faster than the outer loop͒, it is obtained
Simulation Results
In this section we simulate the proposed control methodology considering the case when the plant parameters are known and then we also study the adaptive case.
Two different reference signals for z * ͑t͒ will be used in the simulations, as shown in Fig. 3 . The first reference is used to study the behavior of the system under tracking and the second one is for regulation purposes.
Example 4.1: The nonadaptive case
Let us control a system of the form ͑2.1͒ with
͑4.1͒
where x͑t͒ = ͓x 1 x 2 ͔ T R 2 and y͑t͒, u͑t͒ R are scalars. Here we have n =2m =2. Now we will check the Assumptions 1 and 2 for system ͑4.1͒. This system has zero equilibrium point ͑0,0͒, relative degree L g h͑x͒ = ͓‫ץ‬h͑x͒ / ‫ץ‬x͔g͑x͒ =1 0, and the distribution spanned by g͑x͒ = ͓1 0͔
T is involutive. The system can then be represented in the form ͑2.3͒ by considering y͑t͒ = x 1 ͑t͒, z͑t͒ = x 2 ͑t͒, a͑y,z͒ = − ͑3y 2 + z͒, b͑y,z͒ = 1,
It can be easily checked that system ͑4.2͒ is weekly minimum phase according to Definition 2.2. Also, it has associated a positive storage func-
4 ഛ 0. Let us first study the natural behavior of the system of Example 4.1. The unforced response of ͑4.2͒ with y͑0͒ = 0.5, z͑0͒ = −0.5 is shown in Fig.  4 .
It can be seen that the system exhibits oscillations and a stable z͑t͒ state, so it is verified that the system is weekly minimum phase.
We now consider the nonadaptive cascade PBC scheme presented in Section 3.1, defined by the control law of the form ͑3.1͒-͑3.4͒ with
which applied to system ͑4.2͒ will guarantee that y͑t͒ → y * ͑t͒ and z͑t͒ → z * ͑t͒ asymptotically, regardless of the initial conditions. The control scheme for this example is shown in Fig. 5 . Fig. 6 shows the behavior of the controlled system of Example 4.1, with K y =−40, K z =−1 and when a sinusoidal reference signal of form shown in Fig. 3͑a͒ is applied for z * ͑t͒. From Figs. 6͑e͒ and 6͑f͒ it can be seen that ỹ͑t͒ → 0 and z͑t͒ → 0. A similar result is shown in Fig. 7 but when a step reference signal at t = 100 is applied for z * ͑t͒. ͓See Fig. 3͑b͔͒ . It is important to notice in Fig. 7 that when applying a step reference, its derivative tends to infinite at t = 100. So for this case a practical solution shall be applied, as, for example, the use of saturation blocks.
Example The adaptive case
Let us control the system of Example 4.1 but assuming now that the plant parameters are unknown. The system can be expressed in the form of ͑3.7͒, where for this particular example we have BbЈ͑y,z͒ = 1, CcЈ͑z͒ = ͑− 5͒z 3 , pЈ͑y,z͒ = 1.
͑4.4͒
Since the parameters A, B, C, and D are assumed to be unknown, we will use the adaptive cascade PBC scheme discussed in Section 3.2. After applying to the system ͑4.4͒ a control law of the form ͑3.8͒, ͑3.9͒, ͑3.12͒, and ͑3.13͒ with
͑4.5͒
and the adaptive laws defined in ͑3.10͒ and ͑3.11͒ it is guaranteed that the state will follow the desired trajectories defined by z * ͑t͒ and y * ͑t͒. The control scheme is shown in Fig. 8 . Fig. 9 shows the simulation results when a sinusoidal reference signal of the form shown in Fig.  3͑a͒ is applied to z * ͑t͒, and the feedback gains are
Similar to the nonadaptive case, the tracking errors go to zero asymptotically, as can be seen from Figs. 9͑e͒ and 9͑f͒. In Fig. 10 , we can see the evolution of the controller parameters.
Similar results can be found in Figs. 11 and 12 but for the case when a step reference signal is used for z * ͑t͒. Again it can be observed that the tracking errors go to zero asymptotically.
The simulation example used in this section has no direct industrial counterpart, and it was chosen because it contains severe nonlinearities ͑quadratic and cubic type͒. The idea was to show that the proposed control system behaves well even in this adverse case. In other industrial cases with mild nonlinearities ͑like the model of an induction motor where we have products between state variables͒, we expect a good behavior as well.
Conclusions
A new PBC scheme for cascade nonlinear systems, applicable for tracking, regulation, and sta- bilization, has been proposed in this paper. It can be applied to the control of cascade systems that are not necessarily weakly minimum phase. The methodology can be applied for the case when all system parameters are assumed to be known ͑non-adaptive case͒, and also, with introduction of appropriate adaptive laws, it can be used in the adaptive case, provided the plant can be parametrized in such a fashion that the unknown parameters enter linearly in the equations. Although in the latter the development presented in the paper was done only for the case when the matrices B and D are diagonal, the extension to the case when those matrices are positive definite or even just general matrices can be performed using the same ideas given in ͓6,7͔.
The simulation examples given for the nonadaptive and adaptive case in Section 4 reveal that the behavior of the proposed control scheme is in complete agreement with the theoretical results presented in Section 3. 
