Abstract. A recent method by Shary for enclosing the solution set of a system of linear interval equations is derived in a new way. It is shown that the method converges to the fixed-point inverse, and that it has finite termination with probability 1.
1. Introduction. There are a variety of stationary iterative methods for enclosing the solution set
of a system of linear equations with interval coefficient matrix A ∈ IIIR n×n and interval right hand side b ∈ IIIR n . By preconditioning, the system (1) is usually reduced to another one whose coefficient matrix is an H-matrix.
A detailed discussions of the enclosure methods and preconditioning techniques known in 1990 is in [2] , together with an analysis of the approximation power of the methods. Other recent advances concern a method by Hansen [1] , simplified and refined by Rohn [4] and Ning & Kearfott [3] , giving optimal enclosures for problems involving an H-matrix with diagonal midpoint, arising by midpoint preconditioning.
Recently, Shary [5] introduced a new algorithm (called by him the "algebraic approach") for enclosing the solution set (1) when A is an H-matrix. While it is an iterative method, too, he empirically observed that, in exact arithmetic, the limit is usually achieved in a finite number of iterations. In this respect, the method resembles the conjugate gradient method for linear (noninterval) equations.
In the following, we rederive Shary's method in a way that makes the finite termination property explicit. We also show that the limit interval vector of Shary's algebraic approach is the fixed point inverse of A applied to b, as defined in Neumaier [2] .
In this paper, notation is as in [2] , except that in interval quantities are in bold face.
2.
A new derivation of Shary's method. Shary's algebraic method is based on the fixed point equation
where M ∈ IIIR n×n is an interval matrix, b ∈ IIIR n is an interval vector, and G is a real diagonal matrix with nonzero entries. To define Shary's algorithms in a way that makes the finite termination property apparent we introduce some machinery.
We shall need some obvious properties of the inner subtraction of two interval vectors x, y ∈ IIIR n , defined by
This definition also makes sense for improper interval vectors where some lower bound exceeds the corresponding upper bound.
Lemma 2.1.
Proof. Insert the definitions.
Shary's concept of immersion that identifies a (possibly improper) interval vector
n with the real vector x x ∈ IR 2n can be dispensed with by defining instead the extended product
with four n × n blocks B 1 , . . . , B 4 with a (proper or improper) n-dimensional interval vector x = [x,x], emulating matrix vector multiplication in the immersed form.
Proof. This follows immediately from corresponding matrix properties in dimension 2n.
The importance of the extended product stems from the fact that it can be used to represent interval matrix-vector multiplication.
Proposition 2.3. For any M ∈ IIIR n×n and x ∈ IIIR n there is a 2n × 2n matrix
Proof. We have
, depending on which term in the min-expression is the smallest. Hence
. By a similar argument,
ik ) also takes one of the four possibilites mentioned above.
Note thatM depends on x and is not always unique; however, it is not difficult to extract from the proof an explicit algorithm for computing someM given M and x. The fact that, independent of x, there are only finitely many possible choices for M implies that interval matrix-vector multiplication is piecewise linear. In particular, unless x happens to lie on one of the hypersurfaces where the linear pieces match,M is constant in a neighborhood of x. As we shall see, these observations explain the behavior of Shary's algorithm in practice.
We now use the extended product to give a new derivation of Shary's algorithm from which the finite termination property is apparent. Let x be an approximation to a solution z of the fixed point equation (2) , and suppose that the matrixM of Proposition 2.3 satisfies both Mx =M * x and Mz =M * z. (10)
As mentioned above, this is the generic case when x and z are sufficiently close and on the same linear piece of the multiplication operator.
Theorem 2.4. If (10) holds andM − I is invertible then
Solving for p using (8) gives
and since x = z + p implies z = x − o p, the assertion (11) follows.
Theorem 2.4 suggests the iteration
With the initialization
this is just the algebraic method (with damping factor τ = 1), as defined on p.129 of Shary [5] . In particular, Theorem 2.4 implies that as soon as x k reaches the neighborhood of z that ensures (10), the method produces x k+1 = z in the next step. Shary proves convergence of his method under a technical assumption (6.1 in [5] ) that is satisfied if the entries of M are sufficiently narrow together with Theorem 2.4, this gives finite termination with probability 1 (i.e., unless z lies on two linear pieces of the multiplication operator M). We also see that one cannot expect finite termination when a damping factor τ < 1 is used.
H-matrices and the fixed point inverse. A matrix A ∈ IIIR
n×n an Hmatrix iff the comparison matrix A defined by
is nonsingular and its inverse is nonnegative, A −1 ≥ 0. As a consequence, 0 / ∈ A ii for all i.
For H-matrices, the theory in Neumaier [2, Chapter 4] shows that the best enclosure that can be achieved with stationary iterations based on triangular splitting is the fixed point solution set A F b, defined as the unique solution z of the interval equations The other cases can be reduced to one of these two by changing the signs of r and/or a.
As explained in Shary [5, pp. 129-130 ], Shary's algorithm for enclosing the solution set (1) is based on the fixed point equation (2), where
and the spectral radius ρ(|M|) of |M| is assumed to be less than one. The condition A ii = 0 is also needed to ensure that G is invertible.
(Some of Shary's theory is more general, but the only situation worked out in the algorithmic stage is the one stated here.) Theorem 3.2. A ∈ IIIR n×n is an H-matrix iff G is invertible and the spectral radius of |M| is less than one. In this case, z = A F b is the unique solution of the fixed point equation (2) .
Proof. Suppose first that G is invertible and ρ(|M|) < 1. By Perron-Frobenius theory, I − |M| is invertible and its inverse is nonnegative. Since G is diagonal and A = G(I − M) we have A = G (I − |M|) and A −1 = (I − |M|)
Conversely, suppose that A is an H-matrix. Then 0 = A ii whence dev(A ii ) = 0 and G is invertible. Moreover, I − |M| = G −1 A is invertible, with inverse (I − |M|) −1 = A −1 G ≥ 0. Again by Perron-Frobenius theory, this implies that ρ(|M|) < 1. Now let z = A F b. By (14) we have z i = r i /A ii , where
Using dev(A ii ) = G ii we find
by Lemma 3.1,
Hence z is a solution of the fixed point equation (2) . Since |M| has spectral radius <1, this equation has a unique solution, so z = A F b is the only solution of (2).
Together with the good overestimation properties of A F b (derived in Neumaier [2] ) when A is strictly diagonally dominant, this result explains the good numerical properties of the enclosures computed in Shary [5] .
