The technological obsolescence of a unit is characterised by the existence of challenger units displaying identical functionalities, but with higher performances. Though this issue is commonly encountered in practice, it has received little consideration in the literature. Previous exploratory works have treated the problem of replacing old-technology items by new ones, for identical components facing a unique new generation of items. This paper aims to define, in a realistic way, possible replacement policies when several types of challenger units are available and when the performances of these newly available units improve with time.
Introduction
Many papers devoted to the optimisation of preventive or corrective maintenance policies rely on the assumption that failed or degraded pieces of equipment are replaced by identical items. Actually, the technological reality is often quite different. Indeed, new equipments are regularly available on the market, achieving the same missions as the currently used ones, but with higher performances, such as e.g., smaller failure rates, lower energy consumption, etc. This situation is characteristic of technological obsolescence.
Previous works [1] [2] [3] consider technological obsolescence from a strictly economic point of view: A piece of equipment is completely characterised by its purchase cost, by the difference between the revenue it brings and the cost it entails per unit time when the equipment is working, and by its resale value. These works do not model the possible degradation and failure behaviour of the equipment. They only assume that the revenue per unit time is known for the equipment under consideration; technological change is then viewed as the deterministic evolution of one parameter, i.e., the revenue of the equipment per unit time.
Yet if allowance is also given to the reliability characteristics of the units, the search for an optimal replacement policy should be performed in a different way. If the first interest of managers is of course the expected cumulated costs induced by the different replacement strategies possible, other considerations, like e.g., the reliability of the system, the distribution of the costs in time, the predictability of the costs (i.e., the budget planning for the replacements), the management of an existing spare part inventory, etc. will influence the choice of the replacement strategy.
Works [4] [5] [6] [7] [8] attempt to treat this replacement problem under obsolescence for a set of identical items when one new type of equipment is available. These works try to answer, among others, the following questions: How to schedule the replacement of the old-type units by the new-type ones? Should it be done preventively or correctively? How to deal with spare parts in such a situation?
However, these contributions to the treatment of obsolescence did not provide a full coverage of the issue. For instance, the ongoing improvement in technologies was not addressed, though it is a natural ingredient of the whole problem. Indeed, the performances of the new-type equipment can increase, from the time they were first available on the market until the time the decision to replace the old-generation items is taken and enforced. This paper therefore includes in the search for an optimal replacement calendar, the possibility of having several technological generations appearing one after the other. Moreover, several types of challenger units, with different impacts on the reliability and on the costs incurred, can also be available at the same moment, and a grounded selection has to be made among them. This point is also dealt with in this study. Thus, to help the manager to choose between these competing offers, we need to know how to evaluate the expected advantages and drawbacks of the different unit types, in order to provide the decision maker with information on when it is interesting to preventively replace the old-type units, as well as on the new technology that should be adopted.
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These issues will be treated in the case of a set of identical, independent production units, subject to different types of maintenance interventions, beside their possible replacement by challenger units. Because no generic model can exist in maintenance optimisation, a modular modelling of such a set of units is highly desirable, in order to easily (i.e., locally) adapt it to specific applications.
New developments in Petri net software allow to creating prototypes, i.e., subnets typical of specific situations and that can be replicated easily in a global model. Therefore, this approach of Petri nets was chosen as the modelling and graphical support underlying a Monte Carlo (MC) estimation of the costs incurred by the different possible replacement strategies under consideration. This paper is organised as follows. Section 2 provides the general description of a unit and of the maintenance impact, as well as the characterisation of the particular competition between technological generations, which is considered in the numerical applications presented in Section 4. Section 3 describes the associated Petri net model. Section 4 illustrates some features of the whole model on a selection of numerical results. Finally, we conclude by suggesting some possible perspectives and extensions of this model.
Model
The case studied in this work is the following. Initially, a set of n identical units of the same technological type, called generation-0 units, is in operation. The study starts when several different challenger units, more performing than the generation-0 items, become available.
This situation evolves with time as the performances of the challenger units are likely to improve and affect the decision of replacing generation-0 units by units of one of the new technologies. In particular, we will consider a price decrease for the old-generation unit types, and a decrease of the failure rate or of the energy consumption rate of the new ones. Section 2.1 will describe the general unit model and the parameters taken into account.
In this work, we consider that the parameters of each generation of units (purchase costs, failure rates, energy consumption rates, etc.) are fixed; only the time between successive evolutions of these parameters is uncertain. This of course is not fully realistic but it simplifies the comparisons between the different generations of units, in the context of this exploratory work.
We also consider only the case of a complete transition from one type of units to another one, hence excluding the possibility of passing to a third generation, before the transition from a first generation to a second one is completed.
More details on the evolution process sketched here above and on the case studied in this work are given in Sections 2.2 and 2.3.
Unit model
The description of the units is based on previous works on technological obsolescence [5] [6] [7] [8] . Complete description of the reliability model of a single production unit can be found in [8] and is recalled here below.
Failure times are distributed according to a bi-Weibull distribution, whose first part is assumed to reduce to an exponential distribution (see Eq. (1)). In terms of failure rate, this model is close to the so-called bathtub curve, which is expected to describe the aging behaviour of a real unit. An effective age model [9] is chosen to embody the efficiency of preventive maintenance actions and the subsequent behaviour of the units.
At time t, the cumulative probability function of the failure time of one unit of a given generation is thus given by an expression of the form:
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where t s is the instant at which the last intervention was performed on the unit and t(t s ) the unit's effective age after the intervention. The two parts of the bi-Weibull law are a constant failure rate l 0 embodying purely random failures and a shifted Weibull-like contribution corresponding to aging, respectively. The location parameter n is an effective working time before which no aging effect is noticeable. The age t(t) to be considered to evaluate the failure probability is the effective age of the unit. This effective age is different from the calendar working time of the unit and depends on its past and on the maintenance interventions it has undergone [9] [10] [11] [12] . In particular, we consider that the different possible interventions affect this effective age by a rejuvenation factor, depending on the intervention type, as explicated below. In our model, different types of interventions are considered.
a. Imperfect preventive maintenance: the units are preventively maintained at fixed periods. The effective age t a after a preventive maintenance is given by
where t b is the effective age of the units before the maintenance and e m (usuallyp1) is the age reduction fac tor (rejuvenation factor) due to a preventive maintenance. If e m ¼ 0, the maintenance is perfect (as good as new) and if e m ¼ 1 the maintenance has no effect (as bad as old). This model is equivalent to the model of Arithmetic Reduction of Age with infinite memory (ARA N , [11] ) and to the Kijima II model, [12] . Before any intervention, the effective age of a unit is identical to the time spent since it was first operated (calendar time). Assuming that each maintenance operation of a given type may have a different impact on a unit, the age reduction factor e m should not be taken constant. Moreover, it is assumed to be a random variable embodying the variability in the resulting state of the unit; its distribution must also depend on the number of previous maintenance actions, as preventive maint enance is expected to be less and less efficient as the number of interventions undergone by a unit gets higher. Therefore, in practice, the age reduction factor is modelled by a uniform random variable whose limits increase with the number of actions performed. Some overlapping between the ranges of definition of these probability density functions (pdf) for two successive preventive maintenance actions is kept. With this modelling, the trend of losing some efficiency in rejuvenation is true in average. Yet the evolution of an individual unit could punctually display an improvement in the maintenance efficiency. In our model, the intervention durations are random variables modelled by Erlang distributions. We suppose that the preventive maintenance actions and the r eplacements are always successfully performed within a given intervention time interval (lower and upper bounds). As Erlang distribu tions have a non-bounded support, they are truncated at these extreme intervention times for both preventive maintenance and replacement. b. Preventive replacement: here a unit is replaced instead of imperfectly maintained after a given effective working time. This time is chosen so that, on average, it is less expensive to replace the unit than to maintain it and keep it working until the next imperfect preventive maintenance, considering in the latter case the higher likelihood of a failure during the intermaintenance period. c. Repair and corrective replacement: when a unit fails, it is repaired. Such as for the maintenance, the effect of a repair is modelled by an age reduction factor uniformly distributed between two values increasing with the working time of the unit. In our model this age reduction factor associated to repair is higher than the one associated to preventive maintenance (i.e., a repair is less efficient in recovering the unit performances), because the aim of the repair is mainly to restart the unit as soon as possible, and not to maintain it thoroughly. If the repair time exceeds a given maximum duration, we consider that the repair is not possible and the maintenance team directly starts replacing the failed unit. Otherwise, units can be correctively replaced if they fail while they are waiting for a preventive replacement.
After a replacement, an on-demand failure probability of the new unit is accounted for. This on-demand failure probability is made of two parts: either the spare unit had a hidden failure (modelled in warm stand-by conditions) before its operation, or there exists an incompatibility probability of the new-generation units with the current installation. The latter contribution aims to model the fact that the on-site installation of new-type units could turn out to be problematic, and some replacements could not be immediately successful, as technicians are not familiar yet with this new technology. This part of this on-demand probability to have a non-working unit after a replacement will decrease when both the information on the installation procedure and experience increase. This incompatibility should consequently not favour early replacements. This incompatibility hazard is difficult to model, especially its time-dependent behaviour. A first approach consists in limiting this dependence on the number of replacements performed on the set of units under study. Adopting this simplification, we can write:
where p 0 is the purely random on-demand failure probability of the new-type units, p i is the contribution to the incompatibility probability for the first replacement intervention, n int is the total number of replacements of units of the previous generation by items of the new one, and f is a parameter larger than 1. We also consider possible common cause failures among the production units. They are modelled according to Atwood's shock model [13] : this model considers one (or several) external cause(s), whose occurrence implies an on-demand failure risk with a failure probability possibly specific to each unit. In this work, the occurrence of the only initiating cause considered is distributed according to a negative exponential pdf (parameter w); it is supposed that old-type units have a conditional failure probability different from that of the next-generation equipments.
The costs associated to the interventions are a fixed cost due to the mobilisation of one maintenance team and hourly costs due to labour costs and loss of production. Among these costs, we distinguish the costs of scheduled outages (preventive imperfect maintenance and preventive replacements) and the costs of nonscheduled outages (repairs and corrective replacements).
Generation-0 parameter
The first step in the simulation is to define the unit parameters. In order to model a realistic problem, we wanted to reproduce the failure behaviour of a real unit. For the chosen unit type, we analysed records of failures of one unit with 275 events, provided by an industrial partner. Three of them were censored data because the failures were due to external events.
Once the characteristics of generation-0 units were deduced from this operational feedback, those of four challenger unit's generations, gathered into two families as described below, were proposed on this basis.
The relevant parameters we have to determine are (see Eq.
(1) of Section 2.1):
the constant failure rate l 0 , the scale factor a of the Weibull law, the shape factor b, and the location parameter n.
We also have to determine the age reduction factors after an imperfect preventive maintenance, e m , and after repair e r .
Due to the number of parameters and to the unknown evolution of the reduction age factors, classical approaches like the maximum likelihood method are not useful in this case. We have rather performed a more qualitative analysis of the available data. This qualitative approach is satisfying because the purpose of this work is not parameter estimation as such but the development of a model of the policies a manager can apply to tackle the issue of technological obsolescence.
Prior to determining the parameter values, we have to verify that the model hypotheses are satisfied. Fig. 1 shows the number of failures recorded every 15 days for one unit. We can see than the failure frequency is increasing with time: periods with no failure are decreasing, and the average number of failures per period is increasing with time. We can conclude that the unit is aging, in presence of maintenance actions, and that a model of aging and of imperfect preventive maintenance is necessary to describe the failure behaviour of the unit.
We can also see in Fig. 1 that there is a first period in the unit's life during which the failure frequency seems more or less constant (except the very beginning of the working time of the unit) and a second period for which the failure frequency is continuously increasing. Given this observation, it seems legitimate to think that there is a first working period with only a constant failure before the onset of the aging process and hence the aging failure mode.
The mean time between two failures during this first period is, as a first approximation, the inverse of the constant failure rate l 0 . Here we have l 0 E0.04 (/days).
We mentioned in Section 2.1 that the respective impacts of preventive maintenance and repair are supposed to be random variables uniformly distributed, their mean evolving with the unit history. To estimate the corresponding parameters of the unit behaviour, we have to know the evolution of the age reduction factors, which is far from being a straightforward task. But we can determine some boundaries. The location parameter n is lower than or equal to the duration of the first period. And the mean of the Weibull law, equal to n+aG(1+1/b), is obviously greater than the mean time between two failures in the database.
We have to emphasise one particularity of the specific unit considered for this parameter estimation: when it is repaired, a small maintenance is completed at the same time. This entails that, on average, the repair age reduction factor, e r , is smaller than 1. And a bigger preventive maintenance is scheduled at predefined working times, which are greater than the mean time between two failures. The imperfect preventive maintenance has an expected age reduction factor e m smaller than e r . Table 1 shows the values of the boundaries of the age reduction factors' pdf's that were chosen.
We assumed that since a repair also rejuvenates the units, the preventive maintenance period is chosen in such a way as to have a preventive intervention when the efficiency of the repair decreases and, in a way, to compensate this decrease. This maintenance policy is particular to our data set. Other maintenance policies can be assumed in our model, with other combinations of values for the predefined times between maintenance actions and for age reduction factors.
With this maintenance policy, we can simulate the behaviour of the unit and compute an estimate of the number of failures on the unit's lifetime. We can therefore choose values of n, a, and b reproducing as well as possible the observed unit's behaviour. The first line of Table 2 gives the values of the parameters estimated in this way.
Performances and evolution in time
From a user's point of view, the technological evolutions are more or less unpredictable. Thus we assumed that after a random delay a new evolution step in the characteristics of the units is achieved and that this evolution is directly available 2 for the customers. These evolutions can be either at the level of the purchase cost or in the internal properties of the unit. The random time to the next technological step is modelled by the combination of a minimal constant delay between two evolution steps and a random delay with a negative exponential distribution.
After the generation-0 parameters were determined, hypothetical values were assumed for the parameters of the different new generations possible. Fig. 2 presents the time-dependent succession of technological generations assumed in this work. At the beginning of the simulation (t 1 ¼ 0), we suppose that there is a first type of production units, the so-called generation 0, and that a first step in the technological evolution takes place. For this first step, we consider the particular case of the availability on the market of two different types of challenger units that could replace the generation-0 ones. These two types of challengers are denoted generation-1.0 and generation-2.0 units, respectively. The second step, occurring a random time t 2 later, is characterised by a purchase price decrease for the items of these two generations. The respective evolutions of the performances of these two generations (i.e., 1.0 and 2.0) are both available at time t 3 , at step 3 of the history of the assumed technological evolution, and are respectively denoted generations 1.1 and 2.1. This entails at the same time a purchase cost decrease for both the generations 1.0 and 2.0. And finally, a decrease of the purchase costs of the units of generations 1.1 and 2.1 is accounted for at time t 4 in a fourth step in the evolution of the properties of these units.
The units are mainly characterised by their purchase costs, their failure rates (including the aging modelling and the efficiency of all maintenance actions) and their energy consumption rate. For each unit type, these parameters take different values. Table 2 shows the values of these parameters for each generation.
We suppose that, outside the transition period [t 1 ,t 4 ], the maintenance policies for the different unit types are the same, 2 If the evolution of the unit performances is continuous in time, we can assume that there is a delay before the current level of performances can be exploited in practice. We can then suppose that this delay is already accounted for at the time the new-generation unit becomes available on the market.
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with possibly different time periods between successive preventive replacements, given the different reliability levels of the units.
Replacement policies
We described in the previous paragraphs the unit's model and the model of the technological evolution proposed. The installation is composed of several independent production units, with a fixed number of intervention teams while a stock of spare parts, managed by the point command method [14] , is available. In the presentation of the replacement policies below, we only consider the case of one technological transition from one generation to a new one.
At each step of evolution, the manager can choose to trigger a so-called K strategy [15] as the transition policy towards one of the available unit generations.
This K strategy, adapted to the case of non-negligible intervention times [6] [7] [8] , is introduced as follows: first, new-type units are used only to replace one by one the old-type units, once their effective working time exceeds a given threshold or if they have to be correctively replaced; then, after the Kth individual replacement, a grouped preventive replacement of the remaining n-K old-type units of the current generation by new-type ones is immediately scheduled. The 0 strategy corresponds to the preventive replacement of all old-type units at the initial moment the new-generation units become available.
The aim of this K strategy is to carry out a compromise between the preventive replacement of all the old equipments, without benefiting from their residual lifetime, by their more performing challengers, and the corrective replacement of the old units progressively with their normal outage, but at the risk of a higher number of failures and at the cost of a higher expected consumption of resources.
The limited number of intervention teams and the non-zero intervention times, as well as the implementation of the K strategy and the possibility of common cause failures, can lead to simultaneously failed units. When an intervention is needed, if there is no maintenance team available, the intervention is postponed until a maintenance team finishes its current intervention. When several interventions are scheduled at the same time, priority rules are introduced: corrective replacements are always performed first, then repairs are considered; next, preventive replacements are given priority with respect to preventive maintenance actions.
The spare part inventory will interact with the replacement strategy. When the decision is taken to start the transition to the next-generation units, the manager has also to decide what to do with the remaining old-type units in stock. In [6, 8] a solution inspired by the K strategy was proposed. A number J of the stored old-type spares are used to first perform replacements within the same technological generation, before starting the replacements by next-generation equipment. The remaining stored old-type units are resold (with possibly a negative value if it costs money to discard them). Another problem can arise with the stock of newtype units if there are not enough units in stock when the grouped preventive replacement scheduled in the K strategy starts; in this case, the implementation of the K strategy will be delayed. To avoid this problem, we envisage an exceptional order when the first K replacements are almost achieved.
A priori analysis
We can see in Table 2 that each unit type presents an improvement compared to the corresponding previous one; the different generations of units thus display competing performances, making the choice between them non-trivial. Generations 1 and 2 display lower values of the constant part of their failure rate and lower consumption rates than both generations 3 and 4, but on the other hand they are more sensitive to the aging failure mode. We can also see that for each evolution step, considering the gain in performances with respect to the increase in purchase costs, the cheapest unit is not inevitably the best choice.
To see more clearly what can be expected from the different replacement possibilities, we can first compute the MTTF and a first estimate of the effective 3 MTBF of each unit type. With this information, we can also evaluate a first approximation of the expected cumulated costs C due to one unit type, 4 given by
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where C p is the unit purchase cost, C cons are the consumption costs (consumption rate*working time) and C r are the repair costs. 5 Table 3 gives the results of these estimations. We can see in Table 3 that, if we compute these approximations of the expected cumulated costs for each unit type, at each evolution step, a different type of unit turns out to be the best one at each decision step. The question is thus: when should we decide to change from generation 0 to another one? Is it interesting to start replacing the old items by a more expensive unit type, hoping for a fast price decrease in the course of the replacement period?
Our model, via the MC simulation based on a Petri net representation (see Section 3), aims to evaluate the expected impact of each decision, in order to help the manager to choose between the different possibilities.
With the results presented in Table 2 , we can assume that a generation is not chosen if it does not display a higher MTBF than those with smaller expected costs. Indeed, it seems non-reasonable to choose a less reliable and more expensive unit, hoping for a price decrease.
With this criterion, the different choices of the manager are the following:
at step 1, we can choose to initiate the transfer either to generation 1.0 or to generation 2.0, at step 2, we have the same choice between generations 1.0 and 2.0, at step 3, we can choose either generation 2.0 or 2.1, at step 4, we can only choose generation 2.1, in addition, at each step, we can obviously choose to keep generation 0, if this one is still used.
Together with the decision to go from the current generation of units to a next one, we also have to choose a value of K.
Section 4 will present a selection of simulations for different strategies and comment the results obtained. As said in Section 2.3, we only envisage initiating a K strategy at the time a new generation is available on the market. Section 3 presents briefly the Petri net modelling underlying the MC simulations of Section 4.
Petri net modelling
The whole set of units, including all maintenance actions, is modelled with Petri nets, using the GRIF 4 software [16] . We use a set of subnets, or ''prototypes''. Each of these subnets represents an element of the system and models its characteristics. These prototypes can easily be replicated to model similar entities with no additional modelling effort. All these subnets are connected by messages associated to their transitions and by some variables shared between the different parts of the whole net.
The model proposed in Section 2 is of course not fully general. Alternative modellings are possible for its different parts. The use of prototypes allows us to modify part of the model without modifying the other parts and the global structure of the net. In further development, we could also use these prototypes to release the assumption of a set of identical units, in the same way as the prototypes permit to have units from different generations into the installation under study. Fig. 3 shows a global view of the complete net, each box corresponding to a prototype. There is a prototype for each unit, for each intervention team and for each other aspect of the problem. In particular, a specific prototype is associated to the spare part management, to the initialisation of the units, to the evolution steps and to the decision and strategies relative to the possible replacement of a generation of units, respectively.
In each prototype, local variables are identified by a name starting with the name of the prototype; global variables are shared by other prototypes. The local variables express intrinsic properties of the prototype, e.g., the unit's generation number or the state of this unit (working or not). Global variables can be either obviously global like the cumulated costs induced by the chosen strategy as a function of time, or used to communicate information between the prototypes, for example, the fact that an intervention is needed and which kind of intervention it is.
For the sake of conciseness, we only present briefly the main characteristics of this Petri net model. To show the interactions between units and maintenance teams, and emphasise some problems that were encountered, one subnet corresponding to a prototype of each of these two submodels is explained in this section. The other nets display the same characteristics and are not developed here.
Units
The first type of prototype used is the subnet modelling one unit. All the units have the same Petri net structure, and only the variables change from one to another. As we can see in Fig. 4 , this Petri net is also divided in subnets for each function of the unit: the first subnet, called Failure, treats the failures of the unit and the corrective actions than can be made; it is showed in Fig. 5 , the second part (Maintenance) models the effect of an imperfect preventive maintenance on the unit, the third one (Replacement) considers the preventive replacements by a unit of the same type, the fourth subnet (rempl_next) is dedicated to the replacement by a unit of the next generation, the fifth net (MC) treats common cause effects, the sixth (ODF) corresponds to the on-demand failure probability when a unit is started for the first time, the seventh one (Costs) calculates the costs induced by these operations, and the last one (Initialisation) aims to do some initialisation at the beginning of each history. 
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Failure
Here we will describe the net associated to the failure of a unit. It is the most complicated and the most relevant among the different unit's subnet.
This subnet has mainly to express in the Petri net structure four processes: the different failure modes and the three ways described in Section 2.1 to restart the unit. The interventions are the repair of the unit, its corrective replacement by a unit of the same generation or the corrective replacement by a nextgeneration unit.
The first place on the top of the network, place 373 in Fig. 5 , is marked when the unit is in stand-by. In the following description, the marking of a place is announced by the presence of a token in the place (filled circle with legend 'jets ¼ 1').
When the unit is working, the token is in place 374 and the value of variable Unit7_state 6 is equal to true.
3.1.1.1. Failure process. From this place, several parallel transitions are possible, the first ones being the failure transitions between this place and place number 375 (see Fig. 5 ). There is a transition for each failure mode described in Section 2.1.
An actualisation transition going back to place 374 is added to activate the Weibull failure mode as soon as the unit age exceeds the location parameter. Another transition to place 373 is fired if the unit is stopped for a preventive intervention. 7 A last transition orders to stop the unit at the end of the simulation time and calculate the last contribution to the consumption costs.
When the token is in place 375, the unit is failed and it needs a corrective intervention. But the first transition fired, with a priority equal to five, is an actualisation transition, to know the age before the failure and to set the state of the unit to false (i.e., not working). The three other transitions are respectively the repair of the unit, its corrective replacement by a unit of the same type or its corrective replacement by a next-generation unit. Only one of these transitions can be active at any time. The replacement transitions are active only if the unit failed when it was waiting for an available team for its replacement (variable Unit7_wait_repl equal to true). These transitions have priorities related to the priority rule of Section 2.4 when several units are waiting for an available intervention team.
When a team is available (Nbre_equip40), the transition corresponding to the right intervention is fired. Variable Inter-v_type is set to the value assigned to the type of intervention. Variable Interv is set to true when an intervention transition is fired in a unit net and it is used to activate the intervention team when its value is true. But, because the transition associated to the intervention in the Unit net has a higher priority than the transition corresponding to the activation of the team in the team net, we need to block all the other interventions during the activation of the team by blocking the corresponding transitions, what is achieved when Interv is true. This procedure avoids starting several interventions with only one team.
3.1.1.2. Repair. When the repair starts, the token goes to place 376 via place 380. The transition between places 380 and 376 is used to fit the age reduction factor, according to Eq. (2), in the correct range. The token then stays in place 376 until the end of the repair.
The repair can be either successful or failed. If the repair is successfully achieved, variables Interv_fin and Interv_Comp are respectively set to true and to the number of the unit, here 7 in the case presented in Fig. 5 . The transition to place 410 is thus activated.
This transition must have a higher priority than those that can be activated at the beginning of the interventions. Indeed, if there is no priority of the transition to place 410 on the others, an intervention can begin on other units before the token has crossed this transition to place 410. In this case, variable Interv_Comp is modified and the transition blocked. Should this occur, the intervention will never end and the unit will never be working again until the end of the simulation.
When the token goes to place 410, Interv_fin is set to false, to avoid being misinterpreted later. The unit age and the time delay before the next maintenance, Unit7_Dmaint, are updated. The intervention is now finished but there are intermediate places, reached with 0 delays, before the token goes back to place 374 because the assignations of a variable associated to a transition are effective only after firing this transition. Thus, if we need to know the new value of a parameter to update the value of another one, we have to do the corresponding assignations in two different transitions.
In the transition between places 410 and 415, the state of the unit is reset to true, the age of the unit after repair is updated and the time to the next maintenance is checked: if it is smaller than 0, it is set to 0. 8 This case occurs if a unit fails when it was waiting for an available intervention team. Thus the scheduled ARTICLE IN PRESS Fig. 3 . Petri net modelling a 16-unit system. Fig. 4 . Petri net associated to a unit. 6 Fig. 4 shows the particular case of Unit 7 of our set of units without loss of generality. Indeed, all the units have the same net but the local variables start with the name of the unit, i.e. Unit 1, Unit 2, y 7 That is, an imperfect preventive maintenance or a preventive replacement. 8 Function ite(a,b,c) takes the value b if a is true and the value c if a is false.
maintenance time is smaller than the actual time and the value of Unit7_Dmaint is smaller than 0. Place 379 is used to verify if the working time of the unit has reached the threshold (defined in Section 2.1) which implies to schedule a preventive replacement. So variable Unit7_age_verif becomes true when the token arrives in place 379 and it is reset to false when the token leaves the place.
3.1.1.3. Corrective replacement. The repair can also fail. If this situation occurs, variable Rep_echec is set to true and variable Comp is set to the number of the unit. According to the value of variable Unit7_next_bool, which is true if the decision to replace the units by another generation of units has been taken and if unit 7 is not yet replaced, and false otherwise, the current unit is replaced either by a unit of the next generation or by a unit of the same generation, depending on the presence of old-type spares.
In the first case, if there is at least one spare in the stock, the token goes to place 377, message Rep_echec is reset to false, Interv_type is modified to a corrective replacement, and variable Rempl_bool is set to true in order to, if necessary, cancel the scheduled replacement. When the replacement is achieved, the token goes back to place 374 and the state variables of the unit are set to their initial values. The state of the unit is reset to true. A variable Unit7_odf_verif is set to true to activate the module ODF which calculates the probability to have an on-demand failure.
If a corrective replacement by a unit of the next generation is started, the token goes to place 381 and, then, to the intermediate place 378 to reinitialise all the variables which depend on the generation number of the unit. These parameters are then equal to those of the next generation of units, which were stored in the global variables with names ending with _next. Variable Uni-t7_next_bool is then set to false, the replacement of the unit being completed.
When the token is back to place 374, it is staying in this place until the next failure of the unit or until the end of the simulation, when it goes to place 417.
Team
The next net, presented in Fig. 6 , simulates the intervention times of a team and estimates the costs incurred.
This net is subdivided in 3 main parts: the preventive interventions, the corrective interventions and a net to estimate the costs induced by the team during an intervention and to sum them up to the global cost.
For each preventive intervention, i.e., maintenance, replacement and replacement by a new-generation unit, a subnet evaluates the intervention time.
Corrective interventions are more interconnected because when a repair fails, a corrective replacement is undertaken.
Preventive interventions
All the preventive interventions work in the same way. When the corresponding transition is activated, we can see in Fig. 6 that ARTICLE IN PRESS Interv is set to false, the number of available teams, Nbre_equip, is decreased by 1 and the state of the team Team1_state is set to false. The number of the unit on which the team is intervening is stored in Team1_comp.
In replacement cases, the number of units in stock is decreased and the storage costs are calculated. We do not have to verify if a unit is available because it is done in the Unit subnet.
The token goes first to a waiting place during the minimal duration of the intervention. This place, place 30 in Fig. 7 , is repeated in the subnet. The token can go out of the next place via two transitions, one with an Erlang-distributed delay, simulating the intervention time, and one with a delay equal to the maximum allowed duration of the intervention.
After that, the intervention is finished and Interv_fin is set to true and Interv_comp takes the Team1_comp value, releasing the token in the unit net. Nbre_equip is incremented by one unit, Team1_State is set to true and Team1_t_end takes the actual time value.
Corrective interventions
As in the case of the preventive interventions, the token goes first to the place corresponding to the minimal duration of the intervention. In Fig. 8 , place 18 corresponds to a repair, place 22 to a corrective replacement and place 27 to a corrective replacement by a next-generation unit.
After this, the token goes to the next place, where it stays until the end of the intervention. For a corrective replacement, the end of the intervention is estimated with the same process as for the preventive intervention.
But in the case of repair, if the intervention reaches the maximum time, it means that the repair failed and that the unit has to be replaced. This is expressed in the Petri net model by the fact that from place 19 (see Fig. 8 ), there is one transition to place 20 with an Erlang delay and one to place 24 with a delay Rep_Dmax. When this last transition is fired, message Rep_echec becomes true, activating the transition from the repair place (i.e., 376 in Fig. 8 ) to the corrective replacement places (377 and 381 in Fig. 8 ) in the Unit prototype. Depending on the case, the team will continue its intervention on the unit either by a replacement of the same generation unit, the token going then to place 25, or by a replacement by a next-generation unit, the token going to place 26. After these intermediate steps, the token goes to the normal minimal intervention time place, the number of stored units is decreased by one unit and the corresponding storage cost is calculated.
Cost
This module, see Fig. 9 , computes the costs induced by the team during the intervention and sums them up to the global cost.
The first transition of this subnet is activated when Team_State is false; it sets Team1_t_start to the starting time of the unit and computes whether there is a mobilisation cost r or not, setting Team1_r_temp to r in the second case.
At the end of the intervention, transition from place 40 to place 39 is activated when Team1_state is true and evaluates the costs of the intervention which is added to the global cumulated cost C.
If the simulation reaches the maximum time before the end of the intervention, the transition to place 850 is fired and the costs incurred until this time are added to the global costs.
Numerical results
In the simulations, we envisage a mission time equal to the expected lifetime of one generation-0 unit. We supposed that the goal of the manager is to achieve the transition from generation 0 to another one before this simulation time.
The numerical results concern the particular case of a squad of 16 identical units; 3 intervention teams are in charge of maintaining these equipments. The units and the replacement strategies were described in Section 2. We present in this section a selection of MC simulation results to illustrate the model.
Evolution step 1
From the point of view of the usage cost, see Table 3 and Section 4.2, the a priori most interesting unit generation is generation 0.
In this case, generations 1.0 and 2.0 are available and have some advantages like a lower MTBF for the two generations, and in the case of generation 1.0 a lower energy consumption rate. Figs. 10 and 11 show the costs incurred in the following different cases: first, if generation-0 units are kept, then for different K strategies.
We can see that, from the strict standpoint of the induced costs, the only good decision is to keep generation 0. In particular, the strategies with K ¼ 0 lead to a large additional cost, due to both the high purchase cost of the new-generation units at the moment they become available and the increased repair times. Indeed, when the intervention teams carry out the grouped preventive replacements of the old-type units, the failed units have to wait the end of a replacement for a maintenance team to become available for their repair.
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Evolution step 2
At this evolution step, we envisage the transition to generation-1.0 units with the strategies K ¼ 0 and 8. We also envisage the transition to generation-2.0 units with strategy K ¼ 8. We do not consider strategy K ¼ 0 for this generation, because we saw in Section 2 that this strategy induces a higher cost. Fig. 12 shows the cost induced by these different strategies. All these strategies concern the replacement of generation-0 units by units from a new generation.
Evolution step 3 and evolution step 4
At step 3, the only two interesting choices are in favour of generations 2.0 and 2.1. We envisage only the corresponding strategies with K ¼ 0 because the other cases lead to a very small probability to achieve the transition to the new generation before the end of the simulation time. Fig. 13 shows the induced costs for these two cases, as well as for step 4 in the case of the transition to generation 4.
We can see that the costs are higher than those obtained in the previous sections, despite generations 2.0 and 2.1 have the best performances at step 3 and step 4, respectively. This is due to the fact that the limitation in time of the study imposes to use a more costly strategy with K ¼ 0 if we want to have a high probability to complete the transition between generations of units before the end of the simulation.
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Comments
In Sections 4.3 and 4.4, we could see that, at step 1 and step 2, the different strategies with K ¼ 8 induce costs of the same order of magnitude as in the case where the set of units keeps operating with generation-0 units all over the mission time.
In Fig. 14, the number of repairs induced by the different strategies with K ¼ 8 to switch from generation 0 to generation 3 is presented.
The transition to generation 1.0 is not represented because there is no significant difference between this case and the set of units kept in operation with only generation-0 units.
At the end of the simulation time, the choice to use generation-2.0 units instead of staying in generation 0 can lead for the same total cost to a situation with a decrease of about 15% of the repairs needed, compared to the case where strategy K ¼ 8 is adopted at step 1. Or we can have a decrease of 20% of the repairs needed with strategy K ¼ 8 at step 2.
Conclusion and perspectives
In this work, we proposed a model to deal with technological obsolescence, in particular in presence of multiple types of challenger units with different properties and with performances improving with time.
A Petri net model of the problem was sketched. This Petri net is realised in a modular fashion, to be adaptable to further improvements in the obsolescence modelling or to specific modelling characteristics of the problem at hand.
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The model was illustrated on a study case and a selection of results of MC simulations based on the Petri net model that was developed was presented.
Future work will have to define how to anticipate the possibility of obsolescence in the maintenance strategies and how to deal with the uncertainty in the time arrival and in the performances of the new-generation units. By considering several possible challengers, we can also consider several possible evolution scenarios for the expected characteristics of newgeneration units. Among these different scenarios, the model can anticipatively determine the best strategy to adopt when the actual new-generation units will become available. Further developments will also include a possible improvement of the performances of the initial technological generation. The possibility of initiating a K strategy between two steps has to be studied, as well as that of choosing a new unit generation when a previous transition is already started but not yet achieved.
A last point to explore is the possibility that finding oldgeneration spares to replace degraded units becomes more and more difficult or costly.
