[1] The multi-layer frozen ground/permafrost component of the hydro-thermodynamic soil-vegetation scheme (HTSVS) was evaluated by means of permafrost observations at Barrow, Alaska. HTSVS was driven by pressure, wind, air temperature, specific humidity, snow-depth, rain, downward shortwave and long-wave radiation observations for 14 consecutive years. Observed soil temperature data are available at various times during this period. HTSVS predicts soil temperatures that are slightly too low with root mean square errors (RMSEs) of, on average, less than 3.2 K. Sensitivity studies suggest that the treatment of snow and vegetation cover may be reasons for the inaccuracy. HTSVS' original thermal conductivity parameterization provides thermal conductivity values that are too high compared to typical observations. Introducing a parameterization frequently used in the permafrost research community, which was modified for application in numerical weather prediction (NWP) and climate models and model consistency in HTSVS, improves soil temperature predictions and reduces RMSEs in some layers by up to 1 K, and on average by 0.2 K. Assuming five to ten layers for the first 2 or 3 m as is usually done in NWP and climate modeling is insufficient to capture the active layer depth, because the number and position of the grid nodes play a role. The depth of the lower boundary of the soil model and the boundary condition affect the overall performance. Consequently, under current computational possibilities, simulating permafrost and the active layer in atmospheric models requires a compromise between the degree of accuracy and affordable computational time.
Introduction
[2] At high latitudes, permafrost, soil in which temperatures remain below 0°C for at least two consecutive years, and the active layer, which thaws seasonally, are the primary subsurface components of the land-atmosphere system. The associated thermal and hydrological conditions affect climate by the exchange of heat, moisture, and matter [e.g., Stendel and Christensen, 2002; Mölders and Walsh, 2004] . At the same time, permafrost temperature and stability and active layer depth are sensitive to climatic change [e.g., Kane et al., 1991] . Atmospheric warming may start permafrost warming, and change the long-term mean surface temperature with feedbacks to climate and other potential impacts. Permafrost thawing, for instance, can cause huge economic and infrastructure damages and ecosystem changes, and affects trace gas and water cycles [Esch and Osterkamp, 1990; Cherkauer and Lettenmaier, 1999; Oechel et al., 2000; Serreze et al., 2000; Romanovsky and Osterkamp, 2001; Zhuang et al., 2001] . To appropriately describe heat, moisture, and matter exchange at the surfaceatmosphere interface in the Arctic and to examine permafrost-climate feedbacks, modern climate models require suitable land-surface models (LSMs) to simulate frozen ground and permafrost dynamics.
[3] In recent decades geologists and geophysicists have exerted great effort to develop site-specific permafrost models to examine permafrost dynamics [e.g., Goodrich, 1982; Nelson and Outcalt, 1987; Kane et al., 1991; Smith and Riseborough, 2001; Zhuang et al., 2001; Ling and Zhang, 2003] . Detailed permafrost models (1) usually require a large amount of computational time because of their fine vertical resolution ( 0.05 m), (2) typically run at large time steps due to geologically slow processes, (3) are site-specific, and (4) have to be calibrated [e.g., Osterkamp and Romanovsky, 1999; Romanovsky and Osterkamp, 2001] . In calibration, a great part of a data set is used to determine optimal soil-transfer parameters, leaving a lesser part for model evaluation.
[4] Applying a typical calibration technique certainly would lead to better predictions than those presented here.
However, climate prediction with calibrated LSMs or coupling calibrated permafrost models to climate models would require consistent soil temperature data for calibration on a global scale. Since as of today no such data set exists, usage of calibrated permafrost models in climate models is technically impossible. Therefore, and since calibration coefficients may be climate sensitive, the climate-modeling community does not use calibration techniques in models that are applied in climate-system modeling. In addition, permafrost and climate models are not coupled because climate simulations require input of water and energy fluxes to the atmosphere at time steps of several minutes or so. Thus, a vertically highly-resolved permafrost model would have to run with this much smaller time-step making synchronous simulations by a climate model coupled with a permafrost model computationally prohibitive.
[5] Apparently high-latitude terrestrial processes, especially those related to permafrost variations, have yet to receive a concerted effort within the context of global climate modeling. Studies carried out with the standalone versions of 21 state-of-the-art LSMs using soil temperature observations along with fluxes and snow data from the 18-year Valdai data set, collected at a site without permafrost but with regularly frozen ground in winter, showed that explicit inclusion of soil-water freezing improves simulations of soil temperature and its variability at seasonal and inter-annual scales [Luo et al., 2003] . For all these reasons permafrost, permafrost dynamics, and soil-water freezing/ thawing must be considered in climate assessment.
[6] To achieve this goal, knowledge and well-accepted concepts from permafrost and atmospheric sciences can be combined to build a suitable soil model for use in climate and Arctic numerical weather prediction (NWP) models. Recently, Mölders et al. [2003a] developed a frozen ground/ permafrost component for the HTSVS [Kramm et al., 1994 for simulating soil processes including freezing and thawing and soil-heat conduction in NWP and climate models. In the present study, we evaluate HTSVS' performance in simulating the dynamics associated with permafrost and the active layer by using long-term soil-temperature observations made at Barrow, Alaska (USA), a site with cold permafrost conditions.
Method

Brief Model Description
[7] HTSVS [e.g., Kramm et al., 1994 Kramm et al., , 1996 Mölders et al., 2003a; Mölders and Walsh, 2004] describes the exchange of momentum, heat, and moisture at the vegetationsoil-atmosphere interface, with special consideration given to the heterogeneity on the micro-scale by the Deardorfftype mixture approach, i.e., a grid cell can be partly covered by vegetation [Deardorff, 1978; Kramm et al., 1996] . It considers snow's insulating effect and retardation of infiltration by a multi-layer snow model, water uptake by plants including a vertically variable vegetation-type dependent root distribution, and the temporal variation of soil albedo and snow albedo and emissivity. In addition to mineral soils, HTSVS can consider organic soil layers (e.g., moss, lichen, peat) [Mölders and Walsh, 2004] that are of special relevance for the moisture distribution within soils and permafrost dynamics [e.g., Beringer et al., 2001 ].
[8] The multi-layer soil model considers the (vertical) heat-and water-transfer processes (including the Richards equation) [Kramm et al., 1994 , and soil freezing/ thawing [Mölders et al., 2003a] based on the principles of the linear thermodynamics of irreversible processes [e.g., de Groot, 1951; Prigogine, 1961] . The governing balance equations for heat and moisture including phase transition processes and water extraction by roots c are [e.g., Philip and de Vries, 1957; de Vries, 1958; Sasamori, 1970; Flerchinger and Saxton, 1989; Kramm et al., 1994 Kramm et al., , 1996 Mölders et al., 2003a] ,
Here
h,w and D T,v are soil depth, thermal conductivity, latent heat of condensation and freezing, soil temperature, volumetric water and ice content, and the transfer coefficients for water vapor, water, and heat. Soil hydraulic conductivity K w = k s W 2b+3 depends on the saturated hydraulic conductivity, k s , the relative volumetric water content W = h/h s , porosity h s and poresize distribution index b [e.g., Clapp and Hornberger, 1978; Dingman, 1994] . The volumetric heat capacity of moist soil [Mölders et al., 2003a] 
is a function of the density r S , r w , r ice , and r a and specific heat capacity c S , c w , c ice , and c p of the dry soil material, water, ice and air. The thermal conductivity of unfrozen ground depends on water potential y = y s W Àb [McCumber, 1980] l ¼
with y s being the saturated water potential and P f = 2 + 10 log jyj. At soil temperatures below 0°C, a massweighted thermal conductivity depending on volumetric ice and water content is calculated using equation (4) for the liquid and 2.31 J/(msK) for the solid phase. The transfer coefficients are given by [Philip and de Vries, 1957; Kramm, 1995] 
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where g is the acceleration due to gravity, a, n, D w , r d , and R d are the torsion factor that considers curvatures in the soil material due to roots [Sasamori, 1970; Zdunkowski et al., 1975; Sievers et al., 1983; Kramm et al., 1996] , a correction factor that is typically close to 1 and hence assumed to be 1, the molecular diffusion coefficient of water vapor in moist air, and the density and gas constant for dry air.
[9] At a given soil temperature below 0°C all water in excess of [Flerchinger and Saxton, 1989] 
is frozen (Figure 1 ).
[10] In equation (1), the first term on the right side describes soil temperature changes by divergence of soilheat fluxes. The second term represents the divergence of soil-heat fluxes due to water-vapor transfer. The third term describes how a soil moisture gradient contributes to the soil-temperature change (Dufour effect), and the last term addresses soil temperature changes due to freezing/thawing. In equation (2), the first two terms on the right side represent the changes in volumetric water content caused by divergence of water vapor and water fluxes. The third term describes how a temperature gradient contributes to the change in volumetric water content (Ludwig-Soret effect). The saturation vapor pressure depends on soil temperature. Thus, a gradient in soil temperature leads to differences in saturation pressure and a water vapor flux that affects soil moisture. This phenomenon, well known to occur in snow, also exists in soils [Philip and de Vries, 1957; de Vries, 1958] . The fourth term represents changes due to hydraulic conductivity, the fifth gives water uptake by roots, and the last considers changes due to freezing/thawing. The LudwigSoret and Dufour effects are cross-phenomena usually considered in the thermodynamics of irreversible processes.
[11] The number of model layers can be arbitrarily chosen. In the reference simulation (CTR), the uppermost soil-layer ranges from the Earth's surface to the uppermost level within the soil at 0.01 m depth. Between that level and lowest level at 20m depth, all 20 layers are spaced by the same logarithmic increment so that central differences can be used in solving the coupled equations (1) and (2) by a generalized Crank-Nicholson scheme. In this configuration soil-layer boundaries are at approximately 0, 0.01, 0. 015, 0.02, 0.03, 0.05, 0.07, 0.11, 0.16, 0.25, 0.37, 0.55, 0.82, 1.22, 1.81, 2.71, 4.04, 6.02, 8.99, 13 .41, and 20 m depth. If not mentioned differently, soil temperature and relative volumetric water and ice content are held constant at À9.5°C, 0.06, and 0.817 m 3 m À3 at the lower boundary of the soil model at 20 m depth throughout the entire simulation time in accordance with observations [Romanovsky et al., 2002] . This grid and these boundary conditions are used in the reference simulation.
[12] HTSVS calculates snow albedo a snow in accord with Luijting et al. [2004] Mölders et al. [2003a] for details).
Site Description
[13] The permafrost site at Barrow (71°18 0 N, 156°47 0 W, 5m a.s.l.) is located in fairly flat and sodden terrain, with continuous cold permafrost and numerous thaw lakes. The uppermost 0.2 m thick soil layer consists of silt with traces of organic material. Underneath this mixed layer a layer of pure silt is located that reaches to 2 m depth. Below 2 m depth, a 10 m thick layer follows made up of a mixture of sand, gravel and some silt. Silt with some sand occurs from 12 to 34 m depth. The soil physical parameters (Table 1) used in this study are derived from the quantities determined by inverse solution modeling . The freeze-thaw characteristic curves at various depths as obtained by using the parameters of Table 1 in equation (8) normalized with porosity ( Figure 1) hardly differ from the freeze-thaw curves derived for this site by Romanovsky and Osterkamp [2000] using variations in soil temperature within the active layer and near-surface permafrost.
[14] Barrow has an Arctic climate. For the last climate period (1971 -2000) , the annual mean wind speed was 
Forcing Data
[16] Forcing data are available from 1 January 1990 to 31 December 2003. Observed wind, air and dew point temperatures, and pressure data are taken from the Barrow Climate Monitoring and Diagnostics Laboratory (CMDL) site. The CMDL site is 11 m above sea level, and was 100 m and 1 km away from the permafrost site for data recorded in the 90's and from 2000 onwards, respectively. Note that the permafrost site was moved in 2000. Air and dew point temperatures were measured in aspirated sun shields at 2 m height. Missing data were linearly interpolated. Specific humidity was derived from dew-point temperature using the psychrometer formula.
[17] Precipitation amount was measured with an unheated tipping bucket rain gauge; i.e., no solid precipitation was reported at the permafrost site. Due to the large snowfall catch deficiencies [e.g., Yang and Woo, 1999; Yang et al., 2000; Sugiura and Yang, 2003] , and because no snowfall data were available at the permafrost sites, we drove HTSVS with snow depth measured at the Barrow CMDL site and used only observed liquid precipitation. To ensure that snow depth only changes when a change in snow depth was reported, we determined snow density according to equation (9) in Mölders and Walsh [2004] . We did not explicitly calculate compaction, settling and melt-water percolation as usually performed by HTSVS, because these processes would alter snow depth in HTSVS' original formulation. When no change in snow depth was reported, but outflow and/or sublimation were predicted by HTSVS, snow density was reduced in the simulation for continuity reasons to ensure conservation of water (h s r s = r w h w where h s and h w are snow depth and height of snow water equivalent). Because of this necessity, snow density could not be used for calculation of snow thermal conductivity; instead we used a constant value of 0.14 W/(Km) [Lee, 1978] . When a new snowpack was reported, initial snow density was treated in accord with Mölders and Walsh [2004] .
[18] Radiation data are taken from the Barrow ARM site, which is at the same location as the CMDL site. Downwelling shortwave radiation was measured at 1-min intervals by an unshaded pyranometer with a hemispheric field of view and an inverted Eppley Laboratory, Inc., Precision Spectral Pyranometer (PSP). This instrument measures in a nominal wavelength range of 0.3-2.8 micrometers with a response time, sensitivity, and uncertainty of 1-s, $9 mV/Wm
À2
, and ±3% or 10 Wm
, respectively. Short-wave radiation may be underestimated during snow events and snow blow as these events cover the radiometer with snow.
[19] Down-welling long-wave radiation is measured between 40 and 50 micrometers by a shaded pyrgeometer with hemispheric field of view. Downward long-wave radiation data are available as 3-min averages until 12/31/1997 and as 1-min averages since 1/1/1998. Occasionally missing data were substituted by downward long-wave radiation calculated in accord with Eppel et al. [1995] . Since no data on cloud fraction were available, we assumed an average cloudiness of 80% in parameterization of downward longwave radiation. Thus, calculated downward long-wave radiation will be under/overestimated for more/less than 80% cloud fraction.
Meteorological Conditions
[20] During our episode, annual average downward shortwave and long-wave radiation, air temperature, and wind speed were 96.9 Wm À2 , 224 Wm À2 , À11.5°C, and 5.7m/s, respectively. This period was slightly warmer (0.5 K) and calmer (1.9 m/s) than the 1971 -2000 average.
[21] The episode 2002/03 was the warmest and 1994/95 the coldest (Table 2) ; the average air temperatures of 1993/94, 1995/96, and 1998/99 hardly differ. The mean specific humidity differs only slightly for the first four observational episodes (0.004 g/kg at maximum), while that for 2002/03 is 0.01 g/kg higher than that for the driest episode (1994/95). This results from the fact that warmer air can take 
Initialization
[22] The model was started using a climatologic soil temperature profile and assuming that all pores are filled with water and/or ice. HTSVS was forced by 1990 data, repeating that year three times to reach equilibrium between soil temperatures, volumetric water and ice content and climate (model spin-up). Soil temperatures predicted for the third repeated year hardly (<0.001 K) differ from the second year's temperatures. The second and first year's soil temperatures differ by 0.5 K (0.1, 0.05, 0.01, 0.005 K) after 1 day (77, 137, 199, 210 days) of the second year. Since the differences between the first and the second year are already less than 0.5 K after 1 day, we conclude that the model responds well to the atmospheric forcing, and that it quickly achieves an acceptable equilibrium between soil and atmosphere. The 0.5 K discrepancy is of the same magnitude as the error typical for routine soil temperature measurements. We use the soil temperature, volumetric water and ice content, snow temperature and density obtained at the end of this three year spin-up as initial conditions for the simulations that continuously run from 1 January 1990 to 31 December 2003. Note that soil temperature results obtained without the spin-up hardly differ from those presented here.
Evaluation
[23] HTSVS was driven by hourly averages of wind, air temperature, specific humidity, pressure, rain, snow depth, and downward shortwave and long-wave radiation. Daily averages of simulated and observed soil temperatures were compared for various depths. We performed sensitivity studies on vertical grid resolution, assumptions and simplifications typically made in NWP and climate modeling, and parameterizations to (1) assess their impact on the model outcome, and (2) identify model deficits and limitations of predictability.
[24] Systematic and non-systematic errors contribute to the prediction error. To quantify the model errors we
root-mean-square error
and the standard deviation of error
Here f i is the difference between the ith predicted and observed soil temperature and n is the total number of observations. The bias represents systematic errors from consistent misrepresentation of geometrical, physical, or numerical factors, while SDE represents random errors caused by uncertainty in initial and boundary conditions or observations. RMSE evaluates overall performance and prevents positive and negative errors from cancelling each other out.
Results
General Remarks
[25] Temperature and moisture states evolve by fluxes which themselves depend on those states [Entekhabi and Brubaker, 1995] . Thus, false predictions of soil temperature and moisture profiles can produce incorrect phase transition processes and soil-heat and moisture fluxes that propagate in incorrect water and energy fluxes to the atmosphere, and hence limit the reliability of NWP or climate models. Therefore a soil model has to be evaluated at various temporal scales for a wide range of climate conditions. Evaluation of HTSVS by data on mean values of wind speed, temperature, and humidity, and on eddy flux densities (the so-called eddy fluxes) of momentum, sensible heat, and water vapor gathered during the Great Plains Turbulence Project, GREIV I-1974 (GREnzschicht Instrumentelle Vermessung phase I, i.e., first phase of probing the atmospheric boundary layer) [e.g., Kramm, 1995] , SANA (SANierung der Atmosphäre über den neuen Bundesländer, i.e., recovery of the atmosphere over the new federal countries) [e.g., Spindler et al., 1996] , CASES97 (Cooperative Atmosphere Surface Exchange Study 1997) [e.g., [Kramm, 1995; Mölders, 2000; Narapusetty and Mölders, 2005] . By using lysimeter data from a midlatitude site with occasionally frozen ground in winter Mölders et al. [2003a Mölders et al. [ , 2003b found that HTSVS predicts the long-term (2050 days) accumulated sums of evapotranspiration and recharge with better than 15% accuracy. Soil temperatures were predicted within 1 -2 K accuracy, on average [Mölders et al., 2003b] .
[26] The suitability for long-term integration can only be evaluated using routine data because sophisticated field experiments cannot be performed continuously over years. Due to logistic difficulties routine data are often less accurate than data collected in special field experiments where scientists stand by to immediately fix problems (e.g., remove snow from the radiometer, replace failing parts, check data logger). Field experiments are usually designed for a particular evaluation or to answer a question; all required model data are measured and quantities are rather over-than underdetermined. When using routine data often some data needed as model input or forcing are unavailable or not available with sufficient resolution. Consequently, evaluations based on routine data will never yield results as good as those based on data from a good field experiment [e.g., Spindler et al., 1996; Slater et al., 1998; Mölders et al., 2003b] .
Systematic Errors and Overall Performance
[27] Since rain data are only available as daily accumulated values, hydrological and energetic consequences of the unknown temporal evolution of rain may cause discrepancies between simulated and observed soil temperature. The consequences for soil moisture and runoff have been discussed elsewhere [e.g., Mölders and Raabe, 1997; Mölders et al., 1999] . Inaccurately measured rain due to catch deficiencies or traces of rain and great snowfall spatial variability known for Arctic regions and Barrow may cause similar errors.
[28] Except for some sensitivity studies HTSVS has a cold bias (Table 3 ). There are several reasons: (1) In nature, snow thermal conductivity depends on snow density and temperature [Sturm et al., 1997] , while we used a constant value (0.14 W/(mK)) for the reasons outlined in section 2.4. Therefore snow-heat fluxes (counted positive when downward) toward the soil will be overestimated if natural thermal conductivity is higher than the model value, and vice versa. This uncertainty is unavoidable as no measurements of snow thermal conductivity were available. (2) During snow events and snow blow, measured long-wave radiation values may be too small if the radiometer is snow-covered. These measurement errors in the forcing data cause systematic errors in predicted soil temperature toward colder values (see SDE in Table 3 ). (3) Water vapor may deposit onto radiometers as frost leading to underestimation of downward long-wave radiation that finally contributes to the cold bias. Note that 50Wm
À2 average lower downward long-wave radiation can lead to a doubling of the frequency of days with soil temperatures below 0°C, an underestimation of soil temperature, and an overestimation of frost depth [Mölders et al., 2003b] in midlatitude winter.
[29] On average, HTSVS simulates onset of thaw-up and freeze-up about 13 and 5 days too early (Table 3) . Sensitivity to simulation setup is marginal; ±1 day for thaw-up, ±3 days for freeze-up. Average onset of thaw-up is 31, 8, 8, 15 , and 3 days, and of freeze-up 4, 3, 10, 5, and 3 days too early for 1994, 1995, 1996, 1999, and 2003 , respectively (e.g., Figure 2 ). There are several reasons for premature thaw-up: (1) Incorrect snow depth forcing may greatly contribute to premature thawing. As pointed out, snow depth was measured 100 m (1990's) and 1000 m (2000 onwards) away from the permafrost site. The snow depth site is 6 m higher than the permafrost site, so snow easily gets blown away, while it deposits at the permafrost site. Snow-depth reports usually stop when snow cover becomes RMSE, bias, standard deviation error SDE, F-statistic, significance, and Pearson correlation coefficient r are calculated over all depths and the entire time for which soil temperature observations are available. The F-statistic and significance calculation refer to the success of HTSVS to predict the same time series of temperature variations. Simulations with statistically significant (at the 90% or higher confidence level) different temporal evolution are given in bold. The mean offset (simulated-observed) for onset of thawing and freezing is given for the uppermost soil layer and averaged over all seasons for which observational data are available. CTR, S10-3, S10-2, S10-20 refer to the reference simulation, the simulations with a lower boundary at 20 m depth and 10 layers in the uppermost 3, 2 and 20 m, respectively; S5-3 has five layers to 3 m depth. SHOM assumes the same soil properties throughout the column. CTR-EQ4 uses equation (4) patchy; therefore there may be still snow at the permafrost site although snow-depth reports indicate none. Advancing snow cover disappearance by 10 days can increase maximum soil temperature up to 6.6, 2.2, 1.5, and 0.7 K and annual means by 0.2, 0.2, 0.1, and 0.1 K at the surface, 0.5, 1, and 2 m depth [Ling and Zhang, 2003] . These values are within the range of our discrepancies. (2) The urban effect may accelerate snowmelt [Hinkel et al., 2003 ] at the snowdepth site as compared to the permafrost site farther away from town. (3) At Barrow, trace precipitation varies spatially and occurs with high frequency [e.g., Yang and Woo, 1999; Sugiura and Yang, 2003] . Thus, the systematic errors of gauge-measured rain include not only wind-induced undercatch, wetting, and evaporation losses, but also trace rain loss [cf. Sugiura and Yang, 2003] . (4) A fixed vegetation albedo (as usually applied in NWP and many climate models) and the snow albedo parameterization may contribute to discrepancies.
[30] Reasons for premature freeze-up include: (1) Nonreported snow (depth). Ling and Zhang [2003] reported that delaying the snow-cover onset date by ten days can result in a decrease in maximum soil temperature up to 9, 2.9, 2, and 1.1 K and in annual average temperature up to 0.7, 0.5, 0.4, and 0.4 K at the surface, 0.5, 1, and 2 m depth. These values are within the range of our discrepancies. (2) Problems with the downward long-wave radiation measurements and replacing missing values by calculated ones may contribute to premature active layer freezing. Note that Slater et al.
[1998] reported premature freezing of up to 2 months for the Best Approximation for Surface Exchange scheme [Desborough, 1997] , related to the parameterization of downward long-wave radiation; Mölders et al. [2003a] reported that the frequency of predicted days with frozen ground is very sensitive to the parameterization of downward long-wave radiation. Schlosser et al. [2000] and Mölders et al. [2003a] also found that the water budget was sensitive to the parameterization of downward long-wave radiation.
[31] Generally, annual averages of RMSEs and SDEs are higher in 1998/99 than for 1993 to 1996, and 2002/03, respectively, which may be due to problems with the new radiation equipment deployed in 1998. In 1998/99 much more missing data had to be replaced by calculations than for other time periods.
[32] Soil moisture measurements are available at 0.10, 0.22, and 0.35 m depth for 2002/03. During this time the groundwater table is around 0.1 m in early summer indicating saturated soil at all soil moisture sensors. Above 0.1 m, predicted volumetric water content of the thawed active layer decreases in summer and refills in fall. As expected for permafrost soils [Hinkel et al., 2001] , predicted total relative soil moisture content equals or is close to 1 all year round.
Soil Thermal Conductivity
[33] Predicted soil temperature is highly sensitive to the thermal conductivity of the ground and snow [e.g., Zhang et al., 1996; Riseborough, 2002] . The parameterization of thermal conductivity according to equation (4) provides much higher thermal conductivity values (Figure 3 ) than typically observed in permafrost soils (e.g., Table 4 ). Moreover, equation (4) provides a decrease of thermal conductivity as the ground freezes, while typically the opposite is observed (e.g., Table 4 ). Therefore, we replaced equation (4), which is frequently used in the LSMs of atmospheric models, by Farouki's [1981] 
which is often applied in permafrost modeling [e.g., Lachenbruch et al., 1982; Riseborough, 2002] . Here l s (see Table 1 for values), l w (=0.57 W/(mK)), and l ice (=2.31 W/(mK)) are thermal conductivity of dry soil, water, and ice, respectively. We modified this parameterization for model-consistent application in HTSVS as:
where l a (=0.025 W/(mK)) is the thermal conductivity of air. Farouki's formulation neglects the impact of air because permafrost soil pores are typically totally ice-filled. We consider the effect of partly air-filled pores for two reasons: First, consistency with equations (1) to (3) requires inclusion of air, because these equations explicitly consider water vapor fluxes (third and first on the right side of equations (1) and (2), respectively) and air (last term of equation (3)). Second, a LSM for use in NWP and climate models must also describe non-permafrost, partly air-filled soils appro- 
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priately (e.g., in midlatitudes or deserts). Permafrost soils are usually saturated, i.e., h air = h s À h À h ice = 0, meaning h s À h ice = h, and l a (h s ÀhÀh ice ) = l a 0 = 1, and equation (13) and Farouki's equation provide identical results.
[34] The HTSVS original formulation generally provides greater thermal conductivity values than the new parameterizations (Figure 3 ). For our episode thermal conductivity calculated with equation (4) ranges between 0.292 and 5.745 W/(mK); on average, values are about 2.2 W/(mK) and 1.5 W/(mK) in the deeper and upper soil respectively, much higher than values typically measured at Barrow (Table 4 ). The simulation carried out with equation (13) provided thermal conductivity values between 0.149 (uppermost layer after dry episode) and 1.52 W/(mK); on average, values are about 1.1 W/(mK) between 0.25 and 1.8 m and less than 1 W/(mK) elsewhere, and lower in summer than winter. These values agree well with the range previously determined for frozen and thawed Barrow soil ( Table 4 ). Note that in an uncertainty analysis using Gaussian error propagating techniques, Mölders et al. [2005] identified equation (4) as critical because the natural variance in empirical parameters (poresize distribution index, saturated water potential, porosity) propagates to great uncertainty in calculated thermal conductivity. Uncertainty in equation (13) parameters propagates less strongly leading to less parameter-caused statistical uncertainty in calculated thermal conductivity, soil temperatures, and soil-heat fluxes.
[35] Averaged over all depths, RMSEs are about 3.0 K, 4.8 K and 3. 1 K for 1993/96, 1998/99 and 2002/03 , in the simulation performed with equation (4). This simulation is denoted CTR-EQ4 hereafter. In the simulation using equation (13), called CTR further on, RMSEs decreased by up to 0.4, 0.2, and 0.2 K on average for 1993 -1996, 1998/99, and 2002/03, respectively ; by up to 1 K in some layers; and overall by on average 0.2 K (Table 3) . Active layer depth is overestimated (up to 0.5 m) in CTR-EQ4, and underestimated (up to 0.3 m) in CTR (see Figures 2  and 4) .
[36] In CTR-EQ4, the variance of simulated and observed soil temperature time series differs significantly (at the 95% or higher confidence level) overall (Table 3 ) and below 0.3 m for all except the last episode. Statistically significant differences only occur for a short time between 0.3 and 0.7 m in CTR. The discrepancies for the latter can be explained by the difficulty in capturing the actual active layer depth on a non-regular grid.
[37] Based on these findings equation (13) should be favored for calculation of thermal conductivity. Therefore, in the following simulations, we use equation (13) and refer (4) instead of equation (13) to calculate thermal conductivity.
to the simulation with equation (13) as the reference simulation (CTR).
Reference Simulation (CTR)
[38] In the reference simulation, soil temperatures and their annual variance are captured better between 0.2 m and 0.3 m and below 0.7 m beneath the surface than elsewhere. Annual RMSEs are highest in the uppermost 0.1 m because variability is greater close beneath the surface than deeper in the soil and hence is more difficult to predict [cf. Mölders et al., 2003b] . Moreover, the possibility that the temperature field is influenced by sensor installation is higher close beneath the surface than deeper in the soil. Discrepancies in variance at depths between 0.3 and 0.7 m are due to incorrect prediction of the active layer depth (Figure 2 ). Around 1 m depth, soil hydraulic properties change (Table 1) , which may contribute to the large RMSEs found here. Uncertainty in the empirical soil physical parameters for gravel causes discrepancies that propagate to the 1 m depth level leading to RMSEs up to 6.8 K at 1.08 m depth in 2002/03. Averaged over all depths, RMSEs are about 2.6, 4.6, and 2.9 K for 1993/96, 1998/99 and 2002/03, respectively.
[39] The model tends to underestimate soil temperatures slightly in winter of 1993/94, 1995/96, and 1998/99 , and in late winter of 1994/95 (Figure 2 ). Early winter soil temperatures are too high in 1994/95. Factors contributing to this deficiency are non-matching thermal conductivity of the snow, and errors in measured long-wave downward radiation.
[40] Predicted soil temperatures are too low in all five summers and falls. The depth of the active layer is usually underestimated (up to 0.3 m) in midsummer. However, the predicted temperature state of the active layer gradually improves close beneath the surface in midsummer (Figure 2 ). On average, the location of the freezing line is broadly captured during summer within the range of what the grid resolution permits.
[41] The model does not capture the zero-curtain situation (i.e., a layer of unfrozen ground between two layers of frozen ground) between 0.1 and 0.25 m that is observed in fall. Note that this zero curtain situation lasts for an extremely long time in fall 1998 (Figure 2) . The reasons given in section 3.2, the vertically coarse resolution (only 12 layers below 1 m depth) and active layer depth underestimation contribute to this failure.
[42] Below the active layer, the seasonal cycle of soil temperature is acceptably captured for all five years of data (Figure 2 ). In 1998/99, predicted soil temperatures are too low throughout the year except for spring.
Vertical Resolution
[43] In theory, fine soil grid resolution guarantees accurate simulation of soil temperature and moisture profiles. However, global data sets describing vertical distributions of soil parameters and initial soil temperature and moisture conditions must be available at the same resolution. Thus, availability of these data sets and the huge computational burden associated with a fine grid limit the vertical grid resolution that can be reasonably chosen in NWP or climate models. Consequently, the balance between efficiency and practical accuracy dictates the resolution of soil grids in the LSMs of these models and limits accuracy of soil-temperature predictions. Currently, most of these models use five to ten soil layers [e.g., Bonan et al., 2002; Stendel and Christensen, 2002] that cover a depth down to 2 to 3 m [e.g., Chen and Dudhia, 2001; Mölders and Walsh, 2004] .
[44] We examine the impact of the vertical grid resolution to (1) assess the current representation of soil processes in NWP and climate modeling, and (2) recommend an optimum for currently available computational possibilities. To accomplish this we perform simulations using ten layers to cover the first 2, 3, and 20 m beneath the surface, referred to as S10-2, S10-3, and S10-20, respectively. Like CTR these runs are performed with a constant soil temperature of À9.5°C at 20 m depth to minimize the impact of the soil model's lower boundary. For S10-2 and S10-3, this procedure permits non-constant fluxes, soil temperatures and moisture at 2 and 3 m depth, respectively. 3.5.1. Soil Grid
[45] To produce ten layers in the upper 3 m, the model is run with 13 layers (reaching to about 0. 01, 0.02, 0.04, 0.07, 0.13, 0.24, 0.45, 0.84, 1.59, 2.99, 5.63, 10.62, and 20 m) . Due to the coarser resolution soil temperature profiles predicted by S10-3 show fewer details, and on average RMSEs 0.3, 0.4, and 0.2 K higher for 1993 -1996, 1998/98 and 2002/03 than those obtained by CTR (Figures 2 and 5 ). Compared to CTR, S10-3 captures freezing and thawing and the related release and consumption of heat less well. The variance of the predicted and observed soil temperature time series differs significantly (Table 3) , mainly between 0.3 and 0.7 m depth in 1993-1996.
[46] To produce ten layers in the upper 2 m or so, the model is run with 14 layers (reaching to about 0. 01, 0.02, 0.03, 0.06, 0.1, 0.19, 0.33, 0.6, 1.07, 1.93, 3.46, 6.21, 11.15, and 20 m) . Thus, S10-2 permits more details than S10-3, but less than CTR. Again the coarser resolution reduces prediction accuracy leading to average RMSEs 0.9, 1, and 0.9 K higher than CTR for 1993 -1996, 1998/98 and 2002/03 . Simulated soil conditions are too warm in late winter and spring 1994, and too cold in late winter 1995, all winter 1995/96 and 1998/1999, fall 2002 , and all summers. The variance of simulated and observed soil temperatures differs significantly in the first 0.3 m beneath the surface.
[47] Using ten layers to a depth of 20 m (reaching to about 0. 01, 0.02, 0.05, 0.13, 0.29, 0.68, 1.59, 3.69, 8.60 , and 20 m) affects the RMSE slightly. Occasionally the variance of simulated and observed soil temperature differs significantly between 0.3 and 0.7 m depth in 1993-1996 and below 0.7 m in 2002/03, but not on average (Table 3) .
[48] Evidently, the number and position of the grid nodes play a role in capturing the active layer depth. This fact is also manifested by the change in bias (Table 3) . Discrepancies of 0.2 to 1 K between simulations and observations can be caused by grid resolution with impact on the simulated temperature variation. The findings imply that a compromise between the number of grid layers and the depth of the lower soil model boundary on one side and the amount of computational time on the other has to be made, which is easier on a logarithmic grid than on the equally spaced grid typically used in permafrost modeling. Interestingly, the impact of a coarse resolution in the deep soil levels is on average higher in winter than summer.
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Soil Characteristics Profile
[49] Most modern soil models used in atmospheric NWP or climate models assume one soil type for the entire soil column [e.g., Slater et al., 1998; Schlosser et al., 2000] . To examine the impact of this assumption, a sensitivity study (SHOM) was performed wherein the parameters of the uppermost soil layer were used for the entire soil column. The simulated soil temperature pattern misses many details that result from the vertical profile of soil parameters (Figures 2 and 6) . As compared to CTR, and even in the uppermost layer where the soil type remained the same, RMSEs increased on average by 0. 1, 0.4, and 0.3 K for 1993-1996, 1998/99 and 2002/03 . The variance of simulated and observed soil temperature time series differs significantly (Table 3) . While for 1993 -1996 soil temperatures close beneath the surface are too high during winter, they are too low in the winters of 1998/99 and 2002/2003 . Summer soil temperatures that are too low lead to an underestimation of the active layer depth (up to 0.4 m).
Lower Boundary
[50] Ideally, the bottom of a soil model is placed at a level of constant soil temperature and moisture states as in our reference run at 20 m depth. Most modern soil models used in NWP or climate models typically set their lower boundary around 2 or 3 m depth [e.g., Chen and Dudhia, 2001; Mölders and Walsh, 2004] . In permafrost soils, however, seasonal and decadal variations in soil temperature exist even below 15 m depth . Thus, using a constant soil temperature at the bottom of a soil model at 2 or 3m depth is generally impractical in climate modeling, as it introduces artificial sources and sinks for heat and moisture [e.g., Stendel and Christensen, 2002] . For the typical forecast range of NWP (several days) a constant lower boundary condition can be suitable if appropriately set [e.g., Narapusetty and Mölders, 2005] . Typically, NWP models use a prescribed fixed climatologic temperature, which varies monthly and spatially, as a lower boundary condition. In contrast, climate models usually assume zeroflux conditions at the lower boundary of the soil model [Oleson et al., 2004] . However, zero heat and moisture flux must not necessarily exist at 2 or 3 m depths [e.g., Zhang et al., 1996; Mölders et al., 2003a Mölders et al., , 2003b .
[51] Sensitivity studies, called SB2L10 and SB3L10 hereafter, were carried out with ten layers wherein the lower boundary condition varied according to a climatologic annual course at 2 and 3 m depth. A further simulation, SB3L5, used five layers and climatologic data at 3 m depth. Note that for climate change scenarios climatologic values cannot be used as a lower boundary condition because they may alter with climate.
[52] If there are ten layers in the upper 3 m (reaching to about 0. 01, 0.02, 0.04, 0.07, 0.13, 0.24, 0.45, 0.84, 1.59 and 3 m) , the grid will be coarser than that of CTR in the first 3 m beneath the surface. As evidenced by the RMSEs, bias, and SDEs (Table 3) , changing the position of grid nodes also affects how accurately different soil layer characteristics can be resolved. In SB3L10, RMSEs decrease on average by 0. 1, 0.7, and 0.5 K for 1993-1996, 1998/99, and 2002 /03 as compared to CTR. Obviously, the climatologic values at 3 m depth capture conditions in 1998/99 and 2002/ 03 better than those in 1993 -1996 and hence explain the greater improvement for these episodes than for the 1993/96 episode. In early summer of 2003, the active layer depth and its temporal evolution is excellently predicted, and in summer of 1994 and 1999, the maximum active layer depth is excellently captured (Figure 7) . The bias, which includes contributions of systematic errors due to the grid position, decreases by an order of magnitude (Table 3 ). These facts indicate that the improvement is due to the position of the soil model layers relative to the actual active layer depth in this simulation rather than to the treatment of the boundary conditions. Obviously, if a soil-model grid layer is close to the active layer depth, the chance to capture the active layer depth correctly increases. In three-dimensional NWP and climate-model applications, however, the soil grid cannot be chosen in order to optimally capture maximum active layer depth, especially as active layer depth varies strongly in space and slightly in time.
[53] Despite the overall improvement (Table 3) , the variance of simulated and observed soil temperature time series differs significantly between 0.3 and 0.7 m, but not on average. As compared to the observations, neglecting deeper soil conditions leads to soil conditions that are slightly too warm overall (positive bias), except for 1998/ 99 and all summers (Figure 7) .
[54] If there are ten layers to 2 m depth (reaching to about 0. 01, 0.02, 0.03, 0.06, 0.11, 0.19, 0.34, 0.62, 1 .1 and 2 m), the grid will be coarser than in CTR, but finer than in SB3L10. On average, RMSEs will increase by 0.1 K for 1993-1996 and 1998/98 , and decrease by 0.1 K for 2002/03 as compared to CTR. The variance of simulated and observed soil temperature time series differs significantly (Table 3) , especially in the first 0.1 m beneath the surface. Predicted summer soil conditions are cooler than observed. In summers of 1994, 2002, and 2003 , the maximum active layer depth is accurately captured for the same reasons as for SB3L10. In winter, SB2L10 predicts warmer than observed soil conditions except for 1998/99. The slightly increased SDE (Table 3) indicates that the prescribed climatologic data cause errors at the lower boundary.
[55] If only five layers exist to 3 m depth (reaching to about 0.01, 0.04, 0.17, 0.72, and 3 m), the active layer is as much as 0.35 m too deep. Variances of simulated and observed soil temperature time series differ significantly (Table 3) , especially in the first 0.3 m beneath the surface. As compared to CTR, SB3L5 produces RMSEs that are, on average, 0.2 and 0.1 K too high for 1993/96 and 1998/99 respectively, and 0.2 K too low for 2002/03.
[56] These findings suggest that prescribed monthly climatologic values may be an option for NWP models, but carry the danger of a heat source or sink artifact if the actual temperatures are lower or higher at that depth. They also imply that the number and position of grid nodes play a role in accurately capturing the active layer depth.
Snow Treatment
[57] Various authors have demonstrated the thermo-insulation effect of snow on soil temperatures and energy balance [e.g., Zhang et al., 1996 Zhang et al., , 1997 Fröhlich and Mölders, 2002; Sokratov and Barry, 2002; Mölders and Walsh, 2004] . Thermal conductivity of the snowpack depends on snow characteristics and is usually parameterized as density dependent [e.g., Sturm et al., 1997; Mölders and Walsh, 2004] . Since no observations of snow thermal conductivity, snow density or snowfall were available, it was necessary to make assumptions about snowpack properties as described in section 2.4. To assess the impact on results, we performed several sensitivity studies.
[58] Our snow thermal conductivity value (0.14 W/(mK)) is typical for fresh rather than old snow [e.g., Lee, 1978; Sturm et al., 1997] . Assuming a value of 0.42 W/(mK) that is typical for old snow [Oke, 1987] increases RMSE on average by 1, 0.9, and 0.5 K for 1993 -1996, 1998/99 and 2002/03 . As compared to observations, soil temperatures predicted by this simulation (called SNWTHC) are generally too cold except for the upper soil in spring. Time series of predicted and observed soil temperature variance differ significantly (Table 3 ). The increased bias indicates that the systematic error grows with this assumption. Generally increasing thermal conductivity leads to colder soil conditions and vice versa with some impact on onset of active layer thawing and depth in summer. These results agree well with those found by Zhang et al.
[1996] using a permafrost model. We conclude that some thermal accuracy arises from using a fixed value for thermal conductivity.
[59] A 10% increase of snow depth (simulation SNWHS) changes RMSEs by ±0.1 K, on average. A similar result is found for decreasing snow depth by 10%. Thus, snow depth discrepancies of less than ±10% between soil temperature and snow depth sites will only slightly affect RMSE. However, stopping snow depth reports too early or starting them too late will have a much higher impact on soil temperature [cf. Ling and Zhang, 2003] , and snow depth can vary strongly in space due to snow blowing [Yang and Woo, 1999] .
[60] A sensitivity study (S5SNL) wherein the number of snow layers was increased from three to five layers showed no improvement in soil temperature prediction. The increased RMSE (0.1, 0.3, 0.1 K for 1993 -1996, 1998/99, 2002/03) suggests that for thin snowpacks like those in Barrow a low vertical resolution of the snow model grid will be sufficient if the vertical structure of snow thermal conductivity is neglected.
Albedo
[61] HTSVS uses a constant value for vegetation albedo from right after snowmelt until snowfall. In nature, however, vegetation albedo strongly varies during the growth season. Since net radiation is partitioned between sensible and latent heat fluxes and ground heat flux, the choice of vegetation albedo will influence soil temperature and moisture states. Mölders et al. [2003b] reported that for a 10% increase in albedo the 2050 days total of evapotranspiration and recharge can differ up to 211 mm and 43 mm, respectively.
[62] Sensitivity studies suggest that warming and thawing and the temperature of the active layer is overestimated in the first weeks after snowmelt because the albedo of dead tundra grass is higher than for freshly grown tundra grass.
[63] Using Mölders et al.'s [2003a] parameterization of snow albedo for T < 0°C (SALB) leads to on average a 0.1 K higher RMSE for 1993 -1996 and 2002/03, and 0.1 K lower RMSE for 1998/99 than CTR. Note that for T < 0°C Mölders et al.'s [2003a] parameterization usually provides higher albedo values immediately after, and lower values long after a snow event than does Luijting et al.'s [2004] parameterization. On average, using the former parameterization yields soil temperatures that are too cold year round and underestimates the active layer depth by up to 0.35 m, but captures the zero curtain condition in fall 1993. We conclude that some of the discrepancies in soil temperature prediction found may result from the treatment of albedo.
Conclusions
[64] We examined HTSVS' ability to simulate long-term permafrost and active layer thermodynamics using observations collected at Barrow, Alaska, a cold permafrost site. HTSVS runs without calibration and without restart, driven with meteorological observations available from 1 January 1990 to 31 December 2003. HTSVS was started with climatologic soil temperature values assuming a saturated soil. The model was forced by 1990 data, repeating that year three times to reach equilibrium between soil temperatures, volumetric water and ice content and climate (model spinup) . Differences between soil temperature predicted for the first and second year are less than 0.5 K after only 1 day.
Results from a simulation with and without this spin-up procedure hardly differ. This means the frozen ground/ permafrost model ''forgets'' the initial state rapidly, responds well to atmospheric forcing, and can be considered for use in climate variability and change studies.
[65] Simulated soil temperatures were compared to observations available for 1993 -96, 1998/1999, and 2002/2003 . HTSVS predicts soil temperatures within 3.2 K accuracy, on average. Soil temperature predictions are the best for relatively warm years with relatively thick snowpacks. They are the worst for years of low annual mean snow depth and air temperature, because errors in snow thermal conductivity, snow depth and radiation measurements have greater influence on predicted soil temperature. This means that modeling permafrost in climate models requires good snow models.
[66] Sensitivity studies showed that errors in reported snow depth and duration, rain and radiation measurements, assumptions about diurnal precipitation distribution, and various parameters (e.g., albedo, snow thermal conductivity) cause errors in predicted soil temperatures. Snow thermal conductivity exerts an indirect impact after snow-melt. The choices of soil thermal conductivity parameterization, lower boundary condition, and vertical grid resolution have the greatest impact on simulated soil temperature accuracy. The accuracy of predicted active layer depth strongly depends on model resolution and the proximity of the freezing line to the position of a grid node. The soil-grid design can lead to both over-and under-prediction of soil temperatures and active layer depth. Here especially the number of layers plays a role. Accuracy of predicted active layer depth also depends on the depth of the soil model's lower boundary. Thus, we conclude that a higher resolution in the upper soil beneath the surface (>15 layers) and a deeper location of the soil model boundary than currently applied in most NWP and climate models is desirable.
[67] The results imply that the use of adequately chosen monthly and spatially varying climatologic values at 2 or 3 m depth provide acceptable results for NWP. However, this is not an option for climate models as these values change with climate.
[68] In soils with a high fraction of organic material or organic soils, model hydrological predictive skill may arise from the action of a snowpack as an integrator of hydrological processes. If the model is driven with observed snow depth, deficiencies in measured snow depth may lead to a predicted snow density that is too low, resulting in water infiltration that is too low. Since in the model melt-water is assumed to be at 0°C, it will heat the frozen ground as it infiltrates and percolates through pores that are not totally ice-filled, and will also increase soil volumetric heat capacity. Model hydrological predictive skill requires future examination.
[69] At Barrow, the groundwater table is about 0.1 m deep. For sites with deeper groundwater tables rain catch deficiencies, trace precipitation, snow-rain or snow that immediately melts after reaching the ground (and therefore is reported neither as rain nor as snow depth) may contribute to discrepancies between observed and simulated active layer depth, because these trace losses affect soil hydrological conditions and soil temperature. Furthermore, percolating water transports heat, and raises soil volumetric heat capacity. This effect requires further investigation at sites with deeper groundwater tables than at Barrow.
[70] Future studies should also examine the decadal behavior of permafrost in response to climate variability, and the HTSVS performance for warm permafrost as well as the feasibility of the HTSVS frozen ground/permafrost module in a climate model framework.
