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Abst rac t - -We study the behaviour of a class of weakly singular compact integral operators which 
is approximated by a collectively compact sequence of finite-rank operators defined by truncation 
followed by a numerical quadrature. Numerical experiments are done on spectral computations. 
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1. THEORET ICAL  FRAMEWORK 
Let k : [0, 1] x]0, 1] --* R be a continuous function which verifies the three following hypotheses: 
H1 Vs • [0, 1], the function Ik(s, *) is integrable on [0, 1]. 
H2 l im~_.osup{f:lk(s,t)]dt: s•  [0,11} =0.  
H3 3/2 • ]0, 1] such that  Ys • [0, 1] the restriction of k(s, *) to ]0,/2] is a nonincreasing 
positive function. 
We are interested in kernels k such that,  
l im k(0,t) = +c~. 
t - *0  + 
Then, k defines a weakly singular operator T by 
Vl • C°[O, 1], (T l ) (s)  = k(s , t ) f ( t )  dt, for all s • [0, 1]. 
Now, for all ~ • ]0, 1], we consider the truncated kernel 
k(s,t), if t>#,  
V(s, t) • [0, 1] 2, k~(s, t) = k(s, #), otherwise. 
Since k~ is continuous on the compact set [0, 1] 2, the associated integral operator,  say, T (~) is 
compact.  
PROPOSITION 1. Let [I " ][ denote the operator subordinated norm. Then, lim lIT - T(")[I -- 0 
and T is compact. ,-.o+ 
PROOF. Let f be an element of the unit ball of C°[0, 1]. For all s • [0, 1], we have 
,) -- /0 
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Thus, 
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We remark that H3 implies that for # </2, 
"lk(s,.) ldt <_ Ik(s,t)ldt, for all s E [0,1]. 
With tt2, we conclude that Ve > 0, 3#* > 0 such that V~ E [0, 1], 
fo" k(s, #)) f(t) #<#.  ~ [[(T- TO'))f[[ = sup (k(s,t) - dt < c, 
se[0,1] 
for all f in the unit ball of C O [0, 1]. The compactness of T follows. | 
For n > 1, let Qn(f) n < = ~j=l Wjnf(tjn), be a quadrature formula such that 0 < tin < " .  
tnn <~ 1 and win > 0. We suppose, in addition, that 
H4 Vf E C°[0, 1], Qn( f )~f J f ( t )d twhenn~oo.  
H5 3c > 0, Vn > 1, VI interval whose length is <: 1/n, Qn(xx) <_ c/n. 
We recall an important result proved, for instance, in [1]. 
LEMMA 2. Let f be a nonincreasing piecewise continuous function which is zero on ]1/2, 1]. Then, 
Qn(f) <_ (c/n)f(O) + c f :  f(t) dr, where c is the constant in S5. | 
We consider a positive decreasing sequence #n with limit zero such that 
H6 3c ~ > 0, Vn > 1, n#~ > d. Associated with the quadrature Qn and the 
parameter/~n, wedefine the sequence of integral operators Tn by 
Vf E C°[0, 1], (T,J)(s) = ~ k,.  (s, tjn)f(tjn), for all s E [0, 1]. 
j= l  
PROPOSITION 3. The set {Tnf ; If[ -< 1 and n > 1} is uniformly equicontinuous. 
PROOF. Let us take ¢ > 0. H4 implies that there exists N1 E N such that Vn E N, n >_ N1 
n implies ~-]d=l win <_ f~ dt + 1 = 2. From H2 and H3, (3#* > 0, 3N2 E N), such that (Vn E N, 
n _> N2 ~ Vs E [0, 1], the restrictions of k(s, o) and k~. (s, o) to ]0, #*] are nonincreasing 
positive functions uch that 
vte  ]0, 0 <_ k~ (s, t) <_ k(s, t), and finally 
/? // 0 < k.~ (s, t) dt <_ k(s, t) dt <_ C t 4c(c' + 1)" 
H6 and Lemma 3 applied to the functions equal to k~ (s, o) on ]0, #*] and zero elsewhere imply 
that 
VS e [0, 1], _Ck  o < < ..(s,O) 
/o ( )/o #* C 1 ~* + c k(s, t) dt <_ -~ + 1 k(s, t) dt < ~. 
But k is uniformly continuous in [0, 1] x [#*, 1], so that there exists 7/ > 0 such that for all 
s,s' E [0,1] 2 and for all t E [#*,1], [ s -  s'[ < ~ implies Ik(s , t ) -  k(s',t)[ < e/4. Thus, for all 
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s, s' E [0, 1] 2, for all n > max(N1, N2) and for all f in the unit ball of C°[0, 1], 
I ( r~f) (s)  ( rnf) (s ' ) [  j=x coda [k.~(s, tjn) ' t I - = ~ - k.~(s, tj,~)] f ( t jn)  
tjn <_l~* tj,~ <lz* 
2~ c 
<-T+~ ~_, ~j~<-~. tjn>p* 
Ik(s, t3~) - k(s ' , t3n) l  
tin > jz* 
THEOREM 4. The following holds. 
(i) For each f E C°[0, 1], Tnf  converges uniformly to T f . 
(ii) The family T~ is collectively compact. 
PROOF. Let f be in C°[0, 1]. If we take the same #* defined in the previous proposition related 
with an e > 0, we have for all n large enough and for all s in [0, 1] 
n 
I(T~ - T).f(s)l = ~ coj~/¢.~ (s, tj~)f(t3~) 
+ k(s, t) dt + k. .  (s, t) dt Ill 
n fO 1 dt < ~lfl+ j~=coj.k..(s,t~)y(t~.)- k..(s,t)y(t) . 
The uniform continuity of (s, t) ~-~ k~. (s, t ) f ( t )  on [0, 1] 2 and H4 allow us to conclude (i). Arzela's 
theorem and the previous proposition prove (ii). II 
2. NUMERICAL  EXPERIMENTS 
Since the computation of eigenvalues and corresponding invariant subspaces i more difficult 
than the resolution of Fredholm equations of the second kind, we decided to do our experiments 
with the first problem. The collectively compact convergence makes sure the self-range-uniform 
convergence of the approximate spectral projection (cf., [2]) so that each nonzero eigenvalue of T 
is approximated by a cluster of eigenvalues ofT~ with preservation of algebraic multiplicities and 
the corresponding approximate maximal invariant subspace converges in gap towards the exact 
one (cf., [2,3]). In what concerns eigenvectors, we remark that if An ~ 0, then 
1 n 
is an eigenfunction fTn corresponding to the eigenvalue An iff ),n and u,, = ( 3n)j=l 7 ~ 0 satisfies 
Anun = AnUn where An = (aijn) E l~ nxn is the matrix defined by aijn = wjnk~.~ (tin, tin). 
14 A. LARGILLIER 
Numerical experiments have been done with 
k(s , t )=0.5{  l n ( t -~21) '  i f0<_s<t<l ,  
in(s_--21),  i f0<t<s< 1. 
We have used the sequence #n = 0.5/n and the trapezoidal compound rule on [0, 1] 
0.5 
tj~ j - 1 (n-:-l) ' 
= n- l '  win= 1.0 
if j = 1 or j = n, 
i f2<j_n -1 .  
An elementary computation shows that the eigenelements of T are (£(J), ¢(J))jE~* where 
A(j) = 1 J 
2j(2j - 1 ) '  ¢(J)(s) = Ea i (1  - s) 2i-1, 
i----1 
and ai is defined recursively by og 1 ~ O and for 1 _< i < j, 
i(2i - 1) - j (2 j  - 1) 
a~+l = i(2i + 1) ai. 
A proper choice of al  allows us to compare xact and approximate eigenfunctions. Consider, for 
instance, the third eigenelement of T, 
~(3) ---- ~0 '  
. . . .  21 1 - S) 4 )  . ¢(3)(s) (1 s) (1 3 (1  s) 2 +-~-( 
Table 1 shows, for different values of n, the relative error on the approximate igenvalue, the 
absolute rror on the approximate eigenfunction (properly normalized) and their residual. 
n 
11 
21 
31 
41 
51 
61 
71 
81 
91 
101 
Table 1. 
Eigenvalue Eigenfunction 
relative error absolute rror Residual 
7.5~2 
2.9~2 
1.4~2 
8.3~3 
5.2~3 
3.4~3 
2.4~3 
1.7~3 
1.2~3 
9.3~4 
5.7~1 
3.3E-1 
2.4~1 
2.0~1 
1.7~1 
1.4~1 
1.2~1 
9.9~2 
9.5~2 
9.2~2 
3.6E-2 
1.3E-2 
7.3E-3 
4.9E-3 
3.7E-3 
2.7E-3 
2.1E-3 
1.7E-3 
1.4E-3 
1.3E-3 
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