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Abstract
Fuzzy rule based termination criteria  are introduced in two conventional
and exact algorithms solving Knapsack Problems. As a consequence two new
solution algorithms are obtained. These algorithms are  heuristic ones with  a
high performance. The efficiency of the algorithms obtained is illustrated by
solving some numerical examples.
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The context in which this work will be developed is approached from two different
perspectives. On the one hand, as it is well known the methodologies associated to
the fuzzy sets and systems have been based, in almost all the cases, in other already
existent methodologies, which we could call classical ones. In fact it has been few
frequent to find original solution methods and approaches in the fuzzy sets and
systems field able to solve conventional (meant here as non fuzzy) models and
problems. This has been not the case of the so called Fuzzy Rule Based Systems,
which have provided a proper methodology from the fuzzy sets and systems field to
broader areas, as for instance is the case of the Control Theory. On the other hand, in
the general framework of Artificial Intelligence, as well as in other scientific and
technological areas, one of the most profitable topics in different senses has been,
and it is, that of Mathematical Programming models and methods. Mathematical
Programming models provide a wholistic framework for addressing problems which
is very appropriate in a great variety of different contexts.
In particular, one of the most relevant problems in Mathematical Programming and
that has very important applications in a number of areas, is the so called 0-1
Knapsack Problem, which in all the following will be referred simply as Knapsack
Problem (KP). As said KP is interesting to be studied mainly because of two
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reasons. The first one is that of their simple structure which permit to study both
combinatorial properties and other optimization problems that can be solved by
means of a sequence of easiest KP-type problems. The second reason is that KP may
represent many practical situations in a variety of areas. Therefore from this twice
point of view this work focuses on the interface between the Fuzzy Rule Based
Systems and  Mathematical Programming models and methods, to analyze how the
methodology associated to these Fuzzy Rule Based Systems can be applied to solve
the concrete case of conventional KP.
In essence, and roughly speaking, the easiest KP is addressed as to fill up a knapsack
by choosing from among various possible objects those which will provide a
maximum profit, in some sense which is to be specified, and provided that there is
some pre-established capacity limitation on the knapsack. This apparently easy
problem is NP-hard, [3], what means that there is not any known algorithm solving
it in a polynomial time. Under these circumstances using approximate algorithms or
heuristics is usually quite convenient as they permit to obtain solutions that,
although not the optimal ones, are near the former optimal solutions. But to face the
KP solution, it also may be an alternative approach,  for NP-hard problems in
general but or course for the KP in particular, to consider the definition of fuzzy
termination criteria (fuzzy rule based) on the exact and known algorithms solving
those problems.
Classically the stop criteria fix the conditions for terminating the iterative procedure
of an algorithm, and they are established from  the theoretic characteristics of the
problem, the nature of the solution which is searched for, and  the type of algorithm
being used, which definitely states a reference set and it stops when the termination
criterion is verified.
To make flexible the exact algorithms, by introducing fuzzy rule based termination
criteria, assumes to consider that the reference set is a fuzzy set, what therefore
means to fix the fuzzy termination criterion directly depending on the membership
degree of the elements in that fuzzy set. These fuzzy termination criteria were
presented for first time under the general framework provided by Mathematical
Programming in [5], and then developed in [1] for the particular case of Linear
Programming, i.e., for the Simplex algorithm. In [6] the results obtained in [1] and
[5] were generalized by using nonlinear membership functions. Also in [6] fuzzy
termination criteria for Karmarkar’s algorithm were studied and a variety of
applications analyzed.
As it is known in the exact algorithms for the KP the termination criteria vary from
an algorithm to another. By introducing these fuzzy criteria however this diversity of
conventional termination criteria is uniformed. Consequently in the next section
some exact algorithms solving the KP as well as another to obtain upper bounds for
this problem are outlined and remembered. In section 3 fuzzy termination criteria are
described in depth. Then the algorithms described in the previous section are
coherently reformulated to obtain the corresponding new  heuristics algorithms
which approximately will solve the KP. In the last section the efficiency of the
heuristics obtained is tested by solving some numerical examples. The results are
compared with those ones provided by conventional algorithms also solving KP.
Finally some conclusions are pointed out.
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2 
 
Algorithms solving the Knapsack Problem
Let first remarked again that from among all the large variety of possible KP which
can be addressed, we will focus here on the 0-1 KP, which can be mathematically
formulated by numbering the objects from 1 to n and introducing a vector of binary
variables xj   (j∈J={1,...,n}) such that xj = 1 if object j is selected to be introduced in
the knapsack, and xj  = 0 otherwise. Then if pj is the benefit, or cost, of selecting the
object j, wj its size, or weight, and c the capacity of the knapsack, the problem will
be to select, from among all the binary vectors x verifying the constraint of capacity
the one which maximizes (alternatively minimizes if the pj are costs) the objective
function defined by the benefits, that is, the problem is stated as follows
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and the objective function of the KP, that is, the objective function in (1) will be
denoted by z(KP)
2.1. Dantzig’s upper bound
A upper bound U for (1) is such that z(KP) ≤ U. There exist several algorithms for
determining upper bounds [3]. For the sake of easiness here we will use Dantzig’s
upper bound, which can be obtained from the linear programming relaxation of (1),
C(KP), that is from the continuous KP derived from (1) when xj ∈ [0,1], instead of
xj ∈{0,1}, j∈J. When the objects are ordered according to (2), they are
consecutively inserted in the knapsack until the first object, s, which does not fit it is
found. This object is called “critical object” and it may be defined as
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Dantzig’s bound is computed from this critical object as,
where, as usual  x denotes the largest integer not greater than x.
2.2. Exact algorithms
As said, there exist several algorithms solving the KP. In [3] a good revision of them
can be found. Apart from the well known greedy algorithms, the most relevant
methods solving the KP are those based upon either  Branch and Bound or Dynamic
Programming approach. This is the main reason why in this paper, for illustrating
the use of the proposed fuzzy termination criteria, we have focused on a) Horowitz-
Sahni algorithm, Branch and Bound based, and b) another Dynamic Programming
based algorithm, which in the following will be briefly described.
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2.2.1. Horowitz-Sahni algorithm
This is an algorithm which effectively improves the first Branch and Bound
approach for the exact solution of KP, formerly presented by P. Kolesar in the
sixties, and basically follows a depth-first methodology by means of which,
provided that the objects are sorted as in (2):
1) by the branching scheme at each node, selects the not-yet-fixed object j such
that has the maximum benefit per unit weight. Then creates two descendent
nodes by fixing xj equal to 1 and 0, respectively;
2) the search follows then from the node associated with the insertion of the object
j (xj=1), what basically is a greedy strategy.
The algorithm progress by doing forward moves and backtracking ones. By the first
moves the largest set of new consecutive objects are inserted in the current solution.
By means of the second moves is possible to delete the last inserted object of the
current solution. Each time in which a forward move is completed, the upper bound
is computed and compared with the best value obtained until that moment The
terminating criterion here is that the algorithm stops when no further backtracking
can be performed.
2.2.2. Elimination of states algorithm
From the Dynamic Programming point of view the natural decomposition of a KP
will be obtained by considering the sub-problems KP(m,cI), with m (1≤m≤n) objects
and a capacity cI , 0≤ cI ≤c. Let fm(cI) the optimal solution value of KP(m,cI),
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To solve the KP by Dynamic Programming this technique considers n stages (the
number of possible objects to be selected) and computes, at each stage, the values
fm(cI) of (6) by using the classical recursion way,
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Feasible solutions associated to fm(cI) values are called states, and the optimal
solution of the problem is therefore the state associated to fn(c). The number of
states in each stage, as in [2] has been pointed out, may be reduced by eliminating
those states which will not modify at any extent the optimal states determination.
These states are called dominated states. The subsequent algorithm computes and
reserves in each step the nondominated states. These states are used as input values
in order to find the states of the next stage. Although, as it is patent, he termination
criterion of this algorithm is not specified in a concrete way, the process will end
when the state fn(c) is reached.
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3  Fuzzy termination criteria for KP solution algorithms
As in many other NP-hard problems, KP often accept as optimal solutions good
solutions, which, although they are not the best ones, they are good enough in some
sense. To find these kind of good enough solutions, using heuristic algorithms is
very appropriated. The alternative way here proposed however assumes to flexible,
to soft, the exact algorithms at hand, and to solve the particular problem considered
by introducing fuzzy termination criteria, which finally provide a new class of
heuristic rule-based algorithms.
To illustrate this approach let consider a KP formulated as in (1), and let assume an
appropriate dimension of it as to guarantee that will be not possible to find its
optimal solution in a reasonable time that is, we are supposing that the number of
objects is extremely large. In this context two facts are patent:
a) Not any solution can be acceptable.
b) The decision-maker, the problem-solver always will have an imprecise idea
(meant as a vague notion) on the range in which (s)he  will be able to accept a
final value. This imprecise nature is very suitable to be  represented by means of
a fuzzy set, instead of an interval, as often the decision-maker is very
comfortable in expressing his(her) wishes on the values to be accepted if (s)he
can also express their corresponding satisfaction degrees, what  in essence
means that comfortability on the final values to be accepted is a matter of
degree.
Coherently  let us assume that the fuzzy set representing the proposed decision-
maker’s satisfaction on the final value to be accepted as solution is given by means
of the following membership function
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where f(.) is a non decreasing and continuos function,  [0,1] valued and L0 and U0
are bounds, lower and upper respectively, for the optimal value z* corresponding to
the optimal solution, that is, L0 ≤ z* ≤ U0.
In general these bounds should be provided by the decision-maker, as (s)he is in
charge of defining this acceptability concept. But when the problem has a very high
dimensionality, as here we are supposing, we need to assume the decision-maker’s
impossibility to precise these data. In such a case very good substitutes of the former
vales L0 and U0 can be the optimal solution provided by any greedy algorithm
applied to (1), for L0, and the Dantzig’s bound for U0. Using these two values in (8),
the definition of the membership function may be straightforward obtained.
Consequently, under this assumptions on bounds and membership function, if the
decision-maker is to accept a feasible solution with a value z which has a
membership degree greater than or equal to α ∈(0,1), the stop criterion is:
f(z) ≥ α      or     z ≥ f -1(α)                         (9)
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When this termination criterion is introduced in the algorithms here considered, they
are flexibled in such a way that the computing process can be stopped when the
condition (9) is satisfied.
Provided that the acceptation degree α has been fixed, there are two possibilities
around the optimal value z*:
a) It is greater than  f -1(α). Then we can obtain an acceptable solution,
b) It is lower than or equal to f -1(α). In this case the termination criterion makes not
sense because the process never will end. This is the reason why the exact
termination criteria must be maintained, giving thus a subsidiary character to the
fuzzy termination criterion.
One way to reduce the possibility of situations like b) above is to use, as
membership function (8), a concave function, as in such a case
h-1(α)<f -1(α)
for any function h concave.
A possible concave function which can be used in the definition of the membership
function (8) may be the following:
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with n>1. Then (9) becomes to:
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To clarify the process, and as an illustration, in the following we will modify the
termination criteria of the two algorithms presented in the above section
3.1 New termination criterion for the Horowitz-Sahni algorithm
In the Horowitz-Sahni algorithm the stopping criterion is stated as to stop the
process when there are not any backtracking possibility. When the algorithm is
softened, besides of maintain this criterion, the condition (9) is also introduced.
Thus, with this additional termination criterion the algorithm will analyze each time
that a new solution is obtained whether or not the corresponding value satisfies the
condition (9). In the case of a positive response, the process stops providing the
corresponding acceptable solution.
3.2 New termination criterion for the elimination states algorithm
As said, in this algorithm the termination criterion assumes tat the process stops
when the state with the value fn(c) is obtained. According to this criterion the
process will be active until the last state in the last step, although the exact solution
is obtained in a previous step or in a state before. By introducing the fuzzy
termination criterion in each step and state, if an acceptable value has been, or not,
obtained will be analyzed. In the case of a positive response, the process will be
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stopped. As it may result evident, under this criterion there is not any necessity of
solving all the steps and all the states.
4 Experimental results
In this section e will present the results of the computational experiments carried out
with KP of  1.000, 5.000, 10.000 and 50.000 objects, whose values and weights, in
all the cases in the interval [1,1000], have been random generated. Moreover in all
the problems the capacity of the knapsack is the half-sum of the weights.
Let it noted on the one hand that for each of the algorithms considered in the
previous section, with fuzzy termination criteria, a membership degree of α = 0.5, α
= 0.8 and α = 1, is successively assumed, being evident that the last case (α = 1)
corresponds exactly to the classical algorithm with non fuzzy termination criterion.
It is also important to remark that in the tables of results below, the error and the
execution time are given for each of the above algorithm in section 2, and the error
is computed as
Error = 100 x [(Dantzig Bound) – (Obtained Solution)]/ (Dantzig Bound)
On the other hand, in order to compare the results obtained, and provided the
approximate nature of the algorithms under analysis, we consider the Sahni’s
Algorithm [4], which is a very used and therefore known algorithm that runs
according to the following greedy scheme: If from among a set of k items M have
been already introduced into the knapsack, the algorithm tries to fill up the
remaining capacity. To do this action, first all the possible sets M consisting of k
elements to be introduced in the knapsack are generated. Then the remaining
capacity of the knapsack is filled up. Because of obvious reasons this algorithm is
often used for k = 1, 2, 3.
Let us quote, finally, that in the fuzzy termination criteria of the two algorithms
revised in section 2, about which this last section presents results, it has been used
the condition
z ≥ L0 +(U0 -L0).α4
that is, the fuzzy criteria are defined by means of the membership function (8) with
the function f being given by (10) and n = 4; L0  is the corresponding solution
obtained from the basic greedy algorithm, and U0 is the Dantzig’s bound.
Table 1 shows the results from the experiments after using the  Horowitz-Sahni
Algorithm  of the section 3 with the explained fuzzy termination criteria. In this
table the results that the approximate algorithm of Sahni provides are also shown.
                        Horowitz-Sahni Algorithm     Sahni  Algorithm (approximate)
Exact α = 0.5 α = 0.8 K = 2 K =3N
error time Error time error time error time error Time
 1.000
 5.000
10.000
50.000
.001928
.000098
.00002
.00000
.044
1.462
3.72
21.8380
.00517
.000464
.000108
.000021
.0
.0
.01
.096
.003959
.000316
.000059
.000013
.0
.022
.012
.136
.0032556
.000237
.000298
.000003
.11
2.538
8.802
212.476
.002471
.000168
.000272
.0
.23
4.58
13.97
257.764
Table 1.  Results from the Horowitz-Sahni Algorithm with fuzzy termination
criterion
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As it can be seen, Horowitz-Sahni algorithm with a fuzzy termination criterion
provides results with low errors, and with very short times with respect to both the
exact and approximate solutions that Sahni algorithm reports. This last advantage is
much more significative when the number of objects increases.
On the other hand Table 2 shows other results from the experiments after using the
above Elimination of States algorithm with a fuzzy termination criterion. It is shown
as this algorithm provides a better approximation (lower error) with lower times than
Sahni algorithm.
Results and conclusions pointed out from Table 1 and Table 2 are a proof of the
validity of the proposed approach.
Elimination of States Algorithm
Exact α = 0.5 α = 0.8N
Error Time error time error time
1.000
5.000
10.000
50.000
.001928
.000098
.00002
.0
.24
3.778
12.198
223.944
.004367
.000276
.000069
.000004
.19
3.076
10.182
218.350
.00382
.000247
.000029
.000003
.236
3.098
10.252
218.376
Sahni Algorithm (approximate)
K = 2 K = 3N
error time error time
1.000
5.000
10.000
50.000
.0032556
.000237
.000298
.000003
.11
2.538
8.802
212.476
.002471
.000168
.000272
.0
.23
4.58
13.97
257.764
Table 2.  Results from the Elimination of States Algorithm with fuzzy termination
criterion
5   Conclusions
From the presented results one can conclude that the incorporation to the
conventional (exact) algorithms here considered of fuzzy rule based termination
criteria produces new procedures of solution that, in situations where obtaining
optimal solutions is a difficult or impossible task, permit to solve the problems
according to satisfaction degrees of the decision-maker. The generality and
robustness of the methods which eventually could  be derived from the use of the
rule based systems, very well tested in a variety of contexts, foresees the adequacy
of the approach here described to a great number of situations.
Acknowledgements
Second author is indebted to the Spanish Agency for International Cooperation
(AECI) that supported him by a grant to study in the Department of Computer
Science and Artificial Intelligence of University of Granada.
Fuzzy Termination Criteria in Knapsack Problem Algorithms                                        97
References
[1] F. Herrera and J.L. Verdegay. Fuzzy control rules in optimization problems,
Scientia Iranica, Vol 3, Nos.1,2,3. (1996) 89-96.
[2] E. Horowitz and S. Sahni. Computing partitions with applications to the
knapsack problem, Journal of ACM 21 (1974) 277-292.
[3] S. Martello and P. Toth. Knapsack Problems, John Wiley and Sons 1990.
[4] S. Sahni. Approximate algorithms for the 0-1 knapsack problem, Journal of
ACM 22 (1975) 115-124.
[5] J.L. Verdegay. Fuzzy Optimization: models, methods and perspectives; 6th
IFSA-95 World Congress. Sau Paulo - Brazil, 1995, 39-7.
[6] E.R. Vergara. New Termination Criteria for Optimization Algorithms, Dept. of
Computer Science and Artificial Intelligence. University of Granada (Ph.D.),
1999 (in spanish).
