In this paper, we study the optimal control system driven by stochastic differential equations (SDEs) of mean-field type, in which the control variable has two components, the first being absolutely continuous and the second singular. On the other hand, the coefficients depend on the state of the solution process as well as of its expected value. Moreover, the the cost functional is also of mean field type. This makes the control problem time inconsistent in the sense that the Bellman optimality principle does not hold. Using the approach developed by Bahlali [Bahlali, S.: Necessary and sufficient optimality conditions for relaxed and strict control problems. SIAM J. Control Optim. 2(4), 2078-2095 (2008)], we establish a necessary condition of optimality for two models. The first concerns the relaxed controls, which are measure-valued processes in which an optimal solution exists. The second is a particular case of the first and relates to strict control problems. Our stochastic maximum principle uses only the first-order adjoint equation.
Introduction
Let v = Ω, F , (F t ) t≥0 , P, W be a reference probability system composed of a completed probability space (Ω, F , P ) , a filtration (F t ) t≥0 satisfying the usual assumptions of rightcontinuity and completeness, and a d-dimensional (F t )-Brownian motion W defined on (Ω, F , P ) .
Consider the following mean field stochastic differential equations:
   dX (t) = b (t, X (t) , E [X (t)] , u (t)) dt +σ (t, X (t) , E [X (t)] , u (t)) dW (t) + G (t) dη (t) , X (0) = x 0 ∈ R n , t ∈ [0, +∞) ,
The coefficients b, σ and G will be defined below and W is the Borwnian motion. For every t, the control u (t) (η (t)) is allowed to take values in some control state space U (([0, +∞)) m ). This mean-field SDEs is obtained as the mean-square limit, when n → +∞, of a system of interacting particles dX i,n (t) = b t, X i,n (t) , 1 n n j=1 X j,n (t) , u (t) dt +σ t, X i,n (t) , 1 n n j=1 X j,n (t) , u (t) dW i (t)
The classical example is the McKean-Vlasov model (see e.g. [22] and the references therein). The object of the control problem is to minimize a criteria, over the set U × ([0, +∞)) m , has the following form
The fundamental work on the stochastic maximum principle was obtained by Kushner [13] . Since then there have been a lot of literature on this subject, among them, in particular, those by Bensoussan [4] , Bismut [5] references therein.
The fact that the cost functional J may be nonlinear with respect to the expectation, makes the control problem time inconsistent in the sense that Bellman's optimality principle, based on applying the law of iterated conditional expectations on the cost functional, does not hold. A way to solve this control problem is to device an extended version of the Dynamic Programming Principle, as suggested in Ahmed and Ding [1] . The other result in this direction was obtained independently by Li [17] and Andersson and Djehiche [3] , under the condition that the action space U. is convex. Besides, in Meyer-Brandis, Øsendal, Zhou [15] a stochastic maximum principle of mean-field type in a similar setting is studied by virtue of Malliavin calculus. For nonconvex control domain, Buckdahn, et al, in [11] obtained the Peng's maximum principle with two adjoint equations.
Recently, Bahlali [8] generalizes and improves all the previous results on stochastic maximum principle for controlled SDEs, and establish necessary and sufficient optimality conditions for both relaxed and strict controls, by using only the first order expansion and the associated adjoint equation. The main idea of [8] , is to use the property of convexity of the set of relaxed controls and treat the problem with the convex perturbation on relaxed controls. The version of stochastic maximum principle for relaxed-singular controls was established by Bahlali, Djehiche and Mezerdi [7] in the case of uncontrolled diffusion.
In our paper, we extend the results of Buckdahn et al. in [11] and Bahlali et al in [8] applying the approach developed in [8] . We derive necessary optimality conditions by using only the first order expansion and the associated adjoint equation. Note that we don't need anymore the second order expansion.
The rest of this paper is organized as follows. After the statement of the problem in the first section, we devote the second section to develop the study the relaxed-singular control problems and we establish necessary as well as sufficient conditions of optimality for relaxedsingular controls. In the last section, we derive directly from the results of Section 3, the optimality conditions for strict-singular controls.
Notations and Statement of the Problem
Let T > 0 be a fixed time horizon and (Ω, F , P ) be a given filtered probability space on which a one-dimensional standard Brownian motion W = {W (s)}, s ≥ 0 is given, and the filtration F = {F s , 0 ≤ s ≤ T } is the natural filtration of W augmented by P -null sets of F .
Let U 1 be a nonempty subset of R k and U 2 = ([0, +∞)) m . An admissible control u is an Fadapted and square-integrable process with values in U 1 . We denote the set of all admissible controls by U 1 . Besides, we denote U 2 as the class of measurable, adapted processes η such that η is nondecreasing, left-continuous with right limits, η (0) = 0 and E |η (T )| 2 < +∞. We consider the stochastic control system:
Classical Singular Optimal Control Model
The optimal control problem we are concerned with is to minimize the following cost functional over
where
is called a pair of singular optimal control. The corresponding state process, solution of (2.0.1), is denoted by Xū (·),η(·) (·) . We assume that H1 Assume that functions b, σ, f, h are continuously differentiable with respect (x, y).
Moreover, b, σ, f, h and all their derivatives continuous in (x, v) and bounded.
H2 G and k are continuous and G is bounded.
Relaxed Singular Optimal Control Problem
In this subsection, we set up the relaxed model. Before that, we give an example to illustrate our motivation.
and
The optimal control problem is that Problem: Find a pair (ȳ (·) ,v (·)) such that
We will show that
Indeed, for any n > 0, let
Then immediately, we have
On the other hand, for any v ∈ U,
Consequently, we derive that
However, the infimum 0 could not be achieved. To see this, let (ȳ (·) ,v (·)) be the optimal pair. Thenȳ 0,v (t) =v (t) = 0, which is impossible. As a matter of fact, Let δ u denote the atomic measure concentrated at a single point u. Then
The idea of relaxed singular controls is to replace the U-valued process u (t) with P (U)-valued process q (t), where P (U) is the space of probability measures equipped with the topology of weak convergence (more information see in [8] ).
Definition 2. A relaxed control is the term
, P is a filtered probability space the usual conditions. (2) q (t) is a P Ū -valued process, progressively measurable with respect to (F t ) t≥0 and such that for each t, I (0,t] · q is F t -measurable.
(3) χ (t) is R n -valued and F t -adapted with continuous paths such that χ (0) = ξ and for
is a P -martingale, where L is the infinitesimal generator.
Obviously, The set of strict controls is embedded into the set of relaxed controls by the mapping u → dtδ u(t) da, t ≥ 0.
Definition 3. An admissible relaxed control q is a relaxed control such that
We denote by R 1 the set of all admissible relaxed controls controls and denote by R = R 1 × U 2 the set of relaxed-singular controls. We now introduce the following relaxedsingular SDE
and the optimal relaxed singular control cost function
As you have observed that the coefficients of equation (2.2.2) and the running cost are linear with respect to the relaxed control variable. On the other hand, we have replaced U 1 by a larger space P (U 1 ) which is convex. Furthermore, it is fairly easy to check that
, satisfy the assumption (H1)-(H2). Therefore, for any q ∈ R 1 , SDE (2.2.2) admits a unique strong solution and the new cost function is well-defined.
Simultaneously, X q,η (t) = X u,η (t) and J ((q, η)) = J ((u, η) ) . Hence the problem of strictsingular controls problem is a particular case of relaxed-singular control problem.
Necessary Optimality Conditions for Relaxed Singular Controls
Let (q (·) , η (·)) be a pair of optimal control and X q,η (·) be the corresponding trajectory. Let (µ (·) , ξ (·)) be any given admissible control such that
is also in R.
We now introduce the following variational equation of (3.2):
From (H1)-(H2) it is easy to check that (3.1) has a unique strong solution. Moreover, we have Lemma 5. Assume that (H1)-(H2) hold. Then we have
Proof. We have
Taking the expectation, we get
Since the assumption (H1) and (H2). Finally, by using Gronwall's lemma and B-D-G inequality, we get lim
On the other hand, we have
Taking the expectation, we have
By (H1), we get
Noting that lim
By Gronwall lemma, we get the desired result.
Now we give the variational inequality.
Lemma 6. Assume that (H1)-(H2) hold. Then we have
Proof. From Lemma 5, we have
Since (q, η) is an optimal control, it follows that
We get the desired result.
Now we introduce the adjoint equation by virtue of dual technique and Hamilton function for our problem. From the variational inequality obtained in Lemma 3, the maximum principle can be proved by using Itô's formula. The adjoint equations are
This equation reduces to the standard one, when the coefficients do not explicitly depend on the expected value (see, e.g., Pardoux and Peng [20] ). Thanks to Theorem 3.1. in Buckdahn, Li and Peng [10] , under the Condition (H1)-(H2), (3.5) admits a unique
We define the Hamiltonian function H as follows:
Mean field BSDE (3.5) can be rewritten as
Similarly, we have following mean field BSDE with strict control u × η:
At last, we can claim the first and major result in this paper.
(3.8)
Proof. Let ξ (t) = η (t) in (3.7), ∀t ∈ [0, T ] , then (3.8) holds immediately. On the other hand, set q (t) = µ (t) in (3.7), ∀t ∈ [0, T ] , by the same method developed in [7] , (3.9) and (3.10) are obtained, respectively.
Necessary Optimality Conditions for Strict-singular Controls Problems
In this section, we turn back to classical singular optimal control problems. Using the results of Section 3, we derive the optimality conditions for strict singular controls. For that, we define
As a matter of fact, δ (U 1 ) is the collection of all relaxed controls in the form of Dirac measure charging a strict control. Moreover, denote by δ (U) the action set of all relaxed controls in δ (U 1 ) . This means that for each q ∈ δ (U 1 ) , we have q = δ u , q t ∈ δ (U) , t ∈ [0, T ] , u ∈ U 1 . Lemma 9. The relaxed control q × η = δ u × η minimizes J over δ (U 1 ) × U 2 if and only if the strict control u × η minimizes J over U 1 × U 2 .
The proof can seen in [8] .
Theorem 10. Assume that (H1)-(H2) hold. Suppose that u × η is a pair of optimal strict singular control minimizing the cost J over U 1 ×U 2 and X u×η denotes the solution of (2.0.1). Then H (t, X u,η (t) , u (t) , p (t) , k (t)) = lim vt∈U H (t, X u,η (t) , v (t) , p (t) , k (t)) (4.1)
I ϕ i (t)+G i (t)p(t)dη i (t)≥0 = 0 = 1 (4.3)
Proof. Let u × η be a pair of optimal strict singular control minimizing the cost J over U 1 × U 2 . and v × ξ be an arbitrary element in U 1 × U 2 . Then there exist q × η, µ × ξ such that q (t) = δ u(t) , µ (t) = δ v(t) .
By Lemma 9, it is easy to check that X u,η = X q,η , H (t, X q,η (t) , q (t) , p q,η (t) , k q,η (t)) = H (t, X u,η (t) , u (t) , p u,η (t) , k u,η (t)) , H t, X µ,ξ (t) , µ (t) , p µ,ξ (t) , k µ,ξ (t) = H t, X v,ξ (t) , v (t) , p v,ξ (t) , k v,ξ (t) .
By Theorem 8, we get the desired reslut.
Remark 11. Recently, Buckdahn et al in [11] , studied the optimal control for SDE of meanfield type, in which the coefficients also depend on the state of the solution process as well as of its expected value and established Peng's-type stochastic maximum principle (see in [11] ). In their work, the first order adjoint equation and the second order adjoint equation are needed. However, in our paper, we derive the main result with the first order adjoint equation only.
