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We  have  compiled  and  analyzed  FG5  absolute  gravity  observations  between  1993  and  2014  at  21 gravity
sites  in  Norway,  and  explore  to  what  extent  these  observations  are  applicable  for  glacial  isostatic  adjust-
ment  (GIA)  studies.  Where  available,  raw  gravity  observations  are  consistently  reprocessed.  Furthermore,
reﬁned  gravitational  corrections  due  to ocean  tide  loading  and non-tidal  ocean  loading,  as  well as  atmo-
spheric  and  global  hydrological  mass  variations  are  computed.  Secular  gravity  trends  are  computed  using
both standard  and  reﬁned  corrections  and  subsequently  compared  with  modeled  gravity  rates  based  on a
GIA model.  We  ﬁnd  that the reﬁned  gravitational  corrections  mainly  improve  rates  where  GIA, according
to  model  results,  is  not  the  dominating  signal.  Consequently,  these  rates  may  still  be  considered  unreli-on-tidal ocean loading
tmospheric effect
lobal hydrological effect
ime-variable gravity
and uplift
lacial isostatic adjustment
able  for  constraining  GIA  models,  which  we trace  to continued  lack  of  a correction  for  the  effect  of  local
hydrology,  shortcomings  in  our  reﬁned  modeling  of  gravitational  effects,  and  scarcity  of observations.
Finally,  a subset  of standard  and  reﬁned  gravity  rates  mainly  reﬂecting  GIA  is used to  estimate  ratios
between  gravity  and  height  rates  of  change  by ordinary  and  weighted  linear  regression.  Relations  based
on  both  standard  and  reﬁned  gravity  rates  are  within  the  uncertainty  of a recent  modeled  result.
© 2016  The  Authors.  Published  by  Elsevier  Ltd. This  is an  open  access  article  under  the CC  BY-NC-ND
ravity-to-height ratios
. Introduction
Gravimetry considers the observation or measurement of grav-
ty. It may  be spaceborne, air- and shipborne, or ground-based
terrestrial), where latter observations may  be used to validate
esults from the ﬁrst (e.g., Sˇprlák et al., 2015). Observing temporal
ravity changes, and thus changes in the Earth’s density distribu-
ion, gives insight into a range of geophysical phenomena, e.g., Earth
ides, Chandler wobble, core, mantle and tectonic processes (Torge
nd Müller, 2012), sea-level change (e.g., Simpson et al., 2013),
he hydrological cycle (e.g., Pálinkásˇ et al., 2012), and cryospheric
ass variations (e.g., Breili and Rolstad, 2009; Arneitz et al., 2013).
ong-term temporal gravity changes can be observed by repeated
bsolute gravimetry, with an accuracy of ∼0.5 Gal yr−1 (where
 Gal = 10−8 ms−2) after 10 years of annual observations (Van
amp et al., 2016).
∗ Corresponding author.
E-mail address: vegard.ophaug@nmbu.no (V. Ophaug).
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264-3707/© 2016 The Authors. Published by Elsevier Ltd. This is an open access article 
/).license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
As opposed to space-geodetic observation techniques such as
Global Navigation Satellite Systems (GNSS), absolute gravity (AG)
is independent of the terrestrial reference frame, and may  thus be
used to assess it (e.g., Mazzotti et al., 2011; Collilieux et al., 2014).
Furthermore, AG is particularly suitable for monitoring long-term
vertical deformation (Van Camp et al., 2011) caused by, e.g., glacial
isostatic adjustment (GIA) in North America (e.g., Lambert et al.,
2006) and Fennoscandia (e.g., Steffen et al., 2009; Pettersen, 2011;
Müller et al., 2012; Timmen et al., 2011, 2015; Nordman et al.,
2014), alongside GNSS (e.g., Milne et al., 2001; Vestøl, 2006).
Sasagawa (1989) reviewed the required time span of gravity
observations for determining a secular gravity trend with desired
accuracy, given by
g˙ =
g
√
12
T
√
N − 1N
, (1)where g˙ is the trend uncertainty, g is the uncertainty of individ-
ual gravity observations, T is the time in years, and N the number
of observations. Eq. (1) assumes evenly distributed observations
with known uncertainties and a true Gaussian distribution. Steffen
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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Fig. 1. AG sites in Norway. Blue sites have been observed more than once.
The contour lines show modeled gravity rates (Gal yr−1) from the preliminary
NKG2016GIA prel0306 GIA model (H. Steffen, personal communication, 2016). (For
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the FG5-226 Rb frequency development is non-linear, see Fig. 2. Anterpretation of the references to colour in this ﬁgure legend, the reader is referred
o  the web version of this article.)
nd Wu (2011) further state that a secular gravity trend should be
nown within an uncertainty of ±0.5 Gal yr−1 for crustal defor-
ation studies, which, by Eq. (1), should be achieved by ﬁve to six
ears of annual gravity observations with g ≈ 1 −2 Gal.
In 1990, the Nordic Geodetic Commission (NKG, http://www.
ordicgeodeticcommission.com/) began establishing a geodetic
etwork for monitoring crustal deformations and sea-level changes
n Fennoscandia and Svalbard. As part of this initiative, the ﬁrst AG
bservations with modern instruments were performed in Norway
n 1991 and 1992 (Roland, 1998). Between 1991-1995, several AG
ampaigns were conducted in Fennoscandia and Svalbard (Roland,
998).
Breili et al. (2010) established an AG reference frame for Norway
ncluding 16 gravity sites. Since then, it has been extended to
nclude 21 sites, as shown in Fig. 1 and Table 1. Gravity sites marked
n blue have been observed more than once, thus only VEGA is
xcluded from the set of candidates for trend computation. There
xist single observations at a few other sites, but these are less likely
o be revisited and are therefore not considered in our work. The
bservation time spans are ∼5 years or longer for 18 of the 21 sites
Table 1). Unfortunately, some gravity sites show uneven obser-
ation distributions, with typically larger gaps between initial and
ater observations. Thus we interpret Eq. (1) as a best-case scenario
or our data sets.
The present crustal movements of Fennoscandia are largely due
o the viscoelastic process of GIA (or postglacial rebound), which
as been monitored by geodetic techniques (e.g., Milne et al., 2001;
idberg et al., 2010; Kierulf et al., 2014; Steffen and Wu,  2011). The
IA pattern of Fennoscandia is shown in Fig. 1.
This work presents results from two decades of AG observations
n Norway, and an attempt is made to derive empirical secular grav-
ty trends based on these data. Our main goal is to explore to what
xtent the gravity trends are applicable for GIA studies. A prerequi-
ite for this goal is a homogenization of the gravity trends through
 consistent analysis of the AG data. This is done by investigating
o what extent the gravity trends reﬂect GIA or other geophysical
rocesses. Ideally, careful reduction of other geophysical processes
ill ultimately give the pure GIA signal. Therefore, we compute
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on gravity, and explore how these affect the trends. Finally, the rela-
tion between gravity and height rates of change is investigated. The
presented gravity values serve as a Norwegian contribution to the
Fennoscandian AG project of the Working Group on Geodynamics
of the NKG, which aims to combine all Fennoscandian AG data in a
joint analysis on postglacial gravity change for the region.
Section 2 covers fundamentals of the AG processing scheme,
where Sections 2.1 and 2.2 concern the reﬁned modeling of ocean,
atmospheric and hydrological effects on gravity. Secular gravity
trends are computed in Section 3, and a subset of reliable trends are
used for determining ratios between the rates of change of gravity
and height. Results are discussed in Section 4, while Section 5 con-
cludes the work with recommendations for future AG observations
in Norway.
2. Processing absolute gravity
All AG observations in this work were made with the FG5
(Niebauer et al., 1995) absolute gravimeter, which has an accu-
racy of 1–2 Gal. It is ballistic, i.e., it applies the free-fall principle,
where a test mass is dropped in vacuum. A laser interferometer
and atomic clock are used to obtain time-distance pairs, and New-
ton’s equations of motion are solved to obtain the acceleration.
A typical observation campaign lasts 1–2 days, including several
hourly gravity sets where a set consists of 50-100 drops of the test
mass. With few exceptions, we have used observations made dur-
ing the same season (between May  and September), so as to reduce
seasonal effects (e.g., the inﬂuence of surface snow cover during
winter).
To minimize computational biases, we have adopted a com-
mon  processing scheme for the data analysis, ensuring consistency
with respect to model and setup parameters. All raw gravity obser-
vations have been reprocessed using the g9 software (Micro-g
LaCoste, 2012), developed by Micro-g LaCoste and bundled with
the instrument.
Vertical transfer of the measured gravity value is done using
the vertical gravity gradient, which has been determined at each
gravity site using the LaCoste & Romberg G-761 relative gravimeter,
see Table 1. All AG observations in this work are given at a reference
height of 120 cm,  close to a point where the inﬂuence of the gradient
uncertainty on the FG5 is almost zero (Timmen, 2010).
The most important time-variable components of the raw grav-
ity value are reduced in the software by various models, i.e.,
variations due to solid Earth and ocean tides, polar motion, ocean
loading, and atmospheric mass (Timmen, 2010). The atmospheric
correction is determined by observed barometric pressure during
the observations, which was done at all sites except Hammerfest
in 2006.488, where the barometer failed, and pressure observa-
tions transferred from a nearby weather station were used instead
(Breili et al., 2010). Corrections for polar motion were computed
using ﬁnal polar coordinates from the International Earth Rotation
and Reference Systems Service (IERS), at http://datacenter.iers.org.
The bulk of observations presented here were made with the
FG5-226 AG meter of the Norwegian University of Life Sciences
(NMBU). The rubidium (Rb) frequency standard of the FG5-226
has been calibrated (i.e., compared with a stable reference signal)
at convenience since its acquisition in April 2004, and on a reg-
ular basis using a portable Rb reference since the oscillator was
replaced in May  2007. We  have observed it to vary within a range
of ∼0.02 Hz (where 0.01 Hz roughly corresponds to 2 Gal). While
Gitlein (2009) reports a linear drift of the FG5-220 Rb frequency,stable frequency was  observed with the original oscillator, while
the frequency changed by ∼−0.005 Hz during the ﬁrst year after
its replacement. Then it was stable within 0.002 Hz until a large
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Table  1
Absolute gravity sites in Norway, gravity gradients, and observation spans.
Site Code ϕ (◦)  (◦) H (m)  ∂g/∂Ha (Gal cm−1) tgb (yrs) ngc
Andøya ANDO 69.278 16.009 370 −4.04 ± 0.01 6.0 5
Bodø  Asylhaugen BODB 67.288 14.434 68 −3.31 ± 0.01 4.0 4
Bodø  Bankgata BODA 67.280 14.395 13 −2.64 ± 0.02 5.1 4
Hammerfest HAMM 70.662 23.676 17 −3.14 ± 0.01 4.0 2
Honningsvåg HONN 70.977 25.965 20 −3.54 ± 0.01 4.9 5
Hønefoss AA HONA 60.124 10.364 108 −2.23 ± 0.04 16.7 2
Hønefoss AB HONB 60.167 10.389 604 −3.11 ± 0.02 16.7 4
Hønefoss AC HONC 60.143 10.250 120 −2.80 ± 0.02 15.9 12
Jondal  2 JON2 60.286 6.246 52 −2.53 ± 0.03 9.0 2
Kautokeino KAUT 69.022 23.020 388 −3.08 ± 0.01 4.9 5
Kollsnes 1 KOL1 60.559 4.836 10 −2.67 ± 0.01 7.7 2
Kollsnes 2 KOL2 60.557 4.828 3 −2.80 ± 0.02 7.7 2
Stavanger AA STVA 59.018 5.599 55 −2.86 ± 0.08 15.2 7
Tromsø  TROM 69.663 18.940 103 −3.34 ± 0.01 15.9 8
Trondheim AA TRDA 63.455 10.446 27 −2.95 ± 0.01 14.8 10
Trysil  AB TRYB 61.423 12.381 693 −3.85 ± 0.01 16.8 7
Trysil  AC TRYC 61.423 12.381 693 −3.85 ± 0.01 18.0 17
Vågstranda AA VAGA 62.613 7.275 38 −3.03 ± 0.01 7.2 4
Vega  VEGA 65.673 11.964 12 −3.44 ± 0.01 – 1
A˚lesund ALES 62.476 6.199 145 −2.90 ± 0.01 7.0 5
A˚s  NMBU NMBU 59.666 10.778 95 −2.94 ± 0.01 9.9 10
a Determined by repeated observations of the gravity difference between the ﬂoor mar
b Number of years.
c Number of campaigns.
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−1ig. 2. Calibration of the FG5-226 Rb oscillator. The vertical bar denotes the oscillator
eplacement (May 2007).
requency offset of ∼0.02 Hz was observed during the 2013 cam-
aign in Ny-A˚lesund in Svalbard. This large offset was  due to a
elium leakage from the co-located superconducting gravimeter
hich penetrated the Rb cell. Subsequent frequency calibrations
ndicate that it has slowly returned to the level prior to the helium
ontamination. Mäkinen et al. (2015) discuss the effect of helium
ontamination on Rb frequency references, and underline that large
ffsets are unproblematic as long as they are known and corrected
or. For every observation epoch we have chosen to use the cali-
rated frequency value closest in time.
We  have also used AG observations performed by other agen-
ies and instruments, see Table 2. Raw observations by LM at TRYB,
RYC and VAGA in 2007 have been reprocessed using the above
rocedure. Observations by IfE and BKG, reported in Gitlein (2009),
re given at 120 cm and 125 cm reference heights, respectively.
emaining observations by NOAA and BKG, reported in Roland
1998), are given at a reference height of 100 cm.  When needed,
he observations were transferred to the 120 cm reference height
n two steps. First, the original gradient value was used to transferker and ∼1.4 m above it.
gravity from the original reference height (100 or 125 cm)  to the
actual measurement height. In turn, the new gravity gradients pre-
sented in this work (Table 1) were used to transfer gravity from the
actual measurement height to the new reference height of 120 cm.
The total uncertainty of an observed gravity value is composed
of the gravity measurement precision g, system errors SYS, setup
error SETUP, and vertical transfer (gradient) error ∂g/∂H (Niebauer
et al., 1995). SYS includes (i) instrumental errors (laser, clock, sys-
tem model) and (ii) modeling errors (barometer, polar motion,
Earth tide, ocean loading). Using formal error propagation and
thereby assuming the error terms are uncorrelated, the total uncer-
tainty tot is given by
tot =
√
2g + 2SYS + 2SETUP +
(
∂g/∂H × HTRANS
)2
, (2)
where HTRANS is the difference between actual measurement height
(top of the drop) and reference height. The measurement precision
g is the standard deviation of the mean of all sets, i.e., the set to set
scatter SET divided by the square root of the number of sets. We
take SYS ≈ 1.6 Gal as given in g9 by the manufacturer. Instead of
the SETUP = 1.0 Gal estimate suggested in g9, however, we adopt
the more conservative SETUP = 1.6 Gal estimate of Van Camp et al.
(2005).
We investigated the stability of the FG5-226 by checking for
time-variable instrument offsets, trends or drift. Fig. 3 shows the
gravity time series using all sufﬁciently long FG5-226 gravity cam-
paigns at its home site, NMBU. The mean gravity value has been
subtracted from each observation, and the observations have been
corrected for GIA using a recent modeled linear rate of change in
gravity, g˙M , as described in Section 3. We  observe the remaining
secular gravity trend to be 0.0 ± 0.1 Gal yr−1 and insigniﬁcant. A
similar conclusion can be drawn from Fig. 4, which shows the grav-
ity time series using FG5-226 observations at all gravity sites where
more than one observation is available. Here, the mean gravity
value of each site has been removed from GIA-corrected site obser-
vations, giving several time series which are ultimately plotted in
the same ﬁgure. Again we  observe an insigniﬁcant remaining grav-
ity trend of 0.1 ± 0.4 Gal yr . Furthermore, we  do not observe any
nonlinear structure in neither Fig. 3 nor Fig. 4. We  therefore con-
clude that the FG5-226 has no signiﬁcant drift, which suggests it
has been stable throughout the observation span of this work.
86 V. Ophaug et al. / Journal of Geodynamics 102 (2016) 83–94
Table 2
FG5-generation of absolute gravimeters used in Norway 1993–2014.
Instrument Agency Reference
FG5-226 (2004–2014) Norwegian University of Life Sciences (NMBU), A˚s, Norway This work
FG5-233 (2007) Lantmäteriet (LM), Gävle, Sweden
FG5-220 (2003–2007) Institut für Erdmessung (IfE), Leibniz Universität Hannover,
Germany
(Roland, 1998)
FG5-101 (1993–1998), FG5-301 (2003) Bundesamt für Kartographie und Geodäsie (BKG), Frankfurt,
Germany
(Gitlein, 2009)
FG5-102 (1993), FG5-111 (1995, 1997) National Oceanic and Atmospheric Administration (NOAA), Silver
Spring, Maryland, USA
G. Sasagawa, personal communication, 2005
Fig. 3. Stability of the FG5-226 AG meter for the 2004–2015 period, as derived from
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Fig. 4. Stability of the FG5-226 AG meter for the 2005–2014 period, as derived from
repeated gravity observations at 20 different sites. The gravity time series of eachll  repeated gravity observations at NMBU. The gravity time series is reduced for the
ite-speciﬁc mean value and GIA trend, thus showing residual temporal variations
ncluding instrumental drift only.
Standard g9 gravity estimates g0 and uncertainties are shown
n the supplementary data Table S1.
.1. Ocean loading effects
The majority of the AG sites in Norway are located within 2 km
f the coast (see Fig. 1). It has been previously shown that these
tations may  be strongly inﬂuenced by ocean tide loading (OTL)
e.g., Lysaker et al., 2008; Breili, 2009; Breili et al., 2010). In addition,
on-tidal variation of sea level due to low barometric pressure and
trong winds may  affect gravity (Olsson et al., 2009).
OTL and non-tidal loading (NTL) have different characteristics.
long the Norwegian coast, OTL may  introduce deterministic semi-
iurnal patterns with amplitudes of several Gal in time series of
ravity (Lysaker et al., 2008). As a result, the variation of the set to
et scatter of a gravity campaign may  increase if appropriate OTL
orrections are not applied. Furthermore, the campaign averages
nd derived secular trends may  be biased (Timmen et al., 2015).
his is particularly relevant for short campaigns not covering an
nteger multiple of the dominating tidal periods. NTL, on the other
and, is non-deterministic and non-periodic; hence, corrections
ust be computed from observations. As NTL may  be close to con-
tant during a campaign, its impact on gravity is difﬁcult to infer
rom inspection of the set to set scatter alone.
In the following we investigate different OTL corrections and
dentify OTL models that are most successful in reducing the cam-
aign set to set scatter (SET).
In general, OTL corrections are easily computed from pre-
etermined amplitude and phase coefﬁcients for sinusoids with
requencies matching the major tidal constituents (Petit andstation is reduced for the site-speciﬁc mean value and GIA trend, thus showing
residual temporal variations including instrumental drift only.
Luzum, 2010, Ch. 7). The coefﬁcients are computed by convolving
global ocean tide (GOT) models with Green’s functions formed by
load Love numbers (Farrell, 1972), and are available through M.S.
Bos and H.-G. Scherneck’s Ocean tide loading provider at http://
holt.oso.chalmers.se/loading/. This procedure is also implemented
in g9, and for our standard gravity estimates (g0, see Table S1), OTL
was computed with the FES2004 GOT model (Lyard et al., 2006),
with the exception of KAUT and TRYB/TRYC, where no OTL effect
was computed due to their inland locations.
An important difference between g9 and the OTL provider is that
the latter reﬁnes the spatial resolution of the GOT model gradually
towards the observation point and checks whether new GOT cells
are located on land or sea (Penna et al., 2008). g9 also reﬁnes the
GOT model towards the observation point, but does no land/sea
check of the new cells (O. Francis, personal communication,
2016).
With coefﬁcients from the OTL provider we  have explored a suite
of GOT models, i.e., FES2004, CSR4.0 (Eanes, 1994), DTU10 (Cheng
and Andersen, 2010), EOT11 (Savcenko and Bosch, 2011), GOT4.8
(Ray, 1999), NAO99b (Matsumoto et al., 2000), OSU12 (Fok et al.,
2012), Schwiderski (Schwiderski, 1980), and TPXO7.2 (Egbert and
Erofeeva, 2002). These models were chosen as they represent the
latest release from each group available at the OTL provider.
Lysaker et al. (2008) showed that careful local modeling of the
OTL correction (direct Newtonian and displacement of the observ-
ing point due to load) corresponded better with the OTL signal at
selected high-latitude coastal stations in Norway than did the effect
computed from GOT models. Thus for FES2012 (produced by Nov-
eltis, Legos, and CLS Space Oceanography Division and distributed
V. Ophaug et al. / Journal of Geody
Table  3
The gravitational and loading effects of a one-meter sea-level anomaly within 10
km of coastal gravity sites in Norway, and the amplitude of the M2  tidal constituent
for the attraction component. All in Gal.
Code Gravitation due to a
1 m sea-level
anomaly
Loading due to a
1 m sea-level
anomaly
Amplitude of M2
(attraction only)
ANDO 3.4 0.20 3.7
BODB 0.6 0.22 1.1
BODA 0.3 0.25 0.8
HAMM 3.1 0.13 3.0
HONN 6.4 0.28 5.9
JON2 4.8 0.16 1.5
KOL1 0.3 0.29 0.1
KOL2 0.5 0.30 0.2
STVA 1.5 0.26 0.2
TROM 1.4 0.14 1.6
TRDA 2.6 0.27 2.1
VAGA 4.2 0.21 3.2
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oVEGA 0.1 0.17 0.6
ALES 9.8 0.26 6.9
y Aviso, with support from CNES, at http://www.aviso.altimetry.
r) as well as NAO99b, we investigate OTL corrections as computed
y an in-house software. The routines closely follow methods used
y the OTL provider, although with two important distinctions.
First, we have used a higher-resolution coastline provided by
he Norwegian Mapping Authority (NMA), with a level of detail
orresponding to national maps in scale 1:50,000, and termed the
50 coastline hereafter. It is complete and includes all islands
nd reefs along the Norwegian coast with an area greater than
0,000 m2.
Second, our software allows for choosing which regions are
o be included in the convolution. We  have used this function-
lity to investigate the effect of replacing the GOT model with
redicted tides based on tide-gauge observations when comput-
ng the attraction from the tides in the local zone. The local zone
s here deﬁned as the area within 10 km of the gravity site. The
ethod is a development of the one demonstrated by Lysaker et al.
2008). By this approach the gravitational effect of the local tides
as modeled by (i) dividing the local zone into spherical sectors,
ii) assigning to each sector a uniform layer of water correspond-
ng to sea level as observed by a local tide gauge, (iii) computing
he attraction from each sector, (iv) eliminating sectors on land,
nd (v) add together the contributions from the individual ocean
ectors.
The size of the spherical sectors was adjusted depending on the
istance from the observation point, i.e., the length of the outer arc
as set to 25, 50, and 200 m in the zones 0–500, 500–1000, and
000–10,000 m from the observation point, respectively. Each sec-
or was classiﬁed as land or ocean by comparing the sector midpoint
oordinates with the N50 coastline.
In this work, NTL is the combined effect of gravitational attrac-
ion and loading of the seabed due to non-tidal variations in sea
evel. The gravitational attraction component was modeled by the
bove procedure, using spherical sectors with a water thickness
qual to the difference between actual and predicted sea level as
bserved by a local tide gauge. For the loading components, we
ssumed that sea level responds like an inverted barometer (IB,
tatic atmospheric loading effect). This implies that sea level vari-
tion due to changing atmospheric pressure does not induce any
oading on the sea ﬂoor. Thus, before computing the loading effect,
bserved sea level was corrected for the IB effect using Wunsch and
tammer (1997, Eq. (1)).We have computed reﬁned OTL and NTL corrections at 14 coastal
ravity sites in Norway (Table 3), with remaining sites excluded
ue to their inland locations. The gravitational and loading effects
f a one-meter sea-level anomaly at the coastal gravity sites isnamics 102 (2016) 83–94 87
shown in Table 3, where the actual gravitational effect may be
found by scaling the one-meter effect with the actual sea-level
anomaly.
We have used tide-gauge records from the NMA  database, with
a sampling rate of 10 minutes and all observations referring to
present mean sea level (1996-2014 inclusive). Unfortunately, there
are no tide gauges within the local zones of JON2, KOL1, KOL2,
VEGA, and VAGA. For these sites, sea level was derived by applying
site-speciﬁc scale factors and time delays to observations from the
nearest tide gauge. The scale factors and time delays were obtained
from the tide and sea-level web  service of the NMA  at http://www.
kartverket.no/en/sehavniva/.
For each gravity site, we  identify the ocean loading corrections
that reduce SET as much as possible, combining all OTL and NTL
corrections. Table 4 shows the average percentage reduction in SET
for each site. We  note that STVA and JON2 stand out with low reduc-
tions. For STVA, this is due to a weak OTL signal related to a M2
amphidromic point in the North Sea, giving a locally low tidal range
(0.32 m between mean high and mean low tide). At JON2 the aver-
age is strongly inﬂuenced by the 2005.482 campaign, which has a
low SET of 1.2 Gal. When applied to this campaign, SET increases
for several OTL corrections, resulting in a negative reduction of SET.
With few exceptions, the OTL corrections computed by g9
reduce SET less than the corrections computed by the OTL provider
or the in-house software. This also holds for FES2004 as used by
both g9 and the OTL provider.
Table 4 suggests that N50 improves the ﬁt between obser-
vations and models at several sites (e.g., NAO99b(N50) com-
pared with NAO99b(OTLP), and FES2012(N50) compared with
FES2004(OTLP)). Largest improvements are found at HONN and
HAMM for NAO99b and FES2012, and at TRDA and VAGA for
NAO99b. For these combinations, the N50 coastline reduces SET by
7.5% to 22.5%. We expect coastline accuracy to have largest inﬂu-
ence on gravity sites that are in immediate vicinity of the ocean.
Indeed the sites showing the largest improvements are also among
those closest to the ocean, e.g., HAMM and HONN (75 m).
For most stations we observe further improvement when the
N50 coastline is combined with local tide-gauge observations. The
change in reduced SET ranges from −0.5% to 3.7% for NAO99b, and
from 0% to 21.3% for FES2012. Both TRDA and JON2 are located
inside fjords. Comparing NAO99b and FES2012 at these sites, the
largest effect of introducing tide-gauge observations is seen for the
latter, suggesting that FES2012 does not capture the tidal regime
in these fjords.
Choosing a best-performing model is challenging, as their per-
formance depends on the gravity site. Considering all models,
NAO99b and FES2012 in combination with the N50 coastline per-
form best at 9 out of 14 sites.
Corrections from the OTL provider give the best results at BODA,
VEGA, KOL1, JON2, and STVA, where all sites but JON2 have in com-
mon that the M2 amplitude of the attraction component is less
than 1 Gal (see Table 3). This suggests that careful modeling of
the local zone is important mainly at sites with a strong attraction
component.
Table S1 shows the ﬁnal ocean loading corrections for all coastal
gravity campaigns, together with standard and reﬁned set to set
scatters and the chosen ocean loading model. As the standard grav-
ity estimates from g9, g0, have already been corrected for OTL
(g0OTL), we  present the change in OTL correction, i.e., ıgOTL =
gOTL − g0OTL, to ease the application of the reﬁned OTL correc-
tion gOTL. NTL is not treated in g9; hence, the complete correction
is listed as gNTL.
Typically, OTL and NTL contribute to a campaign gravity value
by a few tenths of a Gal, although some corrections reach
∼2 Gal. The reﬁned OTL correction ranges from −0.55 Gal (STVA
2006.855) to 1.81 Gal (ALES 2006.384), while the new NTL
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Table 4
Average percentage reduction in set to set scatter (SET) for each gravity site, obtained by applying OTL corrections from different models. Also includes NTL. Sites ordered
along  the coast from north to south. Only campaigns where raw data is available are included.
Code FES2004 FES2004 CSR4.0 DTU10 EOT11a GOT4.8 OSU12 SCHW80 TPXO7.2 NAO99b NAO99b TG+NAO99b FES2012 TG+FES2012
ga OTLPb OTLP OTLP OTLP OTLP OTLP OTLP OTLP OTLP N50c N50 N50 N50
HONN 25.5 34.4 20.9 35.6 35.7 34.1 35.2 37.8 35.0 31.8 57.3 61.0 58.7 60.9
HAMM 34.6 44.2 46.0 44.4 45.1 45.1 42.9 42.9 44.4 47.3 56.8 57.0 58.2 58.3
TROM 30.0 30.8 35.0 30.6 31.4 36.4 35.9 35.9 36.9 35.6 35.3 37.0 31.2 37.7
ANDO 53.9 62.2 55.3 62.8 63.3 62.5 63.3 58.7 62.5 63.9 63.7 64.3 62.2 63.3
BODA 36.1 39.6 34.9 39.7 39.4 38.7 39.5 39.9 38.3 39.4 38.7 38.8 39.5 39.5
BODB  45.1 50.0 47.9 50.5 50.1 50.9 50.9 50.8 49.6 51.3 51.2 51.4 50.0 50.3
VEGA  25.3 26.2 26.9 25.9 25.8 26.5 26.7 25.4 25.4 26.6 26.7 26.7 26.0 26.0
TRDAd 21.6 26.1 21.0 25.1 25.1 25.4 25.1 23.3 29.8 34.7 42.2 45.6 24.1 45.4
ALES  25.4 46.0 44.4 45.6 45.8 47.6 42.1 30.9 41.5 48.5 49.6 50.0 48.9 50.2
VAGA 32.4 39.3 27.9 39.0 39.4 34.1 35.1 32.6 36.4 36.4 47.0 47.5 40.7 47.3
KOL1 13.8 15.2 17.5 16.3 16.7 18.2 16.9 14.6 16.7 17.3 17.4 17.3 15.6 15.7
KOL2 32.9 40.0 37.8 39.4 40.4 39.5 40.1 33.7 40.6 42.6 43.2 43.1 41.9 42.2
JON2  9.3 3.8 3.4 3.1 4.0 16.5 10.3 12.0 19.6 18.7 14.2 15.4 −0.7 17.6
STVA  −0.2 1.0 4.8 2.0 2.5 2.4 2.5 2.1 2.7 4.1 4.7 4.2 1.6 1.8
a Original g9 OTL correction.
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c In-house software with higher-resolution coastline.
d Not including the 2004.475 campaign.
orrection ranges from −1.86 Gal (ALES 2003.715) to 1.04 Gal
ALES 2008.724).
.2. Atmospheric and hydrological effects
Atmospheric density variations in time cause changes in the
irect Newtonian gravitational attraction from the air mass around
he gravimeter, as well as varying crustal and ocean surface
eformation due to loading. Conventionally, local pressure and
ravity variations are correlated with an admittance factor of
 = 0.30  Gal/hPa, in accordance with IAG Resolution No. 9, 1983.
his admittance factor is used in the correction gATM for atmo-
pheric pressure implemented in g9, gATM = A (Po − Pn), where
o is the in situ pressure as observed by the FG5 barometer, and
n = 1013.25
(
1 − 0.0065H/288.15
)5.2559
is the nominal baromet-
ic pressure (H is the gravity site height in meters), in accordance
ith DIN Standard #5450. A more precise description of A allows it
o vary in space and time, and depend on the total global mass dis-
ribution of the atmosphere. Typically, an improved atmospheric
ffect on gravity is computed by incorporating atmospheric mass
ttraction and load considering zones of increasing distance to the
ravity site (Gitlein et al., 2013).
Having reduced the gravity value for the time-variable tidal,
olar motion, and atmospheric mass components, it may  remain
trongly inﬂuenced by hydrological variations (Mikolaj et al., 2015).
he effect of hydrology on the observed gravity value is usu-
lly not considered when processing absolute gravity observations
Timmen, 2010), and is not treated in g9.
For the computation of total atmospheric (ATM) and global
ydrological (GH) effects on gravity we have tested the novel
atlab® tool mGlobe (Mikolaj et al., 2016), developed at the
erman Research Centre for Geosciences (GFZ) in collaboration
ith the University of Vienna, obtained from https://github.com/
menems/mGlobe (M.  Mikolaj, personal communication, 2015).
For the computation of the ATM effect, we have used 2D
nd 3D European Centre for Medium-Range Weather Forecasts
ECMWF) Interim Reanalysis (ERA Interim) data (Dee et al., 2011)
s input model, obtained from http://apps.ecmwf.int/datasets/
ata/interim-full-daily. The temporal resolution was chosen to be
ix-hourly, and all data are given on 0.75◦×0.75◦ grids, with a sur-
ace geopotential (orography) grid as height reference (where the
eight in meters is obtained by dividing the geopotential with
.80665 ms−2).Using the coarse orography resolution of 0.75◦×0.75◦ will often
give large height discrepancies between actual gravity site height
and orography height. This spatial deﬁciency, together with tempo-
ral deﬁciency (six-hourly), can be taken into account by considering
the difference between pressure data from ERA Interim at orogra-
phy height and actual in situ pressure at gravity site height. This
difference in ATM effect, or residual effect , is then computed by
the single admittance approach outlined in the above, i.e.,
 = −A
(
Psitein situ − PoroERA
)
, (3)
where A is the site-speciﬁc admittance factor. Gitlein (2009)
estimated A at ANDO, BODB/BODA, HONN, KAUT, TROM, TRDA,
TRYB/TRYC, ALES, and NMBU as well as a mean value of
0.32 Gal/hPa for Fennoscandia using ECMWF  data. For the com-
putation of Eq. (3) we  used the site-speciﬁc A where available, and
the mean value for Fennoscandia for the remaining sites.
We do not have actual in situ pressure measured by the FG5
barometer for the adopted gravity values (where we do not have
raw data). Therefore, we obtained in situ pressure data for all grav-
ity campaigns by cubic spline interpolation of six-hourly pressure
data from nearby meteorological stations of the eKlima database
of the Norwegian Meteorological Institute at http://eklima.met.no.
The average distance between the meteorological station and the
gravity site is ∼23 km.
We investigated the applicability of the interpolated in situ
pressure values by comparing them with actual in situ pressure
measured by the FG5 barometer where available (86 campaigns).
Simulated single admittance ATM corrections were computed
using interpolated in situ pressure and compared with those from
g9. The mean difference between simulated and actual ATM cor-
rection is ∼0.4 Gal. In addition, we checked the pressure values of
ERA Interim against the interpolated pressure values (for the same
86 campaigns and with ERA and eKlima pressure at equal height),
and found a mean difference of ∼0.7 hPa, in agreement with pre-
vious comparisons of in situ and ECMWF  pressure (Gitlein, 2009).
We therefore conclude that the interpolated in situ pressure values
are applicable.
For the computation of the GH effect, we have used the
ACE2 30” × 30” digital elevation model (DEM) (Berry et al., 2010),
as well as the Global Land Data Assimilation System (GLDAS)
Version 2 NOAH (0.25◦×0.25◦) hydrological data (Rodell et al.,
2004), downloaded through mGlobe. GLDAS has two versions, 2.0
and 2.1, covering the time periods 1948–2010 and 2000–2015,
respectively. Where available, we have used the most recent
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ersion. GLDAS/NOAH captures the contribution of global conti-
ental water storage to gravity variations by considering four soil
oisture layers (0–10 cm 10–40 cm,  40–100 cm,  and 100–200 cm)
nd snow (snow water equivalent); hence, it does not consider
roundwater.
Although the IAG resolution (1983) recommends the removal
f the mean atmosphere, this is not done in the current version
f mGlobe, which computes effects with respect to an arbitrary
eference (M.  Mikolaj, personal communication, 2015). However,
n absolute reference is not important here as we only consider
emporal variations. Thus, we have computed long-term means of
oth ATM (gERAATM) and GH (g
GLDAS/NOAH
GH ) effects and subtracted these
rom the short-term effects gERAATM and g
GLDAS/NOAH
GH . For consistency,
e have chosen the time period 2004-2009 inclusive for both mean
TM and GH effects. Fig. 5 shows the variation of mean ATM and GH
ffects at NMBU for the chosen epoch. The mean value at a given
ime step is computed using mGlobe output up to this time step
nly, i.e., it is computed in a cumulative fashion. We  observe that the
ariation of the mean ATM effect stabilizes earlier than the mean
H effect, and by the end of the sixth year, both means vary by less
han ∼0.03 Gal, which is well within model uncertainties. Thus,
e conclude that the chosen time period sufﬁces as a stable long-
erm mean for all gravity sites in this work. Short-term ATM and
H effects were computed using six-hourly and daily resolutions,
espectively, overlapping the gravity campaigns. For the ATM effect,
verlapping values were subsequently interpolated to the actual
ime spans of the gravity campaigns.
The correction for the GH effect was computed according to
gGH = −
(
gGLDAS/NOAHGH − g
GLDAS/NOAH
GH
)
. (4)
Computing the ATM correction is slightly more laborious. First,
he 2004–2009 long-term mean  of the residual effect (Eq. (3)), was
omputed. Second, there will be a bias  ˇ between the ATM correc-
ion referring to the long-term mean pressure using ERA Interim,
04−09
ERA , and the standard ATM correction referring to nominal pres-
ure Pn. To ease comparison and facilitate the computation of the
ifference between standard and reﬁned corrections, we  computed
 at orography height according to
 = 0.3
(
Pn − P04−09ERA
)
. (5)
Finally, the correction for the ATM effect was  computed by
gATM = −
[(
gERAATM − gERAATM
)
+
(
 − 
)
+ ˇ
]
. (6)
Table S1 shows ATM and GH corrections for all gravity cam-
aigns. As was the case for ocean loading, the standard gravity
stimates from g9, g0, have already been corrected for the ATM
ffect (g0ATM), and we present the change in ATM correction, i.e.,
gATM = gATM − g0ATM. Hydrology is not treated in g9; hence, we
ist the complete correction gGH.
The reﬁned ATM correction ranges from −1.9 Gal (TRYC
003.723) to 1.1 Gal (e.g., HONN 2007.507), which is in the same
rder as the reﬁned ATM corrections of Gitlein (2009). The GH cor-
ection ranges from −1.5 Gal (TRYB 2008.254) to 1.7 Gal (TRYC
006.614), corresponding to previous studies (e.g., Pálinkásˇ et al.,
012; Mikolaj et al., 2015).
. Secular gravity trends and gravity-to-height ratios
Table 5 shows secular gravity trends for each observation site.
he rates g˙0 and g˙ were computed by ﬁtting a linear trend using
rdinary least-squares regression (OLR, without weights) to the
ravity data sets g0 and g of Table S1, respectively. The percent-
ge change g˙ of g˙ with respect to g˙0 has been computed, as wellnamics 102 (2016) 83–94 89
as statistics (for sites with more than two  observations) in the form
of coefﬁcients of determination for both g˙0 and g˙, and the 95% conﬁ-
dence interval for g˙. The coefﬁcient of determination was computed
according to R2 = 1 − SSR/SST ∈ [0, 1], where SSR and SST are the
residual and total sum of squares, respectively.
R2 indicates how well the linear model ﬁts the gravity data, and
will increase as the model ﬁt to the data improves. R20 and R
2 denote
the coefﬁcient of determination for the standard gravity estimates
g0 and the reﬁned estimates g, respectively. Looking at Table 5, we
note that both R20 and R
2 reveal both good and bad linear model
ﬁts. R2 gives a better ﬁt to the linear model than R20 at nine sites.
95% conﬁdence intervals shows a signiﬁcantly negative trend at six
sites.
In order to assess our empirical gravity rates, a modeled grav-
ity rate, g˙M , was computed using height rates of change h˙ from a
recent empirical absolute land uplift model (given in ITRF2008) of
the NMA, based on a combination of GNSS and leveling (O. Vestøl,
personal communication, 2015), together with a recent modeled
relation between gravity and height rates of change
(
g˙/h˙
)
M
of
−0.163 Gal mm−1 for GIA (Olsson et al., 2015) (Table 5). It is
generally challenging to quantify the uncertainty of
(
g˙/h˙
)
M
, as it
incorporates uncertainties of both the ice and Earth models used.
However, Olsson et al. (2015) computed
(
g˙/h˙
)
M
for Fennoscan-
dia using six Earth models with varying upper mantle viscosities
(their Table 3), giving a maximum difference of 0.008 Gal mm−1.
We adopted this model spread multiplied by two as an uncer-
tainty estimate for
(
g˙/h˙
)
M
, yielding 0.016 Gal mm−1 (H. Steffen,
personal communication, 2016). The uncertainties of h˙ were deter-
mined as a sum of the observation error and systematic errors due
to origin drift along the three directions (0.5 mm  yr−1) and scale
error (0.3 mm yr−1) of the reference frame (Collilieux et al., 2014).
In turn, the uncertainties of g˙M were computed by formal error
propagation.
Considering g˙M as a “true” reference, g˙ indicates that g˙ per-
forms better than g˙0 at nine gravity sites. For the remaining sites,
the reﬁned gravity corrections give no signiﬁcant improvement or
even degrade the trend. We  note that these results are similar to the
results of Gitlein (2009), where reﬁned ATM corrections were esti-
mated and found to improve the gravity rates at 6 out of 11 sites,
with no observed improvement on average. We also note that in
some cases, although the linear model ﬁt degrades, the rate itself
is improved.
Similar conclusions can be drawn from Fig. 6, which shows the
linear gravity rates g˙0, g˙,  and g˙M for all gravity sites. With the excep-
tion of HONC and TROM, the observed gravity rates are larger than
the modeled ones, particularly BODA, KAUT, and TRDA.
Combining linear rates of change in gravity and height gives a
convenient means for interpreting the physical processes underly-
ing vertical crustal deformation, and is the only way to distinguish a
gravity change due to vertical deformation from gravity change due
to mass redistribution (de Linage et al., 2007). The relation between
gravity and height rates of change due to GIA in Fennoscandia
has been subject to extensive research, and the proportionality
constant between gravity and height rates of change determined
within the range of −0.154 to −0.217 Gal mm−1 (e.g.,Wahr et al.,
1995; Ekman and Mäkinen, 1996; Gitlein, 2009; Pettersen, 2011;
Olsson et al., 2015).
Based on the results presented in Fig. 6, we  formed a subset of
reliable rates, where a reliable rate is deﬁned as within the uncer-
tainty of g˙M . In other words, an agreement of g˙0 or g˙ with g˙M gives us
conﬁdence in that the empirical rates mainly reﬂect GIA. The sub-
set contains empirical gravity rates from 10 sites, namely BODB,
HONN, HONA, HONB, KOL1, STVA, TRYB, TRYC, ALES, and NMBU.
These rates have been used for the following comparison of gravity
and height rates of change.
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Lig. 5. Variation of mean ATM and GH effect at NMBU 2004–2009, as computed wi
utput up to this time step only.
Fig. 6 and Table 5 reveal a considerable variation in the uncer-
ainties of the empirical gravity rates, suggesting a weighted linear
egression (WLR) approach for the estimation of gravity versus
eight rates of change. It is not possible to derive uncertainties for
he gravity rates at HONA and KOL1, as they are based on two  obser-
ations only. We  approximated these uncertainties by plugging an
verage of both campaign uncertainties (tot) as well as their time
pan into Eq. (1). This gives uncertainties of g˙ ≈ 0.5 Gal yr−1 and
g˙ ≈ 1.7 Gal yr−1 for HONA and KOL1, respectively. Eq. (1) must
e taken as a rough uncertainty estimate when only two observa-
ions are used, and we consider the uncertainty estimate of KOL1
nrealistically large. Therefore, we decided to use both OLR and
LR  approaches.
able 5
inear rates of change in gravity and height.
Code g˙0 R20 g˙ R
2
(Gal yr−1) (Gal yr−1) 
ANDO −1.13 ± 0.38 74.2 −0.91 ± 0.44 58.7 
BODB  −1.06 ± 0.63 59.0 −1.18 ± 0.62 64.4 
BODA  −2.28 ± 0.39 94.6 −2.31 ± 0.44 93.3 
HAMM  −1.44 −1.61 
HONN  −0.38 ± 1.04 4.2 −0.57 ± 0.57 24.7 
HONA  −0.82 −0.88 
HONB  −0.93 ± 0.09 98.2 −1.02 ± 0.13 96.8 
HONC  −0.15 ± 0.27 2.9 −0.24 ± 0.27 7.3 
JON2  −0.80 −0.65 
KAUT  −2.16 ± 0.38 91.7 −2.43 ± 0.39 92.6 
KOL1  −0.38 −0.12 
KOL2  −0.93 −0.75 
STVA  −0.42 ± 0.24 37.6 −0.53 ± 0.23 50.7 
TROM  −0.08 ± 0.19 2.8 −0.12 ± 0.18 6.3 
TRDA  −1.84 ± 0.24 87.9 −1.82 ± 0.22 89.3 
TRYB  −1.32 ± 0.27 82.4 −1.39 ± 0.24 87.2 
TRYC  −1.05 ± 0.08 91.5 −1.06 ± 0.07 93.3 
VAGA  −0.86 ± 0.11 96.7 −0.81 ± 0.22 86.6 
ALES  −0.29 ± 0.14 60.7 −0.01 ± 0.31 0.0 
NMBU  −0.55 ± 0.24 39.1 −0.58 ± 0.29 33.1 
a Lower (L) and upper (U) limits of the 95% conﬁdence interval for g˙.
b Change of g˙ with respect to g˙0.
c From the NMA  empirical land uplift model, given in ITRF2008.lobe. The mean value at a given time step is computed cumulatively, using mGlobe
Fig. 7 shows gravity versus height rates of change using
the standard gravity rates g˙0, which yields a WLR  of g˙0 =
−0.135 (±0.100) − 0.142h˙ (±0.018) Gal yr−1 and an OLR of g˙0 =
−0.175 (±0.137) − 0.143h˙ (±0.032) Gal yr−1. Using g˙,  Fig. 8
shows a WLR  of g˙ = −0.210 (±0.183) − 0.133h˙ (±0.030) Gal yr−1
and an OLR of g˙ = −0.097 (±0.196) − 0.167h˙ (±0.045) Gal yr−1.
We ﬁrst note that WLR  and OLR based on g˙0 are quite similar,
while WLR  and OLR based on g˙ differ considerably. Considering
the constant terms and their relatively large uncertainties, only
OLR based on g˙ is statistically equal to zero. The regression slopes
based on OLR (
(
g˙/h˙
)
0
= −0.143 (±0.032) Gal mm−1,
(
g˙/h˙
)
=
−0.167(±0.045) Gal mm−1) and WLR  (
(
g˙/h˙
)
0
= −0.142 (±0.018)
Gal mm−1,
(
g˙/h˙
)
= −0.133 (±0.030) Gal mm−1) are all in
CIg˙ [L U]a g˙M g˙b h˙c
(Gal yr−1) (Gal yr−1) (%) (mm  yr−1)
[−2.32 0.49] −0.24 ± 0.11 19.5 1.47 ± 0.63
[−3.46 1.49] −0.55 ± 0.12 −11.0 3.35 ± 0.62
[−4.19 − 0.43] −0.54 ± 0.12 1.4 3.33 ± 0.62
−0.37 ± 0.11 11.9 2.26 ± 0.66
[−2.39 1.26] −0.31 ± 0.11 −49.9 1.93 ± 0.67
−0.82 ± 0.13 −7.3 5.04 ± 0.62
[−1.58 − 0.45] −0.83 ± 0.13 −9.4 5.09 ± 0.62
[−0.84 0.36] −0.82 ± 0.13 −62.8 5.01 ± 0.62
−0.33 ± 0.11 19.1 2.03 ± 0.61
[−3.68 − 1.17] −0.79 ± 0.13 −12.2 4.84 ± 0.63
−0.25 ± 0.11 67.8 1.54 ± 0.63
−0.25 ± 0.11 19.7 1.54 ± 0.63
[−1.13 0.07] −0.22 ± 0.10 −27.6 1.32 ± 0.61
[−0.57 0.33] −0.42 ± 0.11 −50.0 2.59 ± 0.62
[−2.33 − 1.31] −0.70 ± 0.12 1.1 4.28 ± 0.61
[−2.01 − 0.78] −1.10 ± 0.15 −4.8 6.74 ± 0.62
[−1.22 − 0.90] −1.10 ± 0.15 −1.0 6.74 ± 0.62
[−1.77 0.16] −0.33 ± 0.11 5.7 2.03 ± 0.61
[−0.99 0.97] −0.26 ± 0.10 96.3 1.60 ± 0.62
[−1.26 0.09] −0.77 ± 0.13 −5.5 4.74 ± 0.61
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Fig. 6. Linear rates of change in gravity. g˙0 and g˙ are empirical linear gravity rates based on standard and reﬁned gravity corrections, respectively. g˙M are modeled rates using
a  recent empirical land uplift model together with a theoretical relation between the gravity and height rate of change for GIA.
Fig. 7. Gravity versus height rates of change based on standard gravity rates g˙0.
Height rates given in ITRF2008. The white diamonds denote the gravity site, with
vertical (gravity) and horizontal (height) error bars reﬂecting the respective uncer-
tainties. The solid orange line shows the WLR, with the dark gray area showing its
9
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w5% conﬁdence interval. The solid blue line shows the OLR, with the light gray area
howing its 95% conﬁdence interval. (For interpretation of the references to colour
n  this ﬁgure legend, the reader is referred to the web version of this article.)
greement with
(
g˙/h˙
)
M
and the reported range. However, in gen-
ral, g˙ gives a more uncertain regression than g˙0.
. Discussion
There are limitations in our reﬁned modeling of ATM and GH
ravitational effects. We  expect an ATM modeling inaccuracy due
o using the coarse orography rather than a DEM in the local zone. In
urn, the residual effect needs in-situ pressure observations which
ere not available for all campaigns, further limiting the accuracy.Fig. 8. Same as Fig. 7, but based on reﬁned gravity rates g˙.
For the GH effect, an obvious limitation is that the local zone is
completely left out, when it is predominantely the local hydrology
in the local zone which is expected to impact on the observa-
tions (e.g., Virtanen et al., 2006; Leirião et al., 2009). Further, as
GLDAS/NOAH explicitly does not include the effect of groundwa-
ter variations, these have not been considered neither globally nor
locally. Groundwater variations may  lead to gravity changes in the
order of ∼6–7 Gal depending on local topography and ground
porosity (Breili and Pettersen, 2009), and may  dominate our con-
sidered effects.
Regressions based on two  gravity campaigns only, i.e., HAMM,
HONA, JON2, KOL1 and KOL2 are inherently uncertain, and although
HONA and KOL1 present reasonable trends, they are obviously not
in agreement with the needed number of observations as pre-
scribed by Eq. (1). Because of the larger gravity rate uncertainties
at HONA and KOL1, the WLR  is similar to a linear regression where
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oth are left out. Thus, the WLR  underlines the difﬁculty of using
hese rates.
Fig. 1 shows that the majority of the Norwegian AG sites are
ocated along the coast, relatively close to the zero-line of present
IA-induced rebound in Fennoscandia. Consequently, at these sites,
he signal we aim to describe (GIA) is weak, and other site-speciﬁc
nmodeled processes or observation noise may  dominate the rates.
Although the main component of vertical land movement
n Fennoscandia is GIA, smaller elastic processes (present-day
hanges due to, e.g., local tectonics or melting glaciers) may  also
ive rise to vertical deformations. For example, by observing a misﬁt
etween observed uplift (using tide gauges, leveling, GPS, and grav-
ty) and a GIA model, Fjeldskaar et al. (2000) found a weak tectonic
plift in the order of ∼1 mm yr−1 in addition to the uplift due to GIA
n large parts of Norway. Other results conﬁrm this misﬁt between
IA model and observations in the Norwegian area between 65◦N
nd 68◦N (e.g., Olesen et al., 2013; Kierulf et al., 2014), suggest-
ng that this area might not be primarily affected by GIA, but other
eophysical processes. Therefore, the Norwegian data set alone is
nsufﬁcient for extensive GIA modeling in Fennoscandia, a topic
hich is left to the NKG joint analysis on postglacial gravity change,
onsidering observations in the entire region.
Bearing the above considerations in mind, we return to our
ssessment of the reﬁned gravitational corrections (Section 3). Here
e consider a reliable secular gravity trend as one in agreement
ith g˙M , i.e., a GIA model. Thus, if the rate at a gravity site agrees
ell with g˙M it is reasonable to believe that the vertical displace-
ent of that site is dominated by GIA. For almost all gravity rates
f the reliable subset chosen in Section 3, g˙0 agrees more with g˙M
han does g˙.  In other words, the reﬁned gravitational corrections
o not offer an improvement of the reliable rates, which might be
xpected, as the reﬁned corrections mainly impact gravity sites that
re not dominated by GIA. At sites that are still affected by resid-
al signals caused by other geophysical processes than GIA, reﬁned
nd additional modeling is needed. Exceptions are TRYC and NMBU;
owever, at these sites g˙0 and g˙ are quite similar.
Consequently, g˙M might not be the optimal choice for assessing
he reﬁned corrections, as an agreement with g˙M occurs at sites
here GIA already is the dominant signal. At sites where g˙ and
˙ 0 depart from g˙M (e.g., ANDO, BODA, HAMM,  KAUT, and TRDA),
he signal is possibly dominated by other processes (e.g., tecton-
cs, groundwater). Heck and Mälzer (1983) investigate
(
g˙/h˙
)
for
ectonic processes using leveled heights and relative gravimetry,
iving a linear regression of ∼−1.5 Gal mm−1. Thus, if we  consider
 tectonic uplift of ∼1 mm yr−1, the resulting gravity change could
e 1 − 2 Gal yr−1. Furthermore, de Linage et al. (2009) explore the
ariability of
(
g˙/h˙
)
due to different surface loads, and report that
g˙/h˙
)
is quite sensitive to local masses, where smaller surface load
izes give larger absolute values of
(
g˙/h˙
)
. For example, they give
 mean ratio of ∼−0.87 Gal mm−1 over continents due to hydro-
ogical loading.
We stress, however, that it remains to be veriﬁed whether the
bserved deviations from g˙M are due to the geophysical processes
iscussed herein. In addition to other geophysical processes, the
isﬁt between GIA model and observations may  be explained by
rrors in the GIA model or observation errors (GNSS, leveling, and
G).
The stability and accuracy of AG meters are usually assessed
y AG intercomparisons, which have shown systematic biases
etween different instruments. Pettersen et al. (2010) computed
ravity differences for two  instruments measuring simultaneously
t a site using a suite of gravimeters used in Fennoscandia
003–2006, and obtained an rms  error of ±3 Gal. The European
omparison of Absolute Gravimeters (ECAG) in 2007 (Francis et al.,
010) showed an agreement of ±2 Gal between 20 instruments,ynamics 102 (2016) 83–94
while ECAG 2011 showed an agreement of ±3.1 Gal between 22
instruments (Francis et al., 2013). The ﬁrst North American compar-
ison of 9 gravimeters showed an agreement of ±1.6 Gal (Schmerge
et al., 2012). While differences that are larger than the observation
uncertainties may  indicate a possible systematic error, it is uncer-
tain to which extent these differences are reproducible or stable in
time. Consequently we did not consider applying an instrumental
offset to our data set.
5. Conclusions
We  have compiled and analyzed all Norwegian FG5 AG obser-
vations from the 1993–2014 period, with an aim of exploring the
applicability of these data for GIA studies. Raw observations have
been reprocessed using a common scheme, ensuring consistency
with respect to model and setup parameters. Adopted observations
by other instruments or agencies have been carefully incorporated
in the data set, with updated uncertainties.
To improve the separation of the different gravity rate sig-
nal contributors, we have investigated whether it is possible to
improve the corrections for geophysical processes other than GIA.
Using a suite of GOT models, we have compared standard OTL cor-
rections with results from a web service and an in-house software
incorporating the higher-resolution coastline N50 as well as tide-
gauge observations. Furthermore, we have tested the novel mGlobe
tool for the computation of ATM and GH effects. Reﬁned OTL, NTL,
ATM, and GH corrections have all been applied to the standard
gravity values to form reﬁned gravity values.
Secular gravity trends based on both standard and reﬁned
corrections have been computed. These, in turn, have been com-
pared with modeled rates based on a recent empirical land uplift
model and theoretical relation between the gravity and height
rate of change for GIA. The reﬁned gravity rates mainly impact
sites where GIA is not the dominant signal. This suggests that a
reﬁned modeling is meaningful at sites that are still affected by var-
ious unmodeled or insufﬁciently modeled effects. Compared to the
modeled gravity rates, the reﬁned gravity rates agree better than
standard rates at 9 out of 20 sites. This reveals the need for further
improvement of the reﬁned corrections as well as the consideration
of remaining unmodeled effects. We  have not considered the effect
of local hydrology in this work. Although seasonal variations will
have less of an impact on the rates with time, we  conclude it should
be taken into account if possible (e.g., by monitoring groundwater
variations).
Based on a subset of gravity trends mainly reﬂect-
ing GIA, we have computed empirical estimates of the
ratio between gravity and height rates of change using
both standard and reﬁned gravity corrections. The WLR
gives g˙0 = −0.135 (±0.100) − 0.142h˙ (±0.018) Gal yr−1 and
g˙ = −0.210 (±0.183) − 0.133h˙ (±0.030) Gal yr−1, respectively.
The OLR gives g˙0 = −0.175 (±0.137) − 0.143h˙ (±0.032) Gal yr−1
and g˙ = −0.097 (±0.196) − 0.167h˙ (±0.045) Gal yr−1, respec-
tively. The regression slopes are within −0.133 (±0.030) to
−0.167 (±0.045) Gal mm−1, in agreement with previous empir-
ical and theoretical estimates. Therefore, this subset of the
Norwegian data may  well be embedded in the planned NKG joint
analysis on postglacial gravity change, which will consider data
from the entire region. We  expect the subset to be augmented
with additional sites in the future, as they become suitable for GIA
studies through improved corrections for remaining geophysical
effects and/or additional observations.Finally, the WLR  reveals the challenge of incorporating gravity
rates that are based on few observations, emphasizing the need for
extending the gravity time series. Both past and future observa-
tion of the AG reference frame in Norway is dependent on funding
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nd operator availability. Consequently, the sampling interval and
umber of observations at each gravity site is variable. Some of
he longer time series rely on quite few observations. We  therefore
onclude that although the Norwegian AG data set should be appli-
able for further studies, extending the observation time series is
ecisive for improving the gravity rates, and is expected to reveal
ew and beneﬁcial information at all gravity sites.
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