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INTRODUCTION
Understanding the disparity between the current (as-is) and past states of several aging large-scale infrastructures such as bridges is a priority to administrators in performing their long-term maintenance activities. Nevertheless, current maintenance tasks based on the inspection of documents may not capture deformed regions, leading to poor outcomes.
Structure from motion (SfM) and multi-view stereo (MVS) are probably potential solution methods for addressing the maintenance problem mentioned above. These technologies generate a three-dimensional (3D) as-is model with rich textures of real-world objects from a set of overlapped images. Figure 1 describes the SfM/MVS process. First, the SfM generates a 3D sparse point clouds and camera poses. Second, the MVS generates the dense point clouds or textured mesh model of realworld objects.
However, it is challenging to pre-estimate the optimal camera poses to obtain a high-quality final model in this conventional process. Depending on manually selected camera poses and the number of images, the final dense point clouds or textured mesh model (hereafter called final dense model) may include degraded regions (e.g., unwanted holes or irregularities), and they cannot be used for maintenance activities. Moreover, an MVS process consumes an enormous amount of the processing time (e.g., five days by 1,400 photographs).
Therefore, the final goal of this study is to develop the next-best view planning method in SfM/MVS for high-quality and efficient 3D as-is model reconstruction targeted at objects with rich textured surfaces (e.g., concrete surfaces, soils, to mention a few). To achieve this aim, the purpose of this paper is to develop predictors to estimate the geometric quality of a final dense model which would be generated from MVS and to automatically select the low-quality regions where additional images should be taken in the next shooting at the earliest possible stage of the SfM/MVS pipeline. As Figure 1 shows, the proposed method can estimate the quality of dense points or textured models without performing MVS. To predict the quality, as shown in Figure 1 , we utilize sparse point clouds and camera poses obtained from an SfM whose processing time is much shorter than that of MVS. Moreover, our prediction does not require any a priori knowledge on the object to be modeled. Besides, in this paper, we discuss the correlation between the predictors and the final dense point quality. Several view planning methods for the SfM/MVS have been introduced, including (Hoppe 12) , (Hepp, 17) , (Jing, 16) , (Schmid 12) , (Martin 16) , and (Roberts, 17) ; all of which require a priori knowledge of rough 3D models, whose generation significantly reduce efficiency as they need to be constructed in advance via the preliminary process of the SfM/MVS, twodimensional map, or a digital elevation model. Moreover, even if time-consuming MVS process was performed for rough the 3D models, it is not guaranteed that a view planning based on these models estimates the optimal camera pose.
QUALITY PREDICTORS EVALUATION
As Figure 1 shows, the proposed method initially performs SfM for the overlapped image sets, and generates 3D sparse point clouds and camera poses , each of which is expressed as 〈 , 〉, where ∈ denotes a projection center of a camera (i.e., a camera position) and ∈ is the Euler angles of a camera axis direction. From the set of the 3D sparse points and camera poses, the method then generates an approximated triangular mesh model, and the quality predictors for the final dense model are evaluated on the approximated model using SfM results. Finally, low-quality regions where the corresponding geometry degradation on the final dense model is more likely to be apparent are selected automatically using the approximated model by solving an optimization problem.
Approximated triangular mesh model generation
To this end, first, we generate an approximated triangular mesh model to test the 3D visibility between the sparse points and the camera positions and to predict quality measures of the 3D geometry of the final dense model. The model generation is based on a method introduced by (Labatut, 2007) ; however, we simplified their method in order to improve efficiency.
As Figure 2 shows, our method begins with Delaunay triangulation of the sparse point clouds to generate a set of tetrahedra , followed by an intersection test between every tetrahedron and a set of rays starting from a j-th camera position to a i-th visible sparse point position . Here, tetrahedra intersecting with the ray were deleted; thus, we obtain an approximated triangular mesh model that roughly represents the object to be modeled.
Quality predictor estimation
Second, we evaluate the quality predictors of the geometry of a final dense model from a set of sparse points and camera poses obtained by the SfM and approximated triangular mesh model M. The predictors estimate how poorly a local region geometry close to a sparse point would be reconstructed in a final dense model by MVS. The basic concept of the predictors was first proposed by (Mauro, 2014) ; however, we recently introduced two predictors to improve effectiveness and efficiency in quality prediction.
The quality predictors are calculated at each sparse point ∈ on the approximated triangular mesh model . Before estimating the predictors, we normalize the size of the approximated mesh model to produce an average distance , equal to 1, among the nearest neighbor points on the mesh model. As Figure 3 shows, six quality predictors [(1)-(4) (Mauro, 2014) and (5)- (6) (proposed in this paper)] are evaluated at a sparse point , and their values are assigned to :
(1) Density
The quality of the final dense model is likely to degrade on the region where the sparse point density is low. Therefore, we evaluated as density (see Eq.
(1) below) the number of neighboring sparse points around a sparse point within a specified radius.
where denotes a neighbor radius for the density evaluation of the sparse points specified by the user, and , the distance between sparse points and .
(2) Uncertainty The depth accuracy of a dense point obtained by the stereomatching in the MVS process decrease when the angle between two different rays and , directed from a camera position and toward a sparse point , becomes too small. Therefore, the maximum angle among all pairs of rays is evaluated by the following equation (Eq. (2)) below as Uncertainty :
(3) 2D-saliency If a local region around the pixel on an image j to which a sparse point is re-projected is poorly textured, the stereomatching in the MVS tends to fail. Therefore, we evaluate the average image gradient at the re-projected pixel as 2D-saliency by the following equation (Eq. (3)) below: where denotes the set of pixels in a squared region centered at the pixel on the image where a sparse point is re-projected onto , a set of images from which the sparse point can be seen, and ∇ the image intensity gradient centered at a pixel .
(4) 3D-saliency
If the local surface of an object to be modeled has a more complex geometry, more images are needed to reconstruct it. Hence, we estimate the geometric complexity of the final dense model from the Difference of Normals (DoN) (Ioannou, 2012) as a 3D-saliency at a sparse point. The DoN at is defined by Eq. (4) as the difference of the normal for different neighbor radii:
,
where is the unit normal vector at a sparse point which is calculated by the principal component analysis for the local-neighbor sparse point set included in a sphere of a radius centered at .
(5) Frontality
The geometry reproducibility of the final dense model tends to decrease as further apart the images are taken from the right in front of the object surface. We evaluate the geometry as an averaged incident angle between a surface normal vector at a sparse point on , and a ray vector from a camera pose to and express it as a frontality defined by the Eq. (5) below:
(6) Reliability The reliability of the geometry estimation diminishes as the number of visible cameras | | supporting a sparse point decreases. Therefore, it is evaluated by Eq. (6) below as reliability :
Calculation of Geometry degradation value
To calculate the geometry degradation value, first, we convert each of the six quality predictors given by Eqs.
(1)-(6) to normalized energy ∈ 0,1 by using the following logistic function:
where, denotes the average of , the standard deviation of , and , 1/ 1 exp . Then, the six energy values are aggregated by taking an average to denote a geometry degradation indicator at a sparse point as using Eq. (8) below:
.
Therefore, a region with high-energy on the approximated triangular mesh model indicates that there is more possibility of degrading the geometry around a local region close to the sparse point on the final dense model and that additional images are required to adequately reconstruct the 3D geometries around the region.
LOW-QUALITY REGION SELECTION
After finding the quality predictors and geometry degradation indicator, there is a need to improve the estimated low-quality regions by taking additional images efficiently. In the additional image capture, it is desirable that an image should be taken to include as large low-quality regions as possible. To completely determine the best pose of additional image capture, both of camera position and shooting target point which is an intersection between the optical axis of the camera and the surface of the approximated triangular mesh model must be specified. Between the two, the shooting target point affects more the best new image capture pose. Therefore, in this research, we develop the following algorithm to automatically select the best shooting target point for the next additional image acquisition by solving an optimization problem based on the estimated geometry degradation indicator.
First, we assign a sparse point ∈ a weight equal to its geometry degradation indicator value . Then, from the of a target point ∈ and the other sparse points included in a local region adjacent to on , we predict the degree of geometric degradation of the region adjacent to on the final dense model, and we select images which preferentially capture those regions with a higher degree of geometric degradation.
In the algorithm, these shooting target points are selected from sparse point clouds as a solution of the following optimization problem defined by Eqs. (9)- (12) 
( 1 2 ) ∈ 0,1 ∀ ∈ ∈ 0,1 ∀ ∈ where, the indicator variables and represent 1 if a sparse point is adapted as the target point, 0 if is not adapted as a target point.
(13)
1 if a sparse point is covered as neighbor points of a target point , 0 if is not covered as neighbor points of .
( 1 4 ) The binary parameter of Eq. (10) shows whether a sparse point must be included in the neighbor points of a target point or not when is selected as a target point, and is defined as follows:
1 if sparse points and satisfy the following neighborhood conditions 1 and 2 below, 0 otherwise.
( 1 5 ) The neighborhood selection conditions 1) and 2) are respectively defined as the following:  Condition 1): As Figure 4 (a) shows, the condition holds if a sparse point is adjacent to on and the edge length between points and is less than or equal to the threshold . This condition implies that the geometry degradation indicators of the adjacent points from the adjacent point candidates should be removed when the distances from them to are significantly longer. Here, we derive the threshold as 3 , where denotes the average and the standard deviation of all edge lengths on .
On the other hand, the condition 2) consists either of the condition 2a) that uses the topological connectivity of the approximated triangular mesh model, or the condition 2b) that employs a field of view (FOV) similar to that of the existing camera. shows, this condition holds if the distance from a target point to the neighbor point is shorter than or equal to the half of the average FOV height (ℎ ) of the existing cameras. For this selection, we first calculate the average distance from a camera position to its visible sparse points. Then, the average distance ̅ for all of all the cameras is evaluated, and the height ℎ of the average FOV is calculated from a focal length and a sensor size by ℎ ̅ / . The condition 2b) holds if the point exists within the sphere centered at the target point with the radius ℎ /2, and the point and are connected topologically on .
The objective function of Eq. (9) describes the average value of the geometry degradation indicators at the target point and its selected neighbor points that satisfies condition 1) and 2). The constraint condition of Eq. (10) implies that there must be at least one shooting target point which can cover a sparse point so that the point is covered as the neighbor point of . Furthermore, Eq. (11) indicates that images are added at a time in the next additional shooting.
In this paper, the approximately optimum solution of the optimization problem (9)- (12) is obtained by the greedy algorithm, and near-optimum target points for the next additional image shooting are determined.
EXPERIMENTS
We applied the proposed method to SfM/MVS reconstruction from the image set of a concrete bridge column and construction site. A few tens of initial input images were manually selected from the original image set of the target object which includes a few hundred images. From this initial input images, the proposed method automatically recommended a couple of shooting target points for the next additional images. Then, based on the target points, we manually selected an additional image from the original image set so that it includes as many as possible of the recommended shooting target points and used them for MVS process in addition to the initial input images. Finally, we evaluated how the additional images improved the geometric quality of the final dense mesh model generated from MVS.
Reinforced concrete bridge column
We employed the proposed quality prediction and low-quality region selection method on the image set obtained from reinforced concrete (RC) bridge column 7.0 1.9 5.0 . The original image set included 110 photos. First, we manually selected 33 initial images from the original set and used a commercial SfM/MVS software (ContextCapture, Bentley Co. Ltd.) to generate sparse point clouds and camera poses. Furthermore, using the software, we predicted the quality of the final textured mesh model, selected a few low-quality regions on the approximated triangular mesh model, and obtained first, second, and third-best shooting target points corresponding to the low-quality regions. Next, we selected an image from the initial image set so that it includes as many as possible of the shooting target points and added it to the original image set. Finally, we compared the geometric quality between the final textured mesh model generated from the initial image set and that from the image set consisting of the initial and additional images. Figure 5 shows the camera poses and sparse point clouds generated by SfM. The sparse point clouds included 12,070 points. Figure 6 shows the approximated triangular mesh model generated from the sparse point clouds, and Figure 7 shows the distribution of the geometry degradation indicator constructed from the 33 initial images in the case that the neighbor radius 10 and 20 . As Figure 7 shows, the degradation indicator significantly decreased on the region bounded in the rectangles, and it suggested that the local geometries of the final textured mesh model corresponding to these regions would be low-quality in the approximated triangular mesh.
We specified the number of the additional shooting target points (additional images) at a time as 3. Figure 8(a)-(d) show the automatically-selected three low-quality regions using condition 2a); the -ring setting for 1, 2, and 3, and condition 2b); the average FOV height, respectively. It was found that the geometry degradation indicator around the selected target points is higher compared to those obtained in other regions; hence, the optimization algorithm correctly selected the low-quality regions. Moreover, as Figure 9 (a) shows, the final textured mesh model generated from MVS lacked a major portion corresponding to the estimated low-quality regions.
Based on the recommended shooting target points shown in Figure 8 (c), we manually selected an additional image from the initial image set so that it includes as many as possible of the first, second, and third-best shooting target points. Figures 10 and 9(b) show the selected additional image and the generated final textured mesh model respectively. It was clearly shown that, even when only one image was added to the image set, the geometry of the final textured mesh model was considerably improved. Therefore, based on the SfM results, we confirmed that the proposed quality prediction and low-quality region selection method is effective for estimating and improving the geometric qualities of a final dense model. For 33 images in the initial image set, the processing time of the approximated triangular mesh model generation took 3.6 s, quality predictor estimation 14.1 s, the selection of the three lowquality regions 0.7 s (condition 2a), and 2.4 min (condition 2b), SfM 71 s, and MVS 22 min. Therefore, the proposed method allows for much shorter quality estimation time of the final dense model than the MVS process.
Construction site
The proposed method was also applied to the image set of a construction site 50 30 consisting of about 600 images. Similar to the previous experiment, we manually selected 15 initial images from the original image set. As Figure 11 shows, the sparse point clouds and camera poses were generated from SfM. The sparse point clouds include 893 points. Figure 12 shows the approximated triangular mesh model and the estimated geometry degradation indicator value. Figures 13(a) and (b) show the low-quality region selection results when using the -ring 3 of the condition 2a) and the average FOV height of the condition 2b), respectively. It was found that regardless of the conditions, the geometry degradation indicator value increases in the selected region on . Indeed, as Figure  14 (a) shows, by using the initial image set only, the final textured mesh model was imperfectly generated and included many holes on the regions corresponding to those with high geometry degradation indicator value. Furthermore, as Figure 15 shows, we selected and added an image which includes the second-best shooting target point (No. 2) among the three estimated as lowquality regions in Figure 13 (a). Figure 14(b) shows the final textured mesh model obtained by MVS. By adding only one image, the holes that originally appeared in the mesh model decreased and the reconstructed region significantly increased.
In applying 15 images in the initial image set, the processing time of the approximate triangular mesh model generation took 0.17 s, quality predictor estimation 3.5 s, the selection of the three lowquality region 0.07s (condition 2a) and 0.4 s (condition 2b), SfM 33 s, and MVS 10 min. Therefore, the proposed method could verify the quality of the final textured mesh model much shorter than the MVS process.
CONCLUSIONS
In this paper, a method for predicting the quality of the final dense model generated by SfM and MVS process was proposed to realize a high-quality and efficient as-is model reconstruction. Our algorithm was applied to an image set of a concrete bridge column under six quality predictors, and we found that these estimate the geometric quality of the final dense point clouds or textured mesh models. We also proposed a method to automatically select the low-quality regions using an optimization problem based on the quality predictors. Experimental results revealed that the region geometry which had been estimated as low-quality one is eventually improved after the image enclosing the low-quality region was added. Besides, the estimation processing period via SfM was significantly shorter than through MVS.
Regarding future research, we will extend the proposed method to automatically select the next-best camera position where the selected low-quality regions can be efficiently covered while respecting the surface sampling distance constraints. Application of a similar technique to image selection will also be considered. Preliminary image segmentation based on machine learning to eliminate background portion in the original image set will also be considered to make the quality prediction more precise.
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