We extend a previous bispectrum analysis of the Cosmic Microwave Background temperature anisotropy, allowing for the presence of correlations between different angular scales. We find a strong non-Gaussian signal in the "inter-scale" components of the bispectrum: their observed values concentrate close to zero instead of displaying the scatter expected from Gaussian maps. This signal is present over the range of multipoles ℓ = 6 − 18, in contrast with previous detections. We attempt to attribute this effect to galactic foreground contamination, pixelization effects, possible anomalies in the noise, documented systematic errors studied by the COBE team, and the effect of assumptions used in our Monte Carlo simulations. Within this class of systematic errors the confidence level for rejecting Gaussianity varies between 97% and 99.8%.
Introduction
In a recent Letter Ferreira, Magueijo & Górski (1998) found strong evidence for nonGaussianity in the anisotropy of the Cosmic Microwave Background (CMB) temperature. This detection was followed by similar claims from Novikov, Feldman and Shandarin (1998) and Pando, Valls-Gabaud & Fang (1998) , and caused considerable consternation among theorists (see Kamionkowski and Jaffe 1998 for a discussion). These three groups employed very different statistical tools, but used the same dataset -the COBE-DMR 4 year maps. Recent work by Bromley & Tegmark 1999 confirmed these measurements, but Banday, Zaroubi & Górski 99 cast doubts upon the cosmological origin of the observed signals. We clearly do not fully understand some of the less conspicuous systematic errors associated with DMR maps. We feel that the origin of the observed non-Gaussian features will probably not be conclusively identified before an independent all-sky dataset becomes available.
In this Letter we revisit and complete the analysis of Ferreira, Magueijo & Górski (1998) . In that work the possibility of departures from Gaussianity was examined in terms of the bispectrum.
Given a full-sky map, ∆T T (n), this may be expanded into Spherical Harmonic functions:
and apply equations 2 and 3. The observed J 3 ℓ are to be compared with their distribution P (J 3 ℓ )
as inferred from Monte Carlo simulations in which Gaussian maps are subject to DMR noise and galactic cut. In simulating DMR noise we take into account the full noise covariance matrix, as described in Lineweaver et al 1994. This includes correlations between pixels 60 • degrees apart.
The results are displayed in Fig. 1 . Leaving aside the deviant J 3 4 , it is blatantly obvious that the observed J 3 ℓ do not exhibit the scatter around zero implied by P (J 3 ℓ ) in the range of scales ℓ = 6 − 18. This may be mathematically formalized by means of a goodness of fit statistic, such as the "chi squared":
where the constants β ℓ are defined so that for each term of the sum X 2 ℓ = 1. As explained in Ferreira, Magueijo & Górski (1998) this quantity reduces to the usual chi squared when the distributions P are Gaussian. When P is not Gaussian, X 2 goes to infinite where P goes to zero, reaches a minimum (usually around zero) at the peak of P , and has average 1. Hence X 2 does for a non-Gaussian P what the usual chi squared does for a Gaussian P . A good fit is represented by X 2 ≈ 1. If X 2 ≫ 1 the data is plagued by deviants, that is observations far in the tail of the theoretical distribution. If X 2 ≪ 1 the observations fail to exhibit the scatter predicted by the theory, concentrating uncannily on the peak of the distribution. Both cases present grounds for rejecting the hypothesis embodied in P (J 3 ℓ ), in our case Gaussianity.
We find X 2 = 0.14 and X 2 = 0.22 for data in galactic and ecliptic pixelization, respectively.
To quantify the confidence level for rejecting Gaussianity we determine the distribution of X 2 , F (X 2 ), making use of further Monte Carlo simulations. The detailed procedure shadows that described in Ferreira, Magueijo & Górski (1998) . We stress that in each realization a new sky is produced, from which a full set of J ℓ is derived, for which the X 2 is computed. The result is plotted in Fig. 2 , where we superimpose the observed X 2 and its distribution. We then compute the percentage of the population with a larger X 2 than the observed one. We find that P (X 2 > 0.14) = 0.998 (and P (X 2 > 0.22) = 0.985) for maps in galactic (ecliptic) pixelization.
The lack of scatter in the observed J 3 ℓ implies that Gaussianity may be rejected at the 99.8%
(98.5%) confidence level.
A closer analysis reveals that this signal is mainly in the 53 GHz channel (see Table 1 ), which is also the least noisy channel. However the confidence level for rejecting Gaussianity increases (from 93.2% to 99.8% in galactic pixelization) when the 53Ghz channel is combined with the 90Ghz channel. Hence the overall signal is due to both channels. The reduced confidence levels in the separate channels merely reflect a lower signal to noise ratio, and the Gaussian nature of noise.
Combining different Gaussianity tests
Woven into the above argument is a perspective on how to combine different Gaussianity tests which differs from that presented by Bromley & Tegmark 1999. In that work the authors argue that if n tests are made for a given hypothesis, and they return confidence levels for rejection {p i }, then, if p max = max{p i }, the actual confidence level for rejection is p n max .
While the above recipe is formally correct it cannot be applied when the hypothesis is Gaussianity. Let the various tests be a set of cumulants {κ i } (Stuart & Ord 1994) . Suppose that all cumulants are consistent with Gaussianity except for a single cumulant, which prompts us to reject Gaussianity with confidence level p max . Clearly the confidence level for rejecting Gaussianity is p max , since it is enough for the distribution to have a single non-Gaussian cumulant for it to be non-Gaussian.
The point is that Gaussianity cannot be regarded by itself as an hypothesis, since the corresponding alternative hypothesis includes an infinity of independent degrees of freedom involving different moments and scales. The argument of Bromley & Tegmark 1999 is correct when applied to independent tests concerning the same non-Gaussian degree of freedom, for instance independent tests related to the skewness. However it cannot be true for different tests probing independent non-Gaussian degrees of freedom, say skewness and kurtosis.
In the context of our result (which returns X 2 ≪ 1), we notice that if we were to include into the analysis the results of Ferreira, Magueijo & Górski (1998) (for which X 2 ≫ 1) we would get an average X 2 ≈ 1. Such procedure is obviously nonsensical: two wrongs don't make a right.
One should examine independent non-Gaussian features separately, in particular the I 3 ℓ and the J 3 ℓ , or two ranges of ℓ, one with X 2 ≫ 1 the other with X 2 ≪ 1. The only practical constraint is sample variance, forcing any analysis to include more than one degree of freedom so that F (X 2 ) is sufficiently peaked.
The possibility of a non-cosmological origin
Could this signal have a non-cosmological origin? The possibility of foreground contamination was considered in two ways. Firstly we subject foreground templates to the same analysis. At the observing frequencies the obvious contaminant should be foreground dust emission. The DIRBE maps (Boggess et al. 1992 ) supply us with a useful template on which we can measure the J 3 ℓ s.
We have done this for two of the lowest frequency maps, the 100 µm and the 240 µm maps. The estimate is performed in exactly the same way as for the DMR data (i.e. using the extended Galaxy cut). We performed a similar exercise with the Haslam 408Mhz (Haslam (1982)) map.
The results are presented in Table 1 . We find that the J 3 ℓ (in contrast to the I 3 ℓ used by Ferreira, Magueijo & Górski (1998) ) are capable of exposing the non-Gaussianity in these templates, even when smoothed by a 7 • beam. However none of the signatures found correlates with the DMR signal. DIRBE maps produce highly deviant J 3 ℓ , whereas all J 3 ℓ > 0 for the Haslam map.
We also considered foreground corrected maps (see Table 1 ). In these one corrects the coadded 53 and 90 Ghz maps for the DIRBE correlated emission. We studied maps made in ecliptic and galactic frames, and also another map made in the ecliptic frame but with the DIRBE correction forced to have the same coupling as determined in the galactic frame. The confidence levels for rejecting Gaussianity are 97.9%, 98.5%, and 97.1%, respectively. The signal is therefore reduced, but not erased.
Could the observed signal be due to detector noise? The DMR noise is subtly non-Gaussian, due to its anisotropy and pixel-pixel correlations (Lineweaver et al 1994) . These features were incorporated into the simulations leading to P (J 3 ℓ ). However it could just happen that the noise in the particular realization we have observed turned out to be a fluke, concentrating the observed J 3 ℓ around zero. We examined this possibility by considering difference maps (A − B)/2. If the observed effect is the result of a noise fluke, it should be exacerbated in (A − B)/2 maps, rather than in (A + B)/2 maps. As can be seen in Table 1 , one of the noise maps ((A − B)/2, 53Ghz, in ecliptic pixelization) is indeed unusually non-Gaussian -but with X 2 ≫ 1 rather than X 2 ≪ 1. This feature disappears in (A − B)/2, 53Ghz, maps made in the galactic pixelization.
The (A − B)/2, 90GHz map, in galactic pixelization, has a low X 2 but far from significant. We have subjected our J 3 ℓ analysis to this exercise. We found that X 2 from maps without a single beam sized region is very sharply peaked around the uncut value 0.14. There is a region without which X 2 = 0.22 but it is also possible to remove a region so that X 2 = 0.08. Hence the J 3 ℓ signal can never be significantly deteriorated by means of this prescription, and for this reason we believe it to be essentially a Fourier space feature.
A number of systematic error templates were also examined (Kogut et al. 1996b ). These provide estimates at the 95% confidence level of errors due to the following: the effect of instrument susceptibility to the Earth magnetic field; any unknown effects at the spacecraft spin period; errors in the calibration associated with long-term drifts, and calibration errors at the orbit and spin frequency; errors due to incorrect removal of the COBE Doppler and Earth Doppler signals; errors in correcting for emissions from the Earth, and eclipse effects; artifacts due to uncertainty in the correction for the correlation created by the low-pass filter on the lock-in amplifiers (LIA) on each radiometer; errors due to emissions from the moon, and the planets. The systematic templates display strongly non-Gaussian structures, tracing the DMR scanning patterns. We added or subtracted these templates enhanced by a factor of up to 4 to DMR maps (see Magueijo, Ferreira, and Górski 1998 for a better description of the procedure). The effect on the J 3 ℓ spectrum was always found to be small, leading to very small variations in the X 2 .
Banday, Zaroubi & Górski 99 have recently claimed that the systematic errors due to eclipse effects may be larger than previously thought. They showed how the I 3 ℓ change dramatically when estimated from maps in which data collected in the two month eclipse season has been discarded. These maps are more noisy, and the I 3 ℓ are very sensitive to noise. Indeed the I 3 ℓ are cubic statistics, with a signal to noise proportional to (Number of Observations) 3/2 , and so they are much more sensitive to noise than the power spectrum. Perhaps the variations in I 3 ℓ merely reflect a larger noise, and not a systematic effect. This possibility could be disproved if no striking variations in the I 3 ℓ were found in maps for which other two month data samples are excised. We have applied the J 3 ℓ analysis to maps without eclipse data, and found that the confidence level for rejecting Gaussianity does not drop below 99.2% (see Table 1 ). Hence the result described in this Letter appears to be robust in this respect. A more detailed description of the impact of systematics upon the I 3 ℓ and J 3 ℓ will be the subject of a comprehensive publication (Banday, Ferreira, Górski, Magueijo, & Zaroubi 99) .
We finally subject our algorithm to a number of tests. Arbitrary rotations of the coordinate system (as opposed to the pixelization scheme) affects J 3 ℓ to less than a part in 10 5 . Possible residual offsets (resulting from the removal of the monopole and dipole on the cut map) do not destroy the signal found. Finally changing the various assumptions going into Monte Carlo simulations do not affect the estimated distributions P (J 3 ℓ ). We found these distributions to be independent of the assumed shape of the power spectrum, of the exact shape of the DMR beam, or the inclusion of the pixel window function.
In summary the J 3 ℓ analysis appears to be more sensitive to shortcomings in DMR maps than the I 3 ℓ . This fact is already obvious in the differences between ecliptic and galactic pixelizations in the publicly released maps. When all possible renditions of DMR data are considered the significance level of our detection may vary between 97% and 99.8%. Therefore the various tests for systematics we have described do not leave the result unscathed, but neither do they rule In comparison with Ferreira, Magueijo & Górski (1998) the result we have described is more believable from a theoretical point of view. It spreads over a range of scales. Previous detections concentrate on a single mode. The result obtained is puzzling in that, rather than revealing the presence of deviants, it shows a perfect alignment of the observed J 3 ℓ on the top of their distribution for a Gaussian process. This is perhaps not as strange as it might seem at first: in Ferreira, Magueijo & Silk 1997 it was shown how non-Gaussianity may reveal itself not by non-zero average cumulants, but by abnormal errorbars around zero.
