T b paper studies the notion of frequency response for sampled-data systems, and explores some basic properties as well M its computational procedures. Is is seen that i) by the lifting technique the notion of frequency response can be naturally justified for sampled-data systems in spite of their timevarying characteristics, ii) it represents a frequency domain steady state behavior, iii) and it is also closely related to the original transfer function representation via an integral formula. It is shown that the computation of the frequency response can be reduced to a finite-dimensional eigenvalue problem, and some examples are presented to illustrate the results.
Introduction
The importance of the notion of frequency response for continuous-time, timeinvariant systems needs no justifick tion. It is "3 in various aspects of system performance evaluation, and still h at the center of many design methods. T h i s fact ia only reinforced by the now standard ' H , control theory, and attempts have been made to generalize this design methodology to various new directions.
This ia no exception for sampled-data systems, and there are now quite a few investigations along this line: for exThe difference here from the classical theory lies in the emphaaia upon the importance of built-in intersample behavior in the model, so that it is part of the design specifications.
As a result, in this approach the sampled-data systems are viewed as hybrid systems, and their performance is evaluated in the continuous-time.
Obviously an important problem in this context is that of frequency domain analysis, and some investigations are mule: [15], [8] , [6] . However, as is well known, the mixture of continuous and &rete time systems introduces a timeuotying characteristic in sampled-data systems, and so the notion of frequency response does not seem to be easy to jmtify.
The notion of frequency response has been introduced by [24] and by [I, 21, independently. As indicated above, there are several conceptual difficulties in extending the usual notion of frequency response to sampled-data systems. The first one z h i q from the time-varying nature of the system can be overcome by the scxalled lifting technique that views the intersample signals as infinitedimensional vectors: [22] , [21] , [4] and [3] (see [14] for the discretetime case 
(1)
The k-th element represents in general an intersample signal at the k-th step. When considered over Lz[O,oo), this mapping gives rise to a norm-preserving isomorphism between L2[0,00) and f i a [ o , h ] , where the latter is equipped with the norm 
be a given continuous-time system. Here we have taken the direct feedthrough term from w to y since y is the sampled signal. The feedthrough term from U to y is taken to be zero for simplicity and it ensures well-posedness of the feedback system. By taking Z c , k := zc(kh), this system is easily seen to be expressed by We will assume that the system is internally exponen-
tially stable, i.e., the sample-time transition matrix
( Fig. 1) where s denotes the sampler s y k := y k ( O ) , we obtain a generalized sampled-data system in the following form:
satisfies A" -, 0 as n -+ CO. In other words, the eigenvalues B y ( * ) ( ! ) of A must be all inside the unit circle.
Denote the system (4), (5) simply as 
Frequency Response-Basic Properties
We now introduce the notion of frequency response for the sampled-data system (4), (5) . The basic idea is quite simple: As a result of the time-invariance due to lifting, we were able to associate the notion of transfer function G(z) to this system. Let G(z) = where 0 5 w' < w. satisfies w = w' + nw, for some integer n. Therefore, the effect of this high-frequency input eJWt appears at the frequency eJwJh = eJwh as an alias effect. The only difference between eJWt and eJw'* is that the initial intersample signal eJwe is different from eJW". But the operators G(eJwh) and G(eJWJh) acting upon them are identical because eJwh = eJwIh. The definition (21) above thus takes all such aliasing effects into account by taking the supremum over all v 6 LZIO,h] on the right-hand side.
Recovery of Transfer F'unctions
Let G(eJWh) be a given frequency response operator. Then a natural question is: How can the lifted transfer matriz operator G(z) be recovered from the knowledge of G(eJWh)? The answer to this question is well known for standard linear time-invariant systems. Also recall that in the lifting setup, the system is specified in terms of the state space representations with system matrices, and transfer matrices are defined using them. This is a little awkward because in order to specify the external behavior we need not go through the detour of the state space representations. For example, if there is a sampled-data system consisting of the continuous-time plant P ( s ) and the digital controller C(z), its external behavior must be fully determined by the data P ( s ) and C(z) (and the sample-hold operations), and state space representations of P(3) or C ( z ) should not be involved. One answer to this question can be given based on the frequency response. Now let G(z) be a stable lifted transfer function, and let eJ(wt'ws)t, 0 < w < w. be our input to G. It is possible to
show that the-following expansion holds: [25] ) that gf, can be obtained without going through state space realizations. For example, if transfer fuctions P ( s ) , C(z) of continuous-time plant and discrete-time controller are specified, it is possible to directly write down a formula for g: .
There is one special case where the above result simplifies considerably. This case is that of lifted transfer function of a continuous-time plant G,(s) whose simplicity justifies attention on its own. [6] to study robust stability.
Computation of Frequency Response
Having described properties of the notion of frequency response, we next turn to computational issues. The frequency response operator is infinite dimensional. How can we compute the gain of this operator? An answer to this question will lead to the analog of the Bode magnitude plot for standard linear time-invariant systems. In this section, we give a procedure computing the gain of the frequency response operator. We start by showing that the gain function is generally characterized as the maximal singular value, and then reduce the singular value equation to a finite-dimensional eigenvalue problem.
Characterization as Singular Values
Let G(ejwh) be the frequency response operator as introduced in the previous section. Its gain is the norm induced from that of L2[0, h]. If we resort to an analogy to the ordinary finite-dimensional case, we may attempt to compute this norm via the singular value equation:
Related formulae have been used by Dullerud and Glover Therefore, we can essentially resort to an eigenvalue problem for computing the frequency response of G(z).
Reduction to a Finite-Dimensional Eigenvalue Problem
We have seen that when IIG(eJwh)ll > JIDwll it is characterized as the maximal singular value of G(eJwh). So let us confine our attention to the singular value equation singular value.
(y'I -G*G(eJWh))w = 0.
(29)
The following theorem is one of the central results of this paper: 
R, = ( y 2~ -D'D).
There exists a nontrivial solution w to the equation [lo] . We here show that once the generalized eigenvalue problem (Theorem 4.3) is obtained, it is straightforward to obtain such a norm-equivalent system. We have the following theorem: The same equivalent system has been obtained by [3] . The advantage here is that once the eigenvalue equation (31) is obtained, the problem is quite simply reduced to that of factorization of matrices. Moreover, it can be shown that the ' H , norms of G(z) and G d ( z ) are assumed at the same frequency. This is not so clear in the other approaches.
To solve the eigenvalue problem (31) we need to evaluate the integrals appearing in (33). However, when the hold functions are zero-order hold, they can be evaluated by taking suitable exponentials of constant matrices (e.g., 
