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OSCILLATING WANDERING DOMAINS FOR FUNCTIONS WITH
ESCAPING SINGULAR VALUES
KIRILL LAZEBNIK
Abstract. We construct a transcendental entire f : C → C such that (1) f has bounded
singular set, (2) f has a wandering domain, and (3) each singular value of f escapes to
infinity under iteration by f .
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1. Introduction
Associated with any transcendental entire function f : C → C is a dynamical partition
of C into two sets: the Fatou set F(f) and its complement, the Julia set J (f). The Fatou
set F(f) is defined as the maximal region of normality for the family of iterates (fn)∞n=1,
and is itself further partitioned into connected open components termed Fatou components.
There are two immediate questions which arise in the study of this partition: (1) classifying,
up to conjugacy, the dynamics of f on any periodic Fatou component, and (2) determining
whether all Fatou components of f are pre-periodic. We first discuss (1).
The classification of the dynamics of f on periodic components of F(f) was given already
by Fatou in [Fat20]. It is remarkable that for each possible periodic component in this
classification, there is a necessary (and, in most cases, easy to state) relationship with a
singular value of f : some point in the plane at which it is not possible to define all branches
of f−1. The simplest example of this relationship is that a basin of attraction (a Fatou
component on which f is conjugate to dilation on D by a complex factor with modulus
strictly smaller than one) must contain a singular value of f (see, for instance, Theorem 37
in [Ber95]).
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2 KIRILL LAZEBNIK
The question (2) was answered for transcendental f with finitely many singular values in
[EL92], [GK86] (using techniques of [Sul85]), where it was shown that all Fatou components
must be pre-periodic for such f . It was already known that non pre-periodic Fatou com-
ponents, termed wandering domains, could exist for f with infinitely many singular values
[Bak76] (see also [Her84], [EL87], [FH09], [Bis15], [FGJ15], [Laz17], [MS18]). In analogy
with the problem (1), an active line of research is in determining relationships between a
wandering domain of a function f and the singular values of f (see, for instance, [BFJK]).
One precise question in this area is as follows, where we note that B denotes the class of
transcendental entire f with bounded singular set:
Question 1.1. ([MBRG13]) Let f ∈ B, and suppose that the singular values of f tend
to infinity uniformly under iteration, that is, limn→∞ infs∈S(f) |fn(s)| = ∞. Can f have a
wandering domain?
The present work is concerned with the following variant of Question 1.1:
Question 1.2. Let f ∈ B, and suppose that the singular values of f tend to infinity under
iteration. Can f have a wandering domain?
Question 1.1 was posed in a work in which the authors demonstrated the non-existence
of wandering domains for a certain subclass of B. Outside of this subclass, the existence
of f ∈ B with a wandering domain was proven in [Bis15], and this is the approach that
the present work most closely follows (for a different approach, see [MS18]). The wandering
domain for the function of [Bis15] is oscillating (necessarily so, by a result of [EL92] - see
also [OS16]) and contains infinitely many singular values in its grand orbit. Nevertheless,
it was shown in [FJL17] that, with appropriate modifications, a similar approach yields
a univalent wandering domain for a function f ∈ B. In particular, there is a wandering
component for the function f of [FJL17] whose forward orbit contains no singular values of
f . The constructions in [Bis15], [FJL17], [Laz17], [MS18] of wandering domains in class B
do not answer Question 1.2 (nor Question 1.1): for f as in [Bis15], [Laz17], [MS18] there are
oscillating singular values, and the orbits of the singular values in [FJL17] are not sufficiently
well understood for this purpose. The present work shows that the answer to Question 1.2
is yes:
Theorem 1.3. There exists an entire function f ∈ B with a wandering component, such
that ∀s ∈ S(f), fn(s)→∞ as n→∞.
Remark 1.4. We note that for the function f of Theorem 1.3, the convergence fn(s) → ∞
is not uniform in s ∈ S(f). In other words, inf{|fn(s)| : s ∈ S(f)} 6→ ∞ as n → ∞, and
so Question 1.1 remains open.
We conclude the Introduction with a brief, non-technical discussion of the proof of Theorem
1.3 (see also Figure 4). The general strategy consists of defining a quasiregular function g
on an unbounded region S+ containing R+ such that S+ contains preimages g−n(Dn) of a
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sequence of Euclidean discs Dn outside the region S+. The function g is also defined on
the sequence of discs Dn so that g(Dn) ⊂ Dn+1, and the extension of g to the plane is
achieved via the Folding Theorem of Bishop [Bis15]. The entire function of Theorem 1.3 is
then defined as f := g ◦ φ−1, where φ is a quasiconformal mapping obtained by applying
the Measurable Riemann Mapping Theorem (see Theorem 2.2) to gz/gz. The orbit of the
wandering domain contains the discs Dn. This strategy is the same as taken in [Bis15],
[Laz17], [FJL17]. The contribution of the present work is in being able to also ensure that
the relevant critical values of f iterate to 1 (see Figure 4), whence fn(1) → ∞ as n → ∞.
This involves combining continuous dependence on parameters (Theorem 2.3) together with
Brouwer’s Fixpoint Theorem (Theorem 2.1). A similar approach was developed for a different
purpose in [BL18], and independently in [MS18].
Remark 1.5. Our convention will be to use the notation D(a, r) := {z ∈ C : |z − a| ≤ r} for
the closed Euclidean disk centered at a ∈ C of radius r, and B(a, r) := {z ∈ C : |z− a| < r}
for the open Euclidean disk centered at a ∈ C of radius r.
Acknowledgements. The author would like to thank Chris Bishop, Núria Fagella, Xavier
Jarque, and Lasse Rempe-Gillen for various conversations pertaining to the present work.
2. Preliminaries
In this Section we will list, for the reader’s convenience, several classical results from
function theory (Theorems 2.5 and 2.6) and from the theory of quasiconformal mappings
(Theorems 2.2, 2.3, 2.4), but we first start with the classical Brouwer Fixpoint Theorem:
Theorem 2.1. ([Bro10]) Let X ⊂ Rn be non-empty, compact, and convex. Any continuous
function f : X → X has a fixpoint.
Theorems 2.2 and 2.3 below are (respectively) referred to as the Measurable Riemann
Mapping Theorem, and continuous dependence on parameters. For proofs, history, and
references, we refer the reader to Chapter 4 of [Hub06]. The last Theorem we will record
that concerns quasiconformal mappings is Theorem 2.4, and is exposited as Theorem 5.2 in
[LV73].
Theorem 2.2. If µ ∈ L∞(C) with ||µ||L∞(C) < 1, there exists a quasiconformal mapping
φ : C → C so that φz/φz = µ a.e.. Moreover, given any other quasiconformal Φ : C → C
with φz/φz = Φz/Φz a.e., there exists a conformal ψ : C→ C so that Φ = ψ ◦ φ.
Theorem 2.3. Let µ ∈ L∞(C) with ||µ||L∞(C) < 1. Denote by φµ the unique quasiconformal
solution of ∂φµ
∂z¯
= µ∂φµ
∂z
satisfying some fixed normalization. If µn → µ a.e., then φµn → φµ
uniformly on compact subsets. Consequently, for any fixed z ∈ C, the map L∞(C) → C
given by µ→ φµ(z) is continuous.
Theorem 2.4. ([Ber57]) Let φn : C → C be a sequence of K-quasiconformal mappings
converging to a quasiconformal mapping φ : C→ C with complex dilatation µ uniformly on
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compact subsets of C. If the complex dilatations µn(z) of φn tend to a limit µ∞(z) almost
everywhere, then µ∞(z) = µ(z) almost everywhere.
The last two results we record in this Section are classical results from function theory.
Theorem 2.5 is a well known distortion estimate due to Köbe. Theorem 2.6 is due to
Grunsky [Gru32] and estimates the arguments of the quantities whose moduli are estimated
in Theorem 2.5. We refer the reader to Sections II.4 and IV.1 of [Gol69] for proofs.
Theorem 2.5. Let F be a univalent function on the disk B(a, r) for some a ∈ C and r > 0.
Then
(a) For all z ∈ B(a, r),
r2
(r + |z − a|)2 6
∣∣∣∣F (z)− F (a)F ′(a)(z − a)
∣∣∣∣ 6 r2(r − |z − a|)2 .
(b) For all z ∈ B(a, r),
1− ∣∣ z−a
r
∣∣
(1 + | z−a
r
|)3 6
∣∣∣∣F ′(z)F ′(a)
∣∣∣∣ 6 1 +
∣∣ z−a
r
∣∣
(1− | z−a
r
|)3 .
Theorem 2.6. Let F be a univalent function on the disk B(a, r) for some a ∈ C and r > 0.
Then
(a) For all z ∈ B(a, r), ∣∣∣∣arg(F (z)− F (a)F ′(a)(z − a)
)∣∣∣∣ 6 log(r + |z − a|r − |z − a|
)
.
(b) For all z ∈ B(a, r), ∣∣∣∣arg(F ′(z)F ′(a)
)∣∣∣∣ 6 2 log(r + |z − a|r − |z − a|
)
.
3. Disc-Component Maps
In this Section we describe a quasiregular function of the unit disc (see Figure 3), depending
on several parameters, that we will use in constructing the function f of Theorem 1.3. The
term Disc-Component comes from [Bis15], though we will not need to make explicit use of
this definition here. We begin with a description of the map ψ as given in [FJL17]. The map
ψ will be an interpolation between z → zn on |z| = 1 with z → zn + δz on rD for r < 1. In
order to interpolate we will make use of a standard smooth bump function:
b(x) =
{
exp(1 + 1
x2−1) if 0 ≤ x < 1
0 if x ≥ 1.
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We use the transformation φ(x) := x−r
1−r in order to define the modified smooth bump function:
ηˆ(x) =

1 if x ≤ r
b(φ(x)) if r ≤ x ≤ 1
0 if x ≥ 1,
and we define η(z) := ηˆ (|z|).
Lemma 3.1. Let ψ(z) := zm + δzη(z) for z ∈ D with r := 1 − (4δ)/m. There exist
m0 ∈ N, δ0 > 0, and k0 < 1 such that if m > m0 and δ < δ0, then r > (δ/m)1/(m−1) and
||ψz
ψz
||L∞(D) < k0.
For the proof of Lemma 3.1, see [FJL17]. We note here that the critical points of ψ are(−δ
m
)( 1m−1), and the critical values of ψ are δ (−δ
m
)( 1m−1) (m−1
m
)
. We will use the notation ψδ,m
when we wish to emphasize the dependence of the map ψ on the parameters δ,m. In order
to later apply Theorem 2.1, we will need the following Lemma:
Lemma 3.2. Let ψ(z) := zm+ δzη(z) as in Lemma 3.1. The L∞(D)-valued map δ → ψz/ψz
is a continuous function of δ ∈ (0, δ0].
Proof. We first compute:
(3.1) ψz(z) = mzm−1 + δη(z) + δzηz(z), ψz(z) = δzηz(z).
Note that η depends on a choice of δ. Indeed, unraveling the definition, we have:
ηδ(z) = 1[0,1−(4δ)/m](|z|) + 1[1−(4δ)/m,1](|z|) · exp
1 + 1(
|z|−(1−(4δ)/m)
1−(1−(4δ)/m)
)2
− 1
 ,
where we have used the notation ηδ to emphasize the dependence on δ. Given δ ∈ (0, δ0] and
(δn)
∞
n=1 ∈ (0, δ0] such that δn → δ, we claim that ηδn(z) → ηδ(z) as n → ∞ uniformly over
z ∈ D. First observe that ηδn(z)→ ηδ(z) as n→∞ pointwise over z ∈ D. Since, moreover,
the functions (ηδn)∞n=1 are equicontinuous (this follows from the mean value theorem together
with the derivative bound |ηˆ′δn(x)| ≤ e/(4δn/m) ≤ e/(4(infn δn)/m) for x ≥ 0 as observed in
the proof of Lemma 3.1 in [FJL17]), the convergence ηδn → ηδ is uniform (see, for instance,
Exercise 7.16 of [Rud76]). Similar considerations yield that (ηδn)z → (ηδ)z in L∞(D), and
(ηδn)z → (ηδ)z in L∞(D). The result then follows from (3.1).

Remark 3.3. The L∞(D)-valued map δ → ψz/ψz is not an analytic function of δ, as the
reader may verify. Thus analytic dependence on parameters will not be employable in the
proof of Theorem 1.3, but continuous dependence on parameters (Theorem 2.3) will suffice.
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Next we define a quasiconformal map β whose purpose it will be to perturb the critical
values of the map ψ defined above. Enumerate, counter-clockwise, the mth roots of −1 as
ξ1, ..., ξm, where we assume m is odd and take ξ1 = exp(pii/m). We define, for ε > 0, the
following subset of Cm:
(3.2)
Eε :=
{
(r1, ..., rm) ∈
m∏
j=1
exp (D(0, ε)) :
rj+1ξj+1 − rjξj
ξj+1 − ξj ∈ exp (D(0, ε)) , 1 ≤ j ≤ m
}
,
where we understand that ξm+1 := ξ1. The set Eε also depends on m, but we suppress it
from the notation since the value of m will always be understood from the context.
We define, for r > 1, m ∈ N, ε > 0 and (rj)mj=1 ∈ Eε, a map βr,m,ε,(rj)mj=1 on a subset of C:
(3.3) βr,m,ε,(rj)mj=1(z) =

z if |z| ≥ r,
z if |z| ≤ r−1,
r1z if z = ξ1,
...
rmz if z = ξm.
We will usually use the notation β, with the implicit dependence on parameters r,m, ε, (rj)mj=1
understood. Our goal is to extend β to a quasiconformal map of the complex plane whose
dilatation has an upper bound which is essentially independent of m ∈ N, r > 1 and
(rj)
m
j=1 ∈ Eε, provided ε > 0 is sufficiently small depending only on r and not on m. This
is formulated precisely and proven in Proposition 3.5 below, but we will first need to record
the following preliminary computation:
Lemma 3.4. Let Tz, Tw be triangles with vertices z1, z2, z3 and w1, w2, w3 = z3, respectively,
as shown in Figure 1 with z1, z2 ∈ iR and Im(z1) = Im(z3). The affine map L(z) sending
z1, z2, z3 to w1, w2, w3, respectively, satisfies
(3.4)
∥∥∥∥LzLz
∥∥∥∥
L∞(C)
<
∣∣∣ z1−w1z3−z1 ∣∣∣+ ∣∣∣1− w2−w1z2−z1 ∣∣∣
2−
∣∣∣ z1−w1z3−z1 ∣∣∣− ∣∣∣1− w2−w1z2−z1 ∣∣∣
Proof. It suffices to bound the dilatation of the affine map z → az + bz + c sending the
translate of Tz by −z1 to the translate of Tw by −z1. The coefficients a, b, c are given by
(3.5) a =
1
2
[
z3 − w1
z3 − z1 +
w2 − w1
z2 − z1
]
, b =
1
2
[
z3 − w1
z3 − z1 −
w2 − w1
z2 − z1
]
, c = w1 − z1,
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z2
z1 z3
w2
w1
w3 = z3
L
T1 T2
Figure 1. In order to calculate the dilatation of the map β it will be con-
venient to have an expression for the dilatation of the affine map sending the
triangle T1 to T2 as in Lemma 3.4.
whence the inequality (3.4) follows from applying the triangle inequality to both numerator
and denominator of |b/a|.

Proposition 3.5. There exist constants k0 < 1, r0 > 1, m0 ∈ N and n0 ∈ N such that if
1 ≤ r < r0, m > m0, and (rj)mj=1 ∈ Eε with ε := log(n0
√
r), then the map β = βr,m,ε,(rj)mj=1
defined in (3.3) may be extended to a quasiconformal map β : C→ C such that∥∥∥∥βzβz
∥∥∥∥
L∞(C)
< k0.
Moreover, the L∞(C)-valued map (rj)mj=1 → βz/βz is continuous as a function of (rj)mj=1 ∈
Eε.
Proof. See Figure 2: we define a 2pii-periodic, piecewise-linear map βˆ in the covering space
|Re(z)| < log r of r−1 < |z| < r such that βˆ descends to an extension of the map β with
the desired properties. The definition is also illustrated in Figure 2. There are two tri-
angulations of |Re(z)| < log r shown: the left-hand side is triangulated with vertices in
(log(r−1ξj))mj=1, (log(ξj))mj=1, (log(rξj))mj=1 whereas the right-hand side is triangulated with
vertices in (log(r−1ξj))mj=1, (log(rjξj))mj=1, (log(rξj))mj=1. The map βˆ is defined piecewise: in
each triangle on the left-hand side of Figure 2, βˆ is the affine map to the corresponding
triangle on the right-hand side of Figure 2.
It follows from the definition that βˆ is 2pii-periodic, βˆ(log ξj) = βˆ(log(rjξj)) for 1 ≤ j ≤ m,
and βˆ(z) ≡ z for |Re(z)| = log r, so that βˆ descends to a map which is an extension of β
in r−1 < |z| < r. It remains to verify the bound on the dilatation of this extension, for
which it will suffice to bound the dilatation of the affine map between any two corresponding
triangles pictured in Figure 2. We will use Lemma 3.4 to perform the calculation for the
triangles T1, T2 shaded in Figure 2 with vertices z1 = pii/m, z2 = 3pii/m, z3 = log r + pii/m
and w1 = pii/m+log r1, w2 = 3pii/m+log r2, w3 = z3. The calculation for the other triangles
is similar. We have:
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D
rD
r−1D
x = log rx = − log r x = 0
pii/m
3pii/m
exp
ξ1
ξ2 β
rD
r−1D
x = log rx = − log r
pii/m+ log r1
3pii/m+ log r2
exp
r1ξ1
r2ξ2
βˆ
Figure 2. Illustrated is the strategy in the proof of Proposition 3.5. The
definition (3.3) of β is extended by defining a piecewise-linear map βˆ in the
covering space of r−1 < |z| < r.
(3.6)
∣∣∣∣z1 − w1z3 − z1
∣∣∣∣ = ∣∣∣∣ log r1log r
∣∣∣∣ ≤ ∣∣∣∣ log( n√r)log r
∣∣∣∣ = 1n,
for r1 ∈ exp(D(0, log( n
√
r)), and:∣∣∣∣w2 − w1z2 − z1
∣∣∣∣ = ∣∣∣∣ log(r2ξ2)− log(r1ξ1)log ξ2 − log ξ1
∣∣∣∣
=
∣∣∣∣ log(r2ξ2)− log(r1ξ1)log′(r1ξ1)(r2ξ2 − r1ξ1)
∣∣∣∣ · ∣∣∣∣ log′(ξ1)(ξ2 − ξ1)log(ξ2)− log(ξ1)
∣∣∣∣ · ∣∣∣∣r2ξ2 − r1ξ1ξ2 − ξ1
∣∣∣∣ · ∣∣∣∣ log′(r1ξ1)log′(ξ1)
∣∣∣∣
(Theorem 2.5 and (3.2)) ≤ r
−2/n(
r−1/n −
∣∣∣ r2ξ2−r1ξ1ξ2−ξ1 ∣∣∣ · |ξ2 − ξ1|)2 · (1 + |ξ2 − ξ1|)
2 · r1/n · 1 + |r1 − 1|
(1− |r1 − 1|)3
(3.2) ≤ 1
(1− r2/n · |ξ2 − ξ1|)2
· (1 + |ξ2 − ξ1|)2 · r1/n · r
1/n
(2− r1/n)3 .
Note that as m → ∞, |ξ2 − ξ1| → 0, and for r < r0 := 3/2, n
√
r < n
√
r0 → 1 as n → ∞.
Thus for any s > 1, we have that |(w2 − w1)/(z2 − z1)| < s for all sufficiently large m, n,
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and ε := log( n
√
r). Similarly, by using the left-hand sides of the inequalities in Theorem 2.5,
we can show that s−1 < |(w2 − w1)/(z2 − z1)| < s for all sufficiently large m, n, and ε :=
log( n
√
r). Lastly, by using the analogous estimates of Theorem 2.6 to estimate the argument of
(w2−w1)/(z2−z1), we can ensure that for any ε′ > 0, we have |arg((w2 − w1)/(z2 − z1))| < ε′
for sufficiently large m, n, and ε := log( n
√
r). This means that we can fix m0, n0 and r0 so
that for m > m0, r < r0 and ε := log(n0
√
r), we have that |1 − (w2 − w1)/(z2 − z1)| < 1/10
(the constant 1/10 can be replaced here with any positive real number, perhaps by allowing
for larger m0, n0). Ensure furthermore that n0 > 10 so that the right-hand side of (3.6) is
less than 1/10. Thus from (3.4), we see that
(3.7)
∥∥∥∥βzβz
∥∥∥∥
L∞(C)
≤ 1/10 + 1/10
2− 1/10− 1/10 =
1
9
=: k0.
The statement of continuity of the L∞(C)-valued map (rj)mj=1 → βz/βz follows from the
expression (3.5).

It will be necessary to perturb the rescaled mth roots of −1, so that for δ > 0 we make the
definition βδ(z) := δβ(z/δ). One has that ‖βz/βz‖L∞(C) =
∥∥βδz/βδz∥∥L∞(C), and βδ(δξj) = rjδξj
for 1 ≤ j ≤ m, as needed. In order to apply Theorem 2.1, we will need to establish the set
Eε is convex:
Lemma 3.6. For any m ∈ N and ε > 0, Eε is a convex subset of Cm.
Proof. We need to show that t(r1, ..., rm) + (1 − t)(r′1, ..., r′m) ∈ Eε for any choice of 0 ≤
t ≤ 1 and (r1, ..., rm), (r′1, ..., r′m) ∈ Eε. Note that t(r1, ..., rm) + (1 − t)(r′1, ..., r′m) ∈∏m
j=1 exp(D(0, ε)) since
∏m
j=1 exp(D(0, ε)) is convex (it is a product of convex sets). That
the other condition in (3.2) is satisfied follows from the calculation:
[
trj+1 + (1− t)r′j+1
]
ξj+1 −
[
trj + (1− t)r′j
]
ξj
ξj+1 − ξj = t
rj+1ξj+1 − rjξj
ξj+1 − ξj + (1− t)
r′j+1ξj+1 − r′jξj
ξj+1 − ξj .

We will henceforth suppress the parameter ε from the definition of β = βδr,m,ε,(rj)mj=1 , as we
will always choose ε := log(n0
√
r) as in Proposition 3.5. Lastly, we recall, from [Bis15], the
definition of a quasiconformal map ρw : D → D which is the identity on |z| = 1, conformal
on a region containing 0, and perturbs the origin to w:
ρw(z) =
{
z + w if 0 ≤ |z| ≤ 1/8
z (8|z|−1)
7
+ (z + w)8−8|z|
7
if 1/8 ≤ |z| ≤ 1.
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Lemma 3.7. There exists a constant k0 < 1 independent of w ∈ D(0, 3/4) such that
|| (ρw)z
(ρw)z
||L∞(D) < k0. The L∞(D)-valued map w → (ρw)z/(ρw)z is continuous as a function of
w ∈ D(0, 3/4).
For the proof of Lemma 3.7, see Lemma 3.4 of [MS18] or Section 3 of [FGJ15]. We will
consider, in ensuing sections, the following composition:
(3.8) ιw,δ,m,r,(rj)
m−1
j=1 := ρw ◦ βδ(δ/m)
1/(m−1)(m−1)/m
r,m−1,(rj)m−1j=1
◦ ψδ,m : D→ D
(see Figure 3) where the terms δ(δ/m)1/(m−1)(m − 1)/m and m − 1 in the second factor
are chosen so that β perturbs precisely the critical values of ψδ,m. We have established in
Lemma 3.1, Proposition 3.5, and Lemma 3.7 a bound on the dilatation of (3.8) which is
essentially independent of the parameters, and we will wish to vary those parameters so that
the support of the dilatation of (3.8) is as small as desired:
Proposition 3.8. Let s < 1, 1/16 > δ˜ > 0, and 1 < r˜ < 1/s. Then there exists m0 ∈ N
(depending on s, δ˜, r˜) such that if m > m0, 1 ≤ r < r˜, (rj)mj=1 ∈ Eε, w ∈ D(0, 3/4) and
1/16 ≥ δ ≥ δ˜, then supp
(
ι
w,δ,m,r,(rj)
m
j=1
z
)
⊂ {z ∈ D : |z| > s}.
Proof. The map ψδ,m(z) is holomorphic, by definition, for z ∈ {z ∈ D : |z| < 1− (4δ)/m} ⊂
{z ∈ D : |z| < 1− 1/(4m)}, and 1− 4/m > s for sufficiently large m. Next we consider the
map ρw(z), which is holomorphic for |z| < 1/8. Note that for sufficiently large m, sm < 1/16,
whence |zm + δz| < sm + δ < 1/8 for |z| < s and hence the pullback of the dilatation of ρw
under β ◦ ψδ,m is supported in |z| > s (note that β(z) ≡ z for |z| > 1/8 and small r).
Lastly we consider the pullback of supp(βz) = {z ∈ D : r−1δ(δ/m)1/(m−1)(m − 1)/m <
|z| < rδ(δ/m)1/(m−1)(m − 1)/m} under ψδ,m. We want to show that for large m, r˜ > r > 1
and |z| < s, we have |zm+δz| < r−1δ(δ/m)1/(m−1)(m−1)/m. Well since |zm+δz| < sm+δs,
it suffices to show sm + δs < r−1δ(δ/m)1/(m−1)(m − 1)/m, which can be rearranged to
sm < δ
[
r−1(δ/m)1/(m−1)(m− 1)/m− s]. We have
δ
(
r−1(δ/m)1/(m−1)(m− 1)/m− s) > δ˜ (r˜−1(δ˜/m)1/(m−1)(m− 1)/m− s) m→∞−−−→ δ˜ (r˜−1 − s) > 0,
whereas sm → 0 as m→∞. It follows that for sufficiently large m and 1 < r < r˜, we have
that the pullback of supp(βz) under ψδ,m is contained in {z ∈ D : |z| > s}.

Proposition 3.9. For fixed m ∈ N and r > 1, the L∞(D)-valued map
(w, δ, (rj)
m
j=1)→
(
ι
w,δ,m,r,(rj)
m
j=1
z
)/(
ι
w,δ,m,r,(rj)
m
j=1
z
)
is continuous as a function of (w, δ, (rj)mj=1) ∈ D(0, 3/4) × (0, δ0] × Eε for δ0 as in Lemma
3.1.
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ψδ,m w
0 0 0
β ρw
Figure 3. This figure illustrates the quasiregular function ι : D → D as in
(3.8). The m − 1 critical points and their images are marked. Note that
ι|∂D(z) = zm. For the sake of clarity, the critical values are pictured at a larger
scale than as considered in Proposition 3.8.
Proof. This follows from the continuity of the L∞(D)-valued maps of Lemma 3.2, Proposition
3.5, Lemma 3.7, and the transformation formula: (see, for instance, Section IV.5.2 of [LV73])
µφ◦χ(z) =
µχ(z) + µφ(χ(z))e
−2i argχz(z)
1 + µχ(z)µφ(χ(z))e−2i argχz(z)
for the dilatation µφ◦χ of the composition of two quasiconformal maps φ, χ : D→ D. 
Remark 3.10. Recall that for δ > 0, we defined βδ(z) := δβ(z/δ). We will have occasion to
consider the degenerate case δ = 0, where we define β0(z) := z. Note that ψ0,m(z) = zm
either by convention or suitable interpretation of the definition in Lemma 3.1, so that for
δ = 0 the mapping (3.8) becomes z → ρw(zm).
4. A Base Family of Quasiregular Maps
In this Section, we construct a family of quasiregular maps g depending on several sets
of parameters and provide relevant estimates. In the next Section, we prove that for some
particular choice of these parameters, g ◦ φ−1 is the desired function f in the statement of
Theorem 1.3, where φ−1 is an appropriately normalized straightening map of Theorem 2.2.
This Section largely follows Section 4 of [FJL17], and we will omit those proofs which can
be found there.
We define the horizontal half-strip S+ := {z ∈ C : Re(z) > 0, |Im(z)| < pi/2}, points
zn := an + ipi ∼ npi+ ipi (see Section 4.1 of [FJL17] for a precise definition of the points zn),
and discs Dn := D(zn, 1). One defines the quasiregular map
(4.1) g(z) =
{
σ(λ sinh(z)) if z ∈ S+
ρwn ◦ βδn(δn/mn)
1/(mn−1)(mn−1)/mn
rn,mn−1,(rnj )mn−1j=1
◦ ψδn,mn ◦ (z → z − zn) if z ∈ Dn,
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where σ(z) ≡ exp(z) for Re(z) > 2pi (see Section 4.1 of [FJL17] for further discussion of the
map σ). We have emphasized the dependence in the definition of g on several sets of param-
eters: λ,w, r, (rj)m−1j=1 , δ,m (see Section 3 for a discussion of the parameters w, r, (rj), δ,m).
We have noted in (4.1), furthermore, that w, r, (rj), δ,m are allowed to depend on n. We
will use the notation w to denote the vector (w1, w2, ...), and similarly for δ, r, m. We will
use either of the notations wn or w(n) to denote the nth element of w, and similarly for
δ, r, m. We will use the notation (rj) to denote the sequence ((rj(k))mk−1j=1 )∞k=1 of vectors
(rj(1))
m1−1
j=1 ∈ Cm1−1, (rj(2))m2−1j=1 ∈ Cm2−1, ....
Theorem 4.1. There exist m0 ∈ N, δ0 > 0, r0 > 1, n0 ∈ N and k0 < 1 such that if
m(k) > m0, 0 ≤ δ(k) < δ0, 1 ≤ r(k) < r0, (rj(k))mk−1j=1 ∈ E n0√r(k) and w(k) ∈ D(0, 3/4)
for all k ∈ N, then, for any λ > 1, g as in (4.1) may be extended to a quasiregular map
g : C → C such that ||gz/gz||L∞(C) < k0. The function g : C → C satisfies g(−z) = g(z),
g(z) = g(z) for all z ∈ C. The singular set of g consists only of the critical values
±1 and
wk + δk ( δk
mk
)( 1
mk−1
)(
mk − 1
mk
)
ξj
mk−1
j=1
∞
k=1
and their copies under the symmetries z → −z, z → z¯, where (ξj)mk−1j=1 are the (mk − 1)st
roots of −1.
Proof. The proof closely resembles the corresponding statement in [FJL17], but we sum-
marize it as it is essential to the proof of Theorem 1.3. The bound ||gz/gz||L∞(∪Dn) < k0
follows from considering m0, δ0, r0, n0, k0 as in Lemma 3.1, Proposition 3.5 and Lemma
3.7. The extension of g and the bound on ||gz/gz||L∞(C) are consequences of Theorem 7.2 of
[Bis15] as described in Section 17 of [Bis15] (see also Section 3 of [FGJ15]). The symmetry
g(−z) = g(z), g(z) = g(z) is built into the definition of g. The singular valueswk + δk ( δk
mk
)( 1
mk−1
)(
mk − 1
mk
)
ξj
mk−1
j=1
arise from the critical values of g|Dk . That the only other singular values of f are reflected
copies of the above critical values and ±1 follows from Theorem 7.2 of [Bis15]. 
Remark 4.2. Let V := ∪∞n=1Dn, and let U := C \ (V ∪ conj(V ) ∪ −V ∪ −conj(V )). Note
that the extension of g in U is independent of a choice of δ, r, (rj), w since varying these
parameters does not change the definition of g on ∂Dn.
Definition 4.3. Let δ0, r0, n0 be as given in Theorem 4.1. We call the parameters δ, r,
(rj), w permissible if 0 ≤ δ(k) < δ0, 1 ≤ r(k) < r0, (rj(k))mk−1j=1 ∈ Elogn0√r(k), and w(k) ∈
D(0, 3/4) for all k ∈ N.
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Proposition 4.4. There exist λ0 ∈ R, m0 ∈ NN, s0 ∈ (0, 1)N such that if δ, r, (rj), w are
permissible, λ > λ0, m ≥ m0, and (supp gz) ∩ Dn ⊂ {z ∈ Dn : |z − zn| > s0(n)} for all
n ∈ N, then there exist constants a1, a0, a−1 ∈ C such that
(4.2) φ(z) = a1z + a0 +
a−1
z
+O
(
1
|z|2
)
as z →∞,
where φ is any quasiconformal mapping as in Theorem 2.2 such that g ◦φ−1 is holomorphic.
The proof in [FJL17] applies once one requires s0(n)→ 1− sufficiently quickly as n→∞.
Remark 4.5. Given φ as in Proposition 4.4 satisfying (4.2), we may normalize φ so that:
(4.3) φ(z) = z +
a
z
+O
(
1
|z|2
)
as z →∞
for some a ∈ C. This is the normalization we will always use henceforth.
Proposition 4.6. For any C > 0, ε > 0, R > 1, there exist λ0 ∈ R, m0 ∈ NN, s0 ∈
(0, 1)N, such that if λ > λ0, m ≥ m0, the parameters δ, r, (rj), w are permissible, and
(supp gz)∩Dn ⊂ {z ∈ Dn : |z−zn| > s0(n)} for all n ∈ N, then there exists a quasiconformal
mapping φ : C→ C satisfying (4.3) such that g ◦ φ−1 is holomorphic and:
(4.4) |φ(z)− z| < C|z| for |z| > R, and
(4.5) |φ(z)− z| < ε for all z ∈ C.
Again, the proof is the same normal family argument as in the proof of the corresponding
statement in [FJL17]. The proofs of Proposition 4.10 and Corollary 4.13 below are also the
same as the proofs of the corresponding statements in [FJL17], and hence are omitted.
Definition 4.7. Let λ0, m0, s0 be as given in Proposition 4.6 for ε = ε0 := 1/32, and
C = R = 1. We call the parameters λ, m permissible if λ > λ0 and m(k) >m0(k), for all
k ∈ N.
Remark 4.8. Permissible parameters λ, δ, r, (rj), m, w determine a quasiregular function
g via (4.1) and Theorem 4.1. If, in addition, (supp gz) ∩Dn ⊂ {z ∈ Dn : |z − zn| > s0(n)}
for all n ∈ N, then φ satisfies (4.4) and (4.5) with C = R = 1 and ε = 1/32, where φ is a
quasiconformal map normalized as in (4.3) such that g ◦ φ−1 is holomorphic.
Remark 4.9. We will henceforth begin considering the local inverse g−1, which will always
be defined in a neighborhood of g(x) = y with x, y > 0 such that g−1(y) = x. There are no
positive critical points of g by (4.1) so that this inverse is always well defined, at least locally
near y. The same remarks apply to the local inverse f−1.
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Proposition 4.10. Suppose that g′(x) ≥ 2 for x ≥ 1/32, that λ, δ, r, (rj), m, w are
permissible, and supp(gz) ∩ Dn ⊂ {z ∈ Dn : |z − zn| > s0(n)} for all n ∈ N. Assume
furthermore that supp(gz) ∩ S+ ⊂ {z ∈ S+ : dist(z, ∂S+) < 1/16}. Then
(
(1/8)2(1/4−2ε0)
(3/8)2(1/4)
)n
·∏nk=1(g−1)′(gk(1/2)+2ε0)≤|(f−n)′(gn(1/2))|≤( (5/8)2(1/4+2ε0)(3/8)2(1/4)λ
)n
· 1
λ−(ε0/λn−2)
.(4.6)
Remark 4.11. We will henceforth fix λ = λ0 as in Proposition 4.6, with several extra condi-
tions: we assume that λ0 is sufficiently large so that g′(x) ≥ 2 for x ≥ 1/32, and that λ0 is
sufficiently large so that gn(1/2)→∞ as n→∞ (see Lemma 3.2 of [FGJ15]). Furthermore,
we assume λ is sufficiently large so that supp(gz) ∩ S+ ⊂ {z ∈ S+ : dist(z, ∂S+) < 1/16}
(see the definition of T (r0) as in Theorem 1.1 of [Bis15]). Lastly, we assume that λ = λ0 is
sufficiently large so that the right-hand side of (4.6) tends to 0 as n → ∞. Note that the
upper and lower bounds in (4.6) are independent of permissible δ, r, (rj), m, w. Further-
more, observe that the map g|S+ and the points zn as in (4.1) are now both fixed henceforth
as they depend only on λ.
Definition 4.12. Define the sequence (pn)∞n=1 such that |zpn − gn(1/2)| is minimized.
Corollary 4.13. There exists n′ ∈ N such that if δ, r, (rj), m, w permissible, and
(supp gz) ∩Dk ⊂ {z ∈ Dk : |z − zk| > s0(k)} for all k ∈ N, then f−n(Dpn) ⊂ D(1/2, 1/8) ⊂
D(0, 3/4) for all n > n′.
5. Quasiconformal Surgery and Fixpoints
Recall that the function g as defined in (4.1) and Theorem 4.1 depended on parameters
λ, δ, r, (rj), m, w. Our goal is to assign values to the parameters λ, δ, r, (rj), m, w such
that the associated entire function f := g ◦ φ−1 is as in Theorem 1.3. We have already fixed
λ in Remark 4.11, and in Proposition 5.2 below we will assign values to the parameters r,m
by an inductive procedure. Later in this Section the parameters δ, (rj), w will be assigned
in Proposition 5.6 using the fixpoint Theorem 2.1. It is in Theorems 2.1 and 2.3, used in
this Section to control the orbits of singular values, where the approach in the present work
differs most notably from [FJL17].
Remark 5.1. The purpose of the relations (5.2)-(5.5) in Proposition 5.2 below is to establish
that the map (5.18) in Proposition 5.4 satisfies the hypotheses of the fixpoint Theorem 2.1.
In particular, (5.2)-(5.5) are needed to establish that there is a choice of r, m such that
the domain of (5.18) is mapped to a subset of itself, essentially independently of a choice of
permissible δ, (rj), w. A fixpoint of (5.18) then corresponds to a choice of δ, (rj), w such
that the singular values of f |Dp1 escape to ∞ (see Figure 4). The relation (5.6) will ensure
sufficient contraction of f |Dpnk as needed in the proof of Theorem 1.3 (again, see Figure 4),
and (5.1) will be necessary for applying the estimates of Section 4 to the correction map φ
(see Remark 4.8).
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Proposition 5.2. There exists a subsequence (nk)∞k=1 of natural numbers, a choice of per-
missible parameters r, m, and positive constants (Cnk)
∞
k=2 such that: for any choice of
permissible (rj), w, δ with 1/16 ≥ δ(pnk) ≥ Cnk+1 for all k ∈ N and w(l) = δ(l) = 0 for
l ∈ N \ (pnk)∞k=1, one has:
supp(gz) ∩Dn ⊂ {z ∈ Dn : |z − zn| > s0(n)} for all n ∈ N,(5.1)
f−nk ◦ φ(zpnk + ξ)− f−nk ◦ φ(zpnk )
ξ · (f−nk)′(gnk(1/2)) ∈ exp
(
D
(
0, log n0
√
r(pnk−1)
))
and(5.2)
f−nk ◦ φ(zpnk + ξj+1)− f−nk ◦ φ(zpnk + ξj)
(f−nk)′(gnk(1/2))(ξj+1 − ξj) ∈ exp
(
D
(
0, log n0
√
r(pnk−1)
))
,(5.3)
∀ξ ∈ ∂D, k ≥ 2, 1 ≤ j ≤m(pnk−1)− 1, where (ξj)
m(pnk−1 )−1
j=1 := (−1)
1
m(pnk−1 )−1 .
Cnk+1 ≤
(
mpnk
) 1
mpnk
(
mpnk
mpnk − 1
(
f−nk+1
)′
(gnk+1(1/2))
)mpnk−1
mpnk
≤ 1
16
for k ≥ 1,(5.4)
f−nk ◦ φ(zpnk ) ∈ D(0, 3/4) for k ≥ 2, and(5.5) (
k
k + 1
)mpnk
+
k
k + 1
(
mpnk
) 1
mpnk
(
mpnk
mpnk − 1
(
f−nk+1
)′
(gnk+1(1/2))
)mpnk−1
mpnk
(5.6)
< inf
ξ∈∂D
∣∣∣∣f−nk+1 ◦ φ((k + 1)ξk + 2 + zpnk+1
)
− f−nk+1 ◦ φ
(
zpnk+1
)∣∣∣∣ for k ≥ 1.
Proof. In order to define the sequences (nk)∞k=1, (r(pnk))∞k=1, (m(pnk))∞k=1, (Cnk)∞k=2, our logic
will be as follows: we start by defining n1 := 1, and first choose r(p1), n2, Cn2 ,m(p1) (in that
order) so that (5.2), (5.5) hold with k = 2 and (5.4), (5.6) hold with k = 1 if δ, r, (rj), m,
w are any permissible extension of the choices r(p1), m(p1) and 1/16 ≥ δ(p1) ≥ Cn2 , under
the extra assumption that (5.1) holds. For each l > 1, we then recursively choose r(pnl),
nl+1, Cnl+1 ,m(pnl) (in that order) based on our previous choices r(pnk), nk+1, Cnk+1 ,m(pnk)
for 1 ≤ k < l, so that (5.2), (5.5) hold with k = l+ 1 and (5.3), (5.4), (5.6) hold with k = l if
δ, r, (rj), m, w are any permissible extension of the choices (r(pnk))lk=1, (m(pnk))lk=1 and
1/16 ≥ δ(pnk) ≥ Cnk+1 for 1 ≤ k ≤ l, under the extra assumption that (5.1) holds. This
inductively defines the sequences (nk)∞k=1, (r(pnk))∞k=1, (m(pnk))∞k=1, (Cnk)∞k=2, whence we
will be able to observe that this definition is such that (5.1) indeed holds for any permissible
(rj), w, δ with 1/16 ≥ δ(pnk) ≥ Cnk+1 for all k ∈ N, and m(l) = m0(l), r(l) = 1 and
w(l) = δ(l) = 0 for l ∈ N \ (pnk)∞k=1.
As already mentioned, we define n1 := 1, so that pn1 = p1 (see Definition 4.12). Consider
s0(p1) where s0 is as in Definition 4.7. Define r(p1) permissible so that 1 < r(p1) < 1/s0(p1).
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Let ξ ∈ ∂D and let δ, r, (rj), m, w be any permissible extension of r(p1) such that (5.1)
holds. So as to ensure (5.2) for k = 2, we consider
f−n(φ(zpn + ξ))− f−n(φ(zpn))
(ξ) · (f−n)′(gn(1/2)) =
(
f−n(φ(zpn + ξ))− f−n(φ(zpn))
(f−n)′(φ(zpn))(φ(zpn + ξ)− φ(zpn))
)
·(5.7) (
φ(zpn + ξ)− φ(zpn)
ξ
)
·
(
(f−n)′(φ(zpn))
(f−n)′(gn(1/2))
)
.
The three terms on the right-hand side of (5.7) tend to 1 as n→∞ (apply Theorem 2.5(a)
and Theorem 2.6(a) to the first term, apply (4.4) to the second term, and apply Theorem
2.5(b) and Theorem 2.6(b) to the third term) uniformly over ξ ∈ ∂D. This means we can
find n2 ∈ N such that (5.7) with n ≥ n2 is contained in exp(D(0, log n0√rp1)). By Corollary
4.13, we can further impose the condition that n2 ∈ N is chosen sufficiently large so that
(5.5) holds for k = 2. In order to later prove (5.6) when k = 1, we need another condition
on n2, for which we consider the following expression:
∣∣∣∣f−n(φ(23ξ + zpn
))
− f−n(φ(zpn))∣∣∣∣ =
∣∣∣∣∣ f−n
(
φ
(
2
3
ξ + zpn
))− f−n(φ(zpn))
(f−n)′(φ(zpn))
(
φ
(
2
3
ξ + zpn
)− φ(zpn))
∣∣∣∣∣ ·(5.8)
∣∣(f−n)′(gn(1/2))∣∣ · ∣∣∣∣ (f−n)′(φ(zpn))(f−n)′(gn(1/2))
∣∣∣∣ ·
∣∣∣∣∣φ
(
2
3
ξ + zpn
)− φ(zpn)
2
3
ξ + zpn − zpn
∣∣∣∣∣ · 23 .
The first, third, and fourth terms of the right-hand side of (5.8) tend to 1 as n→∞ (apply
Theorem 2.5(a) to the first term, Theorem 2.5(b) to the third term, and (4.4) to the fourth
term). Thus we can ensure that n2 is sufficiently large so that
(5.9)
2
3
∣∣∣∣∣ f−n
(
φ
(
2
3
ξ + zpn
))− f−n(φ(zpn))
(f−n)′(φ(zpn))
(
φ
(
2
3
ξ + zpn
)− φ(zpn))
∣∣∣∣∣·
∣∣∣∣ (f−n)′(φ(zpn))(f−n)′(gn(1/2))
∣∣∣∣·
∣∣∣∣∣φ
(
2
3
ξ + zpn
)− φ(zpn)
2
3
ξ + zpn − zpn
∣∣∣∣∣ > 23 + 122
with n ≥ n2. We need one last condition on n2 for the purpose of later being able to prove
(5.3) when k = 2. Consider:
f−n(φ(zpn + ξj+1))− f−n(φ(zpn + ξj))
(f−n)′(gn(1/2))(ξj+1 − ξj) =
f−n(φ(zpn + ξj+1))− f−n(φ(zpn + ξj))
(f−n)′(φ(zpn + ξj)) · (φ(zpn + ξj+1)− φ(zpn + ξj))
·
(5.10)
φ(zpn + ξj+1)− φ(zpn + ξj)
ξj+1 − ξj ·
(f−n)′(φ(zpn + ξj))
(f−n)′(gn(1/2))
,
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where (ξj)mj=1 are the mth roots of −1 for some m ∈ N. Again, by Theorems 2.5 and 2.6, the
first and third terms on the right-hand side of (5.10) tend to 1 as n → ∞, independently
of m. Thus we can ensure that n2 is sufficiently large so that the product of the first and
third terms in (5.10) with n ≥ n2 is contained in exp(D(0, (log n0√rp1)/2)). We would like to
estimate the remaining term
(5.11)
φ(zpn + ξj+1)− φ(zpn + ξj)
ξj+1 − ξj
appearing on the right-hand side of (5.10), so as to ensure (5.10) is contained in
exp(D(0, log n0
√
rp1)), but we will need to postpone this estimate until later in the proof, when
m(p1) will already be fixed and we vary the parameter m(pn2). For now, we let η > 0 be
such that if ∣∣∣∣arg(φ(zpn + ξj+1)− φ(zpn + ξj)ξj+1 − ξj
)∣∣∣∣ < η, and(5.12)
1− η <
∣∣∣∣φ(zpn + ξj+1)− φ(zpn + ξj)ξj+1 − ξj
∣∣∣∣ < 1 + η,(5.13)
then (5.10) is contained in exp(D(0, log n0√rp1)). Fix ζ ∈ C\{0} of sufficiently small modulus
so that
(5.14) 1/4
√
1− η < ((1 + pi/2)/2− |ζ|)
2
((1 + pi/2)/2)2
and
((1 + pi/2)/2 + |ζ|)2
((1 + pi/2)/2)2
<
1/4
√
1 + η.
Ensure, using (4.4), that n2 is sufficiently large such that
(5.15) 1/4
√
1− η <
∣∣∣∣φ(ξ + ζ)− φ(ξ)(ξ + ζ)− ξ
∣∣∣∣ < 1/4√1 + η for ξ ∈ ∂Dpn2 .
The inequalities (5.14) and (5.15) will later be used in conjunction with Theorems 2.5, 2.6
to estimate (5.11). This concludes our definition of n2.
Having fixed n2, Proposition 4.10 gives a lower bound Cn2 ≤ |(f−n2)′(gn2(1/2))| under the
extra assumption of (5.1), and this lower bound is independent of permissible δ, r, (rj),m,
w. We now proceed to choosem(p1). By Proposition 3.8, we can choosem(p1) >m0(p1) to
be sufficiently large so that supp(gz)∩Dp1 ⊂ {z ∈ Dp1 : |z−zp1 | > s0(p1)} for 1/16 ≥ δ(p1) ≥
Cn2 and any permissible (rj(p1))
mp1−1
j=1 , w(p1). Ensure furthermore that mp1 = m(p1) > 2 so
that the lower bound in (5.4) follows for k = 1. The upper bound in (5.4) is deduced from
the upper bound in Proposition 4.10. We impose another condition on our selection of mp1
for the purpose of proving (5.6) for k = 1. Note that the left-hand side of (5.6) for k = 1
tends to (1/2) |(f−n2)′(gn2(1/2))| as mp1 →∞ (the term (f−n2)′(gn2(1/2)) depends on mp1 ,
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however the convergence (1/2)mp1 + (mp1)1/mp1 ((mp1)x/(mp1 − 1))(mp1−1)/mp1 (1/2) → x/2
as mp1 → ∞ is uniform over x in the interval in which (f−n2)′(gn2(1/2)) is contained by
(5.4)). Thus by (5.8) and (5.9), we may further ensure mp1 = m(p1) is chosen sufficiently
large so that (5.6) holds for k = 1 and any permissible extension of r(p1), m(p1) such that
(5.1) holds and 1/16 ≥ δ(p1) ≥ Cn2 . Lastly, we ensure that m(p1) is sufficiently large so
that
(5.16)
√
1− η < ((1 + pi/2)/2)
2
((1 + pi/2)/2 + |ξj+1 − ξj|)2 and
((1 + pi/2)/2)2
((1 + pi/2)/2− |ξj+1 − ξj|)2 <
√
1 + η,
where (ξj)
m(p1)−1
j=1 are the ordered (m(p1)− 1)st roots of unity. This concludes the definition
of r(p1), n2, Cn2 , m(p1).
We define r(pn2), n3, Cn3 ,m(pn2) similarly. Define r(pn2) permissible so that 1 < r(pn2) <
1/s0(pn2). Again, since (5.7) tends to 1 as n → ∞ for any permissible extension δ, r,
(rj), m, w such that (5.1) holds, we can find n3 ∈ N with n3 > n2 such that (5.7) with
n = n3 is contained in exp(D(0, log
n0
√
r(pn2))). Proposition 4.10 gives a lower bound Cn3 ≤
|(f−n3)′(gn3(1/2))|. By Proposition 3.8, we can choose m(pn2) > m0(pn2) with 2(m(p1) −
1)|m(pn2) to be sufficiently large so that supp(gz)∩Dpn2 ⊂ {z ∈ Dpn2 : |z− zpn2 | > s0(pn2)}
for 1/16 ≥ δ(pn2) ≥ Cn3 . Again, the lower bound in (5.4) holds for k = 2 since mpn2 > 2,
and the upper bound in (5.4) follows from the upper bound in Proposition 4.10. Ensuring
n3, m(pn2) are chosen so that (5.6) also holds when k = 2 is similar to the argument given
when k = 1. Lastly, we estimate (5.11) with n = n2 and (ξj)
m(p1)−1
j=1 the ordered (m(p1)−1)st
roots of unity. Since the dilatation of φ|D(zpn2 ,(1+pi/2)/2) vanishes asm(pn2)→∞, by a normal
family argument and Theorem 2.4 we may assume, for the purposes of estimating (5.11),
that φ is conformal in D(zpn2 , (1 + pi/2)/2). Two applications of Theorem 2.5(a) together
with the estimates (5.14), (5.15), and (5.16) then prove (5.13), and (5.12) is proven similarly.
It follows that (5.3) holds for k = 2.
The rest of the sequences (nk)∞k=1, (r(pnk))∞k=1, (m(pnk))∞k=1, (Cnk)∞k=2 are chosen similarly.
For any permissible extension δ, r, (rj), m, w with 1/16 ≥ δ(pnk) ≥ Cnk+1 for all k ∈ N,
under the extra assumption that (5.1) holds, the relations (5.2), (5.3), (5.4), and (5.6) follow
from construction, and (5.5) follows from Corollary 4.13.
Now define r(l) = 1,m(l) = m0(l) for l ∈ N\(pnk)∞k=1. This completes the definition of r,
m. Note that if δ(l) = w(l) = 0 for l ∈ N \ (pnk)∞k=1, then g|Dl is holomorphic so that (5.1)
holds for such l. That (5.1) holds for for any index pnk and any permissible (rj(pnk))
mpnk
−1
j=1 ,
w(pnk), δ(pnk) with 1/16 ≥ δ(pnk) ≥ Cnk+1 was ensured by the above selection of r(pnk),
m(pnk). Thus, for our definitions of (nk)∞k=1 r, m, (Cnk)∞k=2, we have that if (rj), w, δ are
permissible with 1/16 ≥ δ(pnk) ≥ Cnk+1 for all k ∈ N andw(l) = δ(l) = 0 for l ∈ N\(pnk)∞k=1,
then (5.1)-(5.6) hold.

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D
Dp1 Dpn2
g f−n2 ◦ φ
Figure 4. This Figure depicts the behavior for f as in Theorem 1.3. The
critical points of g|Dp1 are marked with stars, and the white circles on ∂Dpn2
represent points which map to +1 under g. Thus, the figure depicts the desired
situation in which critical values of f |Dp1 map after fn2+1 iterates to +1, with
sufficient contraction of f |Dp1 so that fn2+1 ◦ φ((1/2)Dp1) ⊂ φ((2/3)Dpn2 ).
Remark 5.3. We henceforth fix r,m as in the statement of Proposition 5.2, and continue to
use the sequences (nk)∞k=1, (Cnk)∞k=2 as given in Proposition 5.2. Note that for l ∈ N\(pnk)∞k=1,
one has m(l) = m0(l), and r(l) = 1 by the proof of Proposition 5.2.
Proposition 5.4. Let l ∈ N. There exist permissible δ, (rj), w (depending on l) such that
for 1 ≤ k ≤ l, one has:
(5.17) fnk+1
(
wpnk
)
= φ
(
zpnk+1
)
, 1/16 ≥ δ (pnk) ≥ Cnk+1, and fnk+1+1(g(c)) = +1
for any critical point c of g with c ∈ Dpnk .
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Remark 5.5. Note that g and f share the same critical values (f differs from g by pre-
composition with a homeomorphism), and that fn(1)→∞ as n→∞.
Proof. Let us consider the case l = k = 1. For n 6= p1, define w(n) = δ(n) = 0 and rj(n) = 1
for 1 ≤ j ≤ mn − 1. In order to choose w(p1), δ(p1), (rj(p1))mp1−1j=1 , consider the following
map:
D(0, 3/4)× [Cn2 , 1/16]× Eε1 −→ D(0, 3/4)× [Cn2 , 1/16]× Eε1(5.18) 
wp1
δp1
(rj (p1))
mp1−1
j=1

−→

f−n2
(
φ
(
zpn2
))
(mp1)
1
mp1
(
mp1
mp1−1
(f−n2)′ (gn2(1/2))
)mp1−1
mp1
(
f−n2◦φ(zpn2 +ξj)−f−n2◦φ(zpn2 )
ξj ·(f−n2 )′(gn2 (1/2))
)mp1−1
j=1

where we recall the notation (ξj)
mp1−1
j=1 for the (mp1−1)st roots of −1, and ε1 := log(n0
√
r(p1)).
Our goal is to find a fixpoint of (5.18), since for such a fixpoint we would have
wp1 + rj(p1) · ξj ·
δp1 ( δp1mp1
)( 1
mp1−1
)(
mp1 − 1
mp1
)(5.19)
= f−n2
(
φ
(
zpn2
))
+
(
f−n2(φ(zpn2 + ξj))− f−n2(φ(zpn2 ))
ξj · (f−n2)′(gn2(1/2))
)
ξj(f
−n2)′(gn2(1/2))
= f−n2
(
φ
(
zpn2 + ξj
))
,
for any 1 ≤ j ≤ mp1−1. As j ranges between 1 andmp1−1, the left-hand side of (5.19) ranges
over all critical values of f arising from critical points of g in Dp1 , whereas the right-hand
side is mapped to 1 by fn2+1 for each 1 ≤ j ≤ mp1 − 1, as
(5.20) fn2+1(f−n2
(
φ
(
zpn2 + ξj
))
) = g(zpn2 + ξj) = (ξj)
m(pn2 ) = 1,
where the last equality holds since 2(mp1 − 1)|m(pn2) as noted in the proof of Proposition
5.2 (see also Figure 4).
Why does (5.18) have a fixpoint? This is a consequence of Theorem 2.1 once we have
established the necessary hypotheses. Indeed, note that Eε1 is convex by Lemma 3.6, and
so the domain of (5.18) is convex because it is a product of convex sets. The image of(
wp1 , δp1 , (rj(p1))
mp1−1
j=1
)
under (5.18) is contained in D(0, 3/4)× [Cn2 , 1/16]×Eε1 by Propo-
sition 5.2: (5.5) ensures the first factor in the image is contained in D(0, 3/4), (5.4) ensures
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the second factor is contained in [Cn2 , 1/16], and (5.2), (5.3) ensure the third factor is con-
tained in Eε1 . Lastly, continuity of (5.18) follows from Proposition 3.9 and Theorem 2.3.
Namely, (5.18) is a composition of two maps: the first is an L∞(C)-valued map sending
any
(
wp1 , δp1 , (rj(p1))
mp1−1
j=1
)
∈ D(0, 3/4)× [Cn2 , 1/16]×Eε1 to gz/gz, and this is continuous
by Proposition 3.9 and Remark 4.2. The second map in the composition maps L∞(C) into
D(0, 3/4)× [Cn2 , 1/16]× Eε1 , and is as described in Theorem 2.3 (and in particular is con-
tinuous by Theorem 2.3). Thus the hypotheses of Theorem 2.1 are satisfied, and so (5.18)
has a fixpoint, as needed.
For larger l and 1 ≤ k ≤ l, a similar argument holds. Namely, for t ∈ N \ {p1, pn2 , ...., pnl},
one defines w(t) = δ(t) = 0 and (rj(t)) = 1 for 1 ≤ j ≤ mt − 1. A version of the mapping
(5.18) with 3l product factors is considered, and is continuous for completely analogous
reasons to the case l = 1, whence a fixpoint corresponds to a choice of
(5.21) (δ(pnk))
l
k=1 ,
(
(rj (pnk))
mpnk
−1
j=1
)l
k=1
, (w(pnk))
l
k=1
satisfying the conclusions of Proposition 5.4.

Proposition 5.6. There exist permissible δ, (rj), w such that for 1 ≤ k <∞, one has
(5.22) fnk+1
(
wpnk
)
= φ
(
zpnk+1
)
, 1/16 ≥ δ (pnk) ≥ Cnk+1, and fnk+1+1(g(c)) = +1
for any critical point c of g with c ∈ Dpnk . Furthermore, for 1 ≤ k <∞:
δ(pnk) =
(
mpnk
) 1
mpnk
(
mpnk
mpnk − 1
(
f−nk+1
)′
(gnk+1(1/2))
)mpnk−1
mpnk
.
Proof. For each l <∞, Proposition 5.4 guarantees the existence of parameters
(
wl(pnk), δ
l(pnk),
(
rlj (pnk)
)mpnk−1
j=1
)l
k=1
∈
l∏
k=1
(
D(0, 3/4)× [Cnk+1 , 1/16]× Eεk
)
,(5.23)
with w(t) = δ(t) = 0 and (rj(t))mt−1j=1 = 1 for t ∈ N \ {p1, pn2 , ...., pnl},
such that the associated entire function f l satisfies (5.22) for 1 ≤ k ≤ l. We have emphasized
notationally the dependence, for fixed k, of
(
wl(pnk), δ
l(pnk), (r
l
j(pnk))
mpnk
−1
j=1
)
on l. The left-
hand side of the first line in (5.23) embeds into the compact space
22 KIRILL LAZEBNIK
(5.24)
∞∏
k=1
(
D(0, 3/4)× [Cnk+1 , 1/16]× Eεk
)
,
whence we can take a convergent subsequence. In other words, there exist (δ(pnk))∞k=1,
((rj(pnk))
mpnk
−1
j=1 )
∞
k=1, and (w(pnk))∞k=1 such that
(5.25) wl(pnk)
l→∞−−−→ w(pnk), δl(pnk) l→∞−−−→ δ(pnk), (rlj(pnk))
mpnk
−1
j=1
l→∞−−−→ (rj(pnk))
mpnk
−1
j=1 ,
for each 1 ≤ k < ∞, where we have suppressed the subsequence in l to ease notation. We
claim that the parameters
(δ(pnk))
∞
k=1,
(
(rj(pnk))
mpnk
−1
j=1
)∞
k=1
, (w(pnk))
∞
k=1,(5.26)
with w(t) = δ(t) = 0 and (rj(t))mt−1j=1 = 1 for t ∈ N \ (pnk)∞k=1
satisfy the conclusions of Proposition 5.6. Let φl, φ denote the quasiconformal mappings,
normalized as in (4.3), associated with the parameters as in (5.23), (5.26), respectively. Note
that φlz/φlz → φz/φz a.e. as l → ∞ by (5.25) and Remark 4.2, so that by taking a further
subsequence in l if necessary, we claim that
(5.27) φl l→∞−−−→ φ uniformly on compact subsets of C.
Indeed, the maps φl converge in a subsequence to some quasiconformal map ψ by normality
of (φl)∞l=1, and since φlz/φlz converges a.e. to φz/φz, one has ψz/ψz = φz/φz a.e. by Theorem
2.4, whence by the uniqueness of Theorem 2.2 it follows that ψ ≡ φ.
Let f := g ◦ φ−1 be as associated with the parameters in (5.26). For any k ∈ N and l > k,
(5.22) holds true with f replaced by f l := g ◦ (φl)−1, whence the corresponding statements
for f follow from (5.25) and (5.27). The last conclusion in the statement of Proposition 5.6
also follows from (5.25) and (5.27).

Proof of Theorem 1.3. Take f := g ◦ φ−1 for parameters λ as chosen in Remark 4.11, m, r
as chosen in Proposition 5.2, and w, δ, (rj) as chosen in Proposition 5.6. We claim that
φ(B(zp1 , 1/2)) is contained in a wandering component for the map f . Note that:
|g(z)− g(zp1)| = |g(z)− f−n2
(
φ
(
zpn2
)) | < inf
ξ∈∂D
∣∣∣∣f−n2 (φ(23ξ + zpn2
))
− f−n2 (φ (zpn2))∣∣∣∣
for z ∈ {z ∈ Dp1 : |z − zp1| < 1/2}, since g(zp1) = f−n2(φ(zpn2 )) by Proposition 5.6, and the
inequality follows from (5.6). In other words, φ−1 ◦fn2+1 ◦φ(B(zp1 , 1/2)) ⊂ B(zpn2 , 2/3) (see
Figure 4). Similar reasoning shows that
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fnk+1+1 ◦ φ
(
B
(
zpnk ,
k
k + 1
))
⊂ φ
(
B
(
zpnk+1 ,
k + 1
k + 2
))
, for all k ≥ 1.
It follows then that the family of iterates (fn)∞n=1 is normal on φ(B(zpnk ,
k
k+1
)) for any
k ≥ 1, since any subsequence of (fn)∞n=1 is either bounded on φ(B(zpnk , kk+1)), or contains a
further subsequence converging to the constant limit function ∞. We claim that for k 6= l,
φ(B(zpnk ,
k
k+1
)) and φ(B(zpnl ,
l
l+1
)) can not belong to the same Fatou component. To see
this, note first that ∂φ(S+) belongs to the Julia set of f , since f(φ(S+)) ⊂ [−1, 1], and [−1, 1]
iterates to ∞ under f . Next note that for k 6= l, there always exists some m ∈ N for which
fm(φ(B(zpnk ,
k
k+1
))) ∈ φ(S+) but fm(φ(B(zpnl , ll+1))) 6∈ φ(S+). Thus fm(φ(B(zpnk , kk+1)))
and fm(φ(B(zpnl ,
l
l+1
))) are separated by the Julia set, and hence can not belong to the same
Fatou component. Thus φ(B(zp1 , 1/2)) is contained in a wandering component for the map
f . It remains to show that each singular value of f escapes to infinity. Note that the critical
values 
wpnk + δpnk
(
δpnk
mpnk
)( 1
mpnk
−1
)(
mpnk − 1
mpnk
)
ξj

mpnk
−1
j=1

∞
k=1
of f iterate to +1 by Proposition 5.6. Since w(t) = δ(t) = 0 for t ∈ N \ (pnk)∞k=1, the only
other singular values of f are 0, ±1 by Theorem 4.1. Since 0, ±1 escape to ∞ under f , the
Theorem is proven.

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