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In general, this dissertation is concerned with modeling of mechanical behavior of 
protein molecules. In particular, we focus on coarse-grained models, which bridge the 
gap in time and length scale between the atomistic simulation and biological processes. 
The dissertation presents three independent studies involving such models. The first study 
is concerned with a rigorous coarse-graining method for dynamics of linear systems. In 
this method, as usual, the conformational space of the original atomistic system is divided 
into master and slave degrees of freedom. Under the assumption that the characteristic 
timescales of the masters are slower than those of the slaves, the method results in 
Langevin-type equations of motion governed by an effective potential of mean force. In 
addition, coarse-graining introduces hydrodynamic-like coupling among the masters as 
well as non-trivial inertial effects. Application of our method to the long-timescale part of 
the relaxation spectra of proteins shows that such dynamic coupling is essential for 
reproducing their relaxation rates and modes.  
The second study is concerned with calibration of elastic network models based 
on the so-called B-factors, obtained from x-ray crystallographic measurements. We show 
that a proper calibration procedure must account for rigid-body motion and constraints 
imposed by the crystalline environment on the protein. These fundamental aspects of 
protein dynamics in crystals are often ignored in currently used elastic network models, 
 vii
leading to potentially erroneous network parameters. We develop an elastic network 
model that properly takes rigid-body motion and crystalline constraints into account. This 
model reveals that B-factors are dominated by rigid-body motion rather than deformation, 
and therefore B-factors are poorly suited for identifying elastic properties of protein 
molecules. Furthermore, it turns out that B-factors for a benchmark set of three hundred 
and thirty protein molecules can be well approximated by assuming that the protein 
molecules are rigid.  
The third study is concerned with the polymer mediated interaction between two 
planar surfaces. In particular, we consider the case where a thin polymer layer bridges 
two parallel plates. We consider two models of monodisperse and polydisperse for the 
polymer layer and obtain an analytical expression for the force-distance relationship of 
the two plates. 
 viii
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Proteins are large macromolecules made of amino acids as their building blocks. 
Proteins are the most versatile macromolecules in living systems and they are crucial to 
all biological functions. Therefore there is a tremendous body of literature concerned 
with proteins and their behavior. Of particular interest to this study  is protein dynamics 
as it plays a major role in many biological processes[1, 2].  
Due to protein complexity, their dynamics is usually simulated using atomistic or 
molecular models.  In those simulations, a minimum time step is typically 10  s, which 
is necessity to resolve atomistic vibrations whose period is about 10  s [3]. In contrast, 
most biological processes involve time scales in the range between 	10  and 10  s. This 
gap cannot be closed with currently available computing resources, which allow atomistic 
simulations in the range between 	10  and 10  s [4, 5]. In general time scales 
accessible to atomistic simulations depend on the system size, which can be as large as 
hundreds of thousands of atoms for a single macromolecule.  
One can close the length and time scale gaps between atomistic simulations and 
biological processes by considering simplified or coarse-grained models. Those models 
must offer an optimal trade-off between accuracy and efficiency, so that, on the one hand, 
the coarse-grained system is significantly smaller than the original system, and, on the 
other hand, the coarse-grained system retains essential features of the original system.   




three topics: (i) rigorous coarse-graining procedures for linear systems, (ii) calibration of 
elastic network models, and (iii) collective behavior of random-walk chains in 
constrained volumes.  
 
1.1. Protein structure 
Due to their diversity, the structural classification of proteins is organized in a 
hierarchical manner[6]. The first level of this hierarchy of the primary structure identifies 
the sequence of the amino acids (or residue) forming the protein backbone (Fig. 1.1a). 
Each residue is formed by an amine group, an acidic carboxylic group, and a side-chain 
(R group). The carbon atoms belonging to the backbone are called the α–carbon atoms 
and the carbon atoms in the side chains next to α–carbons are called β-carbon atoms. In 
coarse-grained models, it is widely accepted to regard the α-carbons as the sole 
representatives of their residues [7-9].   
Local substructures of amino acids, stabilized by hydrogen bonds, form the 
second level of the hierarchy of the secondary structure(Fig. 1.1b). Common secondary 
structures are α-helices, and pleated or β-sheets. On the third level of the hierarchy, one 
identifies the tertiary structureor the three-dimensional shape of the backbone governed 
by the secondary structures and cross linking among them. The tertiary structure is of 
critical importance from the mechanical point of view, as it governs the protein geometry 
and ultimately mechanical properties. Finally, the quaternary structureis a larger 









Figure 1.1 a) Schematic of the primary structure. b) Hierarchical protein structure. 
[courtesy of Darryl Leja, National Human Genome Research Institute (NHGRI)] 
 
The three-dimensional structure of a protein was first identified by a British 
biochemist John Kendrew [6] in 1960. Since then, the three-dimensional structure has 
been identified for tens of thousands of proteins. Today, these structures can be freely 
accessed over the internet, through the protein data bank (www.rcsb.org). The 
information about these structures has been determined using experimental techniques, 
like X-ray crystallography, nuclear magnetic resonance, and electron microscopy. For 
each structure in the data bank, the corresponding file contains Cartesian coordinates of 
the atoms. Some files also contain the information pertaining to the so-called B-factors, 
which is widely used for calibrations of elastic network models. This topic will be 








Figure 1.2. a) Schematic of the process of protein folding  b) conformational change of a 
protein upon binding to a substrate.[modified from Ref.[10]] 
 
1.2. Protein dynamics 
It is widely accepted that the three-dimensional shape or conformation can change 
either spontaneously, due to thermal motion, or due to external factors, usually with 
environmental changes. The most important change is folding. In this process, a protein 
undergoes structural changes from a random coil into a unique three dimensional 
structure, called native conformation. It is in this folded form that the protein is 
functional. Figure 1.2a shows a schematic for protein folding. Folding and unfolding 
have been the subject of many studies [11-15]. Atomistic simulation of the entire folding 






conformational changes are associated with protein binding to a ligand [18, 19] (Fig. 
1.2b) and protein propulsion [20]. Most of these conformational changes involve 
collective motion of protein subunits[20]. Hence, their dynamics should be well 




1.3. Modeling proteins dynamics 
1.3.1. Molecular Dynamics 
Molecular dynamics is the natural choice for proteins simulations. The first 
molecular dynamics simulation was done by Alder and Wainwright in 1957[21] who 
studied a system of hard spheres. Later in 1977, McCammon and co-workers[22] 
performed the first molecular dynamics simulation of a protein, bovine pancreatic trypsin 
inhibitor (BPTI). The basic idea behind molecular dynamics is to numerically integrate 
equations of motion for a system of particles interacting with each other in the presence 
of thermal motion. The interaction energy is called the force fieldin chemistry. The force 
field is usually obtained by matching experimental data or from quantum mechanics 
calculations. A large number of force fields have been developed over the time for 
simulation of macromolecules. CHARMM[23], OPLS[24] and Amber [25]are three 
popular force fields which are used for protein simulation. In chapter two, we will use 
atomistic model with CHARMM27 force field as our “exact” model to obtain a coarse-




In living systems, proteins are solvated in water or other solvents, which must be 
taken into account in protein modeling and simulation. The solvents produce two 
interrelated effects: viscous and thermal statistical. These effects form the basis of 
Langevin dynamics, and their relationship is  established by the fluctuation-dissipation 
theorem[26]. 
There are two common way to account for the solvent. In explicit solvent models 
[27-30], solvent molecules are explicitly modeled inside and around the protein, typically 
placed in a periodic cell. Such models are costly as they give rise to large dynamical 
systems.  In contrast, in implicit solvent models [31, 32], the solvent is represented as a 
continuum or simple structured media [33-35]. 
 
1.3.2. Coarse-graining 
Coarse-graining is an umbrella for model reduction methods whose objective is to 
bridge the spatial and temporal scales gap between simulation capabilities and reality 
demands. This is achieved by replacing clusters of atoms with a single particle; the 
cluster size defines the level of coarse-graining. The clusters can be as small as an atom 
with attached hydrogen, like in so-called “united atom model”[36, 37], or as large as 
protein subunits [38, 39]. For proteins, a common cluster is one residue [7, 40, 41]. 
The central task in developing a coarse-grained model is to identify the effective 
force field. Many methods for finding the effective force field can be categorized by 




1. In the inverse methods, parameters of the effective force field are calibrated 
using experimental, thermodynamic, and/or average structural properties. For 
example, in the so-called Martini force field [43] the parameters are chosen so 
that the force field reproduces basic thermodynamic properties.  
2. In the multiscale methods, the effective force field is computed directly from the 
all-atom force field [44-49]. In Chapter 2, we use this approach to obtain a 
rigorous coarse-grained model for dynamics of proteins.   
3. “Minimalistic” models, like go-models [50-52]  and elastic network models[7, 
53-57], rely on ad hoc assumptions, which make the coarse-graining procedure 
more efficient, but at the cost of lowering the accuracy. Those assumptions are 
not always easy to assess a priori.  
 
1.3.3. Normal mode analysis 
Many protein functions involve large-amplitude collective motion. In terms of the 
normal mode analysis, such a motion involves low-frequency or slow modes only.  
Therefore normal mode analysis has been widely used in modeling protein dynamics [58-
63].  
The principal approximation leading to the normal mode analysis is to replace a 
rugged potential energy surface with a quadratic surface with a single minimum. With 
this approximation, the original nonlinear dynamical system is replaced with a linear 
system whose solution can be constructed using standard methods of linear algebra.  The 




enzyme activities[19, 53] and conformational changes [65, 66]. Of course, there are 
numerous applications in which nonlinearity plays a crucial role, to which the normal 
method analysis is inapplicable [67]. In particular, the normal mode analysis is 
inapplicable to analyzing protein folding.  
A typical application of the normal mode analysis to proteins involves the 
following steps: 
1. The initial configuration is obtained from the protein data bank. 
2. The initial configuration is used for identifying a local equilibrium state by 
minimizing the potential energy using one of the standard optimization 
methods [3].  
3. The (Hessian) stiffness matrix is obtained by repeated differentiation of the 
potential energy at the local minimum.  
4. The eigenvalues (frequencies) and eigenvectors (normal modes) are computed 
for the stiffness matrix normalized by the mass matrix.    
These steps exclude viscosity effects, which can be included in the normal mode 
analysis, provided that one can construct the viscosity (friction) matrix [41, 68, 69].  
Furthermore, often protein dynamics can be considered as overdamped[70, 71], so that 
the inertial effects can be neglected and the eigenvalue analysis is performed for the first 
rather than second order systems.  Accordingly, the eigenvalues are interpreted as 
relaxation rates rather than frequencies, and the eigenvectors represent the relaxation 





1.3.4.  Elastic network models 
The first elastic network model was proposed by Tirion in 1996 [72]. The idea 
was that the low-frequency collective motion is insensitive to atomistic details and can be 
captured with a highly simplified model. In Tirion’s model, the protein is viewed as a 
truss, whose nodes represent atoms and the bars have constant stiffness; the bars are 
placed only between nodes separated by a distance less than a cut-off distance. Thus there 
are only two model parameters – the bar stiffness and the cut-off distance. Later Atilgan 
et al[7] proposed a coarse-grained elastic network  model in which the nodes represented 
the -carbons. Another commonly used elastic network model, called Gaussian Network 
model, was proposed by Bahar and her coworkers in 1998[73]. In this model every node 
in the network has one degree of freedom, which is the magnitude of displacement.  
Over the time, many similar models have been developed to improve these 
models. Examples are the models which try to improve the accuracy[55, 74-77] and also 
further coarse-grained models[78-80]  to be applied for larger proteins. These models 
have been applied widely for describing many protein functions involving collective 
motion. This includes conformational changes of protein upon binding to ligand[81-83], 
dynamics of allosteric proteins[84], and refinement of X-ray crystallographic 
experiments[85, 86]. 
Elastic network models are commonly calibrated by using mean-square atomic 
displacements (known as B-factors or Debye–Waller factors)[7], obtained by X-ray 




procedures ignore the important effect of rigid body motion, which turns out to have a 
dominant contribution to the B-factors. 
 
1.4. Ideal chain model 
One of the simple models for describing elasticity of polymers or proteins in the 
unfolded configuration is the ideal chain or freely jointed chainmodel.  This model, 
despite its simplicity, provides an efficient tool for studying both equilibrium and 
dynamical properties. 
In the model, the chain is viewed as an assembly of rigid links connected to each 
other by freely rotating joints. It is assumed that the links do not interact with each other. 
As a result, when the chain is subjected to thermal motion, each link rotates 
independently of the others. The configuration of an ideal chain is similar to the path 
traced by random walk[87], and therefore the ideal chain is sometimes called the random 
walk chain.   
To obtain an understanding about the model and its properties, let us consider an 
ideal chain with  identical links of length  (Fig. 1.3).  For the -th link, we denote the 











Figure1.3.  Schematic of an ideal chain 
 
“bond vector” as . Then the end-to-end distance vector  can be expressed 
as 
∑  (1.1) 
The average of the end to end distance  is zero, since its projection along any 
direction has the same probability of having a positive or negative value. The average 
mean square of  is calculated as 
〈 〉 〈∑ ∙ ∑ 〉 ∑ 〈 ∙ 〉 2∑ ∑ 〈 ∙ 〉    (1.2) 
Since the bond vectors are uncorrelated, 〈 ∙ 〉 0for ,  and 〈 ∙ 〉 , one 
obtains 
〈 〉  (1.3) 








〈 〉 〈∑ ∑ 〉   (1.4) 
where  is the distance between th and th bead.  
Another important quantity for describing the chain is the probability distribution 
function  that the-end-to-end distance is a prescribed vector .  For ≫ 1, the 
central limit theorem leads to a Gaussian distribution [87]: 
/
exp   (1.5) 
In the model, the source of the potential (strain) energy of the chain is its entropy. 
Following Boltzmann’s construction the entropy  of a macroscopic state is proportional 
to the logarithm of the number of possible microscopic states corresponding to the 
macroscopic state  [87], 
ln	 Ω      (1.6)  
wherek  is Boltzmann’s constant. At a constant temperature T, the free energy is 
related to the entropy by the following equation   
ln Ω    (1.7) 
For an ideal chain,  Ω ∝ , and therefore the free energy is calculated as 




where  and  are constants independent of . From Eq. 1.8, we can derive an 
expression for the external force  which is required to maintain the end-to-end vector . 
  (1.9) 
Eq. 1.9 is Hooke’s law for entropic elasticity, with the stiffness proportional to the 
temperature and inversely proportional to the square of the mean-square chain length or 
the square of the radius of gyration.  
The classical results presented here are valid for an unconstrained chain. In 
Chapter 4, we consider the entropic elasticity of a confined polymer chain. In particular, 
we use similar statistical calculation to derive expressions for the free energy and force 
for chains confined between two parallel flat plates. 
 
1.5. Objectives and dissertation structure 
The overarching goal of this dissertation is to develop and apply coarse-grained 
models for describing large time-scale dynamics of protein molecules. Such models must 
combine efficiency, so that they can be useful on large time scales relevant to 
biochemical processes, and accuracy, so that they account for fine-grain features essential 
to large time-scale dynamics.  
The remainder of the dissertation is organized as follows. In Chapter 2, we 




linear systems. The method gives rise to a hierarchy of approximations for coarse-
graining and results in effective stiffness, friction, mass and higher order properties for 
the system. The method reveals that the correct form for the effective friction of the 
coarse-grained system is non-diagonal, i.e. coarse-grained degrees of freedom have 
hydrodynamics-like interaction. We show that considering this fact, which is often 
ignored in ad hoc coarse-grained models, is crucial in predicting the dynamics of the 
original system. The model, then, is applied successfully to studying relaxation dynamics 
of proteins.  The material of Chapter 2 has been published in the Journal of Chemical 
Physics[88], coauthored with author’s supervisor and co-supervisor. 
In Chapter 3, we evaluate the calibration procedure in the elastic network models 
based on fitting to the mean square displacements from x-ray crystallography( B-factors). 
We show that this calibration is flawed because it does not take into account the rigid 
body motion of the protein in the crystalline environment. In particular, by proposing an 
elastic network model that properly takes into account the rigid body motion of proteins, 
we show that B-factors are dominated by the rigid body motion. This key finding is 
further proved by fitting B-factors of a data set of 330 proteins to a pure geometrical 
model which treats the proteins as rigid bodies. The material of Chapter 3 has been 
published in Physical Biology[89], coauthored with author’s supervisor and co-
supervisor. 
In Chapter 4, we study a problem in which a thin polymer layer bridges two 




analytical expression for force-distance relationship for the two plates for both 













































Rigorous coarse-graining for the dynamics of linear systems1 
 
2.1. Introduction 
Many consequential phenomena in molecular biophysics and materials science 
happen over time and length scales that are inaccessible by fully atomistic computer 
simulations. So, coarse-graining has become a common strategy for reducing the 
computational cost involved in such problems. In all coarse-graining schemes, one 
divides system’s degrees of freedom into masters and slaves , and eliminates , so 
that the system is described in terms of only. As a consequence, the original system 
potential ,  is replaced with an effective coarse-grained potential .  In 
particular, the  that exactly describes the equilibrium statistics of the coarse-grained 
system is the free energy (also referred to as the potential of mean force) defined by the 
equation 
/ , /    (2.1) 
Unfortunately, it is usually computationally prohibitive to coarse-grain based on 
this equation and, in general, it results in system-dependent many-body potentials. 
                                                 
1 The material of this chapter has been published in 88. Soheilifard, R., D.E. Makarov, and G.J. 
Rodin, Rigorous coarse-graining for the dynamics of linear systems with applications to relaxation 





Therefore, there has been a considerable effort in developing approximate coarse-grained 
potentials (see [42, 90, 91] and references therein). 
Practicality aside, the most severe limitation of Eq. 2.1 is that it only describes 
equilibrium properties of the system. In contrast, accurate yet practically feasible 
description of the dynamics of the coarse-grained system remains an open issue. In 
particular, elimination of the slaves generally results in memory effects in the dynamics 
of the masters [26, 92-94].  While some efforts have been made in the literature to 
consider such memory effects systematically (see, e.g.[95, 96]), most routine applications 
are based upon the phenomenological model [97], in which the time evolution of the 
master degrees of freedom obeys a Langevin equation governed by the equilibrium 
potential .  
In this chapter, a rigorous hierarchy of approximations is derived for describing 
coarse-grained dynamics of a system, whose potential is a quadratic function of the 
atomic displacements. Such systems are common in studies of proteins [63, 67, 98, 99], 
especially in the contexts of Normal Mode Analysis (NMA) [100-103] and elastic 
network models [7, 72, 73].   In particular, NMA is often employed for the prediction of 
conformational changes of proteins [65, 66], refinement of X-ray and NMR data [102, 
104-106], and inelastic neutron scattering studies of proteins[107, 108]. Similarly, elastic 
network models, which consider proteins as collections of beads connected by linear 




transitions[109-111] in proteins. Furthermore, there is significant interest in coarse-
graining of such elastic network models [8, 40, 53, 55, 77, 79, 80, 112-122]. 
As an application of the method, it is shown how one can construct a one-bead-
per-residue coarse-grained system that accurately approximates both the equilibrium 
properties and the long-timescale part of the relaxation spectrum of the original system, 
starting from a harmonic approximation applied to an all-atom model of a protein (as in 
NMA). In doing so, the inadequacy of the more common ad hoc coarse-graining 
approaches is exposed. In particular, it is shown that coarse-graining induces 
hydrodynamic-like coupling among the masters, even in the absence of hydrodynamic 
interaction effects caused by the solvent.  That is, the assumption that, upon coarse-
graining, each bead is subjected to a frictional force that only depends on the bead’s 
velocity is incorrect. Furthermore, it is shown that this effect is considerable for 
accurately computing the long-timescale part of the relaxation spectrum, which is the 
focus of many coarse-grained models.   In addition, the method reveals that coarse-
graining may result in non-diagonal and even negative-definite mass matrix for the 
master degrees of freedom.  
Although our analysis is limited to linear systems, the message regarding 
inadequacy of ad hoc methods is likely applicable to the more general case. In this 
regard, one could employ the proposed scheme for computing the effective friction and 
mass matrices, and then combine them with a non-quadratic coarse-grained potential, to 




The rest of this chapter is organized as follows: Section 2.2 describes the general 
theory for systematic coarse-graining of a linear system. First the basics of the method is 
described using a simple model system containing two degrees of freedom and then the 
governing equations are generalized to systems with arbitrary dimensions. In Section 2.3, 
the method is used to compute the long-timescale part of the relaxation spectrum for a 
benchmark set of proteins. Section 2.4 concludes with closing remarks.  
 
2.2. Theory 
In this section we show that by eliminating the slaves, which are assumed to be 
fast compared to the masters, a hierarchy of approximations is obtained. These 
approximations give rise to effective stiffness, friction, and mass matrices.  
2.2.1. Model Problem 
To illustrate the method, we start with a simple example which is formulated in 
the context of deterministic dynamics. The problem involves two coupled harmonic 
oscillators with a potential energy in the form , , 
where u’s are the displacements relative to equilibrium. The oscillators are subjected to 
velocity-dependent friction forces and obey the following equations of motion: 
 (2.2) 




with the  initial conditions  
0  and 0   (2.4) 
Here  is a force applied to the first oscillator and ’s are the friction 
coefficients. The stiffness coefficient   but the adopted notation is useful for 
extending analysis of the model problem to problems with higher dimensionality. Note 
that Eqs. 2.2 to 2.4 can be solved exactly, by finding the eigenvalues of the system. The 
system has two eigenvalues, which are either both negative for a constrained system, or a 
negative and a zero for an unconstrained system.  We note that Eqs. 2.2 and 2.3 describe 
an overdamped system subjected to an arbitrary, generally nonrandom, external force and 
so their solution does not satisfy the Boltzmann distribution implied by Eq. 2.1. This 
particular example is however convenient for the purposes of exposing the mathematical 
structure of the approximations involved in our coarse-graining method.    
By solving Eqs. 2.3 and 2.4 for  in terms of , we find: 
exp exp ds 
where /  is the characteristic relaxation time of the second oscillator. By 
substituting this equation into Eq. 2.2, an integro-differential equation for  is obtained: 





In terms of this equation, the purpose of coarse-graining is to replace the integro-
differential equation with an approximate differential equation. While such an approach 
is unnecessarily complicated for solving the simple model problem, its usefulness has 
been well appreciated for larger systems[26].  
Let us define the characteristic time for the first oscillator, / , and 
assume that ≫ . Under this assumption, we want to approximate Eq. 2.5 for 
≫ . This is achieved by doing three simplifications. First the last term in Eq. 
2.5 becomes negligible because of the exponential decay. Second, the exponential decay 
of the kernel of the integral in Eq. 2.5 implies that 
exp ds exp ds 
exp ds exp ds 
These two simplifications are related to short memory of the system for 
. Finally, since  is a smooth function on the timescale 2, it can be expanded 
into a Taylor series  
⋯               (2.6) 
with the understanding that ≪ . By retaining only the leading term in 




exp ds  
As a result, the zeroth order approximation of the governing integro-differential equation 
is obtained in the form of the differential equation 
          (2.7) 
Retaining higher order terms in Eq. 2.6 results in the first, 
(2.8) 
and second order approximation 
          (2.9) 
of the governing integro-differential equation. 
Note that the approximation gives rise to the effective stiffness, friction, and 
(negative!) mass: 
  (2.10a) 
̅  (2.10b) 
 (2.10c) 
Here, the effective mass does not take into account the inertial effects, because the 




of the approximation order. In particular, all three approximations involve the same 
effective stiffness, and the higher order approximations involve the same effective 
friction, etc. Note that Eq. 2.10a describes a one-dimensional spring with an effective 
potential . It is easy to check, by performing the Gaussian integral over 
, that this is exactly the coarse-grained potential produced by Eq. 2.1, regardless of the 
temperature[123]. It should be noted, however, that the problem described by Eqs. 2.2 
and 2.3 does not assume thermal equilibrium. In fact, it is the linearity of the problem that 
causes temperature independence of the coarse-grained potential defined by Eq. 2.1, and 
its equivalence to the  found here.  
It is straightforward to solve the differential equations associated with the zeroth 
and first order approximations. However, the differential equation associated with the 
second order approximation is problematic as it requires an additional initial condition 
and leads to an unphysical exponential growth mode associated with the negative 
effective mass.  Nevertheless these issues are straightforward to resolve by simply 
discarding the unphysical mode.  Here we emphasize that by going to higher than first 
order approximation, we improve the approximation to just one mode of the system. 
Other unphysical modes obtained by higher order approximations do not correspond to 
the exact system and need to be discarded.  
The outlined approximation method results in a hierarchy of coarse-grained 




eliminated. From this perspective, the former is regarded as the master and the latter as 
the slave degrees of freedom.    
 
2.2.2 Multidimensional case 
 In this section, we extend the approach developed for the two degrees of freedom 
system to the case of Brownian dynamics of a system with n degrees of freedom. The 
specific scenario considered here is a molecule (e.g., a protein) subjected to an external 
force. Indeed, there has been significant interest in the viscoelastic behavior of 
proteins[124], as probed, e.g., in a single-molecule force probe spectroscopy setup[125]. 
The molecule is in solution: The dynamic effect of the solvent is treated implicitly by 
introducing effective friction forces which is linearly proportional to the atoms’ 
velocities. Here we further assume that the system is overdamped. That is, the inertial 
effects are unimportant. This assumption is common in the literature[71, 122, 126]; 
However we note that the general approach described here can be extended to 
underdamped and even undamped systems.  
Under the above mentioned assumptions, the dynamics of the system is described 
by the Langevin equation of the form 
            (2.11) 
Here  is the column-vector formed by the displacements relative to the atoms’ 




(Hessian) matrix, is the column-vector formed by the deterministic external forces, 
and is a random force vector, which is related to  via an appropriate fluctuation-
dissipation relationship[26].  ensures that our system will obey the Boltzmann 
distribution, when there are no deterministic forces. Since the average value of the 
fluctuating force is zero, the time evolution of the thermally averaged displacements 
obeys the same Eq. 2.11 without the random force. That is, thermally averaged 
displacements obey deterministic equations of motion. In the following, we will always 
assume the displacements  to be the thermally averaged values and thus from now on 
we simply set 0. The matrix  is symmetric and positive definite. The matrix K is 
symmetric and positive semi-definite – its six zero eigenvalues are associated with rigid 
body motion.  
In order toextend the approximations developed in Section 2.2.1, we assume that 
 is composed of relatively slow and relatively fast  degrees of freedom; the former 
are regarded as masters and the latter as slaves. We further assume that the external 
forces are applied to the masters only so that . Indeed, it is reasonable to include 
the degrees of freedom subjected to the external driving force in the master set.   Finally, 
we assume that the friction matrix is block-diagonal so that it has the form 
   (2.12) 






and the approximations become:  
Zeroth Order: (2.14a) 
First Order: (2.14b) 
Second Order:           (2.14c) 
where the effective properties mimic Eq. 2.10: 
   (2.15a) 
   (2.15b) 
  (2.15c) 
The approximations represented by Eq. 2.15 have simple physical interpretation. 
First, we note that in all approximations the effective potential of the coarse-grained 
system is governed by the effective stiffness and that the force vector remains the 
same. Moreover, similar to the example of Section 2.2.1, is the Hessian matrix of the 
potential of mean force VCG(u1) obtained from Eq. 2.1. This potential effectively results 
from the assumption that the slaves follow the masters adiabatically such that 
	 , . Such an assumption has previously been considered by others [39, 70, 
122, 123, 127-129]. Conversely, the higher order approximations developed here take 




order approximation, the dynamics of the slaves results in renormalization of the friction 
forces acting on the masters, which are now described by the new friction matrix .  In 
the second order approximation there is a negative-definite effective mass matrix, which 
leads to p-6 exponentially decaying, 6 zeros and p exponentially growing modes, where p 
is the number of master degrees of freedom; see Appendix. Similar to the model problem 
of Section 2.2.1, the approximation is constructed by discarding the exponentially 
growing modes. 
In the context of molecular dynamics in solution, the structure of the friction 
matrix chosen for Eq. 2.12 is somewhat unphysical. In fact, when friction is governed by 
hydrodynamic resistance of the solvent, it is meaningful to assume that the matrix  is 
either diagonal, rather than-block-diagonal, or dense; a diagonal implies that the 
hydrodynamics interactions are negligible. In this case, coarse-graining qualitatively 
changes the structure of the friction matrix as, in contrast to , the effective friction 
matrix   is dense. To the best of our knowledge, these effective hydrodynamic 
interactions, induced by coarse-graining, have not been considered in the relevant 
literature[41, 70, 97, 122].  
When there are hydrodynamic interactions, the matrix  is dense [130]. In this 
case, the off-diagonal blocks make the approximations more complicate, as they 
introduce higher-order derivatives in comparison to Eqs 2.14. In particular, if  








2.2.3. Collective coordinates 
In many cases, the system dynamics is better represented in terms of collective 
coordinates (also referred to as generalized displacements).  For example, those may be 
associated with the center of mass of a subset of atoms rather than with coordinates of 
individual atoms.  In the following, we extend the proposed coarse-graining scheme to 
such situations.  
Suppose that the original displacements u are related to the collective coordinates 
v via an invertible linear time-independent map: 
   (2.17a) 
The corresponding generalized forces are then defined by the map 




where the asterisk denotes matrix transposition. This map follows from the force-
displacement conjugacy condition  
∗ ∗  
Eq. 2.11 can then be rewritten as 
∗ ∗                    (2.18a) 
or simply 
                   (2.18b) 
This equation has the same structure as Eq. 2.11 and it preserves the symmetries 
of the friction and stiffness matrices.  However, upon partitioning the generalized 
displacements into the masters and slaves, one must either guarantee the condition 
0 or rely on approximations that do not require this restriction.  
We emphasize that the outlined transformation from the original to the collective 
coordinates does not involve coarse-graining since L is an invertible map; coarse-
graining can be carried out afterwards, if desired. If coarse-graining is carried out by 
choosing L such that the dimension of v is less than that of u, then the resulting equations 






2.2.4. Illustrative example 
Here, important features of the above approximation method are illustrated by 
considering the toy model of a linear triatomic molecule as shown in Figure 2.1a. The 
friction coefficient  is assumed to be the same for each atom. Furthermore, it is assumed 








 with 0 1 
We limit our attention to approximate evaluation of the spectral properties and 
therefore set . In other words, we are looking for the relaxation modes, which are 
the solutions of Eq. 2.11 of the form u(t)=v exp(t). Here  and v are, respectively, the 
eigenvalues and the eigenvectors of the characteristic equation. Note that -is the 
relaxation rate and -1/is the corresponding relaxation time for the eigenmode.   
The system has one zero and two negative eigenvalues. The former represents 
rigid body motion and the latter represent deformation. Let us consider  and  as the 
master and  as the slave degrees of freedom. Then, using Eq. 2.14, we obtain the 
following effective properties: 
1 1
1 1







1        (2.19c) 
Note that the zeroth order approximation describes the motion of two particles 
connected by a spring with a stiffness , which, as it should, represents the effective 
stiffness of the two original springs connected in series. However, in the zeroth order 
approximation, the correct effective stiffness matrix is combined with an incorrect 
effective friction matrix. This problem is resolved in the first order approximation. In 
addition to a renormalization of the diagonal elements in the friction matrix, the 
correction also induces hydrodynamic-like coupling between the master degrees of 
freedom, which is represented by the off-diagonal terms. The second order approximation 
introduces a negative definite effective mass matrix.  
All three approximations involve one zero eigenvalue associated with the rigid 
body motion mode and one negative eigenvalue associated with the deformation mode.  
In the following, the latter eigenvalue is used for approximating the slowest deformation 
mode of the original model. Note that the second order approximation also involves two 
positive eigenvalues, which result in exponential growth and need to be discarded.  To 
measure the quality of approximations for the eigenvalue  of the slowest mode, we 
calculate the error 
   (2.20) 
where i refers to the approximation order. In Figure 2.1b, the errors are plotted as 
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However as  approaches zero, only  and approach tend to zero, while 
approaches 1/3. This qualitative difference between the zeroth and higher order 
approximations shows the importance of the effective friction matrix. Another interesting 
and attractive feature of the approximations is that the difference between the zeroth and 
first order approximations is substantially larger than that between the first and second 
order approximations. This observation suggests that in most of the cases the first order 
approximation may be sufficient. 
To assess the quality of the approximations ,  for the 
eigenvector	 , ,  of the slowest mode, we should reduce the dimensionality of 
	so that both vectors become two-dimensional. The reduced eigenvector  is obtained by 
(i) suppressing the component , corresponding to the slave degree of freedom, and (ii) 
normalizing the vector ,  so that the reduced vector has unit length: 
1
,  
The quality of the approximations is assessed by the correlation coefficient  
∙   (2.21) 
Of course 1 represents perfect approximations. It should be noted that for the second 
and higher order approximations, one must also reduce by suppressing components 




Figure 2.1c shows the plots for as functions of	 . For 1, all three 
approximations are perfect. As  decreases,  and  remain close to unity, and 
approach unity as → 0; in contrast, 
√
0.949 as  → 0. Overall, for the 
chosen example, all three approximations should be regarded as acceptable.  
 
2.3. Applications to relaxation dynamics of proteins  
In this Section, the approximations are evaluated through application to a set of 
protein structures. As before, we limit our attention to predicting the long-timescale part 
of the relaxation spectrum of the protein and set  in Eq. 2.11. Furthermore, we 
seek the relaxation modes in the form 	exp , where  is the  relaxation rate 
and c is the corresponding eigenvector. 
For each protein, we first construct an all-atom linear model in which  is 
computed as the Hessian matrix of the potential energy in the minimum energy 
configuration of the molecule [100-103]. The latter is computed by energy minimization 
starting with the protein databank configuration. In all of the calculations, the TINKER 
package [131] was used with the Charmm27 force field [23]. Here we report the results 
obtained using the vacuum force field. This is done to avoid approximation errors in 
Hessian matrix calculations arising when implicit solvation models are used. 




implicit solvation models, and found that the method performance was essentially the 
same for all those models. 
We considered two models for the friction matrix. In the first model, the 
hydrodynamic interactions were neglected so that  had only diagonal entries dictated by 
Stokes’ formula:  
γ 6  
where ai is the effective hydrodynamic radius and 	is the viscosity of water. The 
effective hydrodynamic radius of each atom was considered to be proportional to its van 
der Waals radius. We emphasize that our objective here is not to obtain a realistic 
description of the proteins in question, but rather to evaluate the coarse-graining scheme. 
The above crude model for the friction coefficients appears to be adequate for this 
purpose.  Indeed, none of our conclusions were found to change when we exploited a 
presumably more realistic estimate for the effective hydrodynamic radius that is based on 
the accessible surface area[132].   
In the second model, we considered long-range hydrodynamic interactions for the 
friction matrix. In particular, the friction matrix was computed as the inverse of the 
mobility matrix whose 3 by 3 blocks are generated by the Rotne-Prager tensor  
generalized for non-identical beads[133, 134]. For the i-th diagonal block, this tensor is 
based on Stokes’ formula 




where I is the second rank identity tensor.  Here the effective hydrodynamic radius  
was chosen to be one fourth of its Van der Walls radius. This arbitrary choice was done 
to avoid atom overlapping. For the off-diagonal blocks, representing the interactions 
between the i-th and j-th atoms, the tensor is   
⊗ ⊗ (2.22b) 
where  is the distance between the atoms and  is a unit vector directing from the atom i 
to the atom j. 
Our first example is the trp-cage (pdb code 1L2Y) shown in Figure 2.2. 
Hydrodynamic interactions were neglected.  Following the widely adopted practice [7, 8, 
135], we treated the carbons (shown in blue) as the masters and the remaining atoms 
as the slaves. Consequently, the coarse-grained model consisted of 20 atoms. Of the 60 
modes, six represent rigid body motion and the remaining 54 represent relaxation 
dynamics.  
We compare the relaxation spectra of the all-atom- and coarse-grained models by 
computing the approximation errors defined in Eq. 2.20. For the longest relaxation time, 
the errors were 16, 0.043 and 0.006 for the zeroth, first and second order approximations, 
respectively. The huge error associated with the zeroth order approximation is not 
surprising, for in this approximation the friction of the carbon atoms does not consider 





Figure 2.2.Structure of the trp-cage (pdb code 1L2Y). One-bead-per-residue coarse-grained 
models employed the positions of the α-carbons (blue) as the master degrees of freedom. In 
addition to the α-carbon, two-bead-per-residue models employed a second carbon to represent the 
configuration of each amino acid residue except for glycine: This second carbon was chosen to be 
either the β-carbon (red) or the side-chain carbon separated from the corresponding α-carbon by 
the maximum number of bonds (green).  
approximation is to assume that the total friction coefficient of each carbon equals the 
sum of the friction coefficients of all the atoms forming the residue. This assumption 
reduces the error from 16 to 0.78. However, this ad hoc approximation is still largely 
inferior to the first and second order approximations, which is based on the correct 
effective friction matrix. This highlights the importance of the off-diagonal, 
hydrodynamic-like terms in the coarse-grained friction matrix, which are neglected in the 
ad hoc coarse-grained model. In Figure 2.3 the errors , and are	plotted for the 
54 slowest relaxation times obtained at various orders of the approximation; the 
aforementioned ad hoc approximation is labeled “ ”. As seen from the plot, the 




higher order further improves the approximation. For example if we limit the errors to 25 
percent, then we capture 7 and 11 non-zero relaxation rates using the first and second 
order, respectively.  
Next, we evaluated the performance of the coarse-graining method by comparing 
the exact and approximate eigenvectors corresponding to the first 20 relaxation modes 
using the correlation coefficient defined in Eq. 2.21 (Fig. 2.4). The plots reveal that the 
zeroth order approximation is adequate for the first mode only, whereas the first order 
approximation accurately predicts the first seven modes. By using the second order 
approximation the accuracy is improved, but like the first order approximation, it breaks 
down for the eighth and higher modes.  
If it is necessary to capture more relaxation modes, one has to increase the 
number of masters. Indeed, a one-bead-per-residue model cannot be expected to predict 
the modes that involve the motion of large side-chains. We thus considered coarse-
graining involving two heavy atoms per residue (except for glycine which was still 
represented by one atom). While the β-carbon (Fig. 2.2, red) seems to be a natural choice 
for the second atom, this choice did not result in any significant improvement in 
performance, as compared to the model based on -carbons only.  A better representation 
of side-chain motion results from considering the second atom as the side-chain carbon 
that is separated from the -carbon by the maximum number of bonds, as shown in Fig. 






Figure 2.3.One-bead-per-residue model of trp-cage: Errors in the slowest relaxation rates 
computed for various approximation orders. Here “ ” refers to the modified zeroth order 
model with rescaled friction coefficients. See text for further details. 
 
 
Figure 2.4.One-bead-per-residue model of trp-cage: Correlation coefficients between the exact 






































Figure 2.5.Two-beads-per-residue model of trp-cage: Correlation coefficients between the 
exact and approximate relaxation eigenmodes at various approximation orders.  
 
of captured modes by almost a factor of three (Figure 2.5). We also  note that two-bead-
per-residue models did little to improve the quality of the zeroth order approximation.   
It is also of interest to consider even coarser protein models, in which several 
residues are represented by a single bead [112, 128, 136]. To this end, one-bead-per-two-
residues and one-bead-per-four-residues models are considered, by choosing, 
respectively, every second and fourth -carbon as a master degree of freedom. For trp-
cage, this resulted in predicting 7 and 4 modes, respectively. This means that going from 
a one-bead-per-residue to a one-bead-per-two-residues model did not cause loss of 
accuracy, underscoring potential usefulness of models that represent a group of residues 




















We have repeated the calculations for the friction matrix that takes hydrodynamic 
interactions into account and found only minor changes in the performance of the 
method.  Nevertheless, it is worth noting that in this case our one-bead-per-residue model 
was able to capture only the first five rather than seven modes.  
The observations made for the trp-cage remain valid for other proteins. Table 2.1 
summarizes our results for 10 different proteins using one- and two-bead-per-residue 
models and shows the number of modes that can be captured with a correlation 
coefficient greater than 0.75 at different orders of approximations. In both models, the 
number of modes that can be captured with first and second order is an order of 
magnitude higher than that obtained using the zeroth order approximation. Note that in 
some cases, using the modified zeroth order approximation in the one-bead-per-residue 
model increases the number of captured modes as compared to the unmodified zeroth 
order. Nevertheless, this number is still much lower than that obtained in the first and the 
second order.  Similarly to the trp-cage case, the two-bead-per-residue model 
significantly outperforms the one-bead-per-residue model, presumably because it 

















 beads  
per residue 






one 1 2 7 8 
two 3 - 24 28 
2ERL 40 
one 2 2 6 8 
two 7 - 25 29 
1P9G 40 
one 0 2 4 5 
two 7 - 33 48 
1CRN 46 
one 2 6 20 22 
two 10 - 22 25 
1RB9 52 
one 2 3 23 38 
two 11 - 46 46 
1IRO 53 
one 6 6 20 25 
two 9 - 38 59 
2FDN 55 
one 1 4 25 26 
two 7 - 37 58 
5PTI 58 
one 1 2 11 15 
two 10 - 33 34 
1C9O 66 
one 2 2 17 22 
two 2 - 41 66 
1UBQ 76 
one 1 6 18 21 
two 14 - 25 31 
 
Table 2.1. Number of relaxation modes accurately captured by various orders of 
approximation of the one- and two-bead-per-residue coarse-grained models. “Accurately” 
in this case is defined as having a correlation coefficient greater than 0.75.  
In both one- and two-bead-per-residue models, typically, the first order 
approximation leads to major gains in comparison to the zeroth order approximation, 
while the additional gains as a result of using the second order approximation are rather 
modest. Thus, typically, the first order approximation should be sufficient for capturing 





2.4. Concluding remarks 
There has been considerable interest in developing reduced-dimensionality, 
coarse-grained models that accurately represent the dynamics of large molecular systems. 
While equilibrium statistical-mechanical properties of such models and their connection 
to their fully atomistic counterparts are well understood, design of dynamical models that 
accurately describe the time evolution of coarse-grained systems remains an open issue. 
Here we rigorously developed a hierarchy of approximations describing coarse-grained 
dynamics of linear systems.  These approximations are based upon separation between 
the timescales of the master degrees of freedom (i.e. the ones explicitly included in the 
coarse-grained model) and the slave degrees of freedom (i.e. the ones eliminated through 
coarse-graining). In the limit when the characteristic timescales of the slaves are 
significantly faster than those of the masters, the approximations become exact.   
In our method, the coarse-grained dynamics of the master degrees of freedom is 
described by Langevin-type equations of motion in an effective potential of mean force 
.  This potential is exact, as the equilibrium distribution of the masters is exactly exp(-
VCG/kBT).  The coarse-grained equations of motion derived here appear to be similar to 
those commonly postulated in numerous ad hoc coarse-grained models. In contrast to 
such ad hoc models, however, rigorous coarse-graining leads to hydrodynamic-like 
coupling among the master degrees of freedom. That is, the frictional force acting on a 
specific master degree of freedom depends not only on its own velocity but also on the 




reveals that this dynamic coupling among the master degrees of freedom is essential for 
capturing relaxation modes and the corresponding relaxation rates. In particular, we have 
considered the commonly used united-atom model of a protein that uses the positions of 
its -carbons as the master degrees of freedom. Under the common assumption that the 
friction force on each residue (represented by the -carbon) is proportional to its velocity 
and is independent of the velocities of other residues, this model fails to correctly capture 
even a few of the slowest relaxation modes of the proteins. In contrast, the coarse-grained 
model derived here provides a significantly more accurate description of long-timescale 
protein dynamics. This finding suggests that standard coarse-grained elastic network 
models of proteins may be inadequate for describing protein dynamics. This deficiency 
can however be easily remedied by using the method presented here.      
In this study, we have assumed that the dynamics of the underlying atomistic 
model is overdamped. This assumption, although common, may be too restrictive. 
Specially, this assumption likely fails for the atoms belonging to the hydrophobic core of 
a folded protein, which is not exposed to water. We however note that the derivation 
presented in Section 2.2 can be straightforwardly extended to the cases of undamped and 
underdamped dynamics. For example, in the undamped case, the second order 
approximation similar to that described in Section 2.2 results in the equation: 
 
Here, we have assumed a block-diagonal structure of the mass matrix, with 




freedom. This approximation, which has also been derived in a different way in ref.[137], 
is particularly useful in the context of normal mode analysis.   
Finally, we note that, although our method relies on the linearity of the system, 
we expect it to be useful in the more general case. Linear approximation is a reasonable 
starting point for constructing a coarse grained model. In particular, one can employ the 
non-diagonal friction matrix obtained using the linear approximation, as described here, 
to construct Langevin equations of motion in a more realistic, nonlinear potential of mean 















In this appendix, we address certain technical points associated with the second 
order approximation given by Eq. 2.14c. In particular, we establish that for negative-
definite mass matrix  the corresponding characteristic equation  
λ λ (2.A1) 
has 6 zero, 3q-6 negative, and 3q positive eigenvalues, where q is the number of master 
beads.  
We start with an observation that the effective stiffness matrix has 6 zero 
eigenvalues simply because coarse-graining does not affect rigid body motion modes. So 
the space of 3q-dimensional vectors can be divided into the six-dimensional null-space 
 and (3q-6)-dimensional column space . For ∈  Eq. 2.A1 yields 
the quadratic equation 
∗ λ ∗ λ ∗ 0 
and leads to 6 zero and 6 six positive eigenvalues since  is positive-definite and  is 
negative-definite.  For ∈  Eq. 2.A1 yields the quadratic equation 
∗ λ ∗ λ ∗ ∗ 0 
whose roots are 




It is clear that this quadratic equation yields (3q-6) positive and (3q-6) negative 
roots.   
Thus if  is negative-definite, the characteristic equation has 6 zero, 3q-6 negative, and 
3q positive eigenvalues. The second order approximation excludes the positive roots as 
they represent exponentially growing modes.    
If  is negative-semi-definite, the projected quadratic characteristic equation 
degenerates to a linear one, and as a result the total count of roots is reduced. In practice, 
this and other computational issues are addressed by replacing the quadratic characteristic 
equation with a system of linear equations for 6q unknowns.  Consequently Eq. 2.A1 is 
replaced with the linear system 
λ  
Upon diagonalization of the matrix in front of λ, it becomes clear that a negative-definite 














Critical evaluation of simple network models of protein dynamics2 
 
3.1. Introduction 
Understanding proteins’ function requires reliable models describing their internal 
dynamics. Although molecular dynamics simulations can serve this purpose, they are 
often computationally prohibitive, especially when long time scales need to be 
considered[138]. This is definitely the case when slow conformational rearrangements, 
which are central to many processes involving enzymes and molecular machines, have to 
be characterized.  The need for a manageable alternative to molecular dynamics has lead 
to the development of coarse grained models, which achieve computational speedup by 
using collective degrees of freedom and by employing simplified model force fields (see, 
e.g., ref.[139] for a review). 
A natural starting point for a molecule undergoing thermal motion around its 
equilibrium is to approximate its potential energy as being quadratic. As a result, this 
approximation has been considerably used to study many aspects of biomolecular 
dynamics (see [140-144] and references therein). Harmonic models provide  
simplification in the context of both time-dependent properties[142] and equilibrium 
                                                 
2 The material of this chapter has been published in 89. Soheilifard, R., D.E. Makarov, and G.J. 
Rodin, Critical evaluation of simple network models of protein dynamics and their comparison with 






thermodynamics[145, 146] because in these models the underlying mathematical problem 
is reduced to solving a system of linear algebraic equations.  
The parameters of the harmonic models can be derived from more realistic 
molecular dynamics force fields. Tirion[147] suggested the fascinating idea that low-
frequency vibrational modes of proteins are not sensitive to the fine details of the force 
field and so they can be predicted by a much cruder model. Tirion’s model[147] 
considers pairwise harmonic interaction among the atoms of a protein, which depends on 
two parameters, the cut-off radius R and the harmonic bond stiffness . It is assumed that 
two atoms separated by a distance greater than R do not interact while all other pairs of 
atoms are connected by identical harmonic bonds. The protein is therefore modeled as a 
network of particles connected by Hookean springs, whose connectivity is described by 
the cutoff radius. The low-frequency vibrational spectrum and the mean-square atomic 
displacements (or B-factors)  computed with such a simple model agreed incredibly well 
with calculations that employed a more realistic force field[147].            
 The two-parameter harmonic potential has subsequently been chosen by several 
groups [147-157], leading to development of elastic network models (ENMs), also 
referred to as anisotropic network models (ANMs), and the Gaussian network 
model[158] or GNM.  In this chapter we use the acronym ANM to describe the particular 
form of ENM as proposed in ref. [148]. The acronym ENM will be reserved for a more 
general class of elastic network models that will be introduced below. ENM is 




civil engineering. While each network node may correspond to an individual atom, it is 
currently more common to use coarse-grained networks, in which each node is associated 
, e.g., with α–carbons of the protein [152].   
In GNM [158], each network node has one degree of freedom interpreted as the 
displacement magnitude.  Similar models have been developed in the context of protein 
folding [153, 160-162] and mechanical protein stretching experiments [163-165]. 
Recently, GNM, ANM and related models have been applied to various macromolecular 
systems and have been particularly useful in predicting conformational changes of 
proteins upon ligand binding and biologically relevant large-amplitude motions (see, e.g.,  
[156, 166-171]).  
The appeal of network models is that they promise to capture slow conformational 
modes of proteins without requiring any knowledge of the specific interactions within a 
protein. It is only required to have the equilibrium protein geometry and two constants, 
the cutoff distance R and the bond stiffness , which one hopes to be similar for different 
proteins. This may make ENM particularly appropriate for studies of protein dynamics on 
the protein databank scale or for very large proteins and their assemblies. Recently, there 
have been attempts to improve quantitative predictions provided by such simple models 
[155, 172, 173]. Such efforts are particularly useful in the context of quantifying the 
mechanical response of proteins in AFM pulling experiments, to which they have been 




validating models across a large representative set of structures becomes an important 
issue.        
The most common approach for calibrating ANM and GNM is to use the mean-
square atomic displacements [154] (known as B-factors or Debye-Waller factors), which 
are measured by using X-ray crystallography and are available from the Protein Data 
Bank (www.rcsb.org). Molecular dynamics simulations have also been employed to 
parametrize an ENM [176, 177] but this procedure gives rise to a model that is not 
transferrable to other systems so that part of the appeal of ENM is lost.  
The typical correlation between crystallographic B-factors and ANM or GNM is 
only modest [154, 155] (see the Results section for further discussion of this issue). 
However the fact that ANM or GNM is capable of capturing a set of n mean-square 
displacements (where n corresponds to the number of residues, typically of order of one 
hundred or more) using only two fitting parameters is definitely not accidental. As a 
result, B-factor-parametrized ANM and GNM have become widely accepted [178].  
However, as it is well known in statistics, a correlation between a model and data 
does not necessarily mean a causal relationship. Halle, for example, has suggested an 
alternative model, which correlates the B-factor for each atom with the number of its 
non-covalently bonded neighbors[179]. In Halle’s model, the mean square displacement 
of an atom is vastly determined by its proximity to the surface of the protein. This 
highlights the possibility pointed out by Thorpe [149, 157] that GNM (or ANM) may 




more essential property determining the B-factors (which is the proximity to the surface 
according to Halle’s model). In this work we analyze the B-factors for a set of 330 
crystallographic structures that is composed of data sets previously used to test and 
validate various simple models of protein dynamics including ANM, GNM, and the Halle 
model. According to our analysis, we argue that rigid body motion, which is not 
commonly accounted for in ANM and GNM, is the primary contributor to the 
crystallographic B-factors. Thus the principal message of this work is twofold: 
1. Calibration procedures commonly used by ANM and GNM are flawed because 
they do not properly account for rigid body motion and constraints imposed on 
the protein by the surrounding crystal. 
2. Rigid body motion is the dominant part of the crystallographic B-factors and so 
the latter are poorly suited for extracting intrinsic elastic properties of proteins.  
It should be noted that we do not challenge the usefulness of ENMs per se. Rather 
we expose essential flaws in the way some of them are calibrated and question the 
usefulness of the crystallographic B-factors for identifying network properties.  
The idea that protein motions in crystals are dominated by rigid body motion is 
not new. It goes back forty years to the translation libration screw (TLS) model [180], 
which was considered for modeling protein dynamics by Sternberg and co-workers [181] 
and later by Kuriyan and Weis [182]. TLS correlates well with the X-ray data for a small 
set of proteins studied in ref. [182]. Kundu, Melton, Sorensen, and Phillips (KMSP) [183] 




coincides with the protein’s center of mass. Based on their fit of the B-factors for 113 
proteins, Kundu and co-workers concluded that their model is inferior to GNM. Song and 
Jernigan [155] proposed their vGNM by enriching the KMSP model with degrees of 
freedom representing the elastic deformation. The enrichment employs the eigenvectors 
of GNM. Song and Jernigan [155] further used the set of the 113 proteins previously used 
by Kundu and co-workers [183] to show that vGNM provides a superior fit to the 
experimental B-factors as compared to the KMSP model and to GNM. To a certain 
extent, this is not surprising because, for the set of proteins chosen by Kundu and co-
workers, a typical correlation coefficient for GNM is only about 0.6 and vGNM must 
always outperform the KMSP model simply because it has more data fitting flexibility.  
Kidera, Go, and co-workers [184-186] have developed a method for refinement of protein 
structure that correctly takes into account both internal motion in the harmonic 
approximation and rigid body motion within the TLS model. In principle their method 
permits one to separate the two contributions to the crystallographic B-factors. So far this 
approach has been applied only to a few proteins. Practically, their method needs prior 
knowledge of the underlying atomistic interaction potential used to perform initial normal 
mode analysis, in contrast to the ENM approach that strives to derive an effective 
harmonic potential directly from X-ray data.    
In this chapter, we develop two modifications of the TLS model. In the first 
modification, referred to as rTLS,  we reduce the number of fitting constants by choosing 
the center of rotation prior to computing the fitting parameters. Opposite to the KMSP 




coincide if the models were applied to an ideal continuous rigid body. The eTLS model 
enhances TLS by allowing for flexible chain ends. It is shown that eTLS considerably 
outperforms GNM, ANM, vGNM, and KMSP models when applied to the proteins in the 
data sets that were previously used to validate and test those models, proposing that rigid-
body motion tends to dominate the B-factors for those proteins, making them 
inappropriate for calibration of network models.  
It is important to notice that there are other reasons why the utility of 
crystallographic B-factors for developing network models may be restricted [185]. 
Firstly, the B-factors do not distinguish between static disorder and dynamic fluctuations, 
while network models only deal with the latter. Secondly, B-factors are not truly 
“experimental” because they are obtained through a refinement procedure that fits X-ray 
diffraction data to a model. The second limitation is unavoidable if one only uses the 
information available from the protein databank[184, 185]. The above caveats only 
further strengthen the conclusion of this work that B-factors are poorly suited for 
calibrating network models of protein dynamics.   
Here, we will consider the same assumptions about the data as chosen both in 
previous ENM studies [148, 149, 151, 152, 154, 155, 171, 178] and in most competing 
models[155, 179, 182, 183]; we will therefore suppose that the B-factors from the protein 
databank represent “true” mean square displacements due to proteins’ dynamics.  
In the remainder of this chapter we will explain and compare two types of theories 




models (ENMs) which includes the effects of a protein’s rigid body motion and the 
constraints imposed by the confining crystal. This development results in a proper 
relationship between the network stiffness matrix and B-factors, which is different from 
that used in ANM and GNM.  Secondly, we will explain the TLS model and its 
modifications. The physical assumptions adopted by ANM, GNM, TLS and their 
modifications are mutually conflicting, yet different data sets were used in support of 
different models, so that no consensus exists in the literature as to what model better 
captures the physics. To settle this matter, we will present a comparison of various 
competing simple models of protein dynamics in crystals using all available data sets 
previously used.   
 
3.2. Methods  
3.2.1. Elastic network models  
A. Intrinsic and extrinsic protein stiffness matrices  
In elastic network models for protein dynamics, the effective elastic energy of a 
deformed protein is assumed to be a quadratic function of the atomic displacements, 
 1
2
TE  u Ku       (3.1) 
whereu is the column-vector containing atomic displacements and K is the network 
stiffness matrix, which is completely determined by the network geometry and its elastic 




as the network nodes, although all-atom networks have also been considered[147]. For 
ENM, the dimension of u is 3n, where n corresponds to the number of nodes (Cα atoms). 
Elastic networks have been analyzed in depth and the basic results presented in this 
section are well established in the literature[159].  For GNM the dimension of u is n.  
The matrix K is symmetric semi-positive definite which has at least six zero 
eigenvalues. If there are precisely six zero eigenvalues, the null space  KN  is spanned 
by vectors representing three rigid translations and three rigid rotations, so that any u 
related to deformation,  Ku N , leads to 0E  . Such networks are termed stable. An 
example of a two-dimensional stable network is one where the bonds form a triangle. On 
the contrary, if the edges form a square, the network is unstable. Recent work proposes 
that protein unfolding can be viewed as loss of network stability[187]. In what follows 
we consider only stable networks. Note that dim   1KN  for GNM [157]. Thus the 
GNM setting is not sufficient for a meaningful treatment of rigid body motion. For this 
reason, we do not consider the GNM in this section. Nevertheless GNM will be included 
in the comparisons presented below. 
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where R is the orthogonal matrix formed by the eigenvectors of K ,  is the diagonal 





 for 6     (3.3) 
and 
0vv for all        (3.4) 
where the angular brackets denote time or ensemble averaging. Note that Eqs. 3.3-4 do 
not distinguish between two network trajectories that differ by rigid body motion only. 
Commonly rigid body motion is uniquely defined by geometric constraints 
imposed on the network (displacement boundary conditions). Then the stiffness matrix is 
modified by removing the rows and columns associated with the constrained degrees of 
freedom. Eq. 3.1 must then be augmented by including the constraints. If geometric 
constraints are imposed on six degrees of freedom only, so that rigid body motion is fixed 
but the deformation is unaffected, the formulation involves a    6363  nn  positive-
definite stiffness matrix K̂ and the elastic energy is represented by 
1ˆ ˆˆ ˆ
2
TE  u Ku       (3.5) 
where the hat refers to the geometrically constrained quantities. Notice that the 
eigenvalues of K̂ are intrinsic network properties, whereas the eigenvectors rely on a 




If the network represents a protein embedded within a crystalline sample, we can 
















ˆ      (3.6) 
where the subscripts p and c refer to the protein and the sample, respectively.  The 
absence of the hat symbol over 
ppK  implies that the protein atoms are not geometrically 









1      (3.8) 
and the superscript e is used to emphasize that eppK is an extrinsic (or apparent) property of 
the protein. The matrix eppK  is directly associated with the mean-square atomic 
displacements or B-factors obtained from X-ray crystallography. However, in order to 
construct eppK we need the stiffness matrix K̂  of the entire crystal.  
The intrinsic stiffness matrix ippK  describes the protein decoupled from its 
surroundings. It is acquired following the standard rules for constructing network 




of the effective harmonic bonds connecting atoms within the protein. As a result it is easy 
to construct using the protein structural information[148]. Like the matrix K, the matrix
i
ppK  is a property of an unconstrained network and so its null-space contains rigid body 
motion. Also note that pp
i
pp KK  because ppK is affected by the stiffness of the bonds 
connecting the atoms of the protein to the atoms of the surrounding crystal. In contrast to 
the extrinsic stiffness matrix eppK , the intrinsic stiffness matrix 
i
ppK is easy to construct 
but difficult to relate to the experimental B-factors. 
The fact that B-factors are not intrinsic protein properties  has been highlighted in 
ref. [188], which shows their important dependence on crystal packing. In a different 
context, the importance of rigid body motion has been recognized in the work of Kidera 
and Go[185, 186].  
 
B. Extrinsic stiffness matrix versus B-factors 
Consider the covariance matrix of the atomic displacements [145, 146], 
pp uuC  ,      (3.9) 
The mean-square displacements (B-factors) are related to the diagonal elements of the 









Here, the index α = 1, …,
pn enumerates the atoms that serve as the network nodes. On 
the other hand, using the elastic energy from Eq. 3.7, the equipartitioning theorem results 
in the following relationship between the covariance matrix and the stiffness matrix:   
  1 eppBTk KC      (3.11) 
Thus if the number of nodes representing a protein is denoted by 
pn , there are pn simple 
algebraic relationships involving the diagonal elements of the extrinsic compliance 
matrix   1eppK and the B-factors. 
It is common to relate the properties of an ANM to the experimentally measured 
atomic fluctuations by using the relationship [148, 154]: 
  1 ippBTk KC      (3.11’) 
Since the matrix ippK is singular, a pseudoinverse is used to construct   1ipp

K . Use of a 
pseudoinverse sweeps the physical problem with Eq. 3.11’ under the rug. Eq. 3.11’ 
cannot be correct because C  is affected by how the protein is constrained within a 
crystal, whereas ippK is not. The covariance matrix C (or B-factors) of an unconstrained 
protein is not well defined because it is not invariant under rigid-body motion and hence 
it depends on the reference frame[146]. Moreover, in contrast to Eq. 3.11’ relating a 
positive definite matrix to a semi-positive definite matrix, Eq. 3.11 relates two positive 




C. Intrinsic stiffness matrix versus B-factors 
Since the construction the extrinsic stiffness matrix eppK requires the stiffness 
matrix of the entire crystalline sample, the use of the proper relationship between eppK  
and the B-factors is impractical. Here we construct an approximate relationship between  
i




pp KKΔ   is small. 
In the relationship  
   1 1e iB pp B ppk T k T
 
  C K K Δ    (3.12) 
even a smallΔ  considerably affects the null-space of ippK . The simplest approximation 







   e e      (3.13) 
where e are the eigenvectors of ippK , the first six of which span the null-space of this 
matrix. This form represents a weakest crystalline constraint, which is adequate for 
restraining rigid body motion but does not affect the intrinsic protein stiffness. Physically, 
Eq. 3.13 implies that the only effect of the surrounding crystal on the protein is to impose 
an additional harmonic confinement potential along the collective degrees of freedom 




For the chosen , ippK  and 
e
ppK have the same eigenvectors and 63 pn




















 TkB      (3.14) 
in which  and  are the eigenvalues of C and ippK , respectively. Note that while 
  
represents the constraint stiffness, the terms
TkB correspond to the covariance matrix 
































shows that the intrinsic compliance matrix is related to the reduced correlation matrix C  
rather than C. Of course the current construction of the matrix C  is valid only if Δ has 
the form represented by Eq. 3.13.  
The fact that ippK is directly related to C  rather than C can be acknowledged 
without any computations: ippK  is invariant under rigid body motion. This means that the 
covariance matrix to which it is directly related must also be invariant under rigid body 
motion. Since the covariance matrix C is not invariant under rigid body motion[146], the 
relationship between C and ippK  must involve only the component of C that is invariant 




Kidera and Go[185, 186] developed a refinement procedure for extracting ippK from 
crystallographic data. In practice, their procedure requires an initial guess for ippK  that is 
based on a more elaborate protein force field. Zeng et al [189] has proposed an extraction 
procedure in the context of molecular dynamics simulations.  
 
3.2.2. TLS models 
So far our emphasis was on extracting the component of the covariance matrix C 
that is related to the intrinsic stiffness matrix. In this section, we take a diametrically 
opposite view and focus on rigid body motion as the primary contributor to C. 
 
A. The standard TLS  model 
Let us assume that rigid body motion is infinitesimal. Then the displacement 
vector can be prescribed in the form 
       cxωcuxu -,,  ttt     (3.16) 
Here, c is the position of a chosen reference point and x is the position of an atom in the 
equilibrium configuration. The boldface Italics denote true vectors in 3 rather than 





             cxωcucxωcuxu  -t,t-t,t,t  (3.16’) 
for any c . Particularly, if   0,tcu  then c is the center of rotation and the motion 
becomes pure rotation with respect to c. Later on, we identify a particular choice of c that 
is convenient for our purposes 
The mean square displacement of an atom is represented by 
          cxωcxωcxωvvvuux  ~~~~2~~~~B  (3.17) 
where the tilde refers to the fluctuation relative to the time average (e.g.,  u u u ) 
and  ,tcuv  .  This expression can be rewritten in the form  
       cxcxcxωvvvx  Ω~~2~~B    (3.18) 
where ωωωω ~~~~  IΩ  and I denotes the second rank identity tensor. This form 
emphasizes that the B-factors are described by a quadratic form whose coefficients are 
the scalar vv ~~  , vector ωv ~~ , and the symmetric second rank tensor Ω . Note that 
the special structure of the tensor  tΩ , which allows one to reconstruct the entire tensor 
from the vector  tω~ , is fragile under time-averaging. For example, the tensor  tΩ  has 
one zero and two equal positive eigenvalues. This eigenvalue structure is preserved by 
Ω  if and only if    tt ωω ~~  is independent of time. Conversely, the symmetry property 
of  tΩ  is preserved under time-averaging. Thus we treat Ω  as a symmetric positive 




previously used [182]  was that the property of the rotation matrix to be semi-positive 
definite was not enforced, leading to potentially physically meaningless results [155].  In 
the present study this property was explicitly enforced.  
In the TLS model [180], 0c  and vv ~~  , ωv ~~ , and Ω  are treated as 
fitting parameters, so that the total number of fitting parameters is equal to ten. The 
fitting procedure can be such that the constraint that Ω  is positive definite is enforced a 
priori. That is, one can determine the fitting parameters using constrained, rather than 
unconstrained, optimization.  Here, we relied on the constrained optimization procedure 
implemented in the Mathematica program. Below we propose two modifications of the 
TLS model.  
 
B. Reduced TLS model (rTLS)  
Let us choose  
ωvc ~~
1  Ω       (3.19) 
Then Eq. 3.18 becomes:  
    xxxx0x  ΩΩ minBBB    (3.20) 
This form implies that the reference point c given by Eq. 3.19 is the best choice of the 




(nodes), then this center of rotation should coincide with the location of the atom that has 
the smallest B-factor, so that one can fit the data   minB Bx  with a quadratic form.  
Consequently, the new fit involves 1n  data points and six constants, as opposed to n 
data points and ten constants in the TLS model. The difference between the two fitting 
procedures can be explained in geometrical terms. Both procedures attempt to fit the 
experimental data with a paraballoid in the four-dimensional space spanned by x and B. 
In the TLS model, c is chosen at the origin, and the scalar-, vector-, and tensor-valued 
fitting parameters are used to construct an optimal paraballoid;  this includes its shape, 
position, and orientation. In the rTLS, the location of c is defined via the equation 
  minBB c . This equation also implies min
~~ Bv.v  and eliminates the vector-valued 
fitting parameter ωv ~~ . As a result the total number of fitting parameters in the rTLS is 
equal to six. This puts a large burden on the equation   minBB c , which may give rise to 
significant differences between the TLS and rTLS models. In particular, this requires that 
the position of c coincide with an atom.  
Eq. 3.20 provides additional insight into the relative contributions of translation 
and rotation into the B-factors within the TLS model. In the absence of rotation, all B-
factors would be the same and equal to minB . Thus the relative contributions of translation 
and rotation can be evaluated by considering the ratio of the smallest and the largest B-
factors, min max/B B  . If, for a given protein,  is close to one, rotation is unimportant. 




ratio is typically between 0.1 and 0.3 suggesting that the contribution from rotation is 
always considerable. This is consistent with the recent study by Zheng[173] which also 
indicates the importance of rotation for accurate representation of B-factors.      
 
C. Extended TLS  model (eTLS) 
This model recognizes the fact that many proteins have flexible ends that result in 
large B-factors. Particularly, the 20 protein structures chosen by Song and Jernigan to 
evaluate their vGNM[155] all share this feature, making a pure TLS description 
inadequate. To account for the floppiness of the protein extremities, we assume that the 
bulk of the chain moves as a rigid body while the chain ends are flexible polymers (Fig. 
3.1). In the following, this model is referred to as eTLS. 
Let p be the position of the last atom treated as part of the rigid body and x the 
position of an atom belonging to a flexible segment. To calculate 
   ( )B    x x x x x     (3.21) 
we assume that (i)  p and px  are statistically independent and (ii) The probability 
distribution of the end-to-end vector px  of the flexible tail is isotropic so that 
0 px . These assumptions imply  





Figure 3.1.  Illustration of the eTLS model, which treats the bulk of the protein as a rigid 
body, except for the chain ends treated as flexible polymers 
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(3.23) 
The mean square distance  2p- x for the flexible tail can be estimated by 
using a suitable polymer model. In the simplest case, when the polymer chain obeys 
Gaussian statistics, this quantity is proportional to the number of polymer links k between 
p and x 
 2 2kbp - x ,      (3.24) 
where b is a constant. At this stage, we can propose a simple extension of the TLS model. 
Suppose that the part of the chain formed by the atoms from 1 to 




and the remaining part, formed by the atoms 1rn to pn , is treated as flexible. Then the 
TLS model can be applied to the set of B-factors corresponding to the first 
rn  atoms. The 
B-factors for the remaining atoms are fitted with the equation 
2( )
ri n r r
B B b i n i n         (3.25) 
This prescription is easy to modify if one needs to account for two tails.  
 
D. KMSP model 
The KMSP model [183] is a particular case of the TLS model. It is obtained by 
placing the rotation center c at the center of mass of the protein and assuming that the B-
factors are proportional to the square of the distance between the atom and the center of 
mass. This implies  
0~~ v.v , 0~~ ωv , and IΩ ω.ω ~~   (3.26) 
The validity of these assumptions has not been established.  
 
3.3. Results and discussion 
To critically assess the performance of various models of protein dynamics as 
applied to crystallographic data, we use the experimental data that combines the data sets 




 The set of 176 proteins used by Eyal and co-workers for evaluating ANM [154],  
 The set of 113 proteins used by Kundu and co-workers for evaluating KMSP 
[183] 
 The set of 20 proteins used by Song and Jernigan for evaluating vGNM[155]. 
 The set of 38 proteins used by Halle [179]. 
The total number of different proteins involved in these sets is 330, with 17 proteins 
being involved in more than one set. 


































 ,    (3.27) 
 
where expB  and comB  are the experimental and the computed B-factors and  expavgB and
com
avgB







3.3.1. Elastic network models 
In this section, we examine two models. The first one is the standard ANM.  The second 
model, referred to as RBM+ANM, is an ENM that accounts for rigid body motion. 
Specifically, it takes into account the effect of the crystalline environment as prescribed 
by Eqs. 3.12-13 while its stiffness matrix is constructed as in ANM. Hence for both 
models the network connectivity is determined by the cut-off radius R and a constant 
bond stiffness γ is assumed for all pairs of atoms that lie within this cutoff distance.  
For the RBM+ANM the crystallographic B-factors are fitted by using the 
following steps: 
1.  Choose the cut-off radius R.   
2. Construct the intrinsic protein stiffness matrix ippK  using the bond stiffness
1 . 
3.  Determine the eigenvectors e of ippK .  

























  and  are considered as fitting parameters and   are the eigenvalues of    
i
ppK  corresponding to 1 .  
 5.  Determine 
  and  from the least square fit of the B-factors corresponding  









      (3.29) 
 to the experimental data. 
Computational results based on the above fitting procedure are demonstrated in Figure 
3.2, where we plot the residue number along the abscissa and the B-factors along the 
ordinate for circularly permuted jellyroll protein (PDB code 1cpn). Both fits correspond 
to 

A18R , which is optimal for ANM [154] but not necessarily for  RBM+ANM. The 
numbers in the legend box are the correlation coefficients. The values 56.0  for the 
ANM and 0.71   for the RBM+ANM are typical. Both models recognize but fail to 
capture accurately a major peak between the 33rd and 49th residues. Further, the ANM 
predicts two non-existing minor and one major peaks. Failure to capture peaks makes the 
model unreliable.   
An advocate of the ANM may argue that the RBM+ANM relies on eight fitting 
constants (





Figure 3.2.B-factors for circularly permuted jellyroll protein (PDB code 1cpn).Comparisons 
of the ANM and RBM+ANM. The value of the cutoff radius used is R = 18Å [154]. 
 
and ). This argument would totally miss our point made above:  There is nothing 
fundamentally wrong with fitting the stiffness matrix using the constants R and  but it is 
fundamentally wrong to neglect rigid body motion. To examine the role of rigid body 
motion quantitatively, we evaluate the B-factors for the covariance matrix  



































Figure 3.3.B-factors for circularly permuted jellyroll protein (PDB code 1cpn).Evaluation of 
the ANM contribution for the RBM+ANM. The value of the cutoff radius used is R = 18Å 
[154]. 
which represents the ANM contribution of the RBM+ANM. The B-factors corresponding 
to the matrices C and CANM are plotted in Figure 3.3. As can be seen from the plot, the B-
factors associated with the matrix CANM are small, and therefore rigid body motion is the 
primary contributor to the B-factors.  
The smallness of  CANM makes the calibration of  the RBM+ANM unreliable 
because, in effect, it involves computation of a small difference between two large 
uncertain numbers. To demonstrate this point consider the data for HIV protease (PDB 





















Figure 3.4.B-factors for the HIV protease protein (PDB code 1hhp). Comparisons of the 
ANM and RBM+ANM, with a cutoff radius R = 15Å [154]. 
 
shown in Figure 3.4. On the surface, this is a favorable case for RBM+ANM  87.0  
but not for ANM  26.0 . However a closer look exposes that the RBM+ANM 
predicts an absurdly high (twenty orders of magnitude off) stiffness γ. A possible 
explanation for this prediction is that the crystallographic B-factors are best represented 
by rigid body motion plus noise. Since RBM+ANM approximates the noise with the 
matrix CANM, which has 63 pn  positive eigenvalues, it finds that the optimal solution is 
to force the matrix CANM  to be zero. As the RBM+ANM fit uses only one adjustable 























rigid-body motion, it is also possible that use of an ANM with more adjustable 
parameters within the RBM+ANM framework could lead to a better estimate of the 
network parameters.  
In summary, we believe that both ANM and RBM+ANM – if parametrized to fit 
crystallographic B-factors – are unreliable and that their quantitative use should be 
treated with suspicion. 
 
3.3.2. TLS models 
Here we present case studies featuring the TLS, rTLS, eTLS, and KMSP models. 
Our goal is twofold. First, we show that a priori assumptions leading to simplified 
expressions for rigid body motion may lead to significant errors. Second, we compare the 
performance of the TLS and eTLS models and show that the latter is a better choice only 
when the protein has flexible ends.  
TLS versus rTLS and KMSP models. The rTLS and KMSP models are particular cases 
of the TLS model. As far as the number of fitting parameters is concerned, the 
differences among the models are summarized in Table 3.1. 
Results for myohemerythrin  (PDB code 2mhr) are demonstrated in Figure 3.5. 
The numbers in the legend box are the correlation coefficients, which are typical for these 
models.  It should be noted that the center of mass of the protein postulated by KMSP to 




Model Scalar Vector Tensor
TLS 1 1 1 
rTLS 0 0 1 
KMSP 0 0 0 
 
Table 3.1. Optimality of fitted parameters in the TLS-type models: 1 denotes an optimal 
choice and 0 a non-optimal choice. Optimality is defined with respect to the least square fit 
restricted to positive definite tensor-valued fitting parameters.  
 
 
Figure 3.5.B-factors for myohemerythrin (PDB code 2mhr).Comparisons of the TLS, rTLS, 

























using Eq. 3.19, 

A8.2 TLSKMSP cc , while  

 A0.8TLSrTLS-cc .  Hence the primary 
source of the poor performance of the KMSP model should be the poor approximation of 
the second rank tensor rather than a poor choice of the center of rotation. 
 
TLS versus eTLS models. For the eTLS model, we have treated the first and the 
last three residues as forming flexible tails. We did not attempt to optimize the number of 
residues to be included in the tails. TLS and eTLS yield significantly different predictions 
only when flexible tails exist, whose behavior can be captured by eTLS but not by TLS. 
For example, for peroxidase (PDB code 1aru) the two models have essentially the same 
correlation coefficient (Fig. 3.6).  
In contrast, for myoglobin (PDB code 1abs), the eTLS model significantly 
outperforms TLS (Fig. 3.7). This is also the case for all of the 20 structures that were 





Figure 3.6.B-factors for peroxidase (PDB code 1aru).Comparison of the TLS and eTLS 
models. 
 













































Figure 3.8.B-factors for phospholipase A2 (PDB code 1poa). The eTLS model is not able to 
capture a peak. 
 
A small subset of proteins cannot be described well by the eTLS model. For 
example, for phospholipase A2 (PDB code 1poa), 58.0 . It is apparent from Figure 3.8 
that the poor correlation is due to peaks that eTLS fails to capture. In general, 
disagreement between eTLS and the experimental B-factors may indicate a large-
amplitude conformational rearrangement. In particular, proteins that contain more than 
one subunit often exhibit such motion and, in principle, can be modeled by  allowing 






















 Eyal et al 
set[154] 
Kundu et al 
set[183] 




ANM 0.55 0.54 0.50 0.50 
GNM 0.59 0.59 0.57 0.54 
rTLS 0.70 0.68 0.59 0.71 
TLS 0.78 0.80 0.68 0.79 
vGNM – 0.81 0.80 – 
eTLS 0.82 0.85 0.88 0.84 
 
Table 3.2.Comparisons of ANM, GNM, rTLS, TLS, vGNM and eTLS for four data 
sets. 
 
3.3.3. Round-Robin comparisons 
So far we have presented case studies on selected proteins. Now we use the 
combined set for 330 proteins to compare the performance of different models. 
Computational results are summarized in Table 3.2 where we present the average 
correlation coefficients for each of the four sets.    
The comparisons do not involve the RBM+ANM and KMSP models. 
RBM+ANM is not included because we do not believe that in its current form it is 
reliable, specially its prediction for the bond stiffness. The KMSP model is not included 




It is evident from Table 3.2 that the ANM is the least competitive model. Despite 
its intrinsic limitation of not being able to describe vector-valued displacements with 
scalar-valued degrees of freedom, we included GNM in the comparisons.  Although 
GNM outperforms ANM, it is outperformed by all models that consider rigid body 
motion. Both rTLS and TLS are characterized by reasonable correlation coefficients, but 
predictably, these models are outperformed by eTLS.  
Interestingly, the performance of TLS is comparable with that of vGNM for the 
more diverse data set of Kundu et al[183]. However vGNM outperforms TLS for the 20 
myoglobin structures from ref. [155].  All these structures share the feature that the atoms 
close to the ends of the chain exhibit large fluctuations (cf. Fig. 3.7), suggesting floppy 
chain ends.  It is likely that the GNM part of vGNM captures these fluctuations leading to 
a better correlation as compared to models that treat proteins as rigid bodies. When the 
flexibility of the chain ends is accounted for by using eTLS, the resulting average 
correlation coefficient for these structures becomes much higher (0.88) than that provided 
by any other model. 
  Comparisons of vGNM versus eTLS favor the latter model for reasons other 
than higher correlation coefficients. First, vGNM incorporates a very poor representation 
of rigid body motion, whereas the TLS model clearly indicates that rigid body motion is 
the main contributor to the B-factors. Second, the idea of enriching the correlation matrix 
corresponding to rigid body motion with a low-rank matrix whose basis is constructed 




eigenvectors of an ANM rather than a GNM. Finally, vGNM typically uses 21 fitting 
parameters whereas eTLS relies on 13, each of which having a clear physical meaning. 
The correlation coefficients for vGNM are taken directly from the original paper [155] 
and we did not apply the model to the first and fourth data sets. 
 
3.4. Conclusions and outlook.  
The development of elastic network models has been largely motivated by their 
ability to capture slow and often biologically important internal modes of proteins at a 
modest computational expense.  As they offer an appealing alternative to computationally 
prohibitive all-atom simulations, there is a considerable interest in using ENMs to answer 
more quantitative questions concerning protein dynamics. Network models are 
particularly encouraging in the context of quantifying mechanical properties of proteins 
and their assemblies, where they provide a natural framework similar to the truss model 
in structural mechanics. To address quantitative issues it is crucial to develop reliable 
calibration procedures for ENM. In this work, we have critically evaluated one 
widespread calibration approach based on fitting the crystallographic B-factors. Our main 
findings are as follows: 
 Crystallographic B-factors for most proteins that have previously been employed 
to validate and/or parametrize elastic network models and Gaussian network 
models are dominated by rigid body motion. As a result, such experimental data 




 The eTLS model, which considers the protein as a rigid body with flexible ends, 
outperforms all other simple protein-databank based models for protein dynamics 
in crystals and yields an average correlation coefficient above 0.8 for a set of 330 
proteins used in previous studies by other researchers.  
 The calibration procedures commonly used for ANM and GNM are 
fundamentally flawed because they fail to recognize the importance of rigid body 
motion and crystalline constraints. 
We emphasize that in no way does our work question the usefulness of simple 
network models. Rather we exposed flaws in the existing calibration procedures and 
question the usefulness of experimental B-factors for this purpose.  
It is natural to ask whether it is possible to extract information about internal 
protein dynamics based on the small residual difference between the B-factors and the 
TLS or eTLS fits. In principle, it can be accomplished through normal mode refinement 
[185, 186]. In practice, however, this approach requires an initial normal mode 
calculation that is based on a realistic molecular dynamics force field. Considering other 
limitations of the reported crystallographic B-factors mentioned in the beginning, it may 
be better to forego using the B-factors altogether and to rely on molecular dynamics to 
calibrate ENMs[176, 177, 191].  
Finally, if the crystallographic B-factors are dominated by rigid body motion, why  
are they correlated at all with models that neglect rigid body motion altogether, such as 




proximity of the atom to the surface[157], which is captured by all of these models even 
if not for the right physical reason. In TLS, the further the atom is from the rotation 
center the larger the displacement. Thus peripheral atoms should have larger B-factors, 



















Polymer mediated interaction between two planar surfaces 
 
4.1. Introduction 
There is a considerable interest in studying the interaction between polymers and 
solid surfaces as well as polymer-mediated interactions between surfaces[192, 193]. 
Interactions of this type are commonly encountered in polymer science[194], 
biophysics[195] (e.g., cell adhesion) and study of colloids[196, 197]. An important 
example of this interaction is encountered in colloidal systems, where the polymers 
covering the surfaces of colloidal particles cause repulsion between the particles and 
stabilize the colloids against van der walls attraction[198]. 
Polymers confined between two surfaces can be free or attached to the surfaces, 
depending on the details of their interaction with the surfaces. In the case where they 
attach to the surfaces, polymers can form a tail, a loop, a bridge, or a train[199] (see 
Figure 4.1). Tail is the case where only one end of the chain is attached to a surface. Loop 
is created when the two ends of the chains attach to the same surface, and bridge is made 
when the two ends attach to different surfaces. Train is the case where the polymers are 
in direct contact with the surface.  
The statistical mechanics of confined polymers has been studied extensively, both 
theoretically and experimentally(see [200] and references therein). On a theoretical side, 








Figure 4.1.Schematics of the formation of a tail, a bridge, a loop, and a train between two 
surfaces. 
 
[201, 202], the transition matrix method[194, 203], and other approaches, analytical 
results have been considerably more sparse[198, 204]. 
Dolan and Edwards[198] derived, analytically, the free energy of a tail confined 
between two parallel plane surfaces, by modeling the polymer as an ideal chain. Later, 
they have also incorporated excluded volume effects in their model[205]. Bhatia and 
Russel[204]have studied, analytically, the problem of a bridge between two surfaces, 
which can be either planar or spherical.   
In this chapter, we present analytical results for the problem of a polymer between 
two planar surfaces, assuming that this polymer is an ideal chain. Specifically, we 
consider a thin polymer layer confined between two parallel plates that are a distance  
apart, where  is less than the contour length of the polymer chains.  We change the 
distance slowly and calculate the external force that needs to be applied to the surfaces to 








We further consider two different models for the confined polymer. In model A, 
the polymer layer consists of a large number of individual chains, each having the same 
contour length (monodisperse polymer). Every chain makes a bridge between two plates 
by attaching each of its ends to a different plate.   
In model B, a very long polymer chain is confined between two plates. After 
reaching equilibrium at a specific distance, any bead that contacts the plates makes a 
permanent bond to them at that point. This results in segmentation of the polymer chains 
into tails, loops and bridges. Here, as we only have one long chain, there are, at most, two 
tails after segmentation. In contrast, the number of loops and bridges can be large as the 
chain is long. Hence, we can neglect the effect of the tails.  In this study, we focus on the 
role of the bridges. In effect, Model B describes a polydisperse polymer in which the 
distribution of its length is governed by Gaussian statistics, Allegra et al (2003) have 
studied similar models numerically by applying transition-matrix methods to two lattice 
models of the polymer. 
In both model A and B, we assume that the polymer chains are in the mushroom 
regime[200] and neglect excluded volume interactions both among different chains and 












Figure 4.2. A polymer chain bridging two plates 
 
4.2. Single chain forming a bridge (Model A) 
Here, we follow the approach of Dolan and Edwards[198] to obtain the free 
energy and force-distance relationship for a single polymer making a bridge between two 
plates.  Bhatia and Russel[204] have studied a similar problem and considered both 
planar and spherical surfaces. 
To derive an expression for the free energy of a single confined polymer chain, 
we assume that the chain is ideal and obeys Gaussian statistics. Hence, we can use 
polymer Green’s functions[87] to describe its statistics. Polymer Green’s function 
1
 is defined as the probability that we find the th bead at , , when the 












  (4.1) 
where  is the polymer bond length. 
Because the chain cannot penetrate the surfaces, the absorbing boundary 
condition 
1
0 must be imposed at the confining surfaces. The effect of this 
boundary condition is the removal of all the configurations that cross the boundaries. 
Let us assume that two plates are normal to –axis, and the bottom and top plates 
are located, respectively, at 0 and   (Figure 4.2). Given the planar geometry, 
the solution of Eq. 4.1 is separable and can be written as 
	
1 1 1 1
  (4.2) 
where  is the one-dimensional Green’s function in direction	 ; , , . 
Furthermore, the only macroscopic change in the system is in the  direction, and the 
statistics in the  and  directions are not affected by this change. Hence, we only need to 
consider the -component of the probability distribution function
1
 . In the rest 
of the chapter, we drop the subscript z and  call this quantity simply 
1
 . 
Two forms of the solution can be obtained for 
1
. The method of 





∑   (4.3) 
The second solution is obtained by the method of images[207]: 
1
 
∑ 2 2  (4.4) 
The two forms are identical[206]. However, both forms will be used as each one is more 
convenient than the other in certain limits.  
For the case of a bridge, we assume that the first bead is attached to the bottom 
plate. However, using this point for the position of the first bead results in the trivial 
solution 1
0
0 for Eq. 4.1. This difficulty is readily overcome using the standard 
trick [198, 204] of placing the first bead at some finite but small distance . 
Physically, this distance should be comparable with the bond length of the polymer chain. 
Since we assume that the chain’s contour length is much longer than a single bond length, 
we will eventually take the limit of   going to zero.   
The probability ,  (  stands for bridge) that a chain of N monomers, which is 
confined between two plates at distance , makes a bridge, can be calculated as 
, lim →
1          (4.5) 
Using Eq. 4.3, this gives  
, lim
→




Expanding this to the second order in , the Eq. 4.6 reduces to the following 
, ∑    (4.7) 
The free energy of the bridge ,  is calculated from this probability as 
, ln ,
3 ln ∑        (4.8) 
where  is Boltzmann’s constant,  is the temperature and  and  are constants 
independent of . The external force , , which is required to hold the system in 
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  (4.10) 
Let us define the non-dimensional force and distance by  
	
  and  
√
 , 









Figure 4.3 Force-distance curves for three cases of bridge, loop and tail. 




   (4.11b) 
where  is the elliptic theta function of the fourth kind and prime denotes differentiation 
with respect to the second argument, e.g. 0, , . 
Figure 4.3 shows the normalized force  versus the normalized distance . As is 

















where the force become zero. For 1, two plates attract each other, while for 1, 
they repel each other. For comparison, the force in the tails and loops are also plotted in 
Figure 4.3. The force in the case of loops and tail are always repulsive and approaches to 
zero at long distances. We see from the plot that the repulsive part of the curve for the 
bridge is very close to that of a loop.  
Asymptotic behavior 
Here, we study two asymptotic limits for the bridges. If the distance between two 
plates is very small, i.e. ≪ 1, then the first term of the sums in Eq. 4.10 dominates. As a 
result, the equation simplifies to 
≅ 3 ≅     (4.12a) 
This can be written as 
,     (4.12b) 
The same asymptotic limit as Eq. 4.12b is obtained for the case of a loop and a tail, 
showing that, at small distance, the behavior of all of them is the same. 
At large distances, it is more convenient to use the second representation for 
Green’s function given by Eq. 4.4. Substituting this into Eq. 4.5 and taking the limit of 
small , we obtain 
, ∑
	










    (4.14) 
Now, for ≫ 1,  the first term of the sums in Eq. 4.14 dominates, and we get 
≅ 3     (4.15a) 
This can be rewritten as 
, ≅     (4.15b) 
This means that for large values of , the force is linearly proportional to the distance. 
 
4.3. Model B 
In this model, we assume that the contour length of a bridge is not constant but 
rather is in itself a randomly distributed variable. More specifically, we will consider the 
case where the configuration of each bridge is effectively an unbiased random walk 
between the two plates held some predefined distance h0 apart. Such a scenario may, for 
example, arise if the first surface, with an array of polymer chains tethered to it, is 
quickly brought to proximity with the second surface, provided that the chain monomers 




If the two plates are held at a fixed distance , then the probability  that a 
chain bridging those two plates has  beads is  proportional to the flux[208, 209] ,   
at  , defined as 
,      (4.16) 




     (4.17) 
where the denominator is a normalization factor. Since the contour length of a chain 
forming a bridge cannot be shorter than the distance between the plates, the lower 
integration limit is given by .  
Replacing Eq. 4.4 in Eq. 4.16 yields 
, ∑   (4.18) 





  (4.19) 
Taking the limit, we obtain 
∑
∑




This can further simplified to 
∑
,
    (4.21) 
Here, 0,  approaches zero as   goes to zero. Assuming that the distance 
between the plates is much longer than the polymer bond length,  ≪ 1, the 
denominator becomes equal to 1 and the equation reduces to: 
∑   (4.22a) 
or 
0,    (4.22b) 
We assume that, as the distance  between the plates is varied, the chains cannot 
detach from or reattach to the surfaces; That is, the distribution of the chain lengths is 
fixed and remains independent of the distance . It, however, depends on the initial 
distance , at which the ensemble was created.  So, the average free energy per single 
chain is calculated as 
〈 , , 〉 ,     (4.23) 





〈 , , 〉
3 ln  
∑ ∑  
(4.24) 
Now, let us define normalized length, distance, and free energy as   , 
and , respectively. We can rewrite the Eq. 4.24 as 
〈 , 〉 3 ln  
∑ ∑  (4.25) 
where . The average normalized force 〈 , 〉
〈 , 〉
  per single chain is 
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(4.26) 











Figure 4.4 Force-distance curves for model B for different values of . 
 
The plot in Figure 4.4 shows  〈 〉 versus , for  different values of . As can be 
seen from the plot, for 0.2 , the result is virtually independent of . The 
average force becomes zero at about 0.92. At small , it becomes repulsive and at 
large , it is attractive. Specifically, at the initial distance 1, there is an attraction 

























Asymptotic behavior  
Let us consider the asymptotic behavior at small and large values of .  For  
≪ 1, the fraction in the integral kernel in Eq. 4.26 becomes equal to 1. Hence, the 
equation is simplified as 
〈 , 〉
	
∑   (4.28) 
By taking the integral,  Eq.  4.28 reduces to 
〈 , 〉
	
∑   (4.29) 






    (4.30a) 
or 
〈 , 〉 ≅
	
            (4.30b) 
To find the asymptotic behavior for ≫ 1, we  use the second solution to  
Green’s function for the free energy in a single bridge. However, we still use the Eq. 




〈 , , 〉
∑
	
∑     (4.31) 











∑  (4.33) 
Now, for the limit where ≫ 1, the fraction in Eq. 4.33 becomes equal to 1 and the 
equation reduces to 
〈 , 〉
∑
    (4.34) 
Taking the integral we obtain 
〈 , 〉 ∑ Γ 0,     (4.35) 
whereΓ is the incomplete Gamma function. For ≪ 1 the above equation gives  
〈 , 〉 ≅ 4.2072	       (4.36a) 
or 




In order to compare models A and B,  consider the case where the initial distance 
in model B is chosen so that √ , where  is the chain lengths in model A. By 
performing this transformation, in the short distance limit, Eq. 4.30b becomes the same as 
Eq. 4.12b, obtained for model A. This shows that both models have the same behavior at 
small distances.  
In the large distance limit both models have linear force-distance relationship, but 
the slope in model B is larger than that in model A. This means that assuming the 




In this chapter, we have studied polymer mediated interaction between two 
parallel plates. The problem involves a thin polymer layer that bridges two plates. We 
considered two models. In one, all polymers have the same contour length. In the other, 
the distribution of the bridge contour lengths is governed by the unbiased statistics of the 
chains at a specific distance  between the plates.  
We modeled the polymers as ideal chains and ignored the excluded volume effect. 
We have also assumed a dilute regime such that inter-chain interactions are neglected. 
We then have derived an analytical expression for the force that is required to hold the 




For both models we found repulsion at small distances and attraction at large 
distances, where by small and large we mean compared to √  for model A, and to the 
initial distance  for model B. The force in the short distance limit is inversely 
proportional to the distance cubed. The proportionality constant is the same for both 
models as well as for the cases of tail and loops. This means that the details of the 
polymer layer are not important at short distances.  
At large distances, the force between two plates in both models is attractive and 
linearly proportional to distance. The proportionality constant is not universal but is 
model-dependent.  
Here, we only considered bridges between two plates. In general, a combination 
of bridges and loops can exist between two plates. The derivation presented in this 














Reduced-dimensionality, coarse-grained models are commonly employed to 
describe the structure and dynamics of large molecular systems. These models can bridge 
the gap in the time and length scale between the atomistic simulation and real biological 
processes. In this dissertation, we studied three different types of such models.  
In the second chapter, we presented a rigorous coarse-graining method for 
dynamics of linear systems. The method relies on dividing the configurational space of 
the original atomistic model into masters (the degrees of freedom to be retained in the 
coarse-grained model) and slaves (the degrees of freedom to be eliminated). The method 
results in hierarchy of approximations and gives rise to effective stiffness, friction, mass 
and higher order properties for the system. The method, further, reveals that the correct 
effective friction for the coarse-grained model is non-diagonal, meaning that coarse-
graining results in hydrodynamic-like coupling between the coarse-grained degrees of 
freedom. We showed by analyzing the slow relaxation modes of proteins that this 
dynamical coupling, which is often neglected in ad hoc coarse-graining procedures, is 
crucial in capturing relaxation modes and relaxation rates of the proteins.  
The accuracy of the coarse-graining method presented in chapter 2 depends on 
how the master and slave degrees of freedom are chosen. The best result is obtained when 
the masters are slow and slaves are fast degrees of freedom. In this regard, an interesting 




Also it is interesting to investigate extensions of the method to nonlinear systems. In fact, 
the proposed coarse-graining method can be considered as a reasonable start for coarse-
graining non-linear systems. To this end, one may exploit the effective non-diagonal 
friction matrix obtained by linear approximation, as described in Chapter 2, along with 
the nonlinear potential of mean force estimated using standard coarse-graining 
techniques.  
In Chapter 3, we evaluated the calibration procedure in elastic network models. 
These models have been widely used to describe the low-frequency collective motions in 
proteins. Elastic network models are often calibrated by fitting the mean-square 
displacements obtained from X-ray crystallography experiments (B-factors). However, 
the rigid body motion of the protein in the crystalline environment is often neglected in 
the calibration procedure. We designed an elastic network model which takes both the 
deformation and rigid body motion into account. Fitting the new model to the 
crystallographic B-factors revealed that B-factors are dominated by the rigid body motion 
of the protein. We further showed, by studying a data set of 330 proteins, that B-factors 
could well be described by a pure geometrical model, the translation libration screw 
(TLS) model, which treats proteins as rigid bodies. We also proposed an extended TLS 
models that treats the bulk of protein as rigid body, but allows for the flexibility of the 
ends. This model outperforms other models in describing B-factors. We emphasize that in 
this study, we did not question the usefulness of the elastic network models in any way. 




better approach for the calibration of elastic networks could be based upon molecular 
dynamics. 
In Chapter 4, we studied polymer mediated interaction between two parallel 
plates. In particular, we considered the case where a thin polymer layer bridges two 
plates. Understanding this problem is crucial in studying cell adhesion, colloid stability, 
and many more phenomena in biophysics and polymer science. We considered polymers 
with monodisperse and polydisperse chains. For both cases, by modeling polymer 
molecules as ideal chains, we derived analytical expressions for the force-distance 
relationship for the two plates. The results showed that in both cases, the plates repel 
from each other at small thicknesses and attract each other at large thicknesses. Further, 
we established that the repulsion force is inversely proportional to the thickness cubed, 
and the attraction force is proportional to the thickness. Also we established that 
polydispersity is important for large thicknesses only, as it results in larger attraction 
forces. The study presented here is the first step in studying these two models 
comprehensively. For example, the accuracy of the model can be further increased by 
considering the excluded volume effect in modeling chains. One can also consider loops, 
i. e. the chains that attach at both ends to the same surface, which is formed in the second 
models. Loops always cause repulsive interaction between the plates and incorporating 
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