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Introduction
For a > 0 and ξ ∈ R, the Lerch zeta function φ(s, a, ξ ) is defined for Re s > 1 by φ(s, a, ξ ) = where C is a loop which begins at −∞, encircles the origin once in the positive direction, and returns to −∞ (see [1] ). Clearly φ(s, a, ξ ) is periodic in ξ with period 1. Moreover, if ξ is not an integer, φ(s, a, ξ ) is an entire function in s ∈ C, and for an integer ξ , φ(s, a, ξ ) known as the Hurwitz zeta function, denoted usually by ζ(s, a) and so for Re s > 1,
is meromorphic in s ∈ C with a sole simple pole at s = 1.
The value of φ(s, a, ξ ) when s is 0 or a negative integer can be calculated by applying Cauchy's integral formula to (1.2) . For an integer n 0, a familiar formula (see [2, p. 264] , [11, p. 23 We refer to [11, pp. 25-32] for an account of the properties of B m (x) as well as of the Euler polynomials E m (x) mentioned below. If ξ is not an integer, it is less well known that the values of φ(−n, a, ξ ) can be expressed in terms of Eulerian polynomials. Following [4] , we recall that for α ∈ C \ {1}, the Eulerian polynomials H m (x | α) (m = 0, 1, 2, . . .) are defined by
. .) are no other than the Euler polynomials E m (x).
It follows easily from (1.5) that
which may serve as definition of H n (x | α −1 ) when α = 0. We have by (1.2),
(e −2πiξ − 1)e az e −2πiξ − e z z −n−1 dz (1.6) (see [1] for a slightly different formulation).
The object of this paper is to obtain a multiplication theorem for the Lerch zeta function, from which, when evaluating at s = −n for integers n 0, explicit representations for the Bernoulli and Euler polynomials are derived. These representations will appear in pairs, as the Eulerian polynomials can be expressed in terms of two arrays of polynomials S n k (x) and A n k (x) which are closely related to the classical Stirling and Eulerian numbers. The approaches unify known results by Carlitz [4] , Dilcher [7] and Todorov [14] . As immediate consequences, explicit formulas for the Bernoulli and Euler numbers, defined respectively by B n = B n (0) and E n = 2 n E n (1/2), as well as for some special values of the Bernoulli and Euler polynomials, are obtained, complementing those given in [7] [8] [9] 15 ].
A multiplication theorem
We set the empty sum to be zero. One of our main results is the following theorem. In particular for r = q,
Although these equalities have been used before (see [13] ), we have by a further calculation
which holds for all s by analytic continuation. 2
We denote φ * (s, a, ξ) ≡ φ(s, a, ξ + 1/2) and ζ * (s, a) ≡ φ(s, a, 1/2) for the alternating counterparts of φ(s, a, ξ ) and ζ(s, a), so that for Re s > 1,
For an integer n 0, it follows from (1.6) in analogy to (1.3) that
We now list below some interesting special cases of Theorem 1. We have by setting ξ = 0 in (2.1),
and if q is odd
Representations for the Bernoulli and Euler polynomials are obtained by setting s = 1 − n for integers n 1 in (2.4) and setting s = −n for integers n 0 in (2.6), using (1.3), (1.6) and (2.3). We may replace a > 0 by x ∈ C as these identities involve only polynomials in a. Corollary 1. Let p, q be integers, q 1 and 0 p q − 1, x ∈ C. For an integer n 1,
Moreover, if q is odd, for an integer n 0,
We refer to Carlitz [4] in which (2.7) has been given. However, for q even, we obtain an identity equivalent to (2.7) when setting s = 1 − n for an integer n 1 in (2.5). Other special cases of Theorem 1 with interesting applications can be found in [6, 16] .
Explicit representations
For integers n, k 0, two arrays of polynomials S n k (x) and A n k (x), which have often appeared in separate occasions (see, e.g., [4, 12] and [5, 10] ), are defined by
where ∆ denotes the forward difference operator, and
It is easy to verify that
Moreover, the pair of inverse relations
holds, where the first identity in (3.3) follows from an inverse pair given in [12, p. 45 ] and the second is derived using the identity
are precisely the classical Stirling numbers of the second kind and the Eulerian numbers, respectively.
The Eulerian and Bernoulli polynomials are represented in terms of S n k (x) and A n k (x) (0 k n) in Lemma 1 and Theorem 3 below, in which (3.4) and the first formula in (3.8) can be found in [4] and [14] , respectively. We supply proofs of these known results along with those of the others.
Proof. By (3.1), we have
and so
Thus (3.4) follows from (1.5). Moreover, we may assume α = 0. Then by (3.2),
Thus (3.5) follows also from (1.5). 2
We now apply Lemma 1 to express the right-hand sides of (2.7) and (2.8) in terms of S n k (x) and A n k (x). The proofs are by straightforward computation and so are omitted.
Theorem 2. Let p, q be integers, q 1 and
Then for an integer n 1,
and if q is odd, then for an integer n 0,
where
For the case p = 0, (3.7) has been given in [7] . If q is small, we have as examples
Theorem 3.
For an integer n 0,
Proof. The identities (3.9) follow from Lemma 1 with α = −1. It remains to consider (3.8) .
Since
we have by (3.6),
Thus the first identity in (3.8) follows from (1.4). The second identity in (3.8) is obtained using (3.3) to substitute S n k (x), and then using the equality
(see [12, p. 29 
]). 2
Explicit formulas for the Bernoulli and Euler numbers may be derived in terms of the Stirling and Eulerian numbers S n k and A n k using the representations obtained in Theorems 2 and 3, some of which seem new and some are known (see also [7, 9, 15] ). We leave the details to the interested readers, and instead consider in the next section explicit formulas in terms of an array of integers C n k closely related to the central factorial numbers of the second kind.
Explicit formulas in terms of C n k
For integers n, k 1, we define an array of integers by
They are closely related to the central factorial numbers of the second kind T (2n, 2k) given as in [3] , as C 2n−1 k = (2k − 1)!T (2n, 2k) for n, k 1. We may verify directly or by the properties of T (2n, 2k) that C 2n−1 1
It is shown in [8] that
on which the results in this section are based.
Theorem 4.
For an integer n 1,
Proof. Let ω = e 2πi/3 . Using (2.7) with q = 3, p = 1 and x = 0, since B 2n+1 = 0, by the second equality in (4.1),
from which the first formula in (4.2) follows.
Similarly using (2.8) with q = 3, p = 1 and x = 0, since E 2n (0) = 0, again by the second equality in (4.1),
from which the second formula in (4.2) follows. 2
We verify easily using (1.5) that
3)
Setting α = i = e πi/2 and x = 0 in (4.4), it follows that 5) which is proved in [3, 8] by different arguments. By means of (4.3) and (4.4), identities involving the Bernoulli and Euler polynomials can be deduced from (2.7) when q 1 and 0 p q − 1 are small. As examples for q = 2, p = 0 and q = 4, p = 1, we have for an integer n 1,
The identity (4.6) is well known (see [11, p. 29] ), and for x = 0 it yields
It follows from the multiplication theorems for the Bernoulli and Euler polynomials (see [11, pp. 26 and 30]) that 10) in which the second equality in (4.10) follows from (4.8). Setting x = 0 and x = 1/3 in (4.7), we have
and so by (4.6) with x = 1/3,
Thus B 2n+1 (1/4) and B 2n+1 (1/6) can be expressed in terms of C 2n k using (4.5) and the first formula in (4.2). We refer to [8] for other explicit formulas of B 2n in terms of C 2n k .
