Abstract. The significance of the broken ray transform (BRT) is due to its occurrence in a number of modalities spanning optical, x-ray, and nuclear imaging. Decomposing the BRT as a combination of cone beam transforms clarifies the extent of data required for global reconstruction. Generalizing the measurement geometry, we describe the BRT as a linear shift-invariant operator. This leads to new insights on BRT inversion including zeros in the forward operator and a new inversion technique. In addition to analysis, we provide algorithms for BRT inversion on sampled data. Results of numerical simulations are presented.
Introduction
The broken ray transform (BRT) appears in the forward model of a number of imaging modalities and measurement geometries. It was first considered in the context of optical scatter imaging [1] and later applied to x-ray scatter imaging [2] . The BRT occurs when the measured data are characterized by two rays sharing a common vertex. Time-of-flight positron emission tomography (TOF-PET) could also be considered in this framework (subject to the TOF ambiguity profile). The BRT has been considered for both translation-only measurement geometries [1] [2] [3] [4] [5] and a rotate-shift measurement geometry [6, 7] .
Our interest is 2D single-scatter imaging problems where scatter events are observed throughout the media of interest. This distinction is important because the terms broken ray transform and v-line transform have been used to describe a number of related problems. We distinguish BRT problems integrating over multiple reflections [8, 9] and multiple vertices [10, 11] . Some constrain the vertex locations along the perimeter of the measurement geometry [8, 9, 12] . This is generally motivated by the use of Compton cameras. In three dimensions this results in the cone transform [13] , which we distinguish from the cone beam transform [14] applicable to our measurement geometry.
To our knowledge, all applications associated with the single-scatter BRT represent joint reconstruction problems. Two spatially-varying images must be resolved (e.g. scatter density and attenuation). BRT inversion is interesting alone, however combining data from a second image further complicates the problem. To contrast prior inversion techniques, and justify further investigation, we first define a notional measurement geometry and forward model. For tomographic imaging applications it is common to index the data according to the source and detector locations. In the context of the BRT, Katsevich and Krylov were the first to demonstrate the benefits of indexing the data, instead, by the scatter location [2] . We start with the same generalized measurement geometry and extend the forward model to cover coherent scatter x-ray imaging. While coherent scatter x-ray imaging has received renewed interest recently, joint reconstruction of scatter density and attenuation has not yet been addressed [15] [16] [17] .
As a simplification we assume a mono-chromatic x-ray pencil-beam incident upon some media of interest. At point x ∈ R 2 the beam interacts with the media and scatters coherently. We use θ i ∈ S 1 to represent the direction of the source relative to the scatter location. The direction of the scattered photon is θ i ∈ S 1 . We assume it is detected by a columated detector. Due to the combination of a pencil beam and columated detector we assume the scatter location x is known precisely. This measurement geometry is depicted in Figure 1 .
The intensity measured at the detector largely depends on two media-specific images: attenuation and scatter density. The incident path is a straight line defined by θ i , x. The loss in intensity along this path due to attenuation is governed by Beer's law
We use µ(x) : R 2 → R + as the attenuation image representing both scatter and absorption. Intensity loss along the scatter path due to attenuation has a similar form and combines multiplicatively. For non-coherent scatter applications (e.g. fluorescence imaging) it may be necessary to distinguish the energy levels of the attenuation image before and after the scatter event. This has been investigated recently [18] .
Even in homogeneous media, the intensity observed at the detector may vary with respect to scatter angle (e.g. θ i · θ j ) and energy level. For coherent scatter imaging, the scatter density does not depend on these terms independently, but rather through Bragg's law [19] . This relationship is summarized by the so-called momentum transfer
Here h and c are the Plank's constant and the speed of light, respectively. This definition is unconventional as we have chosen to define it over the cosine of the scatter angle, s, rather than the scatter angle directly. Scatter intensity for inhomogeneous media varies both spatially and with respect to momentum transfer. We use f (x, q) :
Combining the effects of attenuation and scatter density we arrive at the measurement function
In this expression we have omitted a number of terms necessary for accurate models of measured data. However, we assume the remaining terms are known multiplicative factors. Measured data can then be scaled to achieve this generalized form.
To simplify the notation we will make use of three common transforms. Borrowing the notation of Natterer [14] , we define the cone beam transform (CBT) B of µ
This transform appears in (4). In particular, the generalized model includes the superposition of two cone beam transforms sharing a common vertex. This is commonly referred to as the broken ray transform
In subsequent sections we will also make use of the 2D radon transform
Here v ∈ R 1 , and θ ∈ S 1 represent the shift and rotate coordinates of the transform. We assume θ ⊥ is uniquely defined by rotating θ counter-clockwise by π/2. Using these transforms we can express the log of the measured data
The BRT is not directly available in (9) . However, the term f can be canceled with differential measurements [3] even for inhomogenous media. Given three scatter angles θ i , θ j , θ k such that
we have
The condition (10) is only required when the scatter density is a function of momentum transfer. For some modalities, scatter density varies with respect to scatter angle according to a known function (e.g. KleinNishina). In such cases the data can be corrected and momentum transfer removed from (9) . For clarification, we will refer to the right-hand side of (11) as the modified broken ray transform (MBRT) due to the sign change between CBTs. Some authors have reserved their definition of the BRT for this later expression [2] . While either definition of the BRT assumes a linear combination of two CBTs sharing a common vertex, the distinction is important for inversion.
The number of available scatter angles is a discriminating factor in selecting a BRT inversion strategy. The first analytic inversion formula is due to Florescu et al. [4] . The global inversion formula requires only two scatter angles to recover the attenuation image in the presence of spatially varying scatter density. However, the results contain unexplained artifacts which are significant even for trivial phantoms. Additionally, the technique assumes data available over an infinite strip. No insight on the minimum extent of required sampling was provided.
A local inversion formula was discovered by Katsevich and Krylov requiring 3 unique scatter angles [2] . Reconstruction with additional scattering angles significantly reduces artifacts. This was later generalized for additional scatter angles and source locations [5] . While the attenuation map can be recovered locally, the recovery of the scatter density image still requires global reconstruction of the attenuation image. This, and the requirement (10) for coherent scatter imaging, motivates our interest in improved 2D BRT inversion techniques using only two scatter angles.
The remainder of this document is organized as follows. In Section 2 we develop a new analytic inversion technique for the BRT exploiting linear shift-invariance in the generalized measurement geometry. In Section 3 we detail an algorithm implementing the new inversion technique on sampled data. In Section 4 we present results of numerical simulations. Finally, some conclusions are given in Section 5.
New Analysis of the Broken Ray Transform
We take a circuitous route to obtain a new analytic inversion of the modified BRT. We start by focusing on the CBT. This allows us to address the unbounded support in the codomain while only dealing with integration along a single direction. The results are then extended to the BRT. Not only does this approach lead to a new inversion algorithm, it also clarifies a sufficient set of samples for inversion.
Fixed-Angle Cone Beam Transform
We consider an integrable image with bounded support. We define a closed, bounded, convex set C ⊂ R 2 , which we use to window the image
It is helpful to distinguish segments of the boundary of C with respect to the orthogonal basis θ, θ ⊥ . For this we define the scalar values
where the first term is 0 due to the bounded support of µ C . Combining these integrals and expanding x along the orthogonal basis vectors θ and θ ⊥ , we have
Finally, the Radon transform, for fixed direction θ, is given by the BRT along the boundary of C.
For
Proof. Theorem 2 demonstrates equality for
These results have some interesting implications. First, images with bounded support do not guarantee bounded support in the codomain of the CBT. This is according to Theorem 2 since C − θ is unbounded. This is problematic for Fourier analysis. Secondly, data outside the support of the original image is redundant. If (Bµ C )(x, θ) is known for all x ∈ C including its boundary, (Rµ C )(v, θ) is available. Combining Theorem 1 and Theorem 2, the BRT is then known for all x ∈ R 2 . This is significant as there may be problems for which data are not available outside the support of the original image. This demonstrates samples along the boundary, or alternatively direct-path (ballistic) measurements, are sufficient.
The fixed-angle CBT admits a trivial inversion formula. Leveraging the fundamental theorem of calculus, µ C can be recovered from (Bµ C )(x, θ) by taking the directional derivative in the direction θ. However, CBT data over C is generally not available directly. Investigating an alternative inversion formula is warranted.
Modulation and the Cone Beam Transform
The CBT is both linear and shift-invariant (LSI) when the data are indexed by the origin of the ray. Recognizing the CBT as a LSI operator, we expect the Fourier transform of the data to equal the Fourier transform of the image multiplied by the Fourier transform of the operator. For a fixed direction θ, the two-dimensional Fourier transform of (Bµ C ) (x, θ) is given bŷ
The details of this derivation are in Appendix A. The delta function in (31) is a consequence of the unbounded support in the codomain of the CBT. This is particularly problematic when the Fourier transform is determined numerically (i.e. discrete Fourier transform). Bounded CBT datasets are typically both non-zero and asymmetric along the boundaries. Applying the discrete Fourier transform will effect aliasing in the frequency domain and the estimated harmonic structure will be corrupted. A notable exception for this would be images such thatμ C (w) = 0, ∀ w · θ = 0.
To remove the delta function in (31), we again make use of the LSI nature of the CBT. A negated and shifted copy of the CBT data can be used to cancel coherently with the original data. This effectively bounds support of the combined data. Combinations of shifted copies is broadly referred to as modulation. The modulation function can be specified to prevent overlap of the original image since modulating the data is equivalent to modulating the image for LSI transformations.
We define the modulation function
where a ∈ R 1 is a scalar parameter to be addressed later. This modulating function has the two-dimensional Fourier transform
To reduce the number of variables defined we introduce new notation to distinguish signals, which support expansion using the modulation function (32). We definê
The same superscript m will be subsequently applied to the image, continuous signals in the spatial domain, sampled signals, and BRT data. Plugging (33) into (34), the delta function vanisheŝ
Here we use the normalized sinc(x) = sin(πx)/πx. Alternatively we considerb m θ (w; a) as a transformation of a modulated image. Again employing our superscript notation, we definê
This supports restatement of (35) 
Finally, we must address selection of a. One approach is to set a value that is sufficiently large such that the shifted copies of µ C will not overlap after modulation
More specifically, this requires
The expression (37) leads to the inversion formulâ
which is well defined for all w.
Broken Ray Transform
The BRT is the superposition of two CBTs sharing a common vertex. Similar to CBT data, bounded support of the image does not guarantee bounded support of the BRT data. We can again use modulation to bound support of the data prior to image recovery. The complication lies in the partitions of the BRT data. Specifically we require additional partitions of the codomain which may overlap. Resolving the Radon transform, with respect to two directions, from the BRT data is more challenging. Using the definition of the BRT (6), we distinguish two directions θ i = θ j . Following the work in the previous section, our definitions for C and µ C need not change. However, we use i and j to distinguish the directions the subscripts of the definitions (13)- (22) . Depending on C, θ i , and θ j , the set C − i ∩ C − j may be nonempty. The codomain of the BRT can be partitioned
These regions are depicted in Figure 2b . In contrast to the CBT, we must distinguish
Over C alone, they may not be directly available.
There are a few approaches to obtaining these data. Forward scatter (ballistic) measurements at the two angles can be used to measure the quantities directly. Additionally, sampling BRT data over C − i ∩ C − j , they may be distinguished solving a linear system of equations. Once (Rµ C )(v, θ i ) and (Rµ C )(v, θ j ) are available we can extend the BRT data arbitrarily beyond x ∈ C.
The two-dimensional Fourier transform of (Gµ C ) (x, θ i , θ j ) is given bŷ
In this form, it is clear thatĝ i,j (w) = 0 for all w such that w · (θ i + θ j ) = 0. Therefore the nullspace of the BRT is nonempty. Similar to our approach for the CBT, we introduce a modulation function to bound support in the codomain of the BRT. Bounding support of the data avoids delta functions in the Fourier representation. For the BRT, modulation must result in four copies total. There is flexibility in defining this function. We choose the modulating function defined by the convolution of two functions (32) with distinct
Here the subscripts on m again distinguish the direction θ i from θ j in (32). Notice the consistent negation of θ j throughout. We assume θ i ·θ j < 0. By negating one direction we tolerate smaller a without overlap of the original image. The impact on the size of the modulated image can be significant for small scatter angles. Again we use a single parameter, a, which should be increased such that no additional copies of the image overlap C. However, allowing additional copies of the image to overlap outside C reduces support in the codomain. The expression (47) has the Fourier transform
Modulating the BRT data the delta functions vanisĥ
We can state this concisely usingμ m i,j (w; a) to represent the 2D Fourier transform of the modulated image. We define the system function
such thatĝ
This form is due to linear shift invariance when the data are indexed by the scatter locations. Inversion of (52) is ill-posed due to zeros ofĥ i,j (w). This does not appear in the CBT, but arise in the combination of two CBTs. The kernel, however, is limited to a single line through the Fourier space. This suggests regularization will aide reconstruction.
New Algorithms
In application we must reconstruct images from sampled data. The issues we just identified analytically, unbounded support of the data and null space of the forward operator, are only exacerbated with sampling artifacts. In the next sections we propose a suite of algorithms to address these issues and reconstruct images from both BRT and MBRT data.
We first address expansion and modulation of sampled, fixed-angle, CBT data. Expansion of CBT data will provide a fundamental building block for subsequent algorithms. Further, BRT modulation can be expressed in terms of CBT modulation with some general assumptions on the available BRT data. Finally we will address inversion of MBRT data, which is necessary for spatially varying scatter density.
Modulating Sampled Cone Beam Transform Data
We consider CBT data sampled uniformly over a rectangular region. For consistency with previous definitions, we expand x along two scalar axes x = (t, y). For the two axes we use subscripts to distinguish the number of samples N t , N y and the sample spacing ∆ t , ∆ y . We collect the available data in the
The elements B are samples of the CBT data
Here we use ξ to represent the direction θ = (cos ξ, sin ξ). The spatial location associated with sample B 1,1 is x B = (t B , y B ). In this configuration the y coordinate increases with the row index n, and the t coordinate increases with the column index m. It is not necessary to distinguish the terms ∆ t , ∆ y , and ξ for most of the computations related to sampled CBT data. For convenience we define
which is a sufficient input for algorithms on uniformly sampled data. We implement the modulation function (32) in the spatial domain by superimposing a shifted copy of the original data with an extended version of the original data. We select a translation of N t samples in the −t direction ensuring the shifted data do not overlap with the original data. This implies a translation of αN t samples in the y direction. The shift in y is typically not integer-valued. Non-integer shifts of sampled data is a perilous pursuit. We describe a computationally efficient algorithm for this in Appendix B.
For our modulation schema, we assume the support of the modulated data will extend beyond the support of the original (input) data. For convenience we will use
as the required extension, in y, to cover the support of the modulated data. Here we make use of the ceiling operator · . To extend the sampled CBT data, B, we use only the first row and first column as indicated by the dashed boxes. We first extend the data in the direction −t to synthesize data in the second quadrant (indicated by Q 2 ). We then extend the combined data in the direction −y. This synthesizes data in the third and fourth quadrants (indicated by Q 3 and Q 4 ). The process is detailed in Algorithm 1.
Extending CBT data in the direction θ is trivial. For this we need only consider Extending the data in the direction −θ is non-trivial. For simplicity we consider only ξ ∈ (0, π/2) at first. Figure 3 illustrates the problem of extending the data, B, into the quadrants Q2, Q3, and Q4. The Radon transform serves as a proxy for extending the data according to Corollary 3.1. We assume the first row and column comprise no samples interior to C such that these data are samples of (Rµ C )(x · θ ⊥ , θ). We can then extend the data using (Bµ C )(x, θ) = (Rµ C )(x · θ ⊥ , θ). A brute-force approach would be to resample the Radon transform for each new data point. A computationally efficient approach is to extend the CBT data by shifting samples along the boundaries. This process is detailed in Algorithm 1.
With extended CBT data available, modulated data can be synthesized by superimposing a shifted copy of the original data with the extended data. This process is described in Algorithm 2.
Modulating Sampled Broken Ray Transform Data
Extending the notation for sampled CBT data, we consider the incident direction aligned with the t-axis, or θ i = (−1, 0). We then use ξ to represent the scatter direction θ j = (cos ξ, sin ξ). We construct the BRT data matrix G ∈ R Ny×Nt with elements
The definitions for ∆ t , ∆ y , α, and N ξ are consistent with those of the previous section.
To extend the BRT data, we require knowledge of both (Rµ C )(v, θ i ) and (Rµ C )(v, θ j ). In this case, we assume BRT data are sampled beyond the support of the image, such that no boundary samples of G correspond to points within C. For θ i = (−1, 0), and |ξ| < π/2 this implies [G] 1,Nt = [G] Ny,Nt = 0. In this case (Rµ C )(v, θ i ) can be recovered from the last column of G. For ξ > 0, the last row (maximum y) of G is then zero. The function (Rµ C )(v, θ j ) can be recovered from the Algorithm 1 CbtExtend: Extend CBT data from a rectangular, uniformly sampled region. We assume the direction of integration is positive. Interpreting the available data as occupying the first quadrant, we extend the data into quadrants 2-4 as depicted in Figure 3 . The inputs b y and b t represent the first column and row of the data matrix (53), respectively. Input α is given by (55), and p indicates desired padding when using Algorithm 8. We use vertcat and flipud to vertically concatenate and vertically flip matrices, respectively.
Bound support of the data by adding a negated shifted copy. The original data are first extended. The shift distance is determined automatically such that the horizontal translation is exactly N t samples (width of B). Here we use horzcat to horizontally concatenate matrices. first column of G and the first row. Similarly, for ξ < 0, (Rµ C )(v, θ j ) can be recovered from the first column of G and the last row. Integer-sample translations along axis-aligned directions requires no interpolation. This simply requires shifting the columns of G. Additionally, we can extend the data in the direction +t (or −θ i ) by simply replicating the column G (:, N t ) . However, we must extend the data after translation in the direction −y, as well. It is for this reason Algorithm 2 returns the additional term b s . The complete algorithm for modulating BRT data is detailed in Algorithm 3. Notice here we expand support of the scatter angle to ξ ∈ (−π/2, π/2) by flipping G on input and G m on return.
Algorithm 3 BrtModulate: Modulation of sampled BRT data.
Inversion of BRT Data with Regularization
Modulation ensuresĝ m i,j (w) is finite. However, recovery ofμ m i,j (w) is still ill-posed due to zeros inĥ i,j (w). For this we use Tikhonov regularization which can be applied sample-wise in the frequency domain.
We restate (51) as an expression of scalar values by expanding w = (w t , w y ), θ i = (cos ξ i , sin ξ i ), and θ j = (cos ξ j , sin ξ j ) h i,j ((w t , w y )) = −w t (cos ξ i + cos ξ j ) − w y (sin ξ i + sin ξ j ) j2π (w t cos ξ i + w y sin ξ i ) (w t cos ξ j + w y sin ξ j )
. (58) Notice this expression is commutative with respect to ξ i and ξ j . We define the system matrixĤ by sampling (58) uniformly
The discrete analog of (52) is then
Here we have usedĜ m to represent the 2D discrete Fourier transform of G m . We useΨ m to represent samples ofμ Zeros in the denominator of (58) are problematic for numeric analysis. We define the auxiliary function d(w t , w y ) = (w t cos ξ i + w y sin ξ i ) (w t cos ξ j + w y sin ξ j ) .
(61)
However, modulation ensuresĜ m andΨ m are also zero when d(w t , w y ) = 0. Zeros in the numerator of (58) can be addressed using Tikhonov regularization. Putting this together, we approximate the element-wise inverse ofĤ
where * indicates complex conjugation, and is the smoothing parameter. This yields the estimateΨ m ≈Ĝ m P.
Applying the 2D inverse discrete Fourier transform to the result we obtain a reconstruction of the modulated attenuation image. This process is described in Algorithm 4. The smoothing parameter , in (62), can be adjusted for measurement noise and numerical errors.
Algorithm 4 BrtInvertModulated:
Invert modulated BRT data. In this algorithm ComputeP refers to the computation of P using equations (58), (59), (61), and (62). Here we use DFT 2 and DFT −2 to represent the 2D discrete Fourier transform and its inverse, respectively.
In Section 3.2 we presented a modulation algorithm for BRT data, which assumed θ i = (−1, 0). For such data, a complete inversion algorithm is listed in Algorithm 5. In addition to modulating the data, this algorithm truncates the result. This ensures the output image has the same dimensions as the input effectively, estimating µ devoid of modulation.
Modified Broken Ray Transform Data and Modulation
The MBRT is the difference between two BRT data sets. The motivation for this is to cancel the spatially varying scatter density term using two BRTs sharing one common direction. In addition, this operation cancels the attenuation effects along the common direction. Modulation need not address the common direction. This motivates a subtly different approach to modulation for MBRT data.
We distinguish the two BRT data sets by the unique scatter angles ξ i and ξ j . We will use the same subscript to distinguish the data G i from G j . We consider the MBRT G i − G j .
Algorithm 5 BrtInvert:
Invert truncated BRT data. This implementation accepts only one angle ξ. We assume the other direction is aligned with the direction −t (i.e. π as indicated in Line 3).
Account for modulation shift
Truncate modulated copies
Since the MBRT represents a linear combination, as does modulation, there is some flexibility in the order of operations. Modulation could be applied to the modified BRT data (G i − G j ) or applied to G i and G j separately. Again, the challenge lies in the data extension. For MBRT data, |ξ i − ξ j | may be small. It may be difficult
Instead we assume a known background scatter density that is constant along the perimeter of the data. This term can be removed as a correction to the data. In this case, (Rµ C )(x · θ ⊥ i , θ i ) and (Rµ C )(x · θ ⊥ j , θ j ) can be recovered from G i and G j separately. Under this assumption G i and G j can be extended and modulated independently.
Algorithm 6 operates on BRT data independently. It is not true modulation as we do not address the incident direction. However, results from separate BRT data, at different scatter angles, can be superimposed to form the modulated MBRT. This process is demonstrated in Algorithm 7 lines (3)- (5).
For MBRT the forward operator has a subtly different form. Due to the difference of CBTs, the forward operator (52) is no longer appropriate. Instead we have
Notice the right-hand side of (64) is equivalent to (51) excepting the sign change for θ j .
Here we lose commutativity with respect to θ i and θ j . However, Algorithm 4 remains useful adding π to ξ j . Algorithm 7 describes an approach for modulating truncated BRT data sets, sharing a common direction, which is robust against spatially varying scatter density.
Numerical Simulations
We provide results of numerical simulations to demonstrate the utility of this analysis. We use the modified Shepp-Logan phantom [20, 21] in most of our simulations as depicted in Figure 4 . This phantom is reasonably challenging and the BRT data can be determined analytically. For Figure 4 we sample the image and data space uniformly in y and t. For y we use N y = 600 sampling over [−1, 1] . For t we use N t = 400 sampling over [−0.75, 0.75]. This effects different sampling rates in t and y. Limiting the extent of available BRT data in this way truncates the data both in y and t as shown in Figure 4b and Figure 4c We first demonstrate image modulation bounds support in the codomain. Results are shown for both the BRT and MBRT in Figure 5 .In this case the modulated image and modulated data were all obtained analytically and then sampled.
Algorithm 6
MbrtModulate: Modulation of sampled BRT data for MBRT. Generate 4 shifted copies of the data to ensure bounded support in two scatter directions. Here we ignore the incident direction. We distinguish the direction α i associated with the input BRT data. The input α j identifies the scatter direction associated with the other BRT data externally used to form the MBRT. 
12: else 13:
Algorithm 7 MbrtInvert: Invert MBRT from two BRT data sets sharing one common direction. The unique directions ξ i and ξ j distinguish the data Modulation can be applied to sampled BRT data directly using Algorithm 3. For sampled data this effects small errors which we quantify against the reference data of Figure 5 . Results are shown in Figure 6 . Artifacts are observed at scatter points for which resulting rays are tangent to large transitions in the image. This is a consequence of sampling. For both BRT and MBRT modulation the peak absolute error is less than 4% the peak image value.
Further analysis of h(w) provides insights on BRT inversion. We can express (51) in polar coordinates with the change of variables
such thatĥ
We make a few observations. First, ρ in the denominator of (66) implies the BRT attenuates high frequency content. Second, there are singularities at φ = ξ i ± π/2 and φ = ξ j ± π/2. Modulation ensures the image and data are zero at these frequencies. Finally, (66) is zero at φ = 1 2 (ξ i + ξ j ) ± π/2. These zeros do not appear in the CBT, but arise in the combination of two CBTs.
The matrix P plays a critical role in BRT reconstruction (63). This incorporates changes to h(w) due to ξ j , and the regularization term . Changes to |P | with respect to these terms is shown in Figure 7 . Here we fix ξ i = π without loss of generality. The lines indicating strong attenuation are due to singularities of (66) at φ = ±π/2, and φ = ξ j ± π/2. Zeros in (66) effect large amplitudes in |P | along φ = ξ j /2. However, this amplitude is curtailed through regularization as increases. Without regularization, we would expect reconstruction artifacts along this spectral line.
The original global BRT inversion formula is due to Florescu et al. [4] . We will refer to this as the FMS formula. Specifically contrasting with our algorithm, we analyze the same square phantom in Figure 8 . The original work assumed data Figure 5a depicts a notional phantom defined by modulating the image of Figure 4a analytically using (47). In this case ξ i = π and ξ j = π/11 where the subscripts distinguish the directions θ i = (cos ξ i , sin ξ i ). The associated analytic BRT data are shown in Figure  5b and indicate bounded support. To bound support of MBRT data, modulation need only address the unique scatter directions associated with the two BRT data sets. Figure 5c and Figure 5d show the modulated image and modulated MBRT data, respectively. Here the scatter angles for the BRT data composing the MBRT data are ξ j ∈ {π/11, −π/5}.
available over an infinite strip with no additional insights on limiting the data. The data of Figure 8b violates this assumption. Directly applying the FMS formula to this data yields poor results as shown in Figure 8c . However, we can simulate additional data using Algorithm 1. Applying the FMS formula to the extended BRT data yields results consistent with those previously published [4] . In this way, Algorithm 1 can be used as a preprocessing step to reduce the extent of sampling required for reconstruction using the FMS formula. Although the artifacts were previously unexplained, we now recognize their structure is due to the nullspace of the forward operator (52). Striations are observed in the direction ξ/2 + π/2. Regularization further improves reconstruction as demonstrated in Figure 8f . Inversion results for the Shepp-Logan phantom on noisy data are shown in Figure  9 . The BRT data were obtained analytically, sampled, and corrupted with additive Gaussian noise. For small , we see artifacts where the direction ξ is tangent to high frequency edges of the image. This is a consequence of sampling errors and extending the BRT data. Additionally, edges perpendicular to the direction ξ/2 are not well resolved. This effects blurring along the direction ξ/2. Increasing increases the angular extent of blurring. The effect is reduced as ξ increases.
Discussion
In conclusion we have demonstrated a new inversion algorithm for the BRT with improved performance with one scatter angle. Casting the BRT as a superposition of CBTs provides insight on the minimum extent of sampling required for reconstruction and techniques to bound support of the data. Indexing the data by the scatter location, the BRT is an LSI operator. Analyzing the BRT as a linear operator, in the Fourier domain, yields a concise representation of its nullspace. This motivates the use of regularization which improved reconstruction for noise-free and noisy data. Improving inversion of the BRT using one scatter angle supports extension to coherent scatter x-ray imaging problem which has angular sensitivity due to the momentum transfer. Figure 7: Changes in |P | (62) with respect to regularization and angle ξ j . The first column of images corresponds to scatter direction ξ j = π/20, the second column ξ = π/7, and the third column ξ = π/4. For all images we fix ξ i = π. Each row of images uses a different ; the first row uses 1e −6 , the second 1e −5 , and the third 1e −4 . For all images the zero-frequency content is centered for both axes. Further, the same display scale is used as shown in the colorbar.
For two-dimensional functions we define the two-dimensional Fourier transform and its inverse
In this form, we have
(A.5) where δ(x) and u(x) represent the Dirac delta function and the unit step function, respectively. Figure 8a , and we limit the available BRT data as shown in Figure 8b with ξ j = −π/4. FMS [4] reconstruction, using limited data, is shown in Figure 8c . The limited BRT data of Figure 8b can be extended using Algorithm 1 as shown in Figure 8d . Figure 8e depicts results applying the FMS formula to the extended data of Figure 8d . Similarly, Figure 8f depicts results applying Algorithm 5 to the extended data of Figure 8d . All images use the same display scale shown in the colorbar. Figure 9: Reconstruction of noisy, truncated, BRT data using Algorithm 5. The first column of images corresponds to scatter direction ξ j = π/20, the second column ξ j = π/7, and the third column ξ j = π/4. Each row of images uses a different in (62) which appears in the reconstruction formula (63); the first row uses 1e −6 , the second 1e −5 , and the third 1e −4 . All images use the same display scale shown in the colorbar. The same realization of Gaussian noise was added to each data set. The standard deviation was 10 −3 times the peak amplitude of the image.
For CBT data associated with a fixed direction, θ, we define the two-dimensional In (A.8) we changed the order of integration and substituted y = x + tθ. In (A.9) we substitutedμ C (w) = F 2 {µ C (x)}. Finally, in (A.10) we made use of (A.5).
Appendix B. Non-Integer Shifts of Sampled Signals
Non-integer shifts of sampled signals requires interpolation. Fast implementations of the discrete Fourier transform (DFT) can be leveraged to perform this task quickly. Since s is represented in samples, equation (B.6) is independent of sampling rate. This is particularly efficient when multiple shifted copies of the same signal are required. In such cases y[m] need only be computed once. Additional savings are realized computing the IDF T in (B.6) for all signals at once. This process is described in Algorithm 8. Here we have included additional inputs indicating zero padding, p, and fill samples f to reduce aliasing.
Algorithm 8 NonIntShift:
Non-integer shifting of a sampled signal. We use to represent element-wise multiplication with assumed expansion along singleton dimensions. When x is matrix-valued and s is scalar-valued, the shift will be applied to all columns of x independently. We use 0 p to represent the p-length column vector of all zeros. 
